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Mathematics
We study the macroscopic geometry of first-passage competition on the integer lattice Zd,
with a particular interest in describing the behavior when one species initially occupies the
exterior of a cone. First-passage competition is a stochastic process modeling two infections
spreading outward from initially occupied disjoint subsets of Zd. Each infecting species
transmits its infection at random times from previously infected sites to neighboring unin-
fected sites. The infection times are governed by species-specific probability distributions,
and every vertex of Zd remains permanently infected by whichever species infects it first.
We introduce a new, simple construction of first-passage competition that works for
an arbitrary pair of disjoint starting sets in Zd, and we analogously define a deterministic
first-passage competition process in the Euclidean space Rd, providing a formal definition
for a model of crystal growth that has previously been studied computationally. We then
prove large deviations estimates for the random Zd-process, showing that on large scales
it is well-approximated by the deterministic Rd-process, with high probability. Analyzing
the geometry of the deterministic process allows us to identify critical phenomena in the
random process when one of the two species initially occupies the entire exterior of a cone
and the other species initially occupies a single interior site. Our results generalize those
in a 2007 paper of Deijfen and Ha¨ggstro¨m, who considered the case where the cone is a
half-space. Moreover, we use our results about competition in cones to strengthen a 2000
result of Ha¨ggstro¨m and Pemantle about competition from finite starting configurations.
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1Part I
A UNIFIED TREATMENT OF RANDOM AND DETERMINISTIC
FIRST-PASSAGE COMPETITION
2Chapter 1
INTRODUCTION
First-passage competition is a stochastic process modeling two infections spreading out-
ward from initially occupied disjoint vertex sets in a graph. This competition model was
introduced by Ha¨ggstro¨m and Pemantle [HP98] as a generalization of first-passage per-
colation, which models a single infection spreading throughout the graph. First-passage
percolation is described by the shortest path metric on a graph with random edge weights,
and thus it is essentially a model of random geometry. We will take the underlying graph
to be the integer lattice Zd with d ≥ 2, and we will assume that the edge weights are
independent and identically distributed (i.i.d.). We are mainly interested in the two-type
competition model, but since this two-type process is constructed from two one-type first-
passage percolation processes spreading simultaneously in Zd, we begin by describing both
the one-type and two-type processes in a bit more detail.
1.1 Overview of First-Passage Percolation
1.1.1 Brief Description of First-Passage Percolation (the One-Type Process)
The one-type process (first-passage percolation) consists of a single species, say red, spread-
ing out from an initial set of vertices A ⊆ Zd. To construct the one-type process, we start
with a collection of i.i.d. nonnegative random variables τ = {τ(e)}e∈E(Zd), indexed by the
edges in the lattice Zd, where two vertices in Zd are joined by an edge if the Euclidean
distance between them is 1. The random variable τ(e) is called the traversal time1 of the
edge e, and is interpreted as the time it takes red to cross the edge e in either direction.
1In the literature on first-passage percolation, the random variable τ (e) is more commonly called the
passage time of the edge e. However, the term “passage time” is also used to refer to the distance T (u,v)
between two vertices in the induced shortest path metric on the graph. To avoid confusion, I prefer to use
different terms for these two concepts. I follow the convention of Kordzakhia and Lalley [KL05] and use
the term “passage time” to mean the infimum of “traversal times” of paths between two sets, and I treat
a single edge as a path of length 1; see Sections 2.1.2 and 2.2.2 for the precise general definitions.
3Red occupies the initial set A at time t = 0, and then spreads out from A by crossing edges
in the graph according to the traversal times. More precisely, this means:
All the vertices in A are infected by red at time t = 0. If red infects the vertex
u at time t ≥ 0, and e = {u,u′} is an edge of Zd, then red infects u′ from u at
time t+ τ(e).
If u′ was previously infected from a vertex other than u, then its state does not change —
u′ simply remains infected by red. The growth of red can then be described as the set
ηAτ (t) of infected vertices reached by time t from the set A, using the collection of traversal
times τ .
The above construction of first-passage growth gives rise to a random pseudometric
T on Zd, defined by T (u,v) := inf
{
t ≥ 0 : v ∈ ηuτ (t)
}
for u,v ∈ Zd. The random
variable T (u,v) is called the first passage time or simply the passage time from u
to v, and the random pseudometric T is a metric if and only if τ(e) > 0 almost surely.
The pseudometric T coincides with the shortest path (pseudo-)metric induced by the “edge
weights” {τ(e)}e∈E(Zd); that is, T (u,v) is the minimal (or infimal) weight of a path from
u to v, where the weight of a path is computed as the sum of the traversal times of its
constituent edges. For a fixed u ∈ Zd, the set ηuτ (t) of vertices reached from u by time t is
just a deterministically expanding ball in the random pseudometric T, and more generally,
ηAτ (t) is a union of such balls for any A ⊆ Zd.
In Section 2.2, we will take a slightly different, more general approach to constructing
the one-type first-passage percolation process, by using the traversal times τ to construct
an entire family of pseudometrics whose metric balls correspond to a family of “restricted”
one-type processes, growing in subsets of Zd rather than the whole space. We use this
generalized construction to give a new and simple formal definition of the two-type process
in Section 2.4, and in Chapter 4 we study the restricted first-passage percolation process in
its own right.
41.1.2 A Brief History of First-Passage Percolation
First-passage percolation was first introduced by Hammersley and Welsh [HW65] to model
fluid flow through a porous medium. For recent surveys of the subject, see [How04], [Bla10],
[LaG11], [Ahl11c], [GK12], and for earlier accounts, see [Kes86], [Kes87]. Here we highlight
some of the main results in first-passage percolation so that the reader can gain a general
sense of the subject and its relation to the first-passage competition process described in
the next section.
The principal feature of the first-passage growth process ηAτ (t) is the Shape Theorem, first
proved by Richardson [Ric73] in the sense of convergence in probability for exponentially
distributed traversal times, and strengthened to the following almost sure version for general
traversal time distributions by Cox and Durrett [CD81] in dimension d = 2 and by Kesten
[Kes86] for general d ≥ 2. The Shape Theorem says that, under some mild assumptions
on the traversal times τ = {τ(e)}e∈E(Zd), the the set η0τ (t) of sites reached by time t from
the origin 0 ∈ Zd looks roughly like the ball of radius t in some norm µ on Rd which
depends only on the distribution of τ(e). To state the result, we define for V ⊆ Zd the
cube expansion of V to be the set JV K = V + [−12 , 12]d ⊆ Rd obtained by placing a unit
cube around each point in V .
Theorem 1.1 (Shape Theorem [CD81], [Kes86]). Fix an integer d ≥ 2, and let τ =
{τ(e)}e∈E(Zd) be a collection of i.i.d. nonnegative random variables satisfying the following
two conditions:
1. Pr
{
τ(e) = 0
}
< pc(Z
d), where pc(Z
d) is the critical probability for Bernoulli bond
percolation on Zd.
2. Emin
{
τ(e1)
d, . . . , τ(e2d)
d
}
< ∞, where {e1, . . . , e2d} is any collection of 2d distinct
edges in E(Zd).
Then there is a deterministic norm µ on Rd such that for any ǫ > 0,
Pr
{
(1− ǫ)tBµ ⊆
q
η0τ (t)
y ⊆ (1 + ǫ)tBµ for all large t} = 1, (1.1)
5where Bµ =
{
x ∈ Rd : µ(x) ≤ 1} is the closed unit ball of the norm µ, and qη0τ (t)y =
η0τ (t)+
[−12 , 12]d is the cube-expanded first-passage percolation process started from the origin
0 ∈ Zd and using the traversal times τ .
Another way to interpret the Shape Theorem is that large distances in the random
pseudometric T are well-approximated by distances in the deterministic norm metric corre-
sponding to µ, in a sense we formulate precisely in Appendix C. The norm µ in Theorem 1.1
is called the shape function for τ , and the unit ball Bµ is called the limit shape for τ ,
since the scaled process η0τ (t)/t converges to Bµ in the sense of (1.1). In general, little is
known about the limit shape Bµ for a given collection of traversal times τ , other than the
obvious facts that it is a compact convex body in Rd which must satisfy all the symmetries
of Zd (i.e. invariance under reflection or permutation of the coordinate axes); note that the
convexity and the fact that Bµ is a body (i.e. has nonempty interior) follow from the fact
that µ is a norm. Kesten [Kes86, Section 8] shows that for a large class of traversal time
distributions (including exponential), the limit shape Bµ is not a Euclidean ball for large
d, casting doubt on the early conjecture that Bµ might be a disc for d = 2 when τ(e) is
exponentially distributed. Durrett and Liggett [DL81] show that for certain traversal time
distributions, the limit shape in Z2 has flat edges in the diagonal directions but is not the
full diamond Bℓ12 =
{
(x1, x2) ∈ R2 : |x1| + |x2| ≤ 1
}
. In particular, this occurs if τ(e)
is nondegenerate and attains some nonzero minimum value with probability greater than
pdirc (Z
2), where pdirc (Z
2) is the critical value for directed Bernoulli bond percolation on Z2.
Damron and Hochman [DH10] prove that there exist traversal time distributions for which
the limit shape in Z2 is not a polygon; previously, even this basic result was not known
rigorously for i.i.d. traversal times.
The assumption that the collection τ = {τ(e)}e∈E(Zd) is i.i.d. can be relaxed. In particu-
lar, Boivin [Boi90] proves a Shape Theorem in Zd for stationary and ergodic traversal times
with finite moment of order d+ ǫ. Ha¨ggstro¨m and Meester [HM95] prove that any compact
convex body that is symmetric with respect to reflection through the origin can arise as
the limit shape of some collection of stationary ergodic traversal times. Note that symme-
try with respect to permutation of the axes doesn’t necessarily hold in the stationary case
6because the traversal times of edges in different directions can have different distributions.
Some recent papers of interest about first-passage percolation include [Cha11], [AD11a],
[AD11b], [CD09], [Ahl11b], [Ahl11a], [Ahl11c], [DH10], [LW10], [LaG11], [Zha10].
1.2 Overview of First-Passage Competition
1.2.1 Brief Description of First-Passage Competition (the Two-Type Process)
The two-type first-passage competition process consists of two species, say species 1 and
species 2, competing for space in the lattice Zd. To construct the process, each edge
e ∈ E(Zd) gets a pair of traversal times τ¯(e) = (τ1(e), τ2(e)), where for i ∈ {1, 2}, the
nonnegative random variable τi(e) is interpreted as the time it takes species i to cross
the edge e in either direction. Species i starts on some initial set of vertices Ai (which
we assume is disjoint from A3−i) and, until it encounters the other species, grows as a
first-passage percolation process using its own set of traversal times τi = {τi(e)}e∈E(Zd).
When the two species come into contact, the interaction between them can be summarized
succinctly as follows:
In the two-type model, each vertex in Zd is conquered by whichever species arrives
there first, and it can never be re-conquered.
Thus, if one of the species tries to infect a vertex that has already been conquered, then noth-
ing happens, and once a vertex changes from an uninfected state to either state 1 or state
2 (corresponding to the two species), it remains in that state forever. The evolution of the
two-type process started from the initial configuration (A1, A2) and using the pair of traver-
sal times τ¯ = (τ1, τ2) can be described by the pair η
(A1,A2)
τ¯ (t) =
(
η
(A1,A2)
1 (t), η
(A1,A2)
2 (t)
)
,
where η
(A1,A2)
i (t) is the set of vertices occupied by species i at time t.
Since each vertex will be infected exactly once in the two-type process, each edge can
be crossed by at most one of the two species. This means that for each e ∈ E(Zd), at most
one of the random variables τ1(e) and τ2(e) will be used in the construction of the process,
and hence it does not matter how these two variables are coupled. However, independence
between disjoint edges will be important, as will translation invariance of the entire model,
7so we assume that the sequence of pairs τ¯ = {τ¯ (e)}e∈E(Zd) is i.i.d. (though this assumption
can probably be weakened to stationary and ergodic without losing any essential features of
the model). We will impose some additional mild restrictions on the distributions of τ1(e)
and τ2(e) in Chapter 2 when we formally construct the two-type process.
When both of the starting sets A1 and A2 are finite, determining which species arrives at
a vertex first can be done step-by-step, e.g. using a modified version of Dijkstra’s algorithm
to simultaneously find two shortest path trees in the graph Zd, with edges weighted according
to the τi’s (see e.g. [GM08]). However, if we allow the starting sets Ai to be infinite, the
determination of which vertices are conquered by which species constitutes a somewhat
subtle problem, because infinitely many infection events can occur within a finite time
interval. We will deal with this issue and provide an explicit construction of the two-type
process in Section 2.4.
In Ha¨ggstro¨m and Pemantle’s [HP98] original definition of the two-type process, τ1(e)
and τ2(e) are taken to be exponentially distributed, i.e. Pr{τi(e) > x} = e−λix for some
λ1, λ2 > 0. The memoryless property of the exponential distribution implies that in this
case, η
(A1,A2)
τ¯ (t) is a Markov process in which the uninfected vertices of Z
d are infected by
species i at rate λi times the number of their neighbors already in η
Ai
i (t). Ha¨ggstro¨m
and Pemantle named this version of first-passage competition the two-type Richardson
model, because the Markov version of first-passage percolation is known as Richardson’s
[Ric73] growth model. We will study the Markov case in Chapter 6, but in the remainder
of the paper, we assume no more than the minimal assumptions described in Chapter 2,
unless explicitly stated otherwise.
1.2.2 Questions of Interest in First-Passage Competition
In this section we summarize several key results about first-passage competition and describe
the motivation for the present work. For more in-depth surveys, see [DH08], [Bla10]. Most of
the results in this section are about the two-type Richardson model, i.e. the Markov version
of first-passage competition in which the traversal times τ1(e) and τ2(e) are exponentially
distributed with rates λ1 and λ2, respectively. Note that by time scaling, most questions
8about the two-type Richardson model depend only on the ratio λ = λ2/λ1, so in the results
below it suffices to assume λ1 = 1 and λ2 = λ; however, we will generally keep the subscripts
to make it easier to remember which parameter belongs to which species.
Since its introduction in [HP98], the majority of work on first-passage competition has
focused on the question of coexistence of the two species as time goes to ∞. That is,
do both species continue growing indefinitely, or does one species end up surrounded by
the other so that it is only able to infect a finite number of sites? If A1 and A2 are two
disjoint subsets of Zd and τ¯ = (τ1, τ2) is the collection of random traversal times used to run
the two-type process, we denote by Coexτ¯ (A1, A2) the event that both species eventually
infect an infinite number of sites when species i initially occupies the sites in Ai, and we
call this event coexistence or mutual unbounded growth for the initial configuration
(A1, A2). For two-type Richardson model with rates λ1 and λ2, we will use the notation
Coexλ1,λ2(A1, A2) for the event of coexistence. We also say that species i survives if it
conquers an infinite number of sites, so that Coexτ¯ (A1, A2) is the event that both species
survive from the initial configuration (A1, A2).
It is easy to see that Pr
(
Coexτ¯ (A1, A2)
)
< 1 unless both of the sets A1 and A2 are
already infinite or the distributions of τ1(e) and τ2(e) are degenerate, so the first nontrivial
question to ask is whether Pr
(
Coexτ¯ (A1, A2)
)
> 0. Clearly coexistence is impossible if one
of the initial sets Ai surrounds the other set Aj, i.e. if every infinite simple path starting
in Aj intersects Ai. Following the terminology of Deijfen and Ha¨ggstro¨m [DH06a], we say
that the initial configuration (A1, A2) is fertile if neither initial set surrounds the other.
Deijfen and Ha¨ggstro¨m show that, as long as the initial configuration of two-type Richardson
process is finite and fertile, the choice of configuration is irrelevant to the question of whether
coexistence has positive probability:
Theorem 1.2 (Irrelevance of starting configuration for possibility of coexistence [DH06a]).
If (A1, A2) and (A
′
1, A
′
1) are two fertile pairs of disjoint finite sets in Z
d, then for the two-type
Richardson model with fixed growth rates λ1 and λ2,
Pr
(
Coexλ1,λ2(A1, A2)
)
> 0 ⇐⇒ Pr(Coexλ1,λ2(A′1, A′1)) > 0.
Garet and Marchand [GM05, Lemma 5.1] prove an analogue of Theorem 1.2 in the case
9where the two species share a single collection of stationary traversal times. Both results are
proved by modifying finitely many edge-traversal times in order to couple the two processes
to have comparable growth outside some bounded region. In the present paper, we consider
the situation where A1 is finite but the set A2 is already infinite, in which case the question
of coexistence becomes the question of survival of species 1. In Section 2.6 we use a
similar finite modification argument to prove an analogue of Theorem 1.2 in this setting;
see Theorem 1.9 in Section 1.3.1 below.
Intuitively, if the growth rates λ1 and λ2 in the two-type Richardson model are equal, we
might expect that coexistence from finite fertile starting configurations occurs with positive
probability since neither species has an inherent advantage over the other. On the other
hand, if the growth rates are different, say λ1 > λ2, then unless species 2 gets lucky and
surrounds species 1 relatively quickly, species 1 is likely to overtake species 2 by virtue of
its superior speed, making coexistence implausible. Ha¨ggstro¨m and Pemantle conjectured
that this is indeed how the process behaves:
Conjecture 1.3 (Coexistence occurs precisely when speeds are equal [HP98]). In the two-
type Richardson model on Zd with rates λ1 and λ2, if the initial configuration (A1, A2) is
finite and fertile, then coexistence has positive probability if and only if λ1 = λ2.
In fact, Ha¨ggstro¨m and Pemantle [HP98] proved the “if” direction of Conjecture 1.3 in
dimension d = 2, showing that coexistence is possible when the two species have the same
growth rate. Subsequently, Garet and Marchand [GM05] and Hoffman [Hof05] indepen-
dently generalized this result to show that in any dimension d ≥ 2, coexistence has positive
probability for a wide class of ergodic stationary traversal times, when the collections of
traversal times τ1 and τ2 for the two species have the same distribution. We state here the
main coexistence result for the two-type Richardson model.
Theorem 1.4 (Coexistence is possible with equal speeds [HP98], [GM05], [Hof05]). In the
two-type Richardson model on Zd with growth rates λ1 = λ2 = λ, if (A1, A2) is any finite,
fertile initial configuration, then Pr
(
Coexλ,λ(A1, A2)
)
> 0.
Additionally, Hoffman [Hof08] extends the results of [Hof05] to show that coexistence of
four species is possible for a large class of ergodic stationary traversal times, and moreover,
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that if the limit shape is not a polygon, then coexistence of arbitrarily many species is
possible. Combined with the results of [DH10], it follows that there exists an i.i.d. family of
traversal times for which coexistence of k species has positive probability for every k ≥ 1.
In contrast to the progress that has been made in studying equally powerful infections,
the situation when the two species have different growth rates remains stubbornly unre-
solved. The best result to date is the following weakened version of the “only if” direction
of Conjecture 1.3, proved by Ha¨ggstro¨m and Pemantle [HP00].
Theorem 1.5 (Coexistence impossible for all but countably many speeds [HP00]). In the
two-type Richardson model on Zd with a finite initial configuration (A1, A2), if the rate λ1
is fixed, then Pr
(
Coexλ1,λ2(A1, A2)
)
= 0 for all but countably many values of λ2.
Although Theorem 1.5 shows that coexistence is impossible for almost all speed ratios
λ = λ2/λ1, we are presently unable to identify a single ratio λ where coexistence does not
occur. Theorem 1.5 has been extended beyond the two-type Richardson model by Garet
and Marchand [GM08] to general first-passage competition with stochastically comparable
traversal time distributions when one species’ times depend on a continuous parameter, and
by Deijfen, Ha¨ggstro¨m, and Bagley [DHB04] to a two-type continuum “outburst” process
in Rd analogous to first-passage competition.
At first glance, it may seem strange that Theorem 1.5 has not been extended to include
all values of λ2 6= λ1. Intuitively, we expect that Pr
(
Coexλ1,λ2(A1, A2)
)
should decrease
as λ = λ2/λ1 moves farther away from 1. Since Theorem 1.5 implies that we can choose
λ arbitrarily close to 1 such that Pr
(
Coexλ1,λ2(A1, A2)
)
= 0, such monotonicity would
imply that coexistence is impossible for all λ 6= 1. However, it is not obvious how to prove
that the probability of coexistence is monotone in λ. In fact, although this monotonicity
property is certainly plausible for the integer lattice Zd, Deijfen and Ha¨ggstro¨m [DH06b]
have shown that there are other (highly non-symmetric) graphs where monotonicity of
coexistence probabilities does not hold.
Ha¨ggstro¨m and Pemantle’s proof of Theorem 1.5 relies critically on the following result,
which shows that if coexistence occurs, then the total region occupied by both species
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satisfies the same Shape Theorem as the slow species. To state the result, let
η
(A1,A2)
1∪2 (t) = η
(A1,A2)
1 (t) ∪ η(A1,A2)2 (t) (1.2)
denote the region in Zd occupied by both species at time t in a two-type process started
from (A1, A2), and define the shape function µi for species i to be the norm on R
d given
by Theorem 1.1 for the one-type process using species i’s traversal times τi.
Theorem 1.6 (Coexistence implies slow growth [HP00, Lemma 5.2]). Consider the two-
type Richardson model on Zd with rates λ1 and λ2 and corresponding shape functions µ1
and µ2 for the two species. If λ1 ≥ λ2 and (A1, A2) is a finite starting configuration in Zd,
then almost surely on the event Coexλ1,λ2(A1, A2), for any ǫ ∈ (0, 1] there exists tǫ < ∞
such that
(1− ǫ)tBµ2 ⊆
r
η
(A1,A2)
1∪2 (t)
z
⊆ (1 + ǫ)tBµ2 for all t ≥ tǫ,
where Bµ2 is the unit ball for species 2’s shape function, η(A1,A2)1∪2 (t) is defined by (1.2), and
JV K = V + [−12 , 12]d for V ⊆ Zd.
To prove Theorem 1.5 from Theorem 1.6 , Ha¨ggstro¨m and Pemantle employ a mono-
tone coupling over all λ2 ∈ (0, λ1] of the two-type processes η(A1,A2)λ1,λ2 (t) with rates (λ1, λ2),
where the monotonicity of the coupling is with respect to λ2 and the ordering on processes
we describe in Section 2.5.2; for more details, see [DH08], [Bla10]. The lower bound in
Theorem 1.6, i.e. the fact that the overall growth is at least as fast as the slow species,
is essentially trivial; see e.g. [HP00, Lemma 3.2] or [GM08, Lemma 1.1]. The hard part
of Theorem 1.6 is proving the upper bound, i.e. showing that if coexistence occurs, then
the fast species is actually constrained to grow at the same macroscopic rate as its slower
competitor. The idea is to show that if the fast species gets a big enough head start, then
with high probability it is able to conquer a family of expanding µ1-spherical shells that
spiral around and cut off the slow species. Ha¨ggstro¨m and Pemantle prove this key result in
[HP00, Proposition 2.2]; once this is established, it follows from the strong Markov property
that if species 1 reaches outside the ball (1+ ǫ)tBµ2 infinitely often, then species 2 will lose.
The key result [HP00, Proposition 2.2], which we will state more formally in Chapter 5 as
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Proposition 5.17 (p. 228), is essentially a stochastic version of a purely geometric result de-
scribing the growth of an analogous deterministic competition process started with the slow
species initially occupying a ball and the fast species initially occupying a single point on
the boundary of the ball. We describe this deterministic process in Section 1.2.3 below, and
in Section 3.4.1, we will see that from this “point vs. ball” starting configuration for the de-
terministic process in R2, the slow species is only able to conquer a bounded “heart-shaped”
region enclosed by two partial logarithmic spirals, which is the same geometry appearing in
the proof of [HP00, Proposition 2.2].
One of the main motivations for the present work was to prove a strengthened version
of Theorem 1.6, putting additional restrictions on the growth of the fast species when
coexistence occurs. Our main result in this direction is Theorem 1.13 in Section 1.3.5
below. In the same vein as Theorem 1.6 and Theorem 1.13 are the results proved by Garet
and Marchand in [GM08]. The main result of [GM08] shows that almost surely on the event
of coexistence, the fast species cannot occupy too large a fraction of the boundary of the
growing region, and in dimension d = 2, it is almost surely impossible for the both species
to finally occupy a set of positive density in the plane.
In addition to strengthening Theorem 1.6, the other main focus of this thesis is to
consider the question of coexistence when one species initially occupies an unbounded set
and the other species starts at a single point. This question was first addressed by Deijfen
and Ha¨ggstro¨m [DH07], who considered the case where A1 = {0} and A2 is either the half-
space J =
{
v ∈ Zd : v1 < 0
}
or the half-line L =
{
v ∈ Zd : v1 < 0 and vj = 0 for all j 6= 1
}
,
where we write v = (v1, . . . , vd) for a point in Z
d. Their main result is the following.
Theorem 1.7 (Survival from “point vs. half-space” or “point vs. half-line” [DH07]). Let
J =
{
v ∈ Zd : v1 < 0
}
and L =
{
v ∈ Zd : v1 < 0 and vj = 0 for all j 6= 1
}
. Then for the
two-type Richardson model on Zd with rates λ1 and λ2,
1. Pr
(
Coexλ1,λ2(0, J)
)
> 0 if and only if λ1 > λ2.
2. Pr
(
Coexλ1,λ2(0, L)
)
> 0 if and only if λ1 ≥ λ2.
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In short, Theorem 1.7 says that if species 1 is strictly faster, then it is able to survive
against either the half-line L or the larger half-space J , but if the two species have the same
growth rate, then species 1 can only survive against the smaller set L. Note that, in contrast
to the situation for finite initial configurations, Theorem 1.7 identifies exactly which speed
ratios allow coexistence from the infinite starting configurations (0, J) and (0, L). The
main reason this is possible is that while the event of coexistence is non-monotone for finite
initial configurations, for semi-infinite configurations such as (0, J) and (0, L), coexistence
is reduced to the monotone event that species 1 survives.
We now briefly discuss the proof of Theorem 1.7. First consider the subcritical case
λ1 < λ2, so species 1 is strictly slower than species 2. The fact that coexistence is im-
possible from either configuration in this case follows easily from the key result [HP00,
Proposition 2.2] of Ha¨ggstro¨m and Pemantle, mentioned above. In fact, [HP00, Proposi-
tion 2.2] (cf. Proposition 5.17) implies that if λ1 < λ2 and A1 is finite, then species 1 cannot
survive against any infinite set A2.
Now consider the critical case λ1 = λ2. When the two species have equal growth rates,
the two-type process can be reduced to a one-type process by using the same collection
of traversal times τ1 = τ2 = τ for the two species, simplifying the construction of the
process and making it possible to exploit various symmetries. The proof that coexistence
is possible when λ1 = λ2 from the configuration (0, L) is similar in spirit to the coexistence
proofs appearing in [HP98] and [GM05]; in fact, Deijfen and Ha¨ggstro¨m use their result
to give a simple proof of coexistence for finite starting configurations in the case λ1 = λ2
[DH07, Theorem 6.1]. The most difficult part of Theorem 1.7 is showing that coexistence
is impossible from the configuration (0, J) when λ1 = λ2. The basic idea is to consider the
family of hyperplanes Hn =
{
v ∈ Zd : v1 = n
}
and argue that the number of vertices in Hn
infected by species 1 converges almost surely to 0 as n→∞. This is accomplished by first
using a symmetry argument to conclude that the expected number of vertices in Hn infected
from the origin equals 1 for any n (and in particular is bounded as n→∞), then introducing
a filtration and applying Levy’s 0-1 law. We mention that Deijfen and Ha¨ggstro¨m’s result
was in fact stated for the initial configuration
(
0,H0 \ {0}
)
rather than the configuration
(0, J) above. However, this is equivalent to the version stated in Theorem 1.7 because of
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Theorem 1.9 below about the irrelevance of the initial location of species 1 when species 2
starts on an infinite set. In particular, note that the combination of Theorem 1.9 with
Theorem 1.7 shows that in the critical case λ1 = λ2, species 1 cannot survive when species 2
initially occupies a hyperplane (or half-space), no matter how far away from the hyperplane
species 1 starts.
The remaining case in Theorem 1.7 is the supercritical case λ1 > λ2, in which species 1
is faster. Note that once it is established that coexistence is possible from the initial con-
figuration (0, J) when λ1 > λ2, the same result follows trivially for the configuration (0, L)
since L ⊆ J . This leaves the proof of the “if” direction of Part 1 of Theorem 1.7. Deijfen
and Ha¨ggstro¨m prove this result [DH07, Proposition 3.1] by combining a Shape Theo-
rem for a one-type process started from J (which follows from large deviations estimates
for first-passage growth) with a Shape Theorem for first-passage percolation restricted to
a half-cylinder in the direction of the first coordinate axis. The idea is to show that if
λ1 > λ2, then there is a positive probability that species 1 gets a big enough head start
over species 2 that it is able to take over the entire half-cylinder without interference. The
proof of this result was the main inspiration for several of the results in this thesis. In
particular, in Chapter 5 we use the same basic idea to generalize the results of Theorem 1.7
for non-critical speed ratios to the case where A1 is a point and A2 is the complement of a
cone-shaped region in Zd. See Section 1.3.4 below.
One challenge in writing this thesis was to formulate an explicit construction of first-
passage competition that works for infinite starting configurations when the two species’
collections of traversal times (τ1 and τ2) have different distributions. Deijfen and Ha¨ggstro¨m
[DH07] study the two-type Richardson model with unbounded starting configurations but
do not explain how to construct the process for such configurations. Garet and Marchand
[GM08] give an explicit algorithmic construction for general traversal times, but it only
works for finite starting configurations. The papers [GM05] and [Hof05] give constructions
that work for any starting configuration, but only when the two species share a common set
of traversal times τ . In this case, the regions finally conquered by the two species are just
the Voronoi cells for the initial sets A1 and A2 with respect to the τ -induced shortest-path
pseudometric T on Zd. That is, the region conquered by species 1 is just the set of vertices
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in Zd that are T-closer to the set A1 than to the set A2, and similarly for species 2. Once the
finally conquered sets are identified, it is easy to define the time-evolution of each species
as a restricted first-passage percolation process.
In Chapter 2 we develop a variant of this Voronoi-cell construction of the two-type
process that works for infinite starting configurations and a general pair of collections of
traversal times. Moreover, our construction generalizes naturally to any pair or tuple of
metrics defined on a common space.2 In particular, we are able to explicitly construct
the limiting deterministic Rd-process in Chapter 3. The resulting deterministic process
is a generalization of “multiplicatively weighted crystal Voronoi diagrams,” which have
been studied in computational geometry in relation to crystal growth, ecology, path-finding
algorithms, and other applications, but never formally defined except in an “operational”
or “computational” sense. We discuss this deterministic process further in Section 1.2.3
below.
First-passage competition and related models have been studied by a number of other
authors, including [Pim07], [Pim11], [ADMP11], [DHB04], [DH04], [KL05], [Gou07], [Hof08],
[GM08].
1.2.3 Deterministic First-Passage Competition in Rd and Connections with Crystal-Growth
Voronoi Diagrams
In Chapter 3 we construct deterministic first-passage competition in Rd in a manner that
parallels the construction of the two-type competition process in Zd from Chapter 2. The
purpose of the deterministic process is to provide an approximation to the random process
on large scales, via large deviations estimates for the Shape Theorem. Instead of using
a collection of edge traversal times τ¯ = (τ1, τ2) to run the process, the growth of the
deterministic process is governed by a pair of norms µ¯ = (µ1, µ2) on R
d. If x,y ∈ Rd, the
distance µi(y − x) represents the time it takes species i to travel in a straight line from
x to y. Thus, in the absence of the other species, the set of points species i reaches from
2More precisely, the two-type process is constructed using a tuple of length structures, a concept from
metric geometry (cf. Burago et al. [BBI01] or Gromov [Gro99]) that we will discuss briefly in Chapter 2.
One way to obtain these length structures is to start with metrics, but for first-passage competition on a
graph, the fundamental objects are the length structures, not the metrics, which contain less information.
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the point x by time t is just Bxµi(t) =
{
y ∈ Rd : µi(y − x) ≤ t
}
, i.e. the closed µi-ball of
radius t centered at x. When both species are present, then just like in the Zd-process, the
two species are not allowed to occupy the same space (except along the common boundary
between the two species’ conquered regions), and whichever species arrives at a point first
permanently occupies that point thereafter. The time it takes species i to reach a point
within its conquered region is computed using a shortest path lying entirely within this
region, where the path length is measured with respect to the norm µi.
One can imagine this deterministic competition process as a model of crystal growth.
Suppose two types of crystals start on disjoint “seed sets” A1 and A2 in R
d, and each type
of crystal then begins growing from its seed Ai with deterministic speed dictated by the
norm µi. The two crystals will eventually cover the whole space R
d, partitioning it into
two disjoint connected regions, each containing one of the seed sets. If one type of crystal
grows faster than the other in some direction, then as the faster crystal grows it will “wrap
around” the region already occupied by the slower crystal.
In fact, Schaudt and Drysdale [SD91] have already introduced this growth model for
an arbitrary finite number of crystals in R2, in the special case where each crystal’s norm
is a multiple of the Euclidean norm and each seed Ai is a single point. The authors call
the resulting partition of R2 the multiplicatively weighted crystal-growth Voronoi
diagram, and the analogous definition makes sense in any dimension d. The descriptor
“multiplicatively weighted” refers to the fact that each crystal’s norm is obtained by scaling
a single norm by some multiplicative constant, meaning that the crystals are allowed to grow
at different rates. If the multiplicative weights are all equal, so that all the crystals grow
at the same rate, then the resulting partition of Rd is just the ordinary Voronoi diagram
induced by the seed sets, in which the seed Ai captures all the points in R
d that are closer
to Ai than to
⋃
j 6=iAj in the crystals’ common norm metric. On the other hand, if one
computes the Voronoi regions for seed sets with different multiplicative weights, without
taking into account the “wrap-around” effect exhibited by physical crystal growth, then
one obtains the multiplicatively weighted Voronoi diagram, in which some cells may be dis-
connected. There is also an additively weighted Voronoi diagram, obtained by allowing
identical crystals to start growing at different times. When we analyze the deterministic
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first-passage competition process in Chapter 3, we will define (in Section 3.3.2) a type of
weighted Voronoi region that generalizes both of these weighted versions, as a first approxi-
mation to the crystal-growth Voronoi regions we are ultimately interested in. In Section 3.4
we will explicitly describe the geometry of the crystal-growth Voronoi diagrams for certain
starting configurations (A1, A2), in the simplest case of two crystals with speeds given by
multiples of the Euclidean norm.
Crystal-growth Voronoi diagrams were introduced by Schaudt and Drysdale [SD91] and
have been studied further by Schaudt [Sch92] and by Kobayashi and Sugihara [KS02].
The papers [Sch92] and [KS02] introduce two different algorithms for approximating the
diagram, which is a nontrivial problem. The three papers also suggest some possible appli-
cations of crystal-growth Voronoi diagrams. For example, Schaudt [Sch92] mentions some
applications previously modeled using ordinary Voronoi diagrams, including modeling ter-
ritories dominated by animals (possibly with additional natural obstacles), or regions of
ground eventually covered by, e.g. patches of clovers. Kobayashi and Sugihara [KS02] apply
their algorithm to compute a collision-free path for a robot moving among enemy robots.
Kobayashi and Sugihara also introduced a “generalized crystal Voronoi diagram” which gen-
eralizes both the multiplicatively weighted Voronoi diagram and the crystal-growth Voronoi
diagram, and can be used to interpolate between the two.
However, all three papers [SD91], [Sch92], [KS02] treat the crystal Voronoi regions from
a computational perspective, describing algorithms to approximate the regions without
ever providing a formal definition of the region being approximated, instead relying on
the informal description of crystal growth given above. My contribution to this problem
in Chapter 3 is to provide a concrete definition of the crystal-growth Voronoi cells for an
arbitrary pair of norms, demonstrating that the above crystal growth process is a continuum
analogue of the first-passage competition process in Zd. As far as I am aware, no such formal
definition has been previously proposed.
1.3 Main Results and Organization of This Thesis
The preceding sections were intended to familiarize the reader with first-passage percolation
and first-passage competition, providing background and motivation for the present work.
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We now provide a more detailed description of the content of this work.
1.3.1 Existence of First-Passage Competition and Irrelevance of Starting Configuration
(Chapter 2)
In Chapter 2 we formally describe the probability space for the one-type and two-type
processes and introduce all the definitions and elementary results needed to construct the
two-type first-passage competition process in Zd, in Definition 2.10 (p. 52). Our first main
result is the following theorem, which is proved in Propositions 2.14 and 2.16 (pp. 55–58).
Theorem 1.8 (Existence of a well-defined FPC process on Zd). Suppose that for i ∈
{1, 2}, the distribution function of τi(e) is continuous and E[τi(e)]1/2 < ∞, and let τ¯ ={(
τ1(e), τ2(e)
)}
e∈E(Zd) be i.i.d. Then there almost surely exists a well-defined two-type com-
petition process η
(A1,A2)
τ¯ (t) that behaves in the manner described in Section 1.2.1 for all pairs
of disjoint starting sets (A1, A2) ∈ 2Zd × 2Zd . In particular, the construction of the two-type
process in Definition 2.10 works when one or both starting sets is infinite and when the two
species use different collections of traversal times.
Theorem 1.8 is actually true for a wider class of traversal times. In particular, the
assumption E[τi(e)]
1/2 <∞ can be replaced by the weaker moment condition appearing in
the Shape Theorem, and the continuity assumption can be relaxed somewhat; the precise
assumptions on τ¯ will be given in Chapter 2, namely Lemma 2.8 (p. 49).
The highlight of Chapter 2 is Theorem 2.35 (p. 92), which is an analogue for infinite
starting configurations of the “irrelevance of starting configuration for the possibility of
coexistence” results proved in [DH06a] and [GM05] for finite starting configurations (The-
orem 1.2 above). The following result is a corollary of Theorem 2.35.
Theorem 1.9 (Irrelevance of starting configuration for the possibility of survival). Suppose
τ¯ satisfies the hypotheses of Theorem 1.8 and also Pr{τ1(e) < ǫ} > 0 for all ǫ > 0. In a
two-type process constructed from the traversal times τ¯ , if species 2 initially occupies a fixed
infinite subset A2 of Z
d, and species 1 can survive with positive probability from some finite
initial set A1 ⊆ Zd \ A2, then species 1 can also survive with positive probability from any
other finite initial set A′1 in the same component of Z
d \ A2.
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The proof of Theorem 2.35 will require several elementary but technical properties of
the two-type process (in particular Lemmas 2.20, 2.22, and 2.31), which will be developed
throughout Chapter 2.
1.3.2 Definition of First-Passage Competition in Rd and Deterministic Analogues of Stochas-
tic Competition (Chapter 3)
In Chapter 3 we will define deterministic first-passage percolation and first-passage com-
petition in Rd. We will construct these one-type and two-type deterministic processes in
a manner that parallels the constructions in Chapter 2, giving a formal definition of the
crystal-growth Voronoi cells in Definition 3.11 (p. 118). The main purpose of the deter-
ministic Rd-processes is to provide approximations to the random Zd-processes on large
scales, via large deviations estimates for the Shape Theorem. The tools for making such
approximations will be developed in Chapters 4 and 5.
In addition to providing the framework for defining deterministic first-passage competi-
tion in Section 3.3.1, Chapter 3 serves two other functions. In the first half of the chapter
we introduce various elements of basic convex geometry that will be needed to analyze both
the deterministic and random processes. The latter half of the chapter focuses on describing
the behavior of the deterministic competition process for the same class of starting configu-
rations we are interested in for the random two-type process, namely those in which species
1 starts at a single point and species 2 starts on the entire exterior of a cone. In particular,
the behavior of the deterministic process described in Sections 3.5 and 3.6 serves as a model
for the behavior of the stochastic first-passage competition process in Chapter 5. We will
describe the main results from Section 3.6 in parallel with the main results for Chapter 5
below.
1.3.3 Large Deviations for Growth in Cones and Other Star Sets (Chapter 4)
In Chapter 4 we study the (one-type) first-passage percolation process restricted to sub-
graphs of Zd. We are in particular interested in obtaining lower bounds on the growth
of the process in cone-shaped regions in Zd, because our analysis of the two-type process
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in Chapter 5 will focus on competition that takes place entirely within a cone. It will be
convenient to describe these cone-shaped subgraphs in terms of subsets of Rd. Namely,
for A ⊆ S ⊆ Rd, we will define an “S-restricted” first-passage percolation process ηA;Sτ (t)
by restricting the process’s growth to the induced subgraph of Zd containing the vertices
closest to S, and then using cube expansion to treat this process as a subset of S rather
than a subset of the lattice. Our goal will be to obtain large-deviations estimates for the
growth of such S-restricted processes, for various choices of the restricting set S.
Starting with a basic large deviations estimate (Lemma 4.9, p. 170, taken from [GM08,
Proposition 2.1]) for the unrestricted one-type process, we use a sequence of bootstrap
arguments to prove large deviations estimates for the one-type process restricted to increas-
ingly general classes of subsets of Rd. Our main result applies to a certain class of “thick”
star-shaped sets which we call “µ-stars” because they are defined in terms of the norm µ
corresponding to the one-type process. More precisely, for any z ∈ Rd and δ > 0, we say
that S ⊆ Rd is a (µ, δ)-star at z if for every x ∈ S, the line segment [z,x] is contained in S
(i.e. S is star-shaped at z) and there is a µ-ball B of radius δ1+δ · µ(x− z) with x ∈ B ⊆ S.
A µ-star at z is then any set that is a (µ, δ)-star at z for some δ > 0. The main result of
Chapter 4 is Theorem 4.20 (p. 190), which can be stated in simplified form as follows.
Theorem 1.10 (Large deviations estimate for growth in thick star-shaped sets). Let τ =
{τ(e)}e∈E(Zd) be a collection of i.i.d. nonnegative random variables satisfying Pr
{
τ(e) =
0
}
< pc(Z
d) and E ebτ(e) < ∞ for some b > 0, and let µ be the shape function for τ from
Theorem 1.1. Given ǫ ∈ (0, 1], there exist positive constants C and c such that if δ ∈ (0, 1]
and S is a (µ, δ)-star at z ∈ Rd, then for any t0 ≥ 0,
Pr
{
ηz;Sτ (t) ⊇ Bzµ
(
(1− ǫ)t) ∩ S for all t ≥ t0} ≥ 1− 1δdCe−cδt0 ,
where ηz;Sτ (t) is the one-type process started from z and restricted to S, and for any r ≥ 0,
Bzµ(r) :=
{
x ∈ Rd : µ(x− z) ≤ r} is the µ-ball of radius r centered at z.
For example, note that if S is a (µ, δ)-star at the origin 0, then so is rS for any r > 0.
Thus, if we consider a one-type process started from 0 and restricted to rS, then taking t0
proportional to r in Theorem 1.10 shows that as we scale the picture up by r, the proba-
bility that the growth of the restricted random process looks like that of the corresponding
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restricted deterministic process (up to an error of ǫt at time t) converges exponentially to
1. Note, however, that the large deviations estimate for growth in (µ, δ)-stars gets worse
as the thickness δ approaches 0. This is to be expected since the asymptotic growth rate
of the S-restricted process in Theorem 1.10 is bounded below by the growth rate of the
corresponding unrestricted process, whereas a first-passage percolation process restricted
to, for example, a line (corresponding to δ = 0) grows strictly slower than an unrestricted
process.
As a special case of Theorem 1.10, we can take the (µ, δ)-star S to be an infinite cone
generated by a µ-ball. Namely, for δ ≤ 1, we define a (µ, δ)-cone at z = 0 to be a set of the
form C = ⋃h≥0 Bhυ̂µ (δh), where υ̂ ∈ Rd is a µ-unit vector (i.e. µ(υ̂) = 1) and Bhυ̂µ (δh) is the µ-
ball of radius δh centered at hυ̂. Note that by the triangle inequality for µ, the (µ, δ)-cone C
is in fact a (µ, δ)-star according to the definition above, and moreover, C is scale-invariant,
meaning that rC = C for r > 0. Taking z = 0 and S = C in Theorem 1.10 shows that a one-
type process started from the origin and restricted to C grows asymptotically as fast as an
unrestricted process, and moreover we get a large deviations estimate for the corresponding
shape theorem in C. More generally, the same result holds with S equal to any union of
(µ, δ)-cones at 0. This large deviations estimate for growth in cones can be compared with
the results of Ahlberg [Ahl11b], who proved a shape theorem and large deviations estimates
for first-passage growth in a large class of infinite “tube-shaped” subgraphs of Zd, which
may have widths that increase much more slowly than the linearly expanding cones we
consider.
1.3.4 Competition in Cones (Chapters 3 and 5)
In Chapter 5 we are interested in describing the two-type competition process in the case
where one species starts on the exterior of a cone in Rd, and the other species starts at
a single point inside the cone. In particular, when is the species inside the cone able to
survive, that is, conquer an unbounded set?
We answer this question in terms of the geometry of the cone by considering the behavior
of the deterministic competition process in Chapter 3. Our results generalize those of Deijfen
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and Ha¨ggstro¨m [DH07] (i.e. Theorem 1.7 above) and we will use them to prove Theorem 1.13
below. The main idea is as follows. Suppose that in the deterministic process, the species
starting at the single point is faster than the species starting on the infinite exterior of the
cone. If we consider some family of cones with a common axis but varying thickness, then
there is some critical thickness above which the fast species can survive inside the cone
and below which it can’t. Conversely, for a fixed cone there is some critical speed for the
species starting inside the cone, above which it can survive and below which it can’t. For
the deterministic process, the critical thickness and critical speed can be computed from
the geometry of the cone and the norms µ1 and µ2 of the two species. It turns out that
the critical values for the random process are the same as those of the deterministic process
with µ1 and µ2 chosen to be the shape functions for the two species in the random process,
i.e. the norms appearing in each species’ Shape Theorem.
For the present discussion, we can define a cone C in Rd to be either a closed half-space
or else the d-dimensional analogue of an infinite cone as defined in elementary Euclidean
geometry. For example, an infinite pyramid in R3 is such a cone, and in this case we call the
top of the pyramid the apex of the cone, and we call the ray pointing vertically downward
from the apex the axis of the cone. We will call C a round cone if its cross-section is a
Euclidean ball of dimension d − 1, in which case we can define the thickness of the cone
to be the angle between the axis and any boundary ray of the cone, measured at the apex.
Any cone C according to the informal definition given here is homeomorphic to a closed
half-space in Rd. In the following theorems, we also assume that the cone is convex in
order to simplify the statements, though we will relax this assumption when we analyze
the competition processes in Chapters 3 and 5. We first state the main results for the
deterministic competition process, found in Section 3.6, and then we state the analogous
results for the random competition process, found in Section 5.4.
Theorem 1.11 (Deterministic first-passage competition in cones). Consider a deterministic
two-type process run using the pair of norms µ¯ = (µ1, µ2) on R
d, in which species 1 starts
at the origin 0, and species 2 starts on the exterior of a convex cone C with apex 0.
1. Suppose the norms (µ1, µ2) of the two species are fixed, and there is some direction in
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which species 1 is faster than species 2, meaning that there is some υ ∈ Rd \ {0} such
that µ1(υ) < µ2(υ). If we vary the thickness δ of a family of round cones C with apex
0 and axis in the direction of υ, then there is some critical thickness δc > 0 above
which species 1 conquers a subcone of C and below which it conquers nothing but 0.
2. Suppose the cone C is fixed, and we vary the speed of species 1 by scaling its norm
while holding the norm of species 2 constant. That is, the norm µ2 is fixed, and we
set µ1 = Λ
−1µ for some norm µ and some Λ > 0. Then there is some critical speed
factor Λc ∈ (0,∞) above which species 1 conquers a subcone of C and below which it
conquers only 0.
Theorem 1.11 follows from Proposition 3.35 (p. 141). Here is the corresponding state-
ment for the random process, which follows from Theorem 5.12 (p. 221).
Theorem 1.12 (Stochastic first-passage competition in cones). Let τ¯ = (τ1, τ2) be a collec-
tion of i.i.d. random traversal time pairs on E(Zd) satisfying the conditions of Theorem 1.9
and also E ebτi(e) < ∞ for some b > 0 and i ∈ {1, 2}. Let µi be the shape function (norm)
for τi from the Shape Theorem 1.1, and consider a random two-type process run with the
traversal times τ¯ , in which species 1 starts at the origin 0, and species 2 starts on the
exterior of a convex cone C with apex 0.
1. Let the distributions of τ1(e) and τ2(e) be fixed. Suppose there is some υ ∈ Rd \ {0}
such that µ1(υ) < µ2(υ), and suppose we vary the thickness δ of a family of round
cones C with apex 0 and axis in the direction of υ, as in Part 1 of Theorem 1.11. If
δc is the corresponding critical thickness for the norm pair (µ1, µ2), then for δ > δc,
species 1 conquers a subcone of C with positive probability, and for δ < δc, species 1
almost surely conquers only a bounded set.
2. Suppose the cone C is fixed, and we vary the speed of species 1 by scaling its traversal
times τ1(e) by some constant multiple Λ
−1 while fixing the distribution of species 2’s
traversal times τ2(e). Then there is some critical speed factor Λc ∈ (0,∞) above which
species 1 can survive in C and below which it can’t.
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1.3.5 Coexistence from Finite Starting Configurations (Chapter 6)
In Chapter 6 we consider Markov first-passage competition (the two-type Richardson model)
started from finite initial configurations. The main result is Theorem 6.1 (p. 232), which
has the same flavor as Ha¨ggstro¨m and Pemantle’s Theorem 1.6 above, putting restrictions
on the growth of the fast species when coexistence occurs. The following is a restatement
of Theorem 6.1.
Theorem 1.13 (Coexistence implies fast species can’t touch support hyperplanes). Con-
sider the two-type Richardson model with rates λ1 and λ2, and suppose λ1 > λ2. Let
(A1, A2) be a finite initial configuration, and let H be the event that in the process started
from (A1, A2), there exists a sequence of times {tn}n∈N with tn →∞ such that at each time
tn, species 1 occupies some vertex on the boundary of the convex hull of the set η
(A1,A2)
1∪2 (tn).
Then Pr
(
Coexλ1,λ2(A1, A2) ∩H
)
= 0.
It is not hard to see that Theorem 1.13 actually implies Theorem 1.6, as we will explain
in Chapter 6. In fact, the proof of Theorem 1.13 is a bootstrap argument, employing
Theorem 1.6 at a crucial step to obtain the stronger result. The idea of the proof is to
combine the results about competition in cones from Section 1.3.4 and growth in cones
from Section 1.3.3 with Theorem 1.6 and the strong Markov property. In particular, if
species 1 is faster than species 2, then Theorem 1.12 implies that species 1 can conquer a
cone with positive probability if it starts at a single point on the boundary hyperplane of
any half-space initially occupied by species 2. Thus, if the starting configuration is finite
and species 1 ever reaches a support hyperplane of the total occupied region, then species 1
has a positive probability of conquering a cone, because at any such time, species 1 is on the
boundary of a half-space containing species 2. Now, if species 1 conquers a cone, the results
of Section 1.3.3 imply that the growth of species 1 in this conquered cone is asymptotically
as fast as its unrestricted growth. On the other hand, since Theorem 1.6 implies that on the
event of coexistence the overall growth rate must be the same as that of the slow species,
we see that if species 1 manages to conquer some cone, then coexistence cannot occur
because the overall growth would be too fast. To summarize, any time species 1 reaches a
support hyperplane of the occupied region, it has a positive probability of outrunning and,
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by Theorem 1.6, surrounding species 2, preventing coexistence from occurring. Applying
the strong Markov property at the times when species 1 reaches a support hyperplane will
show that there can only be finitely many such times if coexistence occurs.
1.4 Basic Definitions and Notation
In this section we summarize the standard notation and basic definitions used throughout
the paper for easy reference.
1.4.1 Sets, Functions, and General Notation
Y X = {all functions from X to Y }; 2X = power set of X; f |A = the restriction of the
function f to A; pairwise max ∨ and min ∧; | · | denotes absolute value or cardinality; f(t+)
and f(t−) denote the right-hand and left-hand limits of the function f at t; A := B or
B =: A means the definition of A is B.
1.4.2 Probability
Pr = probability measure; E = expectation operator; 1A = indicator function of A; {. . .} =
“the event that. . . ”; L denotes the law (distribution) of a random element; i.i.d. means “in-
dependent and identically distributed”;
d
= means equal in distribution; “X ∼ . . .” indicates
that the random variable X is distributed according to a specified distribution; E∁ = the
complement of the event E; product ⊗ for σ-algebras or measures, e.g. ν⊗n; convolution ∗ of
measures, e.g. ν∗m; if {An}n≥0 is a sequence of events, “i.o.” and “ev.” stand for “infinitely
often” and “eventually,” i.e. {An i.o.} :=
⋂
m≥0
⋃
n≥mAn and {An ev.} :=
⋃
m≥0
⋂
n≥mAn.
1.4.3 Euclidean and Lattice Geometry
Let d be a positive integer. The d-dimensional Eucliedan space Rd is the set of all d-tuples
x = (x1, . . . , xd) with xj ∈ R (the real numbers) for all j. We reserve bold type lower case
letters (e.g. x,y,a,u,v) for points in Euclidean space. We write 0 = (0, . . . , 0) for the
origin in Rd and e1, . . . , ed for the standard basis vectors in R
d, i.e. e1 = (1, 0, 0, . . . , 0),
e2 = (0, 1, 0, . . . , 0), etc. The d-dimensional integer lattice Z
d is the set of u ∈ Rd with each
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uj an integer, treated as a graph in which two vertices are adjacent if the Euclidean distance
between them is one. The d-dimensional upper half-space is Hd = {x ∈ Rd : xd > 0}. We
write R+ or [0,∞) for the set of nonnegative real numbers, N for the set of nonnegative
integers, and N 6=0 for the set of positive integers. If A ⊆ Rd, we write A◦, A, and
∂A for its interior, closure, and boundary, respectively. We write ext(A) = Rd \ A
for the exterior of A, and we define the shell of A by shell(A) := Rd \ A◦. We also
occasionally use the term “spherical shell” informally to mean the region lying between
two concentric spheres. We denote the Euclidean inner product on Rd by 〈·, ·〉; that is,
〈x,y〉 =∑di=1 xiyi for x,y ∈ Rd. We denote Lebesgue measure on Rd by mdL.
For two subsets A,B ⊆ Rd, the Minkowski sum of A and B is A+B := {x+ y : x ∈
A,y ∈ B}. Similarly, if I ⊆ R and A ⊆ Rd, we define the product I · A = IA := {rx :
r ∈ I,x ∈ A}. If A, B, or I is a singleton, we write its unique element instead of the set
when using set operations such as these. If x,y ∈ Rd, we let [x,y] := x + [0, 1] · (y − x)
denote the closed line segment from x to y, and we similarly define the “open” line
segment (x,y) and “half-open” segments (x,y] and [x,y). If additionally x 6= y, we let
−→xy := x + (0,∞) · (y − x) denote the “open” or “blunt” ray originating at x and passing
through y, and we write
•−→xy for the corresponding closed ray. In the case x = 0, we use
the shorthand ~y :=
−→
0y = {ry : r > 0} and •~y := •−→0y = {ry : r ≥ 0}.
For r > 0, the map x 7→ rx is called a uniform scaling or homothety of Rd with center 0.
More generally, for r ≥ 0 and a ∈ Rd, we let ra denote the homothety with scaling factor
r and center a, defined by rax := a+ r(x− a) for x ∈ Rd. The map ra : Rd → Rd “zooms
in” on the point a if r > 1 and “zooms out” from a if r < 1. That is, any closed ray
•−→ay is
invariant under ra, and each point x ∈ •−→ay mapped to the point x′ ∈ •−→ay whose distance
from a is r times the distance from x to a. By analogy with the Minkowski product notation,
if I ⊆ R+ and A ⊆ Rd, we define Ia := {ra : r ∈ I} and IaA := {rax : r ∈ I,x ∈ A}.
Note that (R+)a is a commutative semigroup with identity 1a, and the subset (0,∞)a is an
abelian group.
Let ‖·‖ stand for an arbitrary norm on Rd. We write B‖·‖ and Sd−1‖·‖ for the closed unit
ball and unit sphere with respect to ‖·‖, i.e. B‖·‖ = {x ∈ Rd : ‖x‖ ≤ 1}, and Sd−1‖·‖ =
∂B‖·‖ = {x ∈ Rd : ‖x‖ = 1}. Also, for x ∈ Rd and r ∈ R, we write Bx‖·‖(r) := x+ rB‖·‖ for
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the closed ball with ‖·‖-radius r and center x, and we refer to any such ball (or its interior)
as a ‖·‖-ball. If υ ∈ Rd \ {0}, we write υ̂‖·‖ := υ/‖υ‖ for the ‖·‖-unit vector in the
direction of υ. We write dist‖·‖ for the translation-invariant norm metric associated with
‖·‖; thus, if A,B ⊆ Rd, then
dist‖·‖(A,B) := inf{‖y − x‖ : x ∈ A,y ∈ B}.
If x ∈ Rd and A ⊆ Rd, we say that y is a ‖·‖-closest point in A to x if y ∈ A and
dist‖·‖(y,x) = dist‖·‖(A,x). Such a y always exists if A is nonempty and closed, and any
such y lies in ∂A (cf. Lemma B.1), but y need not be unique in general. If µ1 and µ2 are
norms on Rd, the dilatation3 of µ2 with respect to µ1 is
dilµ1(µ2) :=
∥∥∥∥µ2µ1
∥∥∥∥
L∞
= sup
υ 6=0
µ2(υ)
µ1(υ)
,
where ‖·‖L∞ denotes the essential sup norm for measurable functions on Rd. Geometrically,
dilµ1(µ2) is the µ2-radius of the smallest µ2-ball that contains a unit µ1-ball, i.e. dilµ1(µ2) =
inf
{
r > 0 : Bµ1 ⊆ rBµ2
}
. The fact that any two norms on Rd are equivalent means that
0 < dilµ1(µ2) <∞ for any norms µ1 and µ2. We denote the ℓpd norm on Rd by ‖·‖ℓpd for 1 ≤
p ≤ ∞ (that is, ‖x‖ℓp
d
= (
∑d
j=1|xj |p)1/p for 1 ≤ p < ∞, and ‖x‖ℓ∞d = max{|x1|, . . . , |xd|}).
For the ℓpd norms, we abbreviate the above notations to Bℓpd , S
d−1
ℓp
d
, distℓp
d
, and dilℓp
d
. Note
that Bℓ2d and S
d−1
ℓ2
d
are the closed Euclidean unit ball and Euclidean unit sphere in Rd,
and that 12Bℓ∞d =
[−12 , 12]d is the closed unit cube centered at 0.
For any A ⊆ Rd, we define the cube expansion of A to be JAK := A + 12Bℓ∞d , and
we define the lattice approximation of A to be
...
A := Zd ∩ JAK. To make formulas more
readable, we will sometimes denote the lattice approximation using more than three dots,
as in
....
AA or
. . . . . . . . . . .
AAAAAAA, or, failing that, with the symbol “lat”, as in lat
(
AA
AA
A )
. Cube
expansion of sets V ⊆ Zd and lattice approximation of sets A ⊆ Rd exhibit a sort of “duality”
3If (X,distX) and (Y,distY ) are metric spaces, the dilatation (cf. [Gro99] or [BBI01]) of a function
f : X → Y is defined to be the minimal Lipschitz constant of f (or ∞ if f is not Lipschitz), i.e.
dil f = sup
x,x′∈X
x 6=x′
distY
(
f(x), f(x′)
)
distX(x, x′)
.
Our definition of dilµ1(µ2) above coincides with the dilatation of the norm µ2 viewed as a function between
the metric spaces (Rd,distµ1) and (R+,dist| · |).
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between the lattice and Euclidean space; for example, note that JZdK = Rd and ....Rd = Zd.
Lemma B.2 enumerates several properties of these operations that we will use throughout
the rest of the paper.
1.4.4 The Graph Zd
We consider the integer lattice Zd both as a graph and as a subset of Rd. Two vertices
u,v ∈ Zd are adjacent if distℓ1(u,v) = 1, in which case we write e = {u,v} for the edge
joining u to v, and we say that u and v are the endvertices of e. We denote the edge set of
Zd by E(Zd). Observe that distℓ1 coincides with the graph metric on Z
d. If V is any subset
of Zd, its induced subgraph is the graph with vertex set V and edge set E(V ) consisting
of all edges {u,v} ∈ E(Zd) with u,v ∈ V . We will frequently identify a set of vertices in Zd
with its induced subgraph, using the two notions interchangeably. The boundary of V is
the set ∂V of vertices in V that are adjacent to some vertex outside V , and the neighbor
set of V is the set N(V ) of vertices in Zd\V that are adjacent to V ; thus, N(V ) = ∂(Zd \V ).
The graph neighborhood of V is N[V ] := V ∪N(V ), which we can view as a set of vertices
or an induced subgraph.
If e = {u,v} with u ∈ U and v ∈ V , we say that e joins U to V or that e is a U-V
edge, and we write E(U -V ) for the set of all such edges. A boundary edge of V is any
edge {u,v} ∈ E(Zd) with u ∈ V and v 6∈ V (equivalently, u ∈ ∂V and v ∈ N(V )), and we
denote the set of boundary edges by E∂(V ). Observe that E∂(V ) = E∂(Z
d \ V ). We further
define the complementary edge set and star edge set of V , respectively, by
E∁(V ) := E(Zd) \ E(V ) and E∗(V ) := E(V ) ∪ E∂(V ).
Thus, an edge is in E∁(V ) if and only if at most one of its endvertices is in V , and an
edge is in E∗(V ) if an only if at least one of its endvertices is in V . Note that E∁(V ) =
E(Zd \ V ) ∪ E∂(V ) = E∗(Zd \ V ). The star edge set E∗(V ) can be identified with the edge
set of the “star graph” V ∗ of V , defined in Section 2.2.1. Lemmas B.5 and B.6 enumerate
several relationships between various sets of edges, boundary vertices, and neighbor vertices.
A path in Zd is a finite or infinite sequence of vertices in which consecutive vertices are
adjacent, together with the sequence of edges joining the consecutive vertices. We view a
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path both as a pair of sequences, which give the path a well-defined direction or orientation,
as well as the undirected connected subgraph of Zd whose vertex and edge sets are the
images of these sequences. (Our definition of “path” coincides with what is commonly
called a “walk” on the lattice.) We call a path edge-distinct if its edge sequence has no
repeated elements, and simple if its vertex sequence has no repeated elements. A simple
path must be edge-distinct, but not conversely.
If γ =
(
(u0,u1, . . . ,un−1,un), (e1, . . . , en)
)
is a finite path, we call u0 and un the initial
vertex and final vertex of γ, respectively. If U, V ⊆ Zd, we say that γ is a path from U
to V if γ is a finite path whose initial vertex lies in U and final vertex lies in V . If we do
not care about the orientation of the path, we may call any such γ a path between U and
V . A subpath of γ is a path whose vertex and edge sets are subsequences of those of γ. If
γ is a path in which the vertex u precedes the vertex v, we write γ[u,v] for the subpath of
γ whose vertex sequence comprises all the vertices of γ between u and v, inclusive.
If Π is a collection of paths in Zd, we call a path in Πminimal if it is a minimal element
of the partially ordered set (Π,⊆), where ⊆ is the inclusion partial order on subgraphs,
inherited from 2Z
d
. That is, γ is a minimal path in Π if there is no proper subpath of γ
that is also an element of Π. Lemma B.7 gives an elementary result about minimal paths
that will be used in Chapter 2.
30
Chapter 2
FIRST-PASSAGE COMPETITION IN A RANDOM ENVIRONMENT
First-passage percolation and the related first-passage competition models are perhaps
best described as “deterministic motion in a random environment.”1 For first-passage pro-
cesses on Zd or other graphs, the random environment is provided by a collection of random
edge traversal times which induce a random metric (or pseudometric if some edges can
be crossed instantaneously) on the underlying graph. Once the random environment, i.e.
randomly edge-weighted graph, is given, the “motion,” i.e. the evolution of the process, is
completely determined. I feel that this distinction between the “deterministic motion” and
the “random environment” is helpful for understanding the proofs of a number of results in
first-passage percolation and first-passage competition, because many of the arguments are
geometric rather than probabilistic in nature. This is certainly true of the present work,
particularly for several proofs in Chapters 2, 4, and 5. Thus, throughout the paper I make an
effort to separate the probabilistic arguments, i.e. those pertaining to the properties of the
random traversal times, from the deterministic arguments, which pertain to the evolution of
the process once a suitable collection of traversal times is obtained via a realization of some
probability measure. I now describe in a bit more detail one way to formally conceptualize
the “random environment” for the first-passage processes.
In the one-type first-passage percolation process, one can think of the environment as a
random (pseudo)metric space, and the “motion” or “growth” consists of a deterministically
expanding metric ball in this space, as described in Section 1.1.1. However, the induced
pseudometric on the graph carries strictly less information than the underlying collection
of edge traversal times, and it is therefore better to think of the environment as a random
length structure on the graph. A length structure consists of a class of admissible paths
1I borrow this phrase from a talk given by Tom LaGatta at the 2009 Cornell Probability Summer School
about his work on Riemannian first-passage percolation in Rd.
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in some space, together with a function for measuring their lengths.2 For our purposes, the
admissible paths comprise all graph paths in Zd (as defined in Section 1.4.4), and the length
of a path is the sum of the traversal times of its edges. Once we know how to measure
the length of any path, we have all the information needed to construct the first-passage
percolation process. Moreover, given the length structure, we can define restricted first-
passage percolation in any subgraph S ⊆ Zd by considering paths that are confined
to S (see Section 2.2). On the other hand, knowledge of the induced pseudometric in Zd
on its own does not provide enough information to construct the restricted first-passage
percolation process in an arbitrary subgraph S, which will be essential to our definition and
analysis of the two-type first-passage competition process.
In the two-type (or n-type) first-passage competition model described in Section 1.2.1,
the random environment consists of a graph endowed with a pair (or n-tuple) of random
length structures, and each species grows according to its corresponding first-passage per-
colation process until it is forced to take detours around the other species, perhaps being
blocked entirely. Given a pair of length structures on Zd, we will see (in Section 2.4) how to
construct the two-type process in terms of two families of restricted first-passage percolation
processes. Our construction of the two-type process generalizes to pairs of length structures
in other spaces. In particular, in Chapter 3 we will define first-passage competition using
the length structures induced by a pair of norm metrics on Rd, providing a deterministic
analogue and large-scale limit of the random process studied in the present chapter.
Chapter 2 is organized as follows. In Section 2.1 we describe the probability space for
the one-type and two-type processes, and we introduce the concept of traversal measure as
a convenient way to encode the random environment. In Section 2.2 we define restricted
first-passage percolation and introduce a number of important basic concepts and notation
that will be used throughout the paper. In Section 2.3, we show that on the probability
space constructed in Section 2.1.1, the random environments for the one-type and two-type
processes almost surely satisfy several deterministic properties that will be needed in our
2For a general length structure, both the class of admissible paths and the length function are required to
satisfy certain natural properties. See Burago et al. [BBI01] or Gromov [Gro99] for an axiomatic treatment
of length structures in the setting of metric geometry.
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construction of the two-type process and in our subsequent analysis of the two processes. In
Section 2.4, we construct two-type first-passage competition on Zd (Definition 2.10) using
the restricted first-passage percolation process defined in Section 2.2, and we prove several
basic properties about the two-type process. In particular, Section 2.4 contains the first
non-trivial result of the paper, namely Proposition 2.16, in which we show that the process
constructed in Definition 2.10 is almost surely “well-defined” and behaves in accordance
with the informal description given in Section 1.2.1. In Section 2.5, we prove several basic
but technical properties of the one-type and two-type processes, which will be needed in
Section 2.6 and in later chapters. The results in Section 2.5 are essentially deterministic,
applying to any realization of the random environment that satisfies certain deterministic
properties which almost surely hold in our probability space. In Section 2.6, we prove one
of our main results about the two-type process, Theorem 2.35, which shows that if one
species starts on a fixed infinite set, the particular location of the other species’ starting set
is essentially irrelevant to the question of whether it has a positive probability of surviving.
2.1 Setup and Properties of the Traversal Times
In this section we we describe the general setup for the first-passage processes we will be
studying. In Section 2.1.1 we specify conditions on the collections of random traversal
times {τ(e)}e∈E(Zd) and
{(
τ1(e), τ2(e)
)}
e∈E(Zd) that are sufficient to obtain random length
structures suitable for constructing a one-type or two-type process, and in Section 2.1.2
we introduce the concept of “traversal measure” as a convenient way of interpreting the
random environment provided by the collection of edge traversal times on Zd.
2.1.1 Assumptions on the Probability Space
Model Traversal Times
When describing the one-type or two-type process, it will be convenient to speak about
generic random variables — say Z0 for the one-type process, or Z
(1)
0 and Z
(2)
0 for the two-
type process — whose distributions match the common distribution of the edge-traversal
times τ(e) or τi(e) for the corresponding species, but which are not tied to any particular
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edge e. In fact, it will be convenient to have available whole i.i.d. sequences of such variables
which are “disinterested” in particular edges of the graph. We will call these generic random
variables the model traversal times for the corresponding species, because we can use
them to model the behavior of the traversal times. That is, we can think of drawing
repeated samples from the distribution of Z0 or Z
(i)
0 to obtain a prediction of how long the
corresponding species will have to wait to cross each new edge it encounters, without having
to specify any particular edges. To describe the traversal times, we take the approach of
first describing the properties of the generic model traversal times, and then requiring the
traversal times to behave the same way. The prototypical example to keep in mind for the
model traversal time is an exponential random variable, i.e. Pr{Z0 > t} = e−λt for some
λ > 0.
Properties of the Model Traversal Times
To set up our probability space, we first make several definitions for properties we may
require of a given random variable. Suppose Y is a nonnegative random variable on some
probability space (Ω,A,Pr) with expectation operator E; we will take Y to be the model
traversal time Z0 or Z
(i)
0 when describing the probability space for the one-type or two type
process.
Non-Percolation Assumption
The first property places a restriction on the mass of Y at 0:
(FPSd) Pr
{
Y = 0
}
< pc(Z
d), where d is a positive integer, and pc(Z
d) is the critical
probability for Bernoulli bond percolation on Zd.
The condition (FPSd) stands for “Finite Percolation Speed in d dimensions.” When Y is a
model traversal time, (FPSd) guarantees that the infection cannot instantaneously infect an
infinite cluster. In [Kes86], it is shown that this is sufficient for the first-passage percolation
process to have a finite asymptotic speed in every direction (cf. Theorem 1.1, the Shape
Theorem). Observe that (FPSd) holds for any d if Y does not have an atom at 0.
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Moment Conditions
The next three properties are moment conditions on Y :
(EM) There exists b > 0 such that E ebY <∞.
(Lp) EY p <∞, where p > 0.
(
MMd
)
Emin{Y d1 , . . . , Y d2d} < ∞, where d is a positive integer, and Y1, . . . , Y2d are i.i.d.
random variables with Yj
d
= Y for 1 ≤ j ≤ 2d.
Condition (EM) stands for “Exponential Moment,” and condition (Lp) stands for “Y ∈ Lp.”
The final condition,
(
MMd
)
, stands for “Minimal Moment condition in d dimensions.”
Clearly (EM) implies that (Lp) holds for all p > 0. In Lemma B.15, we show that (L1/2)
implies that
(
MMd
)
holds for all d ≥ 1.
When Y is a model traversal time, the condition
(
MMd
)
means that the “escape time”
from a vertex, i.e. the time it takes to move from a given vertex to a neighboring vertex, has
finite dth moment. In [Kes86], it is shown that
(
MMd
)
is the weakest moment condition
necessary to get a Shape Theorem (Theorem 1.1) for an i.i.d. first-passage percolation
process, in that if the condition fails, then the infected region will have persistent holes far
from its outer boundary.
In the present chapter, the Shape Theorem is the only relevant technical result, so we
will assume the weakest possible moment condition
(
MMd
)
for the model traversal times.
Starting in Chapter 4, we will assume that the model traversal times satisfy the stronger
condition (EM) in order to obtain large deviations estimates on the growth of the process.
“No Ties” Assumption on the Traversal Times
The last property we consider deals with a pair of i.i.d. sequences of nonnegative random
variables, say (X ,Y ), where X = {Xj}j∈N and Y = {Yj}:
(NTP1) For any m,n ∈ N, Pr
{∑m
j=0Xj =
∑n
j=0 Yj
}
= 0.
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The condition (NTP1) stands for “No Ties with Probability 1.” If X and Y represent
sequences of traversal times for the two species in the competition process, then (NTP1)
guarantees that the two species cannot reach the same vertex at the same time. This
property will be necessary to ensure that the two-type process is well-defined. Note that if
the sequences X and Y are mutually independent, then (NTP1) is satisfied if the random
variables X0 and Y0 are both continuous (i.e. nonatomic).
The Probability Space for the One-Type Process
Fix an integer d ≥ 2, and let τ = {τ(e)}e∈E(Zd) be an i.i.d. collection of nonnegative random
variables (the traversal times) in some probability space (Ω,A,Pr) with expectation
operator E, and assume that for any e ∈ E(Zd), the random variable τ(e) satisfies (FPSd)
and
(
MMd
)
. Also let Z =
{
Zj
}
j∈N be an i.i.d. sequence of random variables (the model
traversal times) with Zj
d
= τ(e) for each j ∈ N and e ∈ E(Zd).
As described above, the non-percolation condition (FPSd) guarantees that the growth
of the one-type process is not too fast, whereas the moment condition
(
MMd
)
guarantees
that the growth is not too slow, so these can be seen as complementary restrictions on the
growth of the process. As noted above, we will replace
(
MMd
)
with the stronger condition
(EM) in later chapters.
The Probability Space for the Two-Type Process
Let Z(1) =
{
Z
(1)
j
}
j∈N and Z
(2) =
{
Z
(2)
j
}
j∈N be independent sequences of i.i.d. nonnegative
random variables (the model traversal times for the two species) on some probability
space (Ω,A,Pr) with expectation operator E, and let ν(i) be the distribution of Z(i)0 . Sup-
pose the random variables Z
(1)
0 and Z
(2)
0 both satisfy (FPSd) and
(
MMd
)
, and suppose
that the pair of sequences
(
Z(1), Z(2)
)
satisfies (NTP1).
Now let ν be any probability measure on R+ × R+ with marginals ν(1) and ν(2) (i.e.
ν specifies some coupling of Z
(1)
0 and Z
(2)
0 ), and let Z¯ =
{
Z¯j
}
j∈N =
{(
Z¯
(1)
j , Z¯
(2)
j
)}
j∈N be
an i.i.d. sequence of random vectors in R+ × R+ with common distribution ν. We call Z¯
the sequence of coupled model traversal times. Finally, for a fixed integer d ≥ 2, let
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τ¯ =
{
τ¯(e)
}
e∈E(Zd) =
{(
τ1(e), τ2(e)
)}
e∈E(Zd) be an i.i.d. collection of random vectors with
τ¯(e)
d
= Z¯j for e ∈ E(Zd) and j ∈ N. For i ∈ {1, 2}, the random variables
{
τi(e)
}
e∈E(Zd) are
the traversal times for species i.
Note that both (FPSd) and (NTP1) hold if the random variables Z
(1)
0 and Z
(2)
0 are
continuous (i.e. non-atomic), for example. Also note that if (NTP1) holds, then at most
one of the random variables Z
(1)
0 and Z
(2)
0 can have an atom at zero, which renders one of
the (FPSd) assumptions redundant. Again, we will replace the moment condition
(
MMd
)
with the stronger condition (EM) in later chapters.
The Canonical Sample Space
In the preceding construction, we have followed the pedagogy of deliberately leaving the
sample space ambiguous, focusing instead on objects and properties which are independent
of the particular probability space. However, we can readily construct a canonical sample
space for the traversal times of both a one-type and a two-type process as follows.
For the two-type process, let ν(1) and ν(2) be the distributions of two nonnegative random
variables satisfying (FPSd),
(
MMd
)
, and (NTP1). That is, ν(1) and ν(2) are probability
measures on R+ which satisfy
(FPSd) ν
(i){0} < pc(Zd).
(
MMd
)
d
∫∞
0
[
ν(i)(x,∞)]2dxd−1dx <∞.
(NTP1) For any m1,m2 ∈ N 6=0, (ν(1))∗m1 ⊗ (ν(2))∗m2
({
(x, x) : x ∈ R+
})
= 0.
Starting in Chapter 4, we will replace the moment condition
(
MMd
)
with the stronger
condition
(EM) There exists b > 0 such that
∫∞
0 e
bx dν(i)(x) <∞.
Now let ν be a coupling of ν(1) and ν(2). Fix an integer d ≥ 2 and let Ω = (R+ ×R+)E(Zd),
endowed with the product Borel σ-field A, and let Pr = ν⊗E(Zd). For a realization ω ∈ Ω
of Pr, define the two-type traversal times by τ¯ (e)ω ≡
(
τ1(e)ω , τ2(e)ω
)
= ω(e) for e ∈ E(Zd).
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To recover the model traversal times, label the edges along the positive axis of the first
(second) coordinate as e(1)0 , e
(1)
1 , e
(1)
2 , . . . (resp. e
(2)
0 , e
(2)
1 , e
(2)
2 , . . . ), then set Z
(i)
j (ω) = τi(e
(i)
j )ω
for i ∈ {1, 2} and j ∈ N.
For the one-type process, take (Ω,A,Pr), τ¯ , and Z(i) as defined above for the two-type
process, then set τ(e) = τ1(e) for e ∈ E(Zd), and set Zj = Z(1)j for j ∈ N.
2.1.2 Traversal Measure = The Random Environment
For a fixed realization ω of the one-type process, the collection {τ(e)}e∈E(Zd) defines a
function τ : E(Zd) → R+. We can equivalently think of τ as a measure on E(Zd), with
domain 2E(Z
d), by defining3
τ(F ) :=
∑
e∈F
τ(e) for F ⊆ E(Zd). (2.1)
We will call the random measure τ the traversal measure for the one-type process.
Similarly, we can think of the collection of random vectors τ¯ =
{(
τ1(e), τ2(e)
)}
e∈E(Zd) as a
pair of measures or a vector-valued measure on E(Zd), and we will refer to τ¯ as the traversal
measure for the two-type process. More generally, we will use the term “traversal
measure” to refer to any σ-finite [0,∞]-valued or [0,∞]2-valued measure on E(Zd), and we
will use the terms “traversal measure” and “collection of traversal times” interchangeably
when referring to the objects τ and τ¯ .
Extending the definition (2.1), we further overload the use of the symbol τ by declaring
that for any “suitable” object X, the notation τ(X) means the sum of the traversal times
of “edges in X,” where the the final quoted phrase must be interpreted based on the nature
of X. Our two primary uses of this convention will be: (1) If V ⊆ Zd, then τ(V ) means
the traversal measure of the edge set of V , viewed as an induced subgraph of Zd; and (2) if
A ⊆ Rd, then τ(A) := τ(...A), where the right-hand appearance of τ refers to the usage just
defined in (1).
3The construction of a purely atomic measure as in (2.1) works for an arbitrary [0,∞]-valued function
in place of τ ; see [Fol99, p. 25] for further examples. Note that our convention of using the symbol τ to
denote both a function on E(Zd) and the induced measure in (2.1) conflicts with the usual notation for
the image of F ⊆ E(Zd) under the function τ , i.e. τ (F ) = {τ (e) : e ∈ F}; however, we will never use the
notation τ (F ) in this sense, so there should be no confusion.
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The introduction of traversal measure has two main advantages over viewing τ (or τ¯)
merely as a random function on edges. First, it simplifies notation, because our primary
use of the function τ will be to measure the time it takes to traverse a lattice path γ ⊆(
Zd,E(Zd)
)
, by adding up the traversal times τ(e) for the edges in γ. By interpreting τ as
a measure, the traversal time of an edge-distinct path γ is written simply as τ(γ), and thus
all the relevant information of the traversal times is conveniently encoded in the single high-
level object τ . Second, and perhaps more importantly, identifying τ as a measure makes it
easier to draw direct analogies with the deterministic process in the next chapter, as well as
with other continuum variants of first-passage percolation: The fundamental object that is
needed to define any4 type of first-passage percolation process is a (random or deterministic)
measure, or equivalently,5 length structure that assigns lengths to paths in the underlying
space. The first-passage percolation process is then defined using the induced intrinsic
metric arising from the length structure (cf. Burago et al. [BBI01] or Gromov [Gro99] for
more information about intrinsic metrics and length structures). We will return to these
ideas and define intrinsic metrics when discussing the deterministic process in Chapter 3.
The random measure τ contains all the information needed to construct the first-passage
percolation process, and moreover it contains all the randomness in the model; that is, the
traversal measure essentially is the random environment for first-passage percolation, and
treating it as an object of interest makes it relatively easy to separate out the determinis-
tic motion from the background randomness. Reversing our perspective from that of the
previous section, we say that a random traversal measure τ on E(Zd) is i.i.d. with model
traversal time Z0 if the collection of random variables {τ(e)}e∈E(Zd) is i.i.d. with τ(e) d= Z0
for all e. In this case, we use the term “model traversal times” to refer to any i.i.d. sequence
{Zj}j∈N with Zj d= τ(e).
4One possible exception is Deijfen’s “outburst” model [Dei03] — it is not immediately clear whether it is
possible to identify a length measure analogous to τ in this case. On the other hand, a continuum model
with an obvious analogue of τ is LaGatta and Wehr’s Riemannian first-passage percolation [LW10], which
is constructed using the length structure of a random Riemannian metric.
5Any metric induces a length structure that coincides with the metric’s one-dimensional Hausdorff mea-
sure on simple paths, and any lower semi-continuous length structure can be induced by a metric (see
[BBI01, pp. 39, 53]), hence corresponds to some measure. Conversely, given a suitable measure (τ in our
case), one can construct a corresponding length structure.
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2.2 The Restricted First-Passage Percolation Process
In this section we define first-passage percolation restricted to a subset of Zd, obtaining
the ordinary unrestricted version as a special case. Restricting the growth of, say, the red
species to S ⊆ Zd means that red starts on some set A ⊆ S and is only allowed to travel
along paths contained in S. Thus, red is confined to S and cannot infect any vertices in
Zd \ S. The restricted one-type process will play a central role both in the construction
of the two-type process in Section 2.4 and in the analysis of first-passage competition in
Sections 2.5 and 2.6 and in Chapters 5 and 6, because it allows us to separate the growth
of the two species, treating them as two separate, simpler one-type processes. The idea
of restricting the set of paths in first-passage percolation has been around as long as the
subject itself and has played an important role in the analysis of both the one-type and
two-type models. See, for example, [Kes86], [CD09], [Ahl11b], [HP00], [DH07].
Although the restricted process itself is not new, we present a simple new idea here that
will allow us to construct the two-type process in terms of two restricted one-type processes.
Namely, when red is confined to the set S, every vertex neighboring S has a well-defined
time at which it would be reached by red. . . that is, if red were allowed to take one extra
step from a boundary vertex of S to a neighbor outside of S. This observation is the key to
the new construction in Section 2.4 because it allows us to detect the mutual interaction of
two species growing in disjoint subsets of Zd, by comparing the times the two species take to
reach vertices along the common boundaries of the restricting sets. The precise formulation
of this statement is Proposition 2.9 in Section 2.4 below, which motivates the definition of
the two-type process in Definition 2.10. In order to formalize the notion of restricting the
growth of red to S while allowing “peeks” at neighboring vertices, we make the following
definitions.
2.2.1 Restricted and Star-restricted Paths
For S ⊆ Zd, we call a lattice path γ an S-path if all of its edges are contained in E(S), and
we call γ an S∗-path if γ is contained in S except possibly for its two endvertices and their
incident edges (thus every S-path is also an S∗-path). We can also think of an S∗-path as
40
the projection in Zd of a path in the graph S∗ (the star graph6 of S), which we define
by attaching to S (viewed as an induced subgraph of Zd) all the edges connecting S to
its complement, and adding a distinct vertex to the outer end of each of these boundary
edges. That is, different boundary edges of S lead to distinct vertices in S∗, even if they
are adjacent to the same vertex in Zd \ S. The graph S∗ then projects naturally onto
the graph
(
N[S],E∗(S)
) ⊆ Zd: Each vertex and edge of S is mapped to itself; each of the
added boundary edges maps onto the corresponding edge in Zd; and each added endvertex
is mapped to the endvertex of the corresponding boundary edge in Zd. This projection
map is injective on S and on the added boundary edges, but not necessarily on the added
endvertices of these edges, since a single vertex in N(S) may be adjacent to several vertices in
S, each of which gives rise to a distinct new vertex in S∗. With this definition, the S∗-paths
in Zd are precisely the images of paths in S∗ under this map. Additionally, the connected
components of S∗ are in one-to-one correspondence with the connected components of S.
2.2.2 Restricted and Unrestricted Passage Times
Now let τ be a traversal measure (i.e. any σ-finite [0,∞]-valued measure) on E(Zd). For
each subset S ⊆ Zd, we define the τ -induced S-restricted passage time between two sets
U, V ⊆ Zd as
T Sτ (U, V ) := inf
{
τ(γ) : γ is an S-path from U to V
}
, (2.2)
and we define the S∗-restricted passage time between U and V as
T S
∗
τ (U, V ) := inf
{
τ(γ) : γ is an S∗-path from U to V
}
. (2.3)
In both definitions we follow the convention that inf ∅ =∞. If the traversal measure is clear
from context or is irrelevant, we may omit it from the notation and write T S or T S
∗
instead
of T Sτ or T
S∗
τ . If S = Z
d, we omit the superscript, and we call T (U, V ) := TZ
d
(U, V ) the
unrestricted passage time, or simply the passage time, from U to V . For operations
6We use the term “star graph” because this definition generalizes the notion of the star centered at a
vertex (see, e.g. Diestel [Die10]) to a star “centered at S,” as S∗ consists of the subgraph S with a union
of stars centered at its boundary vertices.
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such as T S(·, ·) that take sets as arguments, we will follow the convention of dropping braces
around singletons, e.g. T S(u, V ) := T S({u}, V ).
Taking both U and V to be singletons, T S and T S
∗
define functions on Zd×Zd, which we
can think of generically as distance functions on Zd. For each S ⊆ Zd, the function T S : Zd×
Zd → [0,∞] is a pseudometric on Zd (i.e. T S is symmetric, satisfies the triangle inequality,
and T S(u,u) = 0), and T S restricts to a finite pseudometric on each connected component
of S. In fact, T S is precisely the intrinsic pseudometric on S induced by the restriction to
S of the length structure corresponding to τ (see [BBI01, pp. 31, 42]). Moreover, T Sτ is a
metric if and only if τ(e) 6= 0 for all e ∈ E(S). Observe that T S(u,v) and T S∗(u,v) agree
whenever neither u nor v is a neighbor of S; in particular T S and T S
∗
define the same
pseudometric on S. The distance function T S
∗
is not in general a pseudometric on Zd, as
the triangle inequality may fail for points in N(S). However, T S
∗
is a pseudometric on the
star graph S∗ which is finite on components.
2.2.3 Geodesics and Star Geodesics
Any (necessarily simple and finite) path γ that achieves the infimum in (2.2) or (2.3) for
some U, V ⊆ Zd is called a shortest path or geodesic7 for the respective distance function
T S or T S
∗
; we refer to such a path as a T S-geodesic or T S
∗
-geodesic, respectively, from U
to V . Equivalently, γ is a T S-geodesic if and only if T S(u,v) = T γ(u,v) for all vertices
u,v ∈ γ, and similarly for T S∗ (observe that T γτ (u,v) = τ
(
γ[u,v]
)
, where γ[u,v] is the
subpath of γ from u to v); this definition of geodesics applies equally well to infinite paths.
We will consider the question of the existence of finite geodesics in the next section.
7In a broader metic geometry setting (see, e.g. [BBI01, p. 51]), the term “geodesic” refers to any path
that is locally distance minimizing, not just the globally shortest paths we refer to as geodesics. In general,
shortest paths are more properly called minimizing geodesics. However, the concept of “locally distance
minimizing” is not as universally useful on graphs as in continuum settings, since it is unclear what
“locally” should mean in general. Hence, in graph theoretic contexts, it is standard to use the term
“geodesic” to mean “shortest path.”
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2.2.4 Restricted and Unrestricted Growth
If A,S ⊆ Zd (typically with A ⊆ S), we define the S-restricted first-passage percolation
process started from A as
ηA;Sτ (t) :=
{
v ∈ S : T Sτ (A,v) ≤ t
}
for t ≥ 0,
and the S∗-restricted first-passage percolation process started from A as
ηA;S
∗
τ (t) :=
{
v ∈ Zd : T S∗τ (A,v) ≤ t
}
for t ≥ 0,
and we set
ηA;Sτ (∞) :=
⋃
t≥0
ηA;Sτ (t) and η
A;S∗
τ (∞) :=
⋃
t≥0
ηA;S
∗
τ (t).
Note that ηA;Sτ (t) ⊆ S by definition, and ηA;S
∗
τ (t) ⊆ N[S]. If S = Zd, we call ηA;Z
d
τ (t) the
unrestricted first-passage percolation process, and as with the pseudometrics T , we
drop the superscript S from the notation: ηAτ (t) := η
A;Zd
τ (t) for t ∈ [0,∞]. Note that it
follows from the above definition that for any A,B, S ⊆ Zd,
T Sτ (A,B) = inf
{
t : ηA;Sτ (t) ∩B 6= ∅
}
.
That is, T Sτ (A,B) is the hitting time of the set B for the restricted growth process η
A;S
τ .
Finally, we write T ·τ for the family of pseudometrics
{
T Sτ : S ⊆ Zd
}
and T ·∗τ for the
family
{
T S
∗
τ : S ⊆ Zd
}
, and we write η·τ for the family of first-passage percolation processes{
ηA;Sτ : A ⊆ S ⊆ Zd
}
. Thus, every traversal measure τ induces a family T ·τ of pseudometrics
on Zd, which in turn induces a family η·τ of first-passage percolation processes.
2.2.5 Extensions to Rd via Lattice Approximation
It will often be convenient to view the first-passage percolation and competition processes
as embedded in Rd rather than just Zd, particularly in Chapters 4 and 5. To this end,
we make the following definitions. Recall that for A ⊆ Rd, the cube expansion of A is
JAK = A + [−12 , 12]d, and the lattice approximation of A is ...A = Zd ∩ JAK. Using lattice
approximation, we can extend the definitions of T ·τ and η·τ to subsets of Rd.
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If A,B, S ⊆ Rd, we define the S-restricted passage time between continuum sets
A and B by
T S(A,B) := T
...
S
(...
A,
...
B
)
. (2.4)
As before, if
...
S = Zd then we drop the superscript S from the notation, so that T (A,B) :=
TZ
d
(A,B) represents the unrestricted passage time between A,B ⊆ Rd.
For A,S ⊆ Rd (typically with ...A ⊆ ...S ), we use the generalized passage times in (2.4) to
define the S-restricted continuum process started from A:
ηA;Sτ (t) :=
{
x ∈ S : T Sτ (A,x) ≤ t
}
for t ≥ 0. (2.5)
It follows from the definitions that ηA;Sτ (t) = S ∩
r
η
...
A ;
...
S
τ (t)
z
. That is, ηA;Sτ (t) is the process
obtained by placing a closed unit cube around each point of the lattice process η
...
A ;
...
S
τ (t),
and then intersecting this “cubified” process with S. Again, if S = Zd we omit it from the
notation, so that for A ⊆ Rd, ηAτ (t) = η
...
A
τ (t) is the lattice process started from
...
A. Note
that if we take S = Rd, the process
ηA;R
d
τ (t) =
{
x ∈ Rd : Tτ (A,x) ≤ t
}
=
q
ηAτ (t)
y
(2.6)
gives a cube-expanded continuum version of the unrestricted lattice process η
...
A
τ (t).
Some caution is needed when using the continuum passage times defined in (2.4): Unlike
the lattice passage times defined in (2.2), the continuum passage times in (2.4) fail to satisfy
the triangle inequality for general points x,y, z ∈ Rd. In Chapter 4, we will get around this
problem by defining covering times T˜ S(A,B) (cf. (4.2), p. 161), which lack the symmetry
between A and B enjoyed by passage times, but satisfy the triangle inequality for arbitrary
A,B,C ⊆ Rd.
2.2.6 Elementary Properties of Restricted First-Passage Percolation
Here we enumerate some elementary properties of the first-passage percolation process. For
U, V, S ⊆ Zd, define a minimal S-path from U to V to be an S-path from U to V which
contains no proper subpath that is also an S-path from U to V , and similarly for S∗-paths.
By Lemma B.7, any S-path from U to V contains a minimal S-path from U to V , and
similarly for S∗-paths.
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Lemma 2.1 (Elementary properties of T ·τ ). Let τ be a one-type traversal measure on E(Zd)
with corresponding family of pseudometrics T ·τ , and let U, V, S ⊆ Zd and A,B ⊆ Rd.
1. The passage times T Sτ (A,B) and T
S∗
τ (A,B) are monotone with respect to S, A, B,
and τ .
2. If S is a connected subgraph of Zd, then for any and U ⊆ Zd and v ∈ Zd,
(a) T Sτ (U,v) <∞⇐⇒ v ∈ U or (v ∈ S and U ∩ S 6= ∅).
(b) T S
∗
τ (U,v) <∞⇐⇒ v ∈ U or (v ∈ N[S] and U ∩ N[S] 6= ∅).
3. The infima defining T Sτ and T
S∗
τ in (2.2) and (2.3) are unchanged if S-paths from U
to V are replaced with minimal S-paths from U to V (and similarly for S∗).
The following lemma gives a stronger version of the monotonicity of Tτ with respect to
τ , which will be needed in some later proofs.
Lemma 2.2 (Monotonicity of passage times with traversal measure). Let U, V, S ⊆ Zd, and
let τ and τ ′ be traversal measures on E(Zd).
1. Suppose τ |
E(S)\
[
E(U)∪E(V )
] ≤ τ ′|
E(S)\
[
E(U)∪E(V )
].
Then any minimal S-path from U to V satisfies τ(γ) ≤ τ ′(γ), and T Sτ (U, V ) ≤
T Sτ ′(U, V ).
2. Suppose τ |
E∗(S)\
[
E(U)∪E(V )
] ≤ τ ′|
E∗(S)\
[
E(U)∪E(V )
].
Then any minimal S∗-path from U to V satisfies τ(γ) ≤ τ ′(γ), and T S∗τ (U, V ) ≤
T S
∗
τ ′ (U, V ).
2.3 Almost Sure Properties of the Random Environment
In this section we show that certain nice properties are satisfied almost surely by the traversal
measures τ and τ¯ constructed in Section 2.1.
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2.3.1 The Shape Theorem and the One-Type Process
Our main tool for analyzing both the one-type and two-type processes in the present chapter
will be the Shape Theorem (Theorem 1.1), which provides a bridge between the random
environment and the deterministic motion of the processes. We restate the Shape Theorem
here for easy reference:
Theorem 2.3 (Shape Theorem, [CD81], [Kes86]). If τ is an i.i.d. traversal measure on
E(Zd) with model traversal times satisfying (FPSd) and
(
MMd
)
, then there is a norm µ
on Rd (the shape function) such that for any ǫ > 0,
Pr
{
(1− ǫ)tBµ ⊆ η0;Rdτ (t) ⊆ (1 + ǫ)tBµ for all large t
}
= 1, (2.7)
where Bµ is the closed unit ball of the norm µ, and η0;R
d
τ (t) is defined by (2.6).
By considering a countable sequence ǫn → 0 in Theorem 2.3, it follows that under the
same hypotheses,
Pr
{
∀ǫ > 0, ∃tǫ <∞ such that (1−ǫ)tBµ ⊆ η0;Rdτ (t) ⊆ (1+ǫ)tBµ for all t ≥ tǫ
}
= 1. (2.8)
The event in (2.8) says precisely that the random pseudometric Tτ is asymptotic to the
norm µ, in the sense defined in Appendix C (see Proposition C.5). Once we know that Tτ
is asymptotic to a norm, there are several other useful properties of the traversal measure
τ that follow deterministically from this result. We list these deterministic properties in
the following definition. The first property, (∼ Norm), is a restatement of the event in
(2.8). The remaining properties will be useful in constructing and analyzing the one-type
and two-type processes.
Definition 2.4 (Deterministic properties of traversal measures). Let τ be a traversal mea-
sure on E(Zd) as defined in Section 2.1.2, with T ·τ and η·τ defined as in Section 2.2. We
define the following properties, which may or may not be satisfied by a given measure τ :
(∼Norm) There exists a norm µ on Rd such that the following equivalent conditions hold:
1. For every ǫ > 0 there exists t0 = t0(ǫ) <∞ such that if t ≥ t0, then
(1− ǫ)tBµ ⊆ η0;Rdτ (t) ⊆ (1 + ǫ)tBµ,
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where Bµ is the unit µ-ball centered at 0.
2. For every u ∈ Zd and ǫ > 0, there exists t0 = t0(u, ǫ) < ∞ such that if t ≥ t0,
then
Buµ
(
(1− ǫ)t) ⊆ ηu;Rdτ (t) ⊆ Buµ((1 + ǫ)t),
where Buµ(r) is the µ-ball of radius r centered at u.
3. For every u ∈ Zd, lim
‖v‖→∞
v∈Zd
1
‖v‖ ·
∣∣Tτ (u,v) − distµ(u,v)∣∣ = 0.
(FS) The following equivalent conditions hold:
1. The set η0τ (t) is finite for all t <∞.
2. The set ηuτ (t) is finite for all u ∈ Zd and t <∞.
3. For every u ∈ Zd, lim
‖v‖→∞
v∈Zd
Tτ (u,v) =∞.
(∃Geo∗) For any u ∈ Zd and A ⊆ Zd, the following holds: If S is any connected subset of
Zd such that N[S] contains both u and A, then there exists a T S
∗
τ -geodesic from u to
A.
(∃Geo) For any u ∈ Zd and A ⊆ Zd, the following holds: If S is any connected subset of
Zd containing both u and A, then there exists a T Sτ -geodesic from u to A.
The property (∼Norm) stands for “Asymptotic to a Norm,” (FS) stands for “Finite
Speed,” (∃Geo∗) stands for “Star Geodesics Exist,” and (∃Geo) stands for “Geodesics
Exist.” Proving the equivalence of the three conditions listed under either (∼Norm) or
(FS) is straightforward, if somewhat tedious; the “inversion formulas” in Lemma 4.6 can
be used to relate the second and third conditions in (∼Norm).
The next lemma shows that the properties in Definition 2.4 are in fact listed from
strongest to weakest; that is, any traversal measure satisfying one of the properties also
satisfies all the subsequent properties.
47
Lemma 2.5 (Relations between deterministic properties of traversal measures). For any
(σ-finite) traversal measure τ on E(Zd), the following implications hold:
(∼Norm) =⇒ (FS) =⇒ (∃Geo∗) =⇒ (∃Geo).
Proof. The implication (∼Norm) =⇒ (FS) is obvious since the ball (1+ǫ)tBµ is bounded
with respect to any norm (‖·‖ℓ1 , for example), and hence contains only a finite number of
lattice points. It is also obvious that (∃Geo∗) =⇒ (∃Geo), since if u and A are contained
in S, then a T S
∗
-geodesic between them cannot use any vertices in N[S], and hence is a
T S-geodesic. Thus it remains to prove (FS) =⇒ (∃Geo∗).
Let S be a connected subset of Zd such that N[S] contains both u and A. Since S is
connected, there exists some finite path γ ⊆ S from u to A, and since Z <∞ a.s., we have
b := τ(γ) <∞ a.s. Then the infimum of the traversal times of all paths in S from u to A is at
most b; call this infimum a ≤ b <∞. Now suppose the shape theorem holds for all u ∈ Zd,
and fix some ǫ > 0, say ǫ = 1/2. Then there exists tu <∞ such that ηuτ (t) ⊆ Buµ
(
(1 + ǫ)t
)
for all t ≥ tu. Let c = tu ∨ b. Then we have ηuτ (b) ⊆ ηuτ (c) ⊆ Buµ
(
(1 + ǫ)c
)
. Since a is the
infimum of traversal times from u to A, there is some sequence of paths γn ⊆ S from u to
A such that τ(γn) decreases to a, and we can assume that γ0 = γ. Thus, all the paths γn
have τ(γn) ≤ b, and hence γn ⊆ ηuτ (b) ⊆ Buµ
(
(1+ǫ)c
)
. Since this ball is bounded, it contains
only a finite number of paths originating from u. Thus, there are only a finite number of
γn’s, so one of them must achieve the infimum. That is, τ(γn) = a for some n ∈ N, in which
case γn is a T
S∗
τ -geodesic from u to A.
As noted in (2.8) above, the property (∼Norm) holds almost surely for any random
traversal measure τ satisfying the Shape Theorem. Thus, combining Theorem 2.3 with
Lemma 2.5 immediately yields the following result, which will be used in the proof of
Lemma 2.8 below.
Lemma 2.6 (Almost sure properties of τ). Suppose τ is a random traversal measure on
E(Zd) which is i.i.d. with model traversal time Z0 satisfying (FPSd) and
(
MMd
)
. Then
Pr-almost surely, τ satisfies (∼Norm) and hence also (FS), (∃Geo∗), and (∃Geo).
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2.3.2 The Two-Type Process and Minimum Traversal Measure
Now we turn to the properties of two-type traversal measures that will be desirable when
constructing the two-type process in the next section. First note that the i.i.d. random
two-type traversal measure τ¯ = (τ1, τ2) constructed in Section 2.1.1 has a certain almost
sure behavior built into it by assumption, namely the “No Ties with Probability 1” property
(NTP1) for the model traversal times. Observe that (NTP1) is equivalent to the statement
that if F1 and F2 are nonempty, disjoint, finite subsets of E(Z
d), thenPr
{
τ1(F1) = τ2(F2)
}
=
0. In particular, this holds when F1 and F2 are finite edge-disjoint paths of positive length.
Since the number of finite paths is countable, this implies that the following deterministic
“No Ties” property holds Pr-almost surely for the random traversal measure τ¯ . This
incarnation of the “No Ties” property is the one that will be relevant for constructing the
competition process.
Definition 2.7 (Deterministic “No Ties” property).
(NT) If γ1 and γ2 are finite, edge-disjoint paths in Z
d of positive length, then τ1(γ1) 6=
τ2(γ2).
We now introduce one more idea that will be important for the construction of the
two-type process. Given a two-type traversal measure τ¯ = (τ1, τ2) on E(Z
d), we define its
minimum traversal measure to be τmin = τ1∧ τ2; that is, the τmin-measure of an edge is
τmin(e) := τ1(e) ∧ τ2(e) for e ∈ E(Zd). (2.9)
The relevance of the measure τmin will become clear in the proof of Proposition 2.16 in the
next section. Namely, in order to get a well-defined two-type process, we will assume that
τmin satisfies the property (FS) in order to guarantee that no vertex can be affected by
other vertices that are infinitely far away.
The following lemma explicitly identifies the relevant deterministic properties that are
satisfied almost surely by a random traversal measure τ¯ constructed as in Section 2.1. We
will appeal to Lemma 2.8 in Section 2.4 below to conclude that our construction of the
two-type process is well-behaved almost surely.
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Lemma 2.8 (Almost sure properties of τ¯). Suppose τ¯ = (τ1, τ2) is a random two-type
traversal measure on E(Zd) which is i.i.d. with model traversal times Z(1) and Z(2) satisfying
(FPSd),
(
MMd
)
, and (NTP1). Then Pr-almost surely, τ¯ satisfies (NT), and the three
one-type traversal measures τ1, τ2, and τmin = τ1 ∧ τ2 all satisfy (∼ Norm), hence also
(FS), (∃Geo∗), and (∃Geo).
Proof. It was already noted above that (NT) follows Pr-a.s. from (NTP1). Moreover, be-
cause of the property (NTP1), at most one of the two species can have a positive probability
of crossing an edge instantaneously; that is, it is impossible to have both Pr
{
Z
(1)
0 = 0
}
> 0
and Pr
{
Z
(2)
0 = 0
}
> 0, because then we would have
Pr
{
Z
(1)
0 = Z
(2)
0 = 0
}
= Pr
{
Z
(1)
0 = 0
}
Pr
{
Z
(2)
0 = 0
}
> 0,
violating (NTP1). Therefore, if Z
(min)
0 denotes the model traversal time for τmin, i.e.
Z
(min)
0 = Z¯
(1)
0 ∧ Z¯(2)0 , then no matter what coupling ν we use for Z¯(1)0 and Z¯(2)0 , it follows
that
Pr
{
Z
(min)
0 = 0
} ≤ Pr{Z¯(1)0 = 0}+Pr{Z¯(2)0 = 0}
= max
{
Pr
{
Z
(1)
0 = 0
}
,Pr
{
Z
(2)
0 = 0
}}
< pc(Z
d).
This shows that Z
(min)
0 satisfies (FPSd), regardless of how the traversal times for an edge
are coupled. Moreover, Z
(min)
0 obviously satisfies
(
MMd
)
whenever either Z
(1)
0 or Z
(2)
0
does, so all three model traversal times Z
(min)
0 , Z
(1)
0 , and Z
(2)
0 satisfy both (FPSd) and(
MMd
)
. Thus, the traversal measures τ1, τ2, and τmin all satisfy (∼Norm) Pr-a.s. by
Lemma 2.6.
2.4 A New Construction of First-Passage Competition with Different Speeds
In this section we introduce a new geometric construction of two-type first-passage com-
petition that works for species with different traversal measures τ1 and τ2, even when the
starting configuration is infinite. We first briefly discuss finite starting configurations in
Section 2.4.1, and then move to the general case in Section 2.4.2. The new construction
appears in Definition 2.10, which is followed by several lemmas identifying some elemen-
tary properties of the competition process. In Propositions 2.14 and 2.16 we show that the
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two-type process almost surely behaves in accordance with the informal description given
in Section 1.2.1. In Section 2.4.3 we describe how to interpret the two-type competition
process as an interacting particle system, and in Section 2.4.4 we introduce some additional
notation that will be needed later.
2.4.1 Finite Starting Configurations
Recall from Section 1.2.1 that the two-type first-passage competition process consists of two
species, species 1 and species 2, racing to capture vertices in Zd. The two species start from
disjoint sets A1 ⊆ Zd and A2 ⊆ Zd, respectively, and move according to their respective
traversal times, τ1 and τ2, which we can view in conjunction as a two-type traversal measure
τ¯ on E(Zd). We call any pair (A1, A2) of disjoint subsets of Z
d an initial configuration or
starting configuration for the two-type process. We say the initial configuration (A1, A2)
is finite if both A1 and A2 are finite sets, and we say that it is infinite otherwise. By
analogy with the one-type process, we write η
(A1,A2)
τ¯ (t) for the two-type process started
from the initial configuration (A1, A2) and using the two-type traversal measure τ¯ . The
object η
(A1,A2)
τ¯ is a pair of 2
Zd-valued functions on [0,∞], which we write as
η
(A1,A2)
τ¯ (t) =
(
η
(A1,A2)
1 (t), η
(A1,A2)
2 (t)
)
τ¯
,
where for each t ∈ [0,∞] and i ∈ {1, 2}, the component η(A1,A2)i (t) = η(A1,A2)i (t)τ¯ is the set
of vertices species i has reached by time t.
As mentioned previously, for finite starting configurations, determining which species
arrives first at a given vertex is a “simple” matter of constructing the process step-by-step,
as done, for example, in [HP00], [DH06a], or [GM08]. Each step consists of one infection
event. At each step, we search all vertices neighboring the infected region, find the one (or
more) which is infected next, and assign it the appropriate “color” 1 or 2, depending on
which species infects it. In order for this algorithmic construction to work, in addition to
the finiteness assumption on (A1, A2), we also require that τ¯ = (τ1, τ2) satisfies (NT) (so
that no vertex is simultaneously infected by both species) and that each of the component
measures τ1 and τ2 satisfies (FS) (so that only finitely many infections can take place in
any finite time interval).
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2.4.2 Infinite Starting Configurations and the New Construction
If one or both of the starting sets Ai is infinite, the above algorithmic construction breaks
down in general. For example, if the traversal measure τ¯ is i.i.d. and 0 is in the support of
τi(e), then almost surely there will be infinitely many infections in any finite time interval,
and hence the notion of which vertex is infected “next” does not make sense. In the
special case that τ1 = τ2 = τ (see e.g. [GM05] or [Hof05]), this problem is avoided because
the regions finally conquered by the two species are precisely the Voronoi cells for the
configuration (A1, A2) in the pseudometric Tτ , and the occupied regions at time t can be
identified explicitly as
η
(A1,A2)
1 (t)(τ,τ) = A1 ∪
{
v ∈ Zd : Tτ (A1,v) < Tτ (A2,v) and Tτ (A1,v) ≤ t
}
,
η
(A1,A2)
2 (t)(τ,τ) = A2 ∪
{
v ∈ Zd : Tτ (A2,v) < Tτ (A1,v) and Tτ (A2,v) ≤ t
}
.
(2.10)
The description in (2.10) works only in the case where the two species use the same set
of traversal times τ , because this guarantees that the geodesics for the two species cannot
“interfere” with each other, i.e. the two conquered sets as defined in (2.10) are disjoint,
whereas there would be no such guarantee if two different collections of traversal times
were used. However, we now make a simple observation about the two-type process that is
reminiscent of (2.10) and will provide a method of defining the process more generally.
Proposition 2.9 (Conquering property of the two-type process). Consider a two-type pro-
cess η
(A1,A2)
τ¯ (t), started from a nonempty initial configuration (A1, A2) and using the traver-
sal measure τ¯ = (τ1, τ2). If S is a subset of Z
d such that
S ∩A2 = ∅ and T Sτ1(A1,v) < T (Z
d\S)∗
τ2 (A2,v) for all v ∈ ∂S \ A1, (2.11)
then species 1 conquers S in the two-type process, i.e. S ⊆ η(A1,A2)1 (∞)τ¯ . A symmetric
statement holds for species 2.
We refer to any set S satisfying the conditions in (2.11) as a conquering set for
species 1, and we make the analogous definition for species 2. Implicit in the statement
of Proposition 2.9 is that the process η
(A1,A2)
τ¯ (t) is well-defined, i.e. we can unambiguously
determine the conquered sets η
(A1,A2)
i (t)τ¯ at each t ≥ 0; for example, this is the case when
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the initial configuration (A1, A2) is finite, τ¯ satisfies (NT), and each τi satisfies (FS), as
noted above. On the other hand, Proposition 2.9 provides a condition that we should
expect the two-type process η
(A1,A2)
τ¯ (t) to possess whenever it does happen to be defined,
and it therefore gives us a way to define the process in general. Namely, the region finally
conquered by species 1 should be the largest S ⊆ Zd satisfying (2.11), and similarly for
species 2. Once the finally conquered regions are identified, the evolution of the process
can be defined by restricting the growth of each species to its finally conquered set. We
formalize this in the following definition.
Definition 2.10 (Two-type first-passage competition). Let A1 and A2 be disjoint subsets
of Zd, let τ¯ = (τ1, τ2) be a two-type traversal measure on E(Z
d), and set
C1 :=
⋃{
S ⊆ Zd \A2 : T Sτ1(A1,v) < T (Z
d\S)∗
τ2 (A2,v) for all v ∈ ∂S \A1
}
,
C2 :=
⋃{
S ⊆ Zd \A1 : T Sτ2(A2,v) < T (Z
d\S)∗
τ1 (A1,v) for all v ∈ ∂S \A2
}
,
if at least one of A1, A2 is nonempty, and C1 = C2 := ∅ otherwise. We define the two-type
competition process or entangled process with starting configuration (A1, A2) to be
the pair of 2Z
d
-valued functions
η
(A1,A2)
τ¯ (t) =
(
η
(A1,A2)
1 (t), η
(A1,A2)
2 (t)
)
τ¯
,
defined for t ∈ [0,∞] by
η
(A1,A2)
1 (t) := η
A1;C1
τ1 (t) and η
(A1,A2)
2 (t) := η
A2;C2
τ2 (t) for t ≥ 0,
and
η
(A1,A2)
i (∞) :=
⋃
t≥0
η
(A1,A2)
i (t) for i ∈ {1, 2}.
We call the sets C1 and C2 the finally conquered sets for species 1 and 2, respectively,
and we refer to η
(A1,A2)
i (t) as the set of vertices occupied by species i at time t. We say
that the entangled process is well-defined if C1 ∩C2 = ∅ and full if C1 ∪C2 = Zd.
Note that Ci is precisely the union of all the conquering sets for species i as defined by
Proposition 2.9; we will sometimes refer to species i’s conquering sets as Ci-sets for short.
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Lemma 2.11 below shows that Ci = η
(A1,A2)
i (∞), so that the name “finally conquered
set” is appropriate; moreover, it then follows immediately that Proposition 2.9 does in fact
hold for the two-type process defined in Definition 2.10. Note that Definition 2.10 makes
sense for every two-type traversal measure τ¯ and initial configuration (A1, A2), because
the restricted one-type process is defined for any one-type traversal measure. However, if
we allow arbitrary initial configurations and traversal measures, it is possible that C1 ∩
C2 6= ∅ and/or C1 ∪ C2 6= Zd, so the two-type process is neither well-defined nor full in
general, meaning that it may not behave in accordance with the informal description given
in Section 1.2.1. We will later investigate (in Lemma 2.13 and Propositions 2.14 and 2.16)
sufficient conditions on (A1, A2) and τ¯ for the entangled process to be well-defined and full.
First we enumerate some elementary properties of the finally conquered sets C1 and C2 in
Lemma 2.11, which will be used in the proofs of several results below; Lemma 2.11 is proved
in Section A.1 of Appendix A.
Lemma 2.11 (Properties of the finally conquered sets). For any two-type traversal measure
τ¯ and initial configuration (A1, A2), the finally conquered sets C1 and C2 in Definition 2.10
satisfy the following for i ∈ {1, 2}.
1. Ci ⊇ Ai and Ci ∩A3−i = ∅. Moreover, Ci is empty if and only if Ai is empty.
2. v ∈ Ci if and only if v ∈ Ai or TCii (Ai,v) < T (Z
d\Ci)∗
3−i (A3−i,v).
3. Every component of Ci contains a component of Ai.
4. Ci = η
(A1,A2)
i (∞).
We refer to the two-type process as “entangled” to emphasize that its evolution depends
simultaneously on both components of the traversal measure, τ1 and τ2. By contrast, we will
refer to the passage time families T ·τi and T
·∗
τi (i ∈ {1, 2}) as disentangled passage times
for τ¯ = (τ1, τ2), and to the family of one-type processes η
·
τi as the disentangled processes
corresponding to the entangled process η
(A1,A2)
τ¯ , to emphasize that we are forgetting about
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one of the components of τ¯ . When the traversal measure τ¯ is clear from context, we will
frequently omit it from the notation for the disentangled passage times, instead writing
T Si := T
S
τi and T
S∗
i := T
S∗
τi for S ⊆ Zd. (2.12)
From a probabilistic standpoint, if τ¯ is a random two-type traversal measure, the disentan-
gled process ηA;Sτi is a one-type process coupled to use the same traversal times as one of
the species in η
(A1,A2)
τ¯ . In general we have the following relationships between each species
and its disentangled version.
Lemma 2.12 (Comparison of entangled and disentangled processes). Let τ¯ = (τ1, τ2) be
any two-type traversal measure, let (A1, A2) be any initial configuration, and let i ∈ {1, 2}.
1. In the two-type process η
(A1,A2)
τ¯ , each species is dominated by its unrestricted disen-
tangled version. That is, η
(A1,A2)
i (t) ⊆ ηAiτi (t) for all t ∈ [0,∞].
2. If species i conquers some set S ⊆ Zd in the two-type process η(A1,A2)τ¯ , then the entan-
gled growth of species i dominates the growth of its disentangled version restricted to
S. That is, η
(A1,A2)
i (t) ⊇ ηAi;Sτi (t) for all t ∈ [0,∞].
Proof. Both parts follow directly from Definition 2.10 and the monotonicity of the restricted
first-passage percolation process with respect to the restricting set. More explicitly, for Part
1, we have
η
(A1,A2)
i (t) = η
Ai;Ci
τi (t) ⊆ ηAi;Z
d
τi (t) = η
Ai
τi (t) for all t ∈ [0,∞],
where Ci is species i’s finally conquered set from Definition 2.10. For Part 2, the hypothesis
is that S ⊆ η(A1,A2)i (∞), and Lemma 2.11 shows that η(A1,A2)i (∞) = Ci, so S ⊆ Ci. By
Definition 2.10, η
(A1,A2)
i (t) = η
Ai;Ci
τi (t) for all t ∈ [0,∞], and by monotonicity, we have
ηAi;Ciτi (t) ⊇ ηAi;Sτi (t) since Ci ⊇ S.
In fact, we show in Lemma 2.20 below that under some additional assumptions on τ¯ ,
a stronger version of Lemma 2.12 holds, in which each species’ entangled growth is in fact
equal to any member of an appropriate family of disentangled processes up to a given time.
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The next lemma gives two trivial situations where the entangled process is easy to describe
explicitly.
Lemma 2.13 (Trivial starting configurations). Let τ¯ = (τ1, τ2) be any two-type traversal
measure, and let (A1, A2) be an initial configuration.
1. If Ai = ∅ for some i ∈ {1, 2}, and j = 3− i, then
η
(A1,A2)
i (t) = ∅ and η(A1,A2)j (t) = η
Aj
τj (t) for all t ≥ 0.
2. If A1 ∪A2 = Zd, then η(A1,A2)τ¯ (t) = (A1, A2) for all t ≥ 0.
Therefore, if at least one of the sets A1, A2, or Z
d \ (A1 ∪A2) is empty, then the two-type
process with initial configuration (A1, A2) is well-defined and full for all two-type traversal
measures τ¯ .
Proof. Both parts follow immediately from Definition 2.10. For Part 1, note that if Ai = ∅
and A3−i 6= ∅, then Ci = ∅ and C3−i = Zd, and if A1 = A2 = ∅, then C1 = C2 = ∅. For
Part 2, note that Ai ⊆ Ci ⊆ Zd \A3−i, so if A1 ∪A2 = Zd, then we must have Ci = Ai.
The following proposition gives sufficient conditions for the entangled process to even-
tually cover the whole lattice. The proof uses an elementary result stated in Section A.1.
Proposition 2.14 (Sufficient conditions for a full entangled process). If (A1, A2) is any
nonempty initial configuration and τ¯ is a two-type traversal measure on E(Zd) satisfying
(NT) and whose component measures satisfy (∃Geo∗), then C1 ∪C2 = Zd, where C1 and
C2 are the finally conquered sets for the entangled process η
(A1,A2)
τ¯ .
Proof. First note that the assumption that the initial configuration (A1, A2) is nonempty
implies that any Ci-set is contained in Ci; we will use this fact repeatedly throughout the
proof. To prove that C1 ∪C2 = Zd, we let S := Zd \C1, and then we show that S ⊆ C2 by
proving that S is a C2-set.
First we show by contradiction that
T S2 (A2,v) <∞ for all v ∈ S. (2.13)
To see that (2.13) holds, we make the following claim.
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Claim 2.14.1. If T S2 (A2,v0) =∞ for some v0 ∈ S, and S0 is the component of S containing
v0, then C1 ∪ S0 is a C1-set.
Proof of Claim 2.14.1. Let Ĉ1 := C1 ∪ S0. First, we claim that ∂Ĉ1 ⊆ ∂C1. To see this,
note that by Lemma B.6, we have
∂Ĉ1 = ∂(C1 ∪ S0) =
{
v ∈ ∂C1 ∪ ∂S0 : N(v) 6⊆ C1 ∪ S0
}
. (2.14)
Thus, to show that ∂Ĉ1 ⊆ ∂C1, it will suffice to show that for any v ∈ S0 we have
N(v) ⊆ C1 ∪ S0. Let v ∈ S0. Then N(v) \ S0 ⊆ Zd \ S0 = (S \ S0) ∪ C1. Now if
N(v) ∩ (S \ S0) 6= ∅, then S0 would be connected to some point in S \ S0, contradicting the
maximality of the component S0, so we must have N(v)∩(S\S0) = ∅. Hence N(v)\S0 ⊆ C1,
or N(v) ⊆ C1 ∪S0 for every v ∈ S0. Therefore, (2.14) implies that ∂Ĉ1 ∩S0 = ∅ and hence
∂Ĉ1 ⊆ ∂C1 as claimed.
Now, since ∂Ĉ1 ⊆ ∂C1 and Ĉ1 ⊇ C1, it follows from Part 2 of Lemma 2.11 that
∀v ∈ ∂Ĉ1 \ A1,
T Ĉ11 (A1,v) ≤ TC11 (A1,v) < T (Z
d\C1)∗
2 (A2,v) ≤ T (Z
d\Ĉ1)∗
2 (A2,v). (2.15)
Finally, note that since S0 is connected and contains a vertex v0 with T
S0
2 (A2,v0) = ∞,
Part 2 of Lemma 2.1 implies that A2∩S0 = ∅. Since A2∩C1 = ∅ by definition, we therefore
have A2 ∩ Ĉ1 = ∅, and so (2.15) shows that Ĉ1 = C1 ∪ S0 is a C1-set.
By Claim 2.14.1, if T S2 (A2,v0) = ∞ for some v0 ∈ S, then we get v0 ∈ C1 (since v0 is
contained in some S0 ⊆ S such that C1 ∪ S0 is a C1-set), but this is a contradiction since
S ∩C1 = ∅ by definition. Thus we conclude that (2.13) holds.
Next, we again use contradiction to show that
T S2 (A2,v) ≤ T (Z
d\S)∗
1 (A1,v) for all v ∈ S. (2.16)
To see that (2.16) holds, we make the following claim.
Claim 2.14.2. If T
(Zd\S)∗
1 (A1,v0) < T
S
2 (A2,v0) for some v0 ∈ S, then C1 ∪ {v0} is a
C1-set.
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Proof of Claim 2.14.2. First note that Zd \ S = C1, so the hypothesis is that there exists
v0 ∈ S with TC
∗
1
1 (A1,v0) < T
S
2 (A2,v0). This implies that T
S
2 (A2,v0) > 0, so v0 6∈ A2, and
T
C∗1
1 (A1,v0) <∞, so v0 ∈ N(C1) = ∂S. Let Ĉ1 := C1 ∪ {v0}. We claim that
T Ĉ11 (A1,v0) = T
C∗1
1 (A1,v0) and T
(Zd\Ĉ1)∗
2 (A2,v0) = T
S
2 (A2,v0). (2.17)
To see that (2.17) holds, first observe that any C∗1-path from A1 to v0 is a Ĉ1-path from
A1 to v0, and any minimal Ĉ1-path from A1 to v0 is a C
∗
1-path from A1 to v0. Similarly,
noting that Zd \Ĉ1 = S \{v0}, observe that any (Zd \Ĉ1)∗-path from A2 to v0 is an S-path
from A2 to v0, and any minimal S-path from A2 to v0 is a (Z
d \ Ĉ1)∗-path from A2 to v0.
Thus, Part 3 of Lemma 2.1 implies that (2.17) holds. Combining (2.17) with the hypothesis
of Claim 2.14.2, we have
T Ĉ11 (A1,v0) = T
C∗1
1 (A1,v0) < T
S
2 (A2,v0) = T
(Zd\Ĉ1)∗
2 (A2,v0). (2.18)
On the other hand, combining the fact that Ĉ1 ⊇ C1 with Part 2 of Lemma 2.11, we have
∀v ∈ Ĉ1 \
(
A1 ∪ {v0}
)
,
T Ĉ11 (A1,v) ≤ TC11 (A1,v) < T (Z
d\C1)∗
2 (A2,v) ≤ T (Z
d\Ĉ1)∗
2 (A2,v). (2.19)
Combining (2.18) and (2.19), we have
T Ĉ11 (A1,v) < T
(Zd\Ĉ1)∗
2 (A2,v) for all v ∈ Ĉ1 \ A1.
Finally, since v0 /∈ A2 and C1 ∩ A2 = ∅, we also have Ĉ1 ∩ A2 = ∅, so this shows that
Ĉ1 = C1 ∪ {v0} is a C1-set.
Claim 2.14.2 immediately implies that if T
(Zd\S)∗
1 (A1,v0) < T
S
2 (A2,v0) for some v0 ∈ S,
then v0 ∈ C1, which is a contradiction since S∩C1 = ∅ by definition. Therefore we conclude
that (2.16) holds.
Now, since τ¯ satisfies (NT) and (∃Geo∗), Lemma A.1 implies that the conditions (2.13)
and (2.16) together are equivalent to
T S2 (A2,v) < T
(Zd\S)∗
1 (A1,v) ∀v ∈ S \ A2.
Therefore, S is a C2-set and hence S ⊆ C2. Since S = Zd \C1, we thus have C1 ∪C2 =
Zd.
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We now turn to the question of when the entangled process is well-defined, i.e. when
the finally conquered sets C1 and C2 are disjoint. It was noted above that in order to
construct the two-type process η
(A1,A2)
τ¯ algorithmically from a finite starting configuration
(A1, A2), we had to assume that the two-type traversal measure τ¯ = (τ1, τ2) satisfied the
“No Ties” property (NT), and that its two component measures τ1 and τ2 satisfied the
“Finite Speed” property (FS). It turns out that this second condition is not quite sufficient
to get a well-defined process for arbitrary infinite starting configurations. Instead, we will
impose the following stronger condition on τ¯ :
Definition 2.15 (“Finite Speed” property for minimum traversal measure).
(MTFS) The minimum traversal measure τmin = τ1 ∧ τ2 satisfies (FS).
The abbreviation (MTFS) stands for “Minimum Traversal (Measure) has Finite Speed.”
Observe that if τ¯ satisfies (MTFS), then the two traversal measures τ1 and τ2 both satisfy
(FS), since obviously η0τi(t) ⊆ η0τmin(t) for i ∈ {1, 2} and t ≥ 0. By Lemma 2.8, any i.i.d.
random traversal measure τ¯ constructed as in Section 2.1.1 almost surely satisfies both (NT)
and (MTFS), and we prove in the following lemma that these two properties together are
sufficient to get a well-defined process.
Proposition 2.16 (Sufficient conditions for a well-defined entangled process). If τ¯ is a
two-type traversal measure on E(Zd) which satisfies (NT) and (MTFS), then the two-type
process η
(A1,A2)
τ¯ is well-defined for all initial configurations (A1, A2). In particular, this
holds almost surely for any random i.i.d. τ¯ satisfying the hypotheses in Lemma 2.8.
Proof. Lemma 2.13 showed that the process is well-defined if either A1 or A2 is empty, so
assume that A1 and A2 are both nonempty. We will prove that C1 ∩C2 = ∅ by contradic-
tion. The strategy will be to assume that the intersection is nonempty, and then use this
assumption to construct an infinite path γ with τmin(γ) <∞, contradicting (MTFS).
Suppose there exists some vertex w ∈ C1 ∩C2. Let P0 be a TC11 -geodesic from A1 to
w, and let u0 be the first point in P0 that’s also in C2 (where “first” refers to the order
in which the vertices in P0 are traversed, starting in A1 and ending at w; this ordering is
well-defined since P0 is finite and simple). Note that u0 exists because w ∈ C2, and we
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must have u0 ∈ C1 ∩C2 since P0 ⊆ C1. Now let Q0 be a TC22 -geodesic from A2 to u0, and
let v0 be the first point in Q0 that’s also in C1 (again, “first” refers to the ordering of the
vertices in Q0 induced by its direction, and v0 ∈ C1 ∩C2 exists because the end vertex u0
is in C1).
We continue this procedure inductively for all n ∈ N, constructing two sequences of
geodesics Pn, Qn with intermediate points un, vn. For n ≥ 1,
• Let Pn be a TC11 -geodesic from A1 to vn−1, and let un be the first vertex of Pn lying in
C2. The geodesic Pn exists because (by induction) vn−1 ∈ C1, and every component
of C1 contains a component of A1; the vertex un exists because (by induction) vn−1 ∈
C2.
• Let Qn be a TC22 -geodesic from A2 to un, and let vn be the first vertex of Qn lying in
C1. The geodesic Qn exists because un ∈ C2, and every component of C2 contains a
component of A2; the vertex vn exists because un ∈ C1.
Our goal will be to construct an infinite path γ with τmin(γ) < ∞ by gluing together
subpaths of Pn and Qn. In order to know that this works, we need to know several things
about Pn and Qn, which we enumerate in the following claims.
Let Pn[A1,un] and Pn[un,vn−1] denote the subpaths of Pn from A1 to un, and from
un to vn−1, respectively. Similarly, let Qn[A2,vn] and Qn[vn,un] denote the appropriate
subpaths of Qn.
Claim 2.16.1. For n ≥ 0, Pn[A1,un] ∩C2 = {un}, and Qn[A2,vn] ∩C1 = {vn}.
This follows because un is the first vertex of Pn in C2, and vn is the first vertex of Qn
in C1. In particular, Claim 2.16.1 implies that Pn[A1,un] is a (Z
d \ C2)∗-path, hence is
edge-disjoint from C2, and that Qn[A2,vn] is a (Z
d \C1)∗-path, hence is edge-disjoint from
C1.
Using Claim 2.16.1, we prove the following inequalities for the traversal times of Pn and
Qn, which are the crux of the argument:
Claim 2.16.2. For n ≥ 0, τ1
(
Pn[A1,un]
)
> τ2(Qn), and τ2
(
Qn[A2,vn]
)
> τ1(Pn+1).
60
Essentially, Claim 2.16.2 holds because in order for the vertex un to be in C2, species 2
has to reach un from within C2 before species 1 can reach it from outside of C2; similarly,
in order for the vertex vn to be in C1, species 1 has to reach vn from within C1 before
species 2 can reach it from outside of C1.
Proof of Claim 2.16.2. Suppose the first inequality fails for some n ≥ 0, i.e. τ1
(
Pn[A1,un]
) ≤
τ2(Qn). Then since (NT) holds, we must in fact have τ1
(
Pn[A1,un]
)
< τ2(Qn), because
Pn[A1,un] is edge-disjoint from C2 by Claim 2.16.1, hence edge-disjoint from Qn ⊆ C2. It
then follows that
T
(Zd\C2)∗
1 (A1,un) ≤ τ1
(
Pn[A1,un]
)
< τ2(Qn) = T
C2
2 (A2,un). (2.20)
The first inequality in (2.20) holds because Pn[A2,un] is a (Z
d \C2)∗-path from A1 to un
by Claim 2.16.1, and the final equality holds because Qn is a C2-geodesic from A2 to un.
But then it follows from (2.20) and Part 2 of Lemma 2.11 that un 6∈ C2, contradicting the
choice of un ∈ C1 ∩C2. Thus we conclude that τ1
(
Pn[A1,un]
)
> τ2(Qn) for all n ≥ 0.
Similarly, if τ2
(
Qn[A2,vn]
) ≤ τ1(Pn+1) for some n ≥ 0, it follows that
T
(Zd\C1)∗
2 (A2,vn) ≤ τ2
(
Qn[A2,vn]
)
< τ1(Pn+1) = T
C1
1 (A1,vn),
contradicting the fact that vn ∈ C1, so we conclude that τ2
(
Qn[A2,vn]
)
> τ1(Pn+1) for all
n ≥ 0.
The following relations are trivial, but worth highlighting:
Claim 2.16.3. For n ≥ 0,
τ1(Pn) = τ1
(
Pn[A1,un]
)
+ τ1
(
Pn[un,vn−1]
)
, and
τ2(Qn) = τ2
(
Qn[A2,vn]
)
+ τ2
(
Qn[vn,un]
)
.
Claim 2.16.3 follows from the additivity of the measures τ1 and τ2 and the fact that Pn
and Qn are simple paths (because they are geodesics), so they are the (edge-)disjoint union
of the subpaths on the right.
The next claim shows that our inductive construction of the paths Pn and Qn does not
“break down” after a finite number of steps, and actually yields an infinite sequence of
distinct vertices un and vn:
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Claim 2.16.4. The vertices un and vn (n ∈ N) are all distinct. That is, for any m,n ∈
N, um 6= vn, and if m 6= n, then um 6= un and vm 6= vn. Moreover, the sequences{
TC11 (A1,un)
}
n∈N and
{
TC22 (A2,vn)
}
n∈N are strictly decreasing.
Proof of Claim 2.16.4. First note that since subpaths of geodesics are also geodesics, Claim 2.16.2
implies that for all m,n ∈ N we have
TC11 (A1,um) = τ1
(
Pm[A1,um]
)
> τ2(Qm) = T
C2
2 (A2,um), and
TC22 (A2,vn) = τ2
(
Qn[A2,vn]
)
> τ1(Pn+1) = T
C1
1
(A1,vn).
If we had um = vn for some m,n ∈ N, this would imply that
TC11 (A1,um) > T
C2
2 (A2,um) = T
C2
2 (A2,vn) > T
C1
1 (A1,vn) = T
C1
1 (A1,um),
which is a contradiction, so we conclude that um 6= vn for all m,n ∈ N. Next, by combining
Claim 2.16.2 and Claim 2.16.3, we get the following chain of inequalities for each n ∈ N:
τ1
(
Pn[A1,un]
)
> τ2(Qn) ≥ τ2
(
Qn[A2,vn]
)
> τ1(Pn+1) ≥ τ1
(
Pn+1[A1,un+1]
)
> τ2(Qn+1) ≥ τ2
(
Qn+1[A2,vn+1]
)
.
In particular, for all n ∈ N we have
TC11 (A1,un) = τ1
(
Pn[A1,un]
)
> τ1
(
Pn+1[A1,un+1]
)
= TC11 (A1,un+1), and
TC22 (A2,vn) = τ2
(
Qn[A2,vn]
)
> τ2
(
Qn+1[A2,vn+1]
)
= TC22 (A2,vn+1).
Thus, the sequences
{
TC11 (A1,un)
}
n∈N and
{
TC22 (A2,vn)
}
n∈N are strictly decreasing, so
the maps n 7→ un and n 7→ vn must be injective.
Finally, we are ready to construct the path γ and derive a contradiction. For j ∈ N, let
γ2j = Qj [uj ,vj ] := −Qj[vj ,uj ], and let γ2j+1 = Pj+1[vj ,uj+1] := −Pj+1[uj+1,vj ], where
the negative signs indicate that the subpaths are traversed in the reverse direction from the
paths Qj and Pj+1. Then the concatenation γ := γ0γ1γ2γ3 . . . is a path starting at u0 and
traversing the un’s and vn’s in order:
γ : u0
γ0−→ v0 γ1−→ u1 γ2−→ v1 γ3−→ u2 γ4−→ v2 γ5−→ · · · .
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By Claim 2.16.4, the vertices in the above sequence are all distinct, so the path γ is infinite.
Note that although the vertices un and vn are all distinct, we have no guarantee that the
subpaths γn don’t intersect at interior vertices, so the path γ may not be simple. This is not
a problem, however, since we only need an upper bound on the traversal time of γ, which
we now derive. By Claim 2.16.2 and Claim 2.16.3, for j ∈ N we have
τ2(γ2j) + τ2
(
Qj[A2,vj ]
)
= τ2(Qj) < τ1
(
Pj [A1,uj ]
)
, and
τ1(γ2j+1) + τ1
(
Pj+1[A1,uj+1]
)
= τ1(Pj+1) < τ2
(
Qj[A2,vj ]
)
,
and hence
τ2(γ2j) < τ1
(
Pj[A1,uj ]
)− τ2(Qj [A2,vj ]), and
τ1(γ2j+1) < τ2
(
Qj[A2,vj ]
)− τ1(Pj+1[A1,uj+1]).
Thus, we get a telescoping sum bounding τmin(γ):
τmin(γ) ≤ τ2(γ0) + τ1(γ1) + τ2(γ2) + τ1(γ3) + · · ·
<
∞∑
j=0
[
τ1
(
Pj [A1,uj ]
)− τ2(Qj[A2,vj ])+ τ2(Qj [A2,vj ])− τ1(Pj+1[A1,uj+1])]
=
∞∑
j=0
[
τ1
(
Pj [A1,uj ]
)− τ1(Pj+1[A1,uj+1])]
= τ1
(
P0[A1,u0]
)− lim
j→∞
TC11 (A1,uj).
Therefore, γ is an infinite path with τmin(γ) < T
C1
1 (A1,u0) < ∞. Since this contradicts
(MTFS), we conclude that C1 ∩C2 = ∅.
Remark 2.16.1. If A1 and A2 are not both infinite, the assumption (MTFS) in Proposi-
tion 2.16 can be weakened. For example, if A1 is finite, then instead of (MTFS), we can
assume merely that τ1 satisfies (FS) and τ2 satisfies (∃Geo∗). Note that this assumption
is weaker than the one needed for the algorithmic construction, and that it is not necessary
for A2 to be finite. The proof proceeds exactly as above up through Claim 2.16.4. Then,
rather than constructing the infinite path γ, we simply observe that if A1 is finite, then
the fact that
{
TC11 (A1,un)
}
n∈N is strictly decreasing implies (via a compactness argument)
that there is an infinite TC11 -geodesic with finite traversal time, contradicting (FS) for τ1.
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2.4.3 First-Passage Competition as an Interacting Particle System
In order to more easily make formal probabilistic arguments, we can view the first-passage
competition process as a (possibly non-Markovian) interacting particle system (cf. Liggett
[Lig85]) with state space (S,S), where S = {0, 1, 2}Zd , and S is the product σ-field (gener-
ated by cylinder sets). The state of a vertex v ∈ Zd at time t ≥ 0 is 0 if v has not yet been
infected, and is 1 or 2 if v has been infected by species 1 or 2, respectively. If the process
is well-defined and full, the state of every vertex eventually changes from 0 to either 1 or 2,
and then remains in that state forever.
To describe the interacting particle system perspective more formally, first note that the
state space S is in one-to-one correspondence with pairs of disjoint subsets of Zd:
For X ∈ S and A1, A2 ⊆ Zd with A1 ∩A2 = ∅, we write
X ≡ (A1, A2) ⇐⇒ X = 1 · 1A1 + 2 · 1A2
⇐⇒ A1 = X−1{1} and A2 = X−1{2}.
(2.21)
Now let τ¯ be a random two-type traversal measure in some probability space (Ω,A,Pr),
and suppose that τ¯ satisfies (NT) and (MTFS) Pr-a.s., so that the entangled process
ηXτ¯ = η
(A1,A2)
τ¯ is almost surely well-defined for all starting configurations X ≡ (A1, A2)
by Proposition 2.16 (and also full by Proposition 2.14). Then, for any X ∈ S, we let
ξX· =
(
ξX·
)
τ¯
denote the S-valued entangled process on [0,∞] with initial configuration X
and run with the random traversal measure τ¯ . That is, using the correspondence in (2.21),
we have by definition
ξXt ≡ ηXτ¯ (t) for all t ∈ [0,∞], (2.22)
so that for v ∈ Zd and i ∈ {1, 2}, ξXt (v) = i iff v ∈ ηXi (t). Note that (2.22) is a pointwise
definition, i.e.
(
ξXt
)
τ¯ω
≡ ηXτ¯ω(t) for all ω in the Pr-a.s. subset of Ω on which ηXτ¯ is well-
defined. We leave it to the reader to verify that for all X ∈ S and t ≥ 0, the map(
ξXt
)
τ¯
: Ω→ S is A/S-measurable whenever the traversal measure τ¯ : Ω→ (R+ × R+)E(Zd)
is Borel measurable.
The two-type competition process ξX· was originally defined in [HP98] and [HP00] as a
Markov process on S. This is equivalent (by the memoryless property of the exponential
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distribution) to specifying in (2.22) that τ¯ is i.i.d. with exponentially distributed model
traversal times, say Z
(i)
0 ∼ Exponential(λi) for some λ1, λ2 > 0. In the Markov case, the
process can be completely described by its infinitesimal dynamics (cf. [Lig10]): A vertex
in state 1 or 2 never changes state, while a vertex in state 0 changes to state i ∈ {1, 2} at
infinitesimal rate λi times the number of neighbors it has in state i.
For traversal measures τ¯ that are not i.i.d. exponential, the process ξX· as defined in
(2.22) is not Markov. However, ξX· does always satisfy a sort of “spatio-temporal Markov
property” rather than a purely temporal one, because if the “state” of a vertex is enlarged
to carry extra information taking into account the time at which it was infected, then the
future evolution of the process ξX· only depends on the states of vertices on the boundary
of the conquered region. We will use this idea to prove Lemma 2.31 in Section 2.5.3, which
will substitute for the Markov property in the proof of Theorem 2.35 below.
2.4.4 Additional Notation for the Two-Type Process
In this subsection we introduce some additional definitions and notation for the two-type
process that will be needed in Sections 2.5.2, 2.5.3, and 2.6 below, as well as in Chapters 5
and 6.
Occupied Sets and Entangled Passage Times
Let (A1, A2) be an initial configuration and let τ¯ be a two-type traversal measure on Z
d.
For t ≥ 0, we define the total occupied region at time t by
η
(A1,A2)
1∪2 (t) := η
(A1,A2)
1 (t) ∪ η(A1,A2)2 (t), (2.23)
i.e. the set of sites conquered by either species by time t. If v ∈ Zd and v /∈ η(A1,A2)1∪2 (t),
we say that v is unoccupied at time t. For v ∈ Zd and i ∈ {1, 2}, we define species i’s
(A1, A2)-entangled passage time to v by
T
(A1,A2)
i (v) := inf
{
t : v ∈ η(A1,A2)i (t)
}
= TCii (Ai,v), (2.24)
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i.e. the time v is infected by species i in the entangled process started from (A1, A2). We
also define the (A1, A2)-infection time of v (by either species) as
T
(A1,A2)
1∪2 (v) := inf
{
t : v ∈ η(A1,A2)1∪2 (t)
}
= T
(A1,A2)
1 (v) ∧ T (A1,A2)2 (v). (2.25)
More generally, we can similarly define the entangled hitting time of any subset B ⊆ Zd
by one or either species in the two-type process. Note that if η
(A1,A2)
τ¯ is well-defined and
full, then exactly one of T
(A1,A2)
1 (v) and T
(A1,A2)
2 (v) is finite. With the above definitions,
observe that
η
(A1,A2)
i (t) =
{
v ∈ Zd : T (A1,A2)i (v) ≤ t
}
, and η
(A1,A2)
1∪2 (t) =
{
v ∈ Zd : T (A1,A2)1∪2 (v) ≤ t
}
.
If (A1, A2) ≡ X ∈ S, the notation for the total occupied region, entangled passage time,
and infection time becomes ηX1∪2(t), T
X
i (v), and T
X
1∪2(v), respectively.
Notation for Elements of the State Space S
Here we introduce some convenient notation for elements of the state space S = {0, 1, 2}Zd .
The following definitions are intended to be intuitive shorthand for converting between
states in S and various related subsets of Zd, following the general convention of identifying
a state with its set of occupied sites. If X ∈ S, we define the occupied regions for X by
ηi(X) := X
−1{i} for i ∈ {1, 2}, and η1∪2(X) := X−1{1, 2}. (2.26)
That is, if X ≡ (A1, A2), then ηi(X) = Ai is the region occupied by species i in X, and
η1∪2(X) = A1∪A2 is the region occupied by either species. Note that it follows from (2.26)
and the definition (2.22) of ξX· that
ηi
(
ξXt
)
= ηXi (t) and η1∪2
(
ξXt
)
= ηX1∪2(t) for all t ∈ [0,∞].
Just as we did for subsets of Zd, we can identify a state X ∈ S with an induced subgraph
of Zd, namely the subgraph induced by its total occupied region η1∪2(X). In this way, we
extend all of our graph theoretic notation to any X ∈ S, e.g.
N[X], N(X), ∂X, E(X), E∁(X), E∂(X), E
∗(X),
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by replacing each instance ofX in this notation with the subgraph of Zd induced by η1∪2(X).
Furthermore, for X,X ′ ∈ S, we define the union of X and X ′ to be the set of vertices
X ∪X ′ := η1∪2(X) ∪ η1∪2(X ′) ∈ 2Z
d
. (2.27)
That is, X ∪X ′ ⊆ Zd is the set of all occupied vertices in either X or X ′. Following our
convention for initial configurations (A1, A2), we call a state X ∈ S finite if |η1∪2(X)| <∞
and infinite if |η1∪2(X)| =∞. We also call X final if η1∪2(X) = Zd; thus any full process
ends in a final state by definition. More generally, we define the following three subspaces
of S:
S{0,1} := {0, 1}Z
d
, S{0,2} := {0, 2}Z
d
, and S{1,2} := {1, 2}Z
d
. (2.28)
That is, S{0,i} is the set of states corresponding to a one-type process of type i, and S{1,2}
is the set of final states. Note that the three subspaces in (2.28) are precisely the collections
of trivial initial configurations to which Lemma 2.13 applies.
Notation for the Canonical Sample Space Ω and Subspaces Ω|Λ
Let Ω = (R+ ×R+)E(Zd) be the canonical sample space for the two-type process, as defined
in Section 2.1.1. We write ω = (ω1, ω2) for an element of Ω, where ω1, ω2 ∈ (R+)E(Zd) are the
component functions of ω. Recall that in the canonical case, if τ¯ = (τ1, τ2) is the collection
of traversal time pairs corresponding to the outcome ω ∈ Ω, then τ¯ = ω and τi = ωi. If we
want to view τ¯ as a measure rather than a function (as in definition (2.1), Section 2.1.2),
we will write τ¯ω instead of ω. If Λ ⊆ E(Zd), we write ω|Λ for the function ω restricted to the
edge set Λ, and ωi|Λ (i ∈ {1, 2}) for its component functions. We define Ω|Λ := (R+×R+)Λ,
so that ω|Λ ∈ Ω|Λ for any ω ∈ Ω.
The Canonical Process Space S[0,∞]
The first-passage competition process ξX· is defined in Section 2.4.3 above as an S-valued
stochastic process on [0,∞], where the state space S = {0, 1, 2}Zd is endowed with the
product σ-field S. For each X ∈ S and t ≥ 0, the state of the process started from X at
time t is ξXt ∈ S, which is a random element of (S,S) in some unspecified probability space
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(Ω,A,Pr). Equivalently, for a given initial state X, the process ξX· is a random element of(
S[0,∞],S⊗[0,∞]), which we call the canonical process space. We write PrXτ¯ for the law
of the two-type process started from X and using the random traversal measure τ¯ ; that
is, PrXτ¯ := Pr ◦
(
(ξX· )τ¯
)−1
is the pushforward measure on the canonical process space.
The Two-Type Process as a Map Between Canonical Spaces
In Sections 2.5.2, 2.5.3, and 2.6 below, we will assume that (Ω,A,Pr) is the canonical
probability space defined in Section 2.1.1, i.e. Ω = (R+×R+)E(Zd), endowed with its Borel σ-
fieldA and a product measurePr with marginals satisfying (FPSd),
(
MMd
)
, and (NTP1).
In order to take the starting configuration X into account, it will be convenient to treat ξ·
as a function Ω×S→ S[0,∞], which maps the pair (ω,X) to the process (ξX· )ω started from
X on the outcome ω. This is not strictly correct, however, since for a given starting state
X, the process ξX· may only be defined on a Pr-a.s. subset of Ω, and so ξ· is not well-defined
for all pairs (ω,X) ∈ Ω × S. Thus, we refer to any D ⊆ Ω × S on which ξ· is defined as a
domain of definition for the two-type process, and we write ξ· : D → S[0,∞].
We explicitly identify one particular domain of definition D = D0 as follows. First define
the set of good traversal measures by
Ωgood :=
{
ω ∈ (R+ × R+)E(Zd) : ω satisfies (NT) and (MTFS)
}
. (2.29)
In the canonical probability space we have Ωgood ∈ A, and Pr(Ωgood) = 1 by Lemma 2.8.
Now define the initial domain of the two-type process to be
D0 := Ω×
(
S{0,1} ∪ S{0,2} ∪ S{1,2}
) ∪ (Ωgood × S), (2.30)
where S{0,1}, S{0,2}, and S{1,2} are the subspaces of S defined in (2.28). Then by Lemma 2.13
and Propositions 2.14 and 2.16, the two-type process ηXω is well-defined and full for all
(ω,X) ∈ D0. In particular, the fact that ηXω is well-defined on D0 means that the occupied
regions ηX1 (t)ω and η
X
2 (t)ω are disjoint for each t ∈ [0,∞], so the map ξt is a legitimate
function from D0 into the subspace S = 3
Zd of the larger a priori codomain 2Z
d×2Zd ∼= 4Zd ,
given by (ω,X) 7→ (ηX1 (t), ηX2 (t))ω ≡ (ξXt )ω. Thus, D0 is a domain of definition for the
two-type process, meaning that S[0,∞] is a valid codomain for the function ξ· : D0 → S[0,∞]
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defined on D0. We will see below (in Corollary 2.23 and Lemma 2.31) that we can in fact
extend D0 to larger domains, which will be necessary to state some of the properties of ξ·
that will be used later.
2.5 Basic Properties of First-Passage Percolation & First-Passage Competition
2.5.1 Locality and Equivalent Processes
In this section we prove various properties about the restricted one-type process and the
two-type process which show, essentially, that if an R-restricted process is actually contained
in some set S ⊆ R at a given time t, then knowledge about the process growing in S is
equivalent to knowledge about the process growing in R, up to time t. We refer to this
general property as “locality,” and it implies (Lemma 2.20) that the growth of species i
in the entangled process η
(A1,A2)
τ¯ up to time t is equivalent to the growth of species i’s
disentangled process restricted to any set containing η
(A1,A2)
i (t) and avoiding η
(A1,A2)
3−i (t).
This reduction of a two-type process to a one-type process is similar to Ha¨ggstro¨m and
Pemantle’s “separator lemma” [HP00, p. 5], and will be a key step in analyzing the entangled
process in the next section.
Lemma 2.17 (Locality of restricted passage times). Let τ be a traversal measure on E(Zd)
with T · = T ·τ . If A ⊆ S ⊆ R ⊆ Zd, then
1. TR(A, R \ S) = T S∗(A, R \ S).
2. If v ∈ R and TR(A,v) < T S∗(A, R \ S), then TR(A,v) = T S(A,v).
Proof. Part 1: Since A ⊆ R, R \ S ⊆ R, and S ⊆ R, we trivially have
TR(A,R \ S) = TR∗(A,R \ S) ≤ T S∗(A,R \ S),
so we need to prove the reverse inequality. Given any R-path γ from A to R \ S, let γ∗ be
the subpath of γ ending at the first vertex of γ lying outside of S. Then every vertex of
γ∗ is contained in S except for the final vertex, so γ∗ is an S∗-path from A to R \ S, and
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τ(γ∗) ≤ τ(γ) since γ∗ is a subpath of γ. Therefore,
TR(A,R \ S) = inf {τ(γ) : γ is an R-path from A to R \ S}
≥ inf {τ(γ∗) : γ is an R-path from A to R \ S}
≥ inf {τ(λ) : λ is an S∗-path from A to R \ S}
= T S
∗
(A,R \ S).
Part 2: Let v ∈ R, and suppose TR(A,v) < T S∗(A,R \ S). Since S ⊆ R, the inequality
TR(A,v) ≤ T S(A,v) is trivial, so we need to prove the reverse inequality. Since TR(A,v) <
T S
∗
(A,R \ S), there is some R-path γ from A to v such that τ(γ) < T S∗(A,R \ S) =
TR(A,R \S), where the final equality is from Part 1. We claim that any such path satisfies
γ ⊆ S. Indeed, suppose γ contained some vertex u ∈ R \ S. Then the subpath γ[A,u]
would be an R-path from A to R \ S, and we would then have
TR(A,R \ S) ≤ τ(γ[A,u]) ≤ τ(γ) < TR(A,R \ S),
which is a contradiction. Therefore, since TR(A,v) < TR(A,R \ S), we have
TR(A,v) = inf
{
τ(γ) : γ is an R-path from A to v, and τ(γ) < TR(A,R \ S)}
≥ inf{τ(γ) : γ is an R-path from A to v, and γ ⊆ S}
= T S(A,v).
The following lemma gives several equivalent conditions for checking that the left-
continuous R-restricted process is contained in some set S ⊆ R at time t.
Lemma 2.18 (Restricting the process to a smaller set). Let τ be a traversal measure on
E(Zd) with T · = T ·τ , and let A ⊆ S ⊆ R ⊆ Zd. Then for any t ≥ 0, the following are
equivalent.
1. T S
∗
(A, R \ S) ≥ t.
2. If v ∈ R and TR(A,v) < t, then TR(A,v) = T S(A,v).
3. ηA;Rτ (t′) = ηA;Sτ (t′) for all t′ < t.
70
4. ηA;Rτ (t−) = ηA;Sτ (t−).
5. ηA;Rτ (t−) ⊆ S.
6. R ∩ ηA;S∗τ (t−) ⊆ S.
Proof. (1 =⇒ 2) Suppose T S∗(A, R \S) ≥ t. If v ∈ R and TR(A,v) < t, then TR(A,v) <
T S
∗
(A, R \ S), so TR(A,v) = T S(A,v) by Part 2 of Lemma 2.17.
(2 =⇒ 3) Suppose TR(A,v) = T S(A,v) for all v ∈ R with TR(A,v) < t. Then for any
t′ < t and v ∈ R, we have
TR(A,v) ≤ t′ ⇐⇒ T S(A,v) ≤ t′ ⇐⇒ T S(A,v) ≤ t′ and v ∈ S
since T S(A,v) =∞ for v 6∈ S. Therefore, for any t′ < t,
ηA;Rτ (t
′) =
{
v ∈ R : TR(A,v) ≤ t′} = {v ∈ S : T S(A,v) ≤ t′} = ηA;Sτ (t′).
(3 =⇒ 4) If Statement 3 holds, then by definition we have
ηA;Rτ (t−) =
⋃
t′<t
ηA;Rτ (t
′) =
⋃
t′<t
ηA;Sτ (t
′) = ηA;Sτ (t−).
(4 =⇒ 5) This is trivial since ηA;Sτ (t−) ⊆ S by definition.
(5 =⇒ 6) Suppose ηA;Rτ (t−) ⊆ S. Since A ⊆ R and S ⊆ R, we have
TR(A,v) = TR
∗
(A,v) ≤ T S∗(A,v) for all v ∈ R.
Therefore,
R ∩ ηA;S∗τ (t−) =
{
v ∈ R : T S∗(A,v) < t} ⊆ {v ∈ R : TR(A,v) < t} = ηA;Rτ (t−) ⊆ S.
(6 =⇒ 1) Suppose R ∩ ηA;S∗τ (t−) ⊆ S, i.e. if v ∈ R and T S∗(A,v) < t, then v ∈ S.
Then for any v ∈ R \ S we have T S∗(A,v) ≥ t, so T S∗(A,R \ S) ≥ t.
The corresponding statement for the right-continuous process is slightly more compli-
cated.
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Lemma 2.19 (Re-restricting the right-continuous process). Let τ be a traversal measure
on E(Zd) with T · = T ·τ , and let A ⊆ S ⊆ R ⊆ Zd. Then
1. For any t ≥ 0, the following are equivalent.
(a) If v ∈ R and TR(A,v) ≤ t, then TR(A,v) = T S(A,v).
(b) ηA;Rτ (t′) = ηA;Sτ (t′) for all t′ ≤ t.
(c) ηA;Rτ (t) = η
A;S
τ (t).
(d) ηA;R
∗
τ (t) = η
A;S∗
τ (t) and R ∩ ηA;S
∗
τ (t) ⊆ S.
2. The equivalent conditions in Part 1 imply that ηA;Rτ (t) ⊆ S, which in turn implies that
R∩ ηA;S∗τ (t) ⊆ S. If τ satisfies (∃Geo), then R∩ ηA;S
∗
τ (t) ⊆ S implies the statements
in Part 1, so all six statements are equivalent in this case.
3. The equivalent statements in Part 1 are all satisfied if T S
∗
(A,R \ S) > t. If ∂S \ ∂R
is finite, then R∩ ηA;S∗τ (t) ⊆ S implies that T S∗(A,R \S) > t, so all seven conditions
from Parts 1–3 are equivalent in this case.
Proof. Part 1: The implication 1a =⇒ 1b is proved the same way as the corresponding
statement from Lemma 2.18 by changing the appropriate strict inequality into a weak one,
and the implication 1b =⇒ 1c is trivial. We start by proving 1c =⇒ 1a.
Fix t ≥ 0, and suppose ηA;Rτ (t) = ηA;Sτ (t). Then for any v ∈ R,
TR(A,v) ≤ t =⇒ T S(A,v) ≤ t. (2.31)
If TR(A,v) = t, then (2.31) implies that T S(A,v) = t since we always have T S(A,v) ≥
TR(A,v), so the conclusion of 1a holds in this case. Thus, suppose TR(A,v) < t. Note that
we must have TR(A,R\S) ≥ t since (2.31) implies that TR(A,u) > t for all u ∈ R\S. Thus,
TR(A,v) < t ≤ TR(A,R \ S), so Part 2 of Lemma 2.17 implies that TR(A,v) = T S(A,v)
in this case as well.
Next we show that the first statement in (1d) follows from (1a), and the second statement
follows from (1c). Suppose (1a) holds, and let v ∈ Zd with TR∗(A,v) ≤ t. Then there exists
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a sequence {γn}n∈N of minimal R∗-paths from A to v with infn τ(γn) = TR∗(A,v). Since
there are only finitely many edges at v, there is some edge e = {v,u} contained in infinitely
many of the γn’s; without loss of generality, assume e ∈ γn for all n. Since each γn is a
minimal R∗-path and A ⊆ R, each subpath γn[A,u] must be an R-path, so
TR(A,u) ≤ inf
n
τ
(
γn[A,u]
)
= inf
n
[
τ(γn)− τ(e)
]
= TR
∗
(A,v) − τ(e). (2.32)
Since TR
∗
(A,v) ≤ t by assumption, (2.32) implies that TR(A,u) ≤ t, so TR(A,u) =
T S(A,u) by (1a). Now let {λn}n∈N be a sequence of S-paths from A to u with infn τ(λn) =
T S(A,u) = TR(A,u), and let λne denote the concatenation of λn with the edge e (plus its
endvertices u and v). Then each λne is an S
∗-path from A to v, so we have
T S
∗
(A,v) ≤ inf
n
τ(λne) = inf
n
[
τ(λn) + τ(e)
]
= TR(A,u) + τ(e) ≤ TR∗(A,v),
where the final inequality follows from (2.32). Since S ⊆ R, the reverse inequality T S∗(A,v) ≥
TR
∗
(A,v) is trivial, so we must have T S
∗
(A,v) = TR
∗
(A,v). The above argument shows
that if (1a) holds, then
∀v ∈ Zd, TR∗(A,v) ≤ t =⇒ TR∗(A,v) = T S∗(A,v),
which implies that ηA;R
∗
τ (t) = η
A;S∗
τ (t). Now, clearly (1c) implies that η
A;R
τ (t) ⊆ S, and the
implication ηA;Rτ (t) ⊆ S =⇒ R∩ηA;S
∗
τ (t) ⊆ S is proved the same way as the corresponding
statement from Lemma 2.18 by changing the appropriate strict inequality into a weak one.
Thus, (1d) holds.
Finally we show that 1d =⇒ 1c. Suppose that (1d) holds, and let v ∈ R with
TR(A,v) ≤ t. Then since v ∈ R, we have TR∗(A,v) = TR(A,v) ≤ t, so T S∗(A,v) ≤ t
by the first statement in (1d). But then v ∈ R ∩ ηA;S∗τ (t), so the second statement in (1d)
implies that v ∈ S and hence T S(A,v) = T S∗(A,v) ≤ t. Therefore, TR(A,v) ≤ t =⇒
T S(A,v) ≤ t, and since the reverse implication is trivial, (1c) holds.
Part 2: Clearly 1c implies that ηA;Rτ (t) ⊆ S, and the implication ηA;Rτ (t) ⊆ S =⇒ R ∩
ηA;S
∗
τ (t) ⊆ S is proved the same way as the orresponding statement from Lemma 2.18 by
changing the appropriate strict inequality into a weak one. We will prove that if τ satisfies
(∃Geo), then R ∩ ηA;S∗τ (t) ⊆ S =⇒ 1a.
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Suppose that R ∩ ηA;S∗τ (t) ⊆ S, i.e. if u ∈ R and T S∗(A,u) ≤ t, then u ∈ S. Let v ∈ Zd
with TR(A,v) ≤ t. Since τ satisfies (∃Geo), there is some TR-geodesic γ from A to v, so
τ(γ) = TR(A,v) ≤ t. We will show that γ ⊆ S by contradiction. If γ contains some point
outside S, let u be the first such point. Then u ∈ N(S), and the subpath γ[A,u] is an
S∗-path. Therefore,
T S
∗
(A,u) ≤ τ(γ[A,u]) ≤ τ(γ) ≤ t,
which implies that u ∈ S by hypothesis. This contradicts our choice of u, so we conclude
that γ ⊆ S. Therefore, γ is an S-path, so
T S(A,v) ≤ τ(γ) = TR(A,v).
Since S ⊆ R, the reverse inequality is trivial, so we must have T S(A,v) = TR(A,v).
Part 3: The first part follows from Lemma 2.17 the same way as in the proof of Lemma 2.18,
and the second part follows because if ∂S \ ∂R is finite, then ∂(R \S) ⊆ N(∂S \ ∂R) is also
finite, so the infimum defining T S
∗
(A,R\S) becomes a minimum. That is, R∩ηA;S∗τ (t) ⊆ S
means that T S
∗
(A,v) > t for all v ∈ R \ S, and since any S∗-path from A to R \ S must
end in ∂(R \ S), the assumption that ∂(R \ S) is finite implies that
T S
∗
(A,R \ S) = inf
v∈R\S
T S
∗
(A,v) = inf
v∈∂(R\S)
T S
∗
(A,v) = min
v∈∂(R\S)
T S
∗
(A,v) > t.
Lemma 2.19 implies the following relationship between the one-type and two-type pro-
cesses.
Lemma 2.20 (Equivalence of one-type and two-type processes). Let τ¯ be a two-type traver-
sal measure on E(Zd) satisfying (NT) and (MTFS)(i.e. τ¯ ∈ Ωgood), and let η(A1,A2)τ¯ be the
corresponding two-type process started from (A1, A2), as defined in Definition 2.10. For
i ∈ {1, 2} and t ∈ [0,∞], if S is any subset of Zd such that
η
(A1,A2)
i (t) ⊆ S ⊆ Zd \ η(A1,A2)3−i (t−),
then
η
(A1,A2)
i (t
′) = ηAi;Sτi (t
′) for all t′ ≤ t,
where for t = 0, we use the convention η
(A1,A2)
3−i (0−) = A2.
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Proof. Let C1 and C2 be the finally conquered sets from Definition 2.10. By Proposi-
tions 2.14 and 2.16, the assumptions on τ¯ imply that C1 ∪C2 = Zd and C1 ∩C2 = ∅, and
also that each τi satisfies (∃Geo). These three properties will be needed for the proof.
For concreteness, take i = 1. First note that since C1 = Z
d \C2, if t =∞, then we must
have S = C1 by Part 4 of Lemma 2.11, so the result is trivial in this case. Thus, assume
t <∞. Let St = η(A1,A2)1 (t) and Rt = Zd \ η(A1,A2)2 (t−). Then St ⊆ S ⊆ Rt by assumption,
so
ηA1;Stτ1 (t) ⊆ ηA1;Sτ1 (t) ⊆ ηA1;Rtτ1 (t). (2.33)
Now, St = η
(A1,A2)
1 (t) ⊆ C1 by definition, and since C1 ∩C2 = ∅ and η(A1,A2)2 (t−) ⊆ C2, we
have C1 ∩ η(A1,A2)2 (t−) = ∅, so C1 ⊆ Rt. Therefore, St ⊆ C1 ⊆ Rt, and since η(A1,A2)1 (t) =
ηA1;C1τ1 (t), we have
ηA1;Stτ1 (t) ⊆ η
(A1,A2)
1 (t) ⊆ ηA1;Rtτ1 (t). (2.34)
Our strategy will be to show that Rt∩ηA1;S
∗
t
τ1 (t) ⊆ St by contradiction, whence Lemma 2.19
implies that ηA1;Rtτ1 (t) = η
A1;St
τ1 (t), and the desired result then follows from (2.33) and (2.34).
Suppose that Rt ∩ ηA1;S
∗
t
τ1 (t) 6⊆ St, i.e. T S
∗
t
τ1 (A1,v) ≤ t for some v ∈ Rt \ St. Then
T
C∗1
τ1 (A1,v) ≤ t since St ⊆ C1. If v ∈ C1, this implies TC1τ1 (A1,v) ≤ t, so v ∈ ηA1;C1τ1 (t) = St,
a contradiction. Thus we have v 6∈ C1, so v ∈ C2 since C1 ∪ C2 = Zd. Then since
T
C∗1
τ1 (A1,v) ≤ t, we must have v ∈ A2 or TC2τ2 (A2,v) < t by Part 2 of Lemma 2.11. But
then v ∈ η(A1,A2)2 (t−) = Zd\Rt, also a contradiction. Thus we conclude that T S
∗
t
τ1 (A1,v) > t
for all v ∈ Rt \ St, which means Rt ∩ ηA1;S
∗
t
τ1 (t) ⊆ St. Since τ satisfies (∃Geo), Part 2 of
Lemma 2.19 then implies that
ηA1;Rtτ1 (t) = η
A1;St
τ1 (t). (2.35)
Combining (2.35) with (2.33) and (2.34), we get
ηA1;Sτ1 (t) = η
(A1,A2)
1 (t) = η
A1;C1
τ1 (t),
and the conclusion of the lemma then follows from Part 1 of Lemma 2.19.
Remark 2.20.1. The proof of Lemma 2.20 shows that we can replace the assumption that
τ¯ satisfies (NT) and (MTFS) with the weaker assumption that each τi satisfies (∃Geo)
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and that the finally conquered sets C1 and C2 partition Z
d. Moreover, if we drop the
assumption (∃Geo) and assume only that C1 and C2 partition Zd, then using Lemma 2.18
instead of Lemma 2.19, the same proof shows that if η
(A1,A2)
i (t−) ⊆ S ⊆ Zd \ η(A1,A2)3−i (t−),
then η
(A1,A2)
i (t−) = ηAi;Sτi (t−).
The next result, which generalizes Lemma 2.12 for τ¯ ∈ Ωgood, follows immediately from
Lemma 2.20 and the monotonicity of the one-type process with respect to the restricting
set.
Corollary 2.21 (Comparison with disentangled processes). Let τ¯ be a two-type traversal
measure on E(Zd) satisfying (NT) and (MTFS), and let η
(A1,A2)
τ¯ be the corresponding
two-type process started from (A1, A2). If C ⊆ Zd \ η(A1,A2)3−i (t−) ⊆ D, then
ηAi;Cτi (t
′) ⊆ η(A1,A2)i (t′) ⊆ ηAi;Dτi (t′) for all t′ ≤ t.
2.5.2 Orderings and Monotonicity
It is intuitively clear that the two-type process η
(A1,A2)
τ¯ (t) should satisfy a sort of mono-
tonicity property with respect to the initial configuration (A1, A2) and the collection of
traversal times τ¯ used to run the process. For example, suppose we run the process twice
with the same set of traversal times τ¯ , but with different starting configurations. If we
enlarge species 1’s starting set from A1 in the first process to some set A
′
1 ⊇ A1 in the
second process, while keeping species 2’s starting set A2 fixed, then species 1 should retain
its advantage throughout the entire run of the second process. That is, at any time t ≥ 0,
the set of sites occupied by species 1 in the second process should be at least as large as the
corresponding set in the first process, and the set of 2’s in the second process should be no
larger than the set of 2’s in the first process. Similarly, if we keep the starting configuration
fixed but decrease some of species 1’s traversal times while leaving species 2’s traversal times
untouched, then again, species 1 will have an advantage throughout the entire run of the
second process compared with the first.
Our goal in this section will be to prove this intuitive monotonicity property, in Lemma 2.22
below. In order to state the result, we will work on the canonical sample space Ω =
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(R+ × R+)E(Zd), and as described in Section 2.4.4, we consider the two-type process as a
map ξ· : D → S[0,∞], where S = {0, 1, 2}Zd is the state space, D ⊆ Ω× S is some domain of
definition for the process, and S[0,∞] is the canonical process space. Lemma 2.22 is stated
in terms of appropriate orderings on Ω×S and S[0,∞], which we now define by starting with
orderings on the lower-level spaces {0, 1, 2}, S, and Ω.
Ordering the Canonical Spaces by Favorability to Species 1
By convention, we will choose our orderings to favor species 1. That is, for comparable
objects x and y, we will say that x ≥ y if x is better for species 1 (or equivalently, worse
for species 2) than y. For example, a vertex in state 1 is strictly better than a vertex in
state 0, which is strictly better than a vertex in state 2. This defines a linear ordering on
the set of vertex states {0, 1, 2}, which we can easily remember by making the identification
{0, 1, 2} ≡ {0, 1,−1} (mod 3):
1 > 0 > −1 ≡ 2. (2.36)
The ordering (2.36) induces the (componentwise) product partial order on S = {0, 1, 2}Zd ≡
{0, 1,−1}Zd (mod 3), which agrees with the usual partial order on functions: If X,Y ∈ S,
then X ≥ Y iff X(v) ≥ Y (v) for all v ∈ Zd, where the latter instance of ≥ refers to (2.36).
Equivalently,
∀X,Y ∈ S, X ≥ Y iff η1(X) ⊇ η1(Y ) and η2(X) ⊆ η2(Y ), (2.37)
where the occupied sets ηi are defined in (2.26). The ordering (2.37) in turn induces the
product partial order on the space S[0,∞] where the two-type process lives:
∀ζ·, ϑ· ∈ S[0,∞], ζ· ≥ ϑ· iff ζt ≥ ϑt for all t ∈ [0,∞], (2.38)
where the latter instance of ≥ refers to (2.37).
For two collections of traversal time pairs ω, ω′ ∈ Ω = (R+×R+)E(Zd), the configuration
ω is better for species 1 than the configuration ω′ if the traversal times in ω allow species 1
to move faster and species 2 to move slower than those in ω′. More generally, we define the
following partial order on Ω|Λ = (R+ × R+)Λ, for Λ ⊆ E(Zd):
∀f, g ∈ Ω|Λ, f ≥ g iff f1(e) ≤ g1(e) and f2(e) ≥ g2(e) for all e ∈ Λ, (2.39)
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where f = (f1, f2) and g = (g1, g2) for some fi, gi : Λ → R+. Note that (2.39) is just the
product partial order induced by the partial order on R+ × R+ given by (x1, x2) ≥ (y1, y2)
iff x1 ≤ y1 and x2 ≥ y2.
The orderings (2.37) and (2.39) induce the product partial order on Ω× S, namely, for
two pairs (ω,X) and (ω′,X ′) in Ω× S,
(ω,X) ≥ (ω′,X ′) iff ω ≥ ω′ and X ≥ X ′. (2.40)
The partial order (2.40) is actually stronger than necessary to get monotonicity for the two-
type process. In particular, in order to compare two processes started from initial states X
and X ′ with X ≥ X ′, we do not need any information about the traversal times within the
initially occupied regions η1∪2(X) and η1∪2(X
′). Therefore, we define the following preorder
(i.e. partial order without antisymmetry) & on Ω × S, which treats the traversal times of
two input pairs as equivalent if they agree outside the total occupied region. That is, for
(ω,X) and (ω′,X ′) in Ω× S, we define
(ω,X) & (ω′,X ′) iff X ≥ X ′ and ω|
E∁(X∪X′) ≥ ω′|E∁(X∪X′), (2.41)
where the partial orders on the right refer to (2.37) and (2.39), and X ∪X ′ = η1∪2(X) ∪
η1∪2(X
′). More explicitly, (2.41) says that (ω,X) & (ω′,X ′) if
η1(X) ⊇ η1(X ′) and η2(X) ⊆ η2(X ′),
and for all edges e /∈ E(η1(X) ∪ η2(X ′)),
ω1(e) ≤ ω′1(e) and ω2(e) ≥ ω′2(e).
As with any preorder, (2.41) induces an equivalence relation defined by (ω,X) ∼ (ω′,X ′)
iff (ω,X) & (ω′,X ′) and (ω,X) . (ω′,X ′). That is,
(ω,X) ∼ (ω′,X ′) iff X = X ′ and ω(e) = ω′(e) for all e /∈ E(X). (2.42)
The preorder & corresponds to a partial order on the set of equivalence classes Ω×S/ ∼ in
the obvious way.
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Monotonicity of ξ· and Extension of Domain via Equivalence Classes
We are now ready to state the main monotonicity result for the first-passage competition
process.
Lemma 2.22 (Monotonicity of infection). Let Ω = (R+ × R+)E(Zd) and S = {0, 1, 2}Zd . If
D ⊆ Ω × S is any domain of definition for the two-type process ξ·, then ξ· : D → S[0,∞]
is increasing with respect to the preorder (2.41) and the partial order (2.38). That is, if
(ω,X) and (ω′,X ′) are two pairs in Ω × S on which ξ· is defined, and (ω,X) & (ω′,X ′),
then
(
ξXt
)
ω
≥ (ξX′t )ω′ for all t ≥ 0.
Proof. Let X ≡ (A1, A2) and X ′ ≡ (A′1, A′2). Then (ω,X) & (ω′,X ′) means that
A1 ⊇ A′1 and A2 ⊆ A′2,
and for all edges e /∈ E(A1 ∪A′2),
ω1(e) ≤ ω′1(e) and ω2(e) ≥ ω′2(e).
For i ∈ {1, 2}, let Ci = ηXi (∞)ω and C′i = ηX
′
i (∞)ω′ be the final conquered sets for the
entangled processes run with inputs (ω,X) and (ω′,X ′), respectively, as constructed in
Definition 2.10. Our first goal is to show that C1 ⊇ C′1 and C2 ⊆ C′2, i.e. (ξX∞)ω ≥ (ξX
′
∞ )ω′ .
Let S′ be a subset of Zd satisfying the criterion defining C′1, i.e. A
′
1 ⊆ S′, A′2 ∩ S′ = ∅,
and
T S
′
ω′1
(A′1,v) < T
(Zd\S′)∗
ω′2
(A′2,v) for all v ∈ ∂S′ \ A′1. (2.43)
We claim that the set S := S′ ∪ A1 satisfies the criterion defining C1, which then implies
that C′1 ⊆ C1 since S′ ⊆ S. We have A1 ⊆ S by definition, and since A1 ∩ A2 = ∅ and
A2 ⊆ A′2, we have A2 ∩ S ⊆ A′2 ∩ S′ = ∅. Furthermore, since A′1 ⊆ A1, if v ∈ ∂S \ A1, then
v ∈ ∂S′ \ A′1. Now let v ∈ ∂S \ A1, let γ1 be any S′-path from A1 to v, and let γ2 be any
(Zd \ S)∗-path from A′2 to v. Then since S′ ∩ A′2 = ∅, we have E(γ1) ⊆ E(A1 ∪ A′2)∁, and
since A1 ⊆ S, we have E(γ2) ⊆ E(A1 ∪A′2)∁, and hence
τω1(γ1) ≤ τω′1(γ1) and τω2(γ2) ≥ τω′2(γ2) (2.44)
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since ω|
E(A1∪A′2)∁ ≥ ω
′|
E(A1∪A′2)∁ . Since γ1 was arbitrary, and since S ⊇ S
′ and A1 ⊇ A′1,
(2.44) implies
T Sω1(A1,v) ≤ T S
′
ω1 (A1,v) ≤ T S
′
ω′1
(A1,v) ≤ T S′ω′1 (A
′
1,v).
Since γ2 was arbitrary, and since A2 ⊆ A′2 and S ⊇ S′, (2.44) implies
T (Z
d\S)∗
ω2 (A2,v) ≥ T (Z
d\S)∗
ω2 (A
′
2,v) ≥ T (Z
d\S)∗
ω′2
(A′2,v) ≥ T (Z
d\S′)∗
ω′2
(A′2,v).
Combining these inequalities with (2.43), for all v ∈ ∂S \ A1 we have
T Sω1(A1,v) ≤ T Sω′1(A1,v) ≤ T
S′
ω′1
(A′1,v) < T
(Zd\S′)∗
ω′2
(A′2,v) ≤ T (Z
d\S)∗
ω2 (A2,v), (2.45)
and so S satisfies the criterion defining C1 as claimed. Therefore, C
′
1 ⊆ C1, and the same
argument with 1’s, 2’s, and primes switched shows that C2 ⊆ C′2.
Now, C′1 satisfies all the properties assumed of S
′, so the above argument shows that
T
C′1
ω1 (A1,v) ≤ TC
′
1
ω′1
(A′1,v) for all v ∈ C′1, and thus, since C1 ⊇ C′1,
ηX1 (t)ω = η
A1;C1
ω1 (t) ⊇ ηA1;C
′
1
ω1 (t) ⊇ η
A′1;C
′
1
ω′1
(t) = ηX
′
1 (t)ω′ for all t ≥ 0.
Similarly, TC2ω2 (A2,v) ≥ TC2ω′2 (A
′
2,v) for all v ∈ C2, and thus, since C2 ⊆ C′2,
ηX2 (t)ω = η
A2;C2
ω2 (t) ⊆ η
A′2;C2
ω′2
(t) ⊆ ηA′2;C′2ω′2 (t) = η
X′
2 (t)ω′ for all t ≥ 0.
Therefore, (ξXt )ω ≥ (ξX
′
t )ω′ for all t ∈ [0,∞].
The following result is an immediate consequence of Lemma 2.22.
Corollary 2.23 (Irrelevance of internal traversal times; extension of domain). If (ω,X) ∼
(ω′,X ′) as defined in (2.42), then
(
ξXt
)
ω
=
(
ξX
′
t
)
ω′
for all t ≥ 0. (2.46)
That is, if ξ· is already defined on the equivalent pairs (ω,X) and (ω′,X ′), then (2.46)
holds, and if ξ· is defined on (ω,X) but not (ω′,X ′), then we take (2.46) as the definition
of
(
ξX
′
t
)
ω′
. In this way, if D ⊆ Ω × S is any domain of definition for ξ·, then ξ· extends
consistently via (2.46) to D˜ :=
{
(ω′,X ′) ∈ Ω× S : ∃(ω,X) ∈ D with (ω′,X ′) ∼ (ω,X)}.
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Monotone Subsets of Ordered Spaces
If (P,.) is a preordered set, a subset S ⊆ P is called increasing (decreasing) if its
indicator function 1S is increasing (resp. decreasing) with respect to . and the usual order
on R. Equivalently, S is increasing (decreasing) if whenever x ∈ S and x . y (resp. x & y),
it follows that y ∈ S.
Note that Lemma 2.22 implies that if H is an increasing subset of the state space S, and
D is any domain of definition for ξ·, then for any t ∈ [0,∞], the set
{
(ω,X) ∈ D : (ξXt )ω ∈ H
}
is an increasing subset of Ω×S with respect to the preorder (2.41), since its indicator func-
tion is the composition of monotone maps 1H ◦ ξt.
For our purposes, we consider increasing subsets of the canonical sample space Ω (i.e.
events) and of the state space S. The following lemma will be used in the proof of Theo-
rem 2.35 below and in Chapter 6.
Lemma 2.24 (Increasing sets). Let (Ω,A,Pr) and (S,S) be the canonical probability space
and state space defined in Sections 2.1.1 and 2.4.3. If H ∈ S is increasing, then for any
X ∈ S and t ∈ [0,∞], the event {ξXt ∈ H} is increasing. If additionally X ′ ∈ S and
X ≤ X ′, then
Pr
{
ξXt ∈ H
}
≤ Pr
{
ξX
′
t ∈ H
}
.
Proof. Suppose
(
ξXt
)
ω
∈ H and ω ≤ ω′. Then (ω,X) ≤ (ω′,X), and since the partial order
(2.40) is stronger than the preorder (2.41), Lemma 2.22 implies that
(
ξXt
)
ω
≤ (ξXt )ω′ , so(
ξXt
)
ω′
∈ H since H is increasing. Thus, {ξXt ∈ H} is an increasing event. If X ≤ X ′, then
we also have
(
ξXt
)
ω
≤ (ξX′t )ω by Lemma 2.22, so (ξX′t )ω ∈ H since H is increasing. Thus,{
ω :
(
ξXt
)
ω
∈ H
}
⊆
{
ω :
(
ξX
′
t
)
ω
∈ H
}
.
2.5.3 Shift Operators on Ω× S, and a “Markov-esque” Property
Our goal in this section will be to prove a property similar to the Markov property for the
first-passage competition process, even when the process is not Markov. However, rather
than being a probabilistic result, our “Markov-esque” property will hold pointwise on the
initial domain D0 ⊂ Ω × S defined in (2.30), Section 2.4.4. Essentially, this Markovesque
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property says that if we keep track of the infection times of the vertices on the boundary
of the total occupied region, then we can pause the process at time t and then restart it,
feeding in the current configuration and the infection times of the boundary vertices as the
new initial input, and the process will continue to evolve as it would have if we had allowed
it to evolve from time 0 without pausing.
We first prove the Markovesque property for the one-type process in Lemma 2.26 below,
and then we use this result to show that the analogous property holds for the two-type
process in Lemma 2.31. The first step will be to define “shift operators” that compute
adjusted traversal times for edges on the boundary of the infected region, using the current
state of the process and the infection times of the boundary vertices. These shift operators,
defined in Definitions 2.25 and 2.29 below, operate on the set R
E(Zd)
+ × 2Z
d
for the one-type
process, and on domains of definition D ⊆ Ω×S for the two-type process, mapping a given
input pair to a new input pair that we will use to run the restarted process. By comparison,
for t ∈ [0,∞], let θt : S[0,∞] → S[0,∞] be the natural shift operator on the canonical
process space for the two-type process, defined by θtζ· := ζt+·, i.e.
(
θtζ·
)
s
= ζt+s ∈ S for all s, t ∈ [0,∞] and ζ· ∈ S[0,∞]. (2.47)
The shift operators θt can be used to state the Markov Property in the case when the
two-type process is Markov, and we will come back to the definition (2.47) in Chapter 6
when we study the Markov version of the process. One way to interpret the Markovesque
property (Lemma 2.31 below) is to view the shift operator θ¯t : D → Ω×S in Definition 2.29
below as a sort of “pullback” of the shift θt through the process ξ· : D → S[0,∞].
Pausing and Restarting the One-Type Process
We start by defining, for each S ⊆ Zd and t ≥ 0, a shift operator θ¯St : RE(Z
d)
+ × 2Z
d →
R
E(Zd)
+ × 2Z
d
for the restricted one-type process ηA;Sτ , where A ⊆ Zd and τ ∈ RE(Z
d)
+ .
Definition 2.25 (Shift operators for the one-type process). For any restricting set S ⊆ Zd
and t ≥ 0, we define a shift operator θ¯St on RE(Z
d)
+ ×2Z
d
as follows. Given any initial set A ∈
2Z
d
and collection of traversal times τ ∈ RE(Zd)+ , define θ¯τ ;St (A) ∈ 2Z
d
and θ¯A;St (τ) ∈ RE(Z
d)
+
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by
θ¯τ ;St (A) := η
A;S
τ (t),
and for e ∈ E(Zd),
θ¯A;St (τ)(e) :=

0 if e joins u ∈ ηA;Sτ (t) to v ∈ ηA;S
∗
τ (t),
τ(e)− (t− T Sτ (A,u)) if e joins u ∈ ηA;Sτ (t) to v 6∈ ηA;S∗τ (t),
τ(e) otherwise.
Then set θ¯St (τ,A) :=
(
θ¯A;St (τ), θ¯
τ ;S
t (A)
)
∈ RE(Zd)+ × 2Z
d
.
Remark 2.25.1. To be sure that Definition 2.25 makes sense, we need to verify that
θ¯A;St (τ) ∈ RE(Z
d)
+ , i.e. that the shifted traversal times are nonnegative. Clearly θ¯
A;S
t (τ)(e) ≥ 0
for any e falling into the first case or third case of the definition, so we only need to worry
about the second case, when e joins u ∈ ηA;Sτ (t) to v 6∈ ηA;S
∗
τ (t). Suppose e = {u,v} is such
an edge. Since u ∈ S and e = {u,v}, we have T S∗τ (A,v) ≤ T Sτ (A,u) + τ(e), because if γ
is any S-path from A to u, then the concatenation γe is an S∗-path from A to v. On the
other hand, since v 6∈ ηA;S∗τ (t), we have T S∗τ (A,v) > t. Therefore,
τ(e) + T Sτ (A,u) ≥ T S
∗
τ (A,v) > t,
so we have
θ¯A;St (τ)(e) = τ(e) + T
S
τ (A,u)− t > 0
for all e = {u,v} with u ∈ ηA;Sτ (t) and v 6∈ ηA;S
∗
τ (t). This shows that the shifted traversal
times are all nonnegative and hence define a valid traversal measure.
Lemma 2.26 (Markovesque property for the one-type process). Let
{
θ¯St : S ⊆ Zd, t ≥ 0
}
be the family of shift operators from Definition 2.25. Suppose A ⊆ S ⊆ Zd, and for any
τ ∈ RE(Zd)+ and t ≥ 0, let (τt, At) = θ¯St (τ,A). Then
T Sτ (A,v) = T
S
τt(At,v) + t whenever T
S
τ (A,v) > t or T
S
τt(At,v) > 0, and (2.48)
T S
∗
τ (A,v) = T
S∗
τt (At,v) + t whenever T
S∗
τ (A,v) > t or T
S∗
τt (At,v) > 0. (2.49)
Moreover,
ηA;Sτ (t+ s) = η
At;S
τt (s) and η
A;S∗
τ (t+ s) = η
At;S∗
τt (s) for all s > 0. (2.50)
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Proof. Definition 2.25 was formulated specifically so that the shifted pair (τt, At) = θ¯
S
t (τ,A)
satisfies the following property, which will be the basis of the proof.
Claim 2.26.1. If γ is any S∗-path from u ∈ ∂At to v ∈ N[S] \ ηA;S
∗
τ (t) such that γ ∩At =
{u}, then
τ(γ) = τt(γ) + t− T Sτ (A,u). (2.51)
In particular, if γ is any minimal S∗-path from At to v ∈ N[S] \ ηA;S
∗
τ (t), then (2.51) holds
for γ’s initial vertex u ∈ ∂At.
Proof of Claim 2.26.1. (2.51) holds because τ agrees with τt on all edges of γ except the
initial edge e originating at u, and for this edge, the difference is τ(e)− τt(e) = t−T Sτ (A,u)
(the assumption that γ is an S∗-path that ends outside of ηA;S
∗
τ (t) is used to deduce this
equation for the initial edge).
Our first goal will be to prove the formula (2.48) relating the S∗-restricted passage times.
Once this is done, the formulas (2.48) and (2.50) for the S-restricted passage times and the
growth processes will follow easily. We divide the proof of (2.48) into two claims.
Claim 2.26.2. T S
∗
τ (A,v) ≤ T S
∗
τt (At,v) + t for all v 6∈ ηA;S
∗
τ (t).
Proof of Claim 2.26.2. Fix v ∈ Zd \ ηA;S∗τ (t). If the right-hand side is infinite, then the
inequality trivially holds, so we can assume that T S
∗
τt (At,v) < ∞, which means there is
some S∗-path connecting At to v (and hence v ∈ N[S] since At ⊆ S). Then there exists
a minimal S∗-path from At to v by Lemma B.7. Fix any such minimal path γ, and let
u ∈ ∂At be the initial vertex of γ. Then γ∩At = {u}, and hence τ(γ) = τt(γ)+t−T Sτ (A,u)
by Claim 2.26.1 since v ∈ N[S] \ ηA;S∗τ (t). If λ is any path ending at u, let λγ denote the
concatenation of λ with γ, and note that τ(λγ) ≤ τ(λ)+τ(γ). Then since the concatenation
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of any S-path with γ is an S∗-path,
T S
∗
τ (A,v) = inf {τ(P ) : P is an S∗-path from A to v}
≤ inf {τ(λγ) : λ is an S-path from A to u}
≤ inf {τ(λ) : λ is an S-path from A to u}+ τ(γ)
= T Sτ (A,u) + τt(γ) + t− T Sτ (A,u)
= τt(γ) + t.
Now, since γ was an arbitrary minimal S∗-path from At to v, we have
T S
∗
τ (A,v) ≤ inf
{
τt(γ) + t : γ is a minimal S
∗-path from At to v
}
= T S
∗
τt (At,v) + t.
Claim 2.26.3. T S
∗
τ (A,v) ≥ T S
∗
τt (At,v) + t for all v 6∈ ηA;S
∗
τ (t).
Proof of Claim 2.26.3. Fix v ∈ Zd\ηA;S∗τ (t). If the left-hand side of the inequality is infinite,
then the statement is trivially true, so assume that T S
∗
τ (A,v) < ∞. Then there is some
S∗-path from A to v (so v ∈ N[S] since A ⊆ S), and hence there exists some minimal such
path by Lemma B.7. If γ is any minimal S∗-path from A to v, let uγ be the last vertex of γ
to lie in At; note that uγ ∈ ∂At exists because the initial vertex of γ is in A ⊆ At while the
final vertex of γ is v /∈ At by assumption. Then since γ is minimal and therefore simple, the
subpaths γ[A,uγ ] and γ[uγ ,v] are edge-disjoint, so τ(γ) = τ
(
γ[A,uγ ]
)
+ τ
(
γ[uγ ,v]
)
. Now
note that since A ⊆ S and uγ ∈ At ⊆ S, the initial subpath γ[A,uγ ] must be an S-path,
hence must have τ -measure at least T Sτ (A,uγ). Moreover, the final subpath γ[uγ ,v] is an
S∗-path with γ∩At = {uγ}, and we have v ∈ N[S]\ηA;S
∗
τ (t) by assumption, so Claim 2.26.1
implies that
τ(γ) = τ
(
γ[A,uγ ]
)
+ τ
(
γ[uγ ,v]
)
≥ T Sτ (A,uγ) + τt
(
γ[uγ ,v]
)
+ t− T Sτ (A,uγ)
= τt
(
γ[uγ ,v]
)
+ t.
Therefore, since γ was an arbitrary minimal S∗-path from A to v, and since uγ ∈ ∂At for
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any such γ by definition, we have
T S
∗
τ (A,v) = inf
{
τ(γ) : γ is a minimal S∗-path from A to v
}
≥ inf
{
τt
(
γ[uγ ,v]
)
+ t : γ is a minimal S∗-path from A to v
}
≥ inf
u∈∂At
{
τt(P ) + t : P is an S
∗-path from u to v
}
≥ inf{τt(P ) : P is an S∗-path from At to v}+ t
= T S
∗
τt (At,v) + t.
Claims 2.26.2 and 2.26.3 together imply the formula (2.49) for the S∗-restricted times.
To obtain the S-restricted version (2.48), let v ∈ Zd \ ηA;Sτ (t). If v ∈ S, then the result
reduces to (2.49). Otherwise, both sides of (2.48) are infinite, so the result is trivial. Finally,
to obtain (2.50), for s > 0 we have
ηA;S
∗
τ (t+ s) =
{
v ∈ Zd : T S∗τ (A,v) ≤ t+ s
}
=
{
v ∈ Zd : T S∗τt (At,v) ≤ s
}
by (2.49)
= ηAt;S
∗
τt (s),
so the proof is complete.
In the next lemma we introduce various partial orders and preorders on the space R
E(Zd)
+ ×
2Z
d
, similar to the orderings for the two-type process, and we show that the shift operator θ¯St
is increasing in all of its arguments. Our convention for the one-type process is that “x ≥ y”
if “x is better for red than y.” The proof of Lemma 2.27 consists of checking definitions
and is left to the reader; the only part that will be needed later is Part 1.
Lemma 2.27 (Monotonicity of the one-type shift). Let A,A′, S, S′ ⊆ Zd and τ, τ ′ ∈ RE(Zd)+ ,
and fix t ≥ 0.
1. The map t 7→ θ¯St (τ,A) is increasing: If t ≤ t′, then θ¯St (τ,A) ≤ θ¯St′(τ,A), i.e.
θ¯τ ;St (A) ⊆ θ¯τ ;St′ (A) and θ¯A;St (τ) ≥ θ¯A;St′ (τ).
2. The map S 7→ θ¯St (τ,A) is increasing: If S ⊆ S′, then θ¯St (τ,A) ≤ θ¯S
′
t (τ,A), i.e.
θ¯τ ;St (A) ⊆ θ¯τ ;S
′
t (A) and θ¯
A;S
t (τ) ≥ θ¯A;S
′
t (τ).
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3. The map (τ,A) 7→ θ¯St (τ,A) is increasing within S:
(τ,A) .S (τ
′, A′) =⇒ θ¯St (τ,A) ≤S θ¯St (τ ′, A′).
This means that if
A ∩ S ⊆ A′ ∩ S and τ |E(S)\E(A′) ≥ τ ′|E(S)\E(A′),
then
θ¯τ ;St (A) ⊆ θ¯τ
′;S
t (A
′) and θ¯A;St (τ)|E(S) ≥ θ¯A
′;S
t (τ
′)|E(S).
The next lemma shows that the locality properties from Section 2.5.1 extend to the
one-type shift operator.
Lemma 2.28 (Locality of one-type shifts). If τ is any traversal measure and A ⊆ S ⊆ R ⊆
Zd, the following statement can be added to the list of equivalent statements in Part 1 of
Lemma 2.19:
θ¯Rt′ (τ,A) = θ¯
S
t′(τ,A) for all t
′ ≤ t. (2.52)
Proof. Clearly (2.52) implies (1b) from Lemma 2.19. On the other hand, if (1b) holds, then
combined with (1d) we get
ηA;Rτ (t
′) = ηA;Sτ (t
′) and ηA;R
∗
τ (t
′) = ηA;S
∗
τ (t
′) for all t′ ≤ t,
and combined with (1a), we get
t′ ≤ t =⇒ TRτ (A,u) = T Sτ (A,u) for all v ∈ ηA;Rτ (t′) = ηA;Sτ (t′).
Thus, the formulas defining θ¯St′(τ,A) in Definition 2.25 remain unchanged if we replace S
with R, so (2.52) holds if the equivalent statements (1b), (1d), and (1a) hold.
Pausing and Restarting the Two-Type Process
Definition 2.29 (Shifts on the domain of ξ·). Let D ⊆ Ω× S be any domain of definition
for the two-type process, and suppose (ω,X) ∈ D, so ξ· is well-defined on the pair (ω,X).
For t ≥ 0, define θ¯ωt (X) ∈ S and θ¯Xt (ω) =
(
θ¯Xt (ω)1, θ¯
X
t (ω)2
) ∈ Ω by
θ¯ωt (X) :=
(
ξXt
)
ω
∈ S and θ¯Xt (ω)i := θ¯Ai;Cit (ωi) ∈ RE(Z
d)
+ ,
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where Ai = ηi(X) and Ci = η
X
i (∞) are species i’s initial and final sets, respectively,
in the process started from X, and θ¯Ai;Cit is the one-type traversal-shift operator from
Definition 2.25. Then set
θ¯t(ω,X) :=
(
θ¯Xt (ω), θ¯
ω
t (X)
) ∈ Ω× S.
That is, θ¯ωt (X) is just the state of the process started from (ω,X) at time t, and θ¯
X
t (ω)
is the traversal time configuration obtained from ω by zeroing out the traversal times within
the conquered region at time t, and for each boundary edge of this conquered region, sub-
tracting from its traversal time the length of time the infected endvertex of the edge has
been in the infected state. Then θ¯t(ω,X) is simply this “time-shifted” traversal/state pair.
Note that the zeroing out of the traversal times within the conquered region is unimportant;
this was done merely to emphasize the fact that the evolution of the process after time t no
longer depends on these times. The point of these definitions is Lemma 2.31 below.
Lemma 2.30 (Equivalent disentangled shifts). Let (ω,X) ∈ Ωgood × S, so ω ∈ Ω satisfies
(NT) and (MTFS). For i ∈ {1, 2} and t ∈ [0,∞], if S is any subset of Zd satisfying
ηXi (t)ω ⊆ S ⊆ Zd \ ηX3−i(t−)ω,
then
θ¯t′(ω,X)i = θ¯
S
t′
(
ωi, ηi(X)
)
for all t′ ≤ t,
where θ¯t′(ω,X)i :=
(
θ¯Xt′ (ω)i, ηi
(
θ¯ωt′(X)
))
.
Proof. Unravelling the definitions, we have θ¯t′(ω,X)i = θ¯
Ci
t′
(
ωi, ηi(X)
)
, where the expres-
sion on the right is the one-type shift from Definition 2.25. Under the stated hypotheses, it
follows directly from Lemma 2.20 that
ηXi (t) = η
Ai;Ci
i (t) = η
Ai;S
i (t),
and Lemma 2.28 then implies that
θ¯Cit′
(
ωi, ηi(X)
)
= θ¯St′
(
ωi, ηi(X)
)
for all t′ ≤ t,
which proves the lemma.
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Lemma 2.31 (Markovesque property). Let θ· be the family of natural shift operators on the
process space S[0,∞], defined in (2.47), and let θ¯· be the family of shift operators on domains
D ⊆ Ω×S from Definition 2.29. Then on the domain D0 ⊂ Ω×S defined in Section 2.5.2,
the first-passage competition process ξ· satisfies
θt ◦ ξ· = ξ· ◦ θ¯t for all t ≥ 0.
That is, if (ω,X) ∈ D0, then ξ· is well-defined on the pair (ωt,Xt) := θ¯t(ω,X) ∈ Ω×S, and
(
ξXt+s
)
ω
= ξs ◦ θ¯t(ω,X) =
(
ξXts
)
ωt
for all t, s ≥ 0. (2.53)
Proof. Assume that (ω,X) ∈ Ωgood × S; the proof for remaining elements of D0 follows
trivially from Lemmas 2.13 and 2.26. Fix t ≥ 0 and let (ωt,Xt) = θ¯t(ω,X). Our strategy
will be to first show that ηXi (∞)ω = ηXti (∞)ωt for i ∈ {1, 2} using Lemmas 2.26 and 2.30. It
will then follow from equation (2.50) in Lemma 2.26 that the process started from (ωt,Xt)
is a time-shifted version of the process started from (ω,X).
Let ω = (ω1, ω2) and ωt =
(
ωt1, ω
t
2
)
, let X ≡ (A1, A2) and Xt ≡ (At1, At2), and let
Ci = η
X
i (∞)ω and Ĉi = ηXti (∞)ωt for i ∈ {1, 2}. Note that by definition we have
(
ωti , A
t
i
)
=
θ¯Cit (ωi, Ai) and A
t
i = η
X
i (t)ω = η
Ai;Ci
ωi (t). Also note that since ω ∈ Ωgood, we have C1∩C2 =
∅ and C1 ∪C2 = Zd by Propositions 2.16 and 2.14. We break the proof that Ci = Ĉi into
two claims.
Claim 2.31.1. Ci ⊆ Ĉi for i ∈ {1, 2}.
Proof of Claim 2.31.1. Take i = 1 for concreteness. We will show that C1 is a Ĉ1-set, i.e.
that C1 is one of the sets S in the union defining Ĉ1:
Ĉ1 =
⋃{
S ⊆ Zd \At2 : T Sωt1(A
t
1,v) < T
(Zd\S)∗
ωt2
(At2,v) for all v ∈ ∂S \ At1
}
.
Since At2 ⊆ C2, and C1 ∩ C2 = ∅, we have C1 ∩ At2 = ∅. Now let v ∈ ∂C1 \ At1. Then
since
(
ωt1, A
t
1
)
= θ¯C1t (ω1, A1) and v 6∈ At1 = ηA1;C1ω1 (t), the time-shift equation (2.48) from
Lemma 2.26 implies that
TC1
ωt1
(At1,v) = T
C1
ω1 (A1,v)− t. (2.54)
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We need to show that the expression in (2.54) is less than T
(Zd\C1)∗
ωt2
(At2,v). First note that
since v ∈ C1 \ A1, Part 2 of Lemma 2.11 implies that
TC1ω1 (A1,v) < T
(Zd\C1)∗
ω2 (A2,v). (2.55)
Combined with the assumption that v 6∈ At1, (2.55) implies that v 6∈ ηA2;(Z
d\C1)∗
ω2 (t),
because otherwise we’d have T
(Zd\C1)∗
ω2 (A2,v) ≤ t < TC1ω1 (A1,v), contradicting (2.55).
Now, since C2 = Z
d \ C1, we have
(
ωt2, A
t
2
)
= θ¯C2t (ω2, A2) = θ¯
Zd\C1
t (ω2, A2), and since
v 6∈ ηA2;(Zd\C1)∗ω2 (t), the time-shift equation (2.49) from Lemma 2.26 then implies that
T
(Zd\C1)∗
ωt2
(At2,v) = T
(Zd\C1)∗
ω2 (A2,v) − t. (2.56)
Combining (2.54), (2.55), and (2.56), we get that for all v ∈ ∂C1 \ At1,
TC1
ωt1
(At1,v) = T
C1
ω1 (A1,v) − t < T (Z
d\C1)∗
ω2 (A2,v)− t = T
(Zd\C1)∗
ωt2
(At2,v),
which shows that C1 is a Ĉ1-set and hence C1 ⊆ Ĉ1. Switching all the 1’s and 2’s in the
above argument shows that C2 is a Ĉ2-set and hence C2 ⊆ Ĉ2.
Claim 2.31.2. Ĉi ⊆ Ci for i ∈ {1, 2}.
Proof of Claim 2.31.2. Take i = 1 for concreteness. We will show that Ĉ1 is a C1-set, i.e.
that Ĉ1 is one of the sets S in the union defining C1:
C1 =
⋃{
S ⊆ Zd \A2 : T Sω1(A1,v) < T (Z
d\S)∗
ω2 (A2,v) for all v ∈ ∂S \ A1
}
.
Since A2 ⊆ At2 and At2 ∩ Ĉ1 = ∅ by definition, we have A2 ∩ Ĉ1 = ∅. Now let v ∈ ∂Ĉ1 \A1.
First suppose v ∈ At1. Since At1 = ηA1;C1ω1 (t) ⊆ C1, and C1 ⊆ Ĉ1 by Claim 2.31.1, Part 2 of
Lemma 2.11 plus the monotonicity of T ·ω1 and T
·∗
ω2 imply that
T Ĉ1ω1 (A1,v) ≤ TC1ω1 (A1,v) < T (Z
d\C1)∗
ω2 (A2,v) ≤ T (Z
d\Ĉ1)∗
ω2 (A2,v) ∀v ∈ At1 \ A1. (2.57)
Now suppose that v 6∈ At1. First note that by definition we have
ηX1 (t)ω = A
t
1 ⊆ Ĉ1 ⊆ Zd \At2 = Zd \ ηX2 (t)ω,
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and taking complements,
ηX2 (t)ω ⊆ Zd \ Ĉ1 ⊆ Zd \ ηX1 (t)ω.
Thus, since ω ∈ Ωgood, Lemma 2.30 implies that
θ¯Ĉ1t (ω1, A1) = θ¯
C1
t (ω1, A1) =
(
ωt1, A
t
1
)
, and (2.58)
θ¯
Zd\Ĉ1
t (ω2, A2) = θ¯
C2
t (ω2, A2) =
(
ωt2, A
t
2
)
. (2.59)
Now, (2.58) implies that At1 = η
A1;Ĉ1
ω1 (t), so since v 6∈ At1, the time-shift equation (2.48)
from Lemma 2.26 implies that
T Ĉ1ω1 (A1,v) = T
Ĉ1
ωt1
(At1,v) + t. (2.60)
Next note that since v ∈ Ĉ1 \ At1, by the definition of Ĉ1 and Part 2 of Lemma 2.11 we
have
T Ĉ1
ωt1
(At1,v) < T
(Zd\Ĉ1)∗
ωt2
(At2,v). (2.61)
We now claim that T
(Zd\Ĉ1)∗
ω2 (A2,v) > t. For a contradiction, suppose T
(Zd\Ĉ1)∗
ω2 (A2,v) ≤ t,
i.e. v ∈ ηA1;(Zd\Ĉ1)∗ω2 (t). Then it follows directly from (2.59) and the construction of θ¯Z
d\Ĉ1
t
in Definition 2.25 that T
(Zd\Ĉ1)∗
ωt2
(At2,v) = 0, because either v ∈ At2 = ηA1;Z
d\Ĉ1
ω2 (t), or v is
connected to At2 by a single edge e with ω
t
2(e) = 0. On the other hand, since T
Ĉ1
ω1 (A1,v) > t
by assumption, (2.60) implies that T Ĉ1
ωt1
(At1,v) = T
Ĉ1
ω1 (A1,v) − t > 0. This contradicts
(2.61), so we conclude that we must have T
(Zd\Ĉ1)∗
ω2 (A2,v) > t. Therefore, combined with
(2.59), the time-shift equation (2.49) from Lemma 2.26 implies that
T (Z
d\Ĉ1)∗
ω2 (A2,v) = T
(Zd\Ĉ1)∗
ωt2
(At2,v) + t. (2.62)
Combining (2.60), (2.61), and (2.62), we get that for all v ∈ ∂Ĉ1 \ At1,
T Ĉ1ω1 (A1,v) = T
Ĉ1
ωt1
(At1,v) + t < T
(Zd\Ĉ1)∗
ωt2
(At2,v) + t = T
(Zd\Ĉ1)∗
ω2 (A2,v),
and (2.57) showed the same inequality for v ∈ At1 \ A1, so it holds for all v ∈ ∂Ĉ1 \ A1.
This shows that Ĉ1 is a C1-set and hence Ĉ1 ⊆ C1. Switching all the 1’s and 2’s in the
above argument shows that Ĉ2 is a C2-set and hence Ĉ2 ⊆ C2.
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Combining Claims 2.31.1 and 2.31.2, we have C1 = Ĉ1 and C2 = Ĉ2. Therefore, by
(2.50) in Lemma 2.26, for i ∈ {1, 2} we have
ηXi (t+ s)ω = η
Ai;Ci
ωi (t+ s) = η
Ati;Ci
ωti
(s) = η
Ati;Ĉi
ωti
(s) = ηXti (s)ωt ∀s ≥ 0. (2.63)
Since ξ· is well-defined on the pair (ω,X) ∈ D0, the fact that (2.63) holds implies that the
sets ηXti (s)ωt are disjoint for all s ≥ 0, which shows that ξ· is also well-defined on (ωt,Xt).
Therefore, the expression
(
ξXts
)
ωt
makes sense for all t, s ≥ 0, and (2.53) is equivalent to
(2.63).
The next result follows immediately by combining Lemmas 2.22 and 2.31, and will be
used in the proof of Theorem 2.35 below.
Corollary 2.32 (Delayed domination). If ξ· is defined on the pairs (ω,X) and (ω′,X ′),
and if θ¯t0(ω,X) & θ¯t0(ω
′,X ′) for some t0 ≥ 0, then
(
ξXt
)
ω
≥ (ξX′t )ω′ for all t ≥ t0.
The following is an alternate definition of a shift operator for the two-type process,
defined directly in terms of the process rather than in terms of the one-type shifts.
Definition 2.33 (Alternate two-type shift). Suppose ξ· is defined on the pair (ω,X) ∈ Ω×S.
For t ≥ 0, define θ˜ωt (X) ∈ S and θ˜Xt (ω) =
(
θ˜Xt (ω)1, θ˜
X
t (ω)2
) ∈ Ω by
θ˜ωt (X) :=
(
ξXt
)
ω
,
and for e ∈ E(Zd) and i ∈ {1, 2},
θ˜Xt (ω)i(e) :=

0 if e ∈ E(ηXi (t)ω),
ωi(e)−
(
t− TXi (u)ω
)
if e joins u ∈ ηXi (t)ω to v /∈ ηX1∪2(t)ω,
ωi(e) otherwise.
Then set θ˜t(ω,X) :=
(
θ˜Xt (ω), θ˜
ω
t (X)
) ∈ Ω× S.
The following lemma shows that for nice input pairs, the shift in Definition 2.33 is
equivalent to the one in Definition 2.29.
Lemma 2.34. If (ω,X) ∈ D0, then θ¯t(ω,X) ∼ θ˜t(ω,X) as defined in (2.42). Therefore, θ¯t
can be replaced with θ˜t in Lemma 2.31 and Corollary 2.32.
Proof. The proof consists of checking definitions and is left to the reader.
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2.6 Survival When One Initial Set Is Unbounded
In this section we are interested in the case where one species starts on an infinite set while
the other species starts on a finite set. The main result is Theorem 2.35 below, which says
that if A1 is finite and A2 is infinite, the possibility of survival for species 1 depends only on
the component of Zd \A2 in which species 1 starts, and not on the shape or location of its
starting set A1. This is analogous to the result of [DH06a] (and also [GM05, Lemma 5.1]),
which says that when both A1 and A2 are finite, and neither species is initially surrounded
by the other, the possibility of coexistence doesn’t depend on the initial configuration, but
only on the distribution of the traversal measure τ¯ . Note that the present result, with
A2 infinite, is in one respect easier to prove than the corresponding theorems in [DH06a]
and [GM05], because the nonmonotone event that both species survive from finite initial
sets is reduced to the monotone event that one species survives when the initial set of the
other species is already infinite. On the other hand, allowing the set A2 to be infinite
introduces the additional complication that species 2 can conquer infinitely many vertices
in an arbitrarily small time interval. We will use a conditioning argument to control this
potentially infinitely fast growth of species 2.
In fact, in Theorem 2.35 we prove the stronger statement that for any fixed finite or
infinite starting set A2, if species 1 is able to conquer a given set S ⊆ Zd with positive
probability from A1, then it is also able to conquer S with positive probability from A
′
1
when A′1 is in the same component of Z
d \ A2 as A1. This version of the statement will be
needed for some of our results in Chapters 5 and 6. The conditioning argument we use in
the proof of Theorem 2.35 is adapted from a similar argument in the proof of Proposition 3.1
in [DH07]. Recall from Section 2.4.4 that Pr
(A1,A2)
τ¯ denotes the law of the two-type process
started from (A1, A2) and using the random traversal measure τ¯ .
Theorem 2.35 (Irrelevance of starting configuration). Suppose τ¯ = (τ1, τ2) is an i.i.d.
random two-type traversal measure on E(Zd) which satisfies
(
MMd
)
and (NTP1), and
also
1. 0 ∈ supp τ1(e).
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2. Neither τ1(e) nor τ2(e) has an atom at 0.
Let A2 ⊂ Zd, and let A1 and A′1 be two finite connected subsets of Zd which lie in the same
component of Zd \A2. Then if S is any subset of Zd,
Pr
(A1,A2)
τ¯
{
species 1 conquers S
}
> 0 ⇐⇒ Pr(A′1,A2)τ¯
{
species 1 conquers S
}
> 0.
In particular, if A2 is a fixed infinite set, then species 1 has a positive probability of surviving
from the initial configuration (A′1, A2) if and only if it has a positive probability of surviving
from (A1, A2).
Proof. Since A1 and A
′
1 are both finite and connected and lie in the same component of
Zd\A2, there is some finite path γ ⊆ Zd\A2 connecting A1 and A′1, and hence the subgraph
A˜1 := A1 ∪ γ ∪ A′1 is finite and connected. We will consider the process started from the
following three initial states:
X ≡ (A1, A2), X ′ ≡ (A′1, A2), and X˜ ≡ (A˜1, A2).
Let G1, G
′
1, and G˜1 denote the event that species 1 conquers S from the initial state X, X
′,
or X˜, respectively. More explicitly,
G1 =
{
ηX1 (∞) ⊇ S
}
, G′1 =
{
ηX
′
1 (∞) ⊇ S
}
and G˜1 =
{
ηX˜1 (∞) ⊇ S
}
.
Note that the above definitions only make sense for outcomes where the process is well-
defined for the given starting configuration; by convention, we assume that all events are
subsets of the Pr-a.s. subset of Ω on which (NT) and (MTFS) hold, so that the entangled
process is defined for all starting configurations. We will show that Pr(G1) > 0 =⇒
Pr(G′1) > 0, whence the reverse implication follows by symmetry.
Suppose Pr(G1) > 0. Then since X˜ ≥ X, Lemma 2.24 implies that Pr
(
G˜1
)
> 0,
because the set of final states in which species 1 has conquered S is an increasing subset of
S. Now let N˜1 := N
[
A˜1
] \ A2, where N[A˜1] denotes the graph neighborhood of A˜1 in Zd,
and for t ≥ 0, define events
H˜1(t) :=
{
T1
(
A˜1, Z
d \ A˜1
)
> t
}
and H˜2(t) :=
{
T2
(
A2, N˜1
)
> t
}
,
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where T1 and T2 are the disentangled passage times for the two-type process corresponding
to τ¯ . Since neither τ1(e) nor τ2(e) has an atom at 0, and A˜1 and N˜1 are finite, we have
Pr
(
H˜1(0) ∩ H˜2(0)
)
= 1. Thus, since Pr
(
G˜1
)
> 0, we can choose some sufficiently small
(deterministic) t0 > 0 such that
Pr
(
G˜1 ∩ H˜1(t0) ∩ H˜2(t0)
)
> 0. (2.64)
Let E˜(2.64) be the event in (2.64), and let Λ := E(N˜1), the induced edge set of N˜1. Consider
the σ-field F = σ{τ¯(e)}
e/∈Λ, generated by all the traversal times outside the edge set of N˜1,
and define the event
E+F :=
{
Pr
(
E˜(2.64)
∣∣ F) > 0}.
Note that Pr
(
E+F
)
> 0 since Pr
(
E˜(2.64)
)
> 0 (cf. Lemma B.17), and clearly E+F ∈ F . We
pause briefly to describe in detail what the event E+F means.
Intuitively, E+F is the event that given the traversal times of edges in Λ
∁, there is a positive
probability that when we choose the remaining traversal times at random according to the
marginal distribution of Pr on Λ, the event E˜(2.64) occurs. To describe this more explicitly,
assume we are working on the canonical sample space Ω = (R+ ×R+)E(Zd), so that τ¯ω = ω
for any outcome ω ∈ Ω. It can be verified using Fubini’s theorem and the definition of
conditional expectation that for Pr-almost every ω ∈ Ω,
Pr
(
E˜(2.64)
∣∣ F)(ω) = Pr{ω̂ ∈ Ω : ω̂|Λ ⊎ ω|Λ∁ ∈ E˜(2.64)}, (2.65)
where for f ∈ Ω|Λ and g ∈ Ω|Λ∁ , we write f ⊎ g for the “concatenated” function in Ω =
(R+ × R+)Λ⊔Λ∁ defined by
f ⊎ g(e) :=

f(e) if e ∈ Λ,
g(e) if e ∈ Λ∁.
That is, (2.65) says that for a given traversal time configuration ω ∈ Ω, the conditional
probability Pr
(
E˜(2.64)
∣∣ F)(ω) is the probability that if we choose another ω̂ ∈ Ω at random
and replace ω’s traversal times on Λ with those of ω̂, but keep ω’s traversal times for edges
outside Λ, the resulting new configuration is in the event E˜(2.64). The event E
+
F is then the
set of ω ∈ Ω such that the conditional probability in (2.65) is positive.
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The point of conditioning the event in E˜(2.64) on the σ-field F is that we can then
independently control the traversal times of species 1 in the set Λ, as follows. For t > 0,
define the event
F1(t) :=
{
τ1(e) ≤ t|Λ| for all e ∈ Λ
}
.
Then Pr
(
F1(t)
)
> 0 for all t > 0 since τ¯ is i.i.d., 0 ∈ supp τ1(e), and |Λ| < ∞. Moreover,
F1(t) is independent of F since F1(t) only involves traversal times of edges in Λ. Therefore,
since E+F ∈ F we have
Pr
(
F1(t0) ∩E+F
)
= Pr
(
F1(t0)
)
Pr
(
E+F
)
> 0. (2.66)
Let E′(2.66) := F1(t0)∩E+F . We will show that G′1 occurs almost surely on the event E′(2.66),
which will finish the proof since Pr
(
E′(2.66)
)
> 0 by (2.66). To show this, we make the
following claim.
Claim 2.35.1. For Pr-a.e. ω′ ∈ E′(2.66), there exists ω˜ ∈ E˜(2.64) such that θ˜t0
(
ω′,X ′
)
&
θ˜t0
(
ω˜, X˜
)
, where θ˜t0 is the shift operator in Definition 2.33 and the preorder & is defined in
(2.41).
Assuming Claim 2.35.1 is true, given ω′ in the full-measure subset of E′(2.66) where
the claim holds, choose some ω˜ ∈ E˜(2.64) satisfying the inequality in the claim. Then
Corollary 2.32 and Lemma 2.34 imply that
(
ξX
′
t
)
ω′
≥ (ξX˜t )ω˜ for all t ≥ t0. In particular,(
ξX
′
∞
)
ω′
≥ (ξX˜∞)ω˜, which implies that ηX′1 (∞)ω′ ⊇ ηX˜1 (∞)ω˜ ⊇ S since ω˜ ∈ E˜(2.64) ⊆ G˜1.
Therefore ω′ ∈ G′1, and since ω′ ∈ E′(2.66) was “almost arbitrary,” we have E′(2.66) ⊆a.s. G′1
as claimed. Hence, Pr
(
G′1
) ≥ Pr(E′(2.66)) > 0 by (2.66).
To complete the proof, it remains only to prove Claim 2.35.1.
Proof of Claim 2.35.1. By (2.65) and the definition of E+F , for Pr-a.e. ω
′ ∈ E+F , the event
Êω′ :=
{
ω̂ ∈ Ω : ω̂|Λ ⊎ ω′|Λ∁ ∈ E˜(2.64)
}
has positive probability, and in particular is nonempty. Therefore, for Pr-a.e. ω′ ∈ E′(2.66) ⊆
E+F , we can define ω˜ = ω˜
(
ω′
)
by choosing any ω̂ ∈ Êω′ and setting ω˜ := ω̂|Λ ⊎ ω′|Λ∁ . Then
ω˜ ∈ E˜(2.64) by construction, and it remains to show that θ˜t0
(
ω′,X ′
)
& θ˜t0
(
ω˜, X˜
)
.
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Let
(
ω′t0 ,X
′
t0
)
:= θ˜t0
(
ω′,X ′
)
and
(
ω˜t0 , X˜t0
)
:= θ˜t0
(
ω˜, X˜
)
, and let
ω′t0 =
(
ω′t01 , ω
′t0
2
)
and ω˜t0 =
(
ω˜t01 , ω˜
t0
2
)
,
and
X ′t0 ≡
(
A′t01 , A
′t0
2
)
and X˜t0 ≡
(
A˜t01 , A˜
t0
2
)
.
Note that A′t0i = η
X′
i (t0)ω′ and A˜
t0
i = η
X˜
i (t0)ω˜ for i ∈ {1, 2}. Also note that by construction
we have
ω′|Λ∁ = ω˜|Λ∁ . (2.67)
This fact will be the basis of several of the arguments below. We break the proof of the
desired inequality into two claims, one for the states, and one for the traversal times.
Claim 2.35.2. X ′t0 ≥ X˜t0 . That is, A′t01 ⊇ A˜t01 and A′t02 ⊆ A˜t02 .
Proof of Claim 2.35.2. Our goal will be to prove the following pair of equations, from which
Claim 2.35.2 follows directly:
ηX
′
1 (t0)ω′
(2.73)
⊇ N˜1 ⊇ A˜1 (2.75)= ηX˜1 (t0)ω˜, (2.68)
ηX
′
2 (t)ω′
(2.74)
⊆ ηA2;Zd\N˜1
ω′2
(t)
(2.78)
= ηA2;Z
d\N˜1
ω˜2
(t)
(2.77)
= ηX˜2 (t)ω˜ ∀t ≤ t0. (2.69)
The labels above the relational symbols indicate the equation in which the relation is proved
below. For the present proof, we only need (2.69) to hold with t = t0, but the more general
version will be needed in the subsequent proof of Claim 2.35.3. We now proceed to prove
the relations in (2.68) and (2.69).
First, since A′1 ⊆ N˜1 and ω′ ∈ F1(t0), we have
sup
v∈N˜1
T N˜1
ω′1
(A′1,v) ≤
∑
e∈E(N˜1)
ω′1(e) ≤
∑
e∈Λ
t0
|Λ| = t0, (2.70)
or equivalently, η
A′1;N˜1
ω′1
(t0) = N˜1 (this is a special case of the “total traversal measure bound
for covering times” in Lemma 4.2). Next, since Λ∁ = E∗(Zd \ N˜1), we have ω′2|E∗(Zd\N˜1) =
ω˜2|E∗(Zd\N˜1) by (2.67), and Lemma 2.2 then implies that
T
(Zd\N˜1)∗
ω′2
= T
(Zd\N˜1)∗
ω˜2
. (2.71)
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In particular, since ω˜ ∈ H˜2(t0), (2.71) implies that
t0 < Tω˜2(A2, N˜1) ≤ T
(Zd\N˜1)∗
ω˜2
(A2, N˜1) = T
(Zd\N˜1)∗
ω′2
(A2, N˜1). (2.72)
Combining (2.72) with (2.70) we have
T N˜1
ω′1
(A′1,v) ≤ t0 < T (Z
d\N˜1)∗
ω′2
(A2,v) for all v ∈ N˜1,
and thus species 1 conquers N˜1 in the process
(
ξX
′
·
)
ω′
, by Proposition 2.9. Therefore, by
Lemma 2.12 we have
ηX
′
1 (t0)ω′ ⊇ ηA
′
1;N˜1
ω′1
(t0) = N˜1. (2.73)
Taking complements in (2.73), we have Zd \ ηX′1 (t0)ω′ ⊆ Zd \ N˜1, and since ω′ ∈ Ωgood,
Corollary 2.21 implies that
ηX
′
2 (t)ω′ ⊆ ηA2;Z
d\N˜1
ω′2
(t) ∀t ≤ t0. (2.74)
Next, since ω˜ ∈ H˜1(t0), we have Tω˜1(A˜1,Zd \ A˜1) > t0. Lemmas 2.12 and 2.19 then imply
that ηX˜1 (t0)ω˜ ⊆ ηA˜1ω˜1 (t0) ⊆ A˜1, and since the reverse inclusion is trivial,
ηX˜1 (t0)ω˜ = A˜1. (2.75)
Similarly, since ω˜ ∈ H˜2(t0), we have Tω˜2(A2, N˜1) > t0, and then by Lemmas 2.12 and 2.19
we have
ηX˜2 (t0)ω˜ ⊆ ηA2ω˜2 (t0) ⊆ Zd \ N˜1. (2.76)
Since A˜1 ⊆ N˜1, combining (2.75) and (2.76) we get ηX˜2 (t0)ω˜ ⊆ Zd \ N˜1 ⊆ Zd \ ηX˜1 (t0)ω˜, and
thus, since ω˜ ∈ Ωgood, Lemma 2.20 then implies that
ηX˜2 (t)ω˜ = η
A2;Zd\N˜1
ω˜2
(t) ∀t ≤ t0. (2.77)
Now, observe that by (2.71) we have T
Zd\N˜1
ω′2
(A2,v) = T
Zd\N˜1
ω˜2
(A2,v) for all v ∈ Zd \ N˜1,
which implies that
ηA2;Z
d\N˜1
ω′2
(t) = ηA2;Z
d\N˜1
ω˜2
(t) ∀t ∈ [0,∞]. (2.78)
Finally, combining (2.73) and (2.75), we get (2.68), and combining (2.74), (2.78) and (2.77),
we get (2.69). This completes the proof of Claim 2.35.2.
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Claim 2.35.3. ω′t0 |E∁(A′t01 ∪A˜t02 ) ≥ ω˜t0 |E∁(A′t01 ∪A˜t02 ). That is, for all e 6∈ E
(
A′t01 ∪ A˜t02
)
,
ω′t01 (e) ≤ ω˜t01 (e) and ω′t02 (e) ≥ ω˜t02 (e). (2.79)
Proof of Claim 2.35.3. The idea behind the proof is that the relations in Claim 2.35.2 imply
that for most of the relevant edges, at most one of the traversal times ω′i and ω˜i will be
affected by the shift θ˜t0 (for fixed i ∈ {1, 2}), and because we chose the two outcomes so
that (2.67) holds, the inequalities in (2.79) will follow trivially. The only edges on which θ˜t0
affects both ω′ and ω˜ for the same species are those in E∂
(
A′t02
) ∩ E∂(A˜t02 ); for these edges
we will use (2.69) to obtain the desired inequality for species 2’s traversal times. We now
proceed with the proof.
First note that by (2.73), we have N˜1 ⊆ A′t01 , and hence
Λ = E(N˜1) ⊆ E(A′t01 ) ⊆ E
(
A′t01 ∪ A˜t02
)
.
Taking complements, E∁
(
A′t01 ∪ A˜t02
) ⊆ Λ∁, and therefore (2.67) implies that
ω′(e) = ω˜(e) for all e ∈ E∁(A′t01 ∪ A˜t02 ). (2.80)
We will use (2.80) several times throughout the rest of the proof.
Our goal is to verify (2.79) for all e ∈ E∁(A′t01 ∪ A˜t02 ), so choose some such edge e. Then
either e ∈ E∂
(
A′t01 ∪ A˜t02
)
or e 6∈ E∗(A′t01 ∪ A˜t02 ). First suppose e 6∈ E∗(A′t01 ∪ A˜t02 ). Then,
using Claim 2.35.2 and Lemma B.5, we have e 6∈ E∗(ηX′i (t0)ω′) and e 6∈ E∗(ηX˜i (t0)ω˜) for
i ∈ {1, 2}, so it follows directly from Definition 2.33 that ω′t0i (e) = ω′i(e) and ω˜t0i (e) = ω˜i(e)
for i ∈ {1, 2}. Therefore, by (2.80),
ω′t0(e) = ω
′(e) = ω˜(e) = ω˜t0(e) for all e 6∈ E∗
(
A′t01 ∪ A˜t02
)
, (2.81)
and thus (2.79) holds for all such edges.
Now suppose e ∈ E∂
(
A′t01 ∪ A˜t02
)
. Then e = {u,v} for some u ∈ A′t01 ∪ A˜t02 and some
v 6∈ A′t01 ∪ A˜t02 . First note that, using Lemma B.5, the definition of N˜1, and (2.73), we have
E∗
(
A˜1
) ⊆ E(N[A˜1]) ⊆ E(N˜1 ∪A2) ⊆ E(A′t01 ∪ A˜t02 ),
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so e 6∈ E∗(A˜1). Since ηX˜1 (t0)ω˜ = A˜1 by (2.75), we have e 6∈ E∗(ηX˜1 (t0)ω˜) and hence ω˜t01 (e) =
ω˜1(e) by Definition 2.33. On the other hand, we trivially have ω
′t0
1 (e) ≤ ω′1(e) by Part 1 of
Lemma 2.27, so using (2.80), we get
ω′t01 (e) ≤ ω′1(e) = ω˜1(e) = ω˜t01 (e) for all e ∈ E∂
(
A′t01 ∪ A˜t02
)
. (2.82)
To get the desired inequality for species 2’s traversal times, we divide the argument into the
two cases e ∈ E∗(A′t02 ) and e 6∈ E∗(A′t02 ). Suppose first that e 6∈ E∗(A′t02 ) = E∗(ηX′2 (t0)ω′).
Then by Definition 2.33 we have ω′t02 (e) = ω
′
2(e), and combining this with (2.80) and the
trivial inequality for ω˜2 from Part 1 of Lemma 2.27, we get
ω′t02 (e) = ω
′
2(e) = ω˜2(e) ≥ ω˜t02 (e) for all e ∈ E∂
(
A′t01 ∪ A˜t02
) \ E∗(A′t02 ). (2.83)
Now suppose e ∈ E∗(A′t02 ). Then either u or v must be an element of A′t02 . Since A′t02 ⊆ A˜t02
by Claim 2.35.2, and v 6∈ A′t01 ∪ A˜t02 by definition, it must be that u ∈ A′t02 . It then follows
from Claim 2.35.2 that
u ∈ A′t02 and v 6∈ A′t01 ∪A′t02 & u ∈ A˜t02 and v 6∈ A˜t01 ∪ A˜t02 .
Therefore, by Definition 2.33 we must have
ω′t02 (e) = ω
′
2(e)− t0 + TX
′
2 (u)ω′ and ω˜
t0
2 (e) = ω˜2(e)− t0 + T X˜2 (u)ω˜. (2.84)
We now claim that
TX
′
2 (u)ω′ ≥ T X˜2 (u)ω˜. (2.85)
To see this, observe that by (2.69) we have{
w ∈ Zd : TX′2 (w)ω′ ≤ t
}
= ηX
′
2 (t)ω′ ⊆ ηX˜2 (t)ω˜ =
{
w ∈ Zd : T X˜2 (w)ω˜ ≤ t
}
∀t ≤ t0,
so (2.85) follows by taking t = TX
′
2 (u)ω′ and noting that t ≤ t0 since u ∈ A′t02 = ηX
′
2 (t0)ω′ .
Now, (2.80) implies that ω′2(e) = ω˜2(e), and combining this with (2.84) and (2.85) we have
ω′t02 (e) = ω
′
2(e)− t0 + TX
′
2 (u)ω′
≥ ω˜2(e)− t0 + T X˜2 (u)ω˜ = ω˜t02 (e) for all e ∈ E∂
(
A′t01 ∪ A˜t02
) ∩ E∗(A′t02 ). (2.86)
Finally, (2.82), (2.83), and (2.86) together imply that (2.79) holds for all e ∈ E∂
(
A′t01 ∪ A˜t02
)
,
and hence for all e ∈ E∁(A′t01 ∪ A˜t02 ) when combined with (2.81). This completes the proof
of Claim 2.35.3.
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Together, Claims 2.35.2 and 2.35.3 show that
(
ω′t0 ,X
′
t0
)
&
(
ω˜t0 , X˜t0
)
as defined in (2.41),
which completes the proof of Claim 2.35.1.
This completes the proof of Theorem 2.35.
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Chapter 3
EUCLIDEAN GEOMETRY &
DETERMINISTIC FIRST-PASSAGE COMPETITION
In this chapter we introduce one-type and two-type deterministic processes in Rd which
are analogues of the random one-type and two-type first-passage competition processes in
Zd constructed in Chapter 2. We call these processes simply deterministic first-passage
percolation and deterministic first-passage competition in Rd. The constructions will be
essentially identical to the constructions of the lattice processes in Chapter 2, except that
we replace the length structure(s) arising from a traversal measure τ or τ¯ on E(Zd) with
the length structure(s) induced by a norm µ or pair of norms (µ1, µ2) on R
d, and we have
to take into account some topological and geometric differences between Zd and Rd.
The significance of the one-type deterministic process is that when we choose the norm µ
to be the shape function corresponding to a random traversal measure τ , the Shape Theorem
(Theorem 1.1) implies that on large scales, with high probability the deterministic process
induced by µ provides good approximations to the random process induced by τ . Similarly,
the two-type deterministic process will provide an approximation to the random two-type
competition process. Thus, we can hope to gain a better understanding of the random
processes by making a careful analysis of their limiting deterministic processes, which are
simpler.
Determining the evolution of the deterministic processes is a purely geometric problem,
which has been studied computationally for Euclidean and polygonal norms in [SD91],
[Sch92], and [KS02]. Our goal will be to reduce various probabilistic questions about the
random processes to geometric questions about the deterministic processes, by showing
that with high probability the random process behaves like the corresponding deterministic
process in some sense. The tools for making such reductions, from the random processes
to the deterministic, will be developed in Chapters 4 and 5. In the present chapter, we
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make a detailed analysis of the relevant geometric aspects of the deterministic growth and
competition processes. In order to do so, we will first introduce various elementary concepts
from Euclidean convex and metric geometry.
Chapter 3 is organized as follows. In Section 3.1 we introduce various elementary con-
cepts from Euclidean convex geometry, and we define cones, µ-cones, µ-stars, and other
related geometric objects that will appear repeatedly throughout the remaining chapters.
In Section 3.2 we define induced intrinsic metrics in Rd and use them to define the de-
terministic restricted one-type process, and then we explore some basic properties of this
process; we will study the stochastic analogue of this one-type process in Chapter 4. In
Section 3.3 we define the deterministic two-type process and prove some of its basic prop-
erties; many of the proofs involve a type of generalized weighted Voronoi cell, which will be
one of our main tools for analyzing the geometry of the process. In Section 3.4 we describe
the behavior of the two-type competition process from certain starting configurations when
both species’ norms are multiples of the Euclidean norm; this simplest case serves as a
prototype for understanding the behavior of the more general process. In Section 3.5 we
describe the behavior of the competition process with general norms from certain bounded
starting configurations that will be important for our analysis of the random process in
Chapter 5. Finally, in Section 3.6 we analyze the deterministic process when one species
starts on the exterior of a cone and the other species starts at a single interior site, providing
the model and necessary geometric analysis needed for describing the analogous behavior
of the random two-type process in Chapter 5.
3.1 Elements of Convex Geometry in Euclidean Space
3.1.1 Basic Definitions from Convex Geometry
This section contains several definitions and basic results from convex geometry that will
be needed in our analysis of the deterministic process. Some of these concepts will only
be used in proofs located in an appendix, but we collect all the definitions here for easy
reference. Additional results are located in Section B.3.
An affine combination of the points x1, . . . ,xk ∈ Rd is a linear combination
∑k
j=1 αjxj
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with coefficients αj ∈ R satisfying
∑k
j=1 αj = 1. A convex combination is an affine
combination with all the coefficients αj ∈ [0, 1] (equivalently αj ≥ 0). If B is any subset of
Rd, the affine hull or affine span of B is the set aff B of all affine combinations of points
in B, and coincides with the smallest affine linear subspace containing B (cf. Moszynska
[Mos06, p. 25]). For any B ⊆ Rd, we denote by ∂affB the relative boundary of B in
its affine hull aff B. For a nonnegative integer k ≤ d, a (relatively) open or closed k-
dimensional affine half-space in Rd is any set of the form J =
{
x ∈ A : 〈x− a,υ〉 > 0}
or J =
{
x ∈ A : 〈x − a,υ〉 ≥ 0}, respectively, where A ⊆ Rd is an affine linear subspace
of dimension k, a ∈ A, and υ ∈ Rd \ {0} is any vector that is not orthogonal to A (i.e.
〈x − a,υ〉 6= 0 for some x ∈ A). Note that then we have aff J = A, and ∂affJ =
{
x ∈
A : 〈x − a,υ〉 = 0}, which is a (k − 1)-dimensional affine subspace of A. In what follows,
the term “half-space in Rd” used without additional qualifiers will mean a d-dimensional
open or closed affine half-space in Rd. If J is a closed half-space in Rd, then J is called a
support half-space of the set B ⊆ Rd if B ⊆ J and B ∩ ∂J 6= ∅. In this case we say that
any x ∈ B∩∂J is a support point of B and that H = ∂J is a support hyperplane of B
at x. We call a closed half-space J an opposing half-space of B at x if shell(J) = Rd \J◦
is a support half-space of B at x, i.e. B ∩ J◦ = ∅ and x ∈ B ∩ ∂J . For every nonempty
compact B ⊆ Rd and every υ ∈ Rd \{0}, there is a unique support hyperplane H of B with
outer normal vector υ, meaning that H =
{
x ∈ Rd : 〈x−a,υ〉 = 0} for some support point
a ∈ B such that −→aυ ∩B = ∅ [Mos06, Theorem 2.2.2, p. 14].
A subset C of Rd is convex if x,y ∈ C =⇒ [x,y] ⊆ C. It follows directly from
this definition that an arbitrary intersection of convex sets is convex. For any A ⊆ Rd,
the convex hull of A, denoted by convA, is the smallest convex set containing A, i.e. the
intersection of all convex sets containing A. It can be verified (see e.g., [Mos06, Theorem
3.2.4, p. 29]) that the convex hull coincides with the set of convex combinations of points
in A. If C is convex, then αC + βC = (α + β)C for any α, β ≥ 0 [Mos06, Proposition
2.3.6, p. 18]. Every point in the boundary of a closed convex subset of Rd is a support point
[Mos06, Corollary 3.3.6, p. 34], and a nonempty closed subset of Rd is convex if and only if
it equals the intersection of all its support half-spaces [Mos06, Theorem 3.3.7, p. 34]. It is
easy to check that the interior and closure of any convex set are convex [Mos06, Exercise
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2.3.8, p. 19]. Furthermore, Lemma B.12 shows that convex sets in Rd are topologically
friendly, in that if C is any closed convex subset of Rd, then there is some k ≤ d such that
C is homeomorphic to either the closed Euclidean ball Bℓ2
k
, the closed half-space Hk, or the
whole Euclidean space Rk.
If z ∈ Rd, a subset S of Rd is star-shaped at z if y ∈ S =⇒ [z,y] ⊆ S, and in this
case we call z a center of S. Clearly, any convex set C is star-shaped at every z ∈ C. A
set that is star-shaped at some point in Rd is called a star set. We write
〈
⋆z
〉
for the
collection of all sets that are star-shaped at z, and
〈
⋆
〉
for the collection of all star sets.
More generally, for any A ⊆ Rd, we define the collection of star sets at A by
〈
⋆∀•∈A
〉
:=
{
S ⊆ Rd : ∀y ∈ S, ∀z ∈ A, [z,y] ⊆ S
}
, (3.1)
and the collection of generalized star sets at A by
〈
⋆∃•∈A
〉
:=
{
S ⊆ Rd : ∀y ∈ S, ∃z ∈ A such that [z,y] ⊆ S
}
. (3.2)
Thus,
〈
⋆∀•∈A
〉
=
⋂
z∈A
〈
⋆z
〉 ⊆ 〈⋆〉, and an element S of 〈⋆∃•∈A〉 is a union of star sets
with centers in A, but is not necessarily star-shaped unless A is a singleton.
We define a body1 in Rd to be a nonempty set B ⊆ Rd such that B◦ = B and(
B
)◦
= B◦, or equivalently ∂B◦ = ∂B = ∂B. More generally, for an integer k ≤ d, we
define an embedded k-body in Rd to be a nonempty set B ⊆ Rd for which there is a
topological embedding φ : B →֒ Rk such that the image φ(B) is a body in Rk (it follows that
a body in Rd is the same as an embedded d-body). Any convex subset of Rd with nonempty
interior is a body in Rd according to our definition (see [Mos06], Section 2.4, p. 19, and
Exercise 14.2.2, p. 177), and moreover, Lemma B.12 implies that any convex set B ⊆ Rd
with dim(aff B) = k is an embedded k-body. A body in Rd that is star-shaped is called a
star body, and we denote the set of star bodies with center z by
〈
⋆z+
〉
.
1My definition of body seems to differ from standard usage, in that bodies in Rd are usually required
additionally to be compact (see, e.g. [Mos06, Definition 14.2.1, p. 177]).
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3.1.2 Affine Scale-Invariance: Wedges, Directions, and Cones
Wedges (a.k.a. Affine Scale-Invariant Sets)
We call a subset W of Rd a wedge2 if there exists some a ∈ Rd such that raW =W for all
r > 0, where ra : R
d → Rd is the homothety defined by rax = a+ r(x− a). In this case we
call the point a an apex of W . For an arbitrary W ⊆ Rd, we define the apex set of W by
apex(W ) :=
{
a ∈ Rd : raW =W ∀r > 0
}
, so thatW is a wedge if and only if apex(W ) 6= ∅.
We write Wa := {W ⊆ Rd : a ∈ apex(W )} for the set of all wedges at a. If 0 ∈ apex(W ),
we say that W is scale-invariant. More generally, for any a ∈ apex(W ), we say that W
is scale-invariant at a or that W is affine scale-invariant with apex a. It is easily seen
that apex(W ) = apex
(
Rd \W ), so W ∈ Wa if and only if Rd \W ∈ Wa. We call a wedge
W trivial if W ∈ {∅,Rd}.
Example 3.1 (Prototypical wedges). Two prototypical examples of wedges are:
• An infinite cone as defined in elementary Euclidean geometry. Then the apex (a.k.a.
vertex) of the cone is the unique element of the apex set.
• The wedge-shaped region W defined as follows: Start with a plane in R3, then “fold”
or “crease” the plane along some line contained in it, so that the intersection of the
folded plane with any plane orthogonal to the fold-line comprises two rays with a
common origin, and then take W to be all the points on one side of the folded plane.
In this case the set of apexes is the line defining the fold (as long as W is assumed to
be either open or closed).
In both of these examples, the wedge is a body whose closure is homeomorphic to a closed
half-space, so the wedges are in fact cones according to our definition at the end of Sec-
tion 3.1.2 below.
2My definition of wedge coincides with what may be generically called an affine cone in linear algebra,
although the restrictiveness of the definitions of such objects varies depending on author and context. For
example, a “wedge” as defined by Aliprantis and Tourky [AT07] would be a convex pointed wedge at 0
in my terminology, and then a “cone” would be a such a wedge with unique apex. I present my own
definition of cone in the final subsection of Section 3.1.2.
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A wedge is pointed if it contains at least one of its apexes, and blunt otherwise. It
is easy to see that a set W ⊆ Rd is a wedge at a if and only if either W = {a} or W
is a union of pointed or blunt rays originating at a. This implies that an arbitrary union
or intersection of wedges with apex a is also a wedge at a. If W is a wedge with apex a,
we call the parallel scale-invariant set W0 := W − a the scale-invariant version of W .
The following lemma justifies the use of the article “the” in this definition and enumerates
several other useful facts about wedges.
Lemma 3.2 (Properties of wedges). Let W be a wedge in Rd.
1. The scale-invariant version W0 of W is unique.
2. apex(W ) is an affine subspace of Rd which can be identified with the vector space of
translations that fix W0.
3. If W is nontrivial (i.e. W /∈ {∅,Rd}), then apex(W ) ⊆ ∂W .
4. The sets W ◦, W , ∂W , extW , and shellW and are all wedges whose apex sets contain
apex(W ).
5. If W is pointed, then it contains all of its apexes, and Rd \W is blunt.
6. If W is pointed and contained in some half-space, then every apex of W is a support
point of W .
7. W ⊆W +W0, with equality if and only if W is convex.
We prove Lemma 3.2 in Appendix A (Section A.2); many of the parts rely on Lemma A.2,
which requires a bit of geometric intuition.
We now introduce a few more definitions for a wedge W . We call W sharp if apex(W )
contains exactly one element and flat otherwise. By Part 2 of Lemma 3.2, W is flat if
and only if its apex set contains a nontrivial affine subspace. We call W small if it is
contained in a half-space and large otherwise. Moreover, we call W extra-small if W is
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small and the supremum of angles between rays in W is strictly smaller than π, and we
call W extra-large if the complementary wedge Rd \ W is extra-small. An extra-small
or extra-large wedge must be sharp, but not conversely; for example, the “pointed upper
half-pace” {0}∪Hd and its (blunt) complement are both small sharp wedges in Rd, but are
not extra-small.
If W is a wedge and W0 is its scale-invariant version, we define the spherical section
of W with respect to a norm ‖·‖ to be the intersection W0 ∩ Sd−1‖·‖ . Note that a pointed (or
blunt) wedge is uniquely determined by its apex and its spherical section. For a ∈ Rd, we
denote the set of closed wedges at a by Wa :=
{
W :W ∈ Wa
}
, and we topologize Wa
using the Hausdorff metric on spherical sections of its wedges.
If I ⊆ R, B ⊆ Rd, and a ∈ Rd, we define the I-partial wedge generated by B at
a to be IaB = {rax : r ∈ I,x ∈ B}; note that IaB is a pointed wedge if I = R+ and
a blunt wedge if I = (0,∞). It is easily seen that if B is convex and I is an interval,
then IaB is convex; in fact, if B is convex and I = [α, β] for some 0 ≤ α ≤ β < ∞, then
IaB = conv
(
αaB ∪ βaB
)
.
Directions in Wedges; Visible Directions in Subets of Rd
If υ ∈ Rd \{0}, we define the direction of υ to be the blunt ray ~υ = {rυ : r > 0}. IfW is a
wedge, we define the direction space of W to be dir(W ) :=
{
~υ : υ ∈W0 \{0}
}
, whereW0
is the scale-invariant version of W (recall that W0 is unique by Part 1 of Lemma 3.2). Then
dir(W ) is the quotient space of W0 \ {0} under the equivalence relation “υ ∼ rυ if r > 0,”
and we endow dir(W ) with the quotient topology.3 If we fix some norm ‖·‖, then each
direction ~υ in dir(W ) corresponds to a unique ‖·‖-unit vector υ̂‖·‖ in W0, and it is easily
verified (e.g. using the Closed Map Lemma [Lee00, Lemma 4.25]) that this correspondence
is a homeomorphism between dir(W ) and the spherical section W0 ∩ Sd−1‖·‖ .
For any A ⊆ Rd and z ∈ A, let ~Wz(A) :=
⋃{
z + ~υ : z + ~υ ⊆ A}. Then ~Wz(A) is a
(possibly empty) blunt wedge at z and contained in A, which we call the visible wedge in
A at z. Now define the visible directions in A at z by dirz(A) := dir
(
~Wz(A)
)
. If we think
3Observe that the construction of dir(W ) from W mimics the construction of the projective space P (V )
from a vector space V , except that our equivalence classes are rays instead of lines.
108
of A as “open space,” with points in the complement Rd \A being “obstacles,” then dirz(A)
is the set of “unblocked” directions in A seen from z, meaning that if a beam of light is aimed
in the direction ~υ ∈ dirz(A) from the point z, then it will travel through A forever, avoiding
the obstacles in the complement. It follows from the definitions that if W is a wedge, then
for any a ∈ apex(W ), ~Wa(W ) = a +
⋃
dir(W ) = W \ {a}, and dira(W ) = dir(W ). The
following lemma shows that for any z ∈ W , we have the containment dirz(W ) ⊆ dir(W ),
since ~Wz(W ) ⊆W by definition.
Lemma 3.3 (Monotonicity of direction sets). If W and W ′ are both affine scale-invariant
(possibly with different apex sets), and W ′ ⊆ W , then dir(W ′) ⊆ dir(W ), and the quotient
topology on dir(W ′) agrees with the subspace topology inherited from the quotient topology
on dir(W ).
Proof. Without loss of generality, assume W has apex 0. Let a be an apex of W ′, and let
~υ ∈ dir(W ′). Then ~υ = −a+−→ax for some x ∈W ′, and the ray −→ax is contained in W ′ since
W ′ is scale-invariant at a. For r > 0, let rax := a + r(x − a) ∈ −→ax. Since W ′ ⊆ W we
have rax ∈W for all r > 0, and since W is scale-invariant, we then have s · rax ∈W for all
r, s > 0. Taking s = 1r , we have
1
r · rax = 1ra+ (x− a) ∈ W for all r > 0. Letting r →∞,
we see that x− a ∈ W . Therefore, dir(W ) contains the ray −−−−−→0(x− a) = −a+−→ax = ~υ. The
statement about topologies then follows from abstract nonsense.
Scale-Equivariance and Scale-Invariance of Functions
If A ⊆ Rd is a scale-invariant set, a function µ : A → R+ is called scale-equivariant or
positive homogeneous of degree 1 if µ(rx) = rµ(x) for all x ∈ A and r > 0. Note
that a norm ‖·‖ on Rd is a scale-equivariant function which is also subadditive, positive
definite, and even. If A is scale-invariant and ‖·‖ is any norm on Rd, it is easy to see that
the function f(x) = dist‖·‖(A,x) is scale-equivariant and continuous on Rd.
A function ψ : A \ {0} → Y , where Y is any nonempty set, is called scale-invariant if
ψ(rx) = ψ(x) for all x ∈ A and r > 0. Clearly, a ratio of two scale-equivariant functions is
a scale-invariant function into R+. Moreover, for any set (or topological space) Y 6= ∅, there
is a natural correspondence between (continuous) scale-invariant functions ψ : A \ {0} → Y
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and arbitrary (continuous) functions ψ˜ : dir(A)→ Y , or equivalently, (continuous) functions
from any spherical section of A into Y .
More generally, if A is affine scale-invariant with apex a, we say that a function µ : A→
R+ is scale-equivariant at a if µ
(
rax
)
= rµ(x) for all x ∈ A and r > 0, where ra :=
a+ r(x− a) is the homothety with scale factor r and center a, and we say that a function
ψ : A \ {a} → Y is scale-invariant at a if ψ(rax) = ψ(x) for all x ∈ A and r > 0.
Cones in Rd
For an integer k ≤ d, we define a cone of dimension k or k-cone in Rd to be a wedge that
is is also an embedded k-body in Rd whose closure is homeomorphic to the closed upper
half-space Hk = {x ∈ Rk : xk ≥ 0}. Equivalently, C ⊆ Rd is a k-cone if C is a wedge whose
spherical section C0 ∩ Sd−1ℓ2d is an embedded (k− 1)-body with closure homeomorphic to the
closed Euclidean ball Bℓ2k−1 . We say simply that C ⊆ R
d is a cone in Rd if C is a k-cone for
some k ≤ d, in which case we say that C is degenerate if k < d and nondegenerate if
k = d.
A cone in Rd is degenerate if and only if it has empty interior. Any open wedge is a
union of open cones. Lemma B.12 implies that any convex wedge is either a cone or an affine
subspace of Rd. Our prototypical example of a cone is the wedge generated by a ‖·‖-ball for
some norm ‖·‖. Specifically, if x ∈ Rd and ‖x‖ > r > 0, then the pointed scale-invariant set
generated by the closed ball x+ rB‖·‖ is a nondegenerate extra-small convex closed cone at
0. We expand on this construction in the next section.
Remark 3.4. The primary reason for allowing nonconvex cones is that we want the flexibil-
ity to consider some family of extra-large cones interpolating between the upper half-space
Hd and the “improper cone” Rd \ { ~ek}, as these are the two configurations considered by
Deijfen and Ha¨ggstro¨m [DH07]. In the present work the only interesting result we are able
to prove about such cones is the large-deviations estimate in Theorem 5.13, but the general
framework we develop should be useful for future projects. One such project would be to
study competition in critical cones (defined in Section 3.6), including extra-large ones. At
present we are unable to prove any results regarding critical cones in the random process,
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but the consideration of critical cones is also one reason for allowing degenerate cones in
our general definition, as we conjecture that species 1 will “typically” conquer a degenerate
subcone of a critical cone in the deterministic process (though we don’t attempt to prove
this statement).
3.1.3 µ-Cones and Other Subsets of Rd Defined by a Norm
µ-Cones and µ-Cone Segments
Let µ be a norm on Rd. We define a µ-cone to be any wedge generated by a µ-ball. A
µ-cone is a cone as defined in Section 3.1.2 as long as the chosen apex is not in the interior of
the ball; otherwise, the µ-“cone” is all of Rd. More generally, we define a µ-cone segment
to be an I-partial wedge generated by a µ-ball for any interval I ⊆ R+, and we call this
partial wedge an initial µ-cone segment if 0 ∈ I.
More explicitly, for any z ∈ Rd, ~υ ∈ dir(Rd), δ ≥ 0, and 0 ≤ h1 ≤ h2 ≤ ∞,4 we define
the µ-cone segment Cz,~υµ,δ [h1, h2] to be the [h1, h2]-partial wedge generated by the µ-ball
Bz+υ̂µµ (δ) at the apex z, i.e.
Cz,~υµ,δ [h1, h2] := [h1, h2]z · B
z+υ̂µ
µ (δ). (3.3)
(Recall that υ̂µ is the µ-unit vector in the direction ~υ.) We call the ray z+ ~υ the axis, the
radius δ the thickness, and the lengths h1 and h2 the initial and final heights of the
cone segment. We also refer to z as the apex even though the cone segment may not be
a full wedge. If h1 = 0, we omit it from the notation, writing Cz,~υµ,δ (h) := Cz,~υµ,δ [0, h] for the
initial µ-cone segment of height h ∈ [0,∞]. Finally, we define the µ-cone with apex z,
axis z+ ~υ, and thickness δ to be
Cz,~υµ,δ := Cz,~υµ,δ (∞) = z+ R+ · B
υ̂µ
µ (δ), (3.4)
which is the wedge at z generated by the µ-ball Bz+υ̂µµ (δ). If δ > 1, this µ-ball contains the
4For A ⊆ Rd we interpret the expression ∞ ·A as a limit, i.e. ∞ ·A := limr→∞ rA, which can be defined
rigorously using various notions of the limit of a sequence of sets. Then, extending the notation for
homotheties, we define for a ∈ Rd a map∞a : 2
R
d
→ 2R
d
by∞a ·A := limr→∞ raA := a+limr→∞ r(A−a).
Using this convention allows us to write various formulas without treating ∞ as a special case.
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point z in its interior, and hence the µ-“cone” Cz,~υµ,δ is the trivial wedge Rd rather than an
actual cone, but we nevertheless use the term µ-cone in this case.
It follows from the definition (3.3) and the convexity of µ-balls that if h2 <∞, then
Cz,~υµ,δ [h1, h2] =
⋃
h∈[h1,h2]
Bz+hυ̂µµ (δh) = z+ conv
(
h1Bυ̂µµ (δ) ∪ h2Bυ̂µµ (δ)
)
. (3.5)
Evidently, δ ≤ δ′ =⇒ Cz,~υµ,δ [h1, h2] ⊆ Cz,~υµ,δ′ [h1, h2], so it makes sense to define
Cz,~υ
µ,δ−
[h1, h2] :=
⋃
δ′<δ
Cz,~υµ,δ [h1, h2] and Cz,~υµ,δ+ [h1, h2] :=
⋂
δ′>δ
Cz,~υµ,δ [h1, h2].
We will be primarily interested in full µ-cones Cz,~υµ,δ and initial µ-cone segments Cz,~υµ,δ (h). The
following lemma describes these sets in more detail for different values of δ and h. The proof
consists of checking definitions and is left to the reader.
Lemma 3.5 (Description of initial µ-cone segments). Let µ be a norm, let z ∈ Rd, υ ∈
Rd \ {0}, δ ≥ 0, and h ∈ [0,∞].
1. If δ = 0, then Cz,~υµ,0 (h) = z+ [0, h] · υ̂µ is a line segment if h <∞ and a ray if h =∞.
If h = 0, then Cz,~υµ,δ (0) = {z} for any δ ≥ 0.
2. If 0 < δ < 1, then Cz,~υµ,δ (h) is a compact convex body if 0 < h <∞, and if h =∞, then
Cz,~υµ,δ is an extra-small, nondegenerate, convex closed cone with unique apex z.
3. If δ ≥ 1 and h <∞, then Cz,~υµ,δ (h) = Bz+hυ̂µµ (δh). If δ > 1 and h =∞, then Cz,~υµ,δ = Rd.
4. If δ = 1, then Cz,~υµ,1 is a small, pointed, nondegenerate convex cone with apex z. If there
is a unique support hyperplane H at z, then Cz,~υµ,1 is a closed half-space with boundary
H.
5. For any δ > 0, Cz,~υµ,δ−(h) = {z} ∪
(
Cz,~υµ,δ (h)
)◦
.
6. If δ 6= 1, then Cz,~υ
µ,δ+
(h) = Cz,~υµ,δ (h). If δ = 1, then Cz,~υµ,1+(h) = B
z+hυ̂µ
µ (h) if h <∞, and
Cz,~υ
µ,1+
= Rd.
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For any z ∈ Rd and δ ≥ 0, we will use the notation Conesµ(z, δ) for the set of all initial
µ-cone segments of thickness δ with apex z, i.e.
Conesµ(z, δ) :=
{
Cz,~υµ,δ (h)
∣∣∣ ~υ ∈ dir(Rd), h ∈ [0,∞]} . (3.6)
We call any member of Conesµ(z, δ) a δ-thick µ-cone segment at z or simply a (µ, δ)-cone
segment. We make the following observations about the collection Conesµ(z, δ).
Lemma 3.6 (Decomposing µ-balls and µ-cone segments). Let z ∈ Rd and let δ ≥ 0.
1. For any r ≥ 0, the µ-ball Bzµ(r) is a union of members of Conesµ(z, δ).
2. If δ′ ≥ δ, then every member of Conesµ(z, δ′) is a union of members of Conesµ(z, δ).
Proof. Both parts follow from the triangle inequality for µ.
Here are some further results regarding µ-cones that will be needed in Section 3.6 and in
later chapters. The proof of Lemma 3.7 is an elementary exercise, and Lemma 3.8 follows
from the convexity of µ-balls and µ-cones.
Lemma 3.7 (Boundaries of µ-cones). Let a ∈ Rd, ~υ ∈ dir(Rd), and δ ∈ [0, 1], and let
C = Ca,~υµ,δ .
1. a+ •~υ =
{
x ∈ C : distµ(∂C,x) = δ distµ(a,x)
}
.
2. ∂C = {y ∈ Rd : ∃x ∈ a+ •~υ with distµ(y,x) = δ distµ(a,x)}.
Lemma 3.8 (Special geometry of µ-balls and µ-cones). Let µ be a norm on Rd. Then for
any α ≥ 0, r ≥ 0, and δ > 0,
1.
{
x ∈ Bzµ(r) : distµ
(
∂Bzµ(r), x
) ≥ α} = Bzµ(r − α)
2.
{
x ∈ Cz,~υµ,δ : distµ
(
∂Cz,~υµ,δ , x
) ≥ α} = α
δ
· υ̂µ + Cz,~υµ,δ .
3.
⋂
a∈Bzµ(α)
Ca,~υµ,δ =
α
δ
· υ̂µ + Cz,~υµ,δ .
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µ-Bowling Pins and µ-Tubes
An important construct in our analysis of the competition process will be to take the union
of an initial µ-cone segment with a µ-ball centered at its tip (i.e. apex). Due to its shape,
we call such a subset of Rd a µ-bowling pin.
More explicitly, for z ∈ Rd, ~υ ∈ dir(Rd), r ≥ 0, δ ≥ 0, and h ∈ [0,∞], we define the
µ-bowling pin
Pz,~υµ,r,δ(h) := Bzµ(r) ∪ Cz,~υµ,δ (h). (3.7)
Thus, Pz,~υµ,r,δ(h) is a “bowling pin”-shaped region of height h along the axis z + ~υ, with
thickness δ and a “head” of radius r centered at z. We call the point z the origin of the
bowling pin; note that any bowling pin is star-shaped at its origin since the sets Bzµ(r) and
Cz,~υµ,δ (h) are convex and contain z. We call Pz,~υµ,r,δ(h) nondegenerate if r, δ, and h are all
strictly positive; note that a nondegenerate bowling pin is a body in Rd which is compact if
h <∞. More generally, we may call any body in Rd a µ-bowling pin if its interior is equal
to the interior of some Pz,~υµ,r,δ(h) as defined above.
All the “µ-objects” defined so far, i.e. µ-balls, µ-cones, µ-cone segments, and µ-bowling
pins, are special cases of the following more general construction of “µ-tubes.” For any
z ∈ Rd, ~υ ∈ dir(Rd), h ∈ [0,∞), and nonnegative function ρ : R+ → R+, define the initial
µ-tube segment of height h with radius function ρ, origin z, and axis z+ ~υ, by
T z,~υµ,ρ (h) :=
⋃
s∈[0,h]
Bz+sυ̂µµ
(
ρ(s)
)
. (3.8)
Then define the infinite µ-tube by
T z,~υµ,ρ := T z,~υµ,ρ (∞) :=
⋃
h≥0
T z,~υµ,ρ (h). (3.9)
For example, Cz,~υµ,δ (h) = T z,~υµ,ρ (h) with ρ(s) = δs, and Pz,~υµ,r,δ(h) = T z,~υµ,ρ (h) with ρ(0) = r and
ρ(s) = δs for s > 0. In Section 4.6 we will consider µ-tubes with a radius function ρ that
grows faster than logarithmic but slower than linear.
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µ-Stars
Motivated by Lemma 3.6 above, we make the following definitions. For z ∈ Rd and δ ≥ 0,
we define the set of (µ, δ)-stars at z to be
〈
⋆zµ,δ
〉
:=
{
Unions of elements in Conesµ(z, δ)
}
=
{⋃J ∣∣ J ⊆ Conesµ(z, δ)}. (3.10)
That is,
〈
⋆zµ,δ
〉
is the collection of star sets at z that are “(µ, δ)-thick” in the sense that
every point is contained not just in an infinitely thin line segment originating at z, but in a
δ-thick µ-cone segment at z. Using the triangle inequality, one can verify that the definition
(3.10) coincides with the definition of (µ, δ)-stars at z given in Section 1.3.3. We call a
subset of Rd simply a µ-star if it is a (µ, δ)-star at z for some δ > 0 and z ∈ Rd, and we
denote the set of all µ-stars at z and the set of all µ-stars, respectively, by
〈
⋆zµ
〉
:=
⋃
δ>0
〈
⋆zµ,δ
〉
, and
〈
⋆µ
〉
:=
⋃
z∈Rd
〈
⋆zµ
〉
. (3.11)
Part 1 of Lemma 3.6 shows that any µ-ball with center z is a (µ, δ)-star at z for every δ ≥ 0.
Moreover, Part 2 of Lemma 3.6 shows that if δ′ ≥ δ, then every element of Conesµ(z, δ′) is
a (µ, δ)-star at z. It then follows from the definition (3.10) that
δ′ ≥ δ =⇒ 〈⋆zµ,δ′〉 ⊆ 〈⋆zµ,δ〉, (3.12)
so the collections
〈
⋆zµ,δ
〉
form an increasing family as δ ց 0, and it is easily seen that this
family is strictly increasing. Moreover, Lemma 3.6 implies that µ-bowling pins are µ-stars,
namely
Pz,~υµ,r,δ(h) ∈
〈
⋆zµ,δ
〉
. (3.13)
This fact will be important in Chapter 5. Finally, note that for any δ > 0,
〈
⋆zµ,δ
〉
(
〈
⋆zµ
〉
(
〈
⋆zµ,0
〉
=
〈
⋆z
〉
.
Star sets will play an important role in our study of the deterministic process, as we will
see later in Chapter 3. In Chapters 4 and 5, we will see that µ-stars play an analogous role
for the random process.
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3.2 Induced Intrinsic Metrics and the One-Type Deterministic Process
3.2.1 Induced Intrinsic Metrics in Subsets of Rd
A path in Rd is any continuous function γ : I → Rd, where I ⊆ R is an interval. A path
is called simple if it is injective. We will sometime abuse terminology and identify a path
with its image in Rd. If A,B ⊆ Rd, we say that a path γ : [a, b] → Rd is a path from A
to B if γ(a) ∈ A and γ(b) ∈ B. If S is any subset of Rd and I is an interval, we say that
a path γ : I → Rd is an S-path if either γ is constant or γ(I) ⊆ S. Given a norm µ on Rd,
let Lenµ denote the length operator on paths in R
d induced by the norm metric distµ, as
defined in (B.2) in Section B.4. Then for A,B, S ⊆ Rd (typically with A,B ⊆ S) we define
the S-restricted µ-distance from A to B as
distSµ(A,B) := inf
{
Lenµ(γ) : γ is an S-path from A to B
}
. (3.14)
If we take A and B to be singletons, then distSµ defines a metric on R
d, which is (by
definition) finite on each “accessibility component” of S, and is called the intrinsic metric
on S induced by distµ (cf. [BBI01, pp. 28–29]). We further define, for S ⊆ Rd, an S∗-path to
be a path which is contained in S except perhaps for its endpoints, i.e. any path γ : I → Rd
such that γ(I◦) ⊆ S. We then define the S∗-restricted µ-distance from A to B as
distS
∗
µ (A,B) := inf
{
Lenµ(γ) : γ is an S
∗-path from A to B
}
. (3.15)
The S∗-restricted distance will be used to define the two-type deterministic process on
Rd in the same way we used S∗-restricted passage times to define the random two-type
competition process on the lattice. A basic property of the intrinsic distance defined in
(3.14) is the following.
Lemma 3.9 (Intrinsic distance along a line segment). If x,y ∈ Rd and [x,y] ⊆ S, then
distSµ(x,y) = distµ(x,y).
Proof. The generalized triangle inequality for metric-induced length structures ((B.3) in
Section B.4) implies that distSµ(x,y) ≥ distµ(x,y) for any x,y ∈ S. On the other hand, the
simple path γ defined on [0, 1] by γ(t) = (1− t)x+ ty has image [x,y] ⊆ S, so
distSµ(x,y) ≤ Lenµ(γ) = distµ(x,y),
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where the final equality follows from the fact that straight lines are distance minimizing
paths with respect to any norm metric on Rd (Lemma B.14).
Note that Lemma 3.9 implies that distR
d
µ (A,B) = distµ(A,B) for any A,B ⊆ Rd. More
generally, if S ⊆ Rd is convex, then distSµ = distµ|S×S .
3.2.2 The Restricted and Unrestricted One-Type Deterministic Processes
Fix a norm µ on Rd. For A,S ⊆ Rd (typically with A ⊆ S), we define the S-restricted
(deterministic) µ-first-passage percolation process started from A by
BA;Sµ (t) :=
{
x ∈ S : distSµ(A,x) ≤ t
}
for t ≥ 0, (3.16)
and we set BA;Sµ (∞) :=
⋃
t≥0 BA;Sµ (t). If S = Rd, we drop the superscript S from the
notation, and we call BAµ (t) := BA;R
d
µ (t), t ∈ [0,∞], the unrestricted µ-first-passage
percolation process. Note that it follows from the definition that for any A,B, S ⊆ Rd,
distSµ(A,B) = inf
{
t ≥ 0 : BA;Sµ (t) ∩B 6= ∅
}
,
so distSµ(A,B) is the hitting time of the set B for the restricted growth process BA;Sµ (t).
With this interpretation of distSµ as a hitting time, note that we can think of µ(x) =
distµ(0,x) as the time it takes an unrestricted process started from 0 to reach the point
x ∈ Rd. For this reason, and in order to draw an analogy with the traversal measure τ from
the random process, we will refer to the norm µ as the traversal norm for the collection of
deterministic processes
{BA;Sµ : A,S ⊆ Rd}, since µ measures the time it takes the process
to traverse any fixed distance in a given direction. Since µ is interpreted as measuring time,
we can fix any reference norm ‖·‖ on Rd to measure distances, and then the speed of the
process in the direction ~υ is given by ‖υ‖/µ(υ).
3.2.3 Unrestricted Growth and Scale-Invariant Starting Sets
The unrestricted deterministic growth process BAµ (t) is rather simple. Since distR
d
µ = distµ,
it follows from the definitions that for any A ⊆ Rd and t ≥ 0,
BAµ (t) = A+ tBµ, (3.17)
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where Bµ is the closed unit ball for the norm µ. That is, at time t, the set of conquered
sites consists of the union of all µ-balls of radius t centered at some point in A. Note that
(3.17) is consistent with our definition in Chapter 1 of Bxµ(r) as a µ-ball of radius r ≥ 0
centered at x ∈ Rd.
It follows from (3.17) that if we take A to be a scale-invariant subset of Rd, then
BAµ (t)/t = A + Bµ for all t > 0. Thus, for scale-invariant starting sets, as soon as some
nonzero amount of time has elapsed, the shape of the conquered region remains the same
after rescaling by t. This invariance property is one reason why scale-invariant starting sets
will play a central role in our analysis of both the deterministic and random first-passage
processes.
3.2.4 Restricted Growth in Star-Shaped Regions
The evolution of the restricted deterministic process depends heavily on the choice of the
restricting set S, and in general there is no simple formula such as (3.17) describing the
conquered region BA;Sµ (t) at time t. As an extreme example of how the process depends on
S, take S to be a totally disconnected set, e.g. S = Qd. Then there are no nonconstant
paths in S, and it follows that for any A ⊆ Rd, we have BA;Sµ (t) = A ∩ S for all t. On
the other hand, even if we choose a “nice” restricting set S, e.g. an open subset of Rd with
smooth boundary, then unless S is convex, it can be difficult to describe the evolution of
the process explicitly because shortest paths in S may deviate from straight lines. However,
for star-shaped regions as defined in (3.1), we have the following result, which generalizes
(3.17):
Proposition 3.10 (Deterministic growth in star-shaped sets). Let A ⊆ S ⊆ Rd, and
suppose that S ∈ 〈⋆∀•∈A〉, i.e. S is star-shaped at each point of A. Then BA;Sµ (t) =
(A+ tBµ) ∩ S for all t ≥ 0.
Proof. First note that the inclusion ⊆ is trivial since by definition the process is monotone
with respect to the restricting set. That is, for any t ≥ 0,
BA;Sµ (t) ⊆ BA;R
d
µ (t) ∩ S = (A+ tBµ) ∩ S,
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where the inclusion follows from definitions (3.14) and (3.16), and the final equality is from
(3.17). To get the reverse inclusion, suppose x ∈ (A+ tBµ) ∩ S. Then there is some z ∈ A
with distµ(z,x) ≤ t. Let {zn}n∈N be a sequence of points in A with zn → z. Since S is
star-shaped at each point of A, we have [zn,x] ⊆ S for all n ∈ N. Then definition (3.14),
Lemma 3.9, and the triangle inequality for distµ imply that
distSµ(A,x) ≤ inf
n∈N
distSµ(zn,x) = inf
n∈N
distµ(zn,x) ≤ distµ(z,x) ≤ t,
so we have x ∈ BA;Sµ (t) by definition (3.16).
One of the main results of Chapter 4, Theorem 4.20, is an analogue of Proposition 3.10
for the random one-type process.
3.3 Definition and Basic Properties of the Two-Type Deterministic Process
3.3.1 Construction of the Process and Monotonicity
We now define the deterministic two-type competition process in a way that parallels the
definition of the random two-type process in Section 2.4.
Definition 3.11 (Deterministic two-type first-passage competition). Let A1 and A2 be
disjoint subsets of Rd, let µ¯ = (µ1, µ2) be a pair of norms on R
d, called the traversal norm
pair for the two-type process, and set
D1 :=
⋃{
S ⊆ Rd \ A2 : ∀x ∈ ∂S, ∞ 6= distSµ1(A1,x) ≤ dist(R
d\S)∗
µ2 (A2,x)
}
,
D2 :=
⋃{
S ⊆ Rd \ A1 : ∀x ∈ ∂S, ∞ 6= distSµ2(A2,x) ≤ dist(R
d\S)∗
µ1 (A1,x)
}
,
if at least one of A1, A2 is nonempty, and D1 = D2 := ∅ otherwise. We define the
two-type deterministic µ¯-first-passage competition process with starting config-
uration (A1, A2) to be the pair of 2
Rd-valued functions
B(A1,A2)µ¯ (t) =
(
B(A1,A2)1 (t),B(A1,A2)2 (t)
)
µ¯
,
defined for t ∈ [0,∞] by
B(A1,A2)1 (t) := BA1;D1µ1 (t) and B
(A1,A2)
2 (t) := BA2;D2µ2 (t) for t ≥ 0,
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and
B(A1,A2)i (∞) :=
⋃
t≥0
B(A1,A2)i (t) for i ∈ {1, 2}.
We call the sets D1 and D2 the finally conquered sets for species 1 and species 2,
respectively, and we call the process full if D1 ∪D2 = Rd.
Remark 3.11.1. In contrast to Definition 2.10 of the random process, the finally conquered
sets D1 and D2 in Definition 3.11 will typically have nonempty intersection because there
will usually be some set of tie points that both species reach at the same time, defined by
{tie points} := {x ∈ D1 ∪D2 : distD1µ1 (A1,x) = distD2µ2 (A2,x)} .
Rather than mimicking our definition for Zd-process and calling the Rd-process “well-
defined” when D1 ∩ D2 = ∅, we propose defining the Rd-process to be well-defined if
D1 ∩D2 = {tie points}, though we will not use this definition anywhere. We do note how-
ever, that at least for some choices of the norms µ1, µ2, it is possible to construct examples
where the process is not well-defined in this sense. It is also possible to construct determin-
istic processes that are not full, i.e. D1 ∪D2 6= Rd. This is accomplished by interlacing the
initial sets A1 and A2 in such a way that prevents either species from ever reaching certain
regions in Rd \ (A1 ∪ A2); two such examples in R2 are an “infinite yin-yang” spiral, in
which neither species can escape a disc, or an infinitely stretched “topologist’s sine curve”
y =
(
1
x
)
sin
(
1
x
)
(x > 0) interlaced with a “topological comb” with increasingly long teeth
suspended from the graph of y = 1 + 1x (x > 0), in which neither species can escape the
right half-plane.
Remark 3.11.2. The finally conquered sets D1 and D2 in Definition 3.11 are precisely
the crystal-growth Voronoi cells for crystals growing deterministically according to the
norms µ1, µ2 from the “seed sets” A1 and A2. This generalizes the definition of “multi-
plicatively weighted crystal-growth Voronoi diagrams” introduced by Schaudt and Drysdale
[SD91] to the case where the crystals’ norms are not necessarily multiples of each other. The
finally conquered sets for first-passage competition between more than two species would
coincide with the crystal-growth Voronoi diagram for a larger number of crystals.
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The following three lemmas are the Rd-process analogues of Lemmas 2.11, 2.12, and
2.13 for the Zd-process; the proofs are left to the reader as they are very similar to the
corresponding proofs in Chapter 2. Note, however, that Part 3 of Lemma 3.12 demonstrates
the presence of topological nuances that arise in the Rd-process but were irrelevant for the
Zd-process.
Lemma 3.12 (Properties of the finally conquered sets in the deterministic process). For
any traversal norm pair µ¯ and initial configuration (A1, A2), the finally conquered sets D1
and D2 in Definition 3.11 satisfy the following for i ∈ {1, 2}.
1. Di ⊇ Ai and Di ∩A3−i = ∅. Moreover, Di is empty if and only if Ai is empty.
2. The following are equivalent.
(a) x ∈ Di
(b) dist
Rd\A3−i
µi (Ai,x) <∞ and distDiµi (Ai,x) ≤ dist
(Rd\Di)∗
µ3−i (A3−i,x).
(c) ∞ 6= distDiµi (Ai,x) ≤ dist
(Rd\Di)∗
µ3−i (A3−i,x).
3. Every path component of Di in the intrinsic metric topology induced by dist
Di
µ contains
a path component of Ai in the subspace topology inherited from R
d.
4. Di = B(A1,A2)i (∞)µ¯.
Lemma 3.13 (Comparison of entangled and disentangled deterministic processes). Let
µ¯ = (µ1, µ2) be a pair of norms on R
d, let (A1, A2) be an initial configuration in R
d, and
let i ∈ {1, 2}.
1. In the two-type process B(A1,A2)µ¯ , each species is dominated by its unrestricted disen-
tangled version. That is, B(A1,A2)i (t) ⊆ BAiµi (t) for all t ∈ [0,∞].
2. If species i conquers some set S ⊆ Rd in the two-type process B(A1,A2)µ¯ , then the
entangled growth of species i dominates the growth of its disentangled version restricted
to S. That is, B(A1,A2)i (t) ⊇ BAi;Sµi (t) for all t ∈ [0,∞].
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Lemma 3.14 (Trivial starting configurations in the deterministic process). Let µ¯ = (µ1, µ2)
be a pair of norms on Rd, and let (A1, A2) be an initial configuration in R
d.
1. If Ai = ∅ for some i ∈ {1, 2} and j = 3− i, then
B(A1,A2)i (t) = ∅ and B(A1,A2)j (t) = B
Aj
µj (t) for all t ≥ 0.
2. If A1 ∪A2 = Rd, then B(A1,A2)µ¯ (t) = (A1, A2) for all t ≥ 0.
Therefore, if at least one of the sets A1, A2, or R
d \ (A1 ∪ A2) is empty, then the two-
type deterministic process with initial configuration (A1, A2) is well-defined and full for all
traversal norm pairs µ¯.
The following proposition is the deterministic analogue of Proposition 2.9.
Proposition 3.15 (Conquering property for the two-type deterministic process). Consider
a deterministic two-type competition process B(A1,A2)µ¯ , with nonempty starting configuration
(A1, A2) and traversal norm pair µ¯ = (µ1, µ2). If S is a subset of R
d such that
S ∩A2 = ∅ and ∞ 6= distSµ1(A1,x) ≤ dist(R
d\S)∗
µ2 (A2,x) for all x ∈ ∂S, (3.18)
then species 1 conquers S in the µ¯-process, i.e. B(A1,A2)1 (∞)µ¯ ⊇ S. A symmetric statement
holds with the roles of species 1 and 2 interchanged.
Proof. If S ⊆ Rd satisfies the stated hypotheses, then it follows directly from Definition 3.11
that S ⊆ D1, and by Lemma 3.12 we have D1 = B(A1,A2)1 (∞)µ¯.
Analogously to the lattice process, we call a set S that satisfies (3.18) a conquering
set for species 1, or a D1-set for the µ¯-process, and similarly for species 2. The following
lemma about conquering sets is another example of the topological differences between the
competition process in Rd versus Zd.
Lemma 3.16 (Without loss of generality, conquering sets are closed). If S ⊆ Rd is a
conquering set for species i in the µ¯-process, then ∂S ⊆ Ai ∪ S, and S is also a conquering
set for species i.
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Proof. Suppose S is a conquering set for species i. Then by definition, for all x ∈ ∂S we
have distSµi(Ai,x) < ∞. By the definition of the intrinsic metric distSµi , this means that
there is an S-path γ from Ai to x, and the definition of an S-path then implies that either
x ∈ Ai or x ∈ S. Thus, ∂S ⊆ Ai ∪ S and hence S ⊆ Ai ∪ S. Since A1 ∩ A2 = ∅ and
S∩A3−i = ∅ by assumption, we thus have S∩A3−i = ∅, and since ∂S ⊆ ∂S for any S ⊆ Rd,
we have
∀x ∈ ∂S, ∞ 6= distSµi(A1,x) ≤ distSµi(A1,x) ≤ dist(R
d\S)∗
µ3−i (A2,x) ≤ dist(R
d\S)∗
µ3−i (A2,x)
because S is a conquering set, so S is also a conquering set.
Note that although Lemma 3.16 shows that conquering sets must be closed, the finally
conquered sets D1 and D2 need not be (for example if Ai ∩A3−i 6= ∅).
The following monotonicity property is a deterministic analogue of Lemma 2.22.
Lemma 3.17 (Monotonicity of infection for the deterministic process). Let µ¯ = (µ1, µ2)
and µ¯′ = (µ′1, µ
′
2) be traversal norm pairs, and let (A1, A2) and (A
′
1, A
′
2) be starting config-
urations. Suppose that µ1 ≤ µ′1 and µ2 ≥ µ′2, and that A1 ⊇ A′1 and A2 ⊆ A′2. Then
B(A1,A2)1 (t) ⊇ B(A
′
1,A
′
2)
1 (t) and B(A1,A2)2 (t) ⊆ B(A
′
1,A
′
2)
2 (t) for all t ≥ 0.
More succinctly, this says that the deterministic process is monotone: If µ¯ ≥ µ¯′ and
(A1, A2) ≥ (A′1, A′2), then B(A1,A2)µ¯ ≥ B(A
′
1,A
′
2)
µ¯′ , where the orderings are chosen to favor
species 1.
3.3.2 Weighted Voronoi Cells and Star-Cells
The finally conquered sets (a.k.a. crystal-growth Voronoi cells) D1 and D2 from Defini-
tion 3.11 are in general not easy to describe explicitly, due to the “wrap-around” effect
exhibited by the growth of the two species (or crystals) in the competition process. As a
simpler, first approximation to the crystal-growth Voronoi cells, we can start with the ordi-
nary Voronoi cells, which consist of the points in Rd that are closer to one species’ starting
set than the other. Here the word “closer” means that we are comparing the (unrestricted)
traversal times of the two species to a given point, i.e. we measure distances from A1 using
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distµ1 and distances from A2 using distµ2 . This interpretation is more general than the
usual definition of Voronoi cells using a single distance function. In fact, we will consider
the even more general multiplicatively weighted Voronoi cells, in which one species’ distance
function is adjusted by a multiplicative constant. This flexibility in perturbing distances by
a multiplicative factor will be only marginally important in our analysis of the deterministic
process, but will be essential for adapting the proofs in the present chapter to the random
process in Chapter 5. We now proceed with the relevant definitions.
Let µ¯ = (µ1, µ2) be a pair of norms on R
d, and let A1 and A2 be disjoint subsets of R
d.
For β ≥ 0 and i ∈ {1, 2}, we define the β-weighted Voronoi cell (or simply β-Voronoi
cell) for species i in the µ¯-process with starting configuration (A1, A2) to be
Vor
(i)
µ¯,β(A1, A2) :=
{
x ∈ Rd \ A3−i : β distµi(Ai,x) ≤ distµ3−i(A3−i,x)
}
. (3.19)
For example, species 1’s β-Voronoi cell is the set of x ∈ Rd \ A2 which are closer to A1
than to A2 by a factor of at least β, meaning that either the initial distance from species 1
to x is 0 or else the ratio
distµ2 (A2,x)
distµ1 (A1,x)
is at least β. When we study the random process in
Chapter 5, we will typically want β > 1 so that the points in species i’s β-Voronoi cell are
strictly closer to species i by some fixed ratio, giving us some wiggle room to account for
random fluctuations. By contrast, if β < 1, then some points in species i’s β-Voronoi cell
may be farther from Ai than from A3−i, but only by a factor of at most β−1.
The case β = 1 in (3.19) corresponds to the ordinary unweighted Voronoi cells induced
by the pair of distance functions distµ1 and distµ2 for the seed sets A1 and A2. When
µ1 = µ2, the 1-Voronoi cells coincide precisely with the crystal-growth Voronoi cells D1 and
D2 from Definition 3.11. On the other hand, for a general pair of norms µ¯, even norms
that are multiples of one another, Vor
(i)
µ¯,1(A1, A2) neither contains nor is contained in the
finally conquered set Di, because definition (3.19) does not take into account the effect of
the two species blocking each other’s paths. However, as long as the species are able to
travel in straight lines without interference, this blocking effect does not come into play.
For example, if we know that every point in a line segment originating from some point
z ∈ A1 is closer to the point z than it is to any point in A2, then it is intuitively clear that
this line segment will be conquered by species 1. We formalize this idea in the following
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definition of “Voronoi star-cells,” which provide a second-step approximation of the sets D1
and D2. Namely, we will show in Proposition 3.18 below that species 1’s 1-Voronoi star-cell
is contained in the set D1, and for any β > 1, species 2’s β-Voronoi star-cell is contained in
the complement of D1.
With µ¯ and (A1, A2) as above, we define the β-weighted Voronoi star-cells (or β-
Voronoi star-cells) for the µ¯-competition process started from (A1, A2) to be
⋆Vor
(1)
µ¯,β(A1, A2) :=
{
x ∈ Rd : ∃z ∈ A1 such that [z,x] ⊆ Vor(1)µ¯,β(z, A2)
}
,
⋆Vor
(2)
µ¯,β(A1, A2) :=
{
x ∈ Rd : ∃z ∈ A2 such that [z,x] ⊆ Vor(2)µ¯,β(A1, z)
}
.
(3.20)
More explicitly,
⋆Vor
(i)
µ¯,β(A1, A2) =

{
x ∈ Rd
∣∣∣ ∃z ∈ Ai such that [z,x] ∩A3−i = ∅} if β = 0,{
x ∈ Rd
∣∣∣∣ ∃z ∈ Ai such that ∀y ∈ [z,x],β distµi(z,y) ≤ distµ3−i(A3−i,y)
}
if β > 0.
It is clear from definition (3.20) and the monotonicity of Voronoi cells with respect to their
seed sets that
⋆Vor
(i)
µ¯,β(A1, A2) ⊆ Vor(i)µ¯,β(A1, A2) for i ∈ {1, 2}.
The name “star cell” refers to the fact that ⋆Vor
(i)
µ¯,β(A1, A2) is a union of star-shaped sets
centered in Ai. That is,
⋆Vor
(i)
µ¯,β(A1, A2) ∈
〈
⋆∃•∈Ai
〉
, where
〈
⋆∃•∈Ai
〉
is the collection
of “generalized star sets at Ai” defined in (3.2). Note, however, that
⋆Vor
(i)
µ¯,β(A1, A2) is
not necessarily star-shaped unless Ai consists of a single point. Our main interest in the
Voronoi star-cells is the above-mentioned intuition that the set ⋆Vor
(i)
µ¯,1(A1, A2) should get
conquered by species i in the µ¯-process started from (A1, A2). We will prove this property
in Proposition 3.18 below. First we make one more observation.
Note that the β-Voronoi cells and star-cells are decreasing in β, so we can define the
right-hand and left-hand limits of the cells as β′ ց β or β′ ր β, by taking a union or
intersection respectively. With these definitions, one can check that for all β ≥ 0,
Vor
(i)
µ¯,β+
(A1, A2) =
{
x ∈ Rd \ A3−i
∣∣∣ x ∈ Ai or β distµi(Ai,x) < distµ3−i(A3−i,x)} ,
⋆Vor
(i)
µ¯,β+
(A1, A2) =
{
x ∈ Rd
∣∣∣∣ x ∈ Ai or ∃z ∈ Ai such that ∀y ∈ [z,x],β distµi(z,y) < distµ3−i(A3−i,y)
}
, (3.21)
125
and Vor
(i)
µ¯,β−
(A1, A2) = Vor
(i)
µ¯,β(A1, A2) for all β > 0. The corresponding description of
⋆Vor
(i)
µ¯,β−
(A1, A2) is more complicated and is therefore omitted.
Proposition 3.18 (Conquering a union of star-shaped sets in the deterministic process).
In the deterministic µ¯-competition process started from (A1, A2), species i conquers every
point in ⋆Vor
(i)
µ¯,1(A1, A2) and no point in
⋆Vor
(3−i)
µ¯,1+
(A1, A2).
Proof. Take i = 1 for concreteness. For the first statement, let x ∈ ⋆Vor(1)µ¯,1(A1, A2). Then
there is some z ∈ A1 such that x ∈ ⋆Vor(1)µ¯,1(z, A2) and hence [z,x] ⊆ Vor(1)µ¯,1(z, A2), by
definition (3.20). We will show that the set S = [z,x] satisfies the hypotheses of Proposi-
tion 3.15 and hence species 1 conquers S.
Let y ∈ ∂S = S. Then since [z,y] ⊆ S, Lemma 3.9 implies that
distSµ1(A1,y) ≤ distSµ1(z,y) = distµ1(z,y). (3.22)
In particular, (3.22) implies that distSµ1(A1,y) < ∞. Also, since S ⊆ Vor
(1)
µ¯,1(z, A2), we
have S ∩ A2 = ∅ by the definition (3.19). Finally, (3.22) and (3.19), together with the
monotonicity of the star intrinsic metric with respect to the restricting set, imply that
distSµ1(A1,y) ≤ distµ1(z,y) ≤ distµ2(A2,y) ≤ dist(R
d\S)∗
µ2 (A2,y).
Therefore, the set S satisfies the three hypotheses in Proposition 3.15, so species 1 conquers
the segment S = [z,x]. Since x was arbitrary, species 1 conquers all of ⋆Vor
(1)
µ¯,1(A1, A2).
For the second statement, let x ∈ ⋆Vor(2)
µ¯,1+
(A1, A2). Then by (3.21) there is some z ∈ A2
such that
distµ2(z,y) < distµ1(A1,y) for all y ∈ [z,x]. (3.23)
For a contradiction, suppose x ∈ B(A1,A2)1 (∞) = D1. Then by Lemma 3.16, x is contained
in some closed conquering set Sx for species 1. Let y0 be a µ2-closest point in [z,x] ∩ Sx
to z. Then by Lemma B.1, we have y0 ∈ ∂Sx and [z,y0) ∩ Sx = ∅. Thus, [z,y0] is a(
Rd \ Sx
)∗
-path from A2 to y0, so (using Lemma 3.9)
dist(R
d\Sx)∗
µ2 (A2,y0) ≤ dist[z,y0]µ2 (z,y0) = distµ2(z,y0). (3.24)
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Now, since Sx is a D1-set and y0 ∈ ∂Sx, we have
∞ 6= distSxµ1 (A1,y0) ≤ dist(R
d\Sx)∗
µ2 (A2,y0). (3.25)
Combining (3.24), (3.25), and the fact that the intrinsic metric in Sx is at least as large as
the unrestricted norm metric, we have
distµ1(A1,y0) ≤ distSxµ1 (A1,y0) ≤ distµ2(z,y0).
But since y0 ∈ [z,x], this inequality contradicts (3.23). Thus we conclude that x /∈
B(A1,A2)1 (∞), so species 1 conquers no point in ⋆Vor(2)µ¯,1+(A1, A2).
Proposition 3.18 will be our primary tool for describing the finally conquered setsD1 and
D2 when we study competition in cones in Section 3.6. One of our main goals in Chapter 5
will be to prove an analogue of Proposition 3.18 for the random two-type process. The main
general result of this sort is Theorem 5.7 (and Corollary 5.8), which corresponds to the case
A1 = {z} and will be our primary tool for analyzing random first-passage competition in
cones in Section 5.4. Corollary 5.9 of Theorem 5.7 is a general analogue of Proposition 3.18
in the case where A1 is bounded. Note that the converse of Proposition 3.18 is false in
general, i.e. species i may conquer points outside of ⋆Vor
(i)
µ¯,1(A1, A2) by following a curved
path instead of a straight line, or by blocking the other species’ shortest path to these points.
The following lemma allows us to convert between statements about the β-Voronoi cells
or star-cells for different β’s, by scaling one or both of the traversal norms by an appropriate
factor.
Lemma 3.19 (Transformation of the β-Voronoi cells under speed scaling). Let µ1 and µ2 be
two norms on Rd, and consider the traversal norm pairs µ¯ = (µ1, µ2) and µ¯
′ = (α1µ1, α2µ2),
where α1, α2 > 0. Then for any starting configuration (A1, A2), i ∈ {1, 2}, and β, β′ > 0,
the following are equivalent.
1.
α1
α2
=
β
β′
.
2. Vor
(i)
µ¯,β(A1, A2) = Vor
(i)
µ¯′,β′(A1, A2).
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3. ⋆Vor
(i)
µ¯,β(A1, A2) =
⋆Vor
(i)
µ¯′,β′(A1, A2).
Proof. Since the distance functions for the respective norms get scaled by α1 and α2, it
is evident from the definitions (3.19) and (3.20) that the β-Voronoi cells and β-Voronoi
star-cells get scaled accordingly.
Lemma 3.19 implies that the β-Voronoi (star-)cells can be interpreted as the 1-Voronoi
(star-)cells in a process in which one species’ speed has been scaled by β, as illustrated by
the following.
Corollary 3.20 (β-Voronoi star-cells and β-adjusted processes). Let µ¯ = (µ1, µ2) be a
traversal norm pair, let (A1, A2) be an initial configuration in R
d, and let β > 0. Then
in either of the “β-adjusted” deterministic processes B(A1,A2)(βµ1,µ2)(t) or B
(A1,A2)
(µ1,β−1µ2)
(t), species 1
conquers every point in ⋆Vor
(1)
µ¯,β(A1, A2) and no point in
⋆Vor
(2)
µ¯,β+
(A1, A2).
Proof. Combine Proposition 3.18 and Lemma 3.19.
The following lemma gives a rather obvious but useful characterization of the β-Voronoi
cells. We call this the “dual characterization” due to its similarity to Lemma 5.2 in Sec-
tion 5.2; the “duality” refers to a change in perspective from a µ2-process originating in
some arbitrary set A2 to a “dual” µ2-process originating at a single point x.
Lemma 3.21 (Dual characterization of the β-Voronoi cells). Let (A1, A2) be a starting
configuration and µ¯ = (µ1, µ2) a traversal norm pair. Then for any β ≥ 0 and x ∈ Rd,
x ∈ Vor(1)µ¯,β(A1, A2) ⇐⇒ ∃r ≥ β distµ1(A1,x) such that Bxµ2(r−) ∩A2 = ∅,
where Bxµ2(0−) is interpreted as {x}. A symmetric statement holds with species 1 and 2
switched.
Proof. Let x ∈ Rd. First suppose Bxµ2(r−) ∩ A2 = ∅ for some r ≥ β distµ1(A1,x). Then
for every y ∈ A2 we have distµ2(x,y) ≥ r ≥ β distµ1(A1,x), so x ∈ Vor(1)µ¯,β(A1, A2). On
the other hand, suppose Bxµ2(r−) ∩ A2 6= ∅, where r = β distµ1(A1,x). Then there exists
y ∈ A2 such that distµ2(x,y) < r = β distµ1(A1,x). Thus, distµ2(x, A2) < β distµ1(A1,x),
so x 6∈ Vor(1)µ¯,β(A1, A2). (Note: The special cases β = 0 and r = 0 should be handled
separately.)
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Using Lemma 3.21, we can prove the following similar “dual” characterization of the
β-Voronoi star-cells, which shows that the line segment [z,x] is contained in Vor
(1)
µ¯,β(z, A2)
for some β > 0 if and only if A2 does not intersect a particular nondegenerate µ2-cone
segment with apex z and axis [z,x]. To state the result, define
δ~υ2 (β) := β
µ1(υ)
µ2(υ)
and δ~υ1 (β) := β
µ2(υ)
µ1(υ)
for β > 0 and υ ∈ Rd \ {0}. (3.26)
We call the constants δ~υ2 (β) and δ
~υ
1 (β) defined in (3.26) the β-separation thickness for a
µ2-cone or µ1-cone, respectively, in the direction ~υ. These constants will appear in numerous
results about the two-type process throughout the remainder of Chapter 3 and Chapter 5.
Lemma 3.22 (Dual characterization of the β-Voronoi star-cells). For any β > 0, any
x, z ∈ Rd with x 6= z, and any A2 ⊆ Rd \ {z}, we have
x ∈ ⋆Vor(1)µ¯,β(z, A2) ⇐⇒ Cz,~υµ2,δ~υ2 (β)(h)
◦ ∩A2 = ∅, where υ = x− z and h = µ2(υ),
and δ~υ2 (β) is defined by (3.26). A symmetric statement holds with species 1 and 2 switched.
Proof. First note that for any y ∈ (z,x],
β distµ1(z,y) = β distµ2(z,y) ·
distµ1(z,y)
distµ2(z,y)
= β distµ2(z,y) ·
distµ1(z,x)
distµ2(z,x)
= δ~υ2 (β) distµ2(z,y). (3.27)
Now, since z 6∈ A2 we trivially have z ∈ Vor(1)µ¯,β(z, A2), so
x ∈ ⋆Vor(1)µ¯,β(z, A2)⇐⇒ ∀y ∈ (z,x], y ∈ Vor(1)µ¯,β(z, A2) (by definition)
⇐⇒ ∀y ∈ (z,x], Byµ2
(
β distµ1(z,y)−
) ∩A2 = ∅ (by Lemma 3.21)
⇐⇒
⋃
y∈(z,x]
Byµ2
(
δ~υ2 (β) distµ2(z,y)−
) ∩A2 = ∅ (by (3.27))
⇐⇒ Cz,~υ
µ2,δ~υ2 (β)
(h)◦ ∩A2 = ∅. (by definition)
3.3.3 Scale-Invariant Starting Configurations
The following lemma shows that scale-invariance is preserved by the two-type process.
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Lemma 3.23 (Scale-invariant starting configurations). If the initial configuration (A1, A2)
is scale-invariant (i.e. both A1 and A2 are scale-invariant), then the finally conquered regions
are both scale-invariant, and 1tB
(A1,A2)
µ¯ (t) is constant for t > 0.
Proof. This follows from the definition of the finally conquered sets and scale-equivariance
of the norm metrics.
For a scale-invariant starting configuration with Ai = {0}, it is particularly easy to
compute species i’s Voronoi star-cell.
Lemma 3.24 (Scale-invariant starting configurations with A1 = {0}). If A1 = {0} and
A2 is a blunt scale-invariant set, then
⋆Vor
(1)
µ¯,1(0, A2) = Vor
(1)
µ¯,1(0, A2), and hence species 1
conquers all of Vor
(1)
µ¯,1(0, A2) in the process B(0, A2)µ¯ .
Proof. By definition (3.19),
Vor
(1)
µ¯,1(0, A2) =
{
x ∈ Rd : µ1(x) ≤ distµ2(A2,x)
}
.
Since A2 is scale-invariant, the set on the right is evidently scale-invariant and contains 0.
Therefore, if the point x is contained in Vor
(1)
µ¯,1(0, A2), so is the entire ray [0,∞) · x. In
particular, this implies that the segment [0, 1] · x = [0,x] is contained in Vor(1)µ¯,1(0, A2), so
x ∈ ⋆Vor(1)µ¯,1(0, A2) by definition (3.20). Since x was arbitrary, we have Vor(1)µ¯,1(0, A2) =
⋆Vor
(1)
µ¯,1(0, A2), and species 1 conquers this set by Proposition 3.18.
3.4 Competition with Euclidean Norms
Deterministic competition in which both species’ traversal norms are Euclidean (i.e. µ1 and
µ2 are multiples of the ℓ
2
d norm) can be considered as a prototypical example which exhibits
many of the essential features arising from competition with arbitrary norms. Since explicit
calculations are possible when the norms are Euclidean, at least for nice enough starting
configurations, it is worth investigating the geometry of the competition process in this
case. We will focus on several simple starting configurations in dimension d = 2; higher
dimensional analogues of these configurations can be obtained by rotation.
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3.4.1 Cartesian Ovals and Logarithmic Spirals (Point vs. Disc)
In this section we consider Euclidean competition from initial configurations in R2 in which
A1 and A2 are either points or discs. We first consider the case of equal speeds, then we
will consider different speeds. In both cases, the first step in describing the crystal-growth
Voronoi diagram is to describe the ordinary Voronoi diagram.
Lemma 3.25 (Voronoi boundary for equal speeds). Suppose species 1 and species 2 have
equal speeds. For i ∈ {1, 2}, let Ai be a nonempty open or closed disc of radius ri ≥ 0
centered at zi ∈ R2, and suppose that A1 ∩ A2 = ∅. If R = r1 − r2, then the boundary
between the Voronoi cells for the two species is
C =
{
x ∈ R2 : distℓ22(x, z1)− distℓ22(x, z2) = R
}
.
If |R| = distℓ22(z1, z2), then C is a ray originating from z1 or z2. If R = 0, then C is the
perpendicular bisector of the segment [z1, z2]. If 0 < |R| < distℓ22(z1, z2), then C is (by
definition) one branch of a hyperbola with foci z1 and z2.
Since the Voronoi cells and crystal-growth Voronoi cells agree in the case of equal speeds,
the preceding lemma implies the following result for the competition process.
Proposition 3.26 (Equal speeds: Half-planes and hyperbolas). Suppose µ1 = µ2, and
suppose A1 is single point and A2 is a disc of radius r ≥ 0.
1. If r > 0 and A1 lies on the boundary of A2, then species 1 conquers a ray perpendicular
to the boundary of A2.
2. If r = 0 (i.e. the two species initially occupy two distinct points), then each species
conquers a half-space.
3. If r > 0, and the point A1 is separated from the disc A2, then species 1 conquers the
region bounded by one branch of a hyperbola.
The third case interpolates between the first two as the point moves closer to the disc or the
radius of the disc increases from 0 to dist(A1, A2).
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Next we describe the Voronoi diagram in the case of different speeds.
Lemma 3.27 (Voronoi boundary for different speeds). Suppose species 1 and species 2
have different speeds λ1 and λ2, respectively, and let Λ = λ1/λ2. For i ∈ {1, 2}, let Ai
be a nonempty open or closed disc of radius ri ≥ 0 centered at zi ∈ R2, and suppose that
A1 ∩ A2 = ∅. If R = r1 − Λr2, then the boundary between the Voronoi cells for the two
species is
C =
{
x ∈ R2 : distℓ22(x, z1)− Λdistℓ22(x, z2) = R
}
.
If R = distℓ22(z1, z2), then C is the outer boundary of a looped limac¸on of Pascal. If R = 0,
then C is (by definition) the Apollonius circle with distance ratio Λ for the points z1 and
z2. If 0 < |R| < distℓ22(z1, z2), then C is (by definition) one branch of the Cartesian ovals
with foci z1 and z2 and distance ratio Λ.
The Cartesian ovals are a family of fourth degree algebraic plane curves; each member
of the family consists of two branches, some of which are “oval”-shaped. For a description
of these curves, see [RJ88, pp. 295–299]. The following proposition describes the crystal-
growth Voronoi diagram for competing species with different speeds when the faster species
starts at a point and the slower species starts on a disc.
Proposition 3.28 (Different speeds: Logarithmic spirals and Cartesian ovals). Suppose
species 1 is strictly faster than species 2, and species 1 starts at a single point A1 while
species 2 starts on a disc A2 of radius r ≥ 0.
1. If r > 0 and A1 is a single point on the boundary of the disc A2, then species 2 conquers
a “heart-shaped” region bounded by two symmetric, partial logarithmic spirals.
2. If r = 0 (i.e. species 1 and species 2 start at two distinct points), then species 2 con-
quers a “teardrop” shaped region, with the boundary of the teardrop’s “head” consisting
of an arc of the Apollonius circle for the points A1 and A2, and the boundary of the
“tail” of the teardrop consisting of two partial logarithmic spirals.
3. If r > 0 and the point A1 does not lie on the boundary of A2, then species 2 conquers
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a region shaped like either a “heart” or “teardrop” bounded by three curves, one being
an arc of a Cartesian oval, the other two being arcs of symmetric logarithmic spirals.
The third case interpolates between the first two as the point moves closer to the disc or the
radius of the disc increases from 0 to dist(A1, A2).
Proof. The shape in Part 2 is described in [Sch92] and [KS02]. The other two parts are
proved similarly, using Lemma 3.27 for Part 3. In Parts 2 and 3, the transition from
the ordinary Voronoi boundary to the logarithmic spiral occurs at the points where a ray
originating at A1 is tangent to the Voronoi boundary, as these are the farthest points on the
boundary that can be reached by a shortest path (i.e. straight line) contained completely
within species 1’s Voronoi cell.
For a given point-disc starting configuration (A1, A2), the finally conquered regions in
each part of Proposition 3.28 will approach the configuration in the corresponding part of
Proposition 3.26 as the relative speed of the two species approaches 1.
3.4.2 Conic Sections (Point vs. Hyperplane)
In this section we consider Euclidean competition in the case where A1 is a point and A2 is a
hyperplane. Note that in d = 2, the boundary between the (ordinary) Voronoi cells for this
configuration is precisely a conic section with focus A1, directrix A2, and eccentricity equal
to the ratio of species 1’s speed to species 2’s speed. It turns out that the crystal-growth
Voronoi diagram is equal to the ordinary Voronoi diagram in the hyperbolic and parabolic
regimes, but is slightly different in the elliptic regime.
Proposition 3.29 (Conic sections). Suppose A1 is a point and A2 is a line. There are
three cases, depending on the relative speed of the two species.
1. If species 1 is faster, then species 1 conquers a region bounded by one branch of a
hyperbola with focus A1 and directrix A2.
2. If the speeds are the same, species 1 conquers a region bounded by a parabola with
focus A1 and directrix A2.
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3. If species 1 is slower, then species 1 conquers an “elliptic teardrop,” with the boundary
of the teardrop’s “head” equal to an arc the ellipse with focus A1 and directrix A2, and
the boundary of the “tail” consisting of two partial logarithmic spirals.
Proof. The first two parts follow because in the hyperbolic and parabolic case, any point
in species 2’s Voronoi region is connected to A2 via a shortest path contained completely
within the Voronoi region. In the elliptic case, the shortest path from A2 to a point on the
“far” side of the ellipse passes through the ellipse’s boundary, so species 2 must follow a
curved path to reach these points. Thus there are two transition points on the ellipse where
the crystal-growth Voronoi boundary changes to a logarithmic spiral as in Proposition 3.28;
the transition occurs at the points where shortest paths from the hyperplane are tangent to
the ellipse.
Also, note what species 1’s conquered set looks like in the limit as the point approaches
the hyperplane: Cone for supercritical speeds; ray for critical (equal) speeds; point for
subcritical speeds.
3.4.3 Critical Speeds Greater than 1 (Point vs. Conical Shell)
Consider what happens when A1 is a point and A2 is a union of hyperplanes, e.g. tangent to
some small convex cone. Then the region conquered by 1 should be the intersection of the
corresponding regions from Section 3.4.2. For extra-small cones, the critical speed always
occurs in the hyperbolic regime. In an extra-small circular cone, criticality occurs when the
asymptotes of all the conquered hyperbolas are parallel.
3.5 Competition When Species 1 Is Initially Surrounded
In this section we describe the deterministic growth from two starting configurations which
will be important when analyzing the random process in Chapter 5. In both cases, species 1
starts at a single point z, and species 2 initially occupies everything outside some bounded
set containing z, namely A2 = shellB = R
d \B◦ for some bounded B ⊆ Rd.
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3.5.1 Conquering a µ1-Ball
For norms µ1 and µ2 on R
d and β > 0, define
̺β :=
1
β + ‖µ2/µ1‖L∞ and ̺
(2)
β :=
1
β + ‖µ1/µ2‖L∞ . (3.28)
We call ̺β the β-meeting radius for species 1 and ̺
(2)
β the β-meeting radius for
species 2; this terminology is explained by the following lemma, which shows that in a
β-adjusted process in which species 1 starts at some point z ∈ Rd and species 2 starts
outside a unit µ2-ball centered at z, ̺β is the radius of the µ1-ball species 1 has conquered
when the two species meet. The factors ̺β and ̺
(2)
β will show up in the proofs of several
later lemmas concerning both the deterministic and random processes in Chapters 3 and 5.
Lemma 3.30 (Competition inside a µ2-spherical shell). Fix r > 0 and z ∈ Rd, and let
A2 = shellBzµ2(r). Then for any β > 0,
1. ⋆Vor
(1)
µ¯,β (z, A2) ⊇ Bzµ1(̺βr), and if R > ̺βr, then ⋆Vor
(2)
µ¯,β+
(z, A2) ∩ Bzµ1(R) 6= ∅.
2. In either of the β-adjusted processes B(z, A2)(βµ1,µ2)(t) or B
(z, A2)
(µ1,β−1µ2)
(t), the largest µ1-ball
conquered by species 1 is Bzµ1(̺βr). In fact,
(a) In the process B(z, A2)(βµ1,µ2)(t), the meeting time of the two species is β̺βr, and
B(z, A2)1 (β̺βr) = Bzµ1(̺βr).
(b) In the process B(z, A2)
(µ1,β−1µ2)
(t), the meeting time of the two species is ̺βr, and
B(z, A2)1 (̺βr) = Bzµ1(̺βr).
If the roles of species 1 and 2 are reversed, symmetric statements hold, with ̺β replaced by
̺(2)β .
Proof. Note that from this starting configuration, each species’ β-Voronoi cell coincides with
its β-Voronoi star-cell, so Corollary 3.20 implies that in either of the β-adjusted processes,
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both conquered sets coincide with the corresponding β-Voronoi cell. In the case β = 1, the
meeting time of the two species is
tmeet = sup
{
t ≥ 0 : Bzµ1(t) ⊆ Bzµ2(r − t)
}
= sup
{
t ≥ 0 : Bzµ2
(∥∥µ2
µ1
∥∥
L∞
t
)
⊆ Bzµ2(r − t)
}
= sup
{
t ≥ 0 : ∥∥µ2µ1∥∥L∞t ≤ r − t}
=
r
1 +
∥∥µ2
µ1
∥∥
L∞
= ̺1r.
Thus, any µ1-ball of radius ̺1r or smaller is contained in its 1-Voronoi cell, and any µ1-ball
of larger radius intersects the interior of species 2’s conquered region, which coincides with
species 2’s 1+-Voronoi cell. The corresponding statements for general β > 0 follow by time
scaling and Corollary 3.20.
3.5.2 Conquering a µ1-Cone Segment
The next lemma computes the largest µ1-cone segment contained in species 1’s β-Voronoi
cell when species 1 starts at the point z and species 2 starts on the complement of a µ2-cone
segment with apex z. Recall the definitions
δ~υ2 (β) := β
µ1(υ)
µ2(υ)
and ̺β :=
1
β + ‖µ2/µ1‖L∞
from (3.26) and (3.28).
Lemma 3.31 (Conquering a µ1-cone segment inside the shell of a µ2-cone segment). Fix
a traversal norm pair µ¯ = (µ1, µ2) on R
d, z ∈ Rd, υ ∈ Rd \ {0}, and β0 ≥ 0. Suppose
0 ≤ β ≤ β0, and let δ := (β0 − β)̺β . Then
1. If A2 ⊆ shell Cz,~υµ2,δ~υ2 (β0)
(
µ2(υ)
)
and z 6∈ A2, then ⋆Vor(1)µ¯,β(z, A2) ⊇ Cz,~υµ1,δ
(
µ1(υ)
)
, and
hence species 1 conquers Cz,~υµ1,δ
(
µ1(υ)
)
in the β-adjusted process B(z, A2)
(µ1,β−1µ2)
(t).
2. If A2 ⊆ shell Cz,~υµ2,δ~υ2 (β0) and z 6∈ A2, then
⋆Vor
(1)
µ¯,β(z, A2) ⊇ Cz,~υµ1,δ, and hence species 1
conquers Cz,~υµ1,δ in the β-adjusted process B
(z, A2)
(µ1,β−1µ2)
(t).
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A symmetric statement holds with species 1 and 2 switched.
Remark 3.31.1. In Lemma 3.31, the space inside the µ2-conical shell initially occupied by
species 2 becomes wider as β0 becomes larger. For large enough β0, we have δ
~υ
2 (β0) > 1,
and hence the µ2-cone segment will actually be a µ2-ball if finite, or all of R
d if infinite;
thus Lemma 3.31 becomes trivial for large β0 in the infinite case, but is always nontrivial
in the finite case. The cone segment conquered by species 1 becomes narrower as β ր β0,
approaching a line segment or ray in the limit. On the other hand, as β becomes smaller,
the cone segment conquered by species 1 in the β-adjusted process becomes wider, but the
“margin of error” with which this set gets conquered becomes increasingly bad (the “margin
of error” interpretation of β makes sense for β > 1; for β < 1, we have a “negative margin
of error,” meaning that species 1 needs to speed up by a factor of β−1 in order to conquer
the cone segment).
Proof of Lemma 3.31. Assume without loss of generality that z = 0. For Part 1, set h1 =
µ1(υ) and h2 = µ2(υ), and for Part 2, set h1 = h2 = ∞. Note that since C0,~υµ1,δ
(
h1
)
is
star-shaped at 0, we have
C0,~υµ1,δ
(
h1
) ⊆ ⋆Vor(1)µ¯,β(0, A2) ⇐⇒ C0,~υµ1,δ(h1) ⊆ Vor(1)µ¯,β(0, A2).
Thus, since C0,~υµ1,δ
(
h1
)
=
⋃
x∈[0,h1υ] Bxµ1
(
δµ1(x)
)
, we seek a δ ≥ 0 so that Bxµ1
(
δµ1(x)
)
is
guaranteed to be contained in Vor
(1)
µ¯,β(0, A2) for all x ∈ [0, h1υ]. That is, we need to find
some δ ≥ 0 small enough that for any x ∈ [0, h1υ] we have
β distµ1(0,y) ≤ distµ2(A2,y) for all y ∈ Bxµ1
(
δµ1(x)
)
. (3.29)
Fix some x ∈ [0, h1υ], and let δ be a nonnegative number (yet to be determined). By the
triangle inequality for µ1 we have
distµ1(0,y) ≤ (1 + δ)µ1(x) for all y ∈ Bxµ1
(
δµ1(x)
)
.
Since A2 ⊆ shell C0,~υµ2,δ~υ2 (β0)
(
h2
)
, we have distµ2(A2,x) ≥ β0µ1(x), and if µ1(y−x) ≤ δµ1(x),
then µ2(y − x) ≤ δ‖µ2/µ1‖L∞µ1(x). Thus, by the triangle inequality for µ2 we have
distµ2(A2,y) ≥
(
β0 + ‖µ2/µ1‖L∞
)
µ1(x) for all x ∈ Bxµ1
(
δµ1(x)
)
.
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It follows from the above two inequalities that (3.29) is guaranteed to hold if we choose δ
small enough that
β(1 + δ)µ1(x) ≤
(
β0 − δ‖µ2/µ1‖L∞
)
µ1(x),
or
δ ≤ β0 − β
β + ‖µ2/µ1‖L∞ = (β0 − β)̺β .
Thus, if we take δ := (β0−β)̺β, then Bxµ1
(
δµ1(x)
) ⊆ Vor(1)µ¯,β(0, A2), and since this choice of
δ is independent of x, the entire union C0,~υµ1,δ
(
h1
)
is contained in Vor
(1)
µ¯,β(0, A2) as claimed.
3.6 Competition When Species 2 Starts on a Conical Shell
In this section we consider a process in which species 2 starts on the boundary of a cone C
in Rd, and species 1 starts at some point z inside the cone. Equivalently, we can consider
the starting configuration
(
z, Rd \ C), where z ∈ C. With this initial configuration, species
1 is confined to the interior of the cone C, surrounded by an infinite expanse of species 2
on ∂C, and the only chance it has of escaping to infinity is to travel (asymptotically) in
the direction of some ray in dir(C), hoping to outrun species 2 as it encroaches from the
boundary. The main point of interest is whether species 1 is able to survive indefinitely
within the cone, conquering an unbounded set, or whether it eventually ends up completely
surrounded by species 2.
In order to analyze the process from this starting configuration, it will be convenient to
introduce some notation. For any set C ⊆ Rd and any z ∈ C, we define conqµ¯(z, C) to be
the region conquered by species 1 from the starting configuration
(
z, Rd \ C) in a process
with traversal norm pair µ¯. That is,
conqµ¯(z, C) := B(z,R
d\C)
1 (∞)µ¯. (3.30)
Although this definition makes sense for an arbitrary subset C of Rd, we will always take
C to be a cone. We will start with the simplest case where z is an apex of the cone, and
our first goal will be to classify cones according to whether species 1 can escape to infinity
from this starting configuration. This classification is accomplished in Definition 3.33 and
Proposition 3.35 in Section 3.6.1. We then prove some technical results in Sections 3.6.2
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and 3.6.3 before considering the case of general z ∈ C in Section 3.6.4. In Section 3.6.5 we
describe some additional results about competition in cones that follow from the results in
Section 3.6.4.
3.6.1 Speed Advantage; Favorable Directions; Wide and Narrow Cones
Let C ⊆ Rd be a pointed cone with apex a, and let C0 be the scale-invariant version of C,
with apex 0. We first consider the case when species 1 starts at the apex, i.e. the initial
configuration is
(
a,Rd \ C). Intuitively, since this starting configuration is scale-invariant at
a, species 1 gains nothing by following a curved path — the only chance it has of escaping
is to move along each ray in the cone from a out toward infinity, and hope that it can stay
ahead of species 2 in some direction. By the scale-invariance of the starting configuration,
if at any time t > 0 species 1 is ahead of species 2 in some direction, then it will stay
ahead of species 2 for all t > 0. That is, species 1 can survive indefinitely within the cone if
and only if it can survive for some positive amount of time within the cone. We will prove
these statements formally below (Proposition 3.35), but first we use this intuition to classify
directions within the cone according to how favorable or unfavorable they are to species 1,
by quantifying the rate at which species 1 outruns or falls behind species 2 when traveling
in that direction.
Favorability of Directions in a Cone
Let υ ∈ C0 \ {0}, and fix a traversal norm pair µ¯. We define the speed advantage, or
simply the advantage, of the direction ~υ in C for species 1 as
advCµ¯(~υ) :=
distµ2(∂C0,υ)
µ1(υ)
. (3.31)
Note that the advantage is well-defined and continuous on dir(C) since it is defined as a
scale-invariant continuous function of points in C0 \ {0}. We call the direction ~υ ∈ dir(C)
favorable, unfavorable, or critical for species 1 in C according to whether advCµ¯(~υ) is
greater than, less than, or equal to 1, respectively. If ~υ is favorable in C, then species
1 outruns species 2 from the starting configuration
(
a,Rd \ C) by traveling along the ray
a+ ~υ. If ~υ is unfavorable in C, then (at least intuitively; see Remark 3.32.1 below) species
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2 beats species 1 to every point on the ray a + ~υ, and if the direction is critical, then the
two species tie along this ray.
We also make the following definitions for a ∈ apex(C):
favµ¯(a, C) :=
{
x ∈ C : distµ1(a,x) ≤ distµ2(∂C,x)
}
,
fav+µ¯ (a, C) :=
{
x ∈ C : distµ1(a,x) < distµ2(∂C,x)
}
.
(3.32)
We call the sets favµ¯(a, C) and fav+µ¯ (a, C) the favorable wedge at a and the strictly
favorable wedge at a, respectively, because the ray a+ ~υ is contained in favµ¯(a, C) (resp.
fav+µ¯ (a, C)) if and only if advCµ¯(~υ) ≥ 1 (resp. advCµ¯(~υ) > 1). Our first result is the following.
Lemma 3.32 (Favorable directions are conquered). Let C ⊆ Rd be a pointed cone with
apex a, and let µ¯ be a traversal norm pair. In the deterministic two-type process B(a,Rd\C)µ¯ ,
species 1 conquers the favorable wedge at a; that is, conqµ¯(a, C) ⊇ favµ¯(a, C).
Proof. By translation-invariance, it suffices to assume a = 0. Note that
favµ¯(0, C) =
{
x ∈ C : µ1(x) ≤ distµ2(∂C,x)
}
= Vor
(1)
µ¯,1
(
0,Rd \ C).
Since Rd \ C is scale-invariant, Lemma 3.24 implies that
Vor
(1)
µ¯,1(0,R
d \ C) = ⋆Vor(1)µ¯,1(0,Rd \ C),
and this latter set is conquered by species 1 according to Proposition 3.18. Thus, species 1
conquers the entire set favµ¯(0, C).
Remark 3.32.1. The containment in Lemma 3.32 can be strict in general, at least for
large cones (i.e. those not contained in a half-space). That is, for some large cones C, one
can find traversal norm pairs such that species 1 conquers some unfavorable directions in C
from the starting configuration
(
a,Rd \ C). This is accomplished by “blocking off” a set of
unfavorable directions from species 2 by surrounding the unfavorable region with favorable
or critical directions.
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The Advantage in a Cone
By Lemma 3.32, as long as there is some favorable direction in C, then species 1 can survive
from the apex by traveling in that direction. This motivates the following definition. For
the traversal norm pair µ¯, we define the advantage in C of species 1 as
Advµ¯(C) := sup
~υ∈dir(C)
advCµ¯(~υ) = sup
x∈C\{a}
distµ2(∂C,x)
distµ1(a,x)
. (3.33)
It is clear by the translation-invariance of the norm metrics that Advµ¯(C) = Advµ¯(C0), so
the advantage in the cone is independent of the choice of apex since the scale-invariant
version of C is unique. Similar to our above classification of directions according to (3.31),
we use (3.33) to classify the entire cone in terms of its favorability to species 1, as follows.
Definition 3.33 (Super- and sub- criticality regimes for cones). Let C be a cone in Rd, and
let α = Advµ¯(C), defined in (3.33). Then we say that species 1 is supercritical, critical,
or subcritical for C, or that C is wide, critical, or narrow for species 1, according to
whether α > 1, α = 1, or α < 1, respectively.
Before proceeding, we prove the following basic result about the advantage in a cone.
Lemma 3.34 (Existence of a direction of maximal advantage). Let C be a cone in Rd
with apex a and scale-invariant version C0. If C is degenerate, then Advµ¯(C) = 0. If C is
nondegenerate, then 0 < Advµ¯(C) ≤ ‖µ2/µ1‖L∞ < ∞, and the first supremum in (3.33)
is achieved for some ~υ ∈ dir(C◦); equivalently, there is some υ ∈ C◦0 such that the second
supremum in (3.33) is achieved by every x ∈ C◦ of the form x = a+ rυ with r > 0.
Proof. If C is degenerate, then C = ∂C, so distµ2(∂C,x) = 0 for all x ∈ C, and so Advµ¯(C) = 0
by the second formula in (3.33). For any cone C, we have 0 ∈ ∂C0, so for any ~υ ∈ dir(C),
advCµ¯(~υ) ≤
distµ2(0,υ)
µ1(υ)
=
µ2(υ)
µ1(υ)
.
Therefore, since ~υ was arbitrary,
Advµ¯(C) ≤ sup
~υ∈dir(C)
µ2(υ)
µ1(υ)
≤
∥∥∥∥µ2µ1
∥∥∥∥
L∞
<∞.
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If C is nondegenerate, then C◦0 is nonempty. Choosing any υ ∈ C◦0, we have ~υ ∈ dir(C◦) and
Advµ¯(C) ≥ distµ2(∂C0,υ)
µ1(υ)
> 0.
To see that the supremum in (3.33) is achieved for some ~υ ∈ dir(C◦) when C is nondegenerate,
first note that since every nondegenerate cone is a body by definition, we have ∂C0 = ∂C0
and hence advCµ¯(~υ) = adv
C
µ¯(~υ) for any ~υ ∈ dir(C), and also
( C )◦ = C◦. Therefore it suffices
to assume C is closed.
If C is closed, then dir(C) is compact (being homeomorphic to Sd−1‖·‖ ∩ C0), so the contin-
uous function advCµ¯(·) achieves a maximum on dir(C). Since advCµ¯(·) is zero on dir(∂C) and
strictly positive on dir(C◦), the maximum must occur at some direction ~υ ∈ dir(C◦), which
corresponds to some point υ ∈ C◦0. Finally, if r > 0 and x = a + rυ, then x ∈ C◦, and by
the translation-invariance and scale-equivariance of the norm metrics,
distµ2(∂C,x)
distµ1(a,x)
=
distµ2(∂C0, rυ)
µ1(rυ)
= advCµ¯(υ),
so the supremum in the final expression in (3.33) is achieved for any such x.
The Size of the Conquered Region in Wide, Critical, and Narrow Cones
The classification of cones in Definition 3.33 leads us to the following proposition, which is
one of the central ideas underlying this thesis. Namely, in Proposition 3.35, we show that
the classification of cones as wide, critical, or narrow corresponds generally to the “size”
of the set species 1 conquers when it starts at an apex of the cone. The proofs for wide
and critical cones follow easily from Lemmas 3.32 and 3.34 above, and the proof for narrow
cones follows from Lemma 3.36 below. In turn, Lemma 3.36 relies on Lemmas A.4 and A.5,
whose proofs are rather intricate and have therefore been placed in an appendix to avoid
interrupting the flow of the section. Proposition 3.46 in Section 3.6.4 below generalizes
Proposition 3.35 to the case where species 1 starts at a general point in C, not necessarily
an apex.
Proposition 3.35 (The conquered region in a cone when species 1 starts at an apex). Let
C ⊆ Rd be a pointed cone with apex a, and let conqµ¯(a, C) be species 1’s conquered region
from the starting configuration (a, Rd \ C), as defined in (3.30).
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1. If C is wide for species 1 then conqµ¯(a, C) contains a nondegenerate cone at a.
2. If C is critical for species 1, then conqµ¯(a, C) contains at least a ray from a.
3. If C is narrow for species 1 and additionally is contained in a half-space, then
conqµ¯(a, C) = {a}.
Proof. It suffices to assume a = 0. Recall from Lemma 3.32 above that conqµ¯(0, C) ⊇
favµ¯(0, C), where favµ¯(0, C) =
{
x ∈ C : µ1(x) ≤ distµ2(∂C,x)
}
is the favorable wedge at 0.
First suppose that C is wide for species 1. Then the strictly favorable wedge, fav+µ¯ (0, C) ={
x ∈ C : µ1(x) < distµ2(∂C,x)
}
, is nonempty, and it is open by the continuity of the
norm metrics. Moreover, fav+µ¯ (0, C) is scale-invariant and hence contains a nondegenerate
cone since any open scale-invariant set contains an open cone (simply take the blunt scale-
invariant set generated by an open ball). Thus, since fav+µ¯ (0, C) ⊆ favµ¯(0, C), species 1
conquers a nondegenerate subcone of C when C is wide.
Now, if C is critical for species 1, then favµ¯(0, C) contains some x 6= 0 by Lemma 3.34, in
which case it contains the entire ray ~x since the set favµ¯(0, C) is scale-invariant, so species
1 conquers at least an entire ray from 0 when C is critical.
Finally, suppose C is narrow for species 1 and additionally is contained in a half-space.
Since C is narrow, we can choose some β with 1 < β < Advµ¯(C)−1. Since C is contained in a
half-space and β < Advµ¯(C)−1, Lemma 3.36 below shows that ⋆Vor(2)µ¯,β
(
0,Rd\C) = Rd\{0},
and since β > 1, Proposition 3.18 then implies that species 1 conquers no point in Rd \ {0}.
Thus we must have conqµ¯(0, C) = {0}.
Remark 3.35.1. The proof of Proposition 3.35 shows that Part 2 can be improved to say
that species 1 conquers every critical direction in an arbitrary cone (though it ties with
species 2 in these directions). In a small critical cone, the set of critical directions should
typically be a degenerate cone whose dimension depends on the specific geometry (though
we do not attempt to prove this statement). The general statement in Part 2 merely states
that the dimension of the conquered subcone is at least 1 in any critical cone, which may
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be suboptimal. In fact, for certain choices of µ¯, it is possible to find large critical cones in
which species 1 conquers an entire nondegenerate subcone.
Remark 3.35.2. The conclusion of Part 3 of Proposition 3 should also be true for cones that
are not contained in a half-space. However, a different proof is needed because Lemma 3.36
below does not necessarily hold for large cones—if the cone is not contained in a half-space,
species 2 may need to follow a curved path from the boundary (similar to the logarithmic
spiral for Euclidean norms) in order to block species 1 at the apex.
Lemma 3.36 (Species 2’s star-closer set in a small cone). Let C be a cone at 0 which is
contained in some half-space. Then for any β < Advµ¯(C)−1,
⋆Vor
(2)
µ¯,β
(
0,Rd \ C) = Rd \ {0}.
Proof. If β = 0 the statement is trivial, so assume β > 0. Then β−1 > Advµ¯(C), so by
Lemma A.5, for any x ∈ C \ {0} there exists a yx ∈ ∂C and ǫx > 0 such that for all
y′x ∈ Byxµ2 (ǫx),
sup
y∈[y′x,x]
distµ2(y
′
x,y)
distµ1(0,y)
< β−1. (3.34)
Since yx ∈ ∂C, the ball Byxµ2 (ǫx) intersects Rd \ C, so choose any y′x in this intersection.
Then y′x ∈ Rd \ C, and y′x satisfies (3.34), or equivalently,
∀y ∈ [y′x,x], β distµ2(y′x,y) < distµ1(0,y).
This shows that [y′x,x] ⊆ Vor(2)µ¯,β
(
0,y′x
)
and hence
x ∈ ⋆Vor(2)µ¯,β
(
0,y′x
) ⊆ ⋆Vor(2)µ¯,β(0,Rd \ C).
Before proving a more general version of Proposition 3.35 in Section 3.6.4, we first prove
some additional properties of the speed advantage in Section 3.6.2 and then generalize the
notion of advantage in Section 3.6.3.
3.6.2 Properties of the Speed Advantage
Lemma 3.37 (Monotonicity of the speed advantage). Let C be a closed cone in Rd and let
C′ be a subcone of C (possibly with different apex set). Then advCµ¯(~υ) ≥ advC
′
µ¯ (~υ) for any
~υ ∈ dir(C′), and Advµ¯(C) ≥ Advµ¯(C′).
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Proof. Note that since C is closed, dir(C) ⊇ dir(C′) by Lemma 3.3, so advCµ¯(~υ) is well-defined.
Without loss of generality, assume C has apex 0. Let a be an apex of C′, and let ~υ ∈ dir(C′).
Then if υ is any representative of ~υ, there is some x ∈ C′\{a} such that υ = x−a. For r > 0,
let ra be the homothety with scale r and center a, and let υr := rax = a + r(x− a) ∈ C′.
Then it follows from the definition (3.31) plus translation-invariance and scale-equivariance
of the norm metrics that
advC
′
µ¯ (~υ) =
distµ2(C′0,υ)
distµ1(0,υ)
=
distµ2(C′,υr)
distµ1(a,υr)
for any r > 0. (3.35)
Now observe that 1rυr =
1
ra+ (x− a)→ x− a = υ as r →∞, and since 1rυr ∼ υr for any
r > 0, we have ~υr → ~υ in dir(C). By continuity, we thus have
lim
r→∞ adv
C
µ¯(~υr) = adv
C
µ¯(~υ). (3.36)
Next, since C ⊇ C′ and υr ∈ C′, we have distµ2(∂C,υr) ≥ distµ2(∂C′,υr). Using this
inequality and the triangle inequality for µ1, and then using (3.35), we have
advCµ¯(~υr) =
distµ2(∂C,υr)
distµ1(0,υr)
≥ distµ2(∂C
′,υr)
distµ1(a,υr) + µ1(a)
=
distµ2(∂C′,υr)
distµ1(a,υr)
· 1
1 + µ1(a)distµ1 (a,υr)
= advC
′
µ¯ (~υ) ·
(
1 + µ1(a)rµ1(x−a)
)−1
. (3.37)
Combining (3.36) and (3.37) we get
advCµ¯(~υ) = limr→∞ adv
C
µ¯(~υr) ≥ advC
′
µ¯ (~υ) · limr→∞
(
1 + 1r · µ1(a)µ1(x−a)
)−1
= advC
′
µ¯ (~υ).
This proves the first statement, and the second statement then follows trivially from the
definition (3.33).
Note that Lemma 3.34 implies that Advµ¯(C) = Advµ¯(C) for any cone C, so the conclusion
of Lemma 3.37 is also true for non-closed cones C as long as ~υ is assumed to be in dir(C).
The following lemma gives explicit bounds on the advantage in a µ2-cone, improving the
trivial bounds given in Lemma 3.34 above. This result has several useful consequences.
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Lemma 3.38 (The advantage in a small µ2-cone). For any a ∈ Rd, υ ∈ Rd \ {0}, and
δ ∈ [0, 1],
δ
µ2(υ)
µ1(υ)
≤ Advµ¯
(
Ca,~υµ2,δ
)
≤ δ
∥∥∥∥µ2µ1
∥∥∥∥
L∞(Ca,~υ
µ2,δ
)
.
The three quantities are equal if ~υ is any direction that maximizes µ2/µ1.
Proof. If δ = 0, the cone is degenerate and the result follows from Lemma 3.34, so suppose
δ > 0. Assume a = 0, and let C := C0,~υµ2,δ. Then υ ∈ C \ {0}, so we have
Advµ¯(C) ≥ distµ2(∂C,υ)
distµ1(0,υ)
=
δ µ2(υ)
µ1(υ)
,
where the equality distµ2(∂C,υ) = δµ2(υ) holds by Lemma 3.7. This proves the lower
bound. The upper bound relies upon the following geometric claim.
Claim 3.38.1. If ϕ ∈ C = C0,~υµ2,δ and distµ2(∂C,ϕ) ≥ distµ2(∂C,υ), then µ2(ϕ) ≥ µ2(υ).
Proof of Claim 3.38.1. By the scale-equivariance of µ2 and distµ2(∂C, ·) it suffices to assume
µ2(υ) = 1. Then distµ2(∂C,υ) = δ by Lemma 3.7, so the claim is equivalent to the statement
that υ is a µ2-closest point to 0 in the set Cδ :=
{
ϕ ∈ C : distµ2(∂C,ϕ) ≥ δ
}
. By Lemma 3.8
we have Cδ = δδ ·υ+C0,~υµ2,δ = C
υ,~υ
µ2,δ
. Since δ ≤ 1 we have Cυ,~υµ2,δ ⊆ C
υ,~υ
µ2,1
= (R+)υ · Bυ+υµ2 (1) ⊆ J ,
where J is any support half-space of Bυ+υµ2 (1) at υ. By the symmetry of µ2 (i.e. evenness),
J must be an opposing half-space of Bυ−υµ2 (1) = B0µ2(1) at υ, since Bυ−υµ2 (1) is the reflection
of Bυ+υµ2 (1) through the boundary point υ. Lemma B.10 then implies that υ is a µ2-closest
point to 0 in ∂J , hence in J as well by Lemma B.1. Since υ ∈ Cδ ⊆ J , υ must be a µ2-closest
point to 0 in Cδ.
Now, by Lemma 3.34 there exists ~ϕ ∈ dir(C◦) with Advµ¯(C) = advCµ¯(~ϕ). Choose a
representative ϕ ∈ ~ϕ with distµ2(∂C,ϕ) = distµ2(∂C,υ); note that this is possible because
for any representative ϕ0 ∈ ~ϕ, we can take ϕ := ϕ0 · distµ2 (∂C,υ)distµ2 (∂C,ϕ0) ∈ ~ϕ. Then, using
Claim 3.38.1 in the second-to-last step, we have
Advµ¯(C) = distµ2(∂C,ϕ)
µ1(ϕ)
=
distµ2(∂C,υ)
µ1(ϕ)
=
δµ2(υ)
µ1(ϕ)
≤ δµ2(ϕ)
µ1(ϕ)
≤ sup
x∈C\{0}
δµ2(x)
µ1(x)
.
This proves the upper bound. The final statement then follows trivially since if ~υ maximizes
µ2/µ1, then the upper and lower bounds must be equal.
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The first corollary of Lemma 3.38 gives us another way of interpreting the separation
thickness δ~υ2 (α) defined in (3.26).
Corollary 3.39 (Characterization of δ~υ2 (α) in terms of advantage). For α > 0 and υ ∈
Rd \ {0}, let δ~υ2 (α) = αµ1(υ)µ2(υ) as defined in (3.26). Then
Advµ¯
(
Ca,~υ
µ2,δ~υ2 (α)
)
≥ α.
Proof. This follows immediately from Lemma 3.38 since δ~υ2 (α) · µ2(υ)µ1(υ) = α.
The next corollary guarantees that if ‖µ2/µ1‖L∞ > 1, then there exist wide convex
closed cones that are extra-small (i.e. interior angles at the apex are strictly less than π).
Corollary 3.40 (Existence of extra-small wide cones). Let υ ∈ Rd \{0}. If µ1(υ) < µ2(υ),
then there exists δ < 1 such that the µ2-cone C0,~υµ2,δ is wide for species 1, and this cone is
extra-small by Lemma 3.5.
Proof. Choose any δ with µ1(υ)µ2(υ) < δ < 1. Then δ = δ
~υ
2 (α), where α := δ
µ2(υ)
µ1(υ)
> 1, so the
result follows from Corollary 3.39.
The following result will be relevant in Chapter 6.
Corollary 3.41 (Advantage for norms that are scalar multiples of one another). Suppose
µ1 = µ and µ2 = λ
−1µ for some norm µ and some λ > 0 (meaning that species 2 is λ times
as fast as species 1 in every direction). Let µ¯ = (µ1, µ2) =
(
µ, λ−1µ
)
. Then for any a ∈ Rd,
~υ ∈ dir(Rd), and δ ∈ [0, 1], we have Ca,~υµ1,δ = C
a,~υ
µ2,δ
= Ca,~υµ,δ , and
Advµ¯
(
Ca,~υµ,δ
)
=
δ
λ
.
Proof. In this case every direction ~υ maximizes µ2/µ1 ≡ λ−1, so the three terms in
Lemma 3.38 are equal for any ~υ.
Combining Lemmas 3.34 and 3.37, we get the following useful result, which shows that
the lower bound in Lemma 3.38 is always achieved in some direction.
Lemma 3.42 (Existence of a µ2-subcone with equal advantage). Let C ⊆ Rd be a closed
cone with apex a ∈ Rd, and let ~υ ∈ dir(C).
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1. Let δ = distµ2
(
∂C0, υ̂µ2
)
, and let C′ = Ca,~υµ2,δ. Then C′ ⊆ C, and advC
′
µ¯ (~υ) = adv
C
µ¯(~υ).
2. Suppose Advµ¯(C) = α, and let δ~υ2 (α) = αµ1(υ)µ2(υ) as in (3.26). If ~υ achieves the supre-
mum in (3.33), then the µ2-cone Ca,~υµ2,δ~υ2 (α) is contained in C and has advantage α.
Proof. Assume without loss of generality that a = 0 and hence C0 = C. For Part 1,
suppose distµ2
(
∂C, υ̂µ2
)
= δ. Then since C is closed, we must have Bυ̂µ2µ2 (δ) ⊆ C, because
otherwise there would be some y ∈ ∂C with distµ2
(
y, υ̂µ2
)
< δ. Since C is scale-invariant and
closed, this implies that C contains the entire scale-invariant set R+ · Bυ̂µ2µ2 (δ) = C0,~υµ2,δ =: C′.
Moreover, by definition (3.31) and Lemma 3.7, we have
advC
′
µ¯ (~υ) =
distµ2(∂C′, υ̂µ2)
µ1(υ̂µ2)
=
δ
µ1(υ̂µ2)
=
distµ2(∂C, υ̂µ2)
µ1(υ̂µ2)
= advCµ¯(~υ).
For Part 2, suppose advCµ¯(~υ) = Advµ¯(C) = α (note that there exists some such ~υ ∈ dir(C) by
Lemma 3.34). Then distµ2(∂C,υ) = αµ1(υ) for any υ ∈ ~υ, so distµ2(∂C, υ̂µ2) = αµ1(υ)µ2(υ) =
δ~υ2 (α). By Part 1 we then have C′ := C0,~υµ2,δ~υ2 (α) ⊆ C and adv
C′
µ¯ (~υ) = adv
C
µ¯(~υ) = α. Therefore,
Advµ¯(C′) ≥ α, and since C′ ⊆ C, we also have Advµ¯(C′) ≤ α by Lemma 3.37.
The following lemma gives some other useful ways of thinking about the advantage in a
cone; for example, the last two properties can be visualized as packing a very solid, µ2-ball-
shaped scoop of ice cream as tightly as possible into the “ice cream” cone C. The proof is
left to the reader.
Lemma 3.43 (Equivalent characterizations of the speed advantage). Let C be a nondegen-
erate cone in Rd with apex 0, and let µ¯ = (µ1, µ2) be a traversal norm pair. Then
1. Advµ¯(C) ≥ β if and only if C◦ ∩Vor(1)µ¯,β
(
0, Rd \ C) is nonempty.
2. Advµ¯(C) = sup
{
α : ∃x ∈ Bµ1 ∩ C with distµ2(∂C,x) > α
}
.
3. Advµ¯(C) = sup
{
α : Bxµ2(α) ⊆ C for some x ∈ Bµ1
}
.
4. Advµ¯(C)−1 = inf
{
µ1(x) : x+ Bµ2 ⊆ C
}
.
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3.6.3 The Advantage of Species 1 in an Arbitrary Starting Configuration
We now generalize the idea of the advantage of species 1 in a cone to the advantage of
species 1 in an arbitrary initial configuration (A1, A2) of the deterministic process. We
will use this definition in the next section to analyze the process when species 1 starts at
different locations within a given cone, and we will use a “lattice-ized” version of this general
definition in Chapter 6 when analyzing the random process.
If µ¯ is a traversal norm pair, we define the advantage of species 1 in an arbitrary
initial configuration (A1, A2) to be
Advµ¯(A1, A2) := sup
{
Advµ¯(C)
∣∣∣∣ C is a cone with apex(C) ∩A1 6= ∅and C ∩ A2 = ∅
}
. (3.38)
With this definition, it follows from Lemma 3.37 (monotonicity) that if C is a cone with
apex a, then
Advµ¯(C) = Advµ¯
(
a,Rd \ C), (3.39)
so we can view (3.38) as a generalization of the definition of the advantage in a cone.
Moreover, it follows from Lemma 3.42 that for any initial configuration (A1, A2),
Advµ¯(A1, A2) = sup
α ≥ 0
∣∣∣∣∣∣ ∃υ ∈ R
d \ {0} and a ∈ A1 with
Ca,~υ
µ2,δ~υ2 (α)
∩A2 = ∅, where δ~υ2 (α) = αµ1(υ)µ2(υ)
 . (3.40)
Thus, we can take (3.40) as the most general definition of advantage, and treat the advantage
in a cone as a special case defined by (3.39). Just as we classified cones in Definition 3.33,
we can classify an arbitrary starting configuration (A1, A2) as wide, narrow, or critical
for species 1 according to whether Advµ¯(A1, A2) is greater than, less than, or equal to 1,
respectively.
Remark 3.44. We mention that if one wants to analyze the geometry of the (random or
deterministic) first-passage competition process in more depth, it might be more appropriate
to redefine the advantage of species 1 using “near-isometric” embeddings of cones into Rd,
e.g. “bent” or “twisted” cones, rather than using only “straight” cones, because in general
species 1 can escape by following curved paths rather than straight lines. It may also be
fruitful to define the “local advantage” of species 1 at an arbitrary location a ∈ A1, perhaps
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by homothetically zooming in on the configuration at a, and taking the local advantage at a
to be the advantage of a maximal cone in the scale-invariant limit. However, the definition
(3.38) or (3.40) will be sufficient for our purposes.
Lemma 3.45 (The configuration advantage in cones). If C ⊆ Rd is a cone and z ∈ C, then
Advµ¯
(
z, Rd \ C) ≤ Advµ¯(C). If C is convex, then Advµ¯(z, Rd \ C) = Advµ¯(C) for all z ∈ C.
Proof. Since cones are bodies and Advµ¯(C) = Advµ¯(C) by Lemma 3.34, it suffices to assume
C is closed. First note that it follows directly from (3.38) and Lemma 3.37 that
Advµ¯
(
z, Rd \ C) = sup{Advµ¯(C′) ∣∣∣∣ C is a cone with z ∈ apex(C′)and C′ ⊆ C
}
≤ Advµ¯(C),
which proves the first statement. Now suppose C is convex. Assume 0 ∈ apex(C), and let
α = Advµ¯(C). If α = 0, the statement is trivial, so assume α > 0. Then by Lemmas 3.34
and 3.42, there exists ~υ ∈ dir(C◦) such that the µ2-cone C0,~υµ2,δ~υ2 (α) is contained in C and has
advantage α. Since C is convex with apex 0, we have z+ C ⊆ C for any z ∈ C by Part 7 of
Lemma 3.2. Therefore,
Cz,~υ
µ2,δ~υ2 (α)
= z+ C0,~υ
µ2,δ~υ2 (α)
⊆ z+ C ⊆ C,
so we have Advµ¯
(
z, Rd\C) ≥ α by (3.40). The first statement then implies that Advµ¯(z, Rd\
C) = α, which proves the second statement.
3.6.4 The Conquered Regions in Wide, Critical, and Narrow Cones
Our main goal in this section will be to prove the following proposition, which generalizes
Proposition 3.35 to the case where species 1 starts at an arbitrary location within the
cone, not necessarily the apex. We break the proof into several smaller results which will be
treated individually after the main statement. When we study the random two-type process
in Chapter 5, the results of Section 5.4 will parallel those in the present section, providing
stochastic analogues for the deterministic growth described here. The main result of that
section, Theorem 5.12, is the analogue of Proposition 3.46.
Proposition 3.46 (The conquered region in a cone). Let C be a cone in Rd, let z ∈ C, and
consider a µ¯-process with starting configuration
(
z,Rd \ C).
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1. If C is wide for species 1, and Advµ¯
(
z,Rd \ C) > 1, then species 1 conquers at least
a nondegenerate subcone of C with apex z. Moreover, the thickness of the conquered
cone is bounded below by a positive constant that depends only on Advµ¯
(
z,Rd \ C).
2. If C is wide or critical for species 1, and Advµ¯
(
z,Rd \ C) = 1, then species 1 conquers
at least a ray from z.
3. If C is narrow for species 1 and additionally is contained in a half-space, then species
1 conquers only a bounded set, no matter which z ∈ C is chosen.
Proof. Parts 1 and 2 follow from Proposition 3.47 below, and Part 3 follows from Proposi-
tion 3.50 below.
Remark 3.46.1. If C is a convex cone, then Advµ¯
(
z,Rd \ C) = Advµ¯(C) for all z ∈ C by
Lemma 3.45, so Part 1 of Proposition 3.46 applies to all points in a wide convex cone, and
Part 2 applies to all points in a critical convex cone. However, if C is nonconvex, there
may be z ∈ C with Advµ¯
(
z,Rd \ C) < Advµ¯(C), so Parts 1 and 2 of Proposition 3.46 may
not apply to every point in a nonconvex cone. In fact, it is fairly easy to construct wide
nonconvex cones in which species 1 cannot survive from some starting locations.
Remark 3.46.2. It should be relatively straightforward to improve Part 2 of Proposi-
tion 3.46 to conclude that species 1 in fact conquers at least an entire half-cylinder of
positive radius if Advµ¯
(
z,Rd \ C) = 1 and z /∈ ∂C.
The following result, which follows from Part 2 of Lemma 3.31, implies Parts 1 and 2 of
Proposition 3.46.
Proposition 3.47 (Survival from the wide and critical regions in a cone). Let C ⊆ Rd be
a cone that is wide or critical for species 1, and let z ∈ C with Advµ¯
(
z,Rd \ C) = α ≥ 1.
Then there exists δ3.47(α) ≥ 0, with δ3.47(α) > 0 if α > 1, such that species 1 conquers a
µ1-cone of thickness δ3.47(α) at z in the µ¯-process started from
(
z,Rd \ C). If C is convex
and has advantage α ≥ 1, then this statement holds for all z ∈ C.
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Proof. Let α′ := 12(1 + α). Since α
′ < α = Advµ¯
(
z,Rd \ C), there is by definition some
~υ ∈ dir(Rd) such that Cz,~υ
µ2,δ~υ2 (α
′)
⊆ C (note that then Cz,~υ
µ2,δ~υ2 (α
′)
6= Rd, which implies that
δ~υ2 (α
′) ≤ 1 and hence µ2(υ)µ1(υ) ≥ α′). Since α′ ≥ 1, by (3.46) and Lemma 3.52, we then have
conqµ¯(z, C) ⊇ conqµ¯
(
z, Cz,~υ
µ2,δ~υ2 (α
′)
)
⊇ Cz,~υµ1,δ3.52(α′).
Thus we can take δ3.47(α) := δ3.52(α
′) ≥ 0, and δ3.47(α) > 0 for α > 1 since α′ > 1 in this
case. The statement about convex cones follows from Lemma 3.45.
Our next goal will be to prove Part 3 of Proposition 3.46, showing that species 1 can’t
survive in small narrow cones. The main result is restated in Proposition 3.50 below; its
proof will require two preliminary lemmas. Recall from (3.7) that for a norm µ, the µ-
bowling pin with parameters r ≥ 0, δ ≥ 0, y ∈ Rd, ~υ ∈ dir(Rd), and h ∈ [0,∞] is defined
by
Py,~υµ,r,δ(h) := Byµ(r) ∪ Cy,~υµ,δ (h).
The point y is the origin of Py,~υµ,r,δ(h), and Py,~υµ,r,δ(h) is nondegenerate if the parameters
r, δ, and h are all strictly positive.
Lemma 3.48 (Fattening a β0-closer segment into a β-closer bowling pin). Let A1 ⊆ Rd,
and let y ∈ Rd \A1 with distµ1(A1,y) = r0. Fix β0 ≥ 0 and x ∈ ⋆Vor(2)µ¯,β0(A1,y) \ {y}, and
let υx = x− y. Then
1. A1 ∩ Py,~υx
µ1,r0,δ
~υx
1 (β0)
(
µ1(υx)
)◦
= ∅, where δ~υx1 (β0) = β0 µ2(υx)µ1(υx) (as in (3.26)).
2. For any β ∈ [0, β0], we have
⋆Vor
(2)
µ¯,β(A1,y) ⊇ Py,~υxµ2,r,δ
(
µ2(υx)
)
, where r = r0̺
(2)
β and δ = (β0 − β)̺(2)β .
The µ2-bowling pin is nondegenerate if r0 > 0 and β < β0.
Proof. Combine Lemmas 3.22, 3.30, and 3.31, with the roles of species 1 and species 2
switched.
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Lemma 3.49 (Covering a spherical section with bowling pins). Let C be a closed cone at
a ∈ Rd that is contained in some half-space, and let K be a spherical section of C. Then
for any β < Advµ¯(C)−1, there exists a finite collection P of nondegenerate µ2-bowling pins
such that
1. The origin yP of each P ∈ P lies in Rd \ C.
2. The collection P ◦ := {P ◦ : P ∈ P } forms an open cover of K.
3. There is some open neighborhood Ua of a such that for every P ∈ P ,
P ⊆ ⋆Vor(2)µ¯,β(Ua,yP ).
4. Each P ∈ P has the same thickness δ, which depends only on β and Advµ¯(C).
Proof. Let β1 =
2
3β +
1
3 Advµ¯(C)−1 and β2 = 13β + 23 Advµ¯(C)−1, so β < β1 < β2 <
Advµ¯(C)−1. Then by Lemma 3.36, since β2 < Advµ¯(C)−1 we have
⋆Vor
(2)
µ¯,β2
(
a,Rd \ C) = Rd \ {a}.
Thus, for every x ∈ C \{a}, there is some yx ∈ Rd \C such that x ∈ ⋆Vor(2)µ¯,β2(a,yx), which
then implies x ∈ ⋆Vor(2)µ¯,β1(a,yx) since β1 < β2. For each x ∈ C \ {a}, let υx = x−yx 6= 0,
r˜x = distµ1(a,yx) > 0, and δ˜x = δ
~υx
1 (β2) = β2
µ2(υx )
µ1(υx )
> 0, and define
P˜x := Pyx ,~υx
µ1,r˜x ,δ˜x
(
µ1(υx)
)
.
Also let r̂x =
β1
β2
r˜x and δ̂x =
β1
β2
δ˜x , and define
P̂x := Pyx ,~υx
µ1,r̂x ,δ̂x
(
µ1(υx)
)
.
Since x ∈ ⋆Vor(2)µ¯,β2(a,yx), Part 1 of Lemma 3.48 implies that a /∈ P˜ ◦x . Since r̂x < r˜x and
δ̂x < δ˜x , we have P̂x ⊂ P˜ ◦x , so
a /∈ P̂x ∀x ∈ C \ {a}. (3.41)
Now let rx = ̺
(2)
β r̂x and δ = (β1 − β)̺(2)β , and define
Px := Pyx ,~υxµ2,rx ,δ
(
µ2(υx)
)
.
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Then each of the µ2-bowling pins Px is nondegenerate, and x ∈ P ◦x . Thus, the collec-
tion
{
P ◦x
}
x∈K is an open cover of the compact set K, so there is some finite subcover{
P ◦x1 , . . . , P
◦
xk
}
; let P =
{
Px1 , . . . , Pxk
}
. By (3.41) we have a /∈ ⋃kj=1 P̂xj . Therefore, since⋃k
j=1 P̂xj is closed, there is some open neighborhood Ua of a such that
Ua ∩ P̂xj = ∅ ∀j ∈ {1, . . . , k}.
Since Cyx ,~υx
µ1,δ̂x
(
µ1(υx)
) ⊆ P̂x for all x, Lemma 3.22 now implies that xj ∈ ⋆Vor(2)µ¯,β1(Ua,yxj )
for all j, and then Part 2 of Lemma 3.48 implies that
Pxj ⊆ ⋆Vor(2)µ¯,β
(
Ua,yxj
) ∀j ∈ {1, . . . , k}. (3.42)
Thus, (3.42) proves Part 3 of Lemma 3.49, and Parts 1 and 2 follow by construction, since
yxj ∈ Rd \ C, and the collection P ◦ =
{
P ◦x1 , . . . , P
◦
xk
}
covers K. For Part 4, simply note
that the thickness of each Pxj is δ = (β1 − β)̺(2)β = 13
(
Advµ¯(C)−1 − β
)
̺(2)β .
Proposition 3.50 (Extinction in small narrow cones). Let C ⊆ Rd be a closed cone that is
narrow for species 1 and is contained in some half-space. If A1 is any bounded subset of C,
then conqµ¯(A1, C) is also bounded.
Proof. By translation invariance we can assume that C has apex 0. Since C is narrow for
species 1, we can choose some β with 1 < β < Advµ¯(C)−1. Let K = Sd−1µ1 ∩ C, and let
P = P (K,β) be the family of µ2-bowling pins from Lemma 3.49. Then P covers K, and
there is some open neighborhood U0 of 0 such that
∀P ∈ P , P ⊆ ⋆Vor(2)µ¯,β(U0,yP ), (3.43)
where yP ∈ Rd \C is the origin of P . Let α > 0 be small enough that αBµ1 ⊂ U0. We claim
that α < 1. To see this, first note that (3.43) implies that P ∩ U0 = ∅ for all P ∈ P since
Vor
(2)
µ¯,β(U0,yP ) ⊆ Rd \ U0 by definition. Since P covers K, this implies that K ∩ U0 = ∅.
Now, since K ⊆ Sd−1µ1 ⊂ Bµ1 , if we had α ≥ 1, then we would get K ⊂ αBµ1 ⊂ U0, which is
a contradiction, so we must have α < 1.
Now let A1 ⊂ C be bounded, and define
R := sup
z∈A1
µ1(z)
α
<∞.
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Then for all z ∈ A1 we have µ1(z) ≤ Rα, so
A1 ⊆ RαBµ1 ⊂ RU0. (3.44)
Thus, scaling the sets in (3.43) by R and using (3.44), we have
∀P ∈ P , RP ⊆ ⋆Vor(2)µ¯,β
(
RU0, RyP
) ⊆ ⋆Vor(2)µ¯,β(A1, RyP ). (3.45)
Now, since Rd\C is scale-invariant and yP ∈ Rd\C, we have RyP ∈ Rd\C for all P ∈ P , and
since P covers K, the collection RP :=
{
RP
}
P∈P covers RK. Thus, since β > 1, (3.45)
and Proposition 3.18 imply that species 1 does not conquer any of
⋃
P∈P RP ⊇ RK from
the initial configuration (A1,R
d\C). Thus we have D1∩RK = ∅, whereD1 = conqµ¯
(
A1, C
)
.
Finally, observe that since α < 1, by (3.44) we have A1 ⊆ RαBµ1 ⊂ RBµ1 , and hence
every path in C from A1 to C\RBµ1 must pass through C∩∂(RBµ1) = RK. SinceD1∩RK =
∅, this implies that there is no D1-path from A1 to C \ RBµ1 . Therefore, species 1 cannot
conquer any point in C \ RBµ1 , because every point in D1 must be connected to A1 via
a D1-path by Part 3 of Lemma 3.12. Thus we have conqµ¯
(
A1, C
) ⊆ RBµ1 , which proves
Proposition 3.50.
3.6.5 Additional Results for Competition in Cones
Note that it follows immediately from definition (3.30) and the monotonicity of the deter-
ministic process (Lemma 3.17) that for B,B′ ⊆ Rd,
B ⊆ B′ =⇒ conqµ¯(z, B) ⊆ conqµ¯(z, B′). (3.46)
This fact implies the following result.
Lemma 3.51 (Conquered sets and convex subcones). Let B ⊆ Rd, let z ∈ B, and consider
a µ¯-process started from
(
z, Rd \B). If C is a convex pointed cone such that C ⊆ B and
z ∈ C, then
conqµ¯(z, B) ⊇ z+ conqµ¯(0, C0),
where C0 is the scale-invariant version of C.
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Proof. Since B ⊇ C, we have conqµ¯(z, B) ⊇ conqµ¯(z, C) by (3.46). Now, since z ∈ C and
C is convex and affine scale-invariant, Part 7 of Lemma 3.2 implies that C ⊇ z + C0, and
hence conqµ¯(z, C) ⊇ conqµ¯(z, z+ C0) by (3.46). Finally, conqµ¯(z, z+ C0) = z+conqµ¯(0, C0)
by the translation-invariance of µ¯. Note that since C is pointed by assumption, (0, C0) is a
valid starting configuration and hence this conquered region is nonempty.
Using Lemma 3.51, we derive the next result as a special case of Part 2 of Lemma 3.31;
this corresponds to Proposition 3.47 in the special case where C is a µ2-cone.
Lemma 3.52 (Conquering a µ1-subcone of a wide µ2-cone). Suppose
∥∥µ2
µ1
∥∥
L∞
≥ α ≥ 1,
and for υ ∈ Rd \ {0}, let δ~υ2 (α) = αµ1(υ)µ2(υ) as defined in (3.26). Then
1. If µ2(υ)µ1(υ) ≥ α and a ∈ Rd, the set C := C
a,~υ
µ2,δ~υ2 (α)
− is a small cone with Advµ¯(C) ≥ α.
2. There exists δ3.52(α) ≥ 0 such that if ~υ and C are as in Part 1, then for any z ∈ C,
conqµ¯ (z, C) ⊇ Cz,~υµ1,δ3.52(α),
and δ3.52(α) > 0 if α > 1.
Proof. Part 1: If µ2(υ)µ1(υ) ≥ α, then δ~υ2 (α) ≤ α · α−1 = 1, so the set C := C
a,~υ
µ2,δ~υ2 (α)
− is a small,
convex, pointed cone by Lemma 3.5, and we have Advµ¯(C) ≥ α by Corollary 3.39.
Part 2: Let δ3.52(α) := (α−1)̺α, where ̺α > 0 is defined in (3.28). Then δ3.52(α) ≥ 0, with
δ3.52(α) > 0 if α > 1, and by Part 2 of Lemma 3.31 we have
C0,~υµ1,δ3.52(α) ⊆
⋆Vor
(1)
µ¯,1
(
0,Rd \ C0
) ⊆ conqµ¯(0, C0).
Then since C is convex and pointed, Lemma 3.51 implies that for any z ∈ C,
conqµ¯(z, C) ⊇ z+ conqµ¯(0, C0) ⊇ z+ C0,~υµ1,δ3.52(α) = C
z,~υ
µ1,δ3.52(α)
.
The next results follow from Proposition 3.46 in the previous section.
Proposition 3.53 (Competition with norms that are scalar multiples of one another). Let
µ be a norm on Rd, and for each λ > 0 let µ¯λ =
(
µ, λ−1µ
)
. Consider a µ¯λ-competition
process started from
(
z, Rd \ Ca,~υµ,δ
)
, where a ∈ Rd, ~υ ∈ dir(Rd), δ ∈ (0, 1], and z ∈ Ca,~υµ,δ .
Then for any ~υ ∈ dir(Rd),
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1. Advµ¯λ
(
Ca,~υµ,δ
)
=
δ
λ
.
2. The cone Ca,~υµ,δ is wide, critical, or narrow for species 1 according to whether δ > λ,
δ = λ, or δ < λ, respectively.
3. For any z ∈ Ca,~υµ,δ , species 1’s conquered region, conqµ¯λ
(
z, Ca,~υµ,δ
)
, contains a nonde-
generate cone at z if δ > λ and is bounded if δ < λ.
4. If δ = λ, then species 1 conquers at least the closed ray z+ •~υ. If additionally z = a,
then species 1 conquers precisely the closed ray a+ •~υ.
Proposition 3.54 (Existence of critical speed ratio in convex cones). Let µ¯ = (µ1, µ2) be
a pair of norms on Rd. For any λ1, λ2 > 0, consider the deterministic process using the
pair of scaled norms µ¯λ1,λ2 =
(
λ−11 µ1, λ
−1
2 µ2
)
and started from the configuration
(
z, Rd \C),
where C ⊂ Rd is a convex cone, and z ∈ C.
1. If λ2/λ1 < Advµ¯(C), then species 1 conquers a nondegenerate cone at z.
2. If λ2/λ1 > Advµ¯(C), then species 1 conquers only a bounded region.
Thus, for a given traversal norm pair µ¯, any nondegenerate convex cone C has a critical
speed ratio Λc(C) ∈
[∥∥µ2
µ1
∥∥−1
L∞
,∞
)
such that in the µ¯λ1,λ2-process started from
(
z, Rd \ C),
species 1 conquers a nondegenerate cone if λ1/λ2 > Λc(C) and dies out if λ1/λ2 < Λc(C).
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Part II
ANALYZING THE RANDOM PROCESSES BY COMPARISON WITH
DETERMINISTIC PROCESSES
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Chapter 4
LARGE DEVIATIONS ESTIMATES FOR GROWTH IN CONES
The aim of this chapter will be to obtain large deviations estimates for the growth of a
restricted first-passage percolation process in Zd, showing that for various restricting sets,
the restricted process grows asymptotically at the same speed as an unrestricted process. It
will be most convenient to treat the restricting sets as subsets of Rd rather than subgraphs
of Zd; to convert between the two, we use the lattice approximation and cube-expansion
operations, as discussed in Section 2.2.5. We focus on restricting sets that are µ-stars, i.e.
unions of µ-cone segments (cf. Sections 1.3.3 and 3.1.3), because in these sets it is relatively
easy to measure distances relative to the shape function µ of the random process, allow-
ing for an easy comparison with the growth of the restricted deterministic µ-process from
Section 3.2. In principle, one can use the estimates for growth in µ-stars to obtain similar
large deviations estimates for growth in other regions (for example, all convex bodies) by
approximating these regions with sufficiently thin µ-stars, though we do not explicitly state
any such results. All the results in this chapter give good estimates only in “large” restrict-
ing sets, getting exponentially better as the scale of the picture increases. For example, the
results are useful for all sufficiently large times when the restricting set is scale-invariant
(such as an infinite cone) or is a compact µ-star with very large diameter.
The large deviations estimates we obtain can be seen as generalizing classical shape
deviation estimates for the unrestricted process, such as Lemma 4.9 below. In fact, the
large deviations estimate in Lemma 4.9 for unrestricted growth will be the starting point
for proving our main results about restricted growth. Namely, we will bootstrap on the es-
timate in Lemma 4.9, extending it to increasingly general restricting sets — first to µ-balls
(Lemma 4.13), then to µ-cone segments (Lemma 4.18), and finally to µ-stars in Theo-
rem 4.20, which is the main general result of the chapter. The general strategy for proving
each of these estimates (Lemmas 4.13 and 4.18 and Theorem 4.20) will be to show that
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with high probability, the process first covers a “permeating subset” of the restricting set
within approximately the right amount of time, and then, with high probability, the process
spreads from the permeating subset to the remainder of the restricting set in a relatively
short amount of time. In Section 4.2 below, we give a formal definition of “ǫ-permeating
subset” (our definition coincides with the definition of “ǫ-net” from metric geometry), and
we go into a bit more detail about how this concept fits into the structure of the later proofs.
This idea of employing “permeating subsets” is essentially the same strategy that is used
to prove the Shape Theorem (cf. [Kes86] or [How04]); in the Shape Theorem, the set being
covered is a µ-ball, and the permeating subset is taken to be a collection of lattice points
lying on a family of geometrically expanding spheres in the ℓ1d-metric. The main difference
between the proofs of the estimates in this chapter and the proof of the Shape Theorem
is the tool used to show that the permeating subset is covered in approximately the right
amount of time. Namely, in the results below, the primary tool will be Lemma 4.9 (a large
deviations estimate for the Shape Theorem), while in the proof of the Shape Theorem itself,
the primary tool is the subadditive ergodic theorem.
The organization of Chapter 4 is as follows. In Section 4.1 we introduce the idea of “cov-
ering times” and prove some elementary results about the restricted first-passage percolation
process in Zd, treated as a growth process in subsets of Rd. In Section 4.2, we briefly discuss
permeating subsets, and we prove a basic large deviations estimate for traversal of lattice
paths that will be the basis of the large deviations estimates for “short paths” that appear in
all the main results of the chapter. In Section 4.3 we combine the main result of Section 4.2
with the basic large deviations estimate in Lemma 4.9 for unrestricted growth to obtain a
large deviations estimate for growth restricted to µ-balls, in Lemma 4.13. In Section 4.4
we use Lemma 4.13 to prove a large deviations estimate for covering a µ-cone segment, in
Lemma 4.18; this will be the main technical result needed for the general results in the final
two sections. In Section 4.5 we use Lemma 4.18 to prove the main result of the chapter,
Theorem 4.20, which is a large deviations estimate for a first-passage percolation process
restricted to any µ-star. We then use this result to derive several corollaries, including a
shape theorem in µ-cones. Finally, in Section 4.6 we use Theorem 4.20 to prove a shape
theorem for growth restricted to a µ-tube whose width grows faster than logarithmically
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with its height.
Remark 4.1 (Notational conventions for constants and events). Throughout Chapters 4
and 5, numerous constants will appear in the statements and proofs of the various results.
I use the following conventions to help the reader keep the notation straight.
• Usually, time will be denoted by t or s, and distances will be denoted by r (for radius)
or h (for height). The thickness of cones will be denoted by δ.
• I will usually use ǫ for a small positive constant measuring the “relative speed error”
in various events, similar to the ǫ appearing in the statement of the Shape Theorem.
The variables α or β may also play a similar role, corresponding roughly to 1 − ǫ or
1 + ǫ, respectively (see below).
• In large deviations estimates: C = large positive constant, usually depending on ǫ; c =
small positive constant, usually depending on ǫ; and K = (typically large) universal
constant, not depending on ǫ. In general, the constants C, c, and K also depend on
the dimension d and the distribution of the traversal measure τ , and sometimes on
other parameters that will be identified in particular results. These constants will
usually have subscripts identifying which lemma they are from.
• Events: Ej(a; b) denotes an event in Lemma j, whose probability we bound explicitly
as a function of the parameter(s) a and non-explicitly as a function of the parameter(s)
b.
• The variables α, β, δ, ǫ will be used to denote nonnegative constants. Usually, δ and ǫ
should be thought of as positive constants that are close to 0, while α and β should
be thought of as constants that are close to 1, typically with α < 1 and β > 1. In
Chapters 5 and 6, α will also be used to denote the advantage of species 1, as defined
in Section 3.6.
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4.1 Covering Times and Properties of the Continuum Process
Let τ be a (one-type) traversal measure on E(Zd), and let T · = T ·τ be the family of pseudo-
metrics induced by τ . For U, V, S ⊆ Zd, we define the S-restricted covering time of V
from U as
T˜ S(U, V ) := sup
v∈V
T S(U,v). (4.1)
To explain the terminology, observe that T˜ S(U, V ) = inf
{
t : ηU ;Sτ (t) ⊇ V
}
. That is, T˜ S(U, V )
is the time at which the set V is “covered” by the S-restricted process ηU ;Sτ started from U .
We define covering times for continuum sets by taking lattice approximations, the same
way we did for passage times: If A,B, S ⊆ Rd, we define the S-restricted covering time
of B from A as
T˜ S(A,B) := T˜
...
S
(...
A,
...
B
)
= sup
v∈...B
T S(A,v). (4.2)
If S = B, we call T˜B(A,B) the internal covering time of B from A, and we use the
notation
T˜ Int(A,B) := T˜B(A,B), (4.3)
which will make some formulas more readable later on, particularly when B is some subset
of Rd with unwieldy notation. It follows from the definition (4.2) that
T˜ S(A,B) = sup
y∈B
T˜ S(A,y) for any B,S ⊆ Rd.
However, note that if B is not a lattice set, then in general T˜ S(A,B) 6= supy∈B T S(A,y),
because if y ∈ ∂JvK for some v ∈ Zd, then |...y | > 1, and so typically T˜ S(A,y) 6= T S(A,y).
On the other hand, note that if y ∈ JvK◦ for some v ∈ Zd, then |...y | = 1, and so T˜ S(A,y) =
T S(A,y). We now enumerate some elementary properties of covering times. The proof is
an easy exercise.
Lemma 4.2 (Properties of covering times). For any A,B,C, S ⊆ Rd, the following proper-
ties hold.
1. If S′ ⊆ S, then T˜ S′(A,B) ≥ T˜ S(A,B) (monotonicity in S).
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2. T˜ S(A,B) = inf
A′⊆A
T˜ S(A′, B) = sup
B′⊆B
T˜ S(A,B′) (monotonicity in A and B).
3. T˜ S(A,C) ≤ T˜ S(A,B) + T˜ S(B,C) (triangle inequality).
4. If B =
⋃
i∈I Bi, then T˜
S(A,B) = sup
i∈I
T˜ S(A,Bi) (decomposition).
5. If B ⊆ ⋃i∈I Bi, and if Ai ⊆ A and Si ⊆ S for all i ∈ I, then
T˜ S(A,B) ≤ sup
i∈I
T˜ Si(Ai, Bi) (superdecomposition).
6. If A ⊆ Rd, and B is a connected subset of Rd or Zd with ...B ⊆ ...S , then
T˜ S(A,B) ≤ T S(A,B) + τ(B) (total traversal measure bound),
where τ(B) := τ
(
E(
...
B)
)
.
Note that, unlike the passage time T S(A,B), the covering time T˜ S(A,B) is asymmetric
with respect to A and B. However, the usefulness of covering times comes from the fact
that they satisfy the triangle inequality with arbitrary subsets of Rd as arguments, rather
than just points in Zd, whereas this property fails for passage times. We now prove a
simple extension of the triangle inequality (as well as the monotonicity properties and finite
decomposition property above) that allows us to bound the covering time of a set B by
taking a finite number of intermediate steps. This will be our main tool for analyzing the
restricted process using covering times.
Lemma 4.3 (Chaining of covering times). Let {Ak}nk=1, {Bk}nk=0, and {Sk}nk=1 be collec-
tions of subsets of Rd, and suppose Ak ⊆
⋃k−1
j=0 Bj for 1 ≤ k ≤ n. Then for any B,S ⊆ Rd
with B ⊆ ⋃nk=0Bk and ⋃nk=1 Sk ⊆ S,
T˜ S(B0, B) ≤
n∑
k=1
T˜ Sk(Ak, Bk).
Proof. We prove this by induction on n. For n = 0, we have B ⊆ B0 and hence T˜ S(B0, B) =
0, which equals the empty sum on the right, so the bound holds in this case. Now suppose
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n ≥ 1, and for fixed sets {Ak}nk=1, {Bk}nk=0, {Sk}nk=1, and S ⊇
⋃n
k=1 Sk, assume inductively
that if B′ is any subset of Rd with B′ ⊆ ⋃n−1k=0 Bk, then
T˜ S(B0, B
′) ≤
n−1∑
k=1
T˜ Sk(Ak, Bk).
Set B′ =
⋃n−1
k=0 Bk. Then for any B ⊆
⋃n
k=0Bk we have B \B′ ⊆ Bn, and since T˜ S(B′, B) =
T˜ S(B′, B \B′) by the decomposition property, we get
T˜ S(B0, B) ≤ T˜ S(B0, B′) + T˜ S(B′, B) (triangle inequality)
≤
n−1∑
k=1
T˜ Sk(Ak, Bk) + T˜
S(B′, B \B′) (inductive hypothesis, decomposition)
≤
n−1∑
k=1
T˜ Sk(Ak, Bk) + T˜
Sn(An, Bn) (monotonicity)
=
n∑
k=1
T˜ Sk(Ak, Bk).
Remark 4.3.1. Note that Lemma 4.3 also follows easily from the Markovesque property
(Lemma 2.26). However, the direct inductive proof of Lemma 4.3 given above is much
simpler than the rather subtle proof of Lemma 2.26.
Recall the definition of the one-type continuum process started from A ⊆ Rd and re-
stricted to S ⊆ Rd:
ηA;Sτ (t) :=
{
x ∈ S : T Sτ (A,x) ≤ t
}
,
where T Sτ (A,x) = T
...
S
τ
(...
A,
...
x
)
by definition. We now define a similar continuum process
using covering times instead of passage times, which we will call the continuum covering
process:
η˜ A;Sτ (t) :=
{
x ∈ S : T˜ Sτ (A,x) ≤ t
}
. (4.4)
It is then natural to ask how the two processes η and η˜ are related. Since for v ∈ Zd, the
passage time T Sτ (A,v) and the covering time T˜
S
τ (A,v) agree, both of the above processes
can be viewed as continuum versions of the underlying lattice process on
...
S ; that is,
ηA;
...
S
τ (t) = η˜
A;
...
S
τ (t) =
{
v ∈ ...S : T Sτ (A,v) ≤ t
}
.
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In fact, ηA;Sτ (t) is obtained by placing a closed unit cube at each vertex of η
A;
...
S
τ (t), then
taking the intersection with S, and η˜ A;Sτ (t) is simply the relative interior of η
A;S
τ (t) in S.
That is, ηA;Sτ (t) = S ∩
q
ηA;
...
S
τ (t)
y
, and η˜ A;Sτ (t) = S ∩
q
ηA;
...
S
τ (t)
y◦
. The following proposition
shows that both continuum versions of the process will be useful.
Proposition 4.4 (Hitting times and covering times for continuum processes). Let τ be a
traversal measure on E(Zd), and let A,B, S ⊆ Rd with B ⊆ S. Then
1. The hitting time of B for the process ηA;Sτ (t) and the hitting time of
...
B for the process
ηA;
...
S
τ (t) are both equal to T Sτ (A,B); that is,
T Sτ (A,B) = inf
{
t : ηA;Sτ (t) ∩B 6= ∅
}
= inf
{
t : ηA;
...
S
τ (t) ∩
...
B 6= ∅
}
.
2. The covering time of B for the process η˜ A;Sτ (t) and the covering time of
...
B for the
process ηA;
...
S
τ (t) are both equal to T˜ Sτ (A,B); that is,
T˜ Sτ (A,B) = inf
{
t : η˜ A;Sτ (t) ⊇ B
}
= inf
{
t : ηA;
...
S
τ (t) ⊇
...
B
}
.
The proof of Proposition 4.4 is left as a trivial exercise in unravelling the definitions. In
light of Proposition 4.4, we refer to ηA;Sτ as the hitting process, and η˜
A;S
τ as the covering
process, for the underlying lattice process ηA;
...
S
τ (t). The hitting process is appropriate for
proving upper bounds on the growth of the conquered set, while the covering process is
appropriate for proving lower bounds on growth.
Here is another useful property of the continuum processes, which follows from Lem-
mas 2.18 and 2.19 in Section 2.5.
Lemma 4.5 (Continuum process containment). Let τ be a traversal measure on E(Zd), and
let A,S ⊆ Rd with ...A ⊆ ...S . If ηA;Rdτ (t) ⊆ S for some t ≥ 0, then
ηA;Sτ (t
′) = ηA;R
d
τ (t
′) and η˜ A;Sτ (t
′) = η˜ A;R
d
τ (t
′) for all t′ < t.
If τ satisfies (∃Geo), the above conclusions also hold for t′ = t.
Proof. After unwinding the definitions for the continuum processes, this follows directly
from Lemmas 2.18 and 2.19 in Section 2.5.
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The following formulas, based on a simple result in Appendix C, will be useful for
converting between statements about the process ηA;Sτ (or η˜
A;S
τ ) and statements about
the underlying pseudometric T Sτ (or “quasipseudometric” T˜
S
τ ). I call these the “inversion
formulas” because they encode what Howard [How04] refers to vaguely as an “inversion
argument” (but does not write down explicitly) in the proof of the Shape Theorem.
Lemma 4.6 (Inversion formulas for first-passage growth). Let A,A′, S ⊆ Rd.
1. For any α > 0 (in particular α < 1),
(a)
{
η˜ A;Sτ (t) ⊇ BA
′;S
µ (αt) ∀t ≥ t0
}
=
{
T˜ Sτ (A,x) ≤ t0 ∨ α−1 distSµ(A′,x) ∀x ∈ S
}
.
(b)
{
η˜ A;Sτ (t−) ⊇ BA
′;S
µ (αt) ∀t ≥ t0
}
=
{
T˜ Sτ (A,x) < t0 ∨ α−1 distSµ(A′,x) ∀x ∈ S
}
.
2. For any β > 0 (in particular β > 1),
(a)
{
ηA;Sτ (t) ⊆ BA
′;S
µ (βt) ∀t ≥ t0
}
=
{
t0 ∨ T Sτ (A,x) ≥ β−1 distSµ(A′,x) ∀x ∈ S
}
.
(b)
{
ηA;Sτ (t) ⊆ BA
′;S
µ (βt−) ∀t ≥ t0
}
=
{
t0 ∨ T Sτ (A,x) > β−1 distSµ(A′,x) ∀x ∈ S
}
.
Proof. The formulas are special cases of the general formulas in Lemma C.1; take the
functions f and g to be T˜ Sτ (A, ·), T Sτ (A, ·), or distSµ(A′, ·), as appropriate.
4.2 Permeating Subsets and Large Deviations for Traversal of Lattice Paths
Here we introduce a simple concept that will be useful for understanding the structure of
the proofs in this chapter. Let (M,dist) be a metric space, and let ǫ ≥ 0. We say that A
is an ǫ-permeating subset of M (with respect to dist) if dist(A,y) ≤ ǫ for every y ∈M .
This definition of an ǫ-permeating subset coincides precisely with the definition of an ǫ-net
of the metric space (M,dist) (cf. [BBI01, p. 13]), but I opt for the term “ǫ-permeating”
rather than “ǫ-net” because I feel it is more descriptive and avoids any potential confusion
with the unrelated concept of nets in general topology.
In this chapter we are interested in showing that a restricted process doesn’t take too
long to cover some set B ⊆ Rd. In this setting, we takeM to be the set B, typically endowed
with the “natural distance” distµ associated with a first-passage growth process with shape
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function µ. The general strategy for proving that the process covers B within, say, time
(1 + ǫ)t, is to break the the covering event into two steps: First, the process takes over a
δt-permeating subset of B within time (1 + ǫ1)t for some small δ > 0 and ǫ1 < ǫ; then, it
spreads from the δt-permeating subset to cover the rest of B in a short amount of time, say
ǫ2t, where ǫ1+ ǫ2 ≤ ǫ. In order to apply this “two-stage covering” technique, we need large
deviations estimates putting a small upper bound on the probability that a “bad” event
happens in each of the two covering stages.
In the first stage, in order to show that the process is likely to cover a permeating
subset of B in about the right amount of time, we need some result showing that with
high probability, the speed of the process on large scales doesn’t deviate too much from the
asymptotic speed identified in the Shape Theorem; Lemma 4.9 in the next section provides
the necessary starting point, and we will bootstrap our way from there to obtain similar,
increasingly more general results. In the second stage, we need to show that with high
probability, the process doesn’t take too long to reach the rest of the set B once it covers a
permeating subset; for this we use elementary large deviations estimates for sums of i.i.d.
exponentially-tailed random variables to obtain a crude bound on the time it takes the
process to travel a short distance. Lemma 4.7 below provides the basic large deviations
estimate in the appropriate context; we use Lemma 4.7 to prove Lemma 4.8, which will be
our primary tool for bounding the traversal times of “short” paths in later proofs.
Lemma 4.7 (Upper large deviations bound for traversal measure). Let τ be an i.i.d. traver-
sal measure on Zd such that τ(e) satisfies (EM). For any a > E τ(e), there exist positive
constants C4.7(a) and c4.7(a) (which depend also on L
(
τ(e)
)
) such that for any finite set of
edges F ⊆ E(Zd) with |F | ≤ n ∈ N,
Pr
{
τ(F ) ≥ an} ≤ C4.7(a)e−c4.7(a)n.
Proof. By definition we have τ(F ) =
∑
e∈F τ(e). By assumption, the collection {τ(e)}e∈F
is i.i.d. with τ(e)
d
= Z0 for all e. Thus, since |F | ≤ n we have τ(F ) d=
∑|F |
j=1 Zj ≤
∑n
j=1 Zj,
and hence
Pr
{
τ(F ) ≥ an} ≤ Pr

n∑
j=1
Zj ≥ an
 ≤ CB.16(a)e−cB.16(a)n,
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where the final inequality follows from Lemma B.16 since τ(e) has a finite exponential
moment and a > E τ(e).
Lemma 4.8 (Traversal measure of lattice paths near a line segment). Let τ be an i.i.d.
traversal measure such that τ(e) satisfies (EM), and for any u,v ∈ Zd and t ≥ 0, define
the event
E4.8(u,v, t) =
{
τ
(
[x,y]
) ≤ t for all x ∈ JuK and y ∈ JvK}.
Then for any norm µ and any function φ : R+ → R with φ(r)/r → 0 as r→∞, there exists
some positive constant Kµ4.8 = K
µ
4.8
(
E τ(e)
)
and positive constants C4.8 = C4.8
(
φ, µ,L(τ(e)))
and c4.8 = c4.8
(
φ, µ,L(τ(e))) such that for any r ≥ 0 and any u,v ∈ Zd with distµ(u,v) ≤
r + φ(r), we have
Pr
(
E4.8(u,v,K
µ
4.8r)
) ≥ 1− C4.8e−c4.8r.
Proof. First, observe that the definition τ(A) := τ
(
E
(...
A
))
for A ⊆ Rd preserves the mono-
tonicity property of measures, i.e. if A ⊆ B ⊆ Rd, then τ(A) ≤ τ(B). Now note that the
definition of convex hull implies that
⋃
x∈JuK,y∈JvK
[x,y] = conv
(JuK ∪ JvK).
In particular, [x,y] ⊆ conv(JuK ∪ JvK) for all x ∈ JuK and y ∈ JvK, so
sup
x∈JuK,y∈JvK
τ
(
[x,y]
) ≤ τ(conv(JuK ∪ JvK)).
Therefore, for any K > 0,
E4.8(u,v,Kr)
∁ =
{
τ
(
[x,y]
)
> Kr for some x ∈ JuK and y ∈ JvK}
⊆ {τ(conv(JuK ∪ JvK)) > Kr} . (4.5)
For the sake of more compact notation, let cou,v := conv
(JuK ∪ JvK), and let Fu,v :=
E
( . . . .
cou,v
)
. We want to bound the cardinality of the edge set Fu,v in order to choose K large
enough that Lemma 4.7 can be applied to the event in (4.5). First note that since Zd is
2d-regular, we have |E(V )| ≤ d · |V | for any V ⊆ Zd, so |Fu,v| ≤ d ·
∣∣ . . . .cou,v∣∣. By Lemma B.2,
we have
∣∣ . . . .cou,v∣∣ = mdL (q . . . .cou,vy), and q . . . .cou,vy ⊆ cou,v + Bℓ∞d . Now Lemma B.13 implies
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that cou,v = [u,v] +
1
2Bℓ∞d , and hence cou,v + Bℓ∞d = [u,v] + 32Bℓ∞d . Therefore, noting that
dilℓ∞d (ℓ
2
d) =
√
d, we get q . . . .
cou,v
y ⊆ [u,v] + 3
2
√
d · Bℓ2
d
. (4.6)
The set on the right-hand side of (4.6) is the union of a Euclidean cylinder of radius 3
√
d
2
and height distℓ2d
(u,v), with two solid hemispherical caps of radius 3
√
d
2 at its ends. Taking
the Lebesgue measure of both sides of (4.6), we get
∣∣ . . . .cou,v∣∣ = mdL (q . . . .cou,vy) ≤ Bd · (3√d2 )d +Bd−1 · ( 3√d2 )d−1 · distℓ2d(u,v), (4.7)
where Bn is the Lebesgue measure of Bℓ2n , the Euclidean unit ball in Rn. Setting ad :=
dBd
(
3
√
d
2
)d
and bd,µ := dBd−1
(
3
√
d
2
)d−1
dilℓ2d
(µ), (4.7) implies that
|Fu,v| ≤ d ·
∣∣ . . . .cou,v∣∣ ≤ ad + bd,µ distµ(u,v) ≤ ad + bd,µ(r + φ(r)). (4.8)
Now choose r0 ≥ ad/bd,µ large enough that φ(r)/r ≤ 1 for all r ≥ r0. Then for all r ≥ r0
we have
ad + bd,µ
(
r + φ(r)
)
= bd,µr
(
ad
bd,µr
+ 1 +
φ(r)
r
)
≤ 3bd,µr,
so (4.8) implies that
∀r ≥ r0, |Fu,v| ≤ 3bd,µr. (4.9)
Now define Kµ4.8 := 4bd,µE τ(e). Then for all r ≥ r0 we have
E4.8(u,v,K
µ
4.8r)
∁ ⊆
{
τ
(
E
( . . . .
cou,v
))
> Kµ4.8r
}
(by (4.5))
⊆
{
τ
(
Fu,v
)
>
Kµ4.8
3bd,µ
· ⌊3bd,µr⌋
}
(by the definition of Fu,v)
=
{
τ
(
Fu,v
)
>
4
3
E τ(e) · ⌊3bd,µr⌋
}
. (by the definition of Kµ4.8)
Therefore, by (4.9) and Lemma 4.7, for all r ≥ r0 we have
Pr
(
E4.8(u,v,K
µ
4.8r)
∁
)
≤ Pr
{
τ
(
Fu,v
)
>
4
3
E τ(e) · ⌊3bd,µr⌋
}
≤ C4.7
(
4
3 E τ(e)
)
e−c4.7(
4
3
E τ(e))⌊3bd,µr⌋
≤ C4.8e−c4.8r,
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where, with a = 43 E τ(e),
c4.8 := 3bd,µc4.7 (a) and C4.8 := C4.7 (a) e
c4.7(a) ∨ ec4.8r0 .
Note that we took the maximum with ec4.8r0 in the definition of C4.8 to get rid of the floor
in the exponent. But then since C4.8 ≥ ec4.8r0 by definition, it follows that if r ≤ r0, then
C4.8e
−c4.8r ≥ 1, so the probability bound trivially holds for r ≤ r0, hence for all r ≥ 0.
4.3 Growth Restricted to a µ-Ball
Throughout the rest of the chapter, unless otherwise specified, τ will be a one-type traversal
measure on E(Zd) which is i.i.d. with model traversal times {Zj}j∈N satisfying (FPSd) and
(EM), and µ will denote the shape function for τ as defined in Theorem 1.1.
The goal of this section will be to prove Lemma 4.13 below, which says that with high
probability, the internal covering time of a large µ-ball from its center is not greater than
its radius plus a small linear factor. Lemma 4.13 will be the key tool for analyzing growth
restricted to cone segments in Section 4.4. Before proving Lemma 4.13 in Section 4.3.2,
we first prove two basic large deviations estimates in Section 4.3.1. These two results are
Lemmas 4.11 and 4.12, which correspond to steps one and two, respectively, in the “two-
stage covering” strategy from Section 4.2; that is, Lemma 4.11 gives a large deviations
estimate for covering a permeating subset (a µ-ball in this case), and Lemma 4.12 gives a
large deviations estimate for traversing a particular collection of “short” paths. Lemma 4.11
follows easily from a standard large deviations estimate for the unrestricted process, stated
in Lemma 4.9 below. Lemma 4.12 is proved using Lemma 4.8 from the previous section.
We will use both Lemmas 4.11 and 4.12 in the main proof of Lemma 4.13 as well as in later
proofs in Chapters 4 and 5.
4.3.1 The Basic Large Deviations Estimates
Garet and Marchand [GM08] state the following result bounding the growth of the first-
passage percolation process. It is a generalization of a large deviations estimate proved by
Grimmett and Kesten [GK84] for the passage times in a fixed direction. For a proof that
works simultaneously in all directions, see Ahlberg [Ahl11b, Proposition 1.5].
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Lemma 4.9 (Shape deviation bounds [GM08, Proposition 2.1]). For any ǫ > 0, there exist
positive constants C and c such that for all t > 0,
Pr
{
B0µ
(
(1− ǫ)t) ⊆ η0;Rdτ (t) ⊆ B0µ((1 + ǫ)t)} ≥ 1− Ce−ct.
In Lemma C.10 in Appendix C, we prove a general result about first-passage growth
processes that yields the following stronger version of Lemma 4.9 as a corollary.
Corollary 4.10 (Stronger shape deviation bounds). For any ǫ > 0 and any o(t) function
φ : R+ → R+, there exist positive constants C4.10 = C4.10(ǫ, φ) and c4.10 = c4.10(ǫ, φ) such
that for all t0 ≥ 0,
Pr
{
B0µ
(
(1− ǫ)t+ φ(t)) ⊆ η˜ 0;Rdτ (t−) and η0;Rdτ (t) ⊆ B0µ([(1 + ǫ)t− φ(t)]−) ∀t ≥ t0}
≥ 1− C4.10e−c4.10t0 .
Proof. The above statement corresponds precisely to the second of the two equivalent state-
ments in Lemma C.10, with S = Rd and A = A′ = {0}, and the first of the two equivalent
statements in Lemma C.10 is weaker than the statement in Lemma 4.9.
Using Corollary 4.10, we can easily obtain the following simple result, bounding the
growth of a one-type process started at v ∈ Zd using µ-balls centered at some nearby point
z ∈ Rd, rather than requiring the µ-balls to be centered at v itself. In fact, we can trivially
get the bound to work simultaneously for all nearby points z, in particular for all z ∈ JvK.
This formulation will obviate the need to find lattice points approximating some x ∈ Rd later
on, making many of the longer arguments cleaner than if we used Corollary 4.10 directly.
We will use Lemma 4.11 in the proofs of Lemma 4.13 and Proposition 4.19 below, as well
as for some results in Chapter 5.
Lemma 4.11 (Bounding growth with slightly shifted µ-balls). For v ∈ Zd, t0 ≥ 0, and
ǫ > 0, define the event
Ev4.11(t0; ǫ) :=
⋂
z∈JvK
{
Bzµ
(
(1− ǫ)t) ⊆ η˜ v;Rdτ (t−) and ηv;Rdτ (t) ⊆ Bzµ((1 + ǫ)t−) ∀t ≥ t0}.
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Then for any ǫ > 0, there exist positive constants C4.11 and c4.11 such that for any v ∈ Zd
and t0 ≥ 0,
Pr
(
Ev4.11(t0; ǫ)
) ≥ 1− C4.11(ǫ)e−c4.11(ǫ)t0 .
Proof. By translation invariance it suffices to assume v = 0. To get the desired bound
simultaneously for all z ∈ J0K, observe that if we set κ = 12 dilℓ∞d (µ), then by the triangle
inequality for µ, for any r ≥ 0 we have
⋃
z∈J0K
Bzµ(r) ⊆ B0µ(r + κ) and B0µ
(
[r − κ]−) ⊆ ⋂
z∈J0K
Bzµ(r−).
Applying Corollary 4.10 with φ(t) = κ (a constant function), this implies that for any t0 ≥ 0
we have
1− C4.10(ǫ, κ)ec4.10(ǫ,κ)t0
≤ Pr
{
B0µ
(
(1− ǫ)t+ κ) ⊆ η˜ 0;Rdτ (t−) and η0;Rdτ (t) ⊆ B0µ([(1 + ǫ)t− κ]−) ∀t ≥ t0}
≤ Pr
⋂
t≥t0
⋂
z∈J0K
{
Bzµ
(
(1− ǫ)t) ⊆ η˜ 0;Rdτ (t−) and η0;Rdτ (t) ⊆ Bzµ((1 + ǫ)t−)}

= Pr
(
E04.11(t0; ǫ)
)
.
Thus we can take C4.11(ǫ) := C4.10(ǫ, κ) and c4.11(ǫ) := c4.10(ǫ, κ).
Using Lemma 4.8 from Section 4.2 above, we prove the following result, which will be
needed in the proofs of Lemmas 4.13 and 4.16. Lemma 4.12 says that with high probability,
the traversal measure of every radial lattice path connecting two concentric µ-spheres is
bounded above by a fixed constant times the difference in the spheres’ radii. Similar to
the statement of Lemma 4.11, the event in Lemma 4.12 simultaneously treats all pairs of
spheres centered in a unit cube around the origin.
Lemma 4.12 (Traversal of radial paths in a µ-spherical shell). Let K4.12 = K
µ
4.8
(
E τ(e)
)
.
For ǫ ∈ (0, 1] and r ≥ 0, define the event
E4.12(r; ǫ) =
⋂
z∈J0K
⋂
t≥r
{
τ
([
z+ (1− ǫ)y, z + y]) ≤ K4.12 · ǫt for all y ∈ ∂B0µ(t)} .
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Then for any ǫ ∈ (0, 1], there exist positive constants C4.12(ǫ) and c4.12(ǫ) such that for any
r ≥ 0,
Pr
(
E4.12(r; ǫ)
) ≥ 1− C4.12(ǫ)e−c4.12(ǫ)r.
Proof. Fix ǫ ∈ (0, 1]. For any t ≥ 0, define the event
Et :=
⋂
z∈J0K
{
τ
([
z+ (1− ǫ)y, z + y]) ≤ K4.12 · ǫt for all y ∈ ∂B0µ(t)} ,
and for j ∈ N, define the event E˜j :=
⋂
j≤t<j+1Et. Then for any r ≥ 0,
E4.12(r; ǫ) =
⋂
t≥r
Et ⊇
∞⋂
j≥⌊r⌋
E˜j . (4.10)
We will obtain a lower bound on the probability of E4.12(r; ǫ) by showing that each of the
events E˜j occurs on a finite intersection of events of the form in Lemma 4.8. In order to
do this, we need to count pairs of lattice points near the endpoints of the intervals in the
definition of Et.
Let κ = dilℓ∞d (µ), and note that supz∈J0K µ(z) = κ/2. Given z ∈ J0K and y ∈ ∂B0µ(t),
choose v,u ∈ Zd with z+ y ∈ JvK and z+ (1 − ǫ)y ∈ JuK. Then distµ(v, z + y) ≤ κ/2 and
distµ
(
u, z+ (1− ǫ)y) ≤ κ/2, so the triangle inequality implies that
t− κ ≤ µ(v) ≤ t+ κ and ǫt− κ ≤ distµ(u,v) ≤ ǫt+ κ. (4.11)
Furthermore, since the point z+(1− ǫ)y is contained in the line segment [z, z+y], we have
distℓ∞d
(
u, [z, z + y]
) ≤ 1/2. Now note that since z ∈ J0K and z + y ∈ JvK, the entire line
segment [z, z+y] is contained in conv
(J0K∪JvK) = [0,v]+J0K, which is the 12 -neighborhood
of [0,v] in the ℓ∞d norm. Therefore,
distℓ∞d
(
u, [0,v]
) ≤ distℓ∞d (u, [z, z + y]) + sup
x∈[z,z+y]
distℓ∞d
(
x, [0,v]
) ≤ 1
2
+
1
2
= 1. (4.12)
We wish to obtain an upper bound on the number of lattice points u which satisfy (4.12)
and are also within some specified distance of v. Namely, for each v ∈ Zd and a, b ≥ 0, we
wish to bound the cardinality of the set
Uv[a,b] :=
{
u ∈ Zd : distℓ∞d
(
u, [0,v]
) ≤ 1 and distµ(u,v) ∈ [a, b]} . (4.13)
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Using an argument similar to the one in the proof of Lemma 4.8, one can show that for
any v ∈ Zd and 0 ≤ a ≤ b, the set Uv[a,b] is contained in a Euclidean cylinder of some
radius depending only on d and of height that is linear in (b− a), so there is some constant
Qd,µ <∞ such that
∣∣∣Uv[a,b]∣∣∣ ≤ Qd,µ · [(b− a) ∨ 1] for all v ∈ Zd and 0 ≤ a ≤ b. (4.14)
Now, returning to the definition of the event Et, the inequalities (4.11), (4.12), and the
definition (4.13) imply that
Et ⊇
⋂
v∈Zd
t−κ≤µ(v)≤t+κ
⋂
u∈Uv
[ǫt−κ,ǫt+κ]
{
τ
(
[x,x′]
) ≤ K4.12 · ǫt for all x ∈ JuK and x′ ∈ JvK}
=
⋂
v∈Zd
t−κ≤µ(v)≤t+κ
⋂
u∈Uv
[ǫt−κ,ǫt+κ]
E4.8(u,v,K4.12ǫt).
Recall that E˜j =
⋂
j≤t<j+1Et, and observe that since the events E4.8(u,v,K4.12ǫt) are
increasing in t, it then follows that
E˜j ⊇
⋂
j≤t<j+1
⋂
v∈Zd
t−κ≤µ(v)≤t+κ
⋂
u∈Uv
[ǫt−κ,ǫt+κ]
E4.8(u,v,K4.12ǫt)
⊇
⋂
v∈Zd
j−κ≤µ(v)≤j+1+κ
⋂
u∈Uv
[ǫj−κ,ǫ(j+1)+κ]
E4.8(u,v,K4.12ǫj).
Now note that since ǫ ≤ 1, if u ∈ Uv[ǫj−κ,ǫ(j+1)+κ], then distµ(u,v) ≤ ǫj + (1 + κ). Thus,
applying Lemma 4.8 with r = ǫj and φ(r) = 1 + κ, and using Lemma B.3 and the bound
(4.14) to estimate the number of lattice points in the sum, we get
Pr
(
E˜∁j
)
≤
∑
v∈Zd
j−κ≤µ(v)≤j+1+κ
∑
u∈Uv
[ǫj−κ,ǫ(j+1)+κ]
Pr
(
E4.8(u,v,K4.12ǫj)
∁
)
≤ ̟µ(j + 1 + κ)d−1(1 + 2κ) ·Qd,µ(1 + 2κ) · C4.8(1 + κ, µ)e−c4.8(1+κ,µ)ǫj. (4.15)
Set C4.8 = C4.8(1 + κ, µ) and c4.8 = c4.8(1 + κ, µ). Then combining (4.10) and (4.15), and
174
using Lemma B.18 to sum the resulting series, we get
Pr
(
E4.12(r; ǫ)
∁
)
≤
∞∑
j=⌊r⌋
Pr
(
E˜∁j
)
≤ ̟µQd,µ(1 + 2κ)2 · C4.8
∞∑
j=⌊r⌋
(j + 1 + κ)d−1e−c4.8ǫj
≤ ̟µQd,µ(1 + 2κ)2 · C4.8 · 4[(2d − 2) ∨ (1 + κ)]
d−1
[(c4.8ǫ) ∧ 1]d · e
− c4.8ǫ
2
⌊r⌋
≤ C4.12(ǫ)e−c4.12(ǫ)r,
where C4.12(ǫ) and c4.12(ǫ) are some positive constants depending only on ǫ, d, and the
distribution of τ(e).
4.3.2 Proof of Large Deviations Estimate for Covering a µ-Ball
Now we are ready to prove the main large deviations estimate for growth restricted to a
µ-ball, which will be the main ingredient for analyzing growth restricted to µ-cone segments
in the next section. As in Lemmas 4.11 and 4.12, we consider an event that simultaneously
treats all µ-balls centered near a given lattice point, in order to simplify later arguments.
This convention will be propagated throughout most of the main results in Chapters 4 and
5.
Lemma 4.13 (Internal covering time for µ-balls). For any ǫ > 0 there exist positive con-
stants C4.13 and c4.13 such that for all v ∈ Zd and r0 ≥ 0,
Pr
{
η˜ v;B
z
µ(r)
τ
(
(1 + ǫ)r
)
= Bzµ(r) for all z ∈ JvK and r ≥ r0} ≥ 1− C4.13e−c4.13r0 .
Proof. By translation invariance it suffices to assume v = 0. Given ǫ > 0, let ǫ1 = ǫ1(ǫ) :=
ǫ
2K4.12
, let α = α(ǫ) := 1−ǫ11+ǫ1 , and for each r ≥ r0 let tr := (1+ǫ1)−1r. That is, tr is chosen so
that (1 + ǫ1)tr = r, so the unrestricted random process is likely to be contained in the ball
Bzµ(r) at time tr, and then αr = (1− ǫ1)tr is the radius of a slightly smaller ball, which the
random process is likely to have covered by time tr. Here, the smaller ball Bzµ(αr) plays the
role of the permeating subset; namely, it is a (1−α)r-permeating subset of Bzµ(r). The value
of ǫ1 was chosen so that (1−α)r ≈ ǫK4.12 · r, so that Lemma 4.12 implies that the remainder
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of the large ball is likely to be reached within an additional time of ǫr, via approximately
straight paths.
More concretely, the outline of the proof is as follows. First we combine Lemma 4.11
with Lemma 4.5 to show that the restricted process covers the union
⋃
z∈J0K Bzµ(αr) by time
tr with high probability. Then we use Lemma 4.12 to show that with high probability, the
remaining spherical shells Bzµ(r)\Bzµ(αr) are covered within an additional time of ǫr, and so
the total covering time is at most tr + ǫr < (1 + ǫ)r. More explicitly, the chaining property
(Lemma 4.3) implies that on any realization of τ , for each z ∈ J0K we have
T˜B
z
µ(r)
(
0,Bzµ(r)
) ≤ T˜Bzµ(r) (0,Bzµ(αr))+ T˜Bzµ(r) (∂Bzµ(αr), Bzµ(r) \ Bzµ(αr)) . (4.16)
Our goal, then, is to show that with exponentially high probability in r0, for all r ≥ r0 and
all z ∈ J0K, the first term on the right in (4.16) is bounded above by r, and the second term
on the right is bounded above by ǫr.
We start with the first term on the right in (4.16). To get the desired bound simultane-
ously for all z ∈ J0K, observe that if we set δ = 12 dilℓ∞(µ), then (by the triangle inequality)
for any t ≥ 0, ⋃
z∈J0K
Bzµ(t) ⊆ B0µ(t+ δ) and B0µ(t− δ) ⊆
⋂
z∈J0K
Bzµ(t).
Applying Corollary 4.10 with φ(t) = δ, this implies that for any r0 ≥ 0 we have
1− C4.10(ǫ1, δ)e−c4.10(ǫ1,δ)tr0
≤ Pr
{
B0µ
(
(1− ǫ1)tr + δ
) ⊆ η˜ 0;Rdτ (tr−) and η0;Rdτ (tr) ⊆ B0µ((1 + ǫ1)tr − δ) ∀r ≥ r0}
≤ Pr
 ⋂
r≥r0
⋂
z∈J0K
{
Bzµ
(
(1− ǫ1)tr
) ⊆ η˜ 0;Rdτ (tr−) and η0;Rdτ (tr) ⊆ Bzµ((1 + ǫ1)tr)}
 .
(4.17)
Note that Bzµ
(
(1 + ǫ1)tr
)
= Bzµ(r), and by Lemma 4.5 and Lemma 2.18,{
η0;R
d
τ (tr) ⊆ Bzµ(r)
}
⊆
{
η˜ 0;R
d
τ (tr−) = η˜ 0;B
z
µ(r)
τ (tr−)
}
,
so (4.17) implies that
Pr
⋂
r≥r0
⋂
z∈J0K
{
Bzµ
(
(1− ǫ1)tr
) ⊆ η˜ 0;Bzµ(r)τ (tr−)}
 ≥ 1−C4.10(ǫ1, δ)e−c4.10(ǫ1,δ)tr0 . (4.18)
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Since r > tr, the process at time r contains the process at time tr−, so (4.18) implies that
Pr
⋂
r≥r0
⋂
z∈J0K
{
Bzµ(αr) ⊆ η˜ 0;B
z
µ(r)
τ (r)
} ≥ 1−C4.10(ǫ1, δ)e−c1(ǫ)r0 , (4.19)
where we have set c1(ǫ) =
(
1+ ǫ1(ǫ)
)−1
c4.10
(
ǫ1(ǫ), δ
)
and have recalled that (1− ǫ1)tr = αr.
The above event, call it E(4.19), says that T˜
Bzµ(r) (0,Bzµ(αr)) ≤ r for all r ≥ r0 and all
z ∈ J0K, so (4.19) provides the desired bound for the first term in (4.16).
Now we turn to the final term in (4.16). The idea is that each point in the spherical shell
Bzµ(r) \ Bzµ(αr) can be reached from the boundary of the inner ball Bzµ(αr) via a radial line
segment of length (1− α)r ≈ ǫK4.12 · r, and Lemma 4.12 implies that with high probability,
the covering time of all such line segments is bounded above by ǫr. We now make this
argument more precise.
First note that B0µ(r) \ B0µ(αr)◦ =
⋃
y∈∂B0µ(r)
[
αy,y
]
. If we set Lzα(y) = z +
[
αy,y
]
for
z ∈ J0K and y ∈ ∂B0µ(r), then translating everything by z gives
Bzµ(r) \ Bzµ(αr)◦ =
⋃
y∈∂B0µ(r)
Lzα(y).
Using the fact that for any y ∈ ∂B0µ(r) we have (z + αy) ∈ ∂Bzµ(αr) ∩ Lzα(y) ⊂ Bzµ(r),
the decomposition and monotonicity properties and the total traversal measure bound from
Lemma 4.2 then imply that
T˜B
z
µ(r)
(
∂Bzµ(αr), Bzµ(r) \ Bzµ(αr)
)
≤ sup
y∈∂B0µ(r)
T˜B
z
µ(r)
(
z+ αy, Lzα(y)
)
≤ sup
y∈∂B0µ(r)
τ
(
Lzα(y)
)
. (4.20)
Now define the event
E(4.21) =
{
T˜B
z
µ(r)
(
∂Bzµ(αr), Bzµ(r) \ Bzµ(αr)
)
≤ ǫr for all z ∈ J0K and r ≥ r0} . (4.21)
177
The bound in (4.20) implies that E(4.21) occurs on the event E4.12(r0; 1− α), as follows:
E(4.21) =
⋂
z∈J0K
⋂
r≥r0
{
T˜B
z
µ(r)
(
∂Bzµ(αr), Bzµ(r) \ Bzµ(αr)
)
≤ ǫr
}
⊇
⋂
z∈J0K
⋂
r≥r0
{
τ
(
Lzα(y)
) ≤ ǫr for all y ∈ ∂B0µ(r)}
⊇
⋂
z∈J0K
⋂
r≥r0
{
τ
(
Lzα(y)
) ≤ K4.12 · (1− α)r for all y ∈ ∂B0µ(r)}
= E4.12(r0; 1− α),
where the inclusion in the second-to-last line holds because
K4.12 · (1− α) = K4.12 · 2ǫ1
1 + ǫ1
< K4.12 · 2ǫ1 = ǫ.
Therefore, by Lemma 4.12, we have
Pr
(
E(4.21)
) ≥ Pr(E4.12(r0; 1− α)) ≥ 1− C4.12(1− α)e−c4.12(1−α)r0 . (4.22)
Finally, (4.16), (4.19), and (4.22) imply that
Pr
{
η˜ 0;B
z
µ(r)
τ
(
(1 + ǫ)r
)
= Bzµ(r) for all z ∈ J0K and r ≥ r0} ≥ Pr(E(4.19) ∩ E(4.21))
≥ 1− C4.13(ǫ)e−c4.13(ǫ)r0 ,
where C4.13(ǫ) = C4.10
(
ǫ1(ǫ), δ
)
+ C4.12
(
1− α(ǫ)) and c4.13(ǫ) = c1(ǫ) ∧ c4.12(1− α(ǫ)).
4.4 Large Deviations Estimate for Covering a Thin µ-Cone Segment
The goal of this section is to use Lemma 4.13 from the previous section to prove Lemma 4.18
below, bounding the internal covering time of a “thin” µ-cone segment. Lemma 4.18 is the
key technical result of the present chapter, and we will use it to prove our main theorems
about growth in star sets, cones, and tubes in the next two sections. In order to prove
Lemma 4.18, we need four preliminary lemmas. The first two are purely geometric in
nature, while the second two combine geometric arguments with the probability estimates
of the previous section to bound the probability of events that will be important for the
main proof.
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4.4.1 Preliminary Lemmas Needed for the Proof of Lemma 4.18
The first preliminary lemma defines a geometrically expanding family of µ-balls and high-
lights some elementary properties of this construction that will be needed in the main proof.
Lemma 4.14 (A cone-permeating chain of µ-balls). Fix δ ∈ (0, 1]. For each υ ∈ Sd−1µ and
k ∈ Z, let υk = υk(δ) = (1 + δ)kυ, and for any z ∈ Rd, define Bzυk = Bzυk(δ) by
B
z
υk
:= z+ Bυkµ
(
δµ(υk)
)
= Bz+υkµ
(
δ(1 + δ)k
)
.
Further, for m,n ∈ Z, define Bz,~υm,n = Bz,~υm,n(δ) :=
⋃n
k=mB
z
υk
(δ). Then the sequence
{Bzυk}k∈Z forms a chain of intersecting µ-balls with geometrically increasing radii, such
that for any m,n ∈ Z, the union Bz,~υm,n contains the line segment z+
[
(1− δ)υm,υn+1
]
and
has convex hull equal to the (µ, δ)-cone segment Cz,~υµ,δ
[
(1 + δ)m, (1 + δ)n
]
.
Proof. Observe that the family {Bzυk}k∈Z is defined so that:
• All the balls are centered on the ray z+ ~υ (the center of Bzυk is z+ υk);
• The center of Bzυk+1 lies on the boundary of Bzυk ;
• The radius of Bzυ0 is δ, and for all k ∈ Z, the radius of Bzυk+1 is 1 + δ times as large
as the radius of Bzυk .
All the statements in the lemma follow easily from these properties.
The union Bz,~υm,n from Lemma 4.14 will play the role of the permeating subset in the
proof of Lemma 4.18 below. The chain of µ-balls Bz,~υm,n is constructed so that (1) the
chaining property (Lemma 4.3) implies that the the covering time of the entire union Bz,~υm,n
from the initial center z+ υm is bounded by the sum of the covering times of all the balls
from their centers, and (2) the sum of these covering times is likely to be on the order
of distµ(υm,υn+1). To make this statement precise, we first formally define the relevant
covering events and indicate their relationship in the following lemma.
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Lemma 4.15 (Covering the permeating chain one µ-ball at a time). Fix δ ∈ (0, 1), and for
any υ ∈ Sd−1µ and z ∈ Rd, let the sequences {υk(δ)}k∈Z, {Bzυk(δ)}k∈Z, and {Bz,
~υ
m,n(δ)}m,n∈Z
be defined as in Lemma 4.14. For each k,m, n ∈ Z and β > 1, define events
F zυk(δ;β) :=
{
T˜ Int
(
z+ υk,B
z
υk
) ≤ βδµ(υk)} ,
F z,~υm,n(δ;β) :=
{
T˜ Int
(
z+ υm,B
z,~υ
m,n
) ≤ β distµ(υm,υn+1)} .
Then F z,~υm,n(δ;β) occurs on the intersection
⋂n
k=m F
z
υk
(δ;β).
Proof. Use Lemma 4.3 (chaining) and Lemma 4.14. Note that the statement remains true
for any β ≥ 0, but the only relevant case will be β > 1.
Observe that each of the events F zυk(δ;β) in Lemma 4.15 is precisely the type of event we
dealt with in Lemma 4.13. In particular, combining Lemma 4.13 with Lemma 4.15 shows
that for any β > 1, if m is sufficiently large and n ≥ m, then the entire chain Bz,~υm,n is likely
to be covered from the point z+υm by time β distµ(υm,υn+1). This corresponds to step 1 in
the “two-stage covering” strategy from Section 4.2. However, rather than directly invoking
Lemma 4.13 in the proof of Lemma 4.18, we will use Lemma 4.13 to prove Lemma 4.17
below, which will be more convenient for the main proof. First we prove the following
lemma for dealing with the relevant “short” paths in step 2 of the “two-stage covering.”
Lemma 4.16 (Traversal of radial lattice paths in a µ-ball). Let K4.16 = K
µ
4.8
(
E τ(e)
)
, and
for each r ≥ 0, define the event
E4.16(r) =
⋂
z∈J0K
⋂
t≥r
{
τ
(
[z, z + x]
) ≤ K4.16t for all x ∈ B0µ(t)} .
Then there exist (universal) positive constants C4.16 and c4.16 such that for all r ≥ 0,
Pr
(
E4.16(r)
) ≥ 1− C4.16e−c4.16r.
Proof. This can be proved directly, using an argument similar to but simpler than the one
in the proof of Lemma 4.12. Alternatively, we can simply observe that the event E4.16(r)
occurs on the event E4.12(r; 1), as follows. Given any z ∈ J0K and x ∈ B0µ(t) \ {0}, if we set
yx := x/µ(x), then [z, z + x] ⊆ [z, z+ yx], so
τ
(
[z, z + x]
) ≤ τ([z, z + yx]).
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Noting that yx ∈ ∂B0µ(t) and [z, z + yx] = [z + (1 − 1)yx, z + yx], this shows that we
get the desired bound for all x ∈ B0µ(t) by setting ǫ = 1 in Lemma 4.12, so we can take
C4.16 := C4.12(1) and c4.16 := c4.12(1).
Lemma 4.17 (Internal covering time of large µ-balls far from the origin). For any β > 1,
δ ∈ (0, 1], and r ≥ 0, define the event
E4.17(r, δ;β) =
⋂
z∈J0K
⋂
x∈Rd
µ(x)≥r
{
η˜ z+x;B
z+x
µ (t)
τ (βt) = Bz+xµ (t) ∀t ≥ δµ(x)
}
.
Then for any β > 1, there exist positive constants C4.17 and c4.17 such that for any δ ∈ (0, 1]
and r ≥ 0,
Pr
(
E4.17(r, δ;β)
) ≥ 1− 1
δd
C4.17(β)e
−c4.17(β)δr .
Proof. Let κ = dilℓ∞d (µ). Note for any point y ∈ Rd, there is some v ∈ Zd such that
y ∈ JvK, and since supz∈J0K µ(z) = κ/2, it follows that distµ(y,v) ≤ κ/2. Therefore, the
triangle inequality implies that if y ∈ Rd and z ∈ J0K, then
µ(y − z) ≥ µ(y) − κ/2, and µ(y − z) ≥ r =⇒ µ(y) ≥ r − κ/2, (4.23)
and furthermore,
µ(y) ≥ r − κ/2 =⇒ y ∈ JvK for some v ∈ Zd with µ(v) ≥ µ(y)− κ/2 ≥ r − κ. (4.24)
Therefore, using (4.23) and (4.24) in the third and fourth lines, respectively, we have
E4.17(r, δ;β)
∁ =
⋃
z∈J0K
⋃
x∈Rd
µ(x)≥r
{
T˜ Int
(
z+ x,Bz+xµ (t)
)
> βt for some t ≥ δµ(x)
}
=
⋃
z∈J0K
⋃
y∈Rd
µ(y−z)≥r
{
T˜ Int
(
y,Byµ(t)
)
> βt for some t ≥ δµ(y − z)
}
⊆
⋃
y∈Rd
µ(y)≥r−κ/2
{
T˜ Int
(
y,Byµ(t)
)
> βt for some t ≥ δ(µ(y)− κ/2)}
⊆
⋃
v∈Zd
µ(v)≥r−κ
⋃
y∈JvK
{
T˜ Int
(
v,Byµ(t)
)
> βt for some t ≥ δ(µ(v) − κ)}
=
⋃
v∈Zd
µ(v)≥r−κ
Ev4.13
(
δ(µ(v) − κ);β − 1)∁,
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where Ev4.13(r0; ǫ) is the event in Lemma 4.13. Thus, setting C(β) = C4.13(β − 1) and
c(β) = c4.13(β − 1), Lemma 4.13 and Lemmas B.3 and B.18 imply that for all r ≥ 0,
Pr
(
E4.17(r, δ;β)
∁
)
≤
∑
v∈Zd
µ(v)≥r−κ
C(β)e−c(β)δ(µ(v)−κ) (Lem. 4.13)
≤
∞∑
j=⌊r−κ⌋∨0
∑
v∈Zd
j≤µ(v)<j+1
C(β)e−c(β)δ(µ(v)−κ)
≤
∞∑
j=⌊r−κ⌋∨0
̟µ · (j + 1)d−1 · C(β)e−c(β)δ(j−κ) (Lem. B.3)
≤ ̟µC(β)ec(β)δκ · 4(2d − 2)
d−1(
[c(β)δ] ∧ 1)d · e− c(β)2 δ(⌊r−κ⌋∨0) (Lem. B.18)
≤ ̟µC(β)ec(β)δκ · 4(2d − 2)
d−1(
c(β) ∧ 1)d · 1δd · e− c(β)2 δ(r−κ−1) (∵ δ ≤ 1)
=
4̟µC(β) · (2d− 2)d−1 · e
c(β)
2
δ(3κ+1)(
c(β) ∧ 1)d · 1δd · e− c(β)2 δr
≤ 1
δd
C4.17(β)e
−c4.17(β)δr , (∵ δ ≤ 1)
where (replacing δ with 1 in the exponent out front)
C4.17(β) :=
4̟µC(β) · (2d − 2)d−1 · e
c(β)
2
(3κ+1)(
c(β) ∧ 1)d , and c4.17(β) := c(β)2 .
Remark 4.17.1. If the proof of Lemma 4.17 is carried out for a fixed direction rather
than for all directions simultaneously (i.e. in the definition of E4.17(r, δ;β), we replace the
intersection over “x ∈ Rd, µ(x) ≥ r” by the intersection over “x ∈ ~υ, µ(x) ≥ r” for some
fixed υ ∈ Sd−1µ ), then the resulting probability bound will be improved to
Pr ≥ 1− 1
δ
C(β)e−c(β)δr ,
for some positive constants C(β) and c(β). The factor δd−1 will be gained in the estimate
of the number of lattice points between levels j and j + 1 (constant vs. (j + 1)d−1), which
affects the sum of the resulting series via Lemma B.18.
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4.4.2 Proof of Large Deviations Estimate for Covering a µ-Cone Segment
Now we are ready to prove the main result of the present section, bounding the internal
covering time of a µ-cone segment. In Lemma 4.18, δ is the thickness of the µ-cone segment,
while ǫ is an independent “speed parameter,” specifying the accuracy with which we want
to bound the covering time. The quantity δ ∨ ǫ appears in the covering time bound, which
indicates that the bound in Lemma 4.18 only gives a good estimate for “thin” cone segments.
That is, if we want to use Lemma 4.18 to show that a cone segment of height h is likely to
be covered within time ≈ (1 + ǫ)h, then the thickness δ of the cone segment needs to be on
the same order as ǫ or smaller. However, if we want a good bound in a thicker cone segment,
we can simply decompose the larger segment into a union of sufficiently thin segments using
Lemma 3.6; this is what we will do in the proof of Theorem 4.20 in the next section.
The main tools for the proof of Lemma 4.18 are Lemmas 4.16 and 4.17. Because of
the uniform nature of the events in these lemmas, we obtain a similar uniform event in
Lemma 4.18 essentially “for free.” Namely, the bound works simultaneously for all µ-cone
segments with apex in a fixed unit cube, axis in any direction, and sufficiently large thick-
ness and height. To simplify notation for events that are simultaneous over the various
parameters, we will use the following shorthand for fixed v ∈ Zd, δ0 ∈ (0, 1), and h0 > 0:
∀(z,υ, δ, h) means “∀z ∈ JvK, ∀υ ∈ Sd−1µ , ∀δ ∈ [δ0, 1], ∀h ≥ h0”. (4.25)
Lemma 4.18 (Internal covering time for a δ-thin µ-cone segment). Let K4.18 = 2K4.16+4.
For v ∈ Zd, h0 > 0, and δ0, ǫ ∈ (0, 1), define the event
Ev4.18(h0, δ0; ǫ) =
{
∀(z,υ, δ, h), T˜ Int(v, Cz,~υµ,δ (h)) ≤ [1 +K4.18(δ ∨ ǫ)]h} ,
where the notation ∀(z,υ, δ, h) is defined in (4.25). Then for any ǫ ∈ (0, 1), there exist
positive constants C4.18 and c4.18 such that for any v ∈ Zd, δ0 ∈ (0, 1), and h0 > 0,
Pr
(
Ev4.18(h0, δ0; ǫ)
) ≥ 1− 1
(δ0)d
C4.18(ǫ)e
−c4.18(ǫ)δ0h0 .
Remark 4.18.1. The form of the probability bound in Lemma 4.18 is inherited directly
from the bound in Lemma 4.17. Thus, by Remark 4.17.1, if we bounded the covering time
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of µ-cone segments in a fixed direction rather than simultaneously considering all directions,
the probability bound in Lemma 4.18 would be improved by a factor of (δ0)
d−1.
Remark 4.18.2. Recall from (3.6) in Section 3.1.3 that we denoted the set of all initial
µ-cone segments with apex z ∈ Rd and thickness δ ≥ 0 by
Conesµ(z, δ) :=
{
Cz,~υµ,δ (h)
∣∣∣ ~υ ∈ dir(Rd), h ∈ [0,∞]} . (4.26)
If we let Conesµ(z, δ, h) denote the set of µ-cone segments in Conesµ(z, δ) with height h, i.e.
Conesµ(z, δ, h) :=
{
Cz,~υµ,δ (h)
∣∣∣ ~υ ∈ dir(Rd)} , (4.27)
then the event in Lemma 4.18 can also be written
Ev4.18(h0, δ0; ǫ)
=
⋂
z∈JvK
⋂
δ∈[δ0,1]
⋂
h≥h0
{
T˜ Int(v, C) ≤ [1 +K4.18(δ ∨ ǫ)]h ∀C ∈ Conesµ(z, δ, h)
}
.
We will use the notation (4.27) in the proof of Theorem 4.20 in the next section.
Proof of Lemma 4.18. By translation invariance it suffices to assume v = 0. Fix ǫ, δ0 ∈
(0, 1) and h0 > 0. For any z ∈ J0K, υ ∈ Sd−1µ , and δ ∈ [δ0, 1], let the sequences {υk(δ)}k∈Z,
{Bzυk(δ)}k∈Z, and {B
z,~υ
m,n(δ)}m,n∈Z be defined as in Lemma 4.14. For the rest of the proof,
we will omit the δ from this notation; that is, whenever we write υk, B
z
υk
, or Bz,~υm,n, the
argument is always implicitly taken to be δ. For any δ ∈ [δ0, 1] and h ≥ h0, let Mh =Mh(δ)
and Nh = Nh(δ) be the unique integers satisfying
(1 + δ)Mh−1 < ǫh ≤ (1 + δ)Mh and (1 + δ)Nh ≤ h < (1 + δ)Nh+1. (4.28)
Again, we will omit the δ from the notation; any subsequent appearances of Mh and Nh
are interpreted to have argument δ. Observe that with these definitions, Lemma 4.14
implies that the chain of µ-balls Bz,~υMh,Nh is a δh-permeating subset of the cone sub-segment
Cz,~υµ,δ [ǫh, h], hence a (δ + ǫ)h-permeating subset of the whole cone segment Cz,~υµ,δ (h).
When writing events below, we will use the notation “∀(z,υ, δ, h)” defined in (4.25),
with v = 0. We may omit some parameters when using this notation; for example, ∀(z, δ)
184
means ∀z ∈ J0K and ∀δ ∈ [δ0, 1]. Our goal is to bound the internal covering time of Cz,~υµ,δ (h)
from 0, simultaneously over the parameters z,υ, δ, h. It will be easiest to think about this
covering event for fixed parameters — for example, fix some z and υ, and assume h = h0
and ǫ = δ = δ0. The uniformity over all parameter values will be a byproduct of the uniform
nature of the events in Lemmas 4.16 and 4.17, which will be our primary technical tools.
For fixed parameter values, we bound the internal covering time of Cz,~υµ,δ (h) by using the
chaining lemma to break the covering event into three steps: First the process takes over
the initial cone segment Cz,~υµ,δ (ǫh) up to height ǫh; second, the process takes over a chain
of µ-balls, namely Bz,~υMh,Nh , starting at height ≈ ǫh and ending near the end of the cone
at height ≈ h; finally, the process spreads from the δh-permeating subset Bz,~υMh,Nh to the
remainder of the cone, Cz,~υµ,δ [ǫh, h]. The precise statement is the following.
Claim 4.18.1. Lemma 4.3 (chaining) implies that for any realization of τ , ∀(z,υ, δ, h),
T˜ Int
(
0, Cz,~υµ,δ (h)
) ≤ T˜ Int(0, Cz,~υµ,δ (ǫh))
+ T˜ Int
(
z+ υMh , B
z,~υ
Mh,Nh
)
+ T˜ Int
(
z+ [ǫh, h]υ, Cz,~υµ,δ [ǫh, h]
)
.
Proof of Claim 4.18.1. It is left to the reader to verify the hypotheses of Lemma 4.3, using
Lemma 4.14 together with the definitions of Mh and Nh in (4.28).
We now define three events corresponding to the three terms in the bound from Claim 4.18.1.
Let
E(h0, δ0; ǫ) =
{
∀(z,υ, δ, h), T˜ Int(0, Cz,~υµ,δ (ǫh)) ≤ K4.16(1 + δ)ǫh},
F (h0, δ0; ǫ) =
{
∀(z,υ, δ, h), T˜ Int(z+ υMh , Bz,~υMh,Nh) ≤ (1 + ǫ) distµ(υMh ,υNh+1)},
G(h0, δ0; ǫ) =
{
∀(z,υ, δ, h), T˜ Int(z+ [ǫh, h]υ, Cz,~υµ,δ [ǫh, h]) ≤ (1 + ǫ)δh},
where the dependence on h0 and δ0 comes from the restrictions on the values of the param-
eters h and δ in (4.25). Consider the intersection of these three events,
H(h0, δ0; ǫ) := E(h0, δ0; ǫ) ∩ F (h0, δ0; ǫ) ∩G(h0, δ0; ǫ).
Claim 4.18.2. The event E04.18(h0, δ0; ǫ) occurs on the intersection H(h0, δ0; ǫ).
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Proof of Claim 4.18.2. First note that the upper inequality forMh and the lower inequality
for Nh in (4.28), together with the definition of {υk}k∈Z, imply that ∀(υ, δ, h),
distµ
(
υMh ,υNh+1
)
= (1 + δ)Nh+1 − (1 + δ)Mh ≤ (1 + δ)h − ǫh.
Using this bound, the chaining inequality in Claim 4.18.1 implies that on the intersection
event H(h0, δ0; ǫ), it holds that ∀(z,υ, δ, h),
T˜ Int
(
0, Cz,~υµ,δ (h)
) ≤ K4.16(1 + δ)ǫh + (1 + ǫ) · distµ(υMh ,υNh+1)+ (1 + ǫ)δh
≤ K4.16(1 + δ)ǫh + (1 + ǫ)(1 + δ − ǫ)h+ (1 + ǫ)δh
=
[
1 + 2δ +
(
K4.16(1 + δ) + 2δ − ǫ
)
ǫ
]
h
≤ [1 + 2δ + (2K4.16 + 2)ǫ]h, (4.29)
where the final line in (4.29) follows from the assumption that δ ≤ 1. Now,
2δ + (2K4.16 + 2)ǫ ≤ (2K4.16 + 4)(δ ∨ ǫ) = K4.18(δ ∨ ǫ),
so (4.29) implies that
H(h0, δ0; ǫ) ⊆
{
∀(z,υ, δ, h), T˜ Int(0, Cz,~υµ,δ (h)) ≤ [1 +K4.18(δ ∨ ǫ)]h}
= E04.18(h0, δ0; ǫ).
To finish the proof, we need a lower bound on the probability of the event H(h0, δ0; ǫ).
This will be provided by Lemmas 4.16 and 4.17, together with the following claim.
Claim 4.18.3. The event E(h0, δ0; ǫ) occurs on the event E4.16
(
ǫh0
)
, and the events
F (h0, δ0; ǫ) and G(h0, δ0; ǫ) both occur on the event E4.17
(
ǫh0, δ0 ; 1 + ǫ
)
.
Assume for the moment that Claim 4.18.3 is true. Then Claims 4.18.2 and 4.18.3,
together with Lemmas 4.16 and 4.17, imply that
Pr
(
E04.18(h0, δ0; ǫ)
) ≥ Pr(H(h0, δ0; ǫ))
≥ Pr [E4.16 (ǫh0) ∩ E4.17 (ǫh0, δ0 ; 1 + ǫ)]
≥ 1− C4.16e−c4.16·ǫh0 − C4.17(1 + ǫ)
(δ0)d
e−c4.17(1+ǫ)·δ0·ǫh0
≥ 1− (δ0)−dC4.18(ǫ)e−c4.18(ǫ)δ0h0 ,
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where
C4.18(ǫ) = C4.16 + C4.17(1 + ǫ) and c4.18(ǫ) =
(
c4.16 ∧ c4.17(1 + ǫ)
) · ǫ.
To complete the proof, it remains only to prove Claim 4.18.3.
Proof of Claim 4.18.3. We divide the proof into three parts corresponding to the three
claimed containments.
Proof that E(h0, δ0; ǫ) ⊇ E4.16
(
ǫh0
)
:
First note that ∀(z,υ, δ, h),
Cz,~υµ,δ (ǫh) =
⋃
x∈C0,~υ
µ,δ
(ǫh)
[z, z+ x], and C0,~υµ,δ (ǫh) ⊆ B0µ
(
(1 + δ)ǫh
)
. (4.30)
Therefore, the decomposition property and total traversal measure bound in Lemma 4.2
imply that for any realization of τ , ∀(z,υ, δ, h),
T˜ Int
(
0, Cz,~υµ,δ (ǫh)
)
= sup
x∈C0,~υµ,δ (ǫh)
T˜ C
z,~υ
µ,δ (ǫh)
(
0, [z, z + x]
)
(decomposition, (4.30))
≤ sup
x∈C0,~υ
µ,δ
(ǫh)
[
T C
z,~υ
µ,δ
(ǫh)(0, z) + τ
(
[z, z + x]
)]
(total τ bound)
≤ sup
x∈B0µ((1+δ)ǫh)
τ
(
[z, z+ x]
)
,
where the last line follows from (4.30) and the fact that T C
z,~υ
µ,δ
(ǫh)(0, z) = 0 for any z ∈ J0K.
Note that the final bound doesn’t depend on υ. Therefore,
E(h0, δ0; ǫ) =
{
∀(z,υ, δ, h), T˜ Int(0, Cz,~υµ,δ (ǫh)) ≤ K4.16(1 + δ)ǫh}
⊇
{
∀(z, δ, h), sup
x∈B0µ((1+δ)ǫh)
τ
(
[z, z+ x]
) ≤ K4.16(1 + δ)ǫh
}
⊇
{
∀(z, δ, h), sup
x∈B0µ(t)
τ
(
[z, z + x]
) ≤ K4.16t for all t ≥ (1 + δ)ǫh
}
⊇
{
∀z ∈ J0K, sup
x∈B0µ(t)
τ
(
[z, z + x]
) ≤ K4.16t for all t ≥ ǫh0
}
= E4.16
(
ǫh0
)
.
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Proof that F (h0, δ0; ǫ) ⊇ E4.17
(
ǫh0, δ0 ; 1 + ǫ
)
:
Let
{
F zυk(δ;β)
}
z,υ,k,δ,β
and
{
F z,~υm,n(δ;β)
}
z,υ,m,n,δ,β
be the collections of events defined in
Lemma 4.15. Then by Lemma 4.15 and the definition of F (h0, δ0; ǫ), we have
F (h0, δ0; ǫ) =
⋂
z,υ,δ,h
F z,~υMh,Nh(δ; 1 + ǫ) ⊇
⋂
z,υ,δ,h
Nh⋂
k=Mh
F zυk(δ; 1 + ǫ), (4.31)
where, a` la (4.25), the intersection over (z,υ, δ, h) means the intersection over z ∈ J0K,
υ ∈ Sd−1µ , δ ∈ [δ0, 1], and h ≥ h0. Recall that, since Bzυk = Bz+υkµ
(
δµ(υk)
)
,
F zυk(δ; 1 + ǫ) =
{
T˜ Int
(
z+ υk,Bz+υkµ
(
δµ(υk)
)) ≤ (1 + ǫ)δµ(υk)} . (4.32)
Observe that for any fixed δ ∈ (0, 1],⋃
υ∈Sd−1µ
h≥h0
∞⋃
k=Mh(δ)
{
υk(δ)
} ⊆ ⋃
υ∈Sd−1µ
h≥h0
{
x ∈ Rd : µ(x) ≥ µ(υMh(δ))}
⊆
{
x ∈ Rd : µ(x) ≥ ǫh0
}
, (4.33)
where the final inclusion follows from the fact that
µ
(
υMh(δ)
)
= (1 + δ)Mh(δ) ≥ ǫh ≥ ǫh0 ∀υ ∈ Sd−1µ , ∀δ ∈ (0, 1], ∀h ≥ h0
by the definitions of the sequence {υk} in Lemma 4.14 and of Mh(δ) in (4.28). Therefore,
using (4.31), (4.32), and (4.33) in lines one, two, and three, respectively, we get
F (h0, δ0; ǫ) ⊇
⋂
z,υ,δ,h
Nh⋂
k=Mh
F zυk(δ; 1 + ǫ)
⊇
⋂
z,υ,δ,h
∞⋂
k=Mh
{
T˜ Int
(
z+ υk,Bz+υkµ
(
δµ(υk)
)) ≤ (1 + ǫ)δµ(υk)}
⊇
⋂
z,δ
⋂
x∈Rd
µ(x)≥ǫh0
{
T˜ Int
(
z+ x,Bz+xµ
(
δµ(x)
)) ≤ (1 + ǫ)δµ(x)}
⊇
⋂
z,δ
⋂
x∈Rd
µ(x)≥ǫh0
{
T˜ Int
(
z+ x,Bz+xµ (t)
) ≤ (1 + ǫ)t ∀t ≥ δµ(x)}
⊇
⋂
z∈J0K
⋂
x∈Rd
µ(x)≥ǫh0
{
T˜ Int
(
z+ x,Bz+xµ (t)
) ≤ (1 + ǫ)t ∀t ≥ δ0µ(x)}
= E4.17
(
ǫh0, δ0; 1 + ǫ
)
.
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Proof that G(h0, δ0; ǫ) ⊇ E4.17
(
ǫh0, δ0 ; 1 + ǫ
)
:
First note that ∀(z,υ, δ, h),
Cz,~υµ,δ [ǫh, h] =
⋃
x∈[ǫh,h]υ
Bz+xµ
(
δµ(x)
)
.
Thus, the superdecomposition property in Lemma 4.2 implies that for any realization of τ ,
∀(z,υ, δ, h),
T˜ Int
(
z+ [ǫh, h]υ, Cz,~υµ,δ [ǫh, h]
)
≤ sup
x∈[ǫh,h]υ
T˜ Int
(
z+ x, Bz+xµ
(
δµ(x)
))
. (4.34)
Now note that for any υ ∈ Sd−1µ and h ≥ h0,
x ∈ [ǫh, h]υ =⇒ µ(x) ≤ h and µ(x) ≥ ǫh ≥ ǫh0. (4.35)
Therefore, using (4.34) and (4.35) in lines two and three, respectively,
G(h0, δ0; ǫ) =
{
∀(z,υ, δ, h), T˜ Int(z+ [ǫh, h]υ, Cz,~υµ,δ [ǫh, h]) ≤ (1 + ǫ)δh}
⊇
{
∀(z,υ, δ, h), sup
x∈[ǫh,h]υ
T˜ Int
(
z+ x, Bz+xµ
(
δµ(x)
)) ≤ (1 + ǫ)δh}
⊇
{
∀(z, δ), sup
x:µ(x)≥ǫh0
T˜ Int
(
z+ x, Bz+xµ
(
δµ(x)
)) ≤ (1 + ǫ)δµ(x)}
⊇
⋂
z∈J0K
δ∈[δ0,1]
⋂
x∈Rd
µ(x)≥ǫh0
{
T˜ Int
(
z+ x, Bz+xµ (t)
) ≤ (1 + ǫ)t ∀t ≥ δµ(x)}
⊇
⋂
z∈J0K
⋂
x∈Rd
µ(x)≥ǫh0
{
T˜ Int
(
z+ x, Bz+xµ (t)
) ≤ (1 + ǫ)t ∀t ≥ δ0µ(x)}
= E4.17
(
ǫh0, δ0; 1 + ǫ
)
.
This completes the proof of Lemma 4.18.
4.5 Growth in Star Sets and Cones
In this section we use Lemmas 4.16 and 4.18 to prove Theorem 4.20 below, which provides
a large deviations estimate for first-passage growth restricted to µ-stars. Theorem 4.20 is
the main result of Chapter 4 and, together with Proposition 4.19 below, gives a stochastic
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analogue of Proposition 3.10 (which described the growth of the deterministic µ-process in
star sets). Recall from (3.10) that for a norm µ on Rd and δ ≥ 0, we defined the set of
(µ, δ)-stars at z ∈ Rd to be
〈
⋆zµ,δ
〉
:=
{
Unions of elements in Conesµ(z, δ)
}
=
{⋃J ∣∣ J ⊆ Conesµ(z, δ)}, (4.36)
where Conesµ(z, δ) is the set of δ-thick initial µ-cone segments at z (cf. (4.26) in Re-
mark 4.18.2 above). Also recall, from Section 3.1.1, that the collection of all star sets
at z is 〈
⋆z
〉
:=
{
S ⊆ Rd
∣∣∣ [z,x] ⊆ S for all x ∈ S} . (4.37)
We observed in Section 3.1.3 that
〈
⋆zµ,0
〉
=
〈
⋆z
〉
, and if δ > 0, then
〈
⋆zµ,δ
〉
(
〈
⋆z
〉
.
Section 4.5 is divided into two subsections. In Section 4.5.1 we prove the main large
deviations estimates, and in Section 4.5.2 we use these estimates to derive Shape Theorems
for restricted growth.
4.5.1 Large Deviations Estimates for Growth in µ-Stars and Cones
Before proving Theorem 4.20, which provides a lower bound on growth in µ-stars, we first
derive the following upper bound on growth restricted to any subset of Rd. This result
follows trivially from Lemma 4.11; the bound it gives for an arbitrary restricting set may
not be very accurate, but it gives a useful bound for growth restricted to star sets, using
Proposition 3.10 for the deterministic process.
Proposition 4.19 (Upper bound on restricted growth). Suppose τ is an i.i.d. traversal
measure on Zd satisfying (FPSd) and (EM), and let µ be the shape function for τ from
Theorem 1.1. For any v ∈ Zd, t0 ≥ 0, and ǫ > 0, the following two events occur on
Ev4.11(t0; ǫ) and hence occur with probability at least 1− C4.11(ǫ)e−c4.11(ǫ)t0 :
1. Ev4.19(t0; ǫ) :=
{
∀z ∈ JvK and S ⊆ Rd, ηv;Sτ (t) ⊆ S ∩ Bzµ((1 + ǫ)t−) for all t ≥ t0};
2. Ev;⋆4.19 (t0; ǫ) :=
{
∀z ∈ JvK and S ∈ 〈⋆z〉, ηv;Sτ (t) ⊆ Bz;Sµ ((1 + ǫ)t−) for all t ≥ t0}.
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Proof. The event in Part 1 occurs on Ev4.11(t0; ǫ) because for any S ⊆ Rd, we have ηv;Sτ (t) ⊆
S ∩ ηv;Rdτ (t) for all t ≥ 0. Now observe that the event in Part 2 occurs on the event in
Part 1, because if S is star-shaped at z, then Bz;Sµ
(
(1 + ǫ)t−) = S ∩ Bzµ((1 + ǫ)t−) by
Proposition 3.10.
We are now ready to prove the main result of Chapter 4.
Theorem 4.20 (Lower bound on growth restricted to δ-thick µ-stars). Suppose τ is an
i.i.d. traversal measure on Zd satisfying (FPSd) and (EM), and let µ be the shape function
for τ from Theorem 1.1. For any v ∈ Zd, t0 ≥ 0, δ ∈ (0, 1], and ǫ ∈ (0, 1), define the event
Ev4.20(t0, δ; ǫ) :=
⋂
z∈JvK
{
∀S ∈ 〈⋆zµ,δ〉, η˜ v;Sτ (t) ⊇ Bz;Sµ ((1− ǫ)t) for all t ≥ t0}.
Then given ǫ ∈ (0, 1), there exist positive constants C4.20 and c4.20 such that for any v ∈ Zd,
t0 ≥ 0, and δ ∈ (0, 1],
Pr
(
Ev4.20(t0, δ; ǫ)
) ≥ 1− 1
δd
C4.20(ǫ)e
−c4.20(ǫ)δt0 .
Proof. By translation invariance it suffices to assume v = 0. The idea of the proof is to
divide the points in S into two groups, those “near the origin,” and those “far away,” and
then to bound the covering times of the “near points” using Lemma 4.16 and to bound the
covering times of the “far points” using Lemma 4.18. We get a simultaneous bound over all
z and S essentially “for free” because of the uniform nature of these two lemmas. First we
define two events
E(t0, δ; ǫ) :=
⋂
z,S
{
T˜ S(0,y) ≤ t0 for all y ∈ S with distµ(z,y) ≤ t0
K4.16
}
,
F (t0, δ; ǫ) :=
⋂
z,S
{
T˜ S(0,y) ≤ distµ(z,y)
1− ǫ for all y ∈ S with distµ(z,y) >
t0
K4.16
}
,
where the intersection over (z, S) means the intersection over z ∈ J0K and S ∈ 〈⋆zµ,δ〉, and
we have abbreviated T˜ Sτ to T˜
S . These events correspond to the “near points” and “far
points” mentioned above, and the following claim shows why these definitions are relevant.
Claim 4.20.1. The event E04.20(t0, δ; ǫ) occurs on the intersection E(t0, δ; ǫ) ∩ F (t0, δ; ǫ).
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Proof of Claim 4.20.1. Using the inversion formula (1a) from Lemma 4.6, with A = 0,
A′ = z, and α = 1− ǫ, for any z ∈ J0K and S ∈ 〈⋆zµ,δ〉, we have{
η˜ 0;Sτ (t) ⊇ Bz;Sµ
(
(1− ǫ)t) ∀t ≥ t0} = {T˜ Sτ (0,y) ≤ t0 ∨ (distµ(z,y)1− ǫ
)
∀y ∈ S
}
. (4.38)
Note that we used the fact that S is star-shaped at z to replace distSµ with distµ by
Lemma 3.9. Now observe that for any M ≥ 0, the event on the right-hand side of (4.38)
occurs on the intersection
{
T˜ Sτ (0,y) ≤ t0 ∀y ∈ S with distµ(z,y) ≤M
}
∩
{
T˜ Sτ (0,y) ≤
distµ(z,y)
1− ǫ ∀y ∈ S with distµ(z,y) > M
}
.
Thus, taking M = t0K4.16 and intersecting over all z ∈ J0K and S ∈ 〈⋆zµ,δ〉 proves the
claim.
The trick to bounding the covering time of points in S, as well as to getting the bounds
to hold simultaneously for all S, rests on the following claim.
Claim 4.20.2. Let S ∈ 〈⋆zµ,δ〉.
1. For any y ∈ S and any realization of τ , we have T˜ Sτ (0,y) ≤ τ
(
[z,y]
)
.
2. For any δ′ ∈ [0, δ] and y ∈ S, there exists hyS,δ′ ≥ 0 and CyS,δ′ ∈ Conesµ
(
z, δ′, hyS,δ′
)
such that
y ∈ CyS,δ′ ⊆ S and (1− δ′)hyS,δ′ ≤ distµ(z,y) ≤ (1 + δ′)hyS,δ′ ,
where Conesµ
(
z, δ′, hyS,δ′
)
is the family of initial µ-cone segments at z defined by (4.27)
in Remark 4.18.2.
Proof of Claim 4.20.2. For Part 1, note that since any S ∈ 〈⋆zµ,δ〉 is star-shaped at z,
we have [z,y] ⊆ S for all y ∈ S. Thus, using the total traversal measure bound from
Lemma 4.2, we have
T˜ S(0,y) ≤ T˜ S(0, [z,y]) ≤ T S(0, [z,y]) + τ([z,y]) = τ([z,y]).
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Note that the last step follows because z ∈ J0K, so 0 ∈ ...z ⊆ ...S , and hence T S(0, [z,y]) ≤
T S
(
0, z
)
= 0.
For Part 2, first recall that if δ′ ≤ δ, then 〈⋆zµ,δ〉 ⊆ 〈⋆zµ,δ′〉 by (3.12), so S ∈ 〈⋆zµ,δ′〉.
Thus, S is a union of (µ, δ′)-cone segments at z, so for any y ∈ S there is some υy ∈ Sd−1µ
and hy ≥ 0 such that y ∈ Cz,~υyµ,δ′ (hy) ⊆ S. Since
Cz,~υyµ,δ′ (hy) =
⋃
h∈[0,hy]
Bz+hυyµ (δ′h),
there is some h′y ∈ [0, hy] such that y ∈ B
z+h′yυy
µ (δ′h′y). It then follows that y ∈ Cz,~υyµ,δ′ (h′y) ⊆
Cz,~υyµ,δ′ (hy) ⊆ S, and the triangle inequality for µ implies that
(1− δ′)h′y ≤ distµ(z,y) ≤ (1 + δ′)h′y.
Thus we can take hyS,δ′ := h
′
y and CyS,δ′ := C
z,~υy
µ,δ′ (h
′
y) ∈ Conesµ
(
z, δ′, hyS,δ′
)
.
Parts 1 and 2 of Claim 4.20.2 will be used to bound the covering times of the “near points”
and “far points” in S, respectively. The “near points” are dispatched in the following claim.
Claim 4.20.3. The event E(t0, δ; ǫ) occurs on the event E4.16
(
t0
K4.16
)
.
Proof of Claim 4.20.3. Note that the bound in Part 1 of Claim 4.20.2 does not depend on
S. Therefore,
E(t0, δ; ǫ) =
⋂
z,S
{
T˜ S(0,y) ≤ t0 for all y ∈ S with distµ(z,y) ≤ t0
K4.16
}
⊇
⋂
z∈J0K
{
τ
(
[z,y]
) ≤ t0 for all y ∈ Rd with distµ(z,y) ≤ t0
K4.16
}
=
⋂
z∈J0K
{
τ
(
[z, z + x]
) ≤ t0 for all x ∈ Rd with distµ(0,x) ≤ t0
K4.16
}
⊇ E4.16
(
t0
K4.16
)
.
In order to tackle the “far points,” we first define
ǫ0(ǫ) :=
ǫ
1 + (1− ǫ)K4.18 , δ0(δ, ǫ) := δ ∧ ǫ0, and h0(t0, ǫ) :=
t0
(1 + ǫ0)K4.16
.
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These definitions were specially formulated to obtain the following relations, which will be
needed in the subsequent claim.
1− ǫ0
1− ǫ = 1 +K4.18ǫ0, δ0 ≤ ǫ0, and (1 + δ0)h ≥
t0
K4.16
=⇒ h ≥ h0. (4.39)
Claim 4.20.4. The event F (t0, δ; ǫ) occurs on the event E
0
4.18(h0, δ0; ǫ0).
Proof of Claim 4.20.4. Using Part 2 of Claim 4.20.2 (with δ′ = δ0 ≤ δ) in the second and
third lines, and using the relations in (4.39) in the fourth and fifth lines, we have
F (t0, δ; ǫ) =
⋂
z,S
{
T˜ S(0,y) ≤ distµ(z,y)
1− ǫ ∀y ∈ S with distµ(z,y) >
t0
K4.16
}
⊇
⋂
z,S
{
T˜ Int
(
0, CyS,δ0
) ≤ distµ(z,y)
1− ǫ ∀y ∈ S with distµ(z,y) >
t0
K4.16
}
⊇
⋂
z,S
{
T˜ Int
(
0, CyS,δ0
) ≤ 1− δ0
1− ǫ h
y
S,δ0
∀y ∈ S with (1 + δ0)hyS,δ0 >
t0
K4.16
}
⊇
⋂
z∈J0K
⋂
h≥h0
{
T˜ Int
(
0, C) ≤ 1− ǫ0
1− ǫ h ∀C ∈ Conesµ(z, δ0, h)
}
=
⋂
z∈J0K
⋂
h≥h0
⋂
~υ∈dir(Rd)
{
T˜ Int
(
0, Cz,~υµ,δ0(h)
) ≤ (1 +K4.18ǫ0)h}
⊇ E04.18(h0, δ0; ǫ0).
Finally, combining Claims 4.20.1, 4.20.3, and 4.20.4, applying Lemmas 4.16 and 4.18,
and noting that δ0 ≥ δǫ0 since δ, ǫ0 ∈ (0, 1], we get
Pr
(
E04.20(t0, δ; ǫ)
) ≥ Pr(E(t0, δ; ǫ) ∩ F (t0, δ; ǫ))
≥ Pr
(
E4.16
(
t0
K4.16
)
∩ E04.18(h0, δ0; ǫ0)
)
≥ 1− C4.16e−c4.16
t0
K4.16 − 1
δd0
C4.18(ǫ0)e
−c4.18(ǫ0)δ0h0
≥ 1− C4.16e−c4.16
t0
K4.16 − 1
δd
· 1
ǫd0
C4.18(ǫ0)e
−c4.18(ǫ0) ǫ0(1+ǫ0)K4.16 δt0
≥ 1− 1
δd
C4.20(ǫ)e
−c4.20(ǫ)δt0 ,
where
C4.20(ǫ) := C4.16 +
1
ǫ0(ǫ)d
C4.18
(
ǫ0(ǫ)
)
and c4.20(ǫ) :=
c4.16
K4.16
∧ ǫ0(ǫ)c4.18
(
ǫ0(ǫ)
)(
1 + ǫ0(ǫ)
)
K4.16
.
This completes the proof of Theorem 4.20.
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The following corollary gives a large deviations estimate for first-passage growth re-
stricted to a µ-cone (or more generally any cone that is a µ-star), showing that first-passage
percolation restricted to a cone grows asymptotically as fast as unrestricted first-passage
percolation.
Corollary 4.21 (Large deviations estimate for growth in µ-cones). Let τ be an i.i.d. traver-
sal measure on E(Zd) satisfying (FPSd) and (EM), and let µ be the shape function for τ
from Theorem 1.1. Then for any ǫ ∈ (0, 1), there exist constants C4.21(ǫ) and c4.21(ǫ) such
that if C is any cone in Rd that is also a (µ, δ)-star at 0 for some δ ∈ (0, 1], then
Pr
{
(1− ǫ)tBµ∩C ⊆ η˜ 0;Cτ (t) ⊆ (1 + ǫ)tBµ∩C for all t ≥ t0
}
≥ 1− 1
δd
C4.21(ǫ)e
−c4.21(ǫ)δt0 .
In particular, this holds if C = C0,~υµ,δ for some ~υ ∈ dir(Rd).
Proof. This follows directly from Proposition 4.19 and Theorem 4.20: Take
C4.21(ǫ) := C4.11(ǫ) + C4.20(ǫ) and c4.21(ǫ) := c4.11(ǫ) ∧ c4.20(ǫ),
and note that B0;Cµ (r) = (rBµ) ∩ C for all r ≥ 0 by Proposition 3.10 since C ∈
〈
⋆0
〉
.
Remark 4.21.1. Note that for a fixed (µ, δ)-cone C = C0,~υµ,δ , Remark 4.18.1 implies that
the bound in Corollary 4.21 can be improved to Pr ≥ 1 − 1δC(ǫ)e−c(ǫ)δt0 for some positive
constants C(ǫ) and c(ǫ).
4.5.2 Shape Theorems in µ-Stars and Cones
Together, Proposition 4.19 and Theorem 4.20 immediately yield a Shape Theorem for growth
restricted to a µ-star. In fact, we trivially get various formulations of the Shape Theorem
that are simultaneous over various collections of µ-stars; the following theorem states several
such results. Recall from (3.11) that
〈
⋆zµ
〉
:=
⋃
δ>0
〈
⋆zµ,δ
〉
is the set of all µ-stars at z ∈ Rd.
Theorem 4.22 (Shape Theorems for growth in µ-stars). Suppose τ is an i.i.d. traversal
measure on Zd satisfying (FPSd) and (EM), and let µ be the shape function for τ from
Theorem 1.1. Let v ∈ Zd and δ, ǫ ∈ (0, 1]. Then each of the following events occurs almost
surely:
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1. E
JvK
4.22(δ; ǫ) :=
{∃t0 ≥ 0 such that for any z ∈ JvK and S ∈ 〈⋆zµ,δ〉, ∀t ≥ t0,
Bz;Sµ
(
(1− ǫ)t) ⊆ η˜ v;Sτ (t) ⊆ Bz;Sµ ((1 + ǫ)t)
}
;
2. ER
d
4.22(δ; ǫ) :=
{
For all z ∈ Rd, ∃t0 ≥ 0 such that if S ∈
〈
⋆zµ,δ
〉
, then ∀t ≥ t0,
Bz;Sµ
(
(1− ǫ)t) ⊆ η˜ z;Sτ (t) ⊆ Bz;Sµ ((1 + ǫ)t)
}
;
3. E
JvK
4.22
(
0+; ǫ
)
:=
{
For all z ∈ JvK and S ∈ 〈⋆zµ〉, ∃t0 ≥ 0 such that ∀t ≥ t0,
Bz;Sµ
(
(1− ǫ)t) ⊆ η˜ v;Sτ (t) ⊆ Bz;Sµ ((1 + ǫ)t)
}
;
4. ER
d
4.22
(
0+; ǫ
)
:=
{
For all z ∈ Rd and S ∈ 〈⋆zµ〉, ∃t0 ≥ 0 such that ∀t ≥ t0,
Bz;Sµ
(
(1− ǫ)t) ⊆ η˜ z;Sτ (t) ⊆ Bz;Sµ ((1 + ǫ)t)
}
;
Proof. For Part 1, simply observe that
E
JvK
4.22(δ; ǫ) ⊇
⋃
t0≥0
Ev;⋆4.19 (t0; ǫ) ∩ Ev4.20(t0, δ; ǫ),
so Proposition 4.19 and Theorem 4.20 imply that Pr
(
E
JvK
4.22(δ; ǫ)
)
= 1 by monotnicity of
measure. Part 2 then follows immediately since ER
d
4.22(δ; ǫ) =
⋂
v∈Zd E
JvK
4.22(δ; ǫ). Then Part 3
follows from Part 1 because E
JvK
4.22
(
0+; ǫ
)
=
⋂
n∈N 6=0 E
JvK
4.22(1/n; ǫ), and Part 4 follows from
Part 2 because ER
d
4.22
(
0+; ǫ
)
=
⋂
n∈N 6=0 E
Rd
4.22(1/n; ǫ).
We now state two corollaries of Theorem 4.22 for the case when the restricting set S is
a cone.
Corollary 4.23 (A Shape Theorem in cones that are µ-stars). Let τ be an i.i.d. traversal
measure on E(Zd) satisfying (FPSd) and (EM). If C is any cone in Rd that is also a µ-star
at 0, then for any ǫ ∈ (0, 1),
Pr
{
(1− ǫ)tBµ ∩ C ⊆ η˜ 0;Cτ (t) ⊆ (1 + ǫ)tBµ ∩ C for all large t
}
= 1,
where µ is the shape function for τ from Theorem 1.1. In particular, this holds if C is any
µ-cone at 0.
Proof. This follows directly from Part 3 of Theorem 4.22 since C ∈ 〈⋆0µ〉 by assumption,
and B0;Cµ (r) = (rBµ) ∩ C for any r ≥ 0 by Proposition 3.10 since C ∈
〈
⋆0
〉
.
196
The following result will be needed in Chapter 6. Using the notation (4.27) in Re-
mark 4.18.2, denote the set of all µ-cones at z ∈ Rd by
Conesµ
(
z, 0+,∞) := ⋃
δ>0
Conesµ(z, δ,∞) =
{
Cz,~υµ,δ
∣∣∣ ~υ ∈ dir(Rd), δ > 0} . (4.40)
Corollary 4.24 (A simultaneous Shape Theorem in µ-cones). Let τ and µ be as in Theo-
rem 4.22. For ǫ ∈ (0, 1), let
E4.24(ǫ) :=
⋂
z∈Rd
{
∀C ∈ Conesµ
(
z, 0+,∞), ∃t0 ≥ 0 such that ∀t ≥ t0,
Bz;Cµ
(
(1− ǫ)t) ⊆ η˜ z;Cτ (t) ⊆ Bz;Cµ ((1 + ǫ)t)
}
,
where Conesµ
(
z, 0+,∞) is defined in (4.40). Then Pr(E4.24(ǫ)) = 1 for any ǫ ∈ (0, 1).
Proof. This follows directly from Part 4 of Theorem 4.22 since Conesµ
(
z, 0+,∞) ⊆ 〈⋆zµ〉.
4.6 Growth in a Super-Logarithmically Expanding Tube
In this section we apply the large deviations estimate from Theorem 4.20 to obtain a Shape
Theorem for the growth of a first-passage percolation process restricted to a tube-shaped re-
gion. Our definition of “tube” is a natural generalization of cylinders and cones; specifically,
the result will be stated for “µ-tubes” as defined in Section 3.1.3.
It is well known (see, e.g. [DH07] or [DHB04]) that for growth in a cylinder or half-
cylinder—that is, a tube of constant width—the restricted process has an asymptotic speed,
and this speed can be made arbitrarily close to the asymptotic speed of an unrestricted
process by choosing a cylinder of sufficiently large width. On the other hand, the results
of Section 4.5 above show that for growth in a cone—that is, a tube whose width grows
linearly with its height—the restricted process has an asymptotic speed in every direction
of the cone, and this speed equals the asymptotic speed of an unrestricted process. It is
natural to ask what happens in intermediate tubes—those in which the width increases at
a rate that is ω(1) but o(h), where h is the “height,” or distance from the origin. We show
in Theorem 4.27 below that an expansion rate of ω(log h) in the tube is sufficient for the
restricted process to grow asymptotically as fast as an unrestricted process. Before giving a
formal proof of this result in Section 4.6.2, we first give a heuristic argument in Section 4.6.1
showing how the expansion rate of ω(log h) is obtained.
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Remark 4.25. In fact, recent papers by Chatterjee and Dey [CD09] and Ahlberg [Ahl11b],
[Ahl11a] have shown that restricted first-passage percolation grows asymptotically as fast
as an unrestricted process in tubes with expansion rate ω(1), i.e. any tube whose width goes
to ∞, and moreover that the asymptotic speed of the restricted process is strictly slower in
tubes of bounded width. Thus, the hypothesis of expansion rate ω(log h) in Theorem 4.27
is suboptimal, and as noted in Section 4.6.1 below, it cannot be improved using the method
presented here.
On the other hand, since the basis of the proof of Theorem 4.27 is Lemma 4.18, we obtain
a Shape Theorem for tubes in all directions simultaneously. As noted in Remark 4.18.1,
the probability bound in Lemma 4.18 improves by a factor of δd−1 if we instead consider
a fixed direction. This improvement is almost but not quite enough to make the argument
in Section 4.6.1 go through for a single fixed tube of expansion rate ω(1); to make it work,
we would need to remove the final factor of 1δ from the front of the bound in Lemma 4.18,
so that δ only appears in the exponent. However, it does not seem to be possible to make
this improvement in the proof of Lemma 4.18 (or rather, Lemma 4.17, which is where the
bound originally came from). This raises the question of whether the bound in (the fixed
direction version of) Lemmas 4.17 and 4.18 is in fact optimal, since this factor of 1δ is the
only obstruction to attaining the optimal expansion rate of ω(1) in the proof below.
4.6.1 Heuristic Argument Underlying the Proof of Theorem 4.27
The idea behind the proof of Theorem 4.27 below is to exploit the dependence on δ in the
probability estimate for the internal covering time of a µ-cone segment C of thickness δ and
height h. Lemma 4.18 shows that for fixed ǫ > 0 and δ ∈ (0, ǫ], the probability that the
internal covering time of C and the unrestricted covering time of C differ by more than a
constant times ǫh is bounded above by
1
δd
C(ǫ)e−c(ǫ)δh = C(ǫ) exp
[−c(ǫ)δh + d log(δ−1)], (4.41)
where C(ǫ) and c(ǫ) are positive constants depending on ǫ. Now consider a tube
T =
⋃
h≥0
Cz,~υµ,δh(h),
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consisting of a union of µ-cone segments with common axis z + ~υ, such that the thickness
δh of each cone segment is allowed to depend on its height h. The tube T is a µ-tube as
defined by (3.8) and (3.9) in Section 3.1.3. If δh → 0 as h→∞ (i.e. the width of T expands
at a strictly sublinear rate), then δh ≤ ǫ for all sufficiently large h, so the probability bound
in (4.41) applies (with δ = δh) to the internal covering time of Cz,~υµ,δh(h) for all large h. We
can now ask: How does this probability bound depend on the choice of function δh?
The key idea is to choose the function δh so that the resulting probability bound in
(4.41) is summable with respect to h for any fixed ǫ, in order to obtain a shape theorem
in T using the Borel-Cantelli Lemma. For example, if the probability bound in (4.41) is
summable, then Borel-Cantelli implies that we almost surely get an ǫ-good bound on the
internal covering time of, say, Cz,~υµ,δn(n) for all sufficiently large n ∈ N. This will imply that
the ratio between the growth rates of the T -restricted process and the unrestricted process
is on the order of 1 + ǫ.
How quickly can we allow δh to approach 0 if we want the expression in (4.41) to be
summable in h for any ǫ? To start with, the bound must approach 0 as h → ∞, which
means that we need
−c(ǫ)δhh+ d log(δ−1h )→ −∞ as h→∞.
Since c(ǫ) becomes arbitrarily small as ǫ → 0, the only way this can hold for all ǫ > 0 is if
δhh grows faster than log(δ
−1
h ), i.e. the ratio
δhh
log(δ−1
h
)
→ ∞ as h → ∞. Setting ρ(h) = δhh,
this necessary condition becomes
ρ(h)
log
[
h/ρ(h)
] →∞ as h→∞. (4.42)
Clearly, ρ(h) satisfies (4.42) iff ρ(h)log h →∞, i.e. ρ(h) = ω(log h). Moreover, if ρ(h) = ω(log h),
then it is easily seen that for any fixed ǫ, the function
f(h) = exp
[
−c(ǫ)ρ(h) + d log
(
h
ρ(h)
)]
decreases faster than any power of h and hence is summable. Thus, the necessary condition
ρ(h) = ω(log h) is also sufficient to obtain a summable probability bound. Now observe
that the function ρ(h) = δhh simply gives the radius of the final µ-ball in the cone segment
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Cz,~υµ,δh(h); if δh is a decreasing function, then this is equal to the “inner µ-radius” of the tube
T at height h, i.e. the radius of the largest µ-ball contained in T and centered at z+ hυ̂µ .
Thus, taking a tube of expansion rate ω(log h) is sufficient to make the above argument go
through, and the argument will not work for any expansion rate that is O(log h).
4.6.2 Proof of Shape Theorem in a µ-Tube with Expansion Rate ω(log h)
Recall from (3.8) and (3.9) in Section 3.1.3 that for a norm µ on Rd, the initial µ-tube
segment with parameters z ∈ Rd, ~υ ∈ dir(Rd), h ∈ [0,∞], and ρ : R+ → R+ is defined to
be
T z,~υµ,ρ (h) :=
⋃
s∈[0,h]
Bz+hυ̂µµ
(
ρ(s)
)
,
and the corresponding infinite µ-tube is
T z,~υµ,ρ := T z,~υµ,ρ (∞) :=
⋃
h≥0
T z,~υµ,ρ (h).
Theorem 4.27 below will use the following result about the geometry of µ-tubes.
Lemma 4.26 (Geometric properties of µ-tubes with sublinear expansion). Fix z ∈ Rd,
υ ∈ Sd−1µ , a norm µ on Rd, and a nonnegative function ρ on R+. Let T = T z,~υµ,ρ , and for
each h ≥ 0 let Th = T z,~υµ,ρ (h), so {Th}h≥0 forms an increasing family of sets in Rd whose
union is T . If the function δh := ρ(h)/h is nonincreasing on (0,∞), then for all h ≥ 0,
1. Th = B0 ∪
⋃
h′∈(0,h]
Cz,~υµ,δh′ (h
′), where B0 := Bzµ
(
ρ(0)
)
.
2. Th ∈
〈
⋆zµ,δh
〉
, and T ∈ 〈⋆z〉.
3. If s ≤ (1− δh)h, then Bz;Tµ (s) ⊆ Th.
Proof. For each h > 0, let δh := ρ(h)/h, and let δ0 := 0.
Part 1: By assumption, δh is a nonincreasing function of h on (0,∞), so for any h ≥ 0 we
have
Cz,~υµ,δh(h) =
⋃
h′∈[0,h]
Bz+h′υµ
(
δh · h′
) ⊆ Bzµ(ρ(0)) ∪ ⋃
h′∈(0,h]
Bz+h′υµ
(
δh′ · h′
)
= Th.
200
Since the collection {Th}h≥0 is increasing in h, this shows that for any h ≥ 0 we have
Th ⊇ Bzµ
(
ρ(0)
) ∪ ⋃
h′∈(0,h]
Cz,~υµ,δh′ (h
′),
and since Bz+h′υµ
(
ρ(h′)
) ⊆ Cz,~υµ,δh′ (h′), the reverse inclusion is trivial.
Part 2: Since δh′ ≥ δh for all 0 < h′ ≤ h, it follows from Part 1 and Lemma 3.6 that every
point in Th is contained in a µ-cone with thickness δh and apex z, so Th ∈
〈
⋆zµ,δh
〉 ⊆ 〈⋆zµ〉
for all h ≥ 0. Since any union of elements of 〈⋆zµ〉 is star-shaped at z, we then have
T = ⋃h≥0 Th ∈ 〈⋆z〉.
Part 3: We will show that if x ∈ T \ Th, then distµ(z,x) > (1− δh)h. Suppose x ∈ T \ Th.
Since x ∈ T , there is some hx ∈ [0,∞) such that x ∈ Bz+hxυµ
(
ρ(hx)
)
, and since x 6∈ Th, we
must have hx > h for any such hx. Therefore, using the reverse triangle inequality for µ
and the fact that δh is nonincreasing,
distµ(z,x) ≥ distµ(z, z + hxυ)− distµ(z+ hxυ,x)
(
reverse triangle inequality
)
≥ hx − ρ(hx)
(
since x ∈ Bz+hxυµ
(
ρ(hx)
) )
= (1− δhx)hx
(
definition of δhx
)
≥ (1− δh)hx
(
hx > h =⇒ δhx ≤ δh
)
> (1− δh)h.
(
since hx > h
)
We are now ready to prove the main result of the section. Rather than directly applying
Lemma 4.18 as described in Section 4.6.1, the proof of Theorem 4.27 will use Theorem 4.20,
since much of the work for translating Lemma 4.18 into a Shape Theorem was already done
there.
Theorem 4.27 (Shape theorem in a super-logarithmically expanding µ-tube). Let τ be an
i.i.d. traversal measure on Zd satisfying (FPSd) and (EM), and suppose ρ is a nonnegative
function on R+ satisfying:
1.
ρ(h)
h
is nonincreasing;
2. lim
h→∞
ρ(h)
h
= δ < 1;
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3. lim
h→∞
ρ(h)
log h
=∞.
If µ is the shape function for τ from Theorem 1.1, and T = T z,~υµ,ρ for some z ∈ Rd and
υ ∈ Sd−1µ , then for any ǫ ∈ (0, 1),
Pr
{
Bz;Tµ
(
(1− ǫ)t) ⊆ η˜ z;Tτ (t) ⊆ Bz;Tµ ((1 + ǫ)t) for all large t} = 1. (4.43)
Proof. Fix ǫ ∈ (0, 1) and choose any v ∈ ...z . Observe that since T ∈ 〈⋆z〉 by Part 2 of
Lemma 4.26, the upper containment in (4.43) follows immediately from Proposition 4.19 and
the Borel-Cantelli Lemma. Thus it remains to prove the lower containment, or equivalently,
to show that the complementary event
F (ǫ) :=
{
∃{tn}n∈N with tn →∞ such that Bz;Tµ
(
(1− ǫ)tn
) 6⊆ η˜ v;Tτ (tn)}
has probability zero. We will do this by finding a suitable sequence of events {Fn(ǫ)}n∈N
such that F (ǫ) = {Fn(ǫ) i.o.}, and then applying Borel-Cantelli.
Let α := 1−δ2 ∈ (0, 1 − δ). For each h > 0, let Th := T z,~υµ,ρ (h) and δh := ρ(h)/h as in
Lemma 4.26, and define the event
Gh(ǫ) :=
{
η˜ v;Thτ (t) ⊇ Bz;Thµ
(
(1− ǫ)t) for all t ≥ αh}.
Then since Th ∈
〈
⋆zµ,δh
〉
by Part 2 of Lemma 4.26, Theorem 4.20 implies that there are
positive constants C(ǫ) and c(ǫ) such that
Pr
(
Gh(ǫ)
) ≥ 1− δ−dh C(ǫ)e−c(ǫ)δhαh ∀h > 0. (4.44)
The following claim illuminates a connection between Gh(ǫ) and F (ǫ)
∁.
Claim 4.27.1. There exists N ∈ N such that for any h > N ,
Gh(ǫ) ⊆
{
η˜ v;Tτ (t) ⊇ Bz;Tµ
(
(1− ǫ)t) for all t ∈ [αh, α(h + 1)]}.
Proof of Claim 4.27.1. For any h > 0, we have T ⊇ Th and hence η˜ v;Tτ (t) ⊇ η˜ v;Thτ (t); and
Part 3 of Lemma 4.26 implies that if (1−ǫ)t ≤ (1−δh)h, then Bz;Tµ
(
(1−ǫ)t) = Bz;Thµ ((1−ǫ)t).
Therefore, for any h > 0,
Gh(ǫ) =
{
η˜ v;Thτ (t) ⊇ Bz;Thµ
(
(1− ǫ)t) for all t ≥ αh}
⊆
{
η˜ v;Tτ (t) ⊇ Bz;Tµ
(
(1− ǫ)t) for all t ∈ [αh, 1−δh1−ǫ h]}.
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Thus, to complete the proof of Claim 4.27.1, we need only show that
α(h + 1) ≤ 1− δh
1− ǫ h for all sufficiently large h.
To see this, first note that h+1 ≤ 11−ǫh for all h ≥ ǫ−1−1, and next, since δ < 1 and δh ց δ
as h→∞, there is some h0 <∞ such that δh ≤ 1+δ2 for all h ≥ h0. Then 1− δh ≥ 1−δ2 = α
for all h ≥ h0, and hence
h ≥ h0 ∨ (ǫ−1 − 1) =⇒ α(h+ 1) ≤ α · 1
1− ǫh ≤
1− δh
1− ǫ h,
so the claim holds with N :=
⌈
h0 ∨ (ǫ−1 − 1)
⌉
.
Now for h ≥ 0 define
Fh(ǫ) :=
{
∃t ∈ [αh, α(h + 1)] such that Bz;Tµ ((1− ǫ)t) 6⊆ η˜ v;Tτ (t)},
and note that since α > 0, if we consider the subcollection {Fn(ǫ)}n∈N, then
F (ǫ) = {Fn(ǫ) i.o.}. (4.45)
By Claim 4.27.1 and (4.44), for any h > N we have Fh(ǫ) ⊆ Gh(ǫ)∁ and hence
Pr
(
Fh(ǫ)
) ≤ δ−dh C(ǫ)e−c(ǫ)δhαh = C(ǫ) exp [−c(ǫ)α ρ(h) + d log ( hρ(h))] .
Since ρ(h)log h → ∞ as h → ∞ by assumption, there is some N ′ ∈ N such that ρ(h) ≥
1 ∨
(
d+2
c(ǫ)α log h
)
for all h > N ′. Thus, for h > N ∨N ′ we have
Pr
(
Fh(ǫ)
) ≤ C(ǫ) exp [−(d+ 2) log h+ d log (h1 )] = C(ǫ)h−2.
Therefore, setting N ′′ = N ∨N ′,
∞∑
n=0
Pr
(
Fn(ǫ)
) ≤ N ′′∑
n=0
Pr
(
Fn(ǫ)
)
+
∞∑
n=N ′′+1
C(ǫ)n−2 <∞,
so by the First Borel-Cantelli Lemma, we have Pr{Fn(ǫ) i.o.} = 0 and hence Pr
(
F (ǫ)
)
= 0
by (4.45).
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Chapter 5
STOCHASTIC ANALOGUES OF DETERMINISTIC COMPETITION
In this chapter we combine the results of Chapters 2, 3, and 4 to study the random
two-type competition process in Zd. Our primary goal will be to prove various results
showing that on large scales, the random Zd-process behaves similarly to the deterministic
Rd-process run with a traversal norm pair consisting of the two species’ shape functions. In
particular, after developing some general tools for analyzing the random two-type process,
we will focus in Section 5.4 on the same “point vs. conical shell” configurations studied for
the deterministic process in Section 3.6. Our main results can be seen as extending Deijfen
and Ha¨ggstro¨m’s Theorem 1.7 [DH07, Theorem 1.1], and we will use the results of Chapter 5
to analyze competition from finite starting configurations in Chapter 6.
Chapter 5 is organized as follows. In Section 5.1 we introduce notation to facilitate
treating the random two-type process as a subset of Rd, similar to the notation introduced in
Chapter 4 for the one-type process. In Section 5.2 we prove a simple conquering property for
the two-type process, as a corollary of Proposition 2.9, and then we prove some probabilistic
upper bounds on the growth of a one-type process, to complement the lower bounds from
Chapter 4. In Section 5.3 we develop the main technical tools needed for analyzing the
two-type process. The main general result is Theorem 5.7, which is a stochastic analogue of
Proposition 3.18, showing that if species 1 starts at a point and species 2’s initial set is far
away, then with high probability species 1 conquers most of its β-Voronoi star-cell for any
fixed β > 1. In Section 5.4 we study the random two-type process when species 1 starts at a
point and species 2 starts on the exterior of a cone. The results of Section 5.4 are stochastic
analogues of the results from Section 3.6.4, showing that species 1 can survive with high
probability in wide cones but loses almost surely in narrow cones. In Section 5.5 we prove
some additional results about the two-type competition process as corollaries of the results
in Section 5.4, and we state a result of Ha¨ggstro¨m and Pemantle, Proposition 5.17 [HP00,
204
Proposition 2.2], to help put our results in context.
5.1 Extending the Random Two-Type Process to Rd
In this chapter we study a random two-type process evolving according to some (sufficiently
nice) random two-type traversal measure τ¯ on E(Zd) whose components τ1 and τ2 have
corresponding shape functions µ1 and µ2. It is most convenient to describe the process as
a subset of Rd rather than Zd. In order to do this, we need to extend our definitions for the
random two-type process analogously to the definitions for the continuum one-type process
in Section 4.1.
For the random two-type process, an initial configuration (A1, A2) in R
d means a
pair of subsets of Rd such that
...
A1 ∩
...
A2 = ∅, and we define the two-type process with such
an initial configuration using lattice approximation as usual:
η
(A1,A2)
τ¯ (t) := η
(
...
A1,
...
A2)
τ¯ (t) for all t ∈ [0,∞]. (5.1)
We also use lattice approximation to extend the definitions of the entangled passage times
and the occupied sets: For any B ⊆ Rd and i ∈ {1, 2}, we define, respectively, the entangled
passage time to B and the entangled covering time of B for species i as
T
(A1,A2)
i (B) := inf
v∈...B
T
(
...
A1,
...
A2)
i (v) and T˜
(A1,A2)
i (B) := sup
v∈...B
T
(
...
A1,
...
A2)
i (v), (5.2)
where the definition of the entangled passage times appearing on the right is given in
Section 2.4.4. The continuum hitting process and covering process for each species are
then defined, respectively, as
η
(A1,A2);Rd
i (t) :=
{
x ∈ Rd : T (A1,A2)i (x) ≤ t
}
=
r
η
(A1,A2)
i (t)
z
, (5.3)
and
η˜
(A1,A2);Rd
i (t) :=
{
x ∈ Rd : T˜ (A1,A2)i (x) ≤ t
}
=
r
η
(A1,A2)
i (t)
z◦
. (5.4)
One can verify from the definitions (and Lemma B.2) that
η˜
(A1,A2);Rd
i (t) = η˜
Ai;JCiK
◦
τi (t), (5.5)
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where Ci = η
(A1,A2)
i (∞) is species i’s finally conquered set. The geometric interpretation of
the definitions (5.3) and (5.4) is the same as for the corresponding one-type processes, as
described in Chapter 4.
5.2 A Simple Conquering Property and Upper Bounds on Growth
Our first result follows directly from the basic conquering property in Proposition 2.9 and
generalizes one of the main ideas of Deijfen and Ha¨ggstro¨m in the proof of [DH07, Propo-
sition 3.1], which considered the case where S is a half-cylinder in the lattice.1 Lemma 5.1
will be our primary tool for showing that one species conquers a given set in the two-type
process.
Lemma 5.1 (Sufficient condition for conquering a subset of Rd in the two-type process).
Let (A1, A2) be an initial configuration in R
d, and let S ⊆ Rd. If on some realization of τ¯
it holds that
T˜ S1 (A1,x) < T2(A2,x) for all x ∈ S,
then species 1 conquers S in the two-type covering process η˜
(A1,A2);Rd
τ¯ (t), and moreover,
η˜
(A1,A2);Rd
1 (t) ⊇ η˜ A1;Sτ1 (t) for all t ≥ 0.
A symmetric statement holds with the roles of species 1 and 2 reversed.
Proof. Going back to the definitions, the stated hypothesis means
sup
v∈...x
T
...
S
1
( ...
A1,v
)
< inf
v∈...x T2
( ...
A2,v
)
for all x ∈ S.
Now for any v ∈ ...S there is some x ∈ S such that v ∈ ...x , so this implies that
T
...
S
1
( ...
A1,v
)
< T2
( ...
A2,v
)
for all v ∈ ...S . (5.6)
Notice that (5.6) implies that T
...
S
1
( ...
A1,v
)
<∞ and T2
( ...
A2,v
)
> 0 for all v ∈ ...S , so
...
A1∩
...
S 6= ∅
and
...
S ∩
...
A2 = ∅. Now, since we trivially have T2
( ...
A2,v
) ≤ T (Zd\...S )∗2 ( ...A2,v) for any v, (5.6)
implies that
T
...
S
1
( ...
A1,v
)
< T
(Zd\...S )∗
2
( ...
A2,v
)
for all v ∈ ∂ ...S \
...
A1,
1In fact, it was the proof of [DH07, Proposition 3.1] that inspired me to attempt to find a generalized
version of the statement in Lemma 5.1 and eventually led me to the conquering property in Proposition 2.9
and the subsequent development of Definition 2.10 for the two-type process.
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and since
...
S ∩
...
A2 = ∅, Proposition 2.9 implies that species 1 conquers
...
S in the lattice
process, i.e.
...
S ⊆ η(A1,A2)1 (∞). Lemma B.2 then implies that
S ⊆
r
η
(A1,A2)
1 (∞)
z◦
= η˜
(A1,A2);Rd
1 (∞),
so species 1 conquers S in the covering process. Moreover, Lemma 2.12 implies that for all
t ∈ [0,∞], we have η(A1,A2)1 (t) ⊇ η
...
A1;
...
S
τ1 (t) and hence
η˜
(A1,A2);Rd
1 (t) =
r
η
(A1,A2)
1 (t)
z◦
⊇
r
η
...
A1;
...
S
τ1 (t)
z◦
⊇ S ∩
r
η
...
A1;
...
S
τ1 (t)
z◦
= η˜ A1;Sτ1 (t).
Lemma 5.1 is useful because it reduces a statement about the entangled process η˜
(A1,A2);Rd
τ¯
to a statement about the two disentangled processes η˜ A1;Sτ1 and η
A2;Rd
τ2 . Chapter 4 provides
the necessary lower bounds on the growth of the restricted process η˜ A1;Sτ1 . The next three
lemmas provide the relevant upper bounds on the growth of an unrestricted one-type process
ηA;R
d
τ ; in the next section, we will apply these results with τ = τ2 and A = A2.
If we want to show that species 1 conquers some set S ⊆ Rd using Lemma 5.1, we
need a lower bound on T2(A2,x) for x ∈ S. Instead of considering the disentangled type-2
process ηA2;R
d
τ2 spreading out from A2, it is convenient to make use of the symmetry of T2
and consider a dual2 process ηS;R
d
τ2 starting at points in S. This dual perspective, formalized
in Lemma 5.2 below, is useful because for a given x ∈ S, the dual process ηx;Rdτ2 originating
from the single point x is easier to deal with than the more complicated process ηA2;R
d
τ2
starting from multiple points. This idea for “dualizing” the process appears in Deijfen and
Ha¨ggstro¨m’s proof of [DH07, Proposition 3.1], and a similar idea is explicitly referred to as
a “duality principle” by Kordzakhia and Lalley [KL05, p. 8]. Lemma 5.2 can be viewed as
a one-sided analogue or variant of Lemma 3.21.
Lemma 5.2 (Dual growth principle for passage time from a set to a point). Fix a realization
τ of a one-type process and a norm µ on Rd, and let A ⊆ Rd, x ∈ Rd, and α > 0. Then
“ηx;R
d
τ (αt) ⊆ Bxµ(t−) for all t ≥ distµ(A,x)” =⇒ Tτ (A,x) > α distµ(A,x).
2Two stochastic processes Xt, Yt defined on some interval [0, T ] and taking values in X ,Y, respectively,
are said to be dual with respect to the function H : X × Y → R if EH(Xt, Y0) = EH(X0, Yt) for
all t ∈ [0, T ] (cf. [Mue09, p. 120] or [Lig10, p. 115]). Thus, for any A,B ⊆ Zd, the processes ηAτ (t)
and ηBτ (t) on [0,∞] are dual with respect to the indicator function 1{A′∩B′ 6=∅} : 2
Z
d
× 2Z
d
→ R+ since
Pr
{
ηAτ (t) ∩B 6= ∅
}
= Pr
{
ηBτ (t) ∩A 6= ∅
}
for all t ∈ [0,∞].
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Proof. We will deduce this result from the inversion formulas. First note that we must have
distµ(A,x) = distµ(y,x) for some y ∈ A. Thus,
{
Tτ (A,x) > α distµ(A,x)
} ⊇ {Tτ (A,x) > α distµ(y,x) ∀y ∈ A}
⊇
{
Tτ (A,x) > α distµ(y,x) for all y ∈ Rd
with distµ(y,x) ≥ distµ(A,x)
}
=
{
α distµ(A,x) ∨ Tτ (y,x) > αdistµ(y,x) ∀y ∈ Rd
}
=
{
ηx;R
d
τ (αt) ⊆ Bxµ(t−) ∀t ≥ distµ(A,x)
}
,
where the last line follows from the inversion formula (2b) in Lemma 4.6.
Note that Lemma 5.2 is really a deterministic statement, holding pointwise on the
canonical sample space R
E(Zd)
+ ; in order to obtain probability estimates from it, we will
use Lemma 4.11 to get a lower bound on the probability of the event “ηx;R
d
τ (αt) ⊆ Bxµ(t−)
for all t ≥ distµ(A,x).” For example, in the following simple lemma we combine Lemma 5.2
with Lemma 4.11 to get a probabilistic lower bound on the passage time between two subsets
of Rd when one of the sets is bounded.
Lemma 5.3 (Passage time to a bounded set). Let τ be a random one-type traversal measure
on Zd satisfying (FPSd) and (EM), with shape function µ (a norm on R
d). Given α ∈
(0, 1), there exist positive constants C5.3 and c5.3 such that if A and B are nonempty subsets
of Rd, and B is bounded, then
Pr
{
Tτ (A,B) > α distµ(A,B)
} ≥ 1− |...B| · C5.3e−c5.3 distµ(A,B).
Proof. Recall that Tτ (A,B) = Tτ (A,
...
B) by definition. Since B is bounded,
...
B is finite, and
thus
{
Tτ (A,B) > α distµ(A,B)
}
=
{
min
v∈...B
Tτ (A,v) > α distµ(A,B)
}
=
{
inf
x∈B
Tτ (A,
...
x ) > α distµ(A,B)
}
. (5.7)
Next, note that if κ := dilℓ∞d (µ), then Lemma B.2 implies that
distµ(B,x) ≤ κ for all x ∈
q...
B
y
. (5.8)
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Now, using (5.7) in the first line, Lemma 5.2 in the third line, and (5.8) in the fifth line, we
have
{
Tτ (A,B) > α distµ(A,B)
}
=
⋂
x∈B
{
Tτ (A,x) > αdistµ(A,B)
}
⊇
⋂
x∈B
{
Tτ (A,x) > αdistµ(A,x)
}
⊇
⋂
x∈B
{
ηx;R
d
τ (αt) ⊆ Bxµ(t−) ∀t ≥ distµ(A,x)
}
⊇
⋂
v∈...B
⋂
x∈JvK
{
ηv;R
d
τ (αt) ⊆ Bxµ(t−) ∀t ≥ distµ(A,x)
}
⊇
⋂
v∈...B
⋂
x∈JvK
{
ηv;R
d
τ (αt) ⊆ Bxµ(t−) ∀t ≥ distµ(A,B)− κ
}
⊇
⋂
v∈...B
Ev4.11
(
α[distµ(A,B)− κ];α−1 − 1
)
.
Therefore, since α < 1, Lemma 4.11 implies that
Pr
{
Tτ (A,B) ≤ α distµ(A,B)
} ≤ ∑
v∈...B
Pr
(
Ev4.11
(
α[distµ(A,B)− κ];α−1 − 1
)∁)
≤
∑
v∈...B
C4.11(α
−1 − 1)e−c4.11(α−1−1)α[distµ(A,B)−κ]
≤ |...B| · C5.3(α)e−c5.3(α) distµ(A,B),
where
c5.3(α) := α · c4.11(α−1 − 1) and C5.3(α) := C4.11(α−1 − 1)ec5.3(α)κ.
Using Lemma 5.3, we obtain the following lower bound on the passage time between two
concentric µ-spheres. In the style Chapter 4’s events, we prove the bound simultaneously
for all pairs of spheres with common center in a uint cube centered at v ∈ Zd, in order to
simplify later proofs. We will use Lemma 5.4 in the proof of Lemma 5.5 below, which will
be our first nontrivial result about the two-type process. Recall from Section 1.4.3 that for
A ⊆ Rd we define shellA := Rd \ A◦.
Lemma 5.4 (Passage time between nested µ-spheres). Let τ and µ be as in Lemma 5.3.
Given α < 1, there exist positive constants C5.4 and c5.4 such that for any v ∈ Zd and any
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0 ≤ r ≤ R,
Pr
{
∀z ∈ JvK, Tτ(shellBzµ(R), Bzµ(r)) > α(R − r)} ≥ 1− C5.4 · (r ∨ 1)de−c5.4·(R−r),
where shellB := Rd \B◦ for B ⊆ Rd.
Proof. The proof idea is similar to that of Lemma 4.11. Let Ev5.4(r,R;α) denote the event
in the statement of the lemma, and set κ := 12 dilℓ∞d (µ). Then⋃
z∈JvK
shellBzµ(R) ⊆ shellBvµ(R− κ) and
⋃
z∈JvK
Bzµ(r) ⊆ Bvµ(r + κ),
and therefore,
Ev5.4(r,R;α) =
{
∀z ∈ JvK, Tτ(shellBzµ(R), Bzµ(r)) > α(R − r)}
⊇
{
Tτ
(
shellBvµ(R − κ), Bvµ(r + κ)
)
> α(R − r)
}
.
Now note that
distµ
(
shellBvµ(R− κ),Bvµ(r + κ)
)
= R− r − 2κ. (5.9)
Set α′ := 1+α2 < 1 and Mα :=
2(1+α)κ
1−α <∞. Then
R− r ≥Mα =⇒ α′(R− r − 2κ) ≥ α(R − r),
so if R− r ≥Mα, then Lemma 5.3 and (5.9) imply that
Pr
(
Ev5.4(r,R;α)
) ≥ Pr{Tτ(shellBvµ(R − κ), Bvµ(r + κ)) > α(R − r)}
≥ Pr
{
Tτ
(
shellBvµ(R − κ), Bvµ(r + κ) > α′(R− r − 2κ)
)}
≥ 1−
∣∣∣ . . . . . . . . .Bvµ(r + κ)∣∣∣ · C5.3(α′)e−c5.3(α′)(R−r−2κ).
Since
. . . . . . . . .
Bvµ(r + κ) = Zd ∩
qBvµ(r + κ)y ⊆ Zd ∩ Bvµ(r + 2κ), Lemma B.3 implies that there is
some constant ̟µ such that∣∣∣ . . . . . . . . .Bvµ(r + κ)∣∣∣ ≤ ̟µ · [(r + 2κ) ∨ 1]d ≤ ̟µ(1 + 2κ)d(r ∨ 1)d.
Thus, setting
C5.4(α) :=
[
̟µ(1 + 2κ)
dec5.3(α
′)·2κ ∨ ec5.3(α′)·Mα
]
· C5.3(α′) and c5.4(α) := c5.3(α′),
we get Pr
(
Ev5.4(r,R;α)
) ≥ 1− C5.4(α)(r ∨ 1)de−c5.4(α)(R−r) for all 0 ≤ r ≤ R.
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5.3 Conquering a µ1-Star in the Two-Type Process
Throughout this section we assume that τ¯ satisfies (FPSd), (EM), and (NTP1), meaning
that the component measures τ1 and τ2 each satisfy (FPSd) and (EM), and the pair satisfies
(NTP1).
5.3.1 General Results for Conquering Star-Shaped Sets
Recall from (3.28) that for β > 0, species 1’s β-meeting radius for the traversal norm pair
(βµ1, µ2) was defined to be
̺β =
1
β + ‖µ2/µ1‖L∞ , (5.10)
and that ̺β is the radius of the largest µ1-ball conquered by species 1 starting from z ∈
Rd when species 2 starts on the boundary of a unit µ2-ball centered at z. Scaling this
starting configuration by r > 0, Lemma 3.30 showed that for the traversal norm pair
µ¯(2)
β−1
= (µ1, β
−1µ2),
B(z, shellB
z
µ2
(r))
1
(
̺βr
)
= Bzµ1
(
̺βr
)
, (5.11)
where shellA := Rd \ A◦ for A ⊆ Rd. The following lemma gives a weakened version
of (5.11) for the random process, showing that with high probability in r, species 1 will
conquer the ball that a β-slowed version of species 1 would conquer in the corresponding
deterministic process. Lemma 5.5 will be the starting point for proving the much more
general Theorem 5.7 below.
Lemma 5.5 (Conquering a µ1-ball inside a µ2-spherical shell). Suppose τ¯ satisfies (FPSd),
(EM), and (NTP1), and let µ1 and µ2 be the shape functions for the component measures
τ1 and τ1. Let κ := dilℓ∞
d
(µ2), and for any v ∈ Zd, r > κ, and β > 1, define the event
Ev5.5(r;β) :=
{
For all z ∈ JvK, η˜ (v, shellBzµ2 (r));Rd1 (̺1r) ⊇ Bzµ1(̺βr)} ,
where ̺1 and ̺β are defined by (5.10). Then given β > 1, there are positive constants
C5.5(β) and c5.5(β) such that for all v ∈ Zd and r > κ,
Pr
(
Ev5.5(r;β)
) ≥ 1− C5.5(β)e−c5.5(β)r.
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Proof. Note that the requirement r > κ = dilℓ∞d (µ2) guarantees that the starting con-
figuration
(
v, shellBzµ2(r)
)
is valid, because if z ∈ JvK and distµ2(y, z) ≥ r > κ, then
distℓ∞
d
(y,v) > 12 , showing that v /∈
. . . . . . . . . . .
shellBzµ2(r).
Our strategy is to combine Lemma 5.1 with Lemmas 4.13 and 5.4 to show that species
1 conquers each of the balls Bzµ1(̺βr) by time ̺1r with high probability. First, we want an
upper bound on the time it takes species 1 to internally cover the ball Bzµ1(̺βr). Choose ǫ
so that (1 + ǫ)̺βr = ̺1r, i.e.
ǫ(β) :=
̺1
̺β
− 1 = β − 1
1 + ‖µ2/µ1‖L∞ > 0.
Then by Lemma 4.13 (with τ = τ1, µ = µ1, and r0 = ̺βr),
1− C4.13(ǫ)e−c4.13(ǫ)̺βr ≤ Pr
{
∀z ∈ JvK, η˜ v;Bzµ1 (̺βr)τ1 (̺1r) = Bzµ1(̺βr)}
= Pr
{
∀z ∈ JvK, T˜Bzµ1 (̺βr)1 (v,x) ≤ ̺1r for all x ∈ Bzµ1(̺βr)} .
(5.12)
Next we want a lower bound on the time it takes species 2 reach the ball Bzµ1(̺βr), starting
from shellBzµ2(r). Observe that
Bzµ1(̺βr) ⊆ Bzµ2
(
̺βr
∥∥µ2
µ1
∥∥
L∞
)
, and r − ̺βr
∥∥∥∥µ2µ1
∥∥∥∥
L∞
=
βr
β + ‖µ2/µ1‖L∞ = β̺βr. (5.13)
Choose α so that α · β̺βr = ̺1r, i.e.
α(β) :=
̺1
β̺β
=
1 + β−1‖µ2/µ1‖L∞
1 + ‖µ2/µ1‖L∞ < 1.
Then by Lemma 5.4 (with τ = τ2 and µ = µ2) and (5.13),
1− C5.4(α)
(
̺βr
∥∥µ2
µ1
∥∥
L∞
∨ 1)de−c5.4(α)β̺βr
≤ Pr
{
∀z ∈ JvK, T2(shellBzµ2(r), Bzµ2(̺βr∥∥µ2µ1∥∥L∞)) > α · β̺βr}
≤ Pr
{
∀z ∈ JvK, T2(shellBzµ2(r), Bzµ1(̺βr)) > ̺1r}. (5.14)
Now define the event
E˜v5.5(r;β) :=
⋂
z∈JvK
{
T˜
Bzµ1 (̺βr)
1 (v,x) ≤ ̺1r < T2
(
shellBzµ2(r),x
)
for all x ∈ Bzµ1
(
̺βr
)}
.
(5.15)
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Then E˜v5.5(r;β) is the intersection of the two events in (5.12) and (5.14), so we have
Pr
(
E˜v5.5(r;β)
) ≥ 1− C5.5(β)e−c5.5(β)r,
where, using the bound (B.8) from the proof of Lemma B.18 for the polynomial×exponential
term in (5.14),
C5.5(β) := C4.13(ǫ) +
[
d‖µ2/µ1‖L∞
c5.4(α)
]d
· C5.4(α), and
c5.5(β) :=
[
c4.13(ǫ) ∧ (β − 1)c5.4(α)
] · ̺β.
Finally, observe that Ev5.5(r;β) occurs on E˜
v
5.5(r;β) by Lemma 5.1.
The main result of this section will be Theorem 5.7 below, which shows that if species 1
starts at the single vertex z, then with high probability it conquers any union of sufficiently
thick cone segments radiating from z and contained within the set of points that are at least
β times closer to z than to species 2’s starting set, for any fixed β > 1. Theorem 5.7 is a very
general result that extends Lemma 5.5 above and is a stochastic analogue of Proposition 3.18
for the deterministic process. We will use Theorem 5.7 to prove Lemmas 5.10 and 5.11 below,
which will be our main tools for analyzing the random process in the next section, where
we consider the case when one species’ starting set is the boundary of a cone.
In order to prove Theorem 5.7, we will use the following lemma bounding the growth
of species 2. Lemma 5.6 is similar in structure and proof to Lemma 4.17 in the previous
chapter, so we have relegated its proof to Appendix A. The difference between the two
lemmas is that that Lemma 5.6 provides an upper bound on growth whereas Lemma 4.17
provided a lower bound. The main probabilistic tool for proving Lemma 5.6 is Lemma 4.11,
with the rest of the proof being geometric in nature.
Lemma 5.6 (Containment of growth within large µ2-balls far from the origin). For any
constants α ∈ (0, 1), β ≥ 1, and r > 0, define the event
E5.6(r, β;α) =
⋂
z∈J0K
⋂
x∈Rd
µ1(x)≥r
{
ηz+x;R
d
τ2 (αt) ⊆ Bz+xµ2 (t−) ∀t ≥ βµ1(x)
}
,
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and let kµ1 = 3dilℓ∞d (µ1) + 1. Then given α ∈ (0, 1), there exist positive constants C5.6 and
c5.6 such that for any β ≥ 1 and r ≥ 0,
Pr
(
E5.6(r, β;α)
) ≥ 1− C5.6(α)e−c5.6(α)·β·(r−kµ1 ).
To state Theorem 5.7, we make the following definition. For β, δ > 0, z ∈ Rd, and
A2 ⊆ Rd, define species 1’s δ-thick β-Voronoi star-cell for the norm pair µ¯ = (µ1, µ2)
and the initial configuration (z, A2) to be
⋆Vor
(1)
µ¯,β,δ(z, A2) :=
⋃{
C ∈ Conesµ1(z, δ) : C ⊆ Vor(1)µ¯,β(z, A2)
}
=
⋃{
S ∈ 〈⋆zµ1,δ〉 : S ⊆ Vor(1)µ¯,β(z, A2)} . (5.16)
We will also use the following alternate notation to make some formulas more readable:
⋆(z,A2)
(1),β,δ :=
⋆Vor
(1)
µ¯,β,δ(z, A2). (5.17)
Both forms of the notation are intended to be suggestive of previously defined objects.
Namely, the star-shaped set ⋆(z,A2)
(1),β,δ ≡ ⋆Vor(1)µ¯,β,δ(z, A2) is the largest element of
〈
⋆zµ1,δ
〉
that is contained in Vor
(1)
µ¯,β(z, A2); it is thus a subset and analogue of the β-Voronoi star-cell
⋆Vor
(1)
µ¯,β(z, A2), defined using (µ1, δ)-cone segments originating at z instead of line segments
originating at z. It follows directly from the definition (5.16) that for S ⊆ Rd,
S ∈ 〈⋆zµ1,δ〉 and S ⊆ Vor(1)µ¯,β(z, A2) =⇒ S ⊆⋆(z,A2)(1),β,δ .
Note that it follows from Lemma 3.6 that the sets ⋆(z,A2)
(1),β,δ are decreasing with δ. This fact
will be used in Lemma 5.11 below.
Theorem 5.7 (Conquering a fat star-shaped set). Suppose τ¯ satisfies (FPSd), (EM), and
(NTP1), and let µ1 and µ2 be the shape functions for the component measures τ1 and τ1.
Let κ := dilℓ∞
d
(µ2), and for any v ∈ Zd, r > κ, δ ∈ (0, 1], and β > 1, define the event
Ev5.7(r, δ;β) :=⋂
z∈JvK
{
∀A2 ⊆ shellBzµ2(r), η˜
(v,A2);Rd
1
(
̺1s
) ⊇ Bz;⋆(z,A2)(1),β,δµ1 (̺βs) for all s ≥ r
}
.
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Then given any β > 1, there exist positive constants C5.7(β) and c5.7(β) such that for any
v ∈ Zd, r > κ, and δ ∈ (0, 1],
Pr
(
Ev5.7(r, δ;β)
) ≥ 1− 1
δd
C5.7(β)e
−c5.7(β)δr.
A symmetric statement holds with the roles of species 1 and 2 reversed.
Proof. By translation invariance it suffices to assume v = 0. As in Lemma 5.5, the require-
ment r > κ guarantees that (0, A2) is a valid starting configuration for any A2 ⊆ shellBzµ2(r)
if z ∈ J0K. The structure of the proof will be similar to that of Theorem 4.20, in that we
will define two events to deal separately with the “near points” and “far away points” in
⋆(z,A2)
(1),β,δ . Fix β > 1 and δ ∈ (0, 1], and for notational convenience, let ⋆zA2 := ⋆
(z,A2)
(1),β,δ .
Define two events, corresponding to the “near points” and “far points”, respectively, by
E(r, δ;β) :=
⋂
z,A2
{
T˜
⋆zA2
1 (0,y) < T2(A2,y) for all y ∈⋆zA2 with distµ1(z,y) ≤ ̺βr
}
,
F (r, δ;β) :=
⋂
z,A2
{
T˜
⋆zA2
1 (0,y) < T2(A2,y) for all y ∈⋆zA2 with distµ1(z,y) > ̺βr
}
,
where the intersection over (z, A2) means the intersection over z ∈ J0K and A2 ⊆ shellBzµ2(r).
Clearly, Lemma 5.1 implies that on the intersection E(r, δ;β)∩F (r, δ; β), species 1 conquers
the set⋆zA2 for any z and A2, so we seek a lower bound on the probability of this intersection.
The following claim deals with the near points.
Claim 5.7.1. The event E(r, δ;β) occurs on the event E˜05.5(r;β) defined in (5.15).
Proof of Claim 5.7.1. By Lemma 3.6, every µ1-ball with center z is a union of (µ1, δ)-cone
segments at z (for any δ ≥ 0), so Lemma 3.30 and the monotonicity of the β-Voronoi cells
imply that for any z ∈ Rd and any A2 ⊆ shellBzµ2(r), we have
Bzµ1(̺βr) ⊆⋆
(z, shellBzµ2 (r))
(1),β,δ ⊆⋆(z,A2)(1),β,δ .
This implies that for any z,y ∈ Rd and any A2 ⊆ shellBzµ2(r), we have T˜
⋆
(z,A2)
(1),β,δ
1 (0,y) ≤
T˜
Bzµ1 (̺βr)
1 (0,y), and that{
y ∈⋆(z,A2)
(1),β,δ
∣∣∣ distµ1(z,y) ≤ ̺βr} = Bzµ1(̺βr).
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Moreover, we also have T2(A2,y) ≥ T2
(
shellBzµ2(r),y
)
for any such z, y, and A2, and
therefore,
E(r, δ;β) =
⋂
z,A2
{
T˜
⋆
(z,A2)
(1),β,δ
1 (0,y) < T2(A2,y) for all y ∈ Bzµ1(̺βr)
}
⊇
⋂
z∈J0K
{
T˜
Bzµ1 (̺βr)
1 (0,y) ≤ ̺1r < T2(shellBzµ2(r),y) for all y ∈ Bzµ1(̺βr)
}
= E˜05.5(r;β).
Now it remains to deal with the far points. First define three constants in terms of β,
ǫ(β) := 1− ̺β
̺1
, α1(β) :=
̺β
̺1
, α2(β) :=
̺1
β̺β
,
and note that ǫ, α1, α2 ∈ (0, 1), with ǫց 0 and α1, α2 ր 1 as β ց 1. These constants were
chosen to satisfy the following relations, which will be needed in the proof of the subsequent
two claims:
1− ǫ = α1, α1̺1r = ̺βr, α−11 = α2β.
Claim 5.7.2. The event F (r, δ;β) occurs on the intersection
E04.20
(
̺1r, δ; ǫ(β)
) ∩ E5.6(̺βr, β;α2(β)),
with τ = τ1 and µ = µ1 in the event E
0
4.20
(
̺1r, δ; ǫ(β)
)
.
Proof of 5.7.2. Since ⋆zA2 ∈
〈
⋆zµ1,δ
〉
for any z and A2, we have
E04.20
(
̺1r, δ; ǫ(β)
)
=
⋂
z∈J0K
{
∀S ∈ 〈⋆zµ1,δ〉, η˜ 0;Sτ1 (t) ⊇ Bz;Sµ1 ((1− ǫ)t) for all t ≥ ̺1r}
⊆
⋂
z,A2
{
η˜ 0;⋆
z
A2τ1 (t) ⊇ B
z;⋆zA2
µ1
(
(1− ǫ)t) for all t ≥ ̺1r}
=
⋂
z,A2
{
T˜
⋆zA2
1 (0,y) ≤ ̺1r ∨ α−11 distµ1(z,y) for all y ∈⋆zA2
}
, (5.18)
where the last line follows from inversion formula (1a) in Lemma 4.6, since 1− ǫ = α1. Note
that on the final event in (5.18), for any fixed z and A2, if y ∈⋆zA2 and distµ1(z,y) ≥ ̺βr =
α1̺1r, then α
−1
1 distµ1(z,y) ≥ ̺1r, so it must hold that T˜
⋆zA2
1 (0,y) ≤ α−11 distµ1(z,y).
Therefore, (5.18) implies that the event
G1(r, δ;β) :=
⋂
z,A2
{
T˜
⋆zA2
1 (0,y) ≤ α−11 distµ1(z,y) for all y ∈⋆zA2 \ Bzµ1(̺βr)◦
}
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occurs on the event E04.20
(
̺1r, δ; ǫ(β)
)
. Thus, to show that F (r, δ;β) occurs on the intersec-
tion in Claim 5.7.2, it will suffice to prove that the event
G2(r, δ;β) :=
⋂
z,A2
{
T2(A2,y) > α
−1
1 distµ1(z,y) for all y ∈⋆zA2 \ Bzµ1(̺βr)◦
}
occurs on the event E5.6
(
̺βr, β;α2(β)
)
.
Note that since ⋆zA2 ⊆ Vor
(1)
µ¯,β(z, A2) by definition, for any z and A2 we have
∀y ∈⋆zA2 , β distµ1(z,y) ≤ distµ2(A2,y). (5.19)
Now recall that α−11 = α2β. Therefore, using (5.19) in lines two and four, and using
Lemma 5.2 (with τ = τ2 and µ = µ2) in line three,
G2(r, δ;β) =
⋂
z,A2
⋂
y∈⋆zA2
distµ1 (z,y)≥̺βr
{
T2(A2,y) > α2β distµ1(z,y)
}
⊇
⋂
z,A2
⋂
y∈⋆zA2
distµ1 (z,y)≥̺βr
{
T2(A2,y) > α2 distµ2(A2,y)
}
⊇
⋂
z,A2
⋂
y∈⋆zA2
distµ1 (z,y)≥̺βr
{
ηy;R
d
τ2 (α2t) ⊆ Byµ2(t−) ∀t ≥ distµ2(A2,y)
}
⊇
⋂
z∈J0K
⋂
y∈Rd
distµ1 (z,y)≥̺βr
{
ηy;R
d
τ2 (α2t) ⊆ Byµ2(t−) ∀t ≥ β distµ1(z,y)
}
= E5.6
(
̺βr, β;α2(β)
)
.
Thus we have
E04.20
(
̺1r, δ; ǫ(β)
) ∩E5.6(̺βr, β;α2(β)) ⊆ G1(r, δ;β) ∩G2(r, δ;β) ⊆ F (r, δ;β).
Claim 5.7.3. The event E05.7(r, δ;β) occurs on the intersection
H(r, δ;β) := E˜05.5(r;β) ∩ E04.20
(
̺1r, δ; ǫ(β)
) ∩ E5.6(̺βr, β;α2(β)),
with τ = τ1 and µ = µ1 in the event E
0
4.20
(
̺1r, δ; ǫ(β)
)
.
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Proof of Claim 5.7.3. Combining Claims 5.7.1 and 5.7.2, then applying Lemma 5.1, we have
H(r, δ;β) ⊆ E(r, δ;β) ∩ F (r, δ;β) ⊆
⋂
z,A2
{
T˜
⋆zA2
1 (0,y) < T2(A2,y) for all y ∈⋆zA2
}
,
⊆
⋂
z,A2
{
η˜
(0,A2);Rd
1 (t) ⊇ η˜ 0;⋆
z
A2τ1 (t) for all t ≥ 0
}
. (5.20)
Additionally, since H(r, δ;β) ⊆ E04.20
(
̺1r, δ; ǫ(β)
)
, by (5.18) we have
H(r, δ;β) ⊆
⋂
z,A2
{
η˜ 0;⋆
z
A2τ1 (t) ⊇ B
z;⋆zA2
µ1
(
(1− ǫ)t) for all t ≥ ̺1r}. (5.21)
Claim 5.7.3 now follows directly from (5.20) and (5.21) by setting t = ̺1s and noting that
(1− ǫ)̺1 = ̺β .
Finally, combining Claim 5.7.3 with Lemma 5.5, Theorem 4.20, and Lemma 5.6, we get
Pr
(
E05.7(r, δ;β)
) ≥ Pr(H(r, δ;β)) ≥ 1− C5.5(β)e−c5.5(β)r
− 1
δd
C4.20
(
ǫ(β)
)
e−c4.20(ǫ(β))δ̺1r
− C5.6
(
α2(β)
)
e
−c5.6(α2(β))·β·[̺βr−3 dilℓ∞
d
(µ1)−1]
≥ 1− 1
δd
C5.7(β)e
−c5.7(β)δr ,
where C5.7(β) and c5.7(β) are some positive constants depending only on β and the distri-
butions of τ1(e) and τ2(e).
The following corollary restates the conclusion of Theorem 5.7 with the starting config-
uration fixed ahead of time and without explicitly bounding the growth of species 1.
Corollary 5.8 (Conquering species 1’s fat star set for fixed z and A2). Let v ∈ Zd and
A2 ⊆ Rd, and suppose v /∈
...
A2. Then for any β > 1, δ ∈ (0, 1], and z ∈ JvK,
Pr
{
η˜
(v,A2);Rd
1 (∞) ⊇⋆(z,A2)(1),β,δ
}
≥ 1− 1
δd
C5.7(β)e
−c5.7(β)δ·distµ2 (z,A2).
A symmetric statement holds with the roles of species 1 and 2 switched.
Proof. Set r = distµ2(z, A2). Then A2 ⊆ shellBzµ2(r), so if r > dilℓ∞d (µ2), then the result
follows directly from Theorem 5.7 because on the event Ev5.7(r, δ;β), species 1 conquers
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the set ⋆(z,A2)
(1),β,δ from the initial configuration (v, A2). If r ≤ dilℓ∞d (µ2), then the proof
of Theorem 5.7 goes through for any fixed z ∈ JvK and A2 ⊆ shellBzµ2(r) as long as the
configuration (v, A2) is valid, which we assumed explicitly. Alternatively, we could increase
C5.7(β) if necessary to make the probability bound hold trivially for small r.
The next result generalizes Corollary 5.8 to the case where A1 is any bounded set,
and provides a stochastic analogue of Proposition 3.18 in which the set ⋆Vor
(1)
µ¯,1(A1, A2) is
replaced with ⋆Vor
(1)
µ¯,β,δ(A1, A2) for some β > 1 and δ > 0. We leave the proof to the reader.
Corollary 5.9 (Conquering a union of thick star-shaped sets when A1 is bounded). Let
(A1, A2) be an initial configuration in R
d with A1 bounded and distµ2(A1, A2) ≥ r. Then for
any β > 1 and δ > 0, there exist positive constants C5.9(β, δ) and c5.9(β, δ) such that in the
τ¯ -competition process started from (A1, A2), species 1 conquers all of
⋆Vor
(1)
µ¯,β,δ(A1, A2)
with probability at least 1− ∣∣ ...A1∣∣ · C5.9(β, δ)e−c5.9(β,δ)r.
5.3.2 Bowling Pin Lemmas
In this subsection we combine Corollary 5.8 with the results in Chapter 3 analyzing the
specific geometry of µ-balls and µ-cones, obtaining lower bounds on the probability that
species i will conquer a particular µi-bowling pin. The following two “bowling pin lemmas”
are the key tools we will use in the next section to analyze the the two-type process when
species 2 starts on the shell of a cone and species 1 starts at some point inside the cone.
The first bowling pin lemma, which will be used in the proof of Lemma 5.18 below, is
a stochastic analogue of Lemma 3.31 in which cones are replaced by bowling pins, and the
parameter β0 is required to be greater than 1. Recall the definitions
δ~υ2 (β) := β
µ1(υ)
µ2(υ)
and ̺β :=
1
β + ‖µ2/µ1‖L∞
from (3.26) and (3.28).
Lemma 5.10 (Conquering a µ1-bowling pin inside the shell of a µ2-bowling pin). Let τ¯
be a two-type traversal measure with limiting traversal norm pair µ¯ = (µ1, µ2) as described
above. Fix v ∈ Zd, z ∈ JvK, υ ∈ Rd \ {0}, r0 > 0, and β0 > 1. Suppose 1 < β < β0, and let
r := r0̺β and δ := (β0 − β)̺β ∧ 1.
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Then in the τ¯ -competition process,
1. If A2 ⊆ shellPz,~υµ2,r0,δ~υ2 (β0)
(
µ2(υ)
)
and v /∈ ...A2, then species 1 conquers Pz,~υµ1,r,δ
(
µ1(υ)
)
from the starting configuration (v, A2) with probability at least 1−δ−dC5.7(β)e−c5.7(β)δr0 .
2. If A2 ⊆ shellPz,~υµ2,r0,δ~υ2 (β0)(∞) and v /∈
...
A2, then species 1 conquers Pz,~υµ1,r,δ(∞) from
the starting configuration (v, A2) with probability at least 1− δ−dC5.7(β)e−c5.7(β)δr0 .
A symmetric statement holds with species 1 and species 2 switched.
Proof. For Part 1, set h1 = µ1(υ) and h2 = µ2(υ), and for Part 2, set h1 = h2 = ∞.
We will show that Pz,~υµ1,r,δ(h1) ⊆ ⋆Vor
(1)
µ¯,β,δ(z, A2) and then apply Corollary 5.8. Note that
Pz,~υµ1,r,δ(h1) ∈
〈
⋆zµ1,δ
〉
(cf. (3.13)), so it remains to check that Pz,~υµ1,r,δ(h1) ⊆ Vor
(1)
µ¯,β(z, A2).
Recall that
Pz,~υ
µ2,r0,δ~υ2 (β0)
(h2) = Bzµ2(r0) ∪ Cz,~υµ2,δ~υ2 (β0)(h2),
so the hypothesis A2 ⊆ shellPz,~υµ2,r0,δ~υ2 (β0)(h2) implies that
A2 ⊆ shellBzµ2(r0) and A2 ⊆ shell Cz,~υµ2,δ~υ2 (β0)(h2).
Therefore, since r = r0̺β, Lemma 3.30 implies that Bzµ1(r) ⊆ Vor
(1)
µ¯,β(z, A2), and since
δ ≤ (β0 − β)̺β , Lemma 3.31 implies that Cz,~υµ1,δ(h1) ⊆ Vor
(1)
µ¯,β(z, A2). Thus, since
Pz,~υµ1,r,δ(h1) = Bzµ1(r) ∪ C
z,~υ
µ1,δ
(h1),
we have Pz,~υµ1,r,δ(h1) ⊆ Vor
(1)
µ¯,β(z, A2) and hence Pz,~υµ1,r,δ(h1) ⊆ ⋆Vor
(1)
µ¯,β,δ(z, A2). Finally, by
hypothesis we have δ ∈ (0, 1] and distµ2(z, A2) ≥ r0, so the result now follows directly from
Corollary 5.8.
Remark 5.10.1. As a function of β, the probability bound in Lemma 5.10 becomes worse
both as β ց 1 (meaning that species 1 has a smaller margin of error with which to outrun
species 2) and as β ր β0 (equivalently δ ց 0, meaning that species 1 has a narrower cone
segment in which to move freely).
The second bowling pin lemma will be combined with Lemma 3.49 to prove Theorem 5.15
below.
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Lemma 5.11 (Conquering a µ2-bowling pin in species 2’s β-Voronoi star-cell). Given β > 1
and δ > 0, there exist positive constants C5.11(β, δ) and c5.11(β, δ) such that if (A1,y) is an
initial configuration in Rd such that Py,~υµ2,r,δ(h) ⊆ Vor
(2)
µ¯,β(A1,y) for some r > 0, ~υ ∈ dir(Rd),
and h ∈ [0,∞], then
Pr
{
η˜
(A1,y);Rd
2 (∞) ⊇ Py,~υµ2,r,δ(h)
}
≥ 1− C5.11(β, δ)e−c5.11(β,δ)r.
Proof. We will apply Corollary 5.8 with the roles of species 1 and 2 switched. Since
Py,~υµ2,r,δ(h) ∈
〈
⋆yµ2,δ
〉
, the assumption Py,~υµ2,r,δ(h) ⊆ Vor
(2)
µ¯,β(A1,y) implies that
Py,~υµ2,r,δ(h) ⊆⋆
(A1,y)
(2),β,δ ⊆⋆(A1,y)(2),β,δ∧1.
Therefore, noting that
...
A1 ∩
...
y = ∅ by hypothesis, Corollary 5.8 implies that
Pr
{
η˜
(A1,y);Rd
2 (∞) ⊇ Py,~υµ2,r,δ(h)
}
≥ 1− 1
(δ ∧ 1)d · C5.7(β)e
−c5.7(β)(δ∧1)·distµ1 (A1,y).
Now note that by definition we have Byµ2(r) ⊆ Py,~υµ2,r,δ(h) and Vor
(2)
µ¯,β(A1,y) ∩ A1 = ∅, so
Byµ2(r) ∩A1 = ∅. Therefore, distµ2(A1,y) ≥ r, and hence
distµ1(A1,y) ≥ ‖µ2/µ1‖−1L∞ · distµ2(A1,y) ≥ ‖µ2/µ1‖−1L∞ · r.
Thus the conclusion of the lemma holds with
C5.11(β, δ) :=
1
(δ ∧ 1)d · C5.7(β) and c5.11(β, δ) := c5.7(β)(δ ∧ 1) · ‖µ2/µ1‖
−1
L∞ .
5.4 Competition When One Species Starts Outside a Cone
The results in this section run parallel to those in Section 3.6.4, with the deterministic
µ¯-process replaced by the random τ¯ -process. We consider a τ¯ -competition process in which
species 1 starts at a single point z inside a cone C, and species 2 starts on the exterior of C.
Our main result is the following theorem, which is a stochastic analogue of Proposition 3.46
for non-critical cones. Namely, in the random two-type process started from
(...
z ,Zd \ ...C
)
as
just described, the probability of survival for species 1 is positive if C is wide, and zero if C
is narrow and contained in a half-space. As we did for Proposition 3.46, we will break the
proof of Theorem 5.12 into smaller pieces that will be treated individually below.
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Theorem 5.12 (The probability of survival in wide and narrow cones). Suppose τ¯ satisfies
the assumptions of Theorem 2.35 and also (EM). Let C be a cone, let z ∈ C, and consider
a τ¯ -process with starting configuration
(
z,Zd \ ...C
)
.
1. If C is wide for species 1, then the probability that species 1 survives and conquers a
nondegenerate subcone of C is positive. Moreover, we can assume that the thickness
of this conquered subcone is bounded below by a constant that depends only on the
advantage of species 1 in C.
2. If C is narrow for species 1 and additionally is contained in a half-space, then the
probability that species 1 survives is zero.
Proof. Part 1 follows from Corollary 5.14 below, and Part 2 follows from Corollary 5.16
below.
Remark 5.12.1. Note that the deterministic analogue of Part 1 of Theorem 5.12 is false in
general for nonconvex cones: A nonconvex wide cone may have regions which look locally
like very narrow cones, and if z is in such a region, then species 1 cannot survive from z
in the deterministic process. Correspondingly, the survival probability from such a z in
the random process will be very low, but nevertheless positive as long as τ¯ satisfies the
hypotheses of Theorem 2.35.
We will deduce Part 1 of Theorem 5.12 as a consequence of the following large deviations
estimate, which follows easily from the Bowling Pin Lemma 5.10 above.
Theorem 5.13 (Survival in wide cones with high probability). Suppose τ¯ satisfies (FPSd),
(EM), and (NTP1). Let C ⊆ Rd be a cone that is wide for species 1, and let z ∈ C with
Advµ¯(z, C) = α > 1. Then there exist positive constants δ5.13(α), C5.13(α), and c5.13(α) such
that if distµ2(∂C, z) ≥ r, then the probability that species 1 conquers some nondegenerate
µ1-cone of thickness δ5.13(α) at z in the τ¯ -process started from
(
z, Zd \ ...C
)
is at least 1 −
C5.13(α)e
−c5.13(α)r. If C is convex and has advantage α > 1, then this bound holds for all
z ∈ C with distµ2(∂C, z) ≥ r.
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Proof. Let α′ := 13 +
2
3α and α
′′ := 23 +
1
3α, so 1 < α
′′ < α′ < α. Since α′ < α = Advµ¯(z, C),
there is by definition some ~υ ∈ dir(Rd) such that Cz,~υ
µ2,δ~υ2 (α
′)
⊆ C. Since distµ2(∂C, z) ≥ r,
we also have Bzµ2(r−) ⊆ C. Therefore, Pz,~υµ2,r,δ~υ2 (α′)(∞)
◦ ⊆ C, and if A2 = Zd \
...C , then
Lemma B.2 implies that
A2 ⊆ JA2K ⊆ Rd \ C ⊆ Rd \ Pz,~υµ2,r,δ~υ2 (α′)(∞)◦ = shellPz,~υµ2,r,δ~υ2 (α′)(∞).
Now let δ5.13(α) := (α
′ − α′′)̺α′′ ∧ 1 > 0 and rα := r̺α′′ . Then since α′′ > 1, Part 2
of Lemma 5.10 implies that species 1 conquers Pz,~υµ1,rα,δ5.13(α)(∞) ⊃ C
z,~υ
µ1,δ5.13(α)
from the
configuration (z, A2) with probability at least 1− C5.13(α)e−c5.13(α)r, where
C5.13(α) := δ5.13(α)
−dC5.7(α′′), and c5.13(α) := δ5.13(α)c5.7(α′′).
If C is convex, then Advµ¯(z, C) = α for all z ∈ C by Lemma 3.45, so in this case the bound
holds for all z ∈ C with distµ2(∂C, z) ≥ r.
Corollary 5.14 (Survival in wide cones with positive probability). Suppose τ¯ satisfies the
assumptions of Theorem 5.12. Let C ⊆ Rd be a cone with Advµ¯(C) = α > 1, and let z ∈ C.
Then in the τ¯ -process started from
(
z, Zd \ ...C
)
, the probability that species 1 conquers some
µ1-cone of thickness δ5.13(α) is positive.
Proof. Combine Theorems 5.13 and 2.35.
Part 2 of Theorem 5.12 will be a consequence of Theorem 5.15 below, which gives a large
deviations estimate for the size of the set conquered by species 1 in a small narrow cone.
We refer to this estimate as a “tail bound for the survival time of species 1” because with
high probability, the duration of species 1’s survival is comparable to the µ1-radius of the
set it conquers. In order to state the result, we introduce notation for the conquered region
in the random process, analogous to the definition (3.30) for the deterministic process. For
C ⊆ Rd and A1 ⊆ C, we write conqτ¯ (A1, C) for species 1’s conquered region in the τ¯ -process
started from
( ...
A1, Z
d \ ...C
)
, i.e.
conqτ¯ (A1, C) := conqτ¯
( ...
A1,
...C
)
:= η˜
(
...
A1,Zd\
...C );Rd
1 (∞)τ¯ . (5.22)
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Note that Lemma 2.22 implies that for any C, C′ ⊆ Rd and any realization of τ¯ ,
...C ⊆
...
C′ =⇒ conqτ¯ (A1, C) ⊆ conqτ¯
(
A1, C′
)
. (5.23)
The proof of Theorem 5.15 is essentially a probabilistic, “lattice-ized” version of the proof
of Proposition 3.50 for the deterministic process, relying on the “cross-section covering”
Lemma 3.49 and the probability estimate in Bowling Pin Lemma 5.11 above.
Theorem 5.15 (Tail bound for survival time in small narrow cones). Suppose τ¯ satisfies
(FPSd), (EM), and (NTP1). Let C ⊂ Rd be a closed cone with apex a ∈ Rd such that C
is contained in some half-space and Advµ¯(C) < 1. Then there exist positive constants R0,
α, C5.15, and c5.15 such that for any z ∈ C and R ≥ R0 ∨ α−1 distµ1(a, z),
Pr
{
conqτ¯ (z, C) ⊆ Baµ1(R)
}
≥ 1− C5.15e−c5.15R.
Proof. Referring to (5.22) and Lemma B.2, note that conqτ¯ (z, C) corresponds to the starting
configuration
(A1, A2) =
(...
z , Zd \ ...C
)
=
(
...
z ,
. . . . . . . . .
Rd \ q...C y) . (5.24)
Also note that since we are working in Zd rather than Rd, it suffices to assume a ∈ J0K, but
it does not suffice to assume a = 0. Thus, we will carry out the proof for a general apex
a ∈ Rd. Set β := 12
(
1 + Advµ¯(C)−1
)
, so 1 < β < Advµ¯(C)−1. Let K = ∂Baµ1(1) ∩ C, and let
P = P (K,β) be the finite collection of µ2-bowling pins from Lemma 3.49. Then P covers
K, and there is some open neighborhood Ua of a such that
∀P ∈ P , P ⊆ ⋆Vor(2)µ¯,β(Ua,yP ), (5.25)
where yP ∈ Rd \ C is the origin of P . Recall that for R ≥ 0, Ra : Rd → Rd denotes the
homothety with scale factor R and center a, i.e.
Rax := a+R(x− a) for x ∈ Rd.
Since P covers K and is finite, there is some ε > 0 such that K + εBℓ∞
d
⊆ ⋃P . Assume
without loss of generality that ε ≤ 1.
Claim 5.15.1. There is some κ < ∞ such that if R ≥ κε−1, then ∂Baµ1(R) ∩
q...C y ⊆
Ra
(
K + εBℓ∞
d
)
.
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Proof of Claim 5.15.1. Let κ := 1 +
(
1 ∨ dilµ1(ℓ∞d )
) · dilℓ∞d (µ1), and let R ≥ κε−1. By
Lemma B.2, we have ∂Baµ1(R)∩
q...C y ⊆ ∂Baµ1(R)∩(C+Bℓ∞d ). Thus, given any x ∈ ∂Baµ1(R)∩q...C y, there exists some yx ∈ C with distℓ∞
d
(x,yx) ≤ 1. Since ε ≤ 1, we have R ≥ κ >
dilℓ∞d (µ1), and hence
distµ1(a,yx) ≥ distµ1(a,x)− distµ1(x,yx) ≥ R− 1 · dilℓ∞d (µ1) > 0.
Thus, for any x ∈ ∂Baµ1(R) ∩
q...C y, we have µ1(yx − a)−1a (yx) ∈ ∂Baµ1(1) ∩ C = K, and we
can define
zx := Ra ◦ µ1(yx − a)−1a (yx) = a+R ·
yx − a
µ1(yx − a) ∈ RaK.
That is, zx is the radial projection (from a) of yx ∈ C onto RaK. Then zx is a µ1-closest
point in ∂Baµ1(R) to yx, so since x ∈ ∂Baµ1(R) and distℓ∞d (yx,x) ≤ 1, we have
distµ1(yx, zx) ≤ distµ1(yx,x) ≤ 1 · dilℓ∞d (µ1).
Therefore, for any x ∈ ∂Baµ1(R) ∩
q...C y, we have
distℓ∞
d
(x, RaK) ≤ distℓ∞
d
(x, zx) ≤ distℓ∞
d
(x,yx) + distℓ∞
d
(yx, zx)
≤ 1 + distµ1(yx, zx) · dilµ1(ℓ∞d )
≤ 1 + dilℓ∞d (µ1) · dilµ1(ℓ∞d )
≤ κ.
Therefore, since κ ≤ Rε, we have
∂Baµ1(R) ∩
q...C y ⊆ {x ∈ Rd : distℓ∞d (x, RaK) ≤ κ}
⊆
{
x ∈ Rd : distℓ∞d (x, RaK) ≤ Rε
}
= RaK +RεBℓ∞d .
Since C is closed and yP ∈ Rd \ C, for each P ∈ P there exists some RP <∞ such that
RayP ∈ Rd \
q...C y for all R ≥ RP . Let κ be the constant from Claim 5.15.1, and set
R0 :=
κ
ε
∨max
P∈P
RP <∞.
Let α > 0 be small enough that Baµ1(α) ⊂ Ua. Then it follows as in the proof of Proposi-
tion 3.50 that α < 1. Now fix z ∈ C and set
Rmin(z) := R0 ∨ 1
α
distµ1(a, z).
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Then if R ≥ Rmin(z), we have distµ1(a, z) ≤ Rα, and hence
z ∈ Baµ1(Rα) = RaBaµ1(α) ∀R ≥ Rmin(z). (5.26)
Moreover, the following hold for any R ≥ Rmin(z).
1. The scaled family of µ2-bowling pins RaP := {RaP}P∈P covers the thickened, scaled
cross section Ra
(
K + εBℓ∞
d
)
, since P covers K + εBℓ∞
d
.
2. ∂Baµ1(R) ∩
q...C y ⊆ Ra(K + εBℓ∞
d
)
by Claim 5.15.1, since R ≥ κε−1.
3. z ∈ Baµ1(R) by (5.26), since α < 1.
4. For all P ∈ P , we have RayP ∈ Rd \
q...C y, since R ≥ maxP∈P RP .
5. z ∈ RaUa, by (5.26) and the choice of α.
6. For all P ∈ P , we have RaP ⊆ ⋆Vor(2)µ¯,β(z, RayP ), by (5.25) and Statement 5 above.
Now let E5.15(R) be the event in the statement of the theorem, i.e.
E5.15(R) :=
{
conqτ¯ (z, C) ⊆ Baµ1(R)
}
.
Then
Claim 5.15.2. For any R ≥ Rmin(z), E5.15(R) occurs almost surely on the event
E5.15.2(R) :=
{
Species 2 conquers each µ2-bowling pin in RaP
from the initial configuration
(
z,Rd \ q...C y)
}
.
Proof of Claim 5.15.2. Referring to (5.24), the above event can be written
E5.15.2(R) =
⋂
P∈P
{
η˜
(z,Zd\...C );Rd
2 (∞)τ¯ ⊇ RaP
}
.
Since the family RaP covers Ra
(
K + εBℓ∞d
)
by Statement 1 above, on the event E5.15.2(R)
it holds that η˜
(z,Zd\...C );Rd
2 (∞)τ¯ ⊇ Ra
(
K+εBℓ∞
d
)
. By Statement 2 above, we have ∂Baµ1(R)∩q...C y ⊆ Ra(K + εBℓ∞d ), and since Baµ1(R) \ q...C y ⊆ Rd \ q...C y = JA2K◦, it follows that
η˜
(z,Zd\...C );Rd
2 (∞)τ¯ ⊇ ∂Baµ1(R) on the event E5.15.2(R). (5.27)
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Let
C1 = η
(z,Zd\...C )
1 (∞)τ¯ and C2 = η(z,Z
d\...C )
2 (∞)τ¯ .
By the assumptions on τ¯ , we have C1 ∩ C2 = ∅ almost surely. Thus, (5.27) implies that
C1∩
. . . . . . . .
∂Baµ1(R) = ∅ almost surely on the event E5.15.2(R). Now, by Statement 3 above, we have
z ∈ Baµ1(R) for all R ≥ Rmin(z), and hence
...
z ∈
. . . . . . .
Baµ1(R). Lemma B.4 then implies that any
lattice path from
...
z to
. . . . . . . . . . .
Rd \ Baµ1(R) must intersect
. . . . . . . .
∂Baµ1(R). Therefore, if C1∩
. . . . . . . .
∂Baµ1(R) = ∅,
then species 1 cannot conquer any points in
. . . . . . . . . . .
Rd \ Baµ1(R) because any such point would have
to be connected to
...
z by some path in C1, by Part 3 of Lemma 2.11. This shows that almost
surely on the event E5.15.2(R),
. . . . . . . . . . .
conqτ¯ (z, C) is contained in the set Zd \
( . . . . . . . . . . .
Rd \ Baµ1(R)
)
. By
Lemma B.2, this implies that
conqτ¯ (z, C) ⊆
s
Zd \
( . . . . . . . . . . .
Rd \ Baµ1(R)
){
⊆ Baµ1(R),
and hence E5.15(R) occurs almost surely on E5.15.2(R).
To complete the proof, we need a lower bound on the probability of the event E5.15.2(R)
when R ≥ Rmin(z). By Statement 4 above we have RayP ∈ Rd \
q...C y and hence . . . . .RayP ⊆
Zd \ ...C for each P ∈ P , and therefore
E5.15.2(R) =
⋂
P∈P
{
η˜
(z,Zd\...C );Rd
2 (∞) ⊇ RaP
}
⊇
⋂
P∈P
{
η˜
(z,RayP );R
d
2 (∞) ⊇ RaP
}
. (5.28)
Let δβ be the common thickness of the µ2-bowling pins in P , and for each P ∈ P , let rP > 0
be the head radius of P . Then the head radius of the scaled bowling pin RaP is RrP , so
Statement 6 above and Lemma 5.11 imply that
Pr
{
η˜
(z,RayP );R
d
2 (∞) ⊇ RaP
}
≥ 1− C5.11(β, δβ)e−c5.11(β,δβ)RrP . (5.29)
Thus if we set r0 := minP∈P rP > 0, then (5.28) and (5.29) imply that
Pr
(
E5.15.2(R)
∁
)
≤
∑
P∈P
Pr
{
η˜
(z,RayP );R
d
2 (∞) 6⊇ RaP
}
≤ |P |C5.11(β, δβ)e−c5.11(β,δβ)r0R.
Therefore, Claim 5.15.2 implies that the statement in Theorem 5.15 holds with C5.15 :=
|P |C5.11(β, δβ) and c5.15 := c5.11(β, δβ)r0.
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Remark 5.15.1. A priori, the four constants in Theorem 5.15 can depend on the specific
geometry of the cone C. However, with a little more work, it should be possible to show
that all four constants only depend on the single parameter Advµ¯(C). In particular, this
would follow if we could strengthen the statement of Lemma 3.49 by proving the following
additional statements about the collection of µ2-bowling pins P and the neighborhood Ua
for a fixed spherical section K:
1. distµ2(yP , C) is bounded below by some constant depending only on β and Advµ¯(C).
2. There is some positive constant α depending only on β and Advµ¯(C) such that the
neighborhood Ua contains the µ1-ball Baµ1(α).
3. The head radius rP of each P ∈ P is bounded below by some positive constant r
depending only on β and Advµ¯(C).
4. There exists some ε > 0 depending only on β and Advµ¯(C) such that for each x ∈ K,
the cube Bxℓ∞
d
(ε) is contained in some P ∈ P .
5. |P | is bounded above by some constant that depends only on β and Advµ¯(C).
I believe this improved version of Lemma 3.49 should be true, but at present I have not
worked out the geometric details needed for the proof.
The following corollary shows that Part 2 of Theorem 5.12 follows from Theorem 5.15,
even without the additional assumption that τ¯ satisfies the hypotheses of Theorem 2.35.
Corollary 5.16 (Extinction in small narrow cones). Suppose τ¯ satisfies the hypotheses of
Theorem 5.15. Let C be a cone that is narrow for species 1 and contained in some half-space,
and let z ∈ C. Then the probability that species 1 survives from the starting configuration(
z,Zd \ ...C
)
is zero.
Proof. Note that{
species 1 survives from
(
z,Zd \ ...C
)}
=
⋂
N∈N
{
conqτ¯ (z, C) 6⊆ Baµ1(N)
}
,
so the result follows from Theorem 5.15 and continuity of measure.
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5.5 Additional Results for Random First-Passage Competition in Zd
Here we briefly discuss the result of Ha¨ggstro¨m and Pemantle [HP00, Proposition 2.2] which
is the key step in proving Theorem 1.6 [HP00, Lemma 5.2]. We state a slightly more general
version of this result (valid for infinite starting configurations), which appears in [DH07,
Proposition 5.2]. Recall that S = {0, 1, 2}Zd is the state space for the two-type process, and
PrXλ1,λ2 denotes the law of the two-type Richardson model with exponential rates λ1, λ2 > 0
and initial configuration X ∈ S.
Proposition 5.17 (Low coexistence probability from “point vs. ball” configurations [HP00,
Proposition 2.2]). Consider the two-type Richardson model on Zd with rates λ1 = 1 and
λ2 = λ < 1, and let µ be the shape function for species 1. For each r > 0 and β > 1,
define the set of initial configurations
PvBβ(r) :=
{
X ∈ S : η2(X) ⊆ rBµ and η1(X) 6⊆ βrBµ
}
.
Then for any β > 1,
lim
r→∞ supX∈PvBβ(r)
PrX1,λ
{
species 2 survives
}
= 0.
We describe Proposition 5.17 as a result about low coexistence probability from “point
vs. ball” configurations because these are the minimal configurations in the set PvBβ(r)
(where, of course, PvB stands for “point vs. ball”) with respect to the ordering from Sec-
tion 2.5.2. That is, every configuration X ∈ PvBβ(r) dominates a configuration X ′ in which
species 2 occupies an entire µ-ball of radius r while species 1 occupies a single vertex
outside a larger µ-ball of radius βr, so these “point vs. ball” configurations are the worst
possible elements of PvBβ(r) for species 1. Proposition 5.17 shows that if species 1 is the
faster species, it still has a high probability of winning from such a minimal configuration
when r is large.
The following result is a special case of Theorem 5.13 in the case where C is a µ2-cone;
it is a stochastic analogue of Lemma 3.52 that applies when species 1’s advantage in the
µ2-cone is strictly greater than 1.
229
Lemma 5.18 (Conquering a µ1-subcone of a wide µ2-cone with high probability). Let τ¯
be a two-type traversal measure on E(Zd) satisfying (FPSd), (EM), and (NTP1), and let
µ¯ = (µ1, µ2) be the pair of shape functions (norms) corresponding to τ¯ . Suppose
∥∥µ2
µ1
∥∥
L∞
≥
α > 1, and for υ ∈ Rd \ {0}, let δ~υ2 (α) = αµ1(υ)µ2(υ) as defined in (3.26). Then
1. If µ2(υ)µ1(υ) ≥ α and a ∈ Rd, the set C := C
a,~υ
µ2,δ~υ2 (α)
− is a small cone with Advµ¯(C) ≥ α.
2. There exist positive constants δ5.18(α), C5.18(α), and c5.18(α) such that if ~υ and C are
as in Part 1, then for any z ∈ C with distµ2(z, ∂C) ≥ r,
Pr
{
conqτ¯ (z, C) ⊇ Cz,~υµ1,δ5.18(α)
}
≥ 1− C5.18(α)e−c5.18(α)r.
Proof. Part 1 is the same as in Lemma 3.52. For Part 2, let α′ := 12(1 + α) > 1, let
δ5.18(α) := (α− α′)̺α′ ∧ 1 > 0, and let r′ := r̺α′ . Since C = Ca,~υµ2,δ~υ2 (α)− is convex and z ∈ C,
Part 7 of Lemma 3.2 implies that Cz,~υ
µ2,δ~υ2 (α)
− ⊆ Ca,~υµ2,δ~υ2 (α)− , and since distµ2(z, ∂C) ≥ r, we
have Bzµ2(r−) ⊆ C = Ca,~υµ2,δ~υ2 (α)− . Therefore, P
z,~υ
µ2,r,δ~υ2 (α)
(∞)◦ ⊆ Ca,~υ
µ2,δ~υ2 (α)
− , and if A2 = Z
d \ ...C ,
then Lemma B.2 implies that
A2 ⊆ JA2K ⊆ Rd \ C = Rd \ Ca,~υµ2,δ~υ2 (α)− ⊆ Rd \ Pz,~υµ2,r,δ~υ2 (α)(∞)◦ = shellPz,~υµ2,r,δ~υ2 (α)(∞).
Thus, by Part 2 of Lemma 5.10, species 1 conquers Pz,~υµ1,r′,δ5.18(α)(∞) ⊃ C
z,~υ
µ1,δ5.18(α)
from the
configuration (z, A2) with probability at least 1− C5.18(α)e−c5.18(α)r, where
C5.18(α) := δ5.18(α)
−dC5.7(α′), and c5.18(α) := δ5.18(α)c5.7(α′).
Using Lemma 5.18, we prove the following result, which will be needed in Chapter 6.
Lemma 5.19 (Uniform lower bound for survival probability in cones with nearby apex).
Suppose τ¯ satisfies the hypotheses of Theorem 2.35 and also (EM), and suppose µ2(υ)µ1(υ) ≥
α > 1, where µ¯ = (µ1, µ2) is the pair of shape functions for τ¯ , and υ ∈ Rd \ {0}. Let
δ~υ2 (α) = α
µ1(υ)
µ2(υ)
∈ (0, 1], and let δ5.18(α) be the constant from Lemma 5.18. Then there
exists z ∈ ~υ such that
inf
a∈J0K
Pr
{
conqτ¯
(
0, Ca,~υ
µ2,δ~υ2 (α)
)
⊇ Cz,~υµ1,δ5.18(α)
}
> 0.
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Proof. Set δ := δ~υ2 (α), set κ :=
1
2 dilℓ∞d (µ2), and define z0 :=
κ
δ υ̂µ . Then J0K ⊆ B0µ2(κ), and
by Part 3 of Lemma 3.8, we have
⋂
a∈J0K
Ca,~υµ2,δ ⊇
⋂
a∈B0µ2 (κ)
Ca,~υµ2,δ = C
z0,~υ
µ2,δ
. (5.30)
For each R ≥ 0, set zR := z0+Rυ̂µ ∈ Cz0,~υµ2,δ . By Lemma 3.7 (Part 1), distµ2
(
∂Cz0,~υµ2,δ , zR
)→
∞ as R→∞, so Lemma 5.18 implies that for all sufficiently large R,
Pr
{
conqτ¯
(
zR, Cz0,~υµ2,δ
)
⊇ CzR,~υµ1,δ5.18(α)
}
> 0. (5.31)
Choose R large enough that (5.31) holds, and set z := zR. Now for each a ∈ J0K, let γa be a
lattice path in
. . . . . . . . . . . . . . . . .
Ca,~υµ2,δ ∩ B0µ2
(
µ2(z)
)
from 0 to
...
z , and set Ca := γa ∪Cz0,~υµ2,δ . Note that the path
γa exists for each a ∈ J0K because the lattice set . . . . . . . . . . . . . . . . .Ca,~υµ2,δ ∩ B0µ2(µ2(z)) is connected and contains
both 0 and
...
z . Moreover, since each of the paths γa is contained in the ball
. . . . . . . . . .
B0µ2
(
µ2(z)
)
,
there are only finitely many such paths, and therefore the collection {Ca : a ∈ J0K} is finite.
Furthermore, since
. . . .
Ca,~υµ2,δ ⊇ γa by definition, (5.30) implies that
. . . .
Ca,~υµ2,δ ⊇
...Ca for all a ∈ J0K.
Now, since Ca ⊇ Cz0,~υµ2,δ by construction, we have conqτ¯ (z, Ca) ⊇ conqτ¯
(
z, Cz0,~υµ2,δ
)
by (5.23),
so (5.31) implies that
Pr
{
conqτ¯ (z, Ca) ⊇ Cz,~υµ1,δ5.18(α)
}
> 0 for all a ∈ J0K,
and since 0 and
...
z are in the same component of Zd \ ...Ca, Theorem 2.35 then implies that
Pr
{
conqτ¯ (0, Ca) ⊇ Cz,~υµ1,δ5.18(α)
}
> 0 for all a ∈ J0K. (5.32)
Finally, since
. . . .
Ca,~υµ2,δ ⊇
...Ca, we have conqτ¯
(
0, Ca,~υµ2,δ
) ⊇ conqτ¯ (0, Ca), so (5.32) plus the fact that
the collection {Ca : a ∈ J0K} is finite imply that
inf
a∈J0K
Pr
{
conqτ¯
(
0, Ca,~υµ2,δ
)
⊇ Cz,~υµ1,δ5.18(α)
}
≥ inf
a∈J0K
Pr
{
conqτ¯ (0, Ca) ⊇ Cz,~υµ1,δ5.18(α)
}
= min
Ca
Pr
{
conqτ¯ (0, Ca) ⊇ Cz,~υµ1,δ5.18(α)
}
> 0.
The next two results follow from Theorem 5.12 and are analogues of Propositions 3.53
and 3.54 for the deterministic process.
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Theorem 5.20 (Existence of critical thickness for µ-cones). Let τ be a one-type i.i.d.
traversal measure on E(Zd) such that τ(e) has a continuous distribution function with finite
exponential moment, and suppose 0 ∈ supp τ(e). Let µ be the shape function for τ , and for
each λ > 0 define τ¯λ :=
(
τ, λ−1τ
)
and µ¯λ :=
(
µ, λ−1µ
)
. Consider a τ¯λ-competition process
started from
(
z, Zd \
. . . .
Ca,~υµ,δ
)
, where a ∈ Rd, ~υ ∈ dir(Rd), δ ∈ (0, 1], and z ∈ Ca,~υµ,δ .
1. Advµ¯λ
(
Ca,~υµ,δ
)
= δ/λ, and hence the cone Ca,~υµ,δ is wide, critical, or narrow for species 1
according to whether δ > λ, δ = λ, or δ < λ, respectively.
2. If δ > λ, then Pr
{
conqτ¯λ
(
z, Ca,~υµ,δ
)
contains a nondegenerate cone
}
> 0.
3. If δ < λ, then Pr
{
conqτ¯λ
(
z, Ca,~υµ,δ
)
is bounded
}
= 1.
Theorem 5.21 (Existence of critical speed ratio in small cones). Let τ¯ = (τ1, τ2) be a two-
type i.i.d. traversal measure on E(Zd) such that 0 ∈ supp τ1(e), and for i ∈ {1, 2}, τi(e) is a
continuous nonnegative random variable with finite exponential moment, and let µ¯ = (µ1, µ2)
be the pair of shape functions corresponding to τ¯ . For any λ1, λ2 > 0, consider the random
two-type process run with the pair of scaled traversal times τ¯λ1,λ2 =
(
λ−11 τ1, λ
−1
2 τ2
)
and
started from the configuration
(
z, Rd \ ...C
)
, where C ⊂ Rd is any cone contained in a half-
space, and z ∈ C.
1. If λ2/λ1 < Advµ¯(C), then species 1 conquers a nondegenerate subcone of C with posi-
tive probability.
2. If λ2/λ1 > Advµ¯(C), then species 1 almost surely conquers only a bounded region.
Thus, any nondegenerate small cone C has a critical speed ratio Λc(C) ∈
[∥∥µ2
µ1
∥∥−1
L∞
,∞
)
such
that in the τ¯λ1,λ2-process started from
(
z, Rd \ ...C
)
, species 1 conquers a nondegenerate cone
with positive probability if λ1/λ2 > Λc(C) and dies out with probability one if λ1/λ2 < Λc(C).
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Chapter 6
COEXISTENCE FROM FINITE STARTING CONFIGURATIONS
In this chapter, our goal will be to strengthen Ha¨ggstro¨m and Pemantle’s Theorem 1.6
[HP00, Lemma 5.2], which showed that in the two-type Richardson model started from finite
initial configurations, if coexistence occurs, then the total infected region grows asymptoti-
cally at the same rate as the slow species. Namely, we will prove the following theorem:
Theorem 6.1 (Coexistence implies fast species can’t touch support hyperplanes infinitely
often). Consider a two-type process in which τ1(e) and τ2(e) are exponentially distributed
with rates λ1 and λ2, respectively, and assume λ1 > λ2. Let X ≡ (A1, A2) be a finite initial
configuration, and let H(X) be the event that in the process started from X, there exists a
sequence of times t1, t2, . . . with tn →∞ such that at each time tn, the total occupied region
ηX1∪2(tn) has a support point in η
X
1 (tn), the set of vertices occupied by species 1. Then
Pr
(
Coexτ¯ (X) ∩H(X)
)
= 0.
The fact that Theorem 6.1 implies Theorem 1.6 follows from the Shape Theorem and
the observation that the growth of the slow species in the two-type process is dominated by
its disentangled version. More explicitly, suppose Theorem 6.1 holds, and let X ≡ (A1, A2)
be a finite initial configuration. Then almost surely on the event Coexτ¯ (X), there exists
t0 < ∞ such that for all t ≥ t0 we have conv ηX1∪2(t) = conv ηX2 (t) (cf. Lemma B.13). By
Part 1 of Lemma 2.12, we also have ηX2 (t) ⊆ ηA2τ2 (t) for all t ≥ 0. Now since A2 is finite,
the Shape Theorem for species 2 implies that almost surely, for any ǫ > 0 there is some
tǫ < ∞ such that ηA2τ2 (t) ⊆ (1 + ǫ)tBµ2 for all t ≥ tǫ, where µ2 is the shape function for
τ2. Thus, since Bµ2 is convex, almost surely on the event Coexτ¯ (X), for any ǫ > 0 we have
ηX1∪2(t) ⊆ conv ηX2 (t) ⊆ (1+ ǫ)tBµ2 for all t ≥ t0∨ tǫ, so the conclusion of Theorem 1.6 holds.
On the other hand, it is clear that Theorem 1.6 does not immediately imply Theorem 6.1,
as Theorem 6.1 gives more precise information than Theorem 1.6 about the growth of the
process on the event of coexistence.
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As noted in the introduction, the proof of Theorem 6.1 is actually a bootstrap argument
that relies on Theorem 1.6 in an essential way, combining it with the results of Chapter 5
to obtain a stronger result. Theorem 6.1 will be a corollary of Theorem 6.3 below, in which
we show that on the event of coexistence, the advantage of the fast species in the process
configuration at time t is bounded above by 1 in the limit as t→∞.
Chapter 6 is organized as follows. In Section 6.1 we first describe the general setup
and notational conventions relating specifically to the two-type Richardson model, then
we define the advantage for discrete configurations in order to state the main result of
Chapter 6, Theorem 6.3. In Section 6.2 we prove Theorem 6.3 through a sequence of
lemmas, culminating in the proof of the main result via the strong Markov property, and
then we show that Theorem 6.3 implies Theorem 6.1.
6.1 Setup and Statement of Main Result
Throughout this chapter, we assume that τ¯ = (τ1, τ2) is an i.i.d. traversal measure on
E(Zd) with exponentially distributed model traversal times, say τi(e) ∼ Exponential(λi) for
some λ1, λ2 > 0. As noted in Section 2.4.3, this implies that the two-type first-passage
competition process ξ· is a Markov process on the state space S = {0, 1, 2}Z
d
, called the
two-type Richardson model. Note that the process ξ· is time-homogeneous and a.s. right-
continuous, and for finite starting configurations, it is also a.s. constant except for isolated
jumps, hence of pure jump type (e.g. as defined in [Kal02]). By time scaling, we can without
loss of generality fix the parameter λ1 for species 1, and allow λ2 to vary. Thus, we will
assume throughout that λ1 = 1 and λ2 = λ < 1. We let µ1 = µ denote the corresponding
shape function for species 1, in which case it follows that species 2’s shape function is
µ2 = λ
−1µ. We let µ¯λ = (µ1, µ2) = (µ, λ−1µ) denote the traversal norm pair for the
corresponding deterministic process. Observe that the limit shapes for the two species are
then Bµ1 = Bµ and Bµ2 = λBµ.
Our main goal for the rest of the chapter will be to prove Theorem 6.3 below. First we
need a suitable definition for the advantage of species 1 in a discrete configuration X ∈ S
as opposed to a continuous starting configuration in Rd. Following the definition (3.40) for
the deterministic process, but making adjustments for lattice approximation, we define the
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advantage of species 1 in a state X ∈ S with respect to the norm pair µ¯ = (µ1, µ2) by
Advµ¯(X) := sup
α ≥ 0
∣∣∣∣∣∣ ∃υ ∈ R
d \ {0} and z ∈ Jη1(X)K with
Cz,~υ
µ2,δ~υ2 (α)
∩ Jη2(X)K = ∅, where δ~υ2 (α) = αµ1(υ)µ2(υ)
 (6.1)
= sup
{
Advµ¯(C)
∣∣∣∣ C is a cone with apex(C) ∩ Jη1(X)K 6= ∅and C ∩ Jη2(X)K = ∅
}
.
Remark 6.2. For the norm pair µ¯λ = (µ, λ
−1µ), Corollary 3.41 says that Advµ¯λ
(Cz,~υµ,δ ) =
δ/λ for any ~υ ∈ dir(Rd) and δ ∈ [0, 1]. Thus, if α ∈ [0, λ−1], the advantage of species 1
in the µ-cone Cz,~υµ,λα is α, and if λ ∈ (0, 1), the µ-cone Cz,~υµ,δ is wide, critical, or narrow for
species 1 according to whether δ > λ, δ = λ, or δ < λ, respectively.
Now we are ready to state the main result of Chapter 6. Recall that for the two-type
Richardson model with rates λ1 and λ2, we write Coexλ1,λ2(X) for the event that coexistence
occurs when the starting configuration is X.
Theorem 6.3 (Coexistence implies advantage is bounded above by 1 in the limit). For any
fixed λ ∈ (0, 1), if X ∈ S is finite, then almost surely on the event Coex1,λ(X), we have
lim sup
t→∞
Advµ¯λ
(
ξXt
) ≤ 1,
where µ¯λ = (µ, λ
−1µ) is the pair of shape functions for the two species, and the advantage
of species 1 in the configuration ξXt is defined by (6.1).
The idea for the proof of Theorem 6.3 is that if at some random time σ the advantage
of species 1 in the configuration ξXσ is greater than 1, then by Part 1 of Theorem 5.12,
species 1 has a positive probability of conquering a cone from the configuration ξXσ . Since
the growth of species 1 in a cone is asymptotically as fast as its unrestricted growth, this
implies that species 1 will eventually occupy points outside the ball B0µ2((1+ǫ)t), precluding
the possibility of coexistence by Theorem 1.6. Thus, if there is some unbounded sequence
of times σ1, σ2, . . . such that at each time σn the advantage of species 1 is at least α > 1,
we can get a uniform positive lower bound on the probability that species 1 eventually wins
from the configuration ξXσn ; applying the strong Markov property at the stopping times σn
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will show that species 1 must in fact win if such a sequence exists. We prove Theorem 6.3 in
the following section by formalizing this argument via a sequence of lemmas, and we then
show that Theorem 6.1 follows as a corollary of Theorem 6.3.
6.2 Proof of Theorems 6.3 and 6.1
We start by defining several increasing subsets of the state space S = {0, 1, 2}Zd . Recall
that H ⊆ S is increasing if for any state X ∈ H, the result of changing some of the sites
in X from 2’s or 0’s to 0’s or 1’s yields a configuration that is still in H. Also recall that a
configuration X = (A1, A2) is finite if both A1 and A2 are finite, fertile if neither of the
sets A1 or A2 surrounds the other, and final if A1 ∪A2 = Zd.
Definition 6.4 (Some increasing subsets of S).
ADV For each λ ∈ (0, 1) and α ∈ [0, λ−1), define
ADVαλ := {finite, fertile X ∈ S such that Advµ¯λ(X) > α} ,
where µ¯λ = (µ, λ
−1µ), and for each r > 0 let
ADVαλ(r) :=
{
X ∈ ADVαλ : η2(X) ⊆ rBµ
}
.
Note that the map r 7→ ADVαλ(r) is increasing as a function from R+ to 2S.
CON For each D ⊆ dir(Rd), let
CON(D) :=
{
final X ∈ S such that there exists ~υ ∈ D,
z ∈ Rd, and δ > 0, with Cz,~υµ,δ ⊆ Jη1(X)K◦
}
,
i.e. final (not finite) configurations in which species 1 has conquered an entire µ-cone
with some axis in D.
ESC For each r > 0, let
ESC(r) :=
{
finite X ∈ S such that Jη1(X)K 6⊆ rBµ},
i.e. finite configurations in which species 1 has “escaped” the ball rBµ, in that it
occupies some site outside this ball.
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WIN! Finally, let
WIN! :=
{
X ∈ S such that species 1 surrounds species 2},
i.e. the set of configurations (finite or not) in which species 1 has won. Observe
that
{
ξX∞ ∈WIN!
}
is the event that species 1 wins when the process starts with the
initial configuration X. Observe also that WIN! is absorbing, i.e. if ξXt0 ∈ WIN!, then
ξXt ∈WIN! for all t ≥ t0.
Very loosely speaking, the idea of the proof will be to show that for a given starting
configuration X ∈ S, we have “ADV =⇒ CON =⇒ ESC =⇒ WIN!” with probability
bounded away from 0, and then to combine this result with the strong Markov property to
show that a configuration with large advantage can’t happen infinitely often. The following
lemma is the first step in this chain of implications, i.e. “ADV =⇒ CON.”
Lemma 6.5 (Large advantage implies species 1 can conquer a cone). Fix λ < 1 and
α ∈ (1, λ−1). There exists a finite set D ⊆ dir(Rd) (depending on λ and α) and a positive
number p0 = p0(λ, α) such that
inf
X∈ADVαλ
Pr
{
ξX∞ ∈ CON(D)
} ≥ p0.
Proof. Let α′ := (1 + α)/2, so 1 < α′ < α. For each ~υ ∈ dir(Rd), define
U~υ :=
{
~ϕ ∈ dir(Rd) : C0,~υµ,λα′ ⊆ C0,~ϕµ,λα} .
Claim 6.5.1. The collection
{
U◦~υ
}
~υ∈dir(Rd) is an open cover of dir
(
Rd
)
.
Proof of Claim 6.5.1. We have to show that
{
U◦~υ
}
~υ∈dir(Rd) is a cover by showing that ~υ ∈
U◦~υ. It follows from the definition of µ-cones that
U~υ ⊇
{
~ϕ ∈ dir(Rd) : Bϕ̂µµ (λα′) ⊆ Bυ̂µµ (λα)} . (6.2)
Let Û~υ :=
{
ϕ̂µ ∈ Sd−1µ : ~ϕ ∈ U~υ
}
. Since dir
(
Rd
)
is homeomorphic to Sd−1µ under the unit
vector projection map, it will suffice to show that υ̂µ ∈ Û◦~υ. We claim that in fact
Sd−1µ ∩ Bυ̂µµ
(
λ(α− α′)) ⊆ Û~υ. (6.3)
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To see that (6.3) holds, let ϕ̂µ ∈ Sd−1µ with distµ(υ̂µ, ϕ̂µ) ≤ λ(α−α′). Then by the triangle
inequality, if x ∈ Rd and distµ(x, υ̂µ) ≤ λα′, we have
distµ(x, ϕ̂µ) ≤ distµ(x, υ̂µ) + distµ(υ̂µ, ϕ̂µ) ≤ λα′ + λ(α− α′) = λα.
Therefore, Bϕ̂µµ (λα′) ⊆ Bυ̂µµ (λα), so ϕ̂µ ∈ Û~υ by the characterization (6.2). Since ϕ̂µ ∈
Sd−1µ ∩ Bυ̂µµ
(
λ(α− α′)) was arbitrary, the containment (6.3) holds as claimed. Finally, note
that since α′ < α, the open ball Bυ̂µµ
(
λ(α − α′))◦ is nonempty and contains υ̂µ, so (6.3)
implies that υ̂µ ∈ Û◦~υ. Therefore, ~υ ∈ U◦~υ, so
{
U◦~υ
}
~υ∈dir(Rd) is an open cover of dir(R
d).
Since dir
(
Rd
) ∼= Sd−1
ℓ2
d
is compact, Claim 6.5.1 implies that there is a finite subcover
U~υ1 , . . . , U~υn ; let D := {~υ1, . . . , ~υn}. For each j ∈ {1, . . . , n} and each pair (v, z) ∈ Zd×Rd
with z ∈ JvK, define the state X(v,z)j ∈ S by
X
(v,z)
j ≡
(
v, Zd \
. . . . .
Cz,~υjµ,λα′
)
.
By Corollary 3.41, for any j and z, the advantage of species 1 in Cz,~υjµ,λα′ is α′ > 1, and by
Lemma 5.19, we have
pj(λ, α) := inf
z∈J0K
Pr
{
ξ
X
(0,z)
j∞ ∈ CON(~υj)
}
> 0.
By translation invariance, for any index j and any pair (v, z) with z ∈ JvK we have
Pr
{
ξ
X
(v,z)
j∞ ∈ CON(~υj)
}
= Pr
{
ξ
X
(0,z−v)
j∞ ∈ CON(~υj)
}
≥ pj(λ, α).
Thus, if we define p0 by
p0(λ, α) := min
j∈{1,...,n}
pj(λ, α) > 0,
then
Pr
{
ξ
X
(v,z)
j∞ ∈ CON(D)
}
≥ p0
for all j ∈ {1, . . . , n} and all pairs (v, z) ∈ Zd × Rd with z ∈ JvK (equivalently v ∈ ...z ).
Now suppose X ∈ ADVαλ . Then Advµ¯λ(X) > α, so by definition (6.1) and Lemma B.2
there exists z ∈ Jη1(X)K and ~ϕ ∈ dir(Rd) such that η2(X) ∩ . . . . .Cz,~ϕµ,λα = ∅. Since z ∈ Jη1(X)K,
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there is some v ∈ ...z ∩ η1(X). Since the sets U~υ1 , . . . , U~υn cover dir(Rd), we have ~ϕ ∈ U~υj
for some j. Therefore, Cz,~υjµ,λα′ ⊆ Cz,~ϕµ,λα by the definition of U~υj , so η2(X) ∩
. . . . .
Cz,~υjµ,λα′ = ∅. Thus,
η1(X) ⊇ {v} and η2(X) ⊆ Zd \
. . . . .
Cz,~υjµ,λα′ .
That is, X ≥ X(v,z)j , so since CON(D) is increasing, Lemma 2.24 implies that
Pr
{
ξX∞ ∈ CON(D)
} ≥ Pr{ξX(v,z)j∞ ∈ CON(D)} ≥ p0,
which proves the lemma.
Remark 6.5.1. The assumption that X is finite in the definition of ADVαλ was made
to simplify the statement of Lemma 6.8 and the proof of Theorem 6.3 below, but this
assumption was not used in the proof of Lemma 6.5. Thus, Lemma 6.5 remains true if we
drop the finiteness assumption in the definition of ADVαλ , meaning that we get the same
uniform lower bound on the probability of species 1 conquering a cone with axis in D from
any starting configuration with advantage > α, even if species 2 initially occupies an infinite
set.
The next lemma is the second implication in the chain, “CON =⇒ ESC.”
Lemma 6.6 (If species 1 conquers a cone, then it escapes from species 2). Let D be any
subset of dir(Rd). Then for any finite X ∈ S and any positive number a < 1,
{
ξX∞ ∈ CON(D)
} ⊆a.s. {ξXt ∈ ESC(at) for all large t} .
Proof. Fix a finite initial configuration X, and suppose that
{
ξX∞ ∈ CON(D)
}
occurs. Then
there is some µ-cone C = Cz,~υµ,δ such that η˜ X;R
d
1 (∞) ⊇ C, where z ∈ Rd, ~υ ∈ D, and δ > 0
are random. Let t0 = T˜
X
1 (z) < ∞, i.e. t0 is the (random) entangled covering time of z by
species 1 (defined in (5.2)).
Claim 6.6.1. η˜ X;R
d
1 (t) ⊇ η˜ z;Cτ1 (t− t0) for all t ≥ t0.
Proof of Claim 6.6.1. Let C1 = η
X
1 (∞) be species 1’s finally conquered set, and let γ be
the union of all TC11 -geodesics from A1 to some vertex in
...
z . That is, γ :=
⋃
v∈...z γv, where
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γv is the T
C1
1 -geodesic from A1 to v. Then T
γv
1 (A1,v) = T
C1
1 (A1,v) for each v ∈
...
z , so
T˜ γ1 (A1, z) = sup
v∈...z
T γ1 (A1,v) ≤ sup
v∈...z
T γv1 (A1,v) = sup
v∈...z
TC11 (A1,v) = T˜
C1
1 (A1, z) = t0. (6.4)
Now set S := γ ∪ C, and note that S ⊆ JC1K◦ by assumption. By Lemma 4.3 (chaining)
and (6.4), for any x ∈ C we have
T˜ S1 (A1,x) ≤ T˜ γ1 (A1, z) + T˜ C1 (z,x) ≤ t0 + T˜ C1 (z,x). (6.5)
Since S ⊇ C, (6.5) implies that for any t ≥ t0,
η˜ A1;Sτ1 (t) =
{
x ∈ S : T˜ S1 (A1,x) ≤ t
}
⊇
{
x ∈ S : t0 + T˜ C1 (z,x) ≤ t
}
⊇
{
x ∈ C : T˜ C1 (z,x) ≤ t− t0
}
= η˜ z;Cτ1 (t− t0). (6.6)
Finally, since JC1K◦ ⊇ S, it follows from (6.6) and the definition of η˜ X;Rd1 (t) (cf. (5.5)) that
η˜ X;R
d
1 (t) = η˜
A1;JC1K◦
τ1 (t) ⊇ η˜ A1;Sτ1 (t) ⊇ η˜ z;Cτ1 (t− t0) for all t ≥ t0,
which proves Claim 6.6.1.
Now by Corollary 4.24, the Shape Theorem for τ1 holds simultaneously in all µ-cones
and hence, in particular, in the cone C. That is, for any ǫ ∈ (0, 1), there is almost surely
some (random) sǫ <∞ such that
η˜ z;Cτ1 (s) ⊇ Bz;Cµ
(
(1− ǫ)s) for all s ≥ sǫ. (6.7)
We will take s = t − t0 in (6.7) and combine this with Claim 6.6.1 to finish the proof.
Choose some a′ ∈ (a, 1), and choose some ǫ > 0 small enough that 1 − ǫ > a′. Now define
the random time
t′0 :=
µ(z) + (1− ǫ)t0
1− ǫ− a′ ∈ [t0,∞),
and for each t ≥ 0 define the random point
xt := z+
(
µ(z) + a′t
)
υ̂µ ∈ C.
Then by the triangle inequality and the definitions of xt and t
′
0,
µ(xt) ≥ a′t for all t ≥ 0, and distµ(z,xt) ≤ (1− ǫ)(t− t0) for all t ≥ t′0. (6.8)
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Taking s = t − t0 in (6.7), it follows from Claim 6.6.1 and the second inequality in (6.8)
that almost surely on the event
{
ξX∞ ∈ CON(D)
}
, we have
η˜ X;R
d
1 (t) ⊇ η˜ z;Cτ1 (t− t0) ⊇ Bz;Cµ
(
(1− ǫ)(t− t0)
) ∋ xt for all t ≥ sǫ + t′0. (6.9)
Finally, since a′ > a, the first inequality in (6.8) shows that on the event (6.9) we have
ξXt ∈ ESC(at) for all t ≥ sǫ + t′0.
The final step in the implication chain is “ESC =⇒ WIN!”; this is precisely the content
of Ha¨ggstro¨m and Pemantle’s Theorem 1.6 [HP00, Lemma 5.2]. Given this, it then follows
trivially from the preceding lemma that “CON ⇐⇒ ESC ⇐⇒ WIN!”. More precisely, we
have the following result.
Lemma 6.7 (Species 1 conquers a cone if and only if it wins). For any finite X ∈ S and
any subset D ⊆ dir(Rd),
{
ξX∞ ∈ CON(D)
}
=a.s.
{
ξX∞ ∈WIN!
}
.
Proof. Recall our assumption that the process has rates λ1 = 1 and λ2 = λ for some
λ ∈ (0, 1). Choose any a ∈ (λ, 1), and set ǫ := λ−1a − 1. Since a > λ, we have ǫ > 0, and
Theorem 1.6 implies that if there exist arbitrarily large t for which JηX1 (t)K is not contained
in the ball atBµ = B0µ2
(
λ−1at
)
= B0µ2
(
(1 + ǫ)t
)
, then species 1 almost surely wins. That is,
{
ξXt ∈ ESC(at) for all large t
} ⊆a.s. {ξX∞ ∈WIN!} .
On the other hand, if species 1 wins, then it conquers everything outside some finite region,
so we trivially have
{
ξX∞ ∈WIN!
} ⊆a.s. {ξX∞ ∈ CON(D)} for any D ⊆ dir(Rd).
Since a < 1, it then follows trivially from Lemma 6.6 that
{
ξX∞ ∈ CON(D)
}
=a.s.
{
ξXt ∈ ESC(at) for all large t
}
=a.s.
{
ξX∞ ∈WIN!
}
.
Combining Lemmas 6.5 and 6.7 immediately yields the following.
241
Lemma 6.8 (Large advantage implies species 1 can win). For any λ ∈ (0, 1) and α ∈
(1, λ−1), we have
inf
X∈ADVαλ
Pr
{
ξX∞ ∈WIN!
} ≥ p0,
where p0 = p0(λ, α) > 0 is the constant from Lemma 6.5.
Thus, if X is any finite configuration in which species 1 has advantage greater than α,
the probability that species 1 eventually wins from the initial configuration X is at least
p0. We now show that if we consider only configurations X ∈ ADVαλ such that species 2 is
contained in a ball of some fixed radius r, then there is some fixed finite time (depending on
r) such that the probability that species 1 wins by this fixed time is also uniformly bounded
below.
Lemma 6.9 (Positive probability of winning within a fixed time). Let p0 = p0(λ, α) be
the constant from Lemma 6.5. For any positive p < p0, there is an increasing function
Np : (0,∞)→ (0,∞) such that
inf
X∈ADVαλ(r)
Pr
{
ξXNp(r) ∈WIN!
}
≥ p.
Proof. First note that {
ξX∞ ∈WIN!
}
=
⋃
n∈N
{
ξXn ∈WIN!
}
,
so by Lemma 6.8 and continuity of measure, for any X ∈ ADVαλ and p < p0 we can find
np(X) ∈ N so that
Pr
{
ξXnp(X) ∈WIN!
}
≥ p.
Recall that
ADVαλ(r) =
{
X ∈ ADVαλ : η2(X) ⊆ rBµ
}
.
Now let ADVαλ(r)
∗ be the subset of ADVαλ(r) consisting of configurations in which both
species are contained in a ball of radius r, i.e.
ADVαλ(r)
∗ :=
{
X ∈ ADVαλ : η1∪2(X) ⊆ rBµ
}
.
Then ADVαλ(r)
∗ is finite, and if we set
Np(r) := max
X∈ADVαλ(r)∗
np(X),
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it follows that
inf
X∈ADVαλ(r)∗
Pr
{
ξXNp(r) ∈WIN!
}
≥ p.
That is, the desired property holds with the finite set ADVαλ(r)
∗ in place of the infinite set
ADVαλ(r). Now, for arbitrary X ∈ ADVαλ(r), define X∗ ∈ ADVαλ(r)∗ by
X∗(v) =

X(v) if v ∈ rBµ
0 otherwise.
Then since X contains no 2’s outside the ball rBµ by assumption, the modified state X∗
is obtained from X by (possibly) changing some 1’s to 0’s, and doing nothing to the set of
2’s, so we have η1(X
∗) ⊆ η1(X) and η2(X∗) = η2(X). That is, X∗ ≤ X, and since WIN! is
increasing, Lemma 2.24 then implies that
Pr
{
ξXNp(r) ∈WIN!
}
≥ Pr
{
ξX
∗
Np(r)
∈WIN!
}
≥ p.
Since X ∈ ADVαλ(r) was arbitrary, this provides the desired lower bound. Finally, observe
that the function Np is increasing because the family of sets
{
ADVαλ(r)
∗}
r≥0 is increasing
in r.
Now we are ready to prove Theorem 6.3. The idea is to combine Lemma 6.9 with the
strong Markov property and the Shape Theorem for the slow species, in a manner similar to
the proof of Theorem 1.6 [HP00, Lemma 5.2] from Proposition 5.17 [HP00, Proposition 2.2].
However, a bit more care is needed in our case because whereas Proposition 5.17 states that
the probability that species 1 wins approaches 1 as a particular starting configuration is
scaled up, our Lemma 6.9 merely provides a nonzero lower bound on this probability for a
certain set of starting configurations. This is why we need Lemma 6.9 rather than proving
Theorem 6.3 directly from Lemma 6.8.
Proof of Theorem 6.3. It will suffice to prove that for every α ∈ (1, λ−1), the event
G(α) :=
{∃{tn}n∈N with tn →∞ such that ξXtn is fertile and Advµ¯λ (ξXtn) > α}
has probability 0. Observe that G(α) = {Gn(α) i.o.}, where
Gn(α) :=
{
∃t ∈ [n, n+ 1) such that ξXt ∈ ADVαλ
}
.
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Recall that the limit shape for τ2 is λBµ. Since species 2’s entangled version ηX2 (t) is
dominated by its disentangled version η
η2(X)
τ2 (t), and λ < 1, the Shape Theorem for τ2
implies that
Pr
{
ηX2 (t) ⊆ tBµ for all large t
}
= 1.
Thus, if we define
G′n(α) := Gn(α) ∩
{
ηX2 (t) ⊆ tBµ ∀t ≥ n
}
,
it follows that {Gn(α) i.o.} =a.s. {G′n(α) i.o.}. Note that by the definitions of Gn(α) and
ADVαλ(r) we have
G′n(α) ⊆
{∃t ∈ [n, n+ 1) such that ξXt ∈ ADVαλ(t)} .
We proceed by contradiction. Suppose Pr
(
G(α)
)
= q0 > 0 and hence Pr{G′n(α) i.o.} =
q0. Fix q ∈ (0, q0). Then it follows from continuity of measure that given any ℓ ≥ 0 there
exists r(ℓ) > ℓ such that
Pr
{∃n ∈ [ℓ, r(ℓ)] such that G′n(α) occurs} ≥ q.
Now fix p ∈ (0, p0), where p0 = p0(λ, α) is the constant from Lemma 6.5, and let Np be
the increasing function defined in Lemma 6.9. We recursively define a sequence of disjoint
intervals Ik = [ℓk, rk), k ∈ N, as follows:
• Set ℓ0 = 0;
• For each k ≥ 0, let rk := 1 + r(ℓk) and ℓk+1 := rk +Np(rk).
Now for each k ∈ N define
σk := inf
{
t ∈ [ℓk, rk) : ξXt ∈ ADVαλ(t)
}
,
with the convention that inf ∅ =∞. Since the process ξt is a.s. right-continuous, the time σk
is optional with respect to the induced right-continuous filtration F = {Ft}t≥0. Moreover,
it is clear that
{σk <∞} =
{
∃t ∈ [ℓk, rk) such that ξXt ∈ ADVαλ(t)
}
,
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and it follows from the above definitions that for each k ∈ N we have
Pr{σk <∞} ≥ q.
We introduce one further stopping time, the time that species 2 first gets surrounded by
species 1:
κ := inf
{
t > 0 : ξXt ∈WIN!
}
.
Since σk ≥ ℓk by definition, and species 2 must still be alive at time σk whenever σk is finite
(this follows by construction, from the definition of ADVαλ), for each k ∈ N we have
{
ξXℓk+1 ∈WIN!
} ∩ {σk <∞} ⊆ {κ ∈ (ℓk, ℓk+1]},
and hence
∞∑
k=0
Pr
({
ξXℓk+1 ∈WIN!
} ∩ {σk <∞}) ≤ Pr{κ <∞} ≤ 1. (6.10)
On the other hand, we now use the strong Markov property to show that Lemma 6.9
implies that each summand on the left-hand side of (6.10) is bounded below by pq > 0,
which provides the desired contradiction.
For each t ≥ 0, let πt : S[0,∞] → S be the natural projection operator defined by πtζ· = ζt,
and let θt : S
[0,∞] → S[0,∞] be the natural shift operator defined by (θtζ·)s = ζt+s. Recall
that ℓk+1 = rk +Np(rk). Since WIN! is absorbing, and σk < rk on the event {σk <∞}, we
have
{
ξXrk+Np(rk) ∈WIN!
}
∩ {σk <∞} ⊇
{
ξXσk+Np(rk) ∈WIN!
}
∩ {σk <∞}
=
{
θσkξ
X
· ∈ π−1Np(rk)WIN!
}
∩ {σk <∞}.
Since the event {σk < ∞} is in the σ-field Fσk =
{
A ∈ A : A ∩ {σk ≤ t} ∈ Ft, t ≥ 0
}
, we
have
Pr
({
θσkξ
X
· ∈ π−1Np(rk)WIN!
}
∩ {σk <∞}
)
=
∫
{σk<∞}
Pr
[
θσkξ
X
· ∈ π−1Np(rk)WIN!
∣∣∣ Fσk] d(Pr).
245
Now, since the process ξ· is of pure jump type, the strong Markov property is valid at any
stopping time, so we can apply it at σk to compute the integrand:
Pr
[
θσkξ
X
· ∈ π−1Np(rk)WIN!
∣∣∣ Fσk] = PrξXσk1,λ (π−1Np(rk)WIN!) on {σk <∞}.
Since ξXσk ∈ ADVαλ(σk) ⊆ ADVαλ(rk) on the event {σk <∞}, on this event we have
Pr
ξXσk
1,λ
(
π−1Np(rk)WIN!
)
≥ inf
X′∈ADVαλ(rk)
Pr
{
ξX
′
Np(rk)
∈WIN!
}
≥ p
by Lemma 6.9. Putting everything together we see that
Pr
({
ξXℓk+1 ∈WIN!
} ∩ {σk <∞}) ≥ ∫
{σk<∞}
p d(Pr) = p ·Pr{σk <∞} ≥ pq
for all k ∈ N, contradicting the inequality in (6.10).
Finally, we show that Theorem 6.1 follows from Theorem 6.3.
Proof of Theorem 6.1. As noted above, we can assume that λ1 = 1 and λ2 = λ ∈ (0, 1),
and we set µ¯λ = (µ1, µ2) = (µ, λ
−1µ), where µ is species 1’s shape function. Choose any
δ ∈ (λ, 1) and let α := δ/λ, so 1 < α < λ−1. Let X ∈ S be a finite initial configuration, and
suppose that Coex1,λ(X) ∩ H(X) occurs. Then there is some sequence of times t1, t2, . . .
with tn → ∞ such that at each time tn, the total occupied region ηX1∪2(tn) has a support
point vn ∈ ηX1 (tn). For each n, let Jn be an opposing half-space of ηX1∪2(tn) at vn. Then
there is some extremal point zn ∈ JvnK \ JηX2 (tn)K such that J ′n := (zn − vn) + Jn is an
opposing half-space of
q
ηX1∪2(tn)
y
at zn, so zn ∈ J ′n and (J ′n)◦ ∩ JηX1∪2(tn)K = ∅. Since any
µ-cone of thickness 1 is contained in a half-space by Part 4 of Lemma 3.5, for each n there
is some ~υn ∈ dir(Rd) such that Czn,~υnµ,1 ⊆ J ′n. Since δ < 1, Part 5 of Lemma 3.5 implies that
Czn,~υnµ,δ ⊆ Czn,~υnµ,1− = {zn} ∪
(
Czn,~υnµ,1
)◦ ⊆ {zn} ∪ (J ′n)◦.
Therefore, since
({zn} ∪ (J ′n)◦) ∩ JηX2 (tn)K = ∅, we have
zn ∈ JvnK ⊆ JηX1 (tn)K and Czn,~υnµ,δ ∩ JηX2 (tn)K = ∅,
so by definition (6.1) we have
Advµ¯λ
(
ξXtn
) ≥ Advµ¯λ (Czn,~υnµ,δ ) = δλ = α > 1. (6.11)
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Since tn →∞, (6.11) shows that
Coex1,λ(X) ∩H(X) ⊆ Coex1,λ(X) ∩
{
lim sup
t→∞
Advµ¯λ
(
ξXt
) ≥ α} . (6.12)
Since α > 1, Theorem 6.3 implies that the event on the right-hand side of (6.12) has
probability zero, so we also have Pr
(
Coex1,λ(X) ∩H(X)
)
= 0.
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Appendix A
PROOFS OMITTED FROM MAIN TEXT
A.1 Proofs from Chapter 2
The following elementary lemma is used in the proofs of Lemma 2.11 and Proposition 2.14
in Section 2.4; Lemma 2.11 is proved below.
Lemma A.1 (Equivalent characterizations of conquering sets). Let (A1, A2) be an initial
configuration in Zd, let τ¯ be a two-type traversal measure on E(Zd), and let S ⊆ Zd \A2.
1. The following are equivalent.
(a) T S1 (A1,v) < T
(Zd\S)∗
2 (A2,v) for all v ∈ ∂S \A1.
(b) T S1 (A1,v) < T
(Zd\S)∗
2 (A2,v) for all v ∈ S \ A1.
2. The following are equivalent.
(a) For all v ∈ ∂S, T S1 (A1,v) <∞ and T S1 (A1,v) ≤ T (Z
d\S)∗
2 (A2,v).
(b) For all v ∈ S, T S1 (A1,v) <∞ and T S1 (A1,v) ≤ T (Z
d\S)∗
2 (A2,v).
3. The equivalent statements in part 1 imply those in part 2. If τ¯ satisfies (NT), and
its component measures each satisfy (∃Geo∗), then the equivalent statements in part
2 imply those in part 1.
By symmetry, the corresponding statements hold with the labels 1 and 2 switched.
Proof. Part 1:
(1a⇒ 1b) If (1a) holds, then the inequality in (1b) is trivial for all v ∈ ∂S. On the other
hand, for v in the interior of S, it is trivial that T
(Zd\S)∗
2 (A2,v) = ∞ (since v 6∈ N
[
Zd \ S]
and v 6∈ A2), and (1a) implies that T S1 (A1,v) <∞ (since the property “T S1 (A1,v) <∞” is
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constant on connected components of S, and any connected component of S has a nonempty
intersection with ∂S). Thus T S1 (A1,v) < T
(Zd\S)∗
2 (A2,v) in either case, so (1b) holds.
(1b ⇒ 1a) Trivial.
Part 2:
(2a ⇒ 2b) Same argument as (1a) ⇒ (1b).
(2b ⇒ 2a) Trivial.
Part 3:
First we show that (1b) ⇒ (2b). If v ∈ A1, then T S1 (A1,v) ≤ 0 ≤ T (Z
d\S)∗
2 (A2,v).
Thus, if (1b) holds, then we get T S1 (A1,v) ≤ T (Z
d\S)∗
2 (A2,v) for all v ∈ S, and moreover,
T S1 (A1,v) <∞ for all v ∈ S, so (2b) holds.
Finally, suppose that τ¯ satisfies (NT), and its component measures each satisfy (∃Geo∗).
We will show that (2a)⇒ (1a). Suppose (2a) holds, so for all v ∈ ∂S we have T S1 (A1,v) <∞
and T S1 (A1,v) ≤ T (Z
d\S)∗
2 (A2,v). Let v ∈ ∂S \ A1. If T (Z
d\S)∗
2 (A2,v) = ∞, we’re done.
Otherwise, let γ1 be a T
S
1 -geodesic from A1 to v, and let γ2 be a T
(Zd\S)∗
2 -geodesic from A2
to v (both of which exist by the hypothesis (∃Geo∗) and the assumption that the respective
passage times from Ai to v are finite). Then we have
τ1(γ1) = T
γ1
1 (A1,v) = T
S
1 (A1,v) ≤ T (Z
d\S)∗
2 (A2,v) = T
γ2
2 (A2,v) = τ2(γ2).
The paths γ1 and γ2 are edge-disjoint by definition, and since v is not an element of either
A1 or A2, both γ1 and γ2 must contain at least one edge. Therefore, since τ¯ satisfies (NT),
the left-hand and right-hand sides of the above inequality cannot be equal, so the inequality
must be strict. Thus, T S1 (A1,v) < T
(Zd\S)∗
2 (A2,v) for all v ∈ ∂S \ A1, so (1a) holds.
Proof of Lemma 2.11 (Properties of the finally conquered sets). The proof for each part is
numbered accordingly.
1. (trivial relationships with initial sets) These properties are either explicit in the defi-
nition of Ci or are trivial.
2. (inequality for vertices in final sets) We will prove the statement with i = 1 for
concreteness; the case i = 2 follows by symmetry.
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( =⇒ ) Let v ∈ C1. If v ∈ A1, we’re done, so assume v ∈ C1 \A1. By the definition of
C1, v is contained in some C1-set S; that is, S ⊆ C1 ⊆ Zd\A2, and using Lemma A.1,
T S1 (A1,v
′) < T (Z
d\S)∗
2 (A2,v
′) for all v′ ∈ S \ A1.
Moreover, since S ⊆ C1, by the monotonicity of T · we have
TC11 (A1,v
′) ≤ T S1 (A1,v′) < T (Z
d\S)∗
2 (A2,v
′) ≤ T (Zd\C1)∗2 (A2,v′) ∀v′ ∈ S \ A1.
Setting v′ = v ∈ S \ A1, we get TC11 (A1,v) < T (Z
d\C1)∗
2 (A2,v).
(⇐=) Let S be the set of all vertices v 6∈ A2 satisfying v ∈ A1 or TC11 (A1,v) <
T
(Zd\C1)∗
2 (A2,v). By the above argument for the converse, we have C1 ⊆ S. Thus we
have (by the monotonicity of T · and the definition of S)
T S1 (A1,v) ≤ TC11 (A1,v) < T (Z
d\C1)∗
2 (A2,v) ≤ T (Z
d\S)
1 (A2,v)) ∀v ∈ S \A1.
Therefore, S is a C1-set, so S ⊆ C1.
3. (connected components) Let V be a component of Ci, and let v ∈ V . Since V ⊆ Ci,
Part 2 implies that TCii (Ai,v) < ∞, so there exists some Ci-path γ from Ai to v.
Since γ is connected and contains v ∈ V , we must have γ ⊆ V since V is a component.
Thus, if u is the first vertex of γ, we have u ∈ V . Since u ∈ Ai, this implies that V
contains the component of Ai that contains u.
4. (final sets are union) We have η
(A1,A2)
i (t) ⊆ Ci for all t ≥ 0 by definition. On the
other hand, Part 2 implies that for any v ∈ Ci we have TCii (Ai,v) < ∞, so there is
some t <∞ such that TCii (Ai,v) ≤ t, and hence v ∈ ηAi;Cii (t) = η(A1,A2)i (t).
A.2 Proofs from Chapter 3
The following lemma is needed to prove Lemma 3.2; Lemma 3.2 is proved below, following
the proof of Lemma A.2.
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Lemma A.2 (Affine spans of apexes). Let W ⊆ Rd be affine scale-invariant, let a1, . . . ,an
be apexes of W , and let A = aff{a1, . . . ,an}. If z ∈W , then W contains the set
J =
{
c0z+
n∑
i=1
ciai
∣∣∣∣∣ c0 > 0, c1, . . . , cn ∈ R,
n∑
i=0
ci = 1
}
.
Moreover, if z ∈ A, then J = A, and if z 6∈ A and n > 0, then J is an open affine half-space
of dimension (dimA) + 1 with ∂affJ = A and z ∈ J .
Proof. We prove the first statement by induction on n. If n = 0, then J = {z}, so the
statement is a tautology. Now let n ≥ 1, and suppose the statement holds for any collection
of n− 1 apexes. Let y ∈ J , so y = c0z+ c1a1 + · · ·+ cnan for some c0, c1, . . . , cn ∈ R with
c0 > 0 and
∑n
i=0 ci = 1. Since 0 < c0 = 1 −
∑n
i=1 ci, there must exist some i ∈ {1, . . . , n}
such that ci <
1
n ≤ 1. By relabeling the apexes if necessary, assume without loss of generality
that cn < 1. Now define
x :=
c0
1− cn z+
c1
1− cna1 + · · ·+
cn−1
1− cnan−1.
Then
c0
1− cn > 0, and
n−1∑
i=0
ci
1− cn =
1
1− cn
n−1∑
i=0
ci =
1− cn
1− cn = 1,
so x ∈W by the inductive hypothesis. Now note that since 1− cn > 0, we have
y = (1− cn)x+ cnan ∈ {rx+ (1− r)an : r > 0} = {an + r(x− an) : r > 0} = −−→anx,
and the ray −−→anx is contained in W because x ∈ W and W is affine scale-invariant at an.
Therefore y ∈W , which proves the first statement.
If n = 0, the second statement is vacuous, so let n ≥ 1. Suppose first that z ∈ A,
so z =
∑n
i=1 βiai for some β1, . . . , βn ∈ R with
∑n
i=1 βi = 1. If y ∈ J , then there exist
c0, c1, . . . , cn ∈ R with c0 > 0 and
∑n
i=0 ci = 1 such that
y = c0z+
n∑
i=1
ciai =
n∑
i=1
(c0βi + ci)ai.
Since
∑n
i=1 βi = 1, we have
∑n
i=1(c0βi+ ci) = c0+
∑n
i=1 ci = 1, so y ∈ aff{a1, . . . ,an} = A.
Conversely, if y ∈ A, then y = ∑ni=1 αiai for some α1, . . . , αn ∈ R with ∑ni=1 αi = 1. Let
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c0 = 1 and ci = αi−βi for 1 ≤ i ≤ n. Then c0 > 0 and c0+
∑n
i=1 ci = 1+
∑n
i=1 αi−
∑n
i=1 βi =
1, and
c0z+
n∑
i=1
ciai = 1 ·
n∑
i=1
βiai +
n∑
i=1
(αi − βi)ai =
n∑
i=1
αiai = y,
so y ∈ J . Thus J = A.
Now suppose z /∈ A. Let zA be the orthogonal projection of z onto A with respect to
〈·, ·〉. Then the vector υ := z − zA is orthogonal to A, and we have 〈ai − zA,υ〉 = 0 for
1 ≤ i ≤ n since ai − zA is parallel to A for each i. Moreover, υ 6= 0 since z /∈ A. Now let
y be any point in aff{z,a1, . . . ,an}, so y = c0z +
∑n
i=1 ciai for some c0, . . . , cn ∈ R with∑n
i=0 ci = 1. Then
〈y − zA,υ〉 =
〈
c0z+
∑n
i=1 ciai − zA,υ
〉
=
〈
c0z+
∑n
i=1 ciai − zA +
(∑n
i=1 cizA −
∑n
i=1 cizA
)
,υ
〉
=
〈
c0z− (1−
∑n
i=1 ci) zA,υ
〉
+
∑n
i=1 ci〈ai − zA,υ〉
= c0〈z− zA,υ〉+ 0
= c0‖υ‖2ℓ2
d
. (A.1)
The equation (A.1) shows that 〈y − zA,υ〉 > 0 if and only if c0 > 0, and therefore
J =
{
y ∈ aff{z,a1, . . . ,an} : 〈y − zA,υ〉 > 0
}
.
Since υ is a nonzero vector parallel to aff(z, A), the set on the right is an open half-space
of dimension dimaff(z, A), which equals 1 + (dimA) since z /∈ A. To see that ∂affJ = A,
first note that
∂affJ =
{
y ∈ aff(z, A) : 〈y − zA,υ〉 = 0
}
.
Thus, ∂affJ ⊇ A since 〈y − zA,υ〉 = 0 for any y ∈ A by the definition of υ. On the other
hand, (A.1) shows that if y ∈ aff(z, A) and 〈y − zA,υ〉 = 0, then y ∈ A, so we also have
A ⊆ ∂affJ .
Proof of Lemma 3.2. Let W be a wedge in Rd.
1. The scale-invariant version W0 of W is unique.
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Proof. Suppose W = a + W0 and W = a
′ + W ′0 for some a,a
′ ∈ Rd and some
scale-invariant sets W0,W
′
0 ⊆ Rd. We will show that W0 ⊆ W ′0, whence the reverse
inclusion follows by symmetry. Let y ∈ W0, so y = z − a for some z ∈ W . Let
z′ := z− a+ a′. Since W0 and W ′0 are both scale-invariant by assumption, the points
a and a′ are both apexes of W by definition. Thus, since z ∈W , Lemma A.2 implies
that W contains the point z′ = 1 · z− 1 · a+ 1 · a′. Therefore, z′ − a′ ∈W − a′ =W ′0.
But z′ − a′ = z − a = y, so y ∈ W ′0. Since y was an arbitrary point in W0, we have
W0 ⊆W ′0. By symmetry, we also have W ′0 ⊆W0 and hence W0 =W ′0.
2. apex(W ) is an affine subspace of Rd which can be identified with the vector space of
translations that fix W0.
Proof. Let W0 be the scale-invariant version of W , and let
StabRd(W0) :=
{
a ∈ Rd : a+W0 =W0
}
.
That is, StabRd(W0) is the stabilizer of W0 in the additive group R
d, acting on 2R
d
via translation. Since W0 is scale-invariant, we have
(
r > 0 and a+W0 =W0
)
=⇒ ra+W0 = ra+ rW0 = r(a+W0) = rW0 =W0.
That is, if a ∈ StabRd(W0), then ra ∈ StabRd(W0) for all r > 0. Since StabRd(W0) is a
subgroup of Rd under addition, we also have −a ∈ StabRd(W0) and 0 ∈ StabRd(W0),
so it follows that
a ∈ StabRd(W0) =⇒ ra ∈ StabRd(W0) for all r ∈ R.
Therefore, StabRd(W0) is in fact a vector subspace of R
d. We claim that StabRd(W0) =
apex(W0). First suppose a ∈ StabRd(W0). Then for any r > 0,
raW0 = a+ r(W0 − a) = (1− r)a+ rW0 = (1− r)a+W0 =W0,
since W0 is scale-invariant and (1− r)a ∈ StabRd(W0), so we have a ∈ apex(W0). On
the other hand, if a ∈ apex(W0), then we haveW0−a =W0 by Part 1, sinceW0−a is
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scale-invariant by the definition of an apex, and W0 is its own unique scale-invariant
version. Therefore, −a ∈ StabRd(W0), and hence a ∈ StabRd(W0) since StabRd(W0)
is closed under additive inverses. Thus we have StabRd(W0) = apex(W0) as claimed.
Finally, note that if a′ is any apex of W , we have apex(W ) = a′ + apex(W0), so
apex(W ) is an affine subspace of Rd parallel to the linear subspace StabRd(W0).
3. If W is nontrivial (i.e. W /∈ {∅,Rd}), then apex(W ) ⊆ ∂W .
Proof. If W 6= ∅, then Lemma A.2 implies that apex(W ) ⊆ W . Replacing W with
its complement, it follows that if Rd \ W 6= ∅, then apex(W ) ⊆ shell(W ), since
apex
(
Rd \ W ) = apex(W ). Thus, if both W and Rd \ W are nonempty, we have
apex(W ) ⊆W ∩ shell(W ) = ∂W .
4. The sets W ◦, W , ∂W , extW , and shellW and are all wedges whose apex sets contain
apex(W ).
Proof. Let a be an apex of W . For any r > 0, the homothety ra : R
d → Rd is a
homeomorphism. Thus, since raW = W for all r > 0 by assumption, we also have
raW
◦ = W ◦ and raW = W for all r > 0, so W ◦ and W are scale-invariant at a.
Replacing W with its complement, it then follows that extW and shellW are scale-
invariant at a, and then so is ∂W =W ∩ shellW .
5. If W is pointed, then it contains all of its apexes, and Rd \W is blunt.
Proof. SupposeW is pointed, so it contains one of its apexes a. Let a′ be an arbitrary
apex of W , and let A := aff{a,a′}. By Lemma A.2, W contains the set A since
a ∈ W ∩ A, so we have a′ ∈ W . Thus W contains all of its apexes since a′ was
arbitrary. Since apex(Rd \ W ) = apex(W ), this implies that the wedge Rd \ W
contains none of its apexes, hence is blunt.
6. If W is pointed and contained in some half-space, then every apex of W is a support
point of W .
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Proof. Suppose W is pointed and contained in the half-space J . Let a ∈ apex(W ),
and let z ∈ ∂J . We claim that the half-space Ja := J + a− z is a support half-space
of W at a. Let υ be the outer normal vector of J . Since W is pointed and contained
in J , we have a ∈ W ⊆ J , which implies that 〈a − z,υ〉 ≤ 0. Now suppose for a
contradiction that there is some x ∈W \ Ja. Then since υ is also the outer normal to
Ja, and x /∈ Ja, we have 〈x− a,υ〉 > 0. Since x ∈ W , and W is scale-invariant at a,
we have rax ∈W for all r > 0. Since W ⊆ J , this implies that
〈rax− z,υ〉 ≤ 0 for all r > 0. (A.2)
On the other hand,
〈rax− z,υ〉 =
〈
a+ r(x− a)− z,υ〉 = 〈a− z,υ〉+ r〈x− a,υ〉,
so
〈rax− z,υ〉 > 0 for all r > −〈a− z,υ〉〈x− a,υ〉 .
This contradicts (A.2), so we conclude that such an x cannot exist. Therefore,W ⊆ Ja,
and a ∈W ∩ ∂Ja by construction, so Ja is a support half-space of W at a.
7. W ⊆W +W0, with equality if and only if W is convex.
Proof. The inclusion⊆ is trivial for pointed wedges and almost trivial for blunt wedges.
For the reverse inclusion when W is convex, see Lemma A.3.
This concludes the proof of Lemma 3.2.
Lemma A.3 (Convex scale-invariant sets). A scale-invariant set A is convex if and only if
A+A ⊆ A.
Proof. We need to show that if A is scale-invariant, then A is convex if and only if x+y ∈ A
for all x,y ∈ A. If A is convex and x,y ∈ A, then x+y2 = 12x + (1 − 12)y ∈ A. Thus since
A is scale-invariant, x + y = 2 · x+y2 ∈ A. On the other hand, suppose that x + y ∈ A for
all x,y ∈ A. Choose any x,y ∈ A and α ∈ [0, 1]. Then x′ = αx ∈ A and y′ = (1−α)y ∈ A
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since A is scale-invariant, so αx + (1 − α)y = x′ + y′ ∈ A by assumption. Thus A is
convex.
The following two lemmas are the main results needed to prove Lemma 3.36, which is
the basis for Proposition 3.50 and Part 3 of Proposition 3.35. The proof uses several lemmas
from Appendix B.
Lemma A.4 (Existence of blocking segments in small cones). Let C be a closed cone at
0 which is contained in some half-space. For every x ∈ C \ {0} and α > Advµ¯(C), there
exists yx ∈ ∂C \ {0} such that distµ2(yx,y) < α distµ1(0,y) for all y ∈ [yx,x].
Proof. First, let H be a support half-space of C at 0, which exists by Part 6 of Lemma 3.2
because C is contained in some half-space by assumption. For each x ∈ C \ {0}, let yx0 be
a µ2-closest point in ∂C to x. That is, we choose some y
x
0 ∈ ∂C satisfying
distµ2(y
x
0 ,x) = distµ2(∂C,x),
which is possible because ∂C is closed and {x} is compact (cf. [BBI01, p. 15]). We divide
the proof into three cases depending on the location of yx0 in relation to ∂H.
Case 1: yx0 6= 0.
In this case, we simply take yx = y
x
0 . Then we claim that [yx,x] ⊆ C \ {0}. To see
this, choose y0 ∈ [yx,x] \ C◦ with distµ2(x,y0) = distµ2
(
x, [yx,x] \ C◦
)
, which is possible
because [yx,x] \ C◦ is compact and nonempty (it contains yx). It follows from this choice
of y0 that (y0,x] ⊆ C◦ and y0 ∈ ∂C (see Lemma B.1). But then we must have y0 = yx,
because otherwise y0 would be a point in ∂C which is strictly closer to x than yx in the
µ2-metric, contradicting our choice of y
x
0 . Thus we have [yx,x] ⊆ C \{0} since yx ∈ C \{0}
and (y0,x] ⊆ C◦.
Moreover, we claim that for all y ∈ [yx,x], we have distµ2(∂C,y) = distµ2(yx,y),
because if there were some point y′ ∈ ∂C with distµ2(y′,y) < distµ2(yx,y), then since
y ∈ [yx,x], we would also have distµ2(y′,x) < distµ2(yx,x) by the triangle inequality,
contradicting our choice of yx = y
x
0 as a µ2-closest point in ∂C to x. Therefore, since
261
α > Advµ¯(C) and [yx,x] ⊆ C \ {0}, we have
∀y ∈ [yx,x], distµ2(yx,y) = distµ2(∂C,y) < α distµ1(0,y),
which proves Lemma A.4 in the case yx0 6= 0.
Case 2: yx0 = 0 and distµ1(x, ∂H) = distµ1(x,0).
The hypothesis in this case means that the apex 0 is both a µ2-closest point in ∂C to
x and a µ1-closest point in ∂H to x. Note that since x 6= 0 = yx0 , we must have x ∈ C◦
(because x ∈ ∂C implies that yx0 = x). Since x 6= 0, the function
fx(z) :=
distµ2(z,x)
distµ1(0,x)
, z ∈ Rd,
is continuous on Rd, and since yx0 = 0, we have
fx(0) =
distµ2(0,x)
distµ1(0,x)
=
distµ2(∂C,x)
distµ1(0,x)
≤ Advµ¯(C).
Since α > Advµ¯(C), there is some open neighborhood U(x) of 0 such that fx(z) < α for
all z ∈ U(x). Let U∗(x) = U(x) \ {0}, and choose any yx1 ∈ U∗(x) ∩ ∂H (which is nonempty
since U(x) ∩ ∂H is a relatively open subset of ∂H containing 0). Then yx1 ∈ ∂H \ {0}, and
distµ2(y
x
1 ,x) < α distµ1(0,x) since y
x
1 ∈ U(x). Now for each y ∈ [yx1 ,x], choose y˜ ∈ [yx1 ,0] ⊂
∂H such that the triangles △[yx1 , y˜,y] and △[yx1 ,0,x] are similar (i.e. if y = λyx1 +(1−λ)x
with λ ∈ [0, 1], then y˜ = λyx1 ). Then since 0 is a µ1-closest point in ∂H to x by assumption,
the similarity of the triangles (or the explicit formula for y˜) implies that y˜ is a µ1-closest
point in ∂H to y. In particular, since 0 ∈ ∂H, this implies that
∀y ∈ [yx1 ,x], distµ1(y˜,y) ≤ distµ1(0,y). (A.3)
Moreover, again using the similarity of the triangles (or the formula for y˜), we have
∀y ∈ (yx1 ,x],
distµ2(y
x
1 ,y)
distµ1(y˜,y)
=
distµ2(y
x
1 ,x)
distµ1(0,x)
= fx
(
yx1
)
< α. (A.4)
Combining (A.4) and (A.3), we get
∀y ∈ (yx1 ,x], distµ2(yx1 ,y) < α distµ1(y˜,y) ≤ αdistµ1(0,y),
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and since distµ2(y
x
1 ,y
x
1 ) = 0 < αdistµ1(0,y
x
1 ), we therefore have
∀y ∈ [yx1 ,x], distµ2(yx1 ,y) < α distµ1(0,y). (A.5)
Finally, let yx be the µ2-closest point in [y
x
1 ,x] \ C◦ to x. Then yx ∈ ∂C by Lemma B.1,
and we claim that yx 6= 0. To see this, observe that 0 6∈ [yx1 ,x], because yx1 6= 0 by
definition, and since x ∈ C◦ ⊆ H◦ and H is convex, we must have (yx1 ,x] ⊂ H◦ ⊆ H \ {0}
by Lemma B.11. Thus, yx ∈ ∂C \ {0}, and using (A.5), we have
∀y ∈ [yx,x], distµ2(yx,y) ≤ distµ2(yx1 ,y) < α distµ1(0,y),
which proves Lemma A.4 in Case 2.
Case 3: yx0 = 0 and distµ1(x, ∂H) < distµ1(x,0).
In this case, let yx1 be a µ1-closest point in ∂H to x, so y
x
1 6= 0 by hypothesis. Now
observe that since x 6= 0, the function
gx(z) :=
distµ2(z,x)
distµ1(z,x)
, z ∈ Rd \ {x},
is continuous at 0, and since yx0 = 0,
gx(0) =
distµ2(0,x)
distµ1(0,x)
=
distµ2(∂C,x)
distµ1(0,x)
≤ Advµ¯(C).
Since α > Advµ¯(C), there is some open neighborhood U(x) of 0 such that gx(z) < α for
all z ∈ U(x). Choose any yx2 ∈ U(x) ∩ (0,yx1 ], which is nonempty since yx1 6= 0. Then
since for any y ∈ (yx2 ,x], the vectors y − yx2 and x − yx2 point in the same direction, the
scale-equivariance of the norm metrics implies that
∀y ∈ (yx2 ,x],
distµ2(y
x
2 ,y)
distµ1(y
x
2 ,y)
=
distµ2(y
x
2 ,x)
distµ1(y
x
2 ,x)
= gx(y
x
2 ) < α. (A.6)
Now, for each y ∈ [yx2 ,x], choose y˜ ∈ [yx2 ,yx1 ] ⊂ ∂H so that the triangles △[yx2 , y˜,y] and
△[yx2 ,yx1 ,x] are similar (i.e. if y = λyx2 +(1−λ)x with λ ∈ [0, 1], then y˜ = λyx2 +(1−λ)yx1 ).
Then since yx1 is a µ1-closest point in ∂H to x, the similarity of the triangles (or the formula
for y˜) implies that y˜ is a µ1-closest point in ∂H to y. Therefore, Lemma B.10 implies that
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∂H is a support hyperplane of Bxµ1(ry) at y˜, where ry = distµ1(y, ∂H). We claim that
Lemma B.8 then implies that
∀y ∈ [yx2 ,x], distµ1(yx2 ,y) ≤ distµ1(0,y). (A.7)
To see this, let υ = −yx1 6= 0. Then ~υ is a direction in ∂H, and for any y ∈ [yx2 ,x], the
four points yx1 , y˜, y
x
2 , 0 are collinear along the ray y
x
1 + ~υ, appearing in the listed order
as we travel in the direction ~υ starting from yx1 . Therefore, for fixed y ∈ [yx2 ,x], we have
yx2 = y˜+ sυ and 0 = y˜+ s
′υ for some 0 ≤ s < s′, and since ∂H is a support hyperplane of
Bxµ1(ry) at y˜, Lemma B.8 implies that
distµ1(y
x
2 ,y) = distµ1(y˜ + sυ,y) ≤ distµ1(y˜ + s′υ,y) = distµ1(0,y),
proving (A.7). Combining (A.6) and (A.7), we get
∀y ∈ (yx2 ,x], distµ2(yx2 ,y) < α distµ1(yx2 ,y) ≤ αdistµ1(0,y),
and since distµ2(y
x
2 ,y
x
2 ) = 0 < αdistµ1(0,y
x
2 ), we therefore have
∀y ∈ [yx2 ,x], distµ2(yx2 ,y) < α distµ1(0,y). (A.8)
Finally, let yx be the µ2-closest point in [y
x
2 ,x] \C◦ to x. Then it follows as in Case 2 that
yx ∈ ∂C \ {0}, and using (A.8) we get
∀y ∈ [yx,x], distµ2(yx,y) ≤ distµ2(yx2 ,y) < α distµ1(0,y),
which proves Lemma A.4 in Case 3.
We now prove a strengthened version of Lemma A.4, showing that we can move each of
the yx’s within some small open set without affecting the conclusion of the lemma.
Lemma A.5 (Wiggle room for blocking segments). Let C be a closed cone at 0 which is
contained in some half-space, and let α > Advµ¯(C). Then for any x ∈ C \ {0}, there exists
yx ∈ ∂C \ {0} and ǫx > 0 such that for all y′x ∈ Byxµ2 (ǫx),
sup
y∈[y′x,x]
distµ2(y
′
x,y)
distµ1(0,y)
< α.
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Proof. Let α0 =
1
2
(
α+Advµ¯(C)
)
, and fix x ∈ C \{0}. Then α0 > Advµ¯(C), so Lemma A.4
implies that there exists yx ∈ ∂C \ {0} such that
distµ2(yx,y) < α0 distµ1(0,y) for all y ∈ [yx,x]. (A.9)
Note that (A.9) implies distµ1(0,y) > 0 for all y ∈ [yx,x], so since the line segment is
compact we have
δx := inf
y∈[yx,x]
µ1(y) > 0.
Choose any ǫx with
0 < ǫx <
(α− α0)δx
2 + α‖µ1/µ2‖L∞ ,
and let y′x ∈ Byxµ2 (ǫx). For each λ ∈ [0, 1], let
yλ := λyx + (1− λ)x and y′λ := λy′x + (1− λ)x,
so [yx,x] = {yλ : λ ∈ [0, 1]} and [y′x,x] = {y′λ : λ ∈ [0, 1]}, and the triangles △[x,yx,y′x]
and △[x,yλ,y′λ] are similar for any λ. Then for all λ ∈ [0, 1] we have
distµi(yλ,y
′
λ) = λdistµi(yx,y
′
x) ≤ distµi(yx,y′x) for i ∈ {1, 2}. (A.10)
Using the reverse triangle inequality, (A.10), the definition of δx, and the assumption that
distµ2(yx,y
′
x) ≤ ǫx, we have
distµ1(0,y
′
λ) ≥ distµ1(0,yλ)− distµ1(yλ,y′λ)
≥ distµ1(0,yλ)− distµ1(yx,y′x)
≥ δx − ‖µ1/µ2‖L∞ ǫx. (A.11)
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Now, for all λ ∈ [0, 1],
distµ2(y
′
x,y
′
λ) ≤ distµ2(y′x,yx) + distµ2(yx,yλ) + distµ2(yλ,y′λ) (triangle inequality)
≤ ǫx + α0 distµ1(0,yλ) + distµ2(yx,y′x) (using (A.9), (A.10))
≤ 2ǫx + α0 distµ1(0,yλ) (since y′x ∈ Byxµ2 (ǫx))
≤ 2ǫx + α0 distµ1(0,y′λ) + α0 distµ1(y′λ,yλ) (triangle inequality)
≤ 2ǫx + α0 distµ1(0,y′λ) + α0 distµ1(y′x,yx) (by (A.10))
≤ 2ǫx + α0 distµ1(0,y′λ) + α0 ‖µ1/µ2‖L∞ ǫx (since y′x ∈ Byxµ2 (ǫx))
= α0 distµ1(0,y
′
λ) +
(
2 + α ‖µ1/µ2‖L∞
)
ǫx
− (α− α0) ‖µ1/µ2‖L∞ ǫx
< α0 distµ1(0,y
′
λ) + (α− α0)
(
δx − ‖µ1/µ2‖L∞ ǫx
)
(choice of ǫx)
≤ α0 distµ1(0,y′λ) + (α− α0) distµ1(0,y′λ) (by (A.11))
= α distµ1(0,y
′
λ).
Since λ ∈ [0, 1] was arbitrary, this shows that
∀y ∈ [y′x,x], distµ2(y′x,y) < α distµ1(0,y),
and since y′x ∈ Byxµ2 (ǫx) was arbitrary, this proves Lemma A.5.
A.3 Proofs from Chapter 5
The following lemma is needed for the proof of Theorem 5.7.
Lemma A.6 (Lemma 5.6: Containment of growth within large µ2-balls far from the origin).
For any constants α ∈ (0, 1), β ≥ 1, and r > 0, define the event
E5.6(r, β;α) =
⋂
z∈J0K
⋂
x∈Rd
µ1(x)≥r
{
ηz+x;R
d
τ2 (αt) ⊆ Bz+xµ2 (t−) ∀t ≥ βµ1(x)
}
,
and let kµ1 = 3dilℓ∞d (µ1) + 1. Then given α ∈ (0, 1), there exist positive constants C5.6 and
c5.6 such that for any β ≥ 1 and r ≥ 0,
Pr
(
E5.6(r, β;α)
) ≥ 1− C5.6(α)e−c5.6(α)·β·(r−kµ1 ).
266
Proof. Fix α ∈ (0, 1), and for each v ∈ Zd and r ≥ 0, define the event
Ev(r;α) :=
⋂
y∈JvK
{
ηv;R
d
τ2 (αt) ⊆ Byµ2(t−) ∀t ≥ r
}
.
Then Ev(r;α) ⊇ Ev4.11
(
αr;α−1−1), with τ = τ2 and µ = µ2. Thus, since α < 1, Lemma 4.11
implies there are positive constants C(α) and c(α) (depending on L(τ2(e))) such that for
any v ∈ Zd and r ≥ 0,
Pr
(
Ev(r;α)
) ≥ 1− C(α)e−c(α)r . (A.12)
Let κ = dilℓ∞d (µ1). Then using (4.23) and (4.24) (from the proof of Lemma 4.17, with µ1
in place of µ) in lines three and four, respectively, we have
E5.6(r, β;α)
∁ =
⋃
z∈J0K
⋃
x∈Rd
µ1(x)≥r
{
ηz+x;R
d
τ2 (αt) 6⊆ Bz+xµ2 (t−) for some t ≥ βµ1(x)
}
=
⋃
z∈J0K
⋃
y∈Rd
µ1(y−z)≥r
{
ηy;R
d
τ2 (αt) 6⊆ Byµ2(t−) for some t ≥ βµ1(y − z)
}
⊆
⋃
y∈Rd
µ1(y)≥r−κ/2
{
ηy;R
d
τ2 (αt) 6⊆ Byµ2(t−) for some t ≥ β
(
µ1(y)− κ/2
)}
⊆
⋃
v∈Zd
µ1(v)≥r−κ
⋃
y∈JvK
{
ηv;R
d
τ2 (αt) 6⊆ Byµ2(t−) for some t ≥ β
(
µ1(v) − κ
)}
=
⋃
v∈Zd
µ1(v)≥r−κ
Ev
(
β(µ1(v)− κ);α
)∁
.
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Therefore, (A.12) and Lemmas B.3 and B.18 imply that for all r ≥ 0,
Pr
(
E5.6(r, β;α)
∁
)
≤
∑
v∈Zd
µ1(v)≥r−κ
C(α)e−c(α)β(µ1(v)−κ) (by (A.12))
≤
∞∑
j=⌊r−κ⌋∨0
∑
v∈Zd
j≤µ1(v)<j+1
C(α)e−c(α)β(µ1(v)−κ)
≤
∞∑
j=⌊r−κ⌋∨0
̟µ1(j + 1)
d−1C(α)e−c(α)β(j−κ) (Lem. B.3)
≤ ̟µ1C(α)ec(α)βκ ·
4(2d − 2)d−1(
[c(α)β] ∧ 1)d · e− c(α)2 β(⌊r−κ⌋∨0) (Lem. B.18)
≤ ̟µ1C(α)ec(α)βκ ·
4(2d − 2)d−1(
c(α) ∧ 1)d · e− c(α)2 β(r−κ−1) (∵ β ≥ 1)
=
4̟µ1C(α)(2d − 2)d−1(
c(α) ∧ 1)d · e− c(α)2 β(r−3κ−1)
= C5.6(α)e
−c5.6(α)β(r−kµ1 ),
where
C5.6(α) :=
4̟µ1C(α)(2d − 2)d−1(
c(α) ∧ 1)d , and c5.6(α) := c(α)2 .
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Appendix B
SUPPLEMENTARY RESULTS
B.1 Geometry of Rd and Zd
The following observation is invoked in several proofs.
Lemma B.1 (Closest points are boundary points). Let ‖·‖ be a norm on Rd, let B be a
nonempty subset of Rd, and suppose that z ∈ Rd \B. Then for any closed star set A ∈ 〈⋆z〉
with A ∩ B 6= ∅, there exists y ∈ A ∩ B which is a ‖·‖-closest point in A ∩ B to z, and for
any such y we have y ∈ ∂B and (y, z] ⊆ extB.
Proof. The point y exists because A ∩ B 6= ∅ is closed and {z} is compact; see [BBI01,
Exercise 1.6.10, p. 15]. If z ∈ B, then the unique ‖·‖-closest point in B to z is z itself, in
which case we trivially have y = z ∈ B ∩ (Rd \ B) ⊆ ∂B, and (y, z] = ∅ ⊆ extB. Thus,
suppose z /∈ B, so z ∈ extB. Then for any point y which is a ‖·‖-closest point in A ∩B to
z, we have y 6= z, so (y, z] 6= ∅, and we claim that (y, z] ⊆ extB. To see this, first note that
since y ∈ A, we must have [y, z] ⊆ A because A is star-shaped at z by assumption. Now,
for α ∈ [0, 1] let yα := αy + (1− α)z, so [y, z] = {yα : α ∈ [0, 1]}. Then
dist‖·‖(yα, z) = α dist‖·‖(y, z) for all α ∈ [0, 1],
so we have
dist‖·‖(yα, z) < dist‖·‖(y, z) for all α ∈ [0, 1). (B.1)
Thus, the set (y, z] = {yα : α ∈ [0, 1)} ⊆ A cannot contain any points in B, because if
it did, then (B.1) would contradict the fact that y is a ‖·‖-closest point in A ∩ B to z.
Therefore, (y, z] ⊆ extB as claimed. Since (y, z] 6= ∅ by assumption, this implies that there
are points in Rd \B that are arbitrarily close to y, and since y ∈ B by definition, we must
have y ∈ ∂B.
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Recall that for any A ⊆ Rd, we define JAK := A+ [−12 , 12]d (the cube expansion of A)
and
...
A := Zd ∩ JAK (the lattice approximation of A). The following lemma enumerates
some elementary properties of these operations; the proof is straightforward and is left to
the reader.
Lemma B.2 (Properties of cube expansion and lattice approximation). Let v ∈ V ⊆ Zd
and z ∈ A ⊆ Rd. Then
1. v ∈ ...z if and only if z ∈ JvK.
2.
...
V = V and
...
A ⊇ A ∩ Zd.
3.
. . . .JV K◦ = V and q ...A y◦ ⊇ A.
4. If A is a connected subset of Rd, then
...
A is a connected subgraph of Zd.
5. V is a connected subgraph of Zd if and only if JV K◦ is a (path) connected subset of Rd.
6. V ∩ ...A = ∅ if and only if JV K ∩A = ∅.
7. Rd \ JV K◦ = qZd \ V y and Rd \ JV K = qZd \ V y◦.
8.
...
A ⊆ V if and only if A ⊆ JV K◦.
9.
. . . . . . . .
Rd \ JV K = Zd \ V and qZd \ ...A y ⊆ Rd \ A.
10. |V | = mdL
(JV K) = mdL(JV K◦), where mdL is d-dimensional Lebesgue measure.
11.
...
A ⊆ JAK = A+ 12Bℓ∞d , and q...Ay ⊆ JJAKK = A+ Bℓ∞d .
12. If A =
⋃
i∈I Ai, where I is an arbitrary index set and Ai ⊆ Rd, then JAK = ⋃i∈IJAiK
and
...
A =
⋃
i∈I
...
Ai.
The following estimate is used in Chapters 4 and 5.
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Lemma B.3 (The number of lattice points in a spherical shell). For any norm ‖·‖ on Rd,
there is some constant ̟‖·‖ <∞ such that for any x ∈ Rd and 0 ≤ a ≤ b,∣∣∣{v ∈ Zd : a ≤ ‖v − x‖ ≤ b}∣∣∣ ≤ ̟‖·‖(b ∨ 1)d−1[(b− a) ∨ 1].
Proof. Let V be the set of lattice points in the statement. By Lemma B.2, |V | = mdL
(JV K),
where mdL denotes Lebesgue measure in R
d. Since JV K is contained in some ‖·‖-ball of
radius ≈ b and contains some ‖·‖-ball of radius ≈ a, the result follows from the fact that
m
d
L
(Bx‖·‖(r)) = Θ(rd).
The following lemma is needed in the proof of Theorem 5.15 (specifically Claim 5.15.2).
Lemma B.4 (Separation of Zd via boundaries in Rd). Let B ⊆ Rd, and suppose that B and
Rd \B are both nonempty. Then ....∂B separates ...B from
. . . . . .
Rd \B in Zd. That is, any Zd-path
from
...
B to
. . . . . .
Rd \B must intersect ....∂B.
Proof. Let γ be a lattice path from
...
B to
. . . . . .
Rd \B, and let u be the last vertex of γ lying in
...
B. We will show that u ∈
....
∂B. Recall that
....
∂B = Zd ∩ (∂B + 12Bℓ∞d ); since ∂B is closed, it
follows that u ∈ ....∂B if and only if distℓ∞d (u, ∂B) ≤ 1/2. First suppose u /∈ B. Since u ∈
...
B
by assumption, we have distℓ∞
d
(u, B) ≤ 1/2. Thus, if x is any ℓ∞d -closest point in B to u,
then x ∈ ∂B by Lemma B.1, so we have
distℓ∞d (u, ∂B) = distℓ
∞
d
(u,x) = distℓ∞d
(
u, B
) ≤ 1/2,
and hence u ∈ ....∂B.
Now suppose u ∈ B. If u is the final vertex of γ, then we must have u ∈
. . . . . .
Rd \B, and
hence distℓ∞d
(
u, Rd \ B) ≤ 1/2. Thus, if y is any ℓ∞d -closest point in shell(B) to u, then
y ∈ ∂B by Lemma B.1, so we have
distℓ∞
d
(u, ∂B) = distℓ∞
d
(u,y) = distℓ∞
d
(
u, shell(B)
) ≤ 1/2,
and hence u ∈ ....∂B as before. If u is not the final vertex of γ, let v be the vertex in γ that
follows u, so v is adjacent to u in Zd, and v necessarily lies in Zd \ ...B since u was the last
vertex of γ in
...
B. Since Zd ∩ B ⊆ ...B, this implies that v /∈ B. Since u ∈ B and v /∈ B, the
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line segment [u,v] intersects ∂B by Lemma B.1; let z ∈ [u,v] ∩ ∂B. Since u, z, and v are
collinear (occurring in that order), we have
distℓ∞d (u, z) + distℓ
∞
d
(z,v) = distℓ∞d (u,v) = 1,
where the final equality holds because u and v are adjacent in Zd. Since z ∈ B, we have
distℓ∞
d
(z,v) ≥ distℓ∞
d
(B,v) ≥ 1/2,
where the final inequality holds because v /∈ ...B. Therefore,
distℓ∞
d
(u, ∂B) ≤ distℓ∞
d
(u, z) = 1− distℓ∞
d
(z,v) ≤ 1/2,
so again, u ∈ ....∂B.
B.2 Graph Theory
Lemma B.5 (Edge sets). Let U, V ⊆ Zd.
1. E(U ∪ V ) = E(U) ∪ E(V ) ∪ E(U -V ).
2. E∂(U ∪ V ) = E∂(U) ∪ E∂(V ) \ E(U -V ).
3. E∁(U ∪ V ) = E∁(U) ∩ E∁(V ) \ E(U -V ).
4. E∗(U ∪ V ) = E∗(U) ∪ E∗(V ).
5. E(U ∩ V ) = E(U) ∩ E(V ), and E∁(U ∩ V ) = E∁(U) ∪ E∁(V ).
6. E(U ∩ V ) ⊆ E(U -V ).
7. E∗(V ) ⊆ E(N[V ]).
Lemma B.6 (Boundaries and neighbor sets). For any U, V ⊆ Zd,
∂(U ∪ V ) = {v ∈ ∂U ∪ ∂V : N(v) 6⊆ U ∪ V }.
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Proof. By definition, ∂(U ∪ V ) = {v ∈ U ∪ V : N(v) 6⊆ U ∪ V }. Thus, the inclusion ⊇
is trivial, and it remains to show that ∂(U ∪ V ) ⊆ ∂U ∪ ∂V . Suppose v ∈ ∂(U ∪ V ), i.e.
v ∈ U ∪ V and N(v) 6⊆ U ∪ V . If v ∈ U , then v ∈ ∂U since N(v) 6⊆ U , and if v ∈ V , then
v ∈ ∂V since N(v) 6⊆ V . Thus v ∈ ∂U ∪ ∂V .
Lemma B.7 (Minimal paths). Let Π be a class of lattice paths that is closed under taking
subpaths, and for U, V, S ⊆ Zd, let ΠU→V be the set of Π-paths from U to V .
1. A path γ ∈ ΠU→V is minimal if and only if γ is simple and the intersections γ ∩ U
and γ ∩ V both consist of exactly one vertex and no edges.
2. Any path in ΠU→V contains a ΠU→V -minimal subpath. That is, if γ is a Π-path from
U to V , then γ contains a minimal Π-path from U to V as a subpath.
B.3 Convex Geometry in Rd
The following four lemmas are needed for the proof of Lemma A.4, which is the basis for
the proof of Proposition 3.50.
Lemma B.8 (Distance increases from a support point). Let µ be a norm, and let H be a
supporting hyperplane of the unit ball Bµ at the point x ∈ ∂Bµ. Then for any υ ∈ H − x,
the function fυ(s) = distµ(0,x+ sυ) is increasing on [0,∞).
Proof. Observe that
fυ(s) = inf
{
t ≥ 1 : x+ sυ ∈ tBµ
}
,
where the infimum is over t ≥ 1 rather than t ≥ 0 because the fact that H is a supporting
hyperplane of Bµ implies that the set on the right would be empty for t ∈ [0, 1). Since H
is a supporting hyperplane at x, we have x ∈ tBµ for all t ≥ 1. Thus, since the ball tBµ is
convex, if x+ sυ ∈ tBµ for some t ≥ 1, then we have [x,x+ sυ] ⊆ tBµ. Now observe that
[x,x+ sυ] =
{
x+ s′υ : 0 ≤ s′ ≤ s},
so
x+ sυ ∈ tBµ =⇒ x+ s′υ ∈ tBµ ∀s′ ∈ [0, s],
which shows that if s ≥ s′ ≥ 0, then fυ(s) ≥ fυ(s′).
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Lemma B.9 (Support hyperplanes of bodies with connected interior). Let B be a body in
Rd such that B◦ is connected. Then a hyperplane H in Rd is a support hyperplane of B if
and only if H ∩B 6= ∅ and H ∩B◦ = ∅.
Proof. First supposeH is a support hyperplane of B. Then by definition we have H∩B 6= ∅
and H = ∂J for some support half-space J of B. Then B ⊆ J , so B◦ ⊆ J◦, and hence
H ∩B◦ ⊆ H ∩ J◦ = ∅. Thus the “only if” direction is true for any B ⊆ Rd, not just bodies
with connected interior.
For the “if” direction, let H ⊂ Rd be a hyperplane such that H ∩B 6= ∅ and H ∩B◦ = ∅.
Choose any x ∈ B◦ (such an x exists because B is a body). Then since x /∈ H, exactly
one of the two half-spaces with boundary J contains the point x; let J be the unique closed
half-space with ∂J = H and x ∈ J , and let Ĵ be the unique closed half-space with ∂Ĵ = H
and x /∈ Ĵ . Then the sets J◦, H, and Ĵ◦ are mutually disjoint, and Rd = J◦ ∪ H ∪ Ĵ◦.
Thus, since B◦∩H = ∅, we have B◦ ⊆ J◦ ∪ Ĵ◦, and since B◦ is connected, this implies that
either B◦ ⊆ J◦ or B◦ ⊆ Ĵ◦. Thus we must have B◦ ⊆ J◦ since B◦∩J◦ 6= ∅ by construction.
Therefore, since B and J are both bodies, we have
B ⊆ B = B◦ ⊆ J◦ = J.
Since ∂J = H has nonempty intersection with B by assumption, this shows that J is a
support half-space of B and hence H is a support hyperplane of B.
Lemma B.10 (Support hyperplanes and closest points). Suppose dist‖·‖(x,y) = r. Then
H is a support hyperplane of Bx‖·‖(r) at y if and only if y is a ‖·‖-closest point in H to x.
Proof. The implication =⇒ follows from Lemma B.8. For the other direction, suppose
that y is a ‖·‖-closest point in H to x. Then y ∈ H, and for any y′ ∈ H we have
dist‖·‖(y′,x) ≥ dist‖·‖(y,x) = r, so H ∩ Bx‖·‖(r)◦ = ∅. Thus, H is a support hyperplane of
Bx‖·‖(r) by Lemma B.9, since the ball is a convex body.
Lemma B.11 (Radial projection in convex sets). If C ⊆ Rd is convex and x ∈ C◦, then any
ray originating at x intersects ∂C in at most one point. If C is compact, the intersection
contains exactly one point.
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Proof. The version of this for compact C is the main claim in the proof of Proposition 4.26
on p. 80 of [Lee00] (see Lemma B.12 below). The case when C is noncompact can be
handled similarly.
Lemma B.12 (Convex sets in Euclidean space). Suppose C is a closed convex subset of Rd,
and let k = dim(aff C). Then C is homeomorphic to either the closed ball Bℓ2
k
, the closed
half-space Hk, or the Euclidean space Rk.
Proof. The proof when C is compact and k = d is given in Proposition 4.26 of [Lee00,
pp. 80–81]. The idea of the proof is to use Lemma B.11 above to define a homeomorphism
from ∂C to the sphere (using the closed map lemma [Lee00, Lemma 4.25, p. 79]), and then
extend the inverse of this map to a homeomorphism from the closed ball to C, again using
the closed map lemma. The more general version stated here can be proved similarly.
The following lemma enumerates some simple properties of the convex hull. The proof
is left to the reader.
Lemma B.13 (Properties of the convex hull).
1. If µ is a norm on Rd, then for any x,y ∈ Rd and r ≥ 0,
conv
(Bxµ(r) ∪ Byµ(r)) = [x,y] + rBµ.
2. For any A ⊆ Rd, convA = conv{support points of A}.
B.4 Metric Geometry
Let (X,dist) be a metric space. A path in X is a continuous function γ : I → X from an
interval I ⊆ R to X. The length of a path γ : [a, b]→ X with respect to dist is
Lendist(γ) := sup
N∑
i=1
dist
(
γ(ti−1), γ(ti)
)
, (B.2)
where the supremum is over all partitions a = t0 < t1 < · · · < tN = b of I = [a, b]. The curve
γ is called rectifiable with respect to the metric dist if Lendist(γ) <∞ (see [BBI01, p. 34]).
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The length operator defined by (B.2) satisfies the generalized triangle inequality (cf.
[BBI01, p. 35]):
If γ : [a, b]→ X is a path, then Lendist(γ) ≥ dist
(
γ(a), γ(b)
)
. (B.3)
The length operator Lendist can be used to define a new metric on X:
distLen(x,y) := inf
{
Lendist(γ) : γ : [a, b]→ X is a path with γ(a) = x, γ(b) = y
}
. (B.4)
The metric defined in (B.4) is called the intrinsic metric induced by dist. If it happens
that distLen = dist, then the metric dist is called intrinsic, and the metric space (X,dist) is
called a length space. It can be shown that the metric distLen itself is intrinsic according
to this definition (see [BBI01, pp. 37–39]). The metric distLen is called strictly intrinsic
if any two points in X can be joined by a path that achieves the infimum in (B.4), i.e. if for
any x,y ∈ X there exists a path γ from x to y such that distLen(x,y) = Lendist(γ); in this
case γ is called a shortest path or minimizing geodesic from x to y.
Lemma B.14 (Line segments minimize distance in any norm metric). If µ is any norm on
Rd, then distµ is strictly intrinsic, and any line segment is a shortest path.
Proof. Write Lenµ for the length operator induced by distµ via the definition (B.2). Let
γ : [a, b]→ Rd be a simple path whose image is the line segment from x to y. Then for any
partition a = t0 < t1 < · · · < tN = b of [a, b], the points x = γ(t0), γ(t1), . . . , γ(tN ) = y are
collinear and appear in the listed order, so by the definition (B.2) we have
Lenµ(γ) = sup
N∑
i=1
distµ
(
γ(ti−1), γ(ti)
)
= sup
N∑
i=1
µ
(
γ(ti)− γ(ti−1)
)
= µ(y − x),
where the final equality follows from the collinearity of the points x = γ(t0), γ(t1), . . . , γ(tN ) =
y. Thus, γ is a shortest path from x to y. Since x and y were arbitrary, this shows that
distµ is strictly intrinsic.
B.5 Probability and Analysis
Lemma B.15. (L1/2) implies
(
MMd
)
for all d ≥ 1.
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Proof. Suppose Y is a nonnegative random variable satisfying (L1/2), and let M2d :=
min{Y1, . . . , Y2d}, where d is a positive integer, and Y1, . . . , Y2d are i.i.d. random variables
with Yj
d
= Y for 1 ≤ j ≤ 2d. By definition, Y satisfies (MMd) if and only if M2d ∈ Ld.
By Exercise 38 on p. 199 of [Fol99, Section 6.4], for any p > 0 and any nonnegative random
variable X we have
X ∈ Lp ⇐⇒
∞∑
k=0
2kp Pr
{
X > 2k
}
<∞. (B.5)
By (B.5), since Y ∈ L1/2 we have
∞∑
k=0
2k/2 Pr
{
Y > 2k
}
<∞, (B.6)
and (B.6) implies that we can choose k0 large enough that
2k/2Pr
{
Y > 2k
}
< 1 for all k ≥ k0.
Then
2kdPr
{
Y > 2k
}2d
=
(
2k/2Pr
{
Y > 2k
})2d
< 2k/2Pr
{
Y > 2k
}
for all k ≥ k0.
Therefore we have
∞∑
k=k0
2kd Pr
{
M2d > 2
k
}
=
∞∑
k=k0
2kdPr
{
Y > 2k
}2d
<
∞∑
k=k0
2k/2 Pr
{
Y > 2k
}
<∞,
where the convergence of the sum follows from (B.6). Thus we have M2d ∈ Ld by (B.5), so
Y satisfies
(
MMd
)
.
The following lemma is a basic large deviations estimate which is the basis of many of
the results in Chapter 4, starting with Lemma 4.7.
Lemma B.16 (Large deviations estimate for i.i.d. sums). Let X,X1,X2, . . . be i.i.d. random
variables such that E ebX < ∞ for some b > 0. Then EX ∈ [−∞,+∞), and for any
x > EX, there are positive constants CB.16(x) and cB.16(x) (which depend on L(X)) such
that for any n ∈ N,
Pr

n∑
j=1
Xj ≥ nx
 ≤ CB.16(x)e−cB.16(x)n.
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Proof. This follows from basic large deviations theory. See for example Corollary 27.4 on
p. 541 of [Kal02].
The following lemma is cited in the proof of Theorem 2.35.
Lemma B.17. Let (Ω,A,Pr) be a probability space, and let A ∈ A be an event. Then the
following are equivalent.
1. Pr(A) = 0.
2. Pr(A | F) = 0 Pr-a.s. for some σ-field F ⊆ A.
3. Pr(A | F) = 0 Pr-a.s. for all σ-fields F ⊆ A.
Proof. For any A ∈ A and any σ-field F , Pr(A) = EPr(A | F) = 0 if and only if
Pr(A | F) = 0 a.s.
The following bound is used in several proofs in Chapters 4 and 5.
Lemma B.18 (A bound for “polynomial×geometric” series). For any n ∈ N, c > 0, and
a,m ≥ 0, ∞∑
j=n
(j + a)me−cj ≤ 4
(c ∧ 1)m+1 · (2m ∨ a)
m · e− c2n,
with the convention 00 = 1 when m = 0.
Proof. For any a,m ≥ 0 and b > 0, consider the function f : [−a,∞) → R+ defined by
f(x) = (x+a)me−bx, with the convention 00 = 1 when m = 0. Computing f ′(x) shows that
f attains a global maximum of f(xmax) =
(
m
be
)m
eba at xmax =
m
b −a, and f is decreasing on
[xmax,∞). Therefore, if xmax ≤ 0, then f |[0,∞) attains a maximum of f(0) = am at x = 0,
so we have
sup
x≥0
(x+ a)me−bx =

(
m
be
)m
eba if ab ≤ m,
am if ab ≥ m.
(B.7)
Note that if ab ≤ m, then (mbe)meba ≤ (mbe)mem = (mb )m, so (B.7) implies that
sup
x≥0
(x+ a)me−bx ≤
(m
b
∨ a
)m
. (B.8)
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Using the bound (B.8) with b = c/2 and x = j, for any n ∈ N we get
∞∑
j=n
(j + a)me−cj =
∞∑
j=n
(j + a)me−
c
2
je−
c
2
j
≤
(
2m
c
∨ a
)m
·
∞∑
j=n
e−
c
2
j
=
(
2m
c
∨ a
)m
· e
− c
2
n
1− e− c2
≤
(
2m
c ∧ 1 ∨ a
)m
· 4
c ∧ 1 · e
− c
2
n
≤ 4
(c ∧ 1)m+1 · (2m ∨ a)
m · e− c2n,
where in the second-to-last line we have used the bound
1
1− e− c2 =
e
c
2
e
c
2 − 1 ≤
2(
e
c
2 − 1) ∧ 1 ≤ 2( c2) ∧ 1 ≤ 4c ∧ 1 .
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Appendix C
ASYMPTOTIC EQUIVALENCE AND GROWTH OF TERRITORY
In this appendix we prove several elementary results that are applied to first-passage per-
colation in Chapter 4, but in a more abstract setting that reduces the notational distractions
that arise when considering the restricted first-passage percolation process.
C.1 Sublevel Sets and Inversion Formulas
Let X be a nonempty set. For a function f : X → [0,∞) and t ≥ 0, we let ηf (t) denote the
sublevel set of f up to the value t. That is,
ηf (t) := f
−1[0, t] = {x ∈ X : f(x) ≤ t}.
Clearly the function ηf : [0,∞)→ 2X is increasing with respect to set inclusion. Thus, if we
interpret t as a time parameter, we can think of ηf as a “pure growth process” in X, where
ηf (t) represents the set of points in X that the process has reached by time t. Observe that
the function ηf is also right-continuous, in that ηf (t) =
⋂
s>t ηf (s). Moreover, the left-hand
limit ηf (t−) exists at each t, and the function t 7→ ηf (t−) gives a left-continuous version of
the growth process:
ηf (t−) :=
⋃
s<t
ηf (s) = {x ∈ X : f(x) < t} = f−1[0, t).
We now give some general formulas for converting a particular statement about two functions
f and g into a statement relating their sublevel sets. We refer to these as “inversion
formulas” because they allow us to easily go back and forth between the functions f and g
and their inverse images ηf and ηg.
Lemma C.1 (Inversion formulas). Let X be a nonempty set, and let f, g : X → [0,∞).
Then for any α > 0 and t0 ≥ 0,
1.
{
∀x ∈ X, f(x) < t0 or f(x) < α−1g(x)
}
⇐⇒
{
∀t ≥ t0, ηg(αt) ⊆ ηf (t−)
}
.
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2.
{
∀x ∈ X, f(x) < t0 or f(x) ≤ α−1g(x)
}
⇐⇒
{
∀t ≥ t0, ηg(αt−) ⊆ ηf (t−)
}
.
3.
{
∀x ∈ X, f(x) ≤ t0 or f(x) < α−1g(x)
}
⇐⇒
{
∀t > t0, ηg(αt) ⊆ ηf (t−)
}
.
4.
{
∀x ∈ X, f(x) ≤ t0 or f(x) ≤ α−1g(x)
}
⇐⇒

∀t ≥ t0, ηg(αt) ⊆ ηf (t) or
∀t ≥ t0, ηg(αt−) ⊆ ηf (t) or
∀t > t0, ηg(αt) ⊆ ηf (t) or
∀t > t0, ηg(αt−) ⊆ ηf (t−) or
∀t > t0, ηg(αt−) ⊆ ηf (t).
Proof. The proof is an elementary exercise and is left to the reader.
Remark C.1.1. In Lemma C.1, the four statements on the left can be viewed as points in
the Boolean lattice {≤, <}2 ∼= {0, 1}2 if we partially order the statements by their strength
(i.e. statement 1 is the strongest, statement 4 is the weakest, and statements 2 and 3 are
intermediate). Similarly, the eight statements on the right correspond to points in the lattice
{>,≥}2×{≤, <} ∼= {0, 1}3, and the lemma posits a lattice homomorphism {0, 1}3 → {0, 1}2
in which each statement is logically equivalent to its image.
Lemma C.2 (More equivalent statements). Let X be a nonempty set, and let f, g : X →
[0,∞). Then for any α > 0 and t0 ≥ 0, the following equivalencies hold, where each
statement is implicitly prefaced by “∀x ∈ X,” and the braces separating the statements on
the right indicate disjunction.
1. f(x) < t0 or f(x) < α
−1g(x)⇐⇒

If f(x) ≥ t0 or g(x) ≥ αt0, then f(x) < α−1g(x).
If f(x) ≥ t0 or g(x) > αt0, then f(x) < α−1g(x).
2. f(x) < t0 or f(x) ≤ α−1g(x)⇐⇒

If f(x) ≥ t0 or g(x) ≥ αt0, then f(x) ≤ α−1g(x).
If f(x) ≥ t0 or g(x) > αt0, then f(x) ≤ α−1g(x).
3. f(x) ≤ t0 or f(x) < α−1g(x)⇐⇒

(
If f(x) > t0 or g(x) ≥ αt0, then either
f(x) < α−1g(x) or f(x) = t0 = α−1g(x).
)
If f(x) > t0 or g(x) > αt0, then f(x) < α
−1g(x).
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4. f(x) ≤ t0 or f(x) ≤ α−1g(x)⇐⇒

If f(x) > t0 or g(x) ≥ αt0, then f(x) ≤ α−1g(x).
If f(x) > t0 or g(x) > αt0, then f(x) ≤ α−1g(x).
Proof. The implications “⇐=” are all trivial, and it is elementary to prove “=⇒” in each
case.
Remark C.2.1. As in Lemma C.1, the equivalencies in Lemma C.2 can be interpreted as
a map between the Boolean lattices {0, 1}3 and {0, 1}2 in which the image of a statement in
{0, 1}3 is an equivalent statement in {0, 1}2. The anomalous statement in Part 3 is strictly
weaker than the more obvious “If f(x) > t0 or g(x) ≥ αt0, then f(x) < α−1g(x),” which is
intermediate between Statements 1 and 3.
C.2 Limits and Asymptotic Equivalence
We introduce a simple definition of “co-limiting behavior” for functions.
Proposition C.3 (Characterizations of co-limiting behavior). Let X be a nonempty set
and Y a topological space, with y ∈ Y . For a given pair of functions g : X → Y and
h : X → [0,∞), the following are equivalent.
1. For every neighborhood U of y, there exists M < ∞ such that g(x) ∈ U whenever
h(x) > M (equivalently, ∀ nbhd U of y, ∃M such that g(x) ∈ Y \ U ⇒ h(x) ≤M).
2. If {xn}n∈N is any sequence of points in X such that h(xn)→∞, then g(xn)→ y.
Proof. 1 implies 2: Let {xn}n∈N ⊆ X with h(xn) → ∞, and let U ⊆ Y be a neighborhood
of y. By 1, there exists M so that g(x) ∈ U whenever h(x) > M . Since h(xn) → ∞, we
have h(xn) > M eventually, so g(xn) ∈ U eventually. Thus g(xn)→ y.
2 implies 1: We will prove this by contradiction. Suppose 2 holds but 1 does not. Then
there exists a neighborhood U of y for which there is no M < ∞ such that h(x) ≤ M for
all x ∈ g−1(Y \ U) = X \ g−1U . Therefore, for every n ∈ N, there exists xn ∈ g−1(Y \ U)
(i.e. xn ∈ X with g(xn) 6∈ U) such that h(xn) > n. Thus h(xn) → ∞, so g(xn) → y by
assumption. But then g(xn) ∈ U eventually, contradicting our choice of xn.
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If g and h satisfy either of the equivalent conditions in Proposition C.3, we say that
“g(x) → y as h(x) →∞”, “g(x) → y if h(x)→∞”, or “h(x) →∞ implies g(x)→ y”, and
we write
lim
h(x)→∞
g(x) = y. (C.1)
We can also say that “g(x) → y uniformly in x with respect to h as h(x) → ∞,” since the
speed of convergence to the limit doesn’t depend directly on x but only on the value of h(x).
This construction provides a convenient way of describing asymptotics of functions defined
on an arbitrary space X by choosing h to be some function that approaches ∞ as x ∈ X
approaches the relevant values of the domain.
Remark C.4. The definition (C.1) can be generalized to allow h : X → Z, where Z is an
arbitrary topological space instead of [0,∞]. In this case we would write limh(x)→z g(x) = y
to mean g(x) → y ∈ Y as h(x) → z ∈ Z. If Z is not first-countable, then the second
condition in Proposition C.3 should be replaced with the analogous statement for nets.
Let X be a nonempty set and let h : X → [0,∞) be some “reference function” on X.
We say that two complex-valued functions f and g on X are asymptotically equivalent
as h→∞, and write f ∼ g as h→∞ if
f(x)
g(x)
→ 1 as h(x)→∞, x ∈ X. (C.2)
Note that for a given h, ∼ is an equivalence relation. Now suppose that f, g : X → [0,∞),
and take h = f ∨ g : X → [0,∞). We say that f and g are asymptotic at infinity, and
write f ∼ g at ∞, if
f(x)
g(x)
→ 1 as (f ∨ g)(x)→∞. (C.3)
Note that “at ∞” refers to the range of f or g, not the domain. Note also that ∼ defines
an equivalence relation on R+-valued functions on X (and this time there’s no need to fix
a reference function h first). Using the inversion formulas (Lemmas C.1 and C.2), we now
give several equivalent characterizations for two functions f and g being asymptotic at ∞,
in terms of their sublevel sets ηf and ηg.
Proposition C.5 (Asymptotic equivalence at ∞). Let X be a nonempty set, and let f, g :
X → [0,∞). The following are equivalent.
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1. f ∼ g at ∞, as defined in (C.3).
2. For all ǫ > 0, there exists t0 <∞ such that
ηg
(
(1− ǫ)t) ⊆ ηf (t) ⊆ ηg((1 + ǫ)t) for all t ≥ t0.
3. There exists a nonnegative function k on [0,∞) with k(t) = o(t) such that
ηg
(
t− k(t)) ⊆ ηf (t) ⊆ ηg(t+ k(t)) for all t ≥ 0.
4. There is some nonnegative o(t) function h(t) on [0,∞) such that for all ǫ > 0, there
exists t0 <∞ such that for all t > t0,
ηg
(
[(1− ǫ)t− h(t)]−) ⊆ ηf (t) and ηf (t−) ⊆ ηg((1 + ǫ)t+ h(t)).
5. For any ǫ > 0 and any o(t) function h(t) on [0,∞), there exists t0 <∞ such that for
all t ≥ t0,
ηg
(
(1− ǫ)t+ h(t)) ⊆ ηf (t−) and ηf (t) ⊆ ηg([(1 + ǫ)t− h(t)]−).
Because of the symmetry of Statement 1, the roles of f and g can be switched in any of the
other statements.
Proof. The equivalence 1 ⇐⇒ 2 follows easily from Lemmas C.1 and C.2, and the implica-
tions 5 =⇒ 2 =⇒ 4 are trivial. To complete the proof, we will show that 4 =⇒ 3 =⇒ 5.
(4 =⇒ 3) Suppose Statement 4 holds. By the equivalence of the various processes in
Part 4 of Lemma C.1, we can replace the strict inequality on t0(ǫ) with a weak one, and we
can replace the left-continuous processes with right-continuous ones. Thus, suppose there
exists a nonnegative function h(t) = o(t) such that for every ǫ > 0, there exists t(ǫ) < ∞
such that if t ≥ t(ǫ) then
ηg
(
(1− ǫ)t− h(t)) ⊆ ηf (t) ⊆ ηg((1 + ǫ)t+ h(t)).
For each positive integer n, let ǫn = 1/n. Set t0 = 0 and for each n ≥ 1 let tn = t(ǫn)∨ tn−1.
Let t∞ = limn→∞ tn = supn≥0 tn ≤ ∞, and let N = sup{n : tn = tn−1} ≤ ∞. Now let
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k(t) = (t+1)∨ sup{g(x)− t : f(x) ≤ t} on the interval [0, t1) (we can prove by contradiction
that this sup is finite for each t < t1 = t(1)), let k(t) = ǫnt+ h(t) on the interval [tn, tn+1)
for 1 ≤ n < N , and let k(t) = h(t) on [tN ,∞).
(3 =⇒ 5) Let k(t) be as in Statement 3. Given ǫ > 0 and h(t) = o(t), choose t0 large
enough that k(t) ≤ ǫt − h(t) for all t ≥ t0 (which is possible since k(t) and h(t) are o(t)).
Then for t ≥ t0 we get t− ǫt+ h(t) ≤ t− k(t) and t+ k(t) ≤ t+ ǫt− h(t), so
ηg
(
(1− ǫ)t+ h(t)) ⊆ ηg(t− k(t)) ⊆ ηf (t) ⊆ ηg(t+ k(t)) ⊆ ηg((1 + ǫ)t− h(t)).
This gives the corresponding statement with all the processes right-continuous. We can get
the stated version involving left-continuous processes by replacing h(t) with 1+h(t)∨h(t+1),
which is still o(t), and then replacing the t0 we obtain with t0 + 1.
Remark C.5.1. The equivalent statements in Proposition C.5 generalize the event that
appears in the Shape Theorem (Theorem 1.1 or 2.3). That is, the Shape Theorem says
precisely that if τ = {τ(e)}e∈E(Zd) is an i.i.d. collection of traversal times satisfying (FPSd)
and
(
MMd
)
, then there is a norm µ on Rd such that the functions f = Tτ (0, ·) and
g = distµ(0, ·) on Rd are almost surely asymptotic at ∞.
The following proposition shows that if the functions f and g define random growth
processes in X such that we have an exponentially good large deviations estimate for the
corresponding Shape Theorem holding at a fixed time t, then we automatically get an
exponentially good large deviations estimate for the event that the Shape Theorem takes
hold for good, i.e. that the containment in Part 2 of Proposition C.5 holds for all t ≥ t0.
Proposition C.6. Let X be a nonempty set, and let f, g be random elements of [0,∞)X
in some probability space (Ω,A,Pr). The following are equivalent.
1. For all ǫ > 0, there exist positive constants C and c such that for all t ≥ 0,
Pr
{
ηg
(
(1− ǫ)t) ⊆ ηf (t) ⊆ ηg((1 + ǫ)t)} ≥ 1− Ce−ct.
2. For all ǫ > 0, there exist positive constants C ′ and c′ such that for any t0 ≥ 0,
Pr
{
ηg
(
(1− ǫ)t) ⊆ ηf (t) ⊆ ηg((1 + ǫ)t) for all t ≥ t0} ≥ 1− C ′e−c′t0 .
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Proof. This follows from an easy adaptation of the proof of Lemma C.9 below, which is a
special case.
The following proposition gives various equivalent formulations of the probability bound
appearing in Part 2 of Proposition C.6, similar to the equivalent statements in Proposi-
tion C.5.
Proposition C.7. Let X be a nonempty set, and let f, g be random elements of [0,∞)X
in some probability space (Ω,A,Pr). The following are equivalent.
1. For all ǫ > 0, there exist positive constants C and c such that for all t ≥ t0,
Pr
{∣∣∣∣f(x)g(x) − 1
∣∣∣∣ < ǫ for all x ∈ X with (f ∨ g)(x) ≥ t0} ≥ 1− Ce−ct0 .
2. For all ǫ > 0, there exist positive constants C and c such that for any t0 ≥ 0,
Pr
{
ηg
(
(1− ǫ)t) ⊆ ηf (t) ⊆ ηg((1 + ǫ)t) for all t ≥ t0} ≥ 1−Ce−ct0 .
3. There is some o(t) function h : R+ → R+ such that for all ǫ > 0, there exist positive
constants C and c such that for all t ≥ 0,
Pr
{
ηg
(
[(1− ǫ)t− h(t)]−) ⊆ ηf (t) and ηf (t−) ⊆ ηg((1 + ǫ)t+ h(t))} ≥ 1− Ce−ct.
4. For any ǫ > 0 and any o(t) function h : R+ → R+, there exist positive constants C
and c such that for all t0 ≥ 0,
Pr
{
ηg
(
(1− ǫ)t+ h(t)) ⊆ ηf (t−) and ηf (t) ⊆ ηg([(1 + ǫ)t− h(t)]−) for all t ≥ t0}
≥ 1− Ce−ct0 .
Proof. Use Lemmas C.1 and C.2, and an argument similar to the proof of Proposition C.5.
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C.3 Applications to Restricted First-Passage Percolation
The next two results strengthen the large deviations estimate in Lemma 4.9.
Lemma C.8. Let τ be an i.i.d. traversal measure on E(Zd) satisfying (FPSd) and (EM),
and let µ be the shape function for τ from Theorem 1.1. For any ǫ > 0, there exist two
positive constants C1 and c1 such that for any t > 0,
1. Pr
{
η0;R
d
τ (t) ⊆ (1 + ǫ)tB◦µ
}
≥ 1− C1e−c1t, and
2. Pr
{
(1− ǫ)tBµ ⊆ η0;Rdτ (t−)
}
≥ 1−C1e−c1t.
Proof. Assume without loss of generality that ǫ < 1, and let C1(ǫ) = C(ǫ/2) and c1(ǫ) =
c(ǫ/2) · (1 − ǫ/2), where C and c are the ǫ-dependent constants from Lemma 4.9. For part
1, since (1 + ǫ/2)tBµ ⊆ (1 + ǫ)tB◦µ, we have
Pr
{
η0;R
d
τ (t) 6⊆ (1 + ǫ)tB◦µ
}
≤ Pr
{
η0;R
d
τ (t) 6⊆ (1 + ǫ/2)tBµ
}
≤ C(ǫ/2) · exp [−c(ǫ/2)t] < C1(ǫ) · exp[−c1(ǫ)t].
For part 2, note that since the set of infected sites increases with time, if some vertex
hasn’t been reached at a particular time s < t, then it hasn’t been reached at any earlier
time, so {
(1− ǫ)tBµ 6⊆ η0;Rdτ (t−)
}
=
⋂
s<t
{
(1− ǫ)tBµ 6⊆ η0;Rdτ (s)
}
.
Now for any s ≥ 1−ǫ1−ǫ/2 t, we have (1− ǫ)tBµ ⊆ (1− ǫ/2)sBµ and hence{
(1− ǫ)tBµ 6⊆ η0;Rdτ (s)
}
⊆
{
(1− ǫ/2)sBµ 6⊆ η0;Rdτ (s)
}
.
Take s = (1− ǫ/2)t. Then 1−ǫ1−ǫ/2t < s < t, so the above inclusions imply
Pr
{
(1− ǫ)tBµ 6⊆ η0;Rdτ (t−)
}
≤ Pr
{
(1− ǫ/2)sBµ 6⊆ η0;Rdτ (s)
}
≤ C(ǫ/2) · exp [−c(ǫ/2)s] = C1(ǫ) · exp [−c1(ǫ)t] .
In fact, while Lemma 4.9 tells us that the set of sites reached at a specific time t lies
within µ-distance ǫt of the deterministic process with high probability as t → ∞, we can
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strengthen this result even further to get an exponential bound on the probability that
η0;R
d
τ (t) is in the right range for all times larger than a given time. In other words, we can
get exponential tail bounds on the amount of time we have to wait for the Shape Theorem
to kick in for good.
Lemma C.9. Let τ be an i.i.d. traversal measure on E(Zd) satisfying (FPSd) and (EM),
and let µ be the shape function for τ from Theorem 1.1. For any ǫ > 0, there exist two
positive constants C ′1 and c
′
1 such that for any t > 0,
1. Pr
{
η0;R
d
τ (s) ⊆ (1 + ǫ)sB◦µ for all s ≥ t
}
≥ 1− C ′1e−c
′
1t, and
2. Pr
{
(1− ǫ)sBµ ⊆ η0;Rdτ (s−) for all s ≥ t
}
≥ 1− C ′1e−c
′
1t.
Proof. First we bound
Pr
{
(1− ǫ)sBµ ⊆ η0;Rdτ (s−) ⊆ η0;R
d
τ (s) ⊆ (1 + ǫ)sB◦µ for all s ∈ [t, t+ 1)
}
.
Let C ′′1 (ǫ) = C1(ǫ/2) ∨ exp[c1(ǫ/2) · (1 + 2/ǫ)] and c′1(ǫ) = c1(ǫ/2). For t ∈ [0,∞), define
Et =
{
η0;R
d
τ (s) 6⊆ (1 + ǫ)sB◦µ for some s ∈ [t, t+ 1)
}
.
Using the monotonicity of η0;R
d
τ (t) and tB◦µ with t, for any t ≥ 0 we have
Et =
⋃
t≤s<t+1
{
η0;R
d
τ (s) 6⊆ (1 + ǫ)sB◦µ
}
⊆
⋃
t≤s≤t+1
{
η0;R
d
τ (s) 6⊆ (1 + ǫ)tB◦µ
}
=
{
η0;R
d
τ (t+ 1) 6⊆ (1 + ǫ)tB◦µ
}
.
Now, if t ≥ 2ǫ + 1, then (1 + ǫ2)(t+ 1)B◦µ ⊆ (1 + ǫ)tB◦µ, so{
η0;R
d
τ (t+ 1) 6⊆ (1 + ǫ)tB◦µ
}
⊆
{
η0;R
d
τ (t+ 1) 6⊆ (1 + ǫ/2)(t+ 1)B◦µ
}
Therefore, using the above inclusions and applying Part 1 of Lemma C.8, for all t ≥ 2ǫ + 1
we have
Pr(Et) ≤ Pr
{
η0;R
d
τ (t+ 1) 6⊆ (1 + ǫ/2)(t+ 1)B◦µ
}
≤ C1(ǫ/2) · e−c1(ǫ/2)(t+1)
≤ C ′′1 (ǫ) · e−c
′
1(ǫ)t.
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On the other hand, if t ≤ 2ǫ + 1, then C ′′1 (ǫ) · e−c
′
1(ǫ)t ≥ 1 by our choice of C ′′1 and c′1, so the
above inequality is in fact valid for all t > 0.
Now, for t ∈ [0,∞), define
Ft =
{
(1− ǫ)sBµ 6⊆ η0;Rdτ (s−) for some s ∈ [t, t+ 1)
}
.
Using the monotonicity of η0;R
d
τ (t−) and tBµ with t, for any t ≥ 0 we have
Ft =
⋃
t≤s<t+1
{
(1− ǫ)sBµ 6⊆ η0;Rdτ (s−)
}
⊆
⋃
t≤s≤t+1
{
(1− ǫ)sBµ 6⊆ η0;Rdτ (t−)
}
=
{
(1− ǫ)(t+ 1)Bµ 6⊆ η0;Rdτ (t−)
}
.
Now if t ≥ 2ǫ − 2, then (1− ǫ)(t+ 1)Bµ ⊆ (1− ǫ2 )tBµ, so{
(1− ǫ)(t+ 1)Bµ 6⊆ η0;Rdτ (t−)
}
⊆
{
(1− ǫ/2)tBµ 6⊆ η0;Rdτ (t−)
}
.
Therefore, using the above inclusions and applying Part 2 of Lemma C.8, for all t ≥ 2ǫ − 2
we have
Pr(Ft) ≤ Pr
{
(1− ǫ/2)tBµ 6⊆ η0;Rdτ (t−)
}
≤ C1(ǫ/2) · e−c1(ǫ/2)t ≤ C ′′1 (ǫ) · e−c
′
1(ǫ)t.
On the other hand, if t ≤ 2ǫ − 2 < 2ǫ + 1, then C ′′1 (ǫ) · e−c
′
1(ǫ)t ≥ 1 by our choice of C ′′1 and
c′1, so the above inequality is in fact valid for all t > 0.
Finally, since ⋃
s≥t
s∈R
(Et ∪ Ft) ⊆
∞⋃
n=⌊t⌋
n∈N
(En ∪ Fn),
we have
Pr
⋃
s≥t
(Et ∪ Ft)
 ≤ ∞∑
n=⌊t⌋
Pr(En ∪ Fn)
≤
∞∑
n=⌊t⌋
2C ′′1 e
−c′1n
=
2C ′′1
1− e−c′1 · e
−c′1⌊t⌋
≤ 2C
′′
1
ec
′
1 − 1 · e
−c′1t =: C ′1e
−c′1t.
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The following lemma generalizes the above results and is used in Chapter 4.
Lemma C.10 (Equivalence of deviation bounds in first-passage growth). Let τ be a random
traversal measure on E(Zd) in some probability space (Ω,A,Pr), and let µ be a norm on
Rd. For any A,A′, S ⊆ Rd, the following are equivalent.
1. There exists an o(t) function φ : R+ → R+ such that for any ǫ > 0, there exist positive
constants C and c such that for all t > 0,
Pr
{
BA′;Sµ
(
[(1− ǫ)t− φ(t)]−) ⊆ ηA;Sτ (t) and η˜ A;Sτ (t−) ⊆ BA′;Sµ ((1 + ǫ)t+ φ(t))}
≥ 1− Ce−ct.
2. For any ǫ > 0 and any o(t) function φ : R+ → R+, there exist positive constants C ′
and c′ such that for all t0 ≥ 0,
Pr
{
∀t ≥ t0, BA
′;S
µ
(
(1− ǫ)t+ φ(t)) ⊆ η˜ A;Sτ (t−)
and ηA;Sτ (t) ⊆ BA′;Sµ
(
[(1 + ǫ)t− φ(t)]−)
}
≥ 1− C ′e−c′t0 .
Proof. This is a generalization of Lemma C.9; it follows from Propositions C.6 and C.7 by
choosing the functions f and g to be T˜ Sτ (A, ·), T Sτ (A, ·), or distSµ(A′, ·), as appropriate.
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