Abstract. For a finite alphabet A and ⌘ : Z ! A, the Morse-Hedlund Theorem states that ⌘ is periodic if and only if there exists n 2 N such that the block complexity function P⌘(n) satisfies P⌘(n)  n, and this statement is naturally studied by analyzing the dynamics of a Z-action associated with ⌘.
1. Introduction
Periodicity and complexity. Given a finite alphabet A, if ⌘ 2 A
Z is an infinite word, the block complexity function P ⌘ (n) is defined to be the number of distinct words of length n appearing in ⌘. The word ⌘ = (⌘ n ) n2Z is said to be periodic if there exists an integer m 2 N such that ⌘ n = ⌘ n+m for all n 2 Z. The classical Morse-Hedlund Theorem gives the relationship between these two notions: Theorem 1.1 (Morse-Hedlund [12] ). The infinite word ⌘ 2 A Z is periodic if and only if there exists an integer n 1 such that P ⌘ (n)  n. For ⌘ 2 A Z d , the (n 1 ⇥ . . . ⇥ n d )-block complexity function P ⌘ (n 1 , . . . , n d ) is the number of distinct n 1 ⇥. . .⇥n d blocks occurring in ⌘. Periodicity also has a natural higher dimensional generalization, and we say that the infinite word ⌘ = (⌘ñ )ñ 2Z d is periodic if there exists a period vector, meaning a vectorm 2 Z d such that ⌘ñ = ⌘ñ +m for allñ 2 Z d .
Nivat conjectured that there is a simple analog of the Morse-Hedlund Theorem in two dimensions:
Conjecture (Nivat [13] ). For ⌘ 2 A Z 2 , if there exist integers n, k 1 such that P ⌘ (n, k)  nk, then ⌘ is periodic. In a first step toward the conjecture, Sander and Tijdeman [17] showed that if there is some n such that P ⌘ (n, 2)  2n (or such that P ⌘ (2, n)  2n), then ⌘ is periodic. Soon after, Epifanio, Koskas and Mignosi [8] proved a weak version of the conjecture showing that if P ⌘ (n, k)  nk 144 for some n and k, then ⌘ is periodic; Quas and Zamboni [14] improved the constant to Conversely, Sander and Tijdeman [15, Example 5] found counterexamples to the analog of Nivat's Conjecture in higher dimensions: if d 3 and n 2 N, there exists aperiodic ⌘ 2 {0, 1} Z d , depending on n and d, for which P ⌘ (n, . . . , n) = 2n d 1 +1. This even rules out the possibility that an analog of Quas and Zamboni's Theorem holds for d 3. The construction described by Sander and Tijdeman is a discretization of two skew lines in R d , and so does not provide a counterexample to Nivat's Conjecture in dimension two.
As with the Morse-Hedlund Theorem, Nivat's conjectured relation between complexity and periodicity is sharp: the aperiodic coloring 2 {0, 1} Z 2 with a 1 at (0, 0) and 0 elsewhere satisfies P (n, k) = nk + 1 for all integers n, k 1. In contrast to the Morse-Hedlund Theorem, the relation is not an equivalence. Berthé and Vuillon [1] and Cassaigne [6] gave examples of infinite 2-dimensional words ⌘ that are periodic, but whose block complexity satisfies P ⌘ (n, k) = 2 n+k 1 for all integers n, k 1.
Further partial results connected to Nivat's Conjecture and its generalizations are given in [1, 4, 7, 16, 15] , and we refer the reader to [6] or [10] for more extensive discussions.
Our main result is an improvement on Quas and Zamboni's Theorem:
, if there exist integers n, k 1 such that P ⌘ (n, k)  nk 2 , then ⌘ is periodic.
Our proof is dynamical in nature: we associate a Z 2 -dynamical system with ⌘ and study its subdynamics to prove the periodicity of ⌘.
1.2.
Expansive subdynamics and the conjecture. Suppose A is a finite alphabet; throughout we assume that |A| > 1. In a classical way, we endow A with the discrete topology, A In this dynamical setup, we can rephrase periodicity. The statement that ⌘ is periodic is equivalent to saying that Z d does not act faithfully on X ⌘ . A word ⌘ is doubly periodic if it has two non-commensurate period vectors, and for d = 2, the statement ⌘ is doubly periodic becomes X ⌘ is finite. To understand the dynamics of subactions in a Z d -dynamical system, Boyle and Lind [2] introduced the notion of expansiveness for subspaces of R d . The condition of expansiveness for a given Z d -action is open in each of the Grassmannian manifolds of R d and important dynamical quantities, such as measure-theoretic and topological directional entropy, vary in a controlled manner within each connected component of this set [2] . Boyle and Lind define a subspace V ✓ R d to be expansive if there exist an expansiveness radius r > 0 and an expansiveness constant > 0 such that whenever x, y 2 X satisfy d(Tũ x, Tũ y) < for allũ with d(ũ, V ) < r, then x = y. Any subspace that is not expansive is called a nonexpansive subspace. They showed that Z d -dynamical systems with nonexpansive subspaces are common: Theorem 1.3 (Boyle and Lind [2] ). Let X be an infinite compact metric space with a continuous Z d -action. For each 0  k < d, there exists a k-dimensional subspace of R d that is nonexpansive. When restricting to d = 2 and the context of X = X ⌘ , a simple corollary is that ⌘ is doubly periodic if and only if every subspace of R 2 is expansive. (As throughout the paper, we mean this with respect to the Z 2 -action on X ⌘ by translation.) When there exist n, k 2 N such that P ⌘ (n, k)  nk, the connection between expansive subspaces of R 2 and periodicity of ⌘ goes deeper. We show:
and X ⌘ := O(⌘). If there exist n, k 2 N such that P ⌘ (n, k)  nk and there is a unique nonexpansive 1-dimensional subspace for the Z 2 -action (by translation) on X ⌘ . Then ⌘ is periodic but not doubly periodic, the unique nonexpansive line L is a rational line through the origin, and every period vector for ⌘ is contained in L.
Thus Nivat's Conjecture reduces to:
, X ⌘ := O(⌘), and there exist n, k 2 N such that P ⌘ (n, k)  nk, there is at most one nonexpansive 1-dimensional subspace for the Z 2 -action (by translation) on X ⌘ . Under a stronger hypothesis, on the complexity, we show that this holds:
and there exist n, k 2 N such that P ⌘ (n, k)  nk 2 , then there is at most one nonexpansive 1-dimensional subspace for the Z 2 -action (by translation) on X ⌘ . Theorem 1.2 follows immediately by combining Theorems 1.4 and 1.5. Summarizing, if ⌘ 2 A Z 2 and there exist n, k 2 N for which P ⌘ (n, k)  nk, we prove that there is a trichotomy for the Z 2 -action by translation on X ⌘ : (i) No nonexpansive 1-dimensional subspaces. In this case, Theorem 1.3 implies that ⌘ is doubly periodic. (ii) A unique nonexpansive 1-dimensional subspace. In this case, Theorem 1.4 implies that ⌘ is periodic, but not doubly periodic. (iii) At least two nonexpansive 1-dimensional subspaces. If one could show that this case can not hold, Nivat's Conjecture follows. In Theorem 1.5, we show that this case is impossible if we strengthen the hypothesis on ⌘ to the existence of n, k 2 N such that P ⌘ (n, k)  nk 2 .
1.3. Another reformulation of the conjecture. The proofs of Theorems 1.4 and 1.5 ultimately rely on the fact that if there exist n, k 2 N with P ⌘ (n, k)  nk, then the value of ⌘ñ can be deduced from information about the value of ⌘m form 2 Z 2 that are nearby in an appropriate sense. Following Sander and Tijdeman [15] , we make the following definition: Definition 1.6. For S ✓ Z 2 , let W(S, ⌘) := {(Tũ ⌘) S :ũ 2 Z 2 } be the set of distinct ⌘-colorings of S (or S-words) and define the ⌘-complexity function to be P ⌘ (S) := |W(S, ⌘)| . Note that this generalizes the definition of the complexity function P ⌘ (n, k) for rectangles. It is immediate that if T ⇢ S, then P ⌘ (T )  P ⌘ (S).
If T ⇢ S and ↵ 2 W(T , ⌘), we say that ↵ extends uniquely to an ⌘-coloring of S if there exists a unique 2 W(S, ⌘) such that T = ↵.
We define a discrepancy function that measures the di↵erence between the complexity of a set and its size: Definition 1.7. For ⌘ : Z 2 ! A, the ⌘-discrepancy function D ⌘ (S), or just the discrepancy function D(S) when ⌘ is clear from context, is defined on the set of all nonempty, finite subsets of Z 2 by D ⌘ (S) := P ⌘ (S) |S| . The discrepancy function has the useful property (Lemma 2.1) that if S ⇢ Z 2 and x 2 S, then either D ⌘ (S \ {x})  D ⌘ (S) or every ⌘-coloring of S \ {x} extends uniquely to an ⌘-coloring of S . The discrepancy of any one element subset of Z 2 is |A| 1 > 0 and the hypothesis of Nivat's conjecture is that there exists a rectangular subset of Z 2 whose discrepancy is non-positive. This implies (Corollary 2.5) the existence of a set S ⇢ Z 2 with the property that for any x 2 S, every ⌘-coloring of S \ {x} extends uniquely to an ⌘-coloring of S.
In this terminology, the Modified Nivat Conjecture becomes: -action (by translation) on X ⌘ . Theorem 1.4 uses the set S to show that for allũ 2 Z 2 , the value of Tũ ⌘ along a strip depends only on its restriction to a particular finite set. Theorem 1.5 is more subtle. The stronger hypothesis on the complexity P ⌘ (n, k) allows us to show that nonexpansiveness gives rise to periodicity along strips (a more precise statement is contained in Proposition 4.8). When there are multiple nonexpansive subspaces, this forces ⌘ to be doubly periodic on large, finite subsets of Z 2 . We then complete the argument with an elaborate proof by contradiction by analyzing ⌘ on the boundary of these subsets.
1.4.
A guide to the paper. Sections 2 and 3 develop tools for analyzing the nonexpansive subspaces of X ⌘ . In Section 2, we define ⌘-generating sets, which allow us to extend colorings to large regions, and prove a number of elementary lemmas establishing their existence and properties. In Section 3, we use this machinery to prove Theorem 1.4. Along the way, we provide a new proof of Boyle and Lind's Theorem (Theorem 1.3) adapted to our setting. The remainder of the paper is devoted to the proof of Theorem 1.5. In Section 4, we show how the stronger complexity bound assumed in Theorem 1.5 can be used to obtain additional control over the set of nonexpansive directions for X ⌘ and in Section 5, we use the machinery from Section 4 to complete the proof of Theorem 1.5.
2. Generating sets and periodicity 2.1. Geometric notation and terminology. If R ⇢ R 2 , we denote the convex hull of R by conv(R). A subset S ✓ Z 2 is called convex if S = conv(S) \ Z 2 , and we let @S denote the boundary of conv(S). A boundary vertex of a convex set S ✓ Z 2 is a point in @S \ Z 2 which is a vertex of the convex polygon @S, and a boundary edge of S an edge of @S. We use V (S) to denote the set of boundary vertices of S and E(S) to denote the set of boundary edges of S.
If S ⇢ Z 2 is convex and conv(S) has positive area, our standard convention is that the boundary of S is positively oriented. When |S| < 1, this orientation endows each w 2 E(S) with a well-defined successor edge, denoted succ(w) 2 E(S) and a predecessor edge, denoted pred(w) 2 E(S). In the case that |S| = 1, there is a unique w ↵ 2 E(S) that does not have a predecessor edge and a unique w ! 2 E(S) that does not have a successor edge. We extend the functions succ(·) and pred(·) to infinite convex sets in the natural way (leaving pred(w ↵ ) and succ(w ! ) undefined). With these conventions, each w 2 E(S) inherits an orientation from the boundary of S, and so we make a slight abuse of the notation by viewing w 2 E(S) as both a set and an oriented line segment. Thus we can refer to an oriented line in R 2 as being parallel or antiparallel (or neither) to a given element of E(S).
A convex set H ⇢ Z 2 is called a half plane if conv(H) has positive area and E(H) contains only a single edge. In this case, the unique boundary edge is a line in R 2 . Givenṽ 2 R 2 \ {0}, aṽ-half plane is a half plane whose boundary edge is parallel toṽ. If S ⇢ Z 2 is convex andṽ 2 R 2 \ {0}, then the intersection of all v-half planes containing S is aṽ-half plane whose boundary`(ṽ, S) has nonempty intersection with @S. In this case,`(ṽ, S) is the support line of S determined byṽ. Note that`(ṽ, S) \ conv(S) is either a boundary edge or a boundary vertex of S.
We make use of two notions of size:
2 is a line segment, then kwk denotes the length of w.
In particular, if S ⇢ Z 2 is a finite convex set and w 2 E(S), then kwk is the length of w, while |w \ S| is the number of integer points on it.
We denote the n by k rectangle based at the origin by
The discrepancy function and ⌘-generating sets. We use the discrepancy function to derive a number of useful properties of functions
is finite, convex, and |S| 2. If x is a boundary vertex of S, then either every ⌘-coloring of S \{x} extends uniquely to an ⌘-coloring
Proof. If there is some ⌘-coloring of S \ {x} that extends non-uniquely to an ⌘-coloring of S, then
. ⇤ Motivated by Lemma 2.1, we make the following definition:
2 is a finite, convex set and x 2 S, we say that x is ⌘-generated by S if every ⌘-coloring of S \ {x} extends uniquely to an ⌘-coloring of S. A finite, nonempty, convex subset of Z 2 for which every boundary vertex is generated is called an ⌘-generating set.
is a finite, convex set and D ⌘ (S)  0. Let T be a minimal set (with respect to partial ordering by inclusion) among all nonempty convex subsets of S with discrepancy at most D ⌘ (S). Then T is an ⌘-generating set, and if
Proof. We proceed by contradiction. Let x 2 T be a boundary vertex that is not generated. Since any one element set has discrepancy |A| 1 > 0, T must contain at least two elements; in particular T \ {x} is nonempty. Furthermore, T \ {x} is convex and by Lemma 2.1,
, a contradiction of the minimality of T .
For the change in discrepancy, note that any vertex y 2 T is generated and so P ⌘ (T ) = P ⌘ (T \ {x}). The statement follows since |T | = |T \ {x}| + 1. ⇤ Remark 2.4. Many of our constructions assume that we have fixed a function ⌘ : Z 2 ! A, an ⌘-generating set S, and an edge w 2 E(S). It is often convenient to assume that the oriented line segment w points vertically downward. Such an assumption is not restrictive: if A 2 GL 2 (Z), then A 1 (S) is convex and
. Therefore S is an ⌘-generating set if and only if A 1 (S) is an (⌘ A)-generating set, and we have no change in the discrepancy. Since GL 2 (Z) acts transitively on directed rational lines through the origin in R 2 , in constructions that only rely on S being ⌘-generating, we can always make a change of coordinates such that w is vertical with downward orientation.
is a finite, convex set with ⌘-discrepancy d  0, then S contains a (strictly decreasing) nested family of ⌘-generating subsets S 1 . . . S |d|+1 .
Proof. Let S 1 be a nonempty, convex subset of S which is minimal (with respect to inclusion) among all convex subsets having discrepancy at most d; such a set must exist because a one element subset of S has positive discrepancy. By Lemma 2.3, S 1 is ⌘-generating and contains at least two elements (because it has nonpositive ⌘-discrepancy).
Suppose that for some i < |d| + 1, we have constructed ⌘-generating sets S 1 S 2 . . .
We can then pass to a subset S i+1 ofS i which is minimal among all subsets of S i that have discrepancy at most D ⌘ (S i ), and note that by Lemma 2.3, S i+1 is ⌘-generating. This process continues for at least |d| + 1 steps. ⇤ Corollary 2.6. Suppose that S ⇢ Z 2 is a finite, convex set with ⌘-discrepancy d  0. For any i 2 N and any x 1 , . . . , x i 2 S such that S \ {x 1 , . . . , x i } is convex and nonempty, we have that
Proof. If x j is not ⌘-generated, then by Lemma 2.1 the discrepancy does not increase when it is removed. If x j is ⌘-generated, then by Lemma 2.3 the discrepancy increases by exactly one. ⇤ This corollary becomes relevant in our constructions: if we know that D ⌘ (S) < 0, we are free to remove any |D ⌘ (S)| elements from S and are guaranteed that the resulting set contains an ⌘-generating subset (provided it is convex).
A key fact about the discrepancy function which is crucial in Sections 4 and 5 is the following:
is a convex ⌘-generating set for which every nonempty proper subset has strictly larger ⌘-discrepancy and let w 2 E(S). If S \ {w} 6 = ;, then there are at most |w \ S| 1 ⌘-colorings of S \ {w} that extend non-uniquely to ⌘-colorings of S.
On the other hand, there are no more than P ⌘ (S) P ⌘ (S \ {w}) distinct ⌘-colorings of S \ {w} that extend non-uniquely to an ⌘-coloring of S. ⇤ Lemma 2.8. Suppose that S ⇢ Z 2 is a finite convex set and there are two edges w 1 , w 2 2 E(S) that are antiparallel. Then any line parallel to w 1 that has nonempty intersection with S contains at least min i=1,2 {|w i \ S| 1} integer points.
Proof. Without loss of generality, suppose that |w 1 \ S|  |w 2 \ S|. If`is a line parallel to w 1 that has nonempty intersection with S, then by convexity k`\ conv(S)k kw 1 k (recall that k · k denotes the length of a line segment in R 2 ). The distance between any two consecutive integer points on`is the same as the distance between two consecutive integer points on the line determined by w 1 , since the two sets di↵er only by a translation taking the integer points on one to the integer points on the other. Since the distance between |w 1 \ S| integer points on a line parallel to`is exactly kw 1 k, any interval in`of length at least kw 1 k must contain at least |w 1 \ S| 1 integer points. In particular,`\ conv(S) does. ⇤
We finish this subsection with two quick applications of generating sets. The first is a relation that we use in the sequel to eliminate irrational nonexpansive directions:
is an irrational line through the origin, then L is expansive on X ⌘ .
Proof. Let S be an ⌘-generating set. Choose an expansiveness radius r > 0 such that S is contained in the set
Let`be the support line of S in direction L and letw = S \`2 V (S). Define
Since S is finite, c > 0. We claim that ⌘ U determines all of ⌘. If not, set
Then d is finite (or we are already finished) and d r.
and such that ⌘(ỹ) is not determined by ⌘ U . Translating S, we can assume thatw =ỹ. Then there are two possibilities. The first is that S \ {ỹ} ⇢ U d 0 , and then since S is ⌘-generating we have a contradiction. Otherwise, S \ {w} \ U d 0 = ;, and then replacing L in the proof by its opposite orientation, the same argument leads to a contradiction. ⇤ The second application relates to entropy:
to be the Z 2 -subshift of finite type generated by the S-words of ⌘. (In more common terminology, if F S := A S \ W(S, ⌘) is the set of all S words not occurring in ⌘, then X S (⌘) is the Z 2 -subshift of finite type whose set of forbidden words is F S .) An (S, ⌘)-coloring of a set T ✓ Z 2 is any function of the form {f T : f 2 X S (⌘)}.
Lemma 2.11. If ⌘ : Z 2 ! A and there is an ⌘-generating set S ✓ Z
2
, then for any finite S 0 ◆ S the Z 2 -dynamical system (X S 0 (⌘), {Tũ }ũ 2Z 2 ) has topological entropy zero.
Proof. Choose n, k 2 N such that S 0 ✓ R n,k . Then for any n 0 > 2n and k 0 > 2k, the function ⌘ R n 0 ,k 0 is determined by is restriction to the set [0, n
0 4nk and
12. In dimension one, the analog of Lemma 2.11 holds and leads to (another) proof the Morse-Hedlund theorem: a one-dimensional subshift of finite type either has positive entropy or every element is periodic. In dimension two, there are zero entropy Z 2 -subshifts of finite type that do not contain any periodic elements. Thus Lemma 2.11 serves as an indication that generating sets are dynamically interesting, rather than providing an approach to Nivat's conjecture.
2.3.
Ambiguous half planes and periodicity. In this section, we develop a relationship between the notions of nonexpansivity and periodicity. The main result is Lemma 2.18. To state and prove the lemma, we start with some terminology.
Definition 2.13 (Ambiguous extension). If
Ambiguity becomes especially interesting when T 2 T 1 is produced in some way by T 1 , and this is captured in the following definition: Definition 2.14 (Enveloping set). Ifṽ 1 , . . . ,ṽ n 2 Z 2 \{0} is a collection of vectors, we say that a convex set T ✓ Z 2 is {ṽ 1 , . . . ,ṽ n }-enveloped if for every w 2 E(T ), there exists i 2 {1, . . . , n} such that w is parallel toṽ
i . An enveloping set for T is a set of vectors that envelops it. A minimal enveloping set for T is a collection of vectors that envelops T and such that no proper subset su ces.
Given a convex region, we define an extension over an edge of the region (it may help to refer to Figure 1 while reading this definition). The definition splits into several cases depending on the type of edge: Definition 2.15. Suppose T ✓ Z 2 is convex, conv(T ) has positive area, and each w 2 E(T ) determines a rational line in R 2 .
(i) Suppose w points vertically downward. Without loss of generality, assume it is a subset of the y-axis.
(a) If w has both a successor edge and a predecessor edge in E(T ), choose a, b, c, d 2 Q such that pred(w) ✓ {(x, y) 2 R 2 : y = ax + b} and succ(w) ✓ {(x, y) 2 R 2 : y = cx + d}. If there is an integer < 0 such that c + d  a + b and c + d, a + b 2 Z, then for maximal such , we define the w-extension Ext w (T ) of T to be the set Ext
If no such exists, we define Ext w (T ) := T . (b) If w has a successor edge but does not have a predecessor edge, choose c, d 2 Q such that succ(w) ✓ {(x, y) 2 R 2 : y = cx + d}. Choose maximal < 0 such that c +d 2 Z. Then we define the w-extension
(c) If w has a predecessor edge but does not have a successor edge, choose a, b 2 Q such that pred(w) ✓ {(x, y) 2 R 2 : y = ax + b}. Choose maximal < 0 such that a +b 2 Z. Then we define the w-extension Ext w (T ) of T to be the set Ext
(ii) If w does not point vertically downward, let A 2 GL 2 (Z) be such that Aw points vertically downward. We define the w-extension of T to be A 1 (Ext w (AT )). (Note that this set does not depend on the choice of A.) It follows that Ext w (T ) is a convex, B-enveloped set containing T , and may be T itself. If Ext w (T ) strictly contains T , then there is a finite collection of lines 1 , . . . ,`m such that
•`i is parallel to w for all i;
is convex for all i; • we can decompose Ext w (T ) \ T as the disjoint union:
In this case, m is called the depth of the extension.
is the (w, j)-subextension of T (note that the (w, j)-subextension may not be Benveloped). The (w, 0)-subextension of T is T itself.
Suppose H is a half plane and w 2 E(H) is its unique boundary edge. If f 2 X S (⌘), we say that f H is (S, ⌘)-ambiguous if it is (S, w, ⌘)-ambiguous. Definition 2.17. If T is a convex set, S ⇢ T is convex, and w 2 E(S) is parallel to an edgeŵ 2 E(T ), let V S,T ,w be the set of translations that take S to a subset of T such that the edges parallel to w overlap: 
Let I min , I max be the minimum and maximum elements of I, respectively (allowing I min = 1 and I max = +1 if necessary). Then the (S, w)-border of T is the set
For g 2 N, the g-interior of the (S, w)-border is the set
We show that ambiguity is a source of periodicity:
of H is periodic with period vector parallel to w 1 . Its period is at most |w 1 \ S| 1.
Proof. Without loss of generality (see Remark 2.4), we assume that w 1 and w 2 are vertical, and w 1 points downward. Let h := |w 1 \ S| 1 and for each vertical lineẁ ith nonempty intersection with S, letx`denote the bottom-most element of`\ S. By Lemma 2.8,
DefineS := S \ {w 1 },T := T \ {w 1 }, and fix a vectorũ 2 Z 2 such thatT +ũ is contained in the (S, w 1 )-border of H.
We claim that for any 2 Z, the ⌘-coloring ofS given by f S +ũ + (0, ) has at least two extensions to an ⌘-coloring of S. Instead, suppose not. Then the coloring f H uniquely determines the ⌘-coloring of H [ {S +ũ + (0, )}, which in particular determines the ⌘-coloring of all but one of the elements of the set S +ũ + (0, + 1). Since S is ⌘-generating, this uniquely determines the ⌘-coloring of H [ (S +ũ + (0, + 1)). Now for i 0, suppose the ⌘-coloring of
has been determined. Then the ⌘-coloring of all but one of the elements of the set S +ũ + (0, + i + 1) is determined. Since S is ⌘-generating, this determines the ⌘-coloring of H [ {S +ũ + (0, + i + 1)}. By induction, this holds for all i 0. Similarly for all i  0. But this contradicts the ambiguity of the ⌘-coloring of H.
Recall that since S is ⌘-generating, D ⌘ (S) > D ⌘ (S) and so P ⌘ (S) > P ⌘ (S) |w 1 \ S|. Therefore, the number of ⌘-coloring ofS that do not uniquely extend ⌘-colorings of S is at most h = |w 1 \ S| 1. In particular, there are at most h ⌘-colorings ofT that arise as the restriction of f to a set of the formT +ũ + (0, i), where i 2 Z.
Define a color setÃ whose colors are ⌘-colorings of {x`:`is vertical,`\S 6 = ;} occurring as the restriction of f to a set of the form
is the number of ⌘-colorings ofT occurring as the restriction of f to a set of the formT +ũ + (0, i). But we have shown that P g (h)  h. By the Morse-Hedlund Theorem, g is periodic with period at most h. The result now follows from the definition of g. ⇤
The proof of Lemma 2.18 holds in a slightly more general setting, and we make use of these forms in Section 4. Corollary 2.19 generalizes the result to the case of a more general convex set instead of a half plane, and Corollary 2.20 replaces the assumption that S is ⌘-generating with a more general condition.
is an ⌘-generating set, and there are antiparallel w 1 , w 2 2 E(S). Suppose |w 1 \ S|  |w 2 \ S|, T is a convex set containing S, and there is someŵ 1 2 E(T ) that is parallel to w 1 and su ciently long such that Extŵ
If f 2 X S (⌘) and f T is (T ,ŵ, ⌘)-ambiguous, then there is some j, between 0 and the depth of theŵ-extension of T , such that the restriction of f to the |w 1 \ S|-interior of the (S \ {w 1 },ŵ 1 )-border of the (w, j)-subextension of T is periodic with period vector parallel to w 1 and of period at most |w 1 \ S| 1.
Proof. Choose the integer j to be the index of the largest (w, j)-subextension of T to which the ⌘-coloring of T , given by f T , extends uniquely. Thereafter, the proof is identical to that of Lemma 2.18, except that the application of the Morse-Hedlund Theorem is to a finite (or semi-infinite) interval in Z instead of to Z itself. ⇤ Corollary 2.20.
is a convex set for which • There exists w 2 E(S) such that for any line`parallel to w that has nonempty intersection with S, we have |`\ S| |w \ S| 1;
• The two endpoints of w are ⌘-generated by S;
Then under the hypotheses of Corollary 2.19, with the assumption that S is ⌘-generating replaced by the conditions listed above, the conclusion of Corollary 2.19 holds.
Proof. The proof is the same as that of Lemma 2.18, as these assumptions on S are the only ones that were used. ⇤ 3. Rigidity, shiftability, and periodicity
By Corollary 2.5, there is an ⌘-generating subset S ✓ R n,k . A half plane cannot have an (S, ⌘)-ambiguous coloring unless the unique boundary edge is parallel to an edge of S, as otherwise we can use S to extend the coloring uniquely to a larger half-plane. However S may not be uniquely determined (and by Corollary 2.5 it is not unique if the discrepancy is strictly negative) and so aṽ-half plane cannot have an (S, ⌘)-ambiguous coloring unless every ⌘-generating subset of R n,k has an edge parallel toṽ. This motivates the following definition:
is a rational line through the origin and A 2 GL 2 (Z) maps the y-axis to`. For a, b 2 N, we say that`is ⌘-shiftable
A rational line is ⌘-shiftable if there exist a, b 2 N and A 2 GL 2 (Z) such that it is ⌘-shiftable with parameters (a, b, A), or just shiftable when ⌘ is clear from the context.
A rational line through the origin which is not shiftable is called ⌘-rigid, or just rigid when ⌘ is clear from the context. We can also refer to a vectorṽ 2 Z 2 \ {0} as being shiftable or rigid, meaning that the span ofṽ is shiftable is shiftable or rigid, respectively.
Although the y-axis seems to play a distinguished role in the definitions of shiftable and rigid, the choice of this direction is arbitrary (see Remark 2.4).
The notion of shiftability, and more importantly rigidity, are one sided versions of expansiveness and nonexpasiveness used in Boyle and Lind [2] . More precisely, shiftability is a property of a directed line, while expansiveness is a property of a line; a line is expansive when both possible orientations of the line are shiftable. They play a similar role, allowing an extension of given information in a region to a larger region.
n,k is an ⌘-generating set, then a rational line`through the origin is ⌘-rigid if and only if there exists an (S, ⌘)-ambiguous`-half plane P .
Moreover, there exist f, g 2 O(⌘) such that the restrictions of f and g to the half plane P coincide, but they di↵er on its`-extension.
Proof. If there is an (S, ⌘)-ambiguous`-half plane, then`must be rigid; otherwisè -expansivity and the fact that S is a generating set contradicts ambiguity of the half plane. Conversely, if`is rigid and A 2 GL 2 (Z) maps the y-axis to`, then for
Applying A 1 to this half plane gives the result. ⇤
The following simple lemma is used to limit possible directions of periodicity:
If S is an ⌘-generating set, then for any ⌘-rigid direction`, there is a boundary edge w`2 E(S) parallel to`.
In particular,`can be translated such that it intersects R n,k in at least two places.
Proof. Suppose S ✓ R n,k is an ⌘-generating set but any translation of`intersects S in at most one place. Choose a translation of`which intersects S at a vertex, and without loss of generality assume this translation of`intersects S at the origin. Let A 2 GL 2 (Z) be a map taking the y-axis to`. Choose an (A 1 (S), ⌘ A)-ambiguous coloring of H 0 := {(x, y) 2 Z 2 : x 0}. Notice that
This contradicts the (A 1 (S), ⌘ A)-ambiguity of the coloring of H 0 . ⇤ Combining this lemma with Lemma 2.9, we have:
in at least two points. 3.2. A characterization of double periodicity.
containing at least A integer points and such that @S is (ṽ 1 , . . . ,ṽ m )-enveloped, has a boundary edge that contains at least n integer points.
Proof. For each i = 1, 2, . . . , m choose a length L i 2 R such that any rational line parallel toṽ i of length at least L i contains at least n integer points. Define
By Pick's Theorem, the area of conv(S) is given by (# of integer points inside conv(S)) + (# of integer points on @S) 2 1.
Since S contains at least A integer points, either the number of integer points on @S is at least mn or the area of conv(S)
In the former case, at least one of the edges of @S contains n integer points. In the latter case, the isoperimetric inequality implies that the length of @S is at least L 1 + · · · + L m , and so at least one of the edges contains n integer points. ⇤ Lemma 3.6. Suppose ⌘ :
is a finite, convex set whose boundary edges are labeled w 1 , . . . , w n where w i+1 = succ(w i ) for all i = 1, . . . , n (indices are taken mod n). Assume that there exist a, b, c, d 2 Q such that
• w n is parallel to the line y = ax + b; • w 2 is parallel to the line y = cx + d.
If the two endpoints of w 1 are ⌘-generated by S, then any (⌘, S)-coloring of the region
and of any |w 1 \ S| 1 consecutive integer points of the line segment {( 1, y) 2
It is important to note we make no assumption that the lines y = ax + b or y = cx + d intersect the line x = 1 at an integer point.
Proof. Let h := |w 1 \ S| 1. Suppose we know the ⌘-coloring of the points ( 1, y h + 1), . . . , ( 1, y) for some y  b a 1. Letṽ 2 Z 2 be the translation that takes the top most element of w 1 to the point ( 1, y). Since y + 1  b a, the line through ( 1, y + 1) parallel to w n is in the region {y  ax + b}. Since S is convex and w n is parallel to y = ax + b, we have that S +ṽ lies in the region R [ {( 1, y h + 1), . . . , ( 1, y + 1)} (see Figure 2) .
Since the endpoints of w 1 are ⌘-generated by S, the color at ⌘( 1, y + 1) can be determined by the restriction of ⌘ to the rest of the elements of S +ṽ. Continuing inductively, the (S, ⌘)-coloring of the region
A similar argument shows we can uniquely extend the (S, ⌘)-coloring of the
is a finite, convex set whose boundary edges are labeled w 1 , . . . , w n where w i+1 = succ(w i ) for i = 1, . . . , n (indices are taken mod n). Suppose that T is a convex, {w 1 , . . . , w n }-enveloped set and thatT is the w 1 -extension of T . Then any (⌘, S)-coloring of T and of any |w 1 \ S| 1 consecutive integer points on each line parallel to w 1 that has nonempty intersection withT \ T extends uniquely to an ⌘-coloring ofT .
Proof. After a linear change of coordinates mapping w 1 to the vertical direction, this follows by repeated applications of Lemma 3.6. ⇤ Figure 2 . The dotted points in Z 2 denote the region on which the coloring is known. The color of the topmost element of w 1 +ṽ (denoted by the open circle) can be deduced from the coloring of the rest of S +ṽ.
This leads us to necessary and su cient conditions for double periodicity, a result that can be derived from Boyle and Lind's Theorem (Theorem 1.3). We include a complete proof, as we need further information that can be derived from the finer notion of shiftability, as opposed to expansiveness. In particular, techniques of the proof are also used to understand the case of a unique direction of expansivity (Theorem 1.4).
Theorem 3.8. The coloring ⌘ : Z 2 ! A is doubly-periodic if and only if there exist n, k 2 N such that P ⌘ (R n,k )  nk and ⌘ has no rigid directions.
Proof. Assume that ⌘ is doubly periodic and assume that it has vertical period n and horizontal period k. Then for every a,
By Corollary 2.5, R 1,nk contains an ⌘-generating set S and R nk,1 contains an ⌘-generating set T . If`is any rational line, then at least one of S and T is not parallel to`. Since S and T are generating, is shiftable. Conversely, suppose that D ⌘ (R n,k )  0 and ⌘ has no rigid directions. Fix an ⌘-generating set S ✓ R n,k and enumerate the edges of @S as w 1 , . . . , w m where w i+1 = succ(w i ) for all i (indices are taken mod m). 
Any triangle formed by lines parallel to the edges of S that has an edge w i of length at least N must have a non-empty (B, w i )-border, where
. In particular, any ⌘-coloring of this triangle uniquely determines the color of at least |w i \ S| 1 consecutive integer points on its w 1 -extension (the choice if starting with w 1 is arbitrary and we could have begun with any other edge). Now suppose T is convex, {w 1 , . . . , w m }-enveloped, and one of its boundary edges is parallel to w 1 . If this edge contains at least N integer points, then by Corollary 3.7, any ⌘-coloring of T extends uniquely to an ⌘-coloring of its w 1 -extension.
By Lemma 3.5, there exists a 2 N such that any convex, {w 1 , . . . , w n }-enveloped set that contains at least a integer points has a boundary edge that contains at least N integer points. Let T is the w j
n }-enveloped and has strictly fewer elements in a minimal enveloping set than T 1 1 did. Thus we define convex set T
1 with all of these properties. After at most n steps,
, and any ⌘-coloring of the finite set T and there are only finitely many ⌘-colorings of T 1 1 , the Z 2 -orbit of ⌘ is finite. ⇤ 3.3. Single periodicity. We have now developed the tools to prove Theorem 1.4. We recall the statement for convenience:
and X ⌘ := O(⌘). If there exist n, k 2 N such that P ⌘ (n, k)  nk and there is a unique nonexpansive 1-dimensional subspace for the Z 2 -action (by translation) on X ⌘ . Then ⌘ is periodic, but not doubly periodic, the unique nonexpansive line L is a rational line through the origin, and every period vector for ⌘ is contained in L. We first define:
Definition 3.9. If S ⇢ Z 2 and (a, b) 2 Z 2 , the (a, b)-diameter of S is the number of distinct rational lines parallel to (a, b) that have nonempty intersection with S. We denote this by diam (a,b) (S).
Proof. We adopt the same notation for S, w 1 , . . . , w n 2 E(S), and a, N 2 N used in the proof of Theorem 3.8.
We note that by Theorem 3.8, ⌘ is not doubly periodic. Moreover, by Corollary 3.4, the unique nonexpansive line`is a rational line through the origin. Without loss of generality, we can assume that`is vertical.
We claim that any
Assuming the claim, the restriction of ⌘ to any vertical strip of width a is vertically periodic of period at most P ⌘ (T ), where T is the smallest {w 1 , . . . , w n }-enveloped set containing [1, a] ⇥ [1, a], thereby completing the proof.
To prove the claim, let
Choose a non-vertical edge w 1 2 E(T 1 ) that contains at least N integer points (note that this is possible since diam (0,1) (T 1 ) a). Let T 2 be the w 1 extension of T 1 . As in the proof of Theorem 3.8, any ⌘-coloring of T 1 extends uniquely to an ⌘-coloring of T 2 . Continuing inductively, we define {w 1 , . . . , w n }-enveloped sets
and non-vertical edges w j 2 E(T j ) such that w j contains at least N integer points and T j+1 is the w j -extension of T j . Then any ⌘-coloring of the finite set T 1 extends uniquely to an ⌘-coloring of T 1 := S T j . Furthermore, T 1 is a convex, {w 1 , . . . , w n }-enveloped subset of [1, a] ⇥ Z which contains infinitely many integer points. Therefore T 1 is either the set [1, a] ⇥ Z or contains the set [1, a] ⇥ [b, 1) for some b 2 Z. In the former case, we are done. In the latter case, we proceed inductively, extending T 1 to [1, a]⇥Z. Then any ⌘-coloring of T 1 extends uniquely to the set constructed at each stage, once again completing the proof. ⇤ Remark 3.10. We contrast this with a recent result of Hochman [11] , which shows that there are Z 2 -systems that have a unique nonexpansive 1-dimensional subspace but are not periodic. Theorem 1.4 only applies to the special case of those Z 2 -subshifts that arise as the orbit closure of a function satisfying the hypothesis of Nivat's Conjecture.
A stronger bound on complexity
In light of Theorems 3.8 and 1.4, one strategy for proving Nivat's Conjecture is to show that if ⌘ : Z 2 ! A satisfies P ⌘ (R n,k )  nk for some n, k 2 N, then ⌘ does not have two linearly independent rigid directions. Under the strengthened hypothesis that P ⌘ (R n,k )  nk 2 , this is the content of Theorem 1.2. The additional control over ⌘ obtained from the assumption P ⌘ (R n,k )  nk 2 comes in three guises: we obtain a special sort of ⌘-generating set (Lemma 4.1), we prove the existence of sets that contain many points in any rational direction (Lemma 4.7 and Proposition 4.8), and we obtain control on the periods in Section 5.3.2.
Strong generating sets.
Lemma 4.1. Suppose ⌘ : Z 2 ! A is aperiodic and there exist n, k 2 N such that
Then there exists an ⌘-generating set S ⇢ R n,k such that
(iii) If T ⇢ S is convex and nonempty, then
. We give a name to a set satisfying the conclusion of this lemma:
A is aperiodic and satisfies P ⌘ (R n,k )  nk 2 for some n, k 2 N, then an ⌘-generating set S ✓ R n,k is a strong ⌘-generating set if it satisfies conditions (i), (ii), and (iii) of Lemma 4.1.
We note that the existence of such an ⌘-generating is the first use of the stronger hypothesis on the complexity.
Proof of Lemma 4.1. We construct the set S by an iterative process. By assumption we have
Let S 1 ✓ R n,k be a convex set which is minimal (with respect to inclusion) among all convex subsets of R n,k that have discrepancy at most D ⌘ (R n,k ). Minimality of S 1 implies that S 1 is ⌘-generating.
, then the set S := S 1 satisfies the conclusions and we are finished.
Otherwise, suppose that we have inductively constructed a nested sequence of sets
i is not the intersection of a line segment with Z 2 ;
(v) There exists
Since the left hand side of the inequality is an integer,
Let S m+1 ⇢ S m \{w m } be a convex set which is minimal (with respect to inclusion) among all convex subsets of
By minimality, S m+1 is ⌘-generating, and contains at least two elements (since its ⌘-discrepancy is negative). Thus we have satisfied conditions (i), (ii), and (iii)
then the set S := S m+1 satisfies the conclusions of the lemma. Otherwise S m+1 satisfies all of the induction hypotheses and the construction continues. In both cases, condition (v) is satisfied. Each S i is contained in R n,k , so the construction terminates after finitely many steps. ⇤ Lemma 4.3. Suppose ⌘ : Z 2 ! A is aperiodic and there exist n, k 2 N such that
Let S be a strong ⌘-generating set. If w 2 E(S), then there are at most j |w\S| 2 k distinct ⌘-colorings of S \{w} that extend non-uniquely to ⌘-colorings of S.
Proof. The proof is identical to that of Lemma 2.7 with the stronger bound on
is a strong ⌘-generating set and there are antiparallel w 1 , w 2 2 E(S). Suppose |w 1 |  |w 2 |, H is a w 1 -half plane, and the restriction of f 2 X S (⌘) to H is (S, ⌘)-ambiguous. Then the (S \ {w 1 }, w 1 )-border of H is periodic with period vector parallel to w 1 . Its period is at most
Proof. Again, the proof is identical to that of Lemma 2.18 with the stronger bound on P ⌘ (S) P ⌘ (S \ {w}) implied by the assumption on S. ⇤ 4.2. Balanced sets. We define a notion that captures a convex set that has maximal integer points on all lines parallel to its edges:
Definition 4.5. Suppose that ⌘ : Z 2 ! A and S ⇢ Z 2 is finite and convex. Supposè is an oriented rational line and let`(S) ✓ E(S) [ V (S) be the intersection of conv(S) with the support line to S parallel to`. We say that S is`-balanced for ⌘ (or simply`-balanced) if all of the following conditions hold:
(i) Every rational line parallel to`that has nonempty intersection with S contains at least |`(S) \ S| 1 integer points; (ii) The endpoints of`(S) \ S are ⌘-generated by S;
, aṽ-strip is a convex subset of Z 2 whose boundary contains precisely two edges, one of which is parallel toṽ and the other is antiparallel toṽ (we also include the degenerate case, calling the intersection of Z 2 with a line parallel toṽ, aṽ-strip). Theṽ-width of aṽ-strip is the number of distinct lines parallel toṽ that have nonempty intersection with it (in the degenerate case, the width is 1).
Showing the existence of an`-balanced set for ⌘ is the second use of the stronger hypothesis on complexity. It is used in the proof of Theorem 1.5 in Section 5.2.4. Lemma 4.7. If ⌘ : Z 2 ! A and P ⌘ (R n,k )  nk 2 for some n, k 2 N, then for any rational line`, there exists an`-balanced set for ⌘.
Proof. If`is a vertical line (without loss of generality, assume it points downward),
. By minimality of S, the endpoints of the support line of S parallel to`are generated and S satisfies the definition of an`-balanced set. The case where`is horizontal is similar.
If
2 such that`+ũ passes through the
By choice ofũ, (`+ũ) intersects both the top and bottom of the rectangle R n,k , so
Moreover, one of the endpoints of the line segment conv(R n,k ) \ (`+ũ) is an integer point and so
There is some i 2 N such that`+ũ (i, 0) passes through the southwest corner of R n,k and, by symmetry, the number of integer points in R n,k to the left of +ũ (i, 0) is the same as the number of integer points in R n,k to the right of`+ũ (see Figure 3) . Figure 3 . R n,k with`+ũ (solid line) and`+ũ (i, 0) (dashed line) shown. The integer points in R n,k are preserved under the rotation by ⇡ about the center of R n,k . The two points marked on`+ũ are the topmost and bottom most integer points of (`+ũ) \ R n,k .
Let S 1 ✓ R n,k be the (convex) set of allx 2 R n,k that are either on`+ũ or to the left of it. Then |R n,k \ S 1 |  1 2 |R n,k | and so by Corollary 2.6,
2 be the two extremal elements of S 1 \ (`+ũ) (the dotted points in Figure 3 ). Let S 2 ✓ S 1 be minimal (with respect to inclusion) among all convex subsets of S 1 that contain a and b and have ⌘-discrepancy no larger than D ⌘ (S 1 ). Then either S 2 = S 1 \ (`+ũ) or S 2 contains S 1 \ (`+ũ) and conv(S 2 ) has positive area. The case that conv(S 2 ) has positive area is illustrated in Figure 4 . are ⌘-generated, where`points southwest and S 2 is`-balanced.
If the area of conv(S 2 ) is zero, let S 3 ✓ S 2 be minimal among all convex subsets of S 2 with ⌘-discrepancy at most D ⌘ (S 2 ). Then S 3 is an ⌘-generating set contained entirely in`+ũ and so S 3 is`-balanced.
In the second case, by minimality of S 2 and Lemma 2.1, any vertex of S 2 other than a and b must be ⌘-generated by S 2 . If`(S 2 ) 2 V (S 2 ), then`(S 2 ) is ⌘-generated by S 2 and so S 2 is`-balanced. Otherwise`(S 2 ) 2 E(S 2 ) and both of the extremal elements of`(S 2 ) are ⌘-generated by S 2 . Then E(S 2 ) has edges parallel and antiparallel to`(the edge antiparallel to`is the line segment (`+ũ) \ conv(R n,k )). By Equation (1), the number of integer points on the edge parallel tò is no larger than the number of integer points on the edge antiparallel to`. By Lemma 2.8, S 2 is`-balanced. ⇤ Balanced sets show that ambiguity gives rise to periodicity. In the following proposition, the assumption of the existence of an`-balanced set S is redundant (but convenient for the statement), as by applying Lemma 4.7, its existence follows directly from the assumption on complexity:
Suppose`is a rigid direction for ⌘, S is an`-balanced set, and H is an`-half plane. Then: (i) Any f 2 X S (⌘) whose restriction to H is (S, ⌘)-ambiguous is periodic with period vector parallel to`. (ii) If w 2 E(S) is parallel to`andS = S \ {w}, then the (S, w)-border of H has period at most |w \ S| 1 and the restriction of f to any`-strip of width diam w (S) has period at most 2 |w \ S| 2.
Proof. Without loss of generality, we can assume (see Remark 2.4) that w points vertically downward and H = {(x, y) 2 Z 2 : x 0}. DefineS := S \ {w} and for all K 2 Z, set
By translating if necessary, we can assume thatS ⇢ B 0 . Let h := |w \ S| 1.
We claim that f B K is periodic of period at most 2h for all K 2 Z, which establishes the lemma. We prove this using induction in several steps. We start by setting up the base case of the induction via two cases, depending on f B K extending uniquely or not. K is vertically periodic of period at most h. For the set S, write S(i, j) for the translation S + (i, j), and we use the analogous notation forS. Since S is`-balanced and the two endpoints of w are ⌘-generated by S, the coloring ofS given by f S ( K, i) does not extend uniquely to an (S, ⌘)-coloring of S for any i 2 Z (otherwise we could use this information to deduce the coloring of B K 1 ). This means that n f S (0, j) :
Furthermore, the number of ⌘-colorings of S whose restriction toS is (S, S, ⌘)-ambiguous is at most 2h, since each ⌘-coloring ofS extends to an ⌘-coloring of S, and the P ⌘ (S) P ⌘ (S) extra colorings of S all restrict to (S, S, ⌘)-ambiguous colorings ofS.
By the Pigeonhole Principle, there exist 0  i < j  2h 1 such that the ⌘-colorings of S given by f S(K, i) and f S(K, j) coincide. Recall that, since S is`-balanced, any vertical line˜that has nonempty intersection with S satisfies ˜\ S h (Definition 4.5). Since the vertical period of f B K is at most h, f S (0, i + k) and f S (0, j + k) coincide for all k and since the endpoints of w are ⌘-generated by S, an easy induction argument shows that f S(0, i + k) and f S(0, j + k) coincide for all k. Thus j i  2h is a period for f B K [ B 
is periodic, and diam w (B K ) = diam w (S), we are guaranteed that g 2 X S (⌘). Since the restriction of f to {(K 1, y) : y 2 Z} is not periodic of period dividing p, f B 
Periodicity of f B
K for K > 0. To extend the result for K > 0, let S 1 be a set balanced in the direction antiparallel to`. Suppose thatŵ 2 E(S 1 ) is antiparallel to`and letS 1 := S 1 \ {ŵ \ S 1 }. Definê
and assume, without loss of generality, thatŵ ⇢ {(0, y) : y 2 Z}. Then, by the result of 4.2.3, f Z 2 \ H is periodic and so f B 0 is vertically periodic. By an induction argument analogous that given in Stages 0 and 1 (except now using S 1 in place of S), f B K is periodic for all K > 0, and its period is at most the maximum of (2 |w \ S| 2)! (an upper bound for the period of f B 0 ) and 2 |ŵ \ S 1 | 2. This implies that there is some constant C > 0 such that for all K 2 Z, f B K is vertically periodic of period at most C. This establishes the first conclusion of the proposition.
Bounds on the period. To establish the second part of the proposition, we need an improvement on the bound of the vertical period of f B
is vertically periodic of period at most 2h, the induction argument from 4.2.3, but with the base case changed from B 0 to B K0 ), shows that f B K is vertically periodic of period at most 2h, for all K  K 0 . Therefore, it su ces to find a sequence 0 < i 1 < i 2 < · · · such that f B ij is vertically periodic with period at most 2h for all j 2 N.
Assume instead that no such sequence exists. Then there exists I 2 N such that for all i > I, the coloring of B 0 given by (T (i,0) f ) B 0 is either vertically aperiodic or periodic of period larger than 2h. Since f B 0 is periodic of period at most 2h, we have I 0 and (T (i,0) f ) B 0 is vertically periodic of period at most 2h. We can further assume that I is minimal with this property. For i > I, the fact that f B 
If the oriented rational line`is a rigid direction for ⌘, then the direction antiparallel to`is also rigid. In particular, any ⌘-generating set has boundary edges parallel and antiparallel to`.
Proof. Let S be an ⌘-generating set, w 2 E(S) be parallel to`, and without loss of generality, we can assume that`points vertically downward. Letˆbe the direction antiparallel to`and suppose for contradiction thatˆis not a rigid direction for ⌘.
Since`is a rigid direction, we can choose
By Proposition 4.8, f 1 and f 2 are both vertically periodic. Since f 1 H = f 2 H , at most one of f 1 and f 2 is doubly periodic. Without loss of generality, assume that f 1 is not doubly periodic.
Sinceˆis not rigid, there exist a 1 , a 2 2 N and A 2 GL 2 (Z) such thatˆis ⌘-shiftable with parameters (a 1 , a 2 , A). Then every ⌘-coloring of a vertical strip of width at least ka 2 ·A 1 (1, 0)k extends uniquely to an ⌘-coloring of itsˆ-extension. In particular, the restriction of f 1 to any vertical strip of this width extends uniquely. The vertical periodicity of f 1 implies that there are only finitely many such restrictions, each of which extends uniquely to itsˆ-extension. So f 1 is also horizontally periodic, a contradiction. ⇤ Proposition 4.11. Suppose ⌘ : Z 2 ! A is aperiodic and there exist n, k 2 N such that P ⌘ (R n,k )  nk 2 . There exists a strong ⌘-generating set S such that if w 2 E(S) points in a rigid direction and`is a rational line parallel to w having nonempty intersection with S, then |`\ S|
Proof. Let S be minimal (with respect to inclusion) among strong ⌘-generating subset of R n,k . By Lemma 4.10, if w 2 E(S) points in a rigid direction, then there existsŵ 2 E(S) antiparallel to w. By convexity of S, any rational line parallel to w that has nonempty intersection with S satisfies
If the right hand side of this inequality is at least two, then S satisfies the conclusion of the proposition and we are done. Otherwise, one of |w \ S| and |ŵ \ S| is exactly two. Without loss of generality, assume that |w \ S| = 2. Suppose w \ Z 2 = {(x 1 , y 1 ), (x 2 , y 2 )}. Then by Lemma 2.3,
By rigidity of w, the vertex (x 2 , y 2 ) is not ⌘-generated by S \ {(x 1 , y 1 )}. Thus
On the other hand, |S \ {w}| = |S| 2, and so
. But then S \ {w} contains a strong ⌘-generating subset, a contradiction. ⇤
Constructions with balanced sets.
We make precise what it means for a coloring to be periodic on a region:
Definition 4.12. Suppose that T ⇢ Z 2 is a convex set and there existsṽ 2 Z 2 \{0} such that (T +ṽ) ✓ T . If f : T ! A is an ⌘-coloring of T , then f is periodic of periodp 2 Z 2 \ {0} if (T +p) ✓ T and f (x) = f (x +p) for allx 2 T . If w 2 E(T ),ũ 2 Z 2 \ {0} is the shortest integer vector parallel to w, and (T +ũ) ✓ T , then f T is w-eventually periodic with period p 2 N and gap g 2 N if f T + gũ is periodic with period pũ. Definition 4.13. If S ⇢ Z 2 is a finite convex set and w 2 E(S), then a semi-infinite (S, w)-strip is a set of the form
whereũ 2 Z 2 andṽ is the shortest integer vector parallel to w.
Pictorially, a semi-infinite (S, w)-strip is a half-strip whose boundary edges are parallel to edges of S (and not the other natural definition in which the boundary has two semi-infinite edges and one more edge connecting them).
Proposition 4.14. Suppose ⌘ : Z 2 ! A and there exist n, k 2 N such that
Suppose`is a rational line, S is an`-balanced set, and w 2 E(S) is parallel tò . If T is a semi-infinite (S \{w}, w)-strip and f 2 X S (⌘) is such that f T does not extend uniquely to an ⌘-coloring of the w-extension of T , then f T is w-eventually periodic with gap at most |w \ S| 1 and period at most |w \ S| 1. Moreover, iff 2 X S (⌘) andf T is eventually periodic of period at most 2 |w \ S| 2, then any extension off T to an ⌘-coloring of the w-extension of T is also weventually periodic with the same gap and period at most 2 |w \ S| 2.
Proof. The first statement follows immediately from Corollary 2.20.
For the second, letS := S \ {w}. Without loss of generality, we can assume that w points vertically downward, the topmost element of w is (0, 0), andf T is (0, 1)-eventually periodic with period p and gap g. Suppose further that the boundary edge of T parallel to w is {(0, y) 2 Z 2 : y  0}. (The case that the boundary edge of T parallel to w is unbounded from above, rather than below, is analogous.)
Thenf T (0, g) is periodic with period (0, p). Let B be the (S, w)-border of T (0, g). There exists a 2 Q and b 2 N such that the w-extension of T is given by
We proceed by induction. Let is periodic of period dividing p.
To see this, recall that the vertical period of f B
Since S is`-balanced, the top most and bottom most elements of w are ⌘-generated by S. Thusf
) is vertically periodic with period dividing p.
No unique extensions.
Next we show that f there is no j < g for which the ⌘-coloring ofS given by (T (i,j)f ) S extends uniquely to an ⌘-coloring of S, thenf B Proof. This is identical to the proof of Proposition 4.14, with the stronger bound on P ⌘ (S) P ⌘ (S \ {w}) implied by the fact that S is a strong ⌘-generating set. ⇤ We proceed by contradiction, and the rough overall structure of the proof is as follows: assuming the existence of a counterexample, we produce other counterexamples with more structure (specifically with large regions on which they are periodic). With a su ciently well structured counterexample, we fix a generating set and count colorings of it that occur on the boundary of the region of periodicity. We reach a contradiction by showing that a larger than possible number of distinct colorings occur. Throughout this section, we assume that ⌘ is a counterexample to Theorem 1.5, meaning that ⌘ : Z 2 ! A has at least two linearly independent rigid directions and there exist n, k 2 N such that P ⌘ (R n,k )  nk 2 . We remark that if ⌘ were periodic, it could have at most one rigid direction. Therefore we can assume that ⌘ is aperiodic.
5.
2. An aperiodic counterexample with doubly periodic regions. We use the existence of ⌘ to construct ↵ 2 O(⌘) which is aperiodic, but the restriction of ↵ to a large convex subset of Z 2 is doubly periodic. This is carried out in three steps, first showing the existence of f 2 O(⌘) which is singly, but not doubly, periodic (Section 5.2.1) and then using f to show that there exists an aperiodic ↵ 2 O(⌘) that is doubly periodic on a large convex region (Sections 5.2.2 and 5.2.3).
5.2.1.
A periodic half plane. By Lemma 4.1, there exists a strong ⌘-generating set S. Let`1 be a rigid direction for ⌘. By Lemma 3.3, there is some w 1 2 E(S) parallel to`1. By Lemma 4.10, the direction antiparallel to`1 is also rigid and there is some w 2 2 E(S) antiparallel to`1. By convexity, S is either w 1 -balanced or w 2 -balanced. Without loss of generality, (2) we assume that S is w 1 -balanced and that (see Remark 2.4) w 1 points vertically downward. SetS := S \ {w 1 } and set
At most one of f H 0 and g H 0 has a horizontal period vector (in the sense of Definition 4.12). Thus we can assume that f H 0 is not horizontally periodic. By Proposition 4.8, f is vertically periodic, and for every i 2 Z, f A i has period at most 2 |w 1 \ S| 2. Moreover, by Lemma 4.4, the vertical period of f A 1 is at most j |w1\S| 2 k . By Proposition 4.11, we can assume that
We also remark that, by the bound on the vertical period of f A i for i 0, if G ⇢ H 0 is a convex set such that (H-I) (G + (1, 0)) ⇢ G; (H-II) G contains at least 2 |w 1 \ S| 2 points on the y-axis, then f G does not have a horizontal period vector in the sense of Definition 4.12.
We summarize the main features of this construction:
(ii) f is vertically periodic;
(iii) f A 1 is vertically periodic of period at most |w 1 \ S| 2; (iv) The restriction of f to an infinite convex set G ⇢ H 0 that satisfies conditions (H-I) and (H-II) cannot be extended to a horizontally periodic ⌘-coloring of Z 2 .
Construction of ↵.
Translating S if necessary, we may assume that (0, 0) 2 w 1 ⇢ {(0, y) : y 2 Z}. Using an inductive procedure, we define a function ↵ 2 O(⌘) which is aperiodic but agrees with f on an infinite, convex subset of Z 2 (and is, therefore, vertically periodic on this subset).
Base case: Let F 1 := S and G 0 = (0, 0). By Corollary 4.16 and aperiodicity of ⌘, there exists y 1 2 Z such that (T (0,y1) f ) F 1 does not extend uniquely to an ⌘-coloring of the strip
Inductive step: Suppose that we have constructed sequences of convex, E(S)-enveloped, finite sets
, and integers y 1 , . . . , y i such that for 1  j  i:
. By Corollary 4.16 and aperiodicity of ⌘, there exists
does not extend uniquely to an ⌘-coloring of the strip
. By induction these functions, sets, and integers are defined for all j.
By vertical periodicity of f , we can assume that y j 2 [0, (2 |w 1 \ S| 2)!) for all j 2 Z. By passing to a subsequence, we can assume that the sequence {y j } j2N is constant and, by replacing f with T (0,y1) f if necessary, we can assume that this constant is zero.
By construction, for each j 2 N, E(G j ) has a downward oriented edge contained in the y-axis. Let (0, z j ) 2 Z 2 be the topmost element of this edge and let
and there is no E(S)-enveloped convex subset of B j that strictly containsG j for which this is true (by maximality of G j ). By vertical periodicity of f ,
Let z 2 [0, (2 |w 1 \ S| 2)!) be such that T (0,zj ) f = T (0,z) f for infinitely many j. By passing to a subsequence, we can assume this holds for all j.
and there is no E(S)-enveloped subset of B j that strictly containsG j for which this holds. Enumerate the vectors in E(S) as u 1 , u 2 , . . . , u m where u 1 = w 1 and u k+1 = pred(u k ) for k = 1, . . . , m 1 (recall that @S is positively oriented and pred(·) is the predecessor edge with this orientation). Let K 2 N be the index for which u K = w 2 (the edge of @S antiparallel to w 1 ). SinceG j is E(S)-enveloped for all j,
Passing to a subsequence if necessary, we can assume that for each fixed k = 1, 2, . . . , m, the function h(·, k) is either constant or strictly increasing as a function of j.
and there is at least one index 1 < k < K for which h(·, k) is unbounded.
Let 1 < k min < K be the least integer for which this holds.
Define integers 1 < k 1 < · · · < k s < k min to be the indices in this interval for which h(·, k) is eventually positive. Let v 1 , . . . , v s 2 E(G 1 ) be the edges for which v i is parallel to u ki . We emphasize that by construction, v 1 , . . . , v s 2 E(G i ) for all i 1, meaning that not only does G i have an edge parallel to v 1 , v 2 , . . ., but these fixed line segments are edges of G i . Set
Then G ! is convex and E(S)-enveloped (see Figure 6) . Moreover E(G ! ) is comprised of v 1 , . . . , v s , as well as {(0, y) 2 Z 2 : y  0}, and a semi-infinite edge parallel to u kmin . Figure 6 . The set S is shaded, and the sets
By compactness, the sequence {↵ j } j2N has an accumulation point. Let ↵ 2 O(⌘) be such a point. By passing to a subsequence, we can assume that for all 1  j 1 < j 2 we have↵
is vertically periodic (in the sense of Definition 4.12) and the restriction of ↵ to any semi-infinite (S, w 1 )-strip in G ! has period at most 2 |w 1 \ S| 2. Moreover, the restriction of ↵ to the (S, w 1 )-border of G ! has period at most |w 1 \ S| 2 (becausef = T (0,z) f , the (S, w 1 )-border of G ! is a subset of A 1 , and this bound on the period was shown for f A 1 in Section 5.2.1).
5.2.3.
A second ambiguous direction for ↵. Next, we show that both semi-infinite
Since the boundary edge of Ext
! is equal to the intersection of Z 2 with the disjoint union of finitely many semi-infinite lines l 1 , . . . , l r1 parallel to u kmin . We denote the subextensions by
for i = 1, . . . , r 1 . We now inductively define an increasing sequence of sets {G
Suppose we have constructed integers r 1 , . . . , r m 2 N and an increasing sequence of convex sets {G
such that for all j = 1, . . . , m, the sets G (r1+···+rj )
! are E(S)-enveloped and each has a semi-infinite edge parallel to u kmin (the edge is not required to be the same for all of the sets). Then Ext
! is nonempty and can be written as the intersection of Z 2 with the disjoint union of r m+1 semi-infinite lines l r1+···+rm+1 , . . . , l r1+···+rm+1 (for some r m+1 2 N). For
This defines a sequence of integers {r m } m2N and sets {G
Recall that for all j,G j is E(S)-enveloped and the length of the boundary edge parallel to u kmin increases monotonically in j (by (3)). Thus for j su ciently large, Ext
Moreover the depth of the extension Ext u k min (G j ) depends only on the slopes of the lines determined by the boundary edges ofG j (recall Definition 2.15). Therefore if d j is the depth of the extension Ext
j is bounded (in j) and there is some d 2 N such that d j = d for infinitely many j. We pass to a subsequence such that this holds for all j.
Letl(j, k) be the intersection of Ext
By construction (recall the inductive hypotheses for G j at the beginning of this subsection) f Ext
. Let 1  a  d be the smallest integer for which↵ j l (j, a) 6 =f l (j, a) for infinitely many j. Passing to a subsequence, we can assume that for all j 2 N,↵ j l (j, k) =f l (j, k) for all 1  k < a, but ↵ j l (j, a) 6 =f l (j, a) . Let (5) w 3 2 E(S) be the edge parallel to u kmin . By Corollary 3.7, there are never |w 3 \ S| 1 consecutive integer points onl(j, a) where↵ j andf coincide (otherwise they would coincide everywhere onl(j, a) since S is ⌘-generating). In particular, there are never |w 3 \ S| 1 consecutive integer points on l a where ↵ andf coincide. As a result, the restriction of ↵ G Step 1: By Lemma 4.7, there exists a w 3 -balanced set S 1 . Letŵ 3 2 E(S 1 ) be the edge parallel to w 3 and letS 1 := S 1 \ {ŵ 3 }. Recall the integer a 2 N defined in Section 5.2.3 is such thatf G (a 1)
! . By Lemma 4.14, the (S 1 ,ŵ 3 )-border of G Step 2: Let B denote the (S 1 ,ŵ 3 )-border of G 
. Then the restriction of ↵ to any set of the form T (0, mp) B is eventually w 3 -periodic, with the same eventual period and the same gap. This is illustrated in Figure 7B .
Step 3 
B is eventually w 3 -periodic, Proposition 4.14 guarantees that ↵ B j is also eventually w 3 -periodic with the same gap but possibly larger eventual period. This is illustrated in Figure 7C .
Step 4: Since ↵ G (a 1) ! is vertically periodic with period p, the restriction of ↵ to
) is eventually w 3 -periodic. Hence there is some q 2 N such that the restriction of ↵ to
j+1 is a semi-infinite w 3 -strip and
) whose boundary has semi-infinite edges parallel to w 3 and w 1 . The restriction of ↵ tõ K is doubly periodic. Let K be the largest (with respect to inclusion) convex set containingK for which ↵ K is doubly periodic. By construction ↵ G (a) ! is not doubly periodic since it di↵ers from the vertically periodic coloringf . Therefore K has a semi-infinite edge parallel to w 3 . Since ↵ G (a 1)
! was constructed such that it is not horizontally periodic (in the sense of Definition 4.12), the set K has a semi-infinite edge parallel to w 1 . This is illustrated in Figure 7D .
5.3.
Bounds on the period of ↵. In this section, we show that we have strong bounds on the w 1 -and w 3 -periods of ↵ K , first extending the region K to a larger (A) The shaded set S1 and the set G (C) The semi-infinite (S1, w3)-strip is eventually w3-periodic and so any ⌘-coloring of its w3-extension is also w3-periodic (possibly of larger period), by Proposition 4.14. The arrows indicate the direction of eventual periodicity and the possibly di↵erent periods.
is vertically periodic and so there is an infinite convex region where ↵ is doubly periodic. K is the largest convex set for which this holds. Figure 7 . Construction of K region where ↵ is singly (but not doubly) periodic (Section 5.3.1) and then producing a generating set with particular properties that imply the bounds (Sections 5.3.2 and 5.3.3). The existence of this type of generating set strongly relies on the bound of P ⌘ (n, k)  nk 2 .
5.3.1. Periodic extensions. We show that the region K on which ↵ is doubly periodic can be extended to a larger region on which ↵ is singly, but not doubly, periodic. Let K 0 := K. Since K has a semi-infinite edge parallel to w 3 , Ext w3 (K) 6 = K and there exist semi-infinite lines`1, . . . ,`f 1 parallel to w 3 such that
We continue inductively: having defined integers f 1 , . . . , f j and sets K 1 , . . . , K f1+···+fj such that K f1+···+fj contains a semiinfinite boundary edge parallel to w 3 , there exist an integer f j+1 and semi-infinite lines`f 1 +···+fj +1 , . . . ,`f 1 +···+fj+1 such that
By the second claim of Proposition 4.14, the restriction of ↵ to S 1 i=1 K i is w 3 -periodic with period at most 2 |w 3 \ S| 2.
5.3.2.
A thin generating set. We use the assumption on complexity
to show that we have a generating set with a small diameter (recall Definition 3.9). Let x min and x max denote the minimal and maximal x-coordinates of elements of S. Let d := ⌅ xmax xmin+1 2 ⇧ and let the left subset of S be defined by
be an ⌘-generating set. In both cases, let u 2 E(S 2 ) be the edge parallel to w 3 (which exists by rigidity of w 3 and Lemma 3.3) and let v 2 E(S 2 ) be the edge parallel to w 1 . By construction
We call the set S 2 a thin generating set for ⌘.
5.3.3.
Bounding the periods of ↵ K . Using the generating set S 2 and the construction of ↵, we obtain strong bounds on periods of ↵ K .
Notation 5.1. There are two distinguished semi-infinite strips in K and we label them:
• Let T 1 denote the (S \ {w 3 }, w 3 )-border of K.
• Let T 2 denote the (S \ {w 1 }, w 1 )-border of K.
In the remainder of this section, we show:
Claim 5.2. Maintaining notation as above,
(ii) The w 3 -period of ↵ K is at most |w 3 \ S| 1.
By convexity, S is either w 3 -or w 4 -balanced. We prove the claim by considering three cases separately.
Case 1: Suppose S is w 3 -balanced. It is immediate that w 3 \ Z 2  w 4 \ Z 2 . By (2), S is also w 1 -balanced. In this case we show the claimed bound on the w 1 -period of ↵ K but prove (the stronger bound) that the w 3 -period of ↵ K is at most j |w3\S| 2 k .
By maximality of K, ↵ K is (S, w 3 , ⌘)-ambiguous. Since ↵ K is doubly periodic, ↵ T 1 is periodic. Thus by Corollary 4.15, ↵ T 1 is periodic with period vector parallel to w 3 and period at most Since T 1 is a semi-infinite (S \ {w 3 }, w 3 )-strip and T 2 is a semi-infinite (S \ {w 1 }, w 1 )-strip, there exist m 1 , m 2 2 N such that
is the intersection of Z 2 with a parallelogram, with sides parallel to w 1 and w 3 and integer vertices. This is illustrated in Figure 8 . Figure 8 . The set S is the shaded convex set and K is the largest convex region shown. The set T 1 (0, m 1 p) is the "diagonal" strip and T 2 mq · w 3 is the "vertical" strip. The restriction of ↵ to each of the strips is periodic in the direction determined by the strip and the period is at most half of the side length of the parallelogram.
Since S is w 3 -balanced, if L is any line parallel to w 3 that has nonempty intersection with P , then |L \ P | |w 3 \ S| 1.
Therefore, by the Fine-Wilf theorem [9] and the fact that ↵ (T 1 m 1 p) is w 3 -periodic of period at most j |w3\S| 2 k (by ambiguity), if L is any line parallel to w 3 that has nonempty intersection with P then there is a unique A-coloring of L \ Z 2 that coincides with ↵ on L \ P and is periodic of period at most j |w3\S| 2 k . Since S is also w 1 -balanced, a similar result holds for lines parallel to w 1 : if L is any line parallel to w 1 that has nonempty intersection with P then
such an L there is at most one A-coloring of L \ Z 2 that coincides with ↵ on L \ P and has period at most j |w1\S| 2 k . Let C 1 be the union of all lines parallel to w 3 that have nonempty intersection with P and let C 2 be the union of all lines parallel to w 1 that have nonempty intersection with P . Let : C 1 [ C 2 ! A be the coloring just described. We claim that extends uniquely to an A-coloring of Z 2 that is w 1 -periodic of period at most j |w1\S| 2 k and w 3 -periodic of period at most j |w3\S| 2 k . Indeed, if L is any line parallel to w 1 that has nonempty intersection with
since this is true for P and C 1 is produced by translating P along the vector w 3 ). The coloring L \ C 1 is w 1 -periodic (in the sense of Fine and Wilf) of period at most j |w1\S| 2 k . As above, the coloring extends uniquely. We set : Z 2 ! A to be the coloring obtained by this procedure, and the w 3 -bound follows from w 3 -periodicity of T 1 (0, m 1 p) and vertical periodicity.
We claim that ↵ K = K , which establishes the claim for the first case.
Notation 5.3. Let T 3 denote the (S 2 \ {v}, v)-border of (T 2 + m 2 q · w 3 ), where S 2 is the thin generating set of Section 5.3.2 and v 2 E(S) is the edge parallel to w 1 .
The uniqueness involved in the construction of and the bounds established above on the periods of ↵ (T 1 (0, m 1 p)) and ↵ (T 2 m 2 q · w 3 ) imply that the restrictions
Therefore (T 3 +s) ✓ (T 2 +m 2 q·w 3 ), and it follows that (Ts ↵)
is w 3 -periodic (in the sense of Fine and Wilf); C 2 is w 3 -periodic with periods; and S 2 is an ⌘-generating set, we can conclude that the coloring ↵ K can be determined from ↵ ((T 1 (0, m 1 p)) \ (T 2 m 2 q · w 3 )) and it follows by induction that ↵ K = K . Case 3: Suppose S is w 4 -balanced and for all but finitely many m 1 , ↵ T 1 (0, m 1 p) extends uniquely to its w 4 -extension. We have that
is periodic with period vector parallel to w 3 and period at most 2 |w 3 \ S| 2, but is not vertically periodic. Thus there is some semi-infinite (S, w 4 )-strip in S 1 i=1 K i to which the restriction of ↵ is w 4 -ambiguous, as otherwise each of the finitely many ⌘-colorings arising as the restriction of ↵ to such strips extend uniquely to their w 4 -extension, forcing vertical periodicity. Let T 4 be a semi-infinite (S \ {w 4 })-strip in
to which the restriction of ↵ is w 4 -ambiguous. Without loss of generality, we can assume that for any p > 0, ↵ T 4 (0, p) extends uniquely to its w 4 -extension. By Corollary 4.15, ↵ T 4 is eventually periodic with period vector parallel to w 4 and period at most extends uniquely to its w 4 -extension and since ↵ T 4 is periodic with period at most |w 3 \ S| 1, the restriction of T i 4 is also w 3 -periodic with period dividing that of ↵ T 4 , for all i = 1, 2, . . . Since ↵ K is doubly periodic and
is an infinite, convex set whose two semi-infinite edges are non-parallel, the restriction of ↵ to any (S \{w 4 }, w 4 )-strip is periodic with period vector parallel to w 4 and period dividing the period of ↵ T 4 . Since ↵ T 2 + m 2 · qw 3 is vertically periodic with period at most j |w1\S| 2 k , has w 3 -diameter at least diam w3 (P ), and the w 3 -period of ↵ K is at most |w 3 \ S| 1, ↵ K is also vertically periodic of period at most j |w1\S| 2 k . This completes the proof of Claim 5.2.
5.4.
Completing the proof of Theorem 1.5. We make use of the properties of ↵ to obtain a contradiction. Specifically, we show that for a given ⌘-generating set S, there exists a convex subset S ⇤ ⇢ S for which there are more than
⌘-colorings of S ⇤ that extend non-uniquely to ⌘-colorings of S. This leads to a contradiction, as if
then there is a natural surjective map R : P ! Q by restriction. The number of elements of Q that have more than one preimage (equivalently, the number of colorings of S ⇤ that extend nonuniquely to colorings of S) is at most |P | |Q| = P ⌘ (S) P ⌘ (S ⇤ ).
Construction of the set S

⇤
. Given x 2 Z, let`x = {(x, y) 2 Z 2 : y 2 Z} denote the vertical line passing through x. For x 2 Z such that`x \ S 6 = ;, let A x denote the bottom-most |w 1 \ S| 2 elements of`x \S (recall that S is w 1 -balanced and so each such intersection contains at least |w 1 \ S| 1 integer points). Given d 1, define
where, as in Section 5.3.2, x max denotes that maximal x-coordinate of any element of S. Let T (K) := {ũ 2 Z 2 : S +ũ ⇢ K} be the set of translations taking S to a subset of K. Choose minimal d 1 such that for anyũ,ṽ 2 T (K), whenever ↵ B(d) +ũ = ↵ B(d) +ṽ , we have that ↵ S +ũ = ↵ S +ṽ . Since ↵ K = K and is doubly periodic, we can rephrase this condition as saying that d is minimal such that (8) every -coloring of B(d) extends uniquely to a -coloring of S.
(Note that such an integer d exists because ↵ K is vertically periodic with period at most
) Let S ⇤ ⇢ S be the set obtained by removing the topmost element of`x \ S for all x. Note that S ⇤ is a convex, proper subset of S.
, by Property (iii) of Lemma 4.1. As a result, there are at most |S \ S ⇤ | 1 distinct ⌘-colorings of S ⇤ that extend non-uniquely to ⌘-colorings of S.
In the next two sections, we show that there are at least |S \ S ⇤ | = diam w1 (S) distinct ⌘-colorings of S ⇤ that extend non-uniquely to ⌘-colorings of S. The colorings come from two sources: we find d such ⌘-colorings that are of the form (Tx ) S ⇤ (Section 5.4.3) and we find diam w1 (S) d additional ⌘-colorings that we show are not of the form (Tx ) S ⇤ (Section 5.4.2). We finally remark that all of these colorings are ↵-colorings of S ⇤ that extend non-uniquely to ↵-colorings of S. This causes no problem since ↵ 2 O(⌘), so every ↵-coloring of S ⇤ that extends non-uniquely to an ↵-coloring of S is also an ⌘-coloring that extends non-uniquely.
5.4.2.
Counting colorings along the w 1 -boundary. In this section, we find
⇤ that extend non-uniquely to ↵-colorings of S. We show that none of the these colorings are of the form (Tx ) S ⇤ forx 2 Z 2 , meaning that they are not also -colorings of S ⇤ .
Setup. Translating the coordinate system if necessary, we can assume that the edge of conv(K) parallel to w 1 is {(0, y) 2 Z 2 : y  0} and that the intersection of the w 1 -extension of K with the line {( 1, y) : y 2 Z} is the semi-infinite line {( 1, y) : y  y 0 } for some y 0 2 Z. Without loss of generality, assume that For contradiction, suppose not and without loss of generality suppose j 1  j 2 . We consider the case that j 1 < j 2 first and then consider j 1 = j 2 . Suppose j 1 < j 2 and observe that (T (0, j1) ↵) S = (T (0, j2)+b ↵) S.
Sinceb is a period vector for ↵ K , (T (0, j1) ↵) S = (T (0, j2) ↵) S.
Since S is w 1 -balanced, every line parallel to w 1 that has nonempty intersection withS intersects in at least |w 1 \ S| 1 places. Since ↵ K is vertically periodic of period at most j |w1\S| 2 k  |w 1 \ S| 2, this implies that j 2 j 1 is a vertical period for T 2 (the (S, w 1 )-border of K). By Claim 5.2, the minimal w 3 -period of ↵ K is smaller than the w 3 -width of T 2 , so j 2 j 1 is a vertical period for ↵ K . This contradicts minimality of p, and we conclude that j 1 cannot be smaller than j 2 . Suppose j 1 = j 2 . Then since S is ⌘-generating and (T (0, j1) ↵) S = (T (0, j1)+b ↵) S ;
we have that ↵ {( 1, y) : y  y 0 } = (Tb↵) {( 1, y) : y  y 0 } .
This contradicts maximality of K. We conclude that no such integers j 1 , j 2 exist. Now, there are at most P ⌘ (S) P ⌘ (S) distinct ⌘-colorings ofS that extend non-uniquely to ⌘-colorings of S. Each of the colorings {(T (0, j) ↵) S : j 2 N} is such a coloring, by maximality of K and the fact that S is ⌘-generating. However, This establishes the claim. Using the bounds on p and q given by (12) and (14), we establish the following claim. Therefore, (15) there is a set of |w 1 \ S| 1 consecutive integer points on the line {( 1, y) : y  y 0 } where ↵ and Tb↵ coincide.
By (12) , the vertical period of the coloring ↵ {( 1, y) : y  y 0 } is p  k . Since every vertical line that has nonempty intersection with S ⇤ intersects in at least |w 1 \ S| 2 integer points, the restrictions of ↵ and to the set {( 1, y) : y 2 Z 2 } \ (S ⇤ + ( j, s j )) cannot coincide (otherwise by the Fine-Wilf Theorem they would coincide everywhere on the semi-infinite line). On the other hand, the restrictions of ↵ and to {(x, y) 2 Z 2 : x 0} \ (S ⇤ + ( j, s j )) do coincide, since they agree on K and s j was chosen such that the semi-infinite S-strip below it was vertically periodic. Consequently, the rightmost vertical line where ↵ S ⇤ + ( j, s j ) di↵ers from S ⇤ + ( j, s j ) has x-coordinate x min + j 1. Therefore, for distinct 1  j 1 < j 2  d, the ⌘-colorings of S ⇤ given by ↵ (S ⇤ + ( j 1 , s j1 )) and ↵ (S ⇤ + ( j 2 , s j2 )) are distinct. For the second statement, by (16) the restriction of ↵ to the semi-infinite S-strip given by In total, we have counted diam w1 (S ⇤ ) d distinct ⌘-colorings of S ⇤ that extend non-uniquely to ⌘-colorings of S. Moreover, for each such coloring, the coloring of S ⇤ was (17) not of the form (Tx ) S ⇤ for anyx 2 Z 2 , since there was a vertical line in S ⇤ where the coloring can be distinguished from the -coloring induced from its restriction to B(d).
5.4.3.
Counting colorings along the w 3 -boundary. In this section we find d distinct ↵-colorings of S ⇤ that extend non-uniquely to ↵-colorings of S. Each of these colorings is of the form (Tx ) S ⇤ for somex 2 Z 2 , and hence they are all distinct from those found in Section 5.4.2.
Recall that T 1 , as defined in Notation 5.1 is the (S \ {w 3 }, w 3 )-border of K and that the restriction ↵ T 1 is periodic with period vector parallel to w 3 . Fixd 2 Z 2 such that the sets {(S \ {w 3 }) +d + iw 3 : i = 1, 0, 1} are subsets of T 1 , but none of the sets {S +d + iw 3 : i = 1, 0, 1} are.
Let A, B 2 Z denote the minimal and maximal x-coordinates of elements of w 3 , respectively. Enumerate the elements of S \ S ⇤ whose x-coordinates are between A and B as z 1 , . . . , z diamw Finally, since ↵ K is vertically periodic, (S ⇤ +d+u i ) ⇢ K, and (S +d+u i ) 6 ⇢ K, the ⌘-colorings of S ⇤ given by ↵ (S ⇤ +d + u i ) and ↵ (S ⇤ +d + u i (0,P ) coincide (where P is the minimal vertical period of ↵ K ). The ⌘-colorings of S given by ↵ (S +d + u i ) and ↵ (S +d + u (i (0,p)) ) cannot coincide, by maximality of K and Corollary 3.7. Therefore we obtain at least d distinct ⌘-colorings of S ⇤ that extend non-uniquely to ⌘-colorings of S that are of the form (Tũ ) S ⇤ for someũ 2 Z 2 .
5.4.4.
Total number of colorings. In Sections 5.4.2 and 5.4.3, we have described at least diam w1 (S ⇤ ) distinct ⌘-colorings of S ⇤ that extend non-uniquely to ⌘-colorings of S. However, this produces more than P ⌘ (S) P ⌘ (S ⇤ )  diam w1 (S ⇤ ) 1 (since the discrepancy of S ⇤ is larger than that of S) colorings of S ⇤ that extend nonuniquely to colorings of S, the desired contradiction. This completes the proof of Theorem 1.5. ⇤
