We provide an overview of numerical bifurcation methods and how they can help one understand the variability of large-scale oceanic and atmospheric flows, as well of the climate system as a whole. As a particular example, we consider the problem of how low-frequency variability of the wind-driven ocean circulation arises due to internal dynamics. The methods are illustrated with the help of a hierarchy of models of so-called double-gyre, wind-driven flows.
Introduction
The climate system is highly complex. It is composed of many subsystems, each with its own characteristic time scales, spatial scales, and physical complexities. To better describe, understand and predict how the climate is evolving requires an indepth understanding of these subsystems and how they interact with each other. Up until today, even the most sophisticated, high-resolution, global earth-system models are unable to provide accurate and reliable simulations of climate change, subject to both natural and anthropogenic forcing. Although it is now possible to predict some general tendencies of atmospheric and oceanic fields over several decades, many quantitative as well as qualitative aspects of climate change are still far from being well understood. The main difficulties are related not only to the turbulent behavior of the smaller scales of motion, and their effects on the large scales, but also to a lack of understanding of the physics driving the whole system.
A key prerequisite to greater scientific insight into the climate system as a whole is the availability of a hierarchy of climate models, from the highly simplified to the very detailed. Relying on such a model hierarchy is probably the most reasonable strategy for understanding fundamental aspects of climate change [1, 2, 3, 4] . This strategy aims at increasing our knowledge of the system from its most basic to its highly applied aspects; it does so by studying, on the one hand, each subsystem in isolation, from the bottom up, while on the other it considers increasingly complex versions of the whole system in combination.
The case of the oceans is particularly illuminating. The simplest zero-dimensional ocean models are represented by a small number of ordinary differential equations (ODEs), typically O(10) at most, which are referred to as box models. They are, for example, used to study the stability of the oceans' thermohaline circulation [5] . One-dimensional partial differential equation (PDE) models can also be used to study the vertical structure of the upper ocean alone or the oceanic mixed layer.
Two-dimensional PDE models of the oceans correspond to models that resolve either the two horizontal coordinates (x, y), like in traditional studies of the wind-driven ocean circulation [6, 7] (see also section 4.1, [8, 3] ) or a vertical vs. an horizontal coordinate (y, z), like in studies of the thermohaline circulation [9, 10, 11, 12] . Finally, general circulation models (GCMs) or primitive-equation models (PEs) are essentially 3-D models that are composed of several subsystems coupled with each other. These models, such as coupled ocean-atmosphere models, include both dynamical and thermodynamical processes. Results from GCMs are, in general, difficult to interpret without the knowledge accumulated from the study of lower-dimensional models, but are essential for understanding climate change.
The hierarchy of models outlined above must not hide the fact that complexity increases not only in the dimensionality of the models but in several directions at once. This is especially true when one considers PDE models. Apart from the physical processes, which are already included, one may consider two other directions of increasing complexity. First, as one increases the spatial resolution of a PDE model, the effects of the unresolved, turbulent small scales on the resolved, large scales become crucial; sophisticated techniques to parametrise these subgrid-scale effects are part of the success of any GCM. Indeed, as one increases the spatial resolution, new phenomena may appear which were completely ignored or neglected before. A recent and striking example can be given regarding the influence of oceanic fronts on the atmosphere above, where new instabilities emerge in eddy-resolving 2-D models [13, 14] . These instabilities are not found in coarse-resolution GCMs (see also [15] ). Second, the geometry of the problem -e.g., the shape of the domain and the spatial structure of the forcing -is also an important factor that cannot be neglected and plays a key role in bringing the model problem closer to reality. Figure 1 illustrates the three axes of increasing complexity described herein.
In confronting modeling results with observations one has to realize that it is the largest scales that are best and most reliably captured. The variability of the large scales arises from two sources: (i) the competition among the finite-amplitude instabilities; and (ii) the net effects of the smaller scales. In many situations, in the atmosphere as well as in the ocean, the analysis of climate data shows that the largescale flows exhibit quasi-periodic behavior, with strongly localized spectral peaks emerging above the background red-noise spectrum. This feature might indicate that the weakly turbulent large scales are dominated by low-dimensional dynamics; in other words, at specific scales, some form of approximate closure might exist. A typical example is given by the low-frequency dynamics of the wind-driven ocean circulation, where certain large-scale instabilities are almost unaffected by the smallscale eddies, due to a significant spectral gap between these scales. These instabilities are related to the existence of homoclinic cycles and strange attractors of very low dimension [16, 17] . A more detailed description is given in section 4.
Dynamical systems theory thus appears to provide a good set of tools to study the large-scale dynamics and in particular to address the first source of variability above. This theory is particularly efficient at explaining how chaotic behavior of small-dimensional systems emerges and the phase transitions and bifurcations that might lead from simple to more complex behavior. The theory is most fully developed for systems with a finite number of degrees of freedom. However, the remarks above might give the reader some hint of why it appears very promising in the context of climate studies. We will also comment in the last section on the second source of variability, that is, the effects of the small scales on the large ones.
Most of the PDE systems that govern climate dynamics are dissipative and possess finite-dimensional attractors, as well as nice regularity properties. A specific solution of such a system -for given initial and boundary data and a fixed set of parameter values -may be considered as a single point in a suitably defined function space.
Such a solution evolves along a deterministic trajectory and belongs to an associated semi-group of solutions for different initial data. In general, these solutions asymptotically converge to a global attractor of finite but still fairly large dimension [18] . An important aspect of climate studies is to probe these attractors so as to extract their topological and metric properties. This approach can provide some predictive answers to the following questions:
1. what are the generic transition routes to chaos in these systems?
2. how well do these routes explain the climate system's observed behavior?
3. how sensitive is this behavior to natural or anthropogenic perturbations?
We cannot present, in the allotted space, a global method to answer all these questions but will concentrate instead on some numerical techniques to succeed in a less ambitious although highly pertinent quest: how to extract local properties of the PDEs attractors? This presentation will mostly focus on bifurcation theory and its numerical applications.
Our aim is to describe numerical algorithms for computing in a rather simple way the branches of steady states and periodic orbits of geophysical flows that are governed by systems of nonlinear PDES. A by-product of these algorithms is to help detect the bifurcations of these steady and periodic solutions. Bifurcation theory is outlined in section 2. Its applications to the numerical computation of branches of steady states and periodic orbits are given in section 3. In section 4, we describe a typical example of the application of these techniques to a hierarchy of models of the wind-driven ocean circulation. An outlook on future developments is provided in section 5.
Bifurcation theory
Bifurcation theory studies changes in the qualitative behavior of a dynamical system as one or several of its parameters vary. The results of this theory permit one to follow systematically climatic behavior from the simplest kind of model solutions to the most complex, from single to multiple equilibria, periodic, chaotic to fully turbulent solutions. Through our approach, we mainly aim to detect local bifurcations, that is, in situations where the only knowledge of the leading eigenvalues of the linearized equations is enough to conclude on the phase-space dynamics. We will also give some examples of global bifurcations such as homoclinic ones that are surprisingly common in climate models [19, 20, 21, 22] .
Here we sketch the basics concepts of bifurcation theory for a general system of autonomous ODEs of dimension n that can be written as
Here x is the state vector in the phase space I R n which typically corresponds to the discretized solutions of the PDE models using either finite differences, finite elements or spectral methods. Although we do not assume here that the number of degrees of freedom n is large, it must be kept in mind that it is of the order of O(10 4 ) for 2-D PDEs and O(10 5−6 ) for 3-D models. The vector p is the parameter vector in I R p where p is usually much smaller than n and for now on we choose p = 1, that is we consider bifurcations that appear through variation of one parameter only; these bifurcations are usually referred to as codimension-1 bifurcations. The right-hand side f contains the model dynamics including the forcing terms and it depends on x in a nonlinear fashion, at time t. We also restrict here the discussion to autonomous systems, that is, f does not depend explicitly on time. A trajectory of the dynamical system, starting at the initial state x(t 0 ) = x 0 , is a curve Γ = {x(t); −∞ < t < ∞} in I R n which satisfies (1) . The solution at time t with initial condition x 0 will be indicated later on φ t (x 0 ). In the following we will refer to the solutionx of
as a fixed point or equilibrium for which x(t) =x for all t, or also a steady state in the context of PDEs. Linear stability analysis of a particular fixed point (x,p) amounts to consider infinitesimally small perturbations y, i.e.
x =x + y;
linearization of (1) aroundx then gives
where J is the Jacobian matrix
The linear autonomous ODE system (4) has solutions of the form y(t) = e σtŷ . Substituting such a solution into (4) leads to an eigenvalue problem for the complex growth factor σ = σ r + iσ c where i 2 = −1, namely
Fixed points for which there are eigenvalues with σ r > 0 are unstable since the associated perturbations are exponentially growing, whereas fixed points for which σ r < 0 are linearly stable. In the situation where σ c = 0 the associated eigenmodes will be oscillatory with frequency σ c , i.e. with a characteristic period of 2π/σ c . The eigenspaces associated with eigenvalues σ r > 0 (resp. σ r < 0) will be denoted E u (resp. E s ) whereas the eigenspace associated with eigenvalues σ r = 0 will be denoted E c . Before enumerating the various possible codimension-1 bifurcations, we briefly recall some basics and essential notions of dynamical systems theory.
Theorem 1 (Hartman-Grobman): if J(x,p) has no purely imaginary eigenvalues, the number of eigenvalues with positive and negative real parts determine the topological equivalence (homeomorphism) of the flow nearx.
This result roughly says that the local structure of the flow near the fixed point is structurally stable. In such a case,x is called an hyperbolic fixed point. Bifurcations correspond precisely to situations where this theorem does not apply, that is, where the flow is not structurally stable. The stable (W s ) and unstable (W u ) manifolds are defined as
These manifolds are unique and are tangent to the corresponding eigenspaces E u and E s of the linearized system (6) atx. The situation where bifurcations occur, that is, there are n 0 eigenvalues with vanishing real part, σ r = 0, lead to the center manifold theorem:
Theorem 2 There exist unique stable and unstable manifolds W u and W s tangent to E u and E s atx and a (nonunique) center manifold W c tangent to E c atx. The three manifolds are all invariant by the flow φ t .
The center manifold is in general associated with a loss of regularity contrary to the unstable and stable manifolds. Theorem 2 indeed implies that it is possible to reduce (locally) the dynamics on the center manifold, typically, takingx = 0 for simplicity, one has du dt
where N, which depends on the vector parameter p, has a Taylor expansion starting with at least quadratic terms, u lives in I R n 0 and L 0 has n 0 eigenvalues with zero real part. Another well-known approach is the Lyapunov-Schmidt reduction that we do not present here [23, 24] .
Having reduced the system (1) into the system (8) it is possible to find a change of coordinates (e.g. u = v + H(v) for the system (8)) so that the system becomes 'as simple as possible'. The resulting vector field thus obtained is called the normal form. It is an extension of the reduction to Jordan form for matrices to the nonlinear case.
Normal form theory provides a way to classify the different kind of bifurcations that may occur with only knowledge of the eigenvalues that lie on the imaginary axis. We do not present normal form theory in this short presentation, the reader may refer to [25, 26] for further details.
Local codimension-1 bifurcations of steady states
We are now ready to present the most important bifurcation cases, starting with the situation of a single zero eigenvalue (n 0 = 1). In this case, there are three important normal forms:
1. Saddle-node bifurcation: it corresponds to the case where the system (8) (when reduced to its normal form) isu
The sign characterizes supercriticality (p − u 2 ) or subcriticality (p + u 2 ). In the supercritical case, it is straightforward to check that the branch of solutions u = √ p is stable and the branch u = − √ p is unstable (see Fig. 2 ). 2. Transcritical bifurcation: the normal form corresponds in this case tȯ
3. Pitchfork bifurcation (symmetry breaking): the normal form iṡ
In the supercritical situation, there is a transfer of stability from the symmetric solution u = 0 to the pair of conjugated solutions u = ± √ p (see Fig. 4 ). In supercritical case, it must be noted that the system remains in a neighborhood of the equilibrium so that one observes a soft or noncatastrophic loss of stability. In the subcritical case, the situation is very different as can been seen in the left panel of Fig. 4 . the domain of attraction of the fixed point is bounded by the unstable ones and shrinks as the parameter p approaches zero to disappear. The system is thus pushed out from the neighborhood of the now unstable fixed point leading to a sharp or catastrophic loss of stability. Decreasing again the parameter to negative values will not return the system to the previously stable equibrium since it may have already left its domain of attraction.
Pitchfork bifurcation The importance of the saddle-node case is that all codimension-1 bifurcations with a zero eigenvalue can be perturbed to saddle-node bifurcations (see Fig. 5 ). These perturbations arise through imperfections of the physical system, domain geometry, boundary conditions, or forcing terms. The last two cases (pitchfork and transcritical) indeed illustrate situations where there is something special about the formulation of the problem: the pitchfork bifurcation is the rule for systems constrained by some (e.g., reflection) symmetry.
Whereas in the previous cases, the number of fixed points changed as the parameter was varied, it is also possible that a steady solution transfers its stability to a limit cycle. This kind of transition is called a Hopf bifurcation. It corresponds to the special case of a simple conjugate pair of pure imaginary eigenvalues σ = ±ωi (n 0 = 2) crossing the imaginary axis. The normal form can be written in polar coordinate aṡ
Again the sign determines whether the Hopf bifurcation is supercritical or subcritical and the discussion is similar to the pitchfork bifurcation case. For more complete details on Hopf bifurcations see e.g. [27] .
Local codimension-1 bifurcations of limit cycles
One may ask whether it is possible to apply the procedures described above to more complex (limit) sets. A very similar discussion applies for bifurcation of limit cycles although there are some additional complications. Let's assume that one has a limit cycle γ of the original system (1) for a parameterp that we omit in the notations for simplicity, and whose corresponding solution isx(t) =x(t + T ). We consider an infinitesimal perturbation ξ(t) of γ, i.e., we let x(t) =x(t) + ξ(t) in (1) and neglecting quadratic terms, one obtainsξ = J(x(t))ξ,
p < 0 p > 0 Limit cycle Figure 6 : Phase space trajectories associated with a supercritical Hopf bifurcation at p = 0. For p < 0, there is only one stable fixed point (left panel), whereas a stable limit cycle appears for p > 0 (right panel).
and J(x(t)) is now a T -periodic matrix. It can be shown that the fundamental solution matrix X of the system (13) can be written as X(t) = Y (t)e tR where Y (t+T ) = Y (t). One thus obtains that
The matrix M is called the monodromy matrix and its eigenvalues σ 1 , · · · , σ n are called the Floquet multipliers. The monodromy matrix is not uniquely determined by the solutions of (13) but its eigenvalues are uniquely determined. Since the perturbation ξ(t) =x(t + ) −x(t), small, is T -periodic, it immediately implies that M has an unit eigenvalue, i.e. perturbations along γ neither diverge or converge. The linear stability of γ is thus determined by the remaining n − 1 eigenvalues. Let Σ be a (fixed) local cross section of dimension n−1 of the limit cycle γ such that the periodic orbit is not tangent to this hypersurface and denote x the intersection of Σ with γ. There is a nice geometrical interpretation of the monodromy matrix in term of the Poincaré map defined as P(x) = φ τ (x), where x is assumed to be in a neighborhood of x and, τ is the time taken for the orbit φ t (x) to first return to Σ (as x approaches x τ will tend to T ). After a change of basis such that the matrix M has a column (0, · · · 0, 1)
T corresponding to the unit eigenvalue, the remaining block (n − 1) × (n − 1) matrix corresponds to the linearized Poincaré map.
These remarks show that the bifurcations of limit cycles are related to the behavior of a discrete dynamical system (the Poincaré map)
rather than a continuous dynamical system like in the case of fixed points. The bifurcation theory for fixed points of the iterative map with eigenvalue having unit norm is completely analogous to the bifurcation theory for equilibria with an eigenvalue on the imaginary axis. Periodic orbits become unstable when Floquet multipliers σ i cross the unit circle as the parameter p is changed (remember that the Floquet multipliers depend on the parameter p). There are three important cases.
1. A real Floquet multiplier is crossing the unit circle σ(p) = 1 (saddle-node). This situation can be shown to be topologically equivalent to the 1-dimensional discrete dynamical system
Let's consider the supercritical case P(x) = p + x − x 2 and assume thatp = 0 for simplicity. As p becomes positive, two fixed points x 1 and x 2 of the iterative map (16) appear which are solutions of P(x) = x. These two fixed points correspond to the appearance of 2 new families of periodic orbits. One family is stable (P (x 1 ) < 1) while the other is unstable (P (x 2 ) > 1). Like in the case of equilibria, particular constraints may lead to transcritical or pitchfork bifurcations (see Fig. 7 ). 2. A real Floquet multiplier is crossing the unit circle with σ(p) = −1. This situation is called flip or period-doubling bifurcation and has no equivalent for equilibria. The system is topologically equivalent to
This situation corresponds to the pitchfork case for the second iterate P 2 map. Again consider (withp = 0) the supercritical case P(x) = −(1 + p)x + x 3 . As p becomes positive two fixed points of the second iterate P 2 appear which are not fixed points of the first iterate. This means that another stable periodic orbit of period 2T arises whereas the original periodic orbit γ becomes unstable (see Fig. 8 ). The corresponding trajectories alternate from one side of γ to the other along the direction of the eigenvector associated with the eigenvalue σ = −1. The periodic orbit is twisted around the original periodic orbit like a Möbius band. The consequence is that this bifurcation cannot occur in a 2-dimensional system since one cannot embed a Möbius band in a 2-dimensional manifold. 3. The final example corresponds to the case of a pair of complex conjugate eigenvalues σ,σ crossing the unit circle such that |σ(p)| = |e iϕ | = 1. This bifurcation is called Neimark-Sacker or torus bifurcation. If one assumes after reduction on a two-dimensional invariant manifold that dσ(p)/dp = 0 at p =p and σ j (p) = 1 for j = 1, 2, 3, 4 then there is a change of coordinates such that the (Poincaré) map takes the following form in polar coordinates
where a, b and d are parameters. Provided a = 0, this normal form indicates that a close curve generically bifurcates from the fixed point, this closed curve corresponds to a two-dimensional invariant torus. Note that the strong resonance cases σ j (p) = 1 for j = 1 and j = 2 correspond to the saddle-node and period-doubling bifurcations and the two other cases j = 3, 4 may lead to the absence of a closed curve or even several invariant curves (see [28] ).
Homoclinic bifurcations of equilibria
We now discuss an important situation where there is a global change of phase space as one parameter is varied which cannot be detected by local analysis of the dynamics in the neighborhood of equilibria (or limit cycles). This situation corresponds to a global bifurcation and we focus here on the case of homoclinic orbits. This is a central issue in dynamical systems theory since global bifurcations in dynamical systems with n > 2 are in general responsible for the emergence of chaos and strange attractors. Ruelle and Takens [29] introduced the notion of a strange attractor, in referring to a chaotic attractor characterized by sensitivity to the initial state and whose dimension is fractional, rather than integer.
Homoclinic orbits correspond to the interaction between an unstable fixed point and a periodic orbit. This is exemplified by Fig. 9 which corresponds to a planar homoclinic orbit to a saddle-node fixed point. The corresponding system iṡ
Indeed, it can be shown that homoclinic bifurcations on the plane are determined by the saddle quantity κ = σ 1 + σ 2 , where σ i are the eigenvalues at the (saddle-type) fixed point at the homoclinic bifurcation (p =p). The system (19) corresponds to κ = −2 < 0, withp = 0. As both objects connect to each other, the period of the orbit become longer as p approaches zero to become infinite at p = 0. The trajectory along the unstable manifold of the fixed point approaches in infinite time the same fixed point along its stable manifold. The homoclinic orbit is then attracting the trajectories inside. For p positive, a stable periodic orbit (L in Fig. 9 ) is created. Homoclinic bifurcations in systems with n > 2 are considerably more complicated. They most often induce stretching and folding in some bounded set of phase space and lead to the appearance of (Smale) horseshoes and possibly chaos. Typical horseshoes are given by the celebrated map sketched in Fig. 10 . At the limit where this map is iterated an infinite number of time, a fractal Cantor set is obtained. In the neighborhood of the saddle fixed point where the homoclinic orbit is connected, the leading eigenvalues determine how much stretching and folding occurs in phase space. In (un)favorable cases, Poincaré maps exhibit a similar iterative behavior than in the transformation (10) enabling the existence of horseshoes. In the following, we mention two important situations. Consider a three-dimensional system with two eigenvalues σ 1 , σ 2 < 0 and one with σ 3 > 0 at the hyperbolic fixed point (saddle) and assume that homoclinic orbits exist for p =p.
1. σ i ∈ I R. In situations where there is only one homoclinic orbit, the system behaves more or less similarly to the planar case (19) . In particular, a periodic orbit is created for p =p [30] .
The interesting case corresponds to the situation when two homoclinic orbits connect to the saddle point. In particular when there is some Z Z 2 symmetry in the system it amounts to have only one parameter controlling the existence of the two homoclinic orbits at the same time. The symmetric case is of particular historical interest, since this is precisely the situation that arises in the much studied Lorenz system [31, 32] . Under particular conditions on the eigenvalues (e.g. −σ 2 < σ 3 < −σ 1 ) and invariance of the system by symmetry ((x 1 , x 2 , x 3 ) → (−x 1 , x 2 , −x 3 )) one observes a one-sided homoclinic explosion. This means that for say p ≤p there is nothing spectacular associated with the dynamics near the broken homoclinic orbit but for p >p horseshoes appear seemingly out of nowhere. There exists a value of p, say p 0 , such that for all p such thatp < p < p 0 the Poincaré map exhibits an invariant Cantor set (for p fixed there is only one horseshoe). An infinite number of unstable periodic orbits of all possible periods are created. Although no strange attractor actually exists, these horseshoes are considered as being the chaotic heart of numerically observed strange attractors.
We briefly illustrate the situation of the Lorenz system. This is a three-mode truncation of the Rayleigh-Bénard convection problem and corresponds tȯ
with fixed parameters s = 10, b = 10/3 and control parameter r. As r increases, one observes the following bifurcations: for 0 < r < 1 the origin is globally stable, at r = 1 there is a supercritical pitchfork bifurcation, at r = 470/19 there are subcritical asymmetric Hopf bifurcations and the first homoclinic explosion is observed at r = 13.93. It must be noted that an important bifurcation occurs at r = 24.06... where the invariant Cantor set is destroyed through successive homoclinic explosions which yields to the existence of a genuine strange attractor. Note that a proof of its existence has only recently been given [33] .
2. σ 1 =σ 2 = ρ ± iω with ρ < 0 and σ 3 > 0 (saddle-focus). Let δ = −ρ/σ 3 . This case was first studied by Shilnikov [34] and the dynamics is known as the Shilnikov phenomenon. It can be shown that, provided δ < 1, there is a finite number of fixed points (and thus periodic orbits) for p <p and p >p and a countable infinity of fixed points for p =p. Thus contrary to the Lorenz bifurcation, the Shilnikov case is two-sided. As a matter of fact, at p =p, the situation is considerably far more complicated than in the Lorenz case since there is a countable infinity of horseshoes in the neighborhood of the fixed point, each giving an infinite number of saddle fixed points. It must be noted that no symmetry is required contrary to the Lorenz case. To render the picture even more complicated, for p =p other homoclinic orbits appear and the Shilnikov phenomena are repeated for each of these new homoclinic orbits. We give in Fig.  11 the bifurcation behavior of the periodic orbits for the principal homoclinic orbit, such behavior is often referred to as Shilnikov wiggles. The reader may find detailed proofs in [35, 25, 30] . We do not present here the case when the system possess some symmetry, it is studied in [36] .
For δ > 1, the situation is simple since there are no horseshoes. Only one periodic orbit exists at one side of the critical parameter value (say p >p) which becomes homoclinic at p =p. When a reflection symmetry is present this case is referred to as a gluing bifurcation. 
Period

Continuation methods
The idea of continuation methods is to compute branches of steady states as one parameter is varied. It enables one to obtain meaningful and generic information on the local dynamics of a PDE model for a large range of parameter values. Although time integrations of the model are ultimately needed to detect global bifurcations as well as statistical properties of the flow, continuation methods are able to determine the first bifurcations off the branches of steady states in a rather cheap way. When interested in steady states, it naturally avoids to perform long time integrations for several values of the parameter. It is fair to say that in the context of PDEs, continuation algorithms are the same as in the context of small-dimensional dynamical systems. The difficulty rather lies on an accurate estimation of the Jacobian, the solution of the nonlinear systems of equations, and its leading eigenvalues.
The basic technique involves two main steps. The first one allows one to advance along a branch of steady states as a parameter is varied one step at a time. The second one involves a linear stability analysis of the previously computed steady state using a generalized eigenvalue solver at each step. Before going to the details, we reformulated the system (1) in the context of PDEs, namely
where u(x, t) ∈ I R n corresponds to a discretized solution of the original PDE, M is the mass matrix, L the discretized linear operator, N (u) : I R n → I R n the (discretized) nonlinear operator and F ∈ I R n the discretized forcing term. Note that M is not invertible in general since we implicitly include the boundary conditions in the formulation (21) . For instance, Dirichlet conditions correspond to M, N (u) and F being zero on the boundary of the domain and L being the identity. Formulation (21) is thus rather general.
Pseudo-arclength methods
Finding steady states of the system (21) amounts to solve
Pseudo-arclength methods [37, 38] are very often used. The idea is to parametrize branches of solutions Γ(s) ≡ (u(s), p(s)) with an arclength parameter s (or an approximation of it, thus the term 'pseudo') and choose this parameter as the continuation parameter instead of p. An additional equation is obtained by approximating the normalization condition of the tangent (u(s),ṗ(s)) ≡Γ(s) to the branch Γ(s), where the dot refers to the derivative with respect to s, namely |Γ| 2 = 1. This condition is approximated byu
where (u 0 , p 0 ) is a known starting solution (or a previously computed point) on a particular branch and ∆s is the (small) steplength. In order to compute the tangenṫ Γ 0 (s), one differentiates Φ(u(s), p(s)) = 0 with respect to s at (u 0 , p 0 ) to find
where Φ 
The next step is then to project the predictor solution (u, p) back onto the branch in a direction orthogonal to the tangentΓ 0 . This is called the corrector algorithm. It should rely on a robust nonlinear solver for the system (22) . The one of common use is the Newton-Raphson method. This method has a quadratic convergence provided the initial starting solution is close enough to the solution. The predictor step just does that, all the more so as ∆s is small. The initial guess will thus be the predictor solution (25) . Newton-Raphson iterations with iteration index k, can then be written
where
) is found, one sets
In practical situations, it is better to solve two n × n linear systems instead of solving directly (26) , namely
Then, the solution of (26) is
, and ∆u
The method is illustrated geometrically by Fig. 12 . It must be noted that pseudoarclength methods rely essentially on a correct estimation of the Jacobian matrix [Φ u , Φ p ], and this can be done in at least two ways: explicitly 'by hand' or numerically using the approximation Φ x (Φ(x + ) − Φ(x))/ for small . It is usually faster to do it 'by hand' provided one is cautious in treating the boundary conditions. Failure to do so in general prevents the Newton-Raphson method to converge quadratically. The advantage of pseudo-arclength methods over traditional continuation methods is that the Jacobian of the extended system [Φ u , Φ p ] has rank n even at saddle-node points where Φ u becomes singular. Hence, one can easily continue around saddlenode bifurcation as illustrated in Fig. 13 . One other advantage is that it allows to compute branches of unstable as well as stable solutions. 
Linear stability problem
In order to detect bifurcations of the steady states (ū,p) which have been previously computed by a pseudo-arclength method, one sets first u =ū + v in (21) to yield the linearized (discretized) PDE:
We look for solutions in the form v =ve σt so that one obtains the generalized eigenvalue problem:
The matrix B is usually singular due to the presence of (time-independent) boundary conditions and indeed whenever time derivatives are absent from the original PDE system. Like in the traditional approach presented in the section 2, one is mostly interested in eigenvalues σ which cross the imaginary axis. The eigenvalues closest to the imaginary axis are often called leading eigenvalues. When n is very large, it is not possible to compute all the eigenvalues of the system (31) and one must rely on more sophisticated methods which are able to compute the leading ones. We present here a very efficient method called the Simultaneous Iteration Technique (SIT) [39] . The idea is to apply a transformation mapping of the left complex half plane into the unit disk so that complex eigenvalues crossing the imaginary axis are transformed into complex eigenvalues leaving the unit disk. The complex transformation is
It is easy to check that for Re z ≤ b one has |z | ≤ 1. The parameter b shifts the spectrum along the real axis, whereas the parameter a stretches it. One then applies the transformation (32) to the generalized eigenvalue problem (31) to obtain
Although the matrix B is in general singular, the matrices D and C are generically not singular. The new eigenvalue problem (33) can then be treated using generalized power methods which compute the eigenvalues with the largest absolute values [40] . Another technique used to solve the generalized eigenvalue problems is the JacobiDavidson QZ method [41] . In this method a Krylov subspace of I R n is constructed and special projection techniques are used to find the eigenvalues and eigenvectors.
Branch switching and homotopy methods
Although a linear stability analysis is aimed at detecting the bifurcations, it does not provide a way to compute the new branches of solutions which appear at the bifurcations. There are traditionally at least two ways to switch on branches of steady states when det Φ u in (26) changes sign butṗ does not, namely for transcritical and pitchfork bifurcations. Let the tangent to the original branch be denoted by (u 0 ,ṗ 0 ) and the solution at the bifurcation (u , p ).
The first method consists in computing a vector (û,p) which belongs to the plane spanned by (u 0 ,ṗ 0 ) and the tangent to the new branch, and which is orthogonal to (u 0 ,ṗ 0 ). It exactly amounts to solve the system
The first equation Φ uû + Φ pp = 0 indeed insures that (û,p) belongs to the plane spanned by the two tangent vectors since Φ u has a nontrivial kernel at the bifurcation point. The solution to (34) is easily determined to bê
where φ is a null vector of Φ u (u , p ) and z is the solution of Φ u (u , p )z = Φ p (u , p ). In practice, the null vector is calculated by inverse iteration [42] or a good approximation of it may be given by the null eigenvector obtained by the linear stability analysis. To determine a point on the new branch, the Newton process is started with the predictor
where the ± indicates that solutions can be found on either side of the known branch. The other method consists in using an homotopy parameter θ that perturbs the original problem to a problem where only saddle-node bifurcations are observed. As stated in section 2, pitchfork and transcritical bifurcations can always be perturbed to give saddle-node bifurcations. The method is illustrated for the case of the pitchfork bifurcation in Fig. 14 . One is starting from the solution a and wants to reach either the solution b or c. The idea is simply to compute the branch of solutions along the direction θ which corresponds here to a parameter which perturbs the problem symmetry (for instance the forcing term in Eq. (21)). The bifurcation diagram for θ = θ = 0 is given to have an idea of the two-dimensional set of solutions. Homotopy methods are very powerful and can even solve more complicated problems like finding isolated branches of solutions in nontrivial systems.
Continuation of periodic orbits
We now turn to the numerical computation of stable and unstable periodic orbits versus a parameter p of autonomous problems. There are basically two methods to compute periodic orbits: one method directly solves a boundary value problem while in the other method, fixed points of the Poincaré map are computed. 
Boundary value problem approach
As the period T has an a priori unknown dependence on p, time is usually rescaled ast = t/T , such that the original problem (1) transforms into
where t ∈ [0, 1]. The computation of a periodic orbit of (37) can be considered as a boundary value problem in time, since x(0) = x(1). For autonomous systems, these boundary conditions do not fully determine the orbit since its phase can be freely shifted. Hence, in a pseudo-arclength methods we need, in addition to the parametrizing equation, also a normalization of the phase, i.e., a phase condition. Suppose we have determined a periodic solution (x 0 , T 0 ) at p = p 0 , then many methods solve the problem (37) with
where ∆s is again the step length. The phase condition (38b) is obtained by requiring that the distance between the new and the old periodic solution is minimized with respect to the phase. The problem (38) is solved either by so-called single-or multiple shooting techniques or by collocation techniques. A starting point of the periodic orbit can usually be obtained by a perturbation analysis near a Hopf bifurcation.
Fixed points of the Poincaré map
In this approach, we first have to define a Poincaré section which is transversal to the flow. This can be done by defining a hyperplane Σ as
where n is the normal to the hyperplane and x * a certain point in Σ. In practice, one can often take intersections with one of the coordinate planes. The Poincaré map on Σ is defined as
where φ is a solution of (1). Here, t(x) is the return time and sign(n.φ(0, x, p)) = sign(n.φ(t(x), x, p)) such that the orbit intersects Σ with the same orientation at both times. Periodic orbits are computed from
with x ∈ Σ. In practice, the Poincaré section is parametrized and, leaving out this detail, the solutions of (41) versus the parameter p are again calculated by the pseudoarclength method. This leads to systems of equations (26) where the Jacobian matrix is now given by I − P x (x k , p k ). The additional difficulty is now that we do not want to construct the Poincaré map explicitly.
If we solve the linear systems (28) with an iterative method, however, we need only the result of a product of the Jacobian with a vector, say v. Thereto, we need to perform two transient integrations, one with the full system (1) and one with the first variational equation (13) . If x k is again the k th iterate of the NewtonRaphson process, then the initial conditions of the full system are x k + v, while for the variational equation, the initial conditions are v. Integration of (28) until an intersection with Σ provides the vector x * , while integration of (13) provides y * . It can be shown that in this case
where z * = f (x * , p). A more detailed description of this algorithm in the context of PDEs can be found in [43] .
Application potential
The early and best-known applications of continuation methods to atmospheric and ocean dynamics involved a very small number of degrees of freedom [31, 44, 45, 46] . For instance, the Lorenz model (20) is probably one of the most studied dynamical system of the past forty years. As dynamical systems theory is being rapidly extended to infinite-dimensional systems governed by PDEs [18] , the applications to atmospheric, oceanic and climate dynamics are becoming more and more sophisticated [19, 8] . Indeed, the computer power available to study bifurcation sequences is increasing rapidly so that more sophisticated numerical methods can be applied.
In the mid-1970s, it was possible to compute the first one or two bifurcations for spatially 1-D energy balance models with [47, 48, 49] or without [50] spectral truncation. In the mid-1980s, truncations to tens of degrees-of-freedom of 2-D geophysical flow problems could be approached in this manner [19] . In particular, continuation methods were first seen in the seminal paper of Legras and Ghil on atmospheric flow regimes [51] . In the last few years, there has been a spectacular increase of bifurcation studies involving a large number of degrees of freedom. For instance, bifurcation sequences have been computed for 2-D oceanic flows [9, 10, 11, 52, 53, 54, 55, 56] as well as 3-D flows [57, 2, 58, 59] . All these studies involved tens of thousands of degrees-of-freedom with the noticeable exception of [59] which involved about 300 000 degrees of freedom. Simplified atmospheric, oceanic or coupled GCMs have thus become amenable to a systematic study of their large-scale variability.
The applicability strongly depends on the availability of efficient solvers for the linear systems arising from the Newton-Raphson method. Recently, the development of targeted solvers for ocean models [60, 61, ] has opened the way to tackle problems with up to 10 6 degrees of freedom. The latest solver is based on a block Gauss-Seidel preconditioner, which uses the special structure and properties of the hydrostatic and geostrophic balances.
Application to the wind-driven ocean circulation
One of the central problems of physical oceanography is to understand the physics of the near-surface ocean circulation at midlatitudes. The North-Atlantic circulation is composed of two large-scale gyres, namely a subpolar cyclonic and a subtropical anticyclonic gyre associated with a well-known eastward jet, the Gulf Stream. These two cyclonic and anticyclonic gyres and the associated intense zonal jet are essentially driven by the mid-latitude easterlies and trade winds in the northern hemisphere. This system is referred to as the wind-driven double-gyre circulation. Figure 15 gives a schematic representation of this circulation in the Gulf stream region.
The Kuroshio extension is another example of a double-gyre system in the North Pacific. Similar systems exist in the Southern hemisphere as well such as the Brazil and Malvinas currents in the South Atlantic. These intense oceanic currents exhibit highly complex multi-scale spatio-temporal structures. Spatial scales from several km (eddies, rings) up to hundred km (meanders, recirculation gyres) are associated with time scales of months to decades. The fundamental question is to understand the origin of the low-frequency variability of the double-gyre wind-driven circulation. This low-frequency variability involves timescales of several years to several decades. Although the atmosphere above the mid-latitude oceans is highly variable, some low-frequency phenomena may be intrinsically caused by nonlinear oceanic dynamical processes. In the following, we describe how the use of dynamical systems and bifurcation theory enables one to achieve a rather deep understanding in this particular problem. In particular, we will demonstrate that low-frequency variability can have a sole internal origin and that it is related to instabilities of the mean flow.
The double-gyre quasi-geostrophic model
Quasi-geostrophic (QG) equations are very often used in ocean-and atmosphere studies. They provide a rather simple 2-D model which describes qualitatively the behavior of geophysical flows at mid-latitudes. In the context of the double-gyre wind-driven circulation, these equations read
where x denotes the longitudinal direction and y the latitudinal one on a rectangular domain Ω = (0, L x ) × (0, L y ). These equations are indeed very similar to the incompressible 2-D Navier-Stokes equations expressed in vorticity form, in particular the velocities are related to the streamfunction ψ by u = −ψ y and v = ψ x and q is called here the potential vorticity. The RHS of (43) comes from the vertical integration of the fluid layer from bottom to surface. It is composed of −µ∆ψ, the stress at the bottom which is proportional to the vorticity, and the wind stress at the surface α sin(2πy/L y ) which is prescribed and time-independent. The eddy-viscosity operator ν∆ 2 ψ plays a rather different role and is needed here as a turbulent closure in order to stop the enstrophy cascade toward the small scales. The term βψ x is of paramount importance since it represents the variation of the Coriolis force on a β plane. Indeed, on such a plane, the Coriolis parameter f is assumed to be equal to f = f 0 + βy. Note that it is rather the variations of f with latitude which are important and permit the propagation of the so-called Rossby waves [63] .
The equations (43) describe the dynamics of flows which are in geostrophic equilibrium, i.e. when there is a balance between Coriolis and pressure forces so that the ocean or atmospheric fluid parcels flow along the direction of lines of constant pressure. The boundary conditions can either be no-slip (ψ = ∂ψ/∂n = 0) or free-slip (ψ = ∆ψ = 0) although more accurate boundary conditions can also be used [64] . The sinusoidal forcing term corresponds to the curl of the wind-stress field, namely easterlies in the northern and southern part of the basin and westerlies in the middle. It is assumed here that the forcing term obeys some symmetry and in particular that the amounts of negative and positive vorticity due to the winds are equal. This choice implies that the model (43) is invariant with respect to the Z Z 2 (reflection) symmetry
This property is important since one wants to start from the most idealized picture where the system has the largest number of symmetries and then perturb it when proceeding along the axis of complexity (see Fig. 1 ). Figure 16 shows a typical bifurcation diagram of the double-gyre circulation in small oceanic basins [65] . This diagram is obtained using a pseudo-arclength method with linear stability analysis as described in section 3. Three distinct branches of steady solutions are obtained. The first branch is characterized by perfectly antisymmetric solutions ψ for which Sψ = ψ. After the first saddle-node bifurcation point L these solutions become inertially dominated, the flows become very energetic and the recirculation gyres eventually fill the entire basin. Two pitchfork bifurcations (see Fig. 4 in section 3) P 1 and P 2 occur on the antisymmetric branch. They are responsible for the appearance of asymmetric solutions, say ψ 1 and ψ 2 , which are conjugated to each other, that is Sψ 1 = ψ 2 . The second pitchfork bifurcation at P 2 leads to a branch of asymmetric flows with their jet aligned in the west-east direction and a confluence point either shifted to the south or to the north of the mid-axis of the basin. The flows on the two branches starting from P 1 exhibit meandering of the jet downstream of the recirculation dipole (see details in [66] ), with either a stronger subtropical gyre (upper branch) or a stronger subpolar gyre (lower branch). The weaker gyre is more affected by the asymmetry and wraps around the stronger one. Hopf bifurcations H 1 , H gyre , H 3 are detected along these asymmetric branches indicating that the steady states are destabilized by successive oscillatory instabilities.
The path of the real part of the leading eigenvalues and associated eigenvectors of (31) is shown in the Fig. 17 . The connection between this figure and Fig. 16 is simple: instead of showing the quantity Ψ subtropical along the various branches of steady states, one plots instead the real and imaginary parts of the leading eigenvalue of the linearized equation. These paths are found by solving (31) at each step of the continuation algorithm. One thus observes the crossing of the imaginary part in the complex plane by real eigenvalues (thick curves) giving the saddle-node and the two pitchfork bifurcations as seen previously in Fig. 16 . As expected, the streamfunction patterns are symmetric for the case of the pitchfork bifurcation and antisymmetric for the case of the saddle-node bifurcation. The important thing about Fig. 31 however is (43) . Here, the maximum value of the streamfunction of the subtropical gyre (Ψ subtropical ) is plotted versus the Reynold number Re = U L x /ν, where U is a typical characteristic horizontal velocity. The bifurcations P 1 , P 2 correspond to the pitchfork bifurcations (squares), whereas the triangles indicate the location of the Hopf bifurcations. The saddle-node bifurcation L is indicated by a dot. The panels correspond to the upper-layer streamfunctions, positive contours are represented by thick lines, negative contours by thin lines together with contour intervals (from [65] ). the remarkable mode-merging observed at M where the two real eigenvalues become complex conjugated. Although it corresponds to a topological change of behavior in phase space, it is not rigorously speaking a bifurcation since, at M , the oscillatory behavior is damped. Nevertheless, this oscillatory eigenmode is eventually destabilized at H gyre in Fig. 16 through a Hopf bifurcation. It should be clear from the lower panel of Fig. 17 that the imaginary part of the eigenvalue is growing quadratically and thus leads to an oscillatory instability of rather low frequency compared to other complex eigenvalues in the spectrum. This merging phenomenon is as generic as the pitchfork bifurcation P 1 and is seen in much more complex situations and models [55, 67] .
This remarkable result is indeed one of the starting points of a much deeper understanding of the low-frequency dynamics of the double-gyre circulation in the recent years. To start with, the mode referred to as gyre mode in Fig. 17 was already known since the work of [6] on a shallow-water version of the model (43) . Its particular spatial structure induces a relaxation oscillation of the gyres associated with periods of several years. These relaxation oscillations moreover become chaotic in strongly nonlinear regimes. For a long time, the origin of such modes was unexplained. Indeed, they appeared seemingly from nowhere and contrary to most of the other instabilities found (e.g. Hopf bifurcations H 1 and H 3 in Fig. 16 ) linear theories of the double-gyre flow cannot explain their existence, as it appears that this phenomenon is essentially nonlinear. This result illustrates the power of dynamical systems and bifurcation theory.
At the same time, some authors [53, 20, 66] argued that the chaos observed in more nonlinear regimes could not be the result of several competing instabilities interacting according to the Ruelle-Takens route to chaos [68] . They suggested the presence of a global homoclinic (or possibly heteroclinic) bifurcation in the model (43) . It is only recently that such a bifurcation has been explicitly detected [21, 55, 16] . The connection with the gyre modes is also clearly established in [55, 16] : these modes span larger and larger regions of phase space as the nonlinearity of the model increases and form a symmetric homoclinic orbit later on. This is illustrated by Fig. 18 where the unfolding of the limit cycles a, b, c and d for a parameter approaching the critical value at the symmetric homoclinic bifurcation is clearly seen.
Note that in this case, a poor man's continuation method of periodic orbits was used, that is, several time integrations for particularly well-chosen parameters near the critical value were achieved. It is also possible using continuation techniques to have some ideas about the nature of the homoclinic bifurcation by computing the leading eigenvalues at the hyperbolic fixed point to which the homoclinic cycle is connected. This is illustrated by Fig. 19 which provides a loci of pitchfork, homoclinic and saddle-node bifurcations in the 2-parameter plane spanned by the wind-stress intensity α and lateral viscosity ν (see Eq. (43)). Figure 20 corresponds to the linear stability analysis at the hyperbolic point where the homoclinic orbit is connected. Fig. 16 and ending at M , corresponds to the path of these two modes on the asymmetric branch, thin lines to the path on the antisymmetric branch. The dash-dot thick line indicates a non-zero imaginary part. At M , the merging between the P-mode and L-mode occurs. The various panels show the streamfunction patterns at the locations indicated by the arrows (from [65] ). For small ν, it appears that the homoclinic orbit is of saddle-focus type similar to the Shilnikov case [34] presented in section 2 although there is now an additional symmetry. Fig. 19 , as a function of the viscosity ν. The curves plotted in the large panel are the real parts of the leading eigenvalues (the ones closest to the imaginary axis). The spatial patterns of the associated streamfunction fields (real for the P-and L-mode and complex conjugate for the Rossby basin mode) are plotted in the small panels (from [16] ).
Complex dynamics is found on both sides of the homoclinic orbit: A sketch of the bifurcations of periodic orbits in the vicinity of the principal homoclinic orbit is shown for values of the wind stress (ν fixed) near the critical valueᾱ in Fig. 21 . One thus observes period-doubling bifurcations of the periodic orbits related to the gyre modes for α <ᾱ similar to the ones observed in [6, 55] as well as symmetry-breaking bifurcations of the now symmetric limit cycles 'after' the homoclinic bifurcation. Note that each symmetry-breaking bifurcation provides a new family of asymmetric periodic orbits which undergo sequences of period-doubling bifurcations. This wiggling behavior is indeed confirmed directly by integrating the model (43) for many values of α nearᾱ in [17] (not shown).
It is clear from bifurcation theory that one is limited to secondary bifurcations and that as further instabilities emerge, the dimensions of the chaotic attractors as well as their topological complexities increase. One may thus legitimately ask about the nature of chaos in the double-gyre circulation when the nonlinearity is increased even further. A surprising answer is given in [67] which justifies even more the use of those dynamical systems concepts when the flows approach more turbulent states. As far as large oceanic basins like the North Atlantic and Pacific are concerned a new phenomenon emerges which has been referred to as the quantization of the lowfrequency dynamics in [67] . Roughly speaking the successive bifurcations culminating with the symmetric homoclinic bifurcation as described previously are repeated but now involve larger wavenumbers. Figure 22 is indeed a generalization of Fig. 19 . The first colored band corresponds exactly to the situation shown in Fig. 19 except that the saddle-node curve is now replaced by a locus of subcritical pitchfork birfurcations. Between the two curves, Shilnikov phenomena are observed (not shown). The next colored bands exhibit the same successive bifurcations namely supercritical pitchfork bifurcations, real eigenmode merging off the asymmetric branches of solutions like in Fig. 31 followed by Hopf bifurcations of gyre modes and finally subcritical pitchfork bifurcation. The unfolding of the relaxation oscillations (see Fig. 18 ) into a symmetric homoclinic orbit is not explicitly detected however. The reason is related to the appearance of high-frequency instabilities (through Hopf bifurcations) along the antisymmetric branch. These instabilities interact nonlinearly with the low-frequency structures (the gyre modes) so that the poor man's continuation approach is inefficient here.
There are at least two ways to detect the presence of a global bifurcation in this situation: the first is through statistical methods and spectral analysis like multichannel singular spectrum analysis (M-SSA) that we do not present here (see e.g. [69, 70] ). The second is through continuation methods of periodic orbits which, as far as we know, have been used only in the work of [71, 72, 73] in a different context and for rather small to medium dimensional dynamical systems. The conclusion from [67] is that the low-frequency skeleton of the attractors in more nonlinear regimes is likely to be self-similar to the so-called 'ground regime' described at length above and that such a property can rather be easily detected using mere continuation techniques.
The shallow-water model
We discuss here an original example (unpublished) which uses the great strength and flexibility of continuation and homotopy methods. This example is directly connected to the problem of having explicit numerical control on the hierarchy of models available in geophysics. As seen previously the QG equations (43) satisfy the exact symmetry (44) . One of the consequence is that the branches of steady states are all connected. In more complex models, such a property disappears and one is confronted to situations where it is, most of the time, difficult to detect the isolated branches. A typical situation is the case of the shallow-water (SW) equations that are given by the following system
where the eastward and northward velocities are given by v = (u, v) and h is the thickness of the upper layer. The upper-layer mass flux vector is represented by V = (U, V ) = (uh, vh). The reduced gravity g is given by g = g∆ρ/ρ. The dissipative terms are given by the lateral friction coefficient ν and the bottom friction coefficient µ. We consider these equations, often referred to as 1.5-layer or equivalentbarotropic or reduced-gravity model, in a closed domain Ω as in (43) together with either no-slip or free-slip boundary conditions. The double-gyre forcing term is given by
It is straightforward to check that the system of equations (45) is no longer invariant with respect to the symmetry (44) . Now, a close inspection shows that it is possible to connect the system (43) to (45) through a so-called homotopy parameter η, namely
When η = 0, one recovers the steady-state version of Eq. (43) by taking the curl of (46) with U = −ψ y , V = ψ x whereas η = 1 yields Eq. (45) . It thus becomes possible to compute the branches of solutions for η = 0 and then smoothly going to the case η = 1 by pseudo-arclength continuation. The result is given in Fig. 23 for a small oceanic domain. Previous studies of SW models of the double-gyre circulation [52, 54, 55] were able to compute branches a and b in Fig. 23 but not branch c. The methodology is even more interesting in large basins since one observes successive pitchfork bifurcations in QG models which have never been computed in SW models. 
Bifurcations in primitive-equation models
Very recently, the double-gyre problem was considered in a 3-D primitive-equation model [61] . Similar as in the studies with quasi-geostrophic and shallow-water models, a basin of 10 • length and 10
• width centered around 45
• N was considered. In longitude φ and latitude θ, the boundaries of the domain are given by φ w = 270
• E, φ e = 280
• E, θ s = 40
• N and θ n = 50 H is the horizontal Laplace operator. Slip conditions are assumed at the bottom boundary, while at all lateral boundaries no-slip conditions are applied. As the forcing is represented as a body force over the first layer, slip conditions also apply at the ocean surface.
The equations are discretized in space using a second-order accurate control volume discretization method on a staggered Arakawa B-grid with i = 0, ..., N , j = 0, ..., M , k = 0, ..., L. The solution vector u contains the unknowns (u, v, w, p) at each grid point and hence has dimension d = 4 × N × M × L. A typical bifurcation diagram, with the lateral friction coefficient A H as a control parameter, for a resolution of 100 × 100 × 12 points is plotted in Fig. 24 . In agreement to what is found in shallowwater models, we here also find an imperfect pitchfork bifurcation, which leads to the existence of multiple flow patterns below a value of A H = 320 m 2 s −1 . The isolated branch in Fig. 24 was found by the residue continuation algorithm as described in [8] and analyzed in [74] .
The barotropic streamfunction of patterns at specific locations in Fig. 24 are plotted in Fig. 25 . The solution for large A H on the connected branch is the near anti-symmetric double-gyre flow (Fig. 25a) . When A H decreases along this branch, a so-called jet-down solution appears (Fig. 25b) , a solution very well known from QG and SW models. Along the isolated branch, a jet-up solution exists (Fig. 25c) along the lower branch and after the saddle-node bifurcation, the flow becomes inertially controlled (Fig. 25d) . Although these results were expected, this is the first time that such a multiple equilibria structure is computed for a 3-D primitive-equation model (a dynamical system having 480,000 degrees of freedom).
Outlook
Dynamical systems theory is a qualitative mathematical theory that deals with the spatio-temporal behavior of general systems of evolution equations. The theory analyzes systematically the changes in system behavior when parameters are varied. The brief overview in section 2 described the most elementary types of transitions, those associated with codimension-1 bifurcations. In [25, 28] , the theory is further developed to deal with more complex transition scenarios. The methodology of bifurcation theory was first applied in the 1960s and 1970s to highly simplified models of the ocean, atmosphere and climate, governed by systems of a few coupled ODEs [5, 31, 45, 46] or by one-dimensional PDEs [47, 48, 50] . The methodology of continuation methods and numerical bifurcation theory, briefly described in section 3, is now certainly capable of handling rather sophisticated models governed by 2-D and 3-D systems of PDEs. The systematic use of pseudo-arclength continuation algorithms coupled with linear stability analysis allows one to infer generic and meaningful information on the dynamics of large-scale flows. Local continuation techniques together with well-chosen time integrations enable one to detect global bifurcations as well. The use of a hierarchy of models is necessary to eliminate model-dependent dynamical processes and to focus on the essential dynamics.
The solutions of certain members of this hierarchy, such as the quasi-geostrophic (QG) equations (43), seem to be dominated by low-dimensional dynamics, embedded into an a priori infinite-dimensional phase space. This feature may be due to a significant separation of scales of motion; in the QG models, for example, the fast gravity waves are filtered out and only the dynamics related to low-frequency Rossby waves is represented. As far as the large scales are concerned, we might be able to view small-scale, fully developed turbulence as a background 'soup' that can be filtered out in the first approximation.
As an example of this approach, we considered a hierarchy of models of the constant-density, wind-driven double-gyre ocean circulation. It is possible to analyze the QG, shallow-water (SW) and primitive-equation (PE) models of this circulation systematically and to determine robust elements of the dynamics and of the transition behavior of these flows. We showed how to handle the corresponding PDEs as dynamical systems with a phase space of very large dimension and to detect and compute the successive bifurcations and branches of steady states. For example, the perfect pitchfork bifurcation associated with symmetry-breaking in the QG model is transformed into a perturbed pitchfork in the SW model and this imperfect pitchfork is still present in the PE model. Within the QG model, low-frequency variability originates from an oscillatory mode, the gyre mode. This mode, in turn, arises through the merging of two purely exponential modes and it subsequently causes global bifurcations associated with homoclinic orbits. The longest time scales involved in this low-frequency variability are of a few decades at most.
The effect of the small scales on the large ones is a difficult issue closely related to the system's spectral behavior. New, efficient coarse-graining bifurcation techniques have been recently developed by Y. Kevrekidis and colleagues (e.g. [75, 76] ) in the context of chemistry and reaction-diffusion systems. These techniques enable models at a "fine," microscopic level of description, like the 3-D PE model presented in section 4.3, to perform modeling tasks at a "coarse," macroscopic level, like our QG models. This feat is achieved by extracting from the microscopic description the information that traditional numerical procedures would obtain through function evaluation based on the macroscopic evolution equation, had this equation been available.
A characteristic feature of complex systems is the emergence of macroscopic, coherent types of behavior from the interactions of small-scale, microscopic elements. Macroscopic rules can therefore often be deduced from microscopic ones. Such is the case for the Navier-Stokes equations, which represent the (coarse) evolution of certain moments of the Boltzmann equation. In many situations, however, the macroscopic equations are not necessarily available. For instance, one may not have closed equations at the system level of interest, that is the macroscopic velocity field may not be available as a function of just concentrations, or the form of the viscous terms may not be just a known Newtonian expression. In these cases, one often has a correct microscopic description of the true physics, at a molecular level or at a very fine resolution, but system-level tasks are not feasible anymore, directly at the macroscopic level. Still, it turns out to be possible to use information from short-time integrations of the micro-models to obtain information on the macro-model's Jacobian and thus detect (macro-)bifurcations. It is only recently that these coarse-graining techniques are being tested in the context of geophysical fluid dynamics.
The methodology of dynamical systems is now being applied to many problems in physical oceanography and climate dynamics. Examples are (i) the stability and variability of the thermohaline circulation [77] ; (ii) transitions in the El-Niño oceanatmosphere system [8, 78, 79, 80] , including those due to plate motion [81] ; and (iii) variability of the mid-latitude atmosphere-ocean system [82] . This methodology is likely to provide a major avenue to understanding the processes that cause largescale, low-frequency variability in the ocean, atmosphere and in the whole climate system.
