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Abstract. Effective control of the end-use properties in order to guarantee 
product quality is of paramount importance. This is especially valuable for 
products such as medicament, polymers and nanomaterials. There are plenty of 
innovative processes whose principles of operation are unknown and for which 
is not possible to develop reliable models due to time and cost. Despite this, it is 
important to know the optimum operating zone where the process should work 
to ensure that the end product meets the required properties. To address this is-
sue, a run-to-run optimization approach is proposed to find the reduced region 
of operation which guarantees obtaining end-use properties with high probabili-
ty when a first-principles model for the batch process is not available a priori. 
In order to evaluate the effectiveness of the methodology to find optimal poli-
cies for runs involving stochastic binary outcomes, the well-known example of 
the emulsion polymerization of styrene has been addressed. Results obtained 
demonstrated that the proposed method is a powerful tool for optimal design of 
experiments aiming to guarantee end-use product properties. 
 
Keywords: optimal experimental design, optimization, end-use properties. 
 
1 Introduction and problem statement 
Most real-world optimization problems for batch processes are related to consistently 
complying with end-point specifications so as to minimize the variability in product 
quality and process performance. For example, in many practical applications includ-
ing foods, cosmetics, pharmaceuticals, etc., lipids are emulsified in an aqueous phase 
such that their end-use properties (rheological behavior, stability, color, etc.) com-
pletely define the values for an end-user of resulting products[1]. Emulsion polymeri-
zation processes are also representative examples of the importance of guaranteeing 
reproducibility and tight control of end-use properties such as tensile strength and 
melt index by properly choosing the operating policy[2].  
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Proper setting of key process variables are critical for consistently complying with 
end-point specifications, including end-use product properties[3–5]. Ideally, a per-
formance model for end-point conditions would be first established, and then the best 
settings can be searched off-line via an optimization method. However, the perfor-
mance in a run is only observed through a stochastic binary outcome –success or fail-
ure of the experiment– which is dependent of both the values for controllable inputs 
and a number of uncontrollable (and possibly unknown) factors. As a result, the per-
formance model is necessarily of a probabilistic nature and correlates the probability 
of success of an experiment with the alternative settings for controllable input factors. 
For this, optimal design of experiments is an important tool because of the increasing 
need to reduce the resource requirement for achieving end-use properties[6].  
Fiordalis and Georgakis[7] have proposed a data-driven experimental design of dy-
namic experiments as a means of developing a response surface model that can be 
used to optimize complex batch processes for which it is difficult to develop a know-
ledge-driven model. Unfortunately, in their approach, the probability of complying 
with end-point specifications is not explicitly modeled. To achieve this goal it is ne-
cessary to develop a design of experiments that includes a compound criterion ac-
counting for the dual purpose of obtaining efficient estimation parameters and fur-
thermore maximizing the probability of a particular event. McGree et al.[8] have pro-
posed different approaches for combining parameter estimation with opposing design 
criteria for nonlinear models, and particularly McGree and Eccleston[9] have devel-
oped a probability-based optimal design which achieves both objectives by simulta-
neously optimizing a design with respect to the D-optimality criterion as well as max-
imizing a function of the probability of observing an outcome.  
The search for a reduced region of operating conditions having a high probability of 
success can be formally stated as follows: given an input (parameter) space 𝔛 ∈ ℜ  
and an unknown function 𝜋:𝔛 →  0,1  which represents the binomial probability of 
success of an experiment, a short sequence of experiments should be generated such 
that an operating policy 𝑥∗ having a high probability of success is found after a small 
number of runs. The ultimate goal of the optimization procedure is to recommend, 
after a rather small number of experiments, an operating policy 𝑥r  which minimizes 
the (typically unknown) error, or simple regret, maxx∈𝔛 𝜋 𝑥 − 𝜋 𝑥r , which is 
equivalent to max𝑥r∈𝔛 𝜋 𝑥r . To this aim, the sequence of runs should be generated so 
as to exploit what is already known to maximize the probability of success, and simul-
taneously, to explore the input space for efficient parameter estimation in modeling 
the response surface for 𝜋 𝑥 .   
 
2 Probability-Based Optimal Design 
Data-driven modeling of the probability of success 𝜋 𝑥  typically resorts to Genera-
lized Linear Models (GLMs)[9, 10]. GLMs use a response function 𝜎 to convert a 
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linear model with a range of  −∞, +∞  to an output that lies within  0; 1  (i.e., a 
valid probability). Therefore, given a generalized regression model 𝜂 𝑥; 𝜃 , the pre-
dicted success probability 𝜋 𝑥𝑖  at 𝑥𝑖  is 𝜎 𝜂(𝑥; 𝜃) . The choice of 𝜃  for the latent 
linear regression model is typically accomplished via maximizing the likelihood of 
the data given the model. 
For a given experimental design 𝜉 consisting of the vectors of covariates 𝑥𝑖 ∈ X, 𝑖 =
1,… ,𝑛 for which the corresponding observations (responses) 𝑦𝑖  have been obtained, 
GLMs are defined by three components: a distribution of the response, a linear pre-
dictor and a link function 𝑔 •  that relates the mean of the response to the linear pre-
dictor. If the binary response variable has a Bernoulli distribution with success proba-
bility 𝜋 𝑥𝑖 = 𝜎 𝑦𝑖 = 𝑔−1 𝑦𝑖 , a convenient link function is the logistic func-
tion[10]: 
𝑔 𝜋 = log  
𝜋
1−𝜋
  (1)  
If the logistic link function is used, gives rise to log  𝜋𝑖
1−𝜋𝑖
 = 𝑥𝑖θ , where 𝜋𝑖  is the 
expectation of 𝑦𝑖 , namely the probability of success for 𝑥𝑖 . 
The aim of an optimum experimental design is to find a design 𝜉∗ that maximizes a 
particular optimality criterion of interest. In this work, the goal is to generate a short 
sequence of runs whose outcomes for different operating policies help achieving the 
dual goal of providing information about the model parameters 𝜃 and increasingly 
maximizing the probability of success 𝜋. To this aim, McGree and Eccleston[9] have 
proposed a compound criterion for experimental design which balances two opposing 
criteria: D-optimality, which provides efficient estimates of the model parameters and 
P-optimality, which maximizes the probability of observing a success.  
D-optimal designs provide efficient estimates of the model parameters, as they mi-
nimize the volume of the ellipsoidal confidence regions around an estimate. For a 
Bernoulli data with a logistic link function, the expected Fisher information matrix 
can be expressed as[9]: 
𝑀 𝜃, 𝜉 = 𝑋𝑇𝑊𝑋 (2) 
where the matrix 𝑊  is diag 𝜋1 1 − 𝜋1 ,… ,π𝑛 1 − 𝜋𝑛  . The D-efficiency of any 
design 𝜉 is defined respect to D-optimal design 𝜉𝐷∗   like:  
𝐷𝑒𝑓𝑓 =  
 𝑀 𝜃 ,𝜉  
 𝑀 𝜃 ,𝜉𝐷
∗   
 
1/𝑞
 (3) 
where 𝑞 is the number of parameters in the response surface model 𝜋 𝜃, 𝑥 . 
P-optimality maximizes the function of the probability of getting a specific outcome. 
In this work is specifically employed the maximin criterion where the minimum prob-
ability of success is maximized. The P-efficiency of a given design 𝜉 with respect to 
the P-optimal design 𝜉𝑃∗  is defined as:   
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𝑃𝑒𝑓𝑓 =  
min  πi θ ,𝜉  
min  πi θ ,𝜉𝑃
∗   
  (4)                                                            
Compound Criterion considers making a compromise between the two criteria de-
scribed above, as the product of the D- and P-efficiencies of an experimental design 𝜉, 
weighted by a mixing constant 0 ≤ 𝛼 ≤ 1. That is[9]: 
𝛷 𝐷𝑃 =  𝐷𝑒𝑓𝑓  𝜉  
𝛼
 𝑃𝑒𝑓𝑓  𝜉  
1−𝛼
 (5)  
A mathematical nonlinear program (NLP) for optimal design of experiments using the 
compound criterion can be state as follows: 
max𝜉 𝛷
 𝐷𝑃  𝜉  (6) 
log 𝛷 𝐷𝑃  =  𝛼/𝑞 log 𝑀 𝜃, 𝜉  +  1 − α log min πi θ, 𝜉   , 𝑓𝑜𝑟: 𝑖 = 1,… ,𝑛(7) 
𝜋 𝜉 =
𝑒𝑥𝑝  𝑋𝜃  
1+𝑒𝑥𝑝  𝑋𝜃  
 (8) 
 
3 Optimization with stochastic binary outcomes 
A run-to-run optimization methodology is proposed to pinpoint a reduced region of 
operating conditions where there is a high probability of satisfying end-point specifi-
cations. By increasingly biasing operating conditions so as to increase the parametric 
precision for the response surface 𝜋 𝜃, 𝑥  towards the region where the probability of 
obtaining a desired outcome is high, a sequence of experiments is defined. The run-to-
run optimization algorithm uses two nested loops as shown in Fig. 1. 
The first step to begin with the technique consists in establishing the region of interest 
(ROI) for the process, that is, to define the lower bounds (LB) and upper bounds (UB) 
for all input variables in the vector 𝑥. These bounds are defined taking into account 
available data and prior knowledge about the process under study. Once defined these 
initial limits, the algorithm starts with the external loop 𝑙 = 0 by choosing points from 
a central composite design (CCD)[11] to decide where to experiment first in the ROI. 
Each design consists of a factorial design (the corners of a cube) together plus center 
and star points that allow estimating second-order effects. For a full quadratic model 
with 𝑛 factors, CCDs have more than the required design points to estimate the coef-
ficients in a full quadratic model. For the sake of economy, only a fraction of points in 
the initial CCD are used for the each iteration of the external loop. Thus, to begin 
each iteration experimental points are chosen as follows: the center and star points are 
always chosen, whereas factorial points are randomly chosen up to the necessary 
number for parameter estimation. 
For any external loop iteration 𝑙, at each iteration of the internal loop (see Fig. 1) an 
additional point corresponding to the current estimated optimum of the response sur-
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face model for the probability of success 𝜋 𝜃, 𝑥  is added to 𝜉𝑘−1. The corresponding 
experimental design 𝜉𝑘  includes all data points from the first iteration (𝑘 = 0) up to 
the current iteration. For any point in 𝜉𝑘 , the probability of success is estimated using 
a number of experimental replicas.   
 
Fig. 1. Run-to-run optimization using probability-based optimal experimental design.  
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Using vectors 𝜉𝑘  and 𝜋𝑘  the response surface of the probability of success is modeled 
as a GLM with the logistic function as the link function. The corresponding vector of 
model parameters for the 𝑘𝑡𝑕  internal iteration is 𝜃𝑘 . Accordingly, the model for the 
probability of success over the ROI for the 𝑙𝑡𝑕  iteration of the external loop is: 
𝜋𝑘 =
𝑒𝑥𝑝  𝜂 𝜃𝑘 ;𝑥  
1+𝑒𝑥𝑝  𝜂 𝜃𝑘 ;𝑥  
, 𝑥 ∈ 𝑅𝑂𝐼 (9) 
Using the model in Eq. (9) with 𝜃𝑘−1 from the previous iteration, in the 𝑘𝑡𝑕  internal 
iteration a new experimental point 𝑥𝑑𝑒𝑠  is added by solving the mathematical program 
in Eqs. (6, 7 and 8) using the compound objective previously described in Eq. (5), 
where the vector 𝜉𝑘 =  𝜉𝑘−1, 𝑥𝑑𝑒𝑠  . As soon as the probability of success at 𝑥𝑑𝑒𝑠  is 
estimated by doing a number of experimental replicas, a new vector of model parame-
ters 𝜃𝑘  is obtained. Later on, the predicted optimum 𝑥𝑘∗  that maximizes the success 
probability is obtained and compared with the one from the previous iteration to 
check convergence of the internal stopping criterion. 
When the internal stopping condition is satisfied, the optimum for the current iteration 
of the external loop is calculated as 𝑥𝑙∗ = 𝑥𝑘∗  and stopping condition for the external 
loop is checked to assess convergence.   
For obtaining the point with the maximum probability of success 𝜋 𝜃𝑘 , 𝑥  in the re-
sponse surface model, the following mathematical nonlinear program (NLP) is solved 
in the 𝑘𝑡𝑕  internal loop iteration 
max𝑥 𝜋 𝜃𝑘 , 𝑥  (10) 
𝐿𝐵𝑤
𝑙 ≤ 𝑥𝑤 ≤ 𝑈𝐵𝑤
𝑙 ,𝑤 = 1,… ,𝑑𝑖𝑚 𝑥  (11) 
where 𝐿𝐵𝑤𝑙  and 𝑈𝐵𝑤𝑙  are the lower and upper bounds of the 𝑤𝑡𝑕  explanatory variables 
in the 𝑙𝑡𝑕  iteration of the external loop. 
Whenever the external stopping criterion is not fulfilled, a new iteration of the exter-
nal loop begins such that the ROI is reduced to a fraction of the previous iteration. In 
our implementation, the size of each new ROI is chosen to be a quarter of the previous 
one, centered at the optimum 𝑥𝑙−1∗  found in the previous iteration; the new ROI is 
always chosen within the initial ROI. If the optimum is on one boundary of the initial 
ROI or near it, the new ROI is conveniently defined so as to be within the initial ROI 
and with a center which is the closest to 𝑥𝑙−1∗ .  
Every time a new external iteration begins with a reduced ROI, the first internal itera-
tion begins with fractional CCD based on the corresponding 𝑅𝑂𝐼𝑙 . Additional itera-
tions in the internal loop increasingly add new experimental points using probability-
based optimal design (see Eqs. 6, 7 and 8). When both loops converge, the last optim-
al point obtained is chosen as the optimal operating point of the process to work with 
high probability of ensuring the end-use properties of the product. 
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4 Case Study: Emulsion Polymerization of Styrene 
In the field of the polymers, there exists a special interest in controlling process va-
riables to ensure product fit because there are significant properties that the product 
needs to have in order to comply with specifications for each particular use. About 
this, Hinchliffe et al.[12] have developed a model to analyze the influence of simulta-
neous process conditions and resin characteristics on a set of end-use properties of the 
polymers. 
In this work, the emulsion polymerization of styrene is addressed as a representative 
example of a process where complying with end-use properties is mandatory. Mathe-
matical models for this process have been discussed in Liotta[13] and Li and 
Brooks[14] as well as in more recent works[15–17]. Taking into account this availa-
ble information of the process, a probabilistic simulation model of the process is de-
veloped and used to describe the effect of intrinsic variability and modeling errors in 
end-point specifications. A random variability effect using the percentage of variabili-
ty of 𝑆𝑃 = 10% in the process dynamics is added to the initial amounts of each popu-
lation of seeded particles as follows:  
𝑁𝑖 = 𝑁𝑖
°  1 +  𝑟𝑎𝑛𝑑 1,1 − 0.5 .
𝑆𝑃
100
  (12) 
where 𝑁𝑖° is the initial amount of each specie 𝑖. 
The kinetic model and conservation equations for the process accounts for the follow-
ing key equations: volume balance for the reaction medium, volume balance of par-
ticles in each population, molar balance of monomer, balance of the average number 
of radicals per particle for each population, polymerization rate for each population, 
addition rate of the chain transfer agent (CTA), molar balance of the initiator, molar 
balance for chain transfer agent. All constitutive equations and balances that made up 
the dynamic model have been developed in previous works[13–17].   
For polymerization processes, it is of special concern that the final product obtained 
satisfies two end-use properties: the melt flow index (MI) and the tensile strength (𝜎). 
These properties may be reliably estimated using correlations which are dependent on 
the weight average molecular weight (𝑀𝑊𝑤 ) and the number average molecular 
weight (𝑀𝑊𝑛 ), respectively[2]: 
𝑀𝐼 =
30
 𝑀𝑊𝑤
3.4×10−18−0.2 
 (13) 
𝜎 = 7390 − 4.51108  
1
MW n
  (14) 
where 𝑀𝑊𝑤  and 𝑀𝑊𝑛  can be calculated by using the information arrived with bal-
ances of moments for the live and dead polymer[2, 16, 18]. 
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To apply the run-to-run optimization methodology in Fig. 1, the monomer feed rate 
and the chain transfer agent feed rate to polymerization reactor, both of them in moles 
per seconds, were chosen as the input variables to guarantee end-use properties. Also, 
the desired values of the end-point specification for the resulting product are: 
1.25 × 10−4 < 𝑀𝐼 < 7.5 × 10−4 𝑔/𝑚𝑖𝑛  
6900 < 𝜎 < 7200 𝑝𝑠𝑖  
To implement the run-to-run optimization methodology is necessary to define first the 
following set of hyper-parameters: lower and upper operating bounds of each input 
variable (LB and UB), the number of designed experimental points in each internal 
loop iteration (ep), number of replicates to perform in each operating point (r), maxi-
mum number of internal loops (il), maximum number of external loops (el), internal 
and external stop criteria (𝜀𝑖𝑛  and 𝜀𝑒𝑥 ). Values chosen for hyper-parameters for this 
case study are shown in Table 1. A quadratic model was chosen to approximate the 
surface response by GLM and model simulations were performed with the MATLAB 
software version R2013a. The average CPU time per trial is 15 minutes. 
 
Table 1. Hyper-parameter values for emulsion polymerization of styrene. 
Parameter Value 
LB [0.0184,1x10-4] 
UB [0.026,8x10-4] 
ep
 
1 
r 10 
il 6 
el 4 
𝜀𝑖𝑛  0.5x10-2 
𝜀𝑒𝑥  1x10-3 
 
This case study constitutes a challenging problem for the proposed methodology. Fig. 
2 and Fig. 3 depict the response surface model for the probability of success obtained 
for the initial ROI chosen.  Based on 100 independent trials of the run-to-run optimi-
zation strategy, the probability of success of the resulting optimal policy has been 
categorized in Table 2. Results obtained demonstrated that using the proposed metho-
dology, the optimal policy found has a probability of success of more than 90% in 
47% of the trials. Moreover, the obtained optimal policy has a probability of success 
higher than 80% in 73% of the trials. Finally, only a 7% of the trials provide an op-
timal policy with a probability of success of less than 60%.  
Fig. 4 depicts, for a given trial, the systematic reduction of the ROI as external loop 
iterations in the proposed methodology in Fig. 1 are carried out. Table 3 provides a 
summary of the results obtained, including upper/lower bounds for the reduced ROI 
for external loop iterations. 
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Fig. 2. Contour levels of probability of success over the initial ROI for the emulsion polymeri-
zation of styrene with 𝑆𝑃 = 10%. 
 
 
Fig. 3. Response surface of probability of success over the initial ROI  for the emulsion 
polymerization of styrene with 𝑆𝑃 = 10%. 
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Table 2. Percentage of trials which found an operating policy that complies with the end-point 
specifications for different levels of success (𝑆𝑃 = 10% and 𝛼 = 0.25). 
Minimum probability of success required Percentage of trials which reach a zone with a 
given level of success 
95% 15% 
90% 47% 
85% 61% 
80% 73% 
70% 86% 
60% 93% 
 
With the implementation of this case study, it was possible to demonstrate that by 
embedding data-driven modeling of the probability of success in the proposed run-to-
run optimization approach is feasible to define a reduced ROI where end-use proper-
ties can be obtained with high probability. Results obtained proved that for complex 
processes where there are no reliable models for policy optimization, the proposed 
methodology is an appealing tool to obtain the desired operating region by performing 
only a small amount of experiments.  
 
Fig. 4. A complete trial (until convergence of both loops) of the run-to-run optimization me-
thodology in Fig. 1 for the emulsion polymerization of styrene (𝑆𝑃 = 10% and 𝛼 = 0.25).
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Table 3. A summary of results of the trial depicted in Fig. 4 (𝑆𝑃 = 10%  and 25.0 )  
External 
Loop 
Lower 
bound 
monomer 
feed rate 
(mol/s) 
Upper 
bound 
monomer 
feed rate 
(mol/s) 
Lower bound 
CTA feed rate 
(mol/s) 
Upper bound 
CTA Feed 
Rate (mol/s) 
Optimal 
monomer 
feed rate 
(mol/s) 
Optimal 
CTA Feed 
Rate 
(mol/s) 
Probability of  
success 
Total of 
experimental 
conditions 
required 
1 0.0184 0.0260 1x10-4 8x10-4 0.0209 5x10-4 0.5100 10 
2 0.0190 0.0228 3.25x10-4 6.75x10-4 0.0228 3x10-4 0.8400 9 
3 0.0219 0.0238 2.13x10-4 3.88x10-4 0.0238 4x10-4 0.9300 9 
4 0.0233 0.0243 3.56x10-4 4.44x10-4 0.0242 4x10-4 0.9700 7 
 
5 Concluding remarks 
 A novel approach to probability-based design of experiments for batch process opti-
mization with end-use properties constraints has been proposed. It aims to define an 
optimal operating policy with high probability of obtaining the desired outcome. The 
proposed methodology is data-driven which makes very appealing for innovative 
processes for which first-principles knowledge or a detailed model is not available. 
The methodology resorts to a compound criterion for optimal experimental design in 
order to balance parametric precision with the probability of success. As a result, the 
optimization strategy in Fig. 1 increasingly bias operating conditions towards a re-
duced region of operation with higher success probabilities while the response surface 
model is improved. 
The proposed method has been tested in silico in a well-known case study to check its 
efficacy. Emulsion polymerization of styrene has been addressed with encouraging 
results. For this case study, significant levels of intrinsic variability have been added 
to simulate uncertainty regarding process behavior. It is worth noting that the pro-
posed methodology can found an optimal policy with a high probability of success 
after a few runs. More specifically, based on information from 35 experimental points 
it was possible to identify a reduced area of operation having a probability of success 
of 97% in satisfying the required specifications for end-use properties. This is encour-
aging given the complexity of the polymerization process and the high variability 
involved. Moreover, it was demonstrated that the methodology provides adequate 
experimental points for parameter estimation of the response surface, and using it the 
optimal operating zone can be defined. As it can be expected, whenever the intrinsic 
variability increases results obtained gracefully degrades by lowering the probability 
of success of the optima policy found.   
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