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Abstract Network slicing is one of the key enabling technologies for 5G networks.
It allows infrastructure owners to assign resources to service providers (tenants),
which will afterwards use them to satisfy their end-user demands. This paradigm,
which changes the way networks have been traditionally managed, was initially
proposed in the wired realm (core networks). More recently, the scientific com-
munity has paid attention to the integration of network slicing in wireless cellular
technologies (LTE). However, there are not many works addressing the challenges
that appear when trying to exploit slicing techniques over WiFi networks, in spite
of their growing relevance. In this paper we propose a novel method of proportion-
ally distributing resources in WiFi networks, by means of the airtime. We develop
an analytical model, which shed light on how such resources could be split. The
validity of the proposed model is assessed by means of simulation-based evaluation
over the ns-3 framework.
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1 Introduction
In the last years there has been a trend of increasing heterogeneity in wireless
access networks. The heterogeneity is not only on the deployment of cells of dif-
ferent sizes but also on new types of communications, diverse access technologies
and diverse offered services. It is expected that in the new generation of wireless
networks (5G) the heterogeneity increases, requiring new management and control
techniques to cope with this diversity. For example, 5G wireless networks will need
to provide service to a variety of different applications and use-cases employing
for this purpose diverse technologies and equipment. Hence, the network infras-
tructure will need to deal with a diversity of traffic patterns, service requirements
and devices capabilities. It is envisioned that, in this scenario, an efficient use of
network resources can be achieved by individually managing and controlling each
use-case [1].
Therefore, the network slicing concept has been proposed as the paradigm
which partitions a shared physical network infrastructure into multiple self-con-
tained logical pieces (slices) established to meet certain network characteristics.
In short, this paradigm permits to create dynamic and on-demand resource slices
to cope with specific service requirements. This is the key difference from existing
similar proposals such as VPNs, but a characteristic that makes it complex to
deploy and manage.
Recent literature has proposed network slicing as a main enabler for future
5G networks. As explained in [2], network slices leverage deploying services with
contradictory requirements over a shared infrastructure, easing the management
of the network. Particularly, slicing the network allows to individually configure
the networks edge-to-edge and define specific functions for each case, while sharing
the same infrastructure. Moreover, in [3] slicing is proposed as one of the key
capabilities of 5G to manage the expected heterogeneous requirements of future
mobile networks.
In this context, infrastructure providers can lend their network resources to new
business players, such as virtual mobile network operators (VMNOs) or Over-The-
Top (OTT) applications. These novel players act as tenants of the infrastructure
and are given complete control over the lent resources. Therefore, delivering effi-
cient resource allocation as well as guaranteeing isolation are the main challenges of
this paradigm. Hence, the design of effective resource allocation policies and mech-
anisms is an important research issue in network slicing. Most of current research
has focused on the network core and on the definition of frameworks to enable
slicing. More recent works focus on applying slicing only to cellular networks and,
in particular, for the LTE technology.
In this work we make a proposal to solve the resource allocation problem that
enables slices on the IEEE 802.11 (WiFi) technology, as an evolution from our
previous work [4]. In this paper, we incorporate an analytical study of the proposed
solution as well as a more exhaustive evaluation. In particular, we concentrate on a
variant named Infrastructure-Sharing Slicing. Its objective is to split and allocate
network resources into slices, proportionally to the requested demand (see Section
3).
More precisely, we propose a novel mechanism for slicing a WiFi Access Point
(AP) by considering the transmission time (airtime) as the resource to share. Our
resource allocation proposal is efficient, as each slice only receives the exact amount
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of resources required for its current load, so free resources can be used by other
slices.
Furthermore, we theoretically analyze the proposed mechanism so as to find
the necessary conditions for an accurate allocation of airtime. In this analysis we
also show that our proposal fairly allocates airtime among users of the same slice.
We also identify the parameters that influence the latency caused by the scheduling
algorithm. Finally, we complete the analysis with simulated experiments, where
we validate the theoretical results and show the behaviour of our mechanism in
an illustrative use case.
The paper is organized as follows: in Section 2 we review the state of the art in
wireless slicing, in Section 3 we introduce our model of network slicing and define
the concept of Infrastructure-Sharing Slicing ; in Section 4 we describe the airtime
slicing proposal in detail. Section 5 depicts the analytical evaluation, while Section
6 discusses the evaluation of our proposal. Finally, Section 7 concludes the paper,
and identifies our future work.
2 Related Work
The idea of controlling the airtime usage in WiFi has been mainly studied as a
means to overcome the performance anomaly problem [5]. This problem appears
in multi-rate wireless local area networks (WLANs) and causes the transmission
throughput of any station to be bounded by the lowest rate of all stations asso-
ciated to the AP. Hence, several works have proposed different mechanisms for a
fair allocation of the airtime among the stations associated with the same AP (see
[6, and references therein]). In particular, works [7,8,6] have suggested the use of
a modified Deficit Round Robin (DRR) [9] scheduling to achieve fairness. As will
be explained in Section 4, our proposal adapts the airtime scheduling mechanism
from [6] to be used for network slicing. The work in [6] showed promising results on
achieving airtime fairness for solving the performance anomaly problem, including
an implementation on real hardware (Atheros ath9k driver).
Network slicing is a rather new concept but many of the challenges for resource
allocation have already been considered extensively in the domain of network vir-
tualization. Existing proposals for resource allocation in wireless network virtu-
alization and slicing are highly determined by the wireless technology. Therefore,
most of the literature concentrates on the 3GPP LTE or IEEE 802.11 standards.
As our approach is focused on the IEEE 802.11 technology we concentrate on the
related work in this technology.
Most of current works which deal with resource allocation for slicing (or virtu-
alization) consider traffic flows as the entities to assign resources. In those works
the goal is to share physical devices at the flow-level. In this context, [10] in-
troduces the idea of Virtual Access Points (VAPs), which will be used by many
following works on this area. For example, [11,12] extended and improve the idea
of virtualizing a physical interface into multiple virtual APs. The objective of this
virtualization is to allow sharing one physical device among several virtual net-
works. The main idea is that each VAP uses different SSIDs and allows to manage
association and transmission parameters for each virtual network. However, all
VAPs share the same physical interface which implies that they share the physical
transmission parameters such as the frequency (channel).
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Following the classification introduced in our previous work [13], we analyze
existent works on resource allocation for slicing in three categories:
– EDCA control : Solutions in this category adjust the EDCA parameters (Con-
tention Window, Arbitration inter-frame spacing and Transmission Opportu-
nity) of the MAC layer so as to control how the slices access to the wireless
medium.
– Slice scheduling : These strategies consist on scheduling resources usage among
the slices. For example, scheduling the transmission opportunities.
– Traffic shaping : These are the solutions which shape the slices traffic so as to
conform performance requirements.
In the EDCA Control category we can mention four works which propose a
resource allocation solution for slicing. In [14] is proposed a mechanism to guar-
antee throughput fairness among VAPs. The goal of this work is to distribute
throughput fairly among VAPs regardless of the number of associated clients. It
uses control-theory (a Proportional Integral (PI) controller) to control the Con-
tention Window (CW ) parameter of each client of the VAPs so as to achieve the
fairness objective. However, it does not provide any type of guarantees of through-
put or airtime. The authors in [15] proposed an airtime resource allocation method
through the management of the Contention Window. In this work each slice is rep-
resented by a VAP with its own MAC queues and is able to control its individual
set of EDCA parameters. Each slice defines its target airtime ratio and an allo-
cation algorithm adjusts the CW to achieve those ratios. The proposal requires
several modifications on the devices to implement the virtual APs. A similar idea
to that found in [15] is presented in [16] for the uplink traffic, and a slice schedul-
ing mechanism for the downlink traffic. The goal is also to provide airtime share
among groups of users and to maximize system throughput. The uplink control
mechanism configures two EDCA parameters, the Contention Window and the
Transmission Opportunity for each client following an analytical result. For the
downlink, a scheduling-based airtime allocation scheme is addressed. It fosters
a similar approach to our proposal, although airtime scheduling is not its main
focus and the algorithm description is very vague. The scheduler works in two
stages, first it schedules packets per-slice following the shares of each slice and,
secondly, it schedules packets per-user using a Round Robin scheduler. The work
in [17] presents a mechanism that allows sharing a wireless network (WLAN) with
multiple APs among several virtual networks. Its objective is to maximize the
throughput of the entire network while guaranteeing a minimum airtime to each
virtual WLAN. It also focus on uplink traffic controlling only the behaviour of
the clients. Differently from other works, in this case the problem is formulated as
an optimization problem where association and airtime are jointly controlled so
as to maximize throughput while airtime constraints for each virtual network are
respected. The solution proposed involves adjusting 5 different MAC parameters
such as the Contention Window and the Arbitration inter-frame spacing based
on an approximate algorithm which solves the optimization problem. The work
lacks of a description on how this could be implemented in wireless devices. For
example, it seems that the optimization solution is executed centrally, hence it
would be necessary to have a mechanism to inform the parameters to the clients.
The work of Katsalis et. al. [18] falls in the Slice Scheduling category. In this
work it is proposed a scheduling mechanism with feedback control so as to guaran-
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tee throughput ratios among slices. The idea is to split the total transmitted bytes
of an AP into ratios requested by the different slices. This work proposed a queue
structure implemented in a software router over the MAC layer of an AP and uses
a packet scheduling mechanism to prioritize traffic. The scheduling consists on
speeding up the traffic of slices which are below the guaranteed throughput and
slowing down the flows which are above the guarantee. It uses feedback from the
driver so as to account for the current transmitted bytes.
Works in [19] and [20] suggests to use traffic shaping to provide airtime guar-
antees to slices. In [19] it is proposed to use traffic shaping in Wifi so as to limit
the use of resources from each slice by controlling the uplink airtime usage. The
solution concentrates only on the client side and is based on commands sent by
the AP so as to control the traffic. The uplink airtime usage of each slice is esti-
mated at the AP using information sent by the clients by a preinstalled control
and reporting module. Then, the airtime is controlled by a traffic shaping module
also installed at each client following commands issued by the AP. The same au-
thors present in [20] a traffic shaping technique for controlling downlink traffic in
the WiMAX technology. The mechanism (called Virtual Network Traffic Shaper
(VNTS)) shapes traffic using feedback information about the current transmission
rate at the wireless interface, the number of clients and the weight of the slice.
The shaper is located outside the Base Station so as to adapt the load offered to
the frame scheduler with the objective of guaranteeing the assigned ratios of each
slice.
The adaptation of EDCA parameters is a well investigated approach in WiFi
virtualization and provides good results. However, it can be implemented either by
modifying the MAC layer or only on predefined traffic classes (Access Categories
defined in the IEEE 802.11 standard) which limits its application for slicing, where
an arbitrary number of slices can be defined. Higher level approaches like traffic
shaping or slice scheduling avoid these issues but present other drawbacks such as
not considering queue buildup at the MAC or physical layers which can jeopardize
the scheduling made at upper layers. Also, traffic shaping may require a complex
feedback control to gather information from lower layers so as to use resources
efficiently. A more extensive review on existing proposals for slicing can be found
in our previous paper [13]. Furthermore, in [21] is presented a comprehensive review
of wireless virtualization techniques.
As can be observed, airtime allocation has already been proposed for network
slicing, however many unsolved challenges still remain. With our solution we aim
to overcome those challenges and provide a solution for airtime allocation that
can be implemented in WiFi devices. The main contributions and differences from
previous work are:
– Our solution does not need to control low-level MAC parameters, neither it
needs feedback from the wireless channel to achieve the required allocation. It
only needs information about the consumed airtime, which can be obtained
from the hardware driver.
– We do not require traffic shaping, which, if not controlled properly, can lead
to a waste of unused resources.
– Our queuing model takes into account the hardware behaviour, to avoid queue
buildups at lower layers, and allows packet aggregation.
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– We extensively describe our scheduling algorithm and queuing model, allowing
it to be implemented and the evaluations replicated.
– We theoretically demonstrate the characteristics and limits of our solution,
finding the necessary conditions to guarantee an airtime allocation with a given
tolerance.
– We implement our solution in a simulator, which allows to resemble real devices
and we also make our simulation code available, so that the community would
be able to freely use it.
3 Network Slicing
Although there are different definitions of network slicing, in this paper we use
the definition introduced in our previous work [13], where a slice is a set of traffic
flows with some common features. In this scenario a traffic flow is a stream of
packets sent between a given source and destination. For example, a flow in an IP
network is identified by the source and destination IP addresses and the source and
destination ports. A slice is allocated by a slice provider and owned by an external
entity (a tenant), and can include performance requirements. This may require a
fraction of network resources to be reserved for a slice. A slice can support flows
from multiple final users (mobile clients of the network in our case), but at the
same time, a final user can participate in multiple slices. However, a flow belongs
to a single slice, and slices are always independent between each other.
Some slice examples are: all the flows produced by the same type of device as
source or destination (e.g., sensors); the flows of a VoIP service; the flows from or
to a user of a given operator, etc.
A key aspect of slicing is isolation. Isolation ensures slices not to be disturbed
by each other, avoiding performance degradation or misusing resources allocated
to other slices.
We classify slicing in two variants:
– Quality-of-Service Slicing (QoSS): slices supporting different services and en-
suring their Quality of Service, regardless of the required resources.
– Infrastructure-Sharing Slicing (ISS): similar to the idea of network virtualiza-
tion, a set of resources are allocated for the exclusive use of a tenant. The
tenant (e.g. Mobile Virtual Network Operator) has complete control over the
network infrastructure and network functions within the slice.
QoSS variant requires the slice provider to seek performance objectives for
each flow in the slice, while in ISS the tenant requires a set of resources to be
allocated for the whole slice. Hence, the implementation details of these two types
of slicing can vary significantly.
The previous definition applies for slicing in general. However, as already men-
tioned, in this work we focus on the slicing problem at the wireless edge and,
particularly, on the Infrastructure-Sharing Slicing variant.
3.1 Infrastructure-Sharing Slicing
The main motivation for implementing ISS is an efficient use of wireless resources.
Sharing the wireless resources among users, service providers, or network opera-
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tors, contributes to the utilization of idle resources when possible, reducing the
need of broadening network deployments.
In WiFi, it is becoming more popular to share residential APs for public use.
Private companies and service providers offer the possibility to share their WiFi
APs, opening them as hot-spots for public use. In this scenario, ISS can provide
the necessary tools to achieve efficiency and guaranteed isolation. Moreover, ISS
can promote inter-provider sharing, where each slice can be used by a different
operator, offering its own services.
When deploying the ISS variant in the wireless domain, various challenges
need to be tackled. As already mentioned, ISS has many similarities with network
virtualization in the wired domain where the slice requests do not specify perfor-
mance objectives for the slice flows, but demand resources to be allocated to an
entire slice. For the wired domain it is a common practice to allocate resources
such as link bandwidth or CPU usage. This is possible because the available re-
sources (such as link capacity) are constant and known beforehand. However, the
bandwidth of a wireless link is uncertain, as it depends on variable channel char-
acteristics. As a consequence, the available resources to be assigned are limited,
and constrained to: the available radio spectrum (divided in time, frequency or
space) or the available transmission time (airtime).
Different techniques for allocating radio spectrum are used in several LTE
slicing proposals, extending the usual scheduling of LTE Physical Resource Blocks
(PRBs) [22]. For example, a tenant can request a given quantity of PRBs, or it can
demand a fraction of the total PRBs available from a Base Station. Then, a PRB
scheduler will allocate the feasible PRBs for every slice transmission. However,
applying this approach to WiFi is not currently possible because of the differences
on the use of the radio spectrum. In WiFi there is no time or frequency division, and
every node transmits using a CSMA/CA approach, utilizing the entire assigned
frequency band.
Hence, for WiFi, transmission time (or airtime) sharing is the only possible
alternative. Airtime sharing implies distributing the transmission time, assigning
a fraction to each slice. Nevertheless, this approach also presents a number of diffi-
culties. For example, the airtime consumed by a given communication depends on
its transmission rate and the retransmissions made by the MAC layer. Therefore,
a device with a given amount of airtime to use can achieve different throughput
performances, depending on the current channel characteristics. The scheduling of
transmissions among the final users within a slice is also a challenge. It is expected
that, while guaranteeing the airtime of the entire slice, each of its users receives
a fair amount of this airtime. This is hard to achieve, considering that each user
can operate at different data rates.
4 Airtime Slicing Proposal
As already mentioned, our focus is on the network’s edge, more precisely, on WiFi
Access Points. The goal is to implement Infrastructure-Sharing Slicing by allo-
cating the requested airtime to the different slices. The model is simple, the slice
provider commits to reserve a percentage of the total airtime in an AP to a par-
ticular slice, given that enough resources are available.
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As said before, we characterize a slice by a set of flows, therefore, when created,
a slice is setup specifying the flows that will belong to it. They may be enumerated
(e.g. a list of source IP’s and ports) or described by some common feature (e.g.
VoIP traffic).
4.1 Adaptive Time-Excess Round Robin
We propose a queuing structure and a scheduling mechanism for airtime slicing,
inspired on the work presented in [9] and [23] and its extension proposed in [6]
for airtime fairness among clients of a WiFi AP. We call our mechanism Adaptive
Time-Excess Round Robin (ATERR).
ATERR is based on (1) identifying the existing traffic flows, (2) assigning a
queue to each flow, and (3) scheduling the service of each queue with a given
criteria. The queues are serviced following a round-robin scheduling, which de-
pends on a given quantum of time. The quantum is a configurable parameter that
controls how much airtime is allocated to each queue in a round. When a packet
is dequeued, the difference between the airtime consumed by the packet and the
quantum is kept in a variable called time-excess. Packets are dequeued while a neg-
ative time-excess remains, and when it reaches a positive value, no more packets
are dequeued and the algorithm moves to the next queue in a round-robin man-
ner. On every new round, each queue’s time-excess is updated with the previous
time-excess value minus its quantum. This grants a direct control over the airtime
used by each flow, regardless of the packet sizes or the transmission rate. However,
since MAC layer may perform packet-aggregation and packet-retransmissions after
a packet is dequeued, the actual airtime consumed is unknown beforehand. Then,
the time-excess of a queue needs to be updated after each packet transmission.
This may cause an allocated airtime “excess” in a round.
This allocation strategy does not guarantee instantaneous satisfaction of the
requested share, but it does try to statistically allocate a certain airtime share in
a given time window (which we call allocation window). A study of the size of this
window is described in Section 5.
In summary, the main differences between ATERR and the mentioned previous
works are:
– The goal of ATERR is to allocate the different airtime requests of each slice
while in previous works the objective is to guarantee airtime fairness.
– Because of the specific characteristic of wireless transmissions, ATERR con-
siders transmission excess instead of deficit.
– Quantums are adaptive and are computed based on the requested airtime share,
the current number of slices, and the clients per slice. This way we support
slice and clients connections and disconnections dynamically.
4.2 System Architecture
ATERR is envisioned to be deployed onto the APs of a WiFi network replacing
the queuing and scheduling algorithms of the AP.
ATERR maintains a queue for each user’s traffic flow within a slice (which
coincides with a WiFi device). Hence, we have a queue per user and per slice. This
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Fig. 1 ATERR simplified queuing architecture.
means that if a user participates in three slices, three queues will be created in the
system for such user, one per slice (see Figure 1).
For our round robin algorithm, ATERR keeps a list of queues with backlogged
traffic (active queues), which are the ones that need to be served. In particular,
there are two lists of active queues: newQueuesList and oldQueuesList. Dealing
with two different lists is a contribution from the FQ-CoDel algorithm [24] (also
used in [6]), so as to reduce the latency of sparse flows, giving priority for trans-
missions of flows that do not build-up a queue. The reader might refer to [24] for
a detailed description of its operation.
Furthermore, we add an Inactive state so as to identify queues without traffic.
If a queue is in the inactive state for a predefined period of time (1 second in
our implementation) it is removed from the slice and the quantums are recalcu-
lated. The queues are not removed immediately after being empty so as to soften
quantum changes. The complete rationale is presented in Algorithm 1.
4.3 System Design
The design of ATERR follows two main objectives:
– To allocate the share of airtime requested by each slice.
– To allocate airtime to each user within a slice fairly.
We propose airtime fairness among users within a slice so as to avoid the
performance anomaly problem mentioned in Section 2. This way, the slice resources
are allocated fairly independently of the channel characteristics of the users.
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Algorithm 1: ATERR scheduling pseudocode. For every new transmission
the mechanism selects the queue (there is a queue per station and slice) to
dequeue a packet from. It is a modified version of Algorithm 3 from [6].
1 function ScheduleTransmission() is
input : newQueues as the list of new active queues.
oldQueues as the list of old active queues.
output: queue as the queue with packets to transmit.
2 if newQueues is not empty then
3 queue← GetFront(newQueues);





9 if queue.excess ≥ 0 then
10 queue.excess← queue.excess− queue.quantum;








19 if queue is empty then











To accomplish both objectives, the quantum of each queue must be dynamically
computed based on the requested resources and the system state. In the following
we explain how we compute the quantums. The notation used throughout the
paper is defined in Table 1.
Lets define S as the set of all slices instantiated on an AP and NS the number
of slices in S. Each slice s ∈ S requires a ratio of the AP’s airtime to be allocated,
denoted by ps | 0 < ps ≤ 1. Lets also define U as the set of users associated with
the AP, Uj the subset of those users that belong to slice s, and Ns the number of
users in Us.
To achieve fairness among users of the same slice, all the quantums within the
slice must be equal. Then, we denote by qs the quantum of any queue in the slice
s and define Qs as the sum of all the quantums of slice s (Qs =
∑Ns
i=1 qs = Nsqs).
To achieve the first objective, Qs must satisfy:




Qj ∀s ∈ S (1)
For the second objective, as all quantums of a slice need to be the same, the





∀s ∈ S (2)













∀s ∈ S (3)

































∀j ∈ S (4)
The above result shows the adaptive nature of the algorithm as all queue’s
quantums need to be recalculated every time a queue is created or removed (i.e.
when a user connects or disconnects) on the AP. Even more, it is important to
notice that the previous result does not provide an absolute value for the quantums,
but a relationship between all the slice’s quantums. To solve this indeterminate
system of equations, we fix the minimum allowable quantum in the system and
assign it to the lower qs.
A remarkable feature of ATERR resides in that it does not impose a static
assignment of resources, neither it limits the use of resources, but appropriately
schedule packets (if available) granting the airtime assignment. For example, if a
flow does not use all its assigned airtime, the unused airtime can be consumed
by the other flows proportionally. So far, our current proposal only applies to
downlink transmissions, but it is possible to extend it to consider also the uplink
traffic.
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Finally, it is important to point out that the proposed solution is implementable
in current 802.11 hardware, provided that the developer has access to the MAC
layer. For example, we argue that our solution can be implemented in the Atheros
ath9k driver which is used in many current commercial off-the shelf Access Points.
As mentioned in Section 2, the work in [6] has already implemented in this driver
individual queues per client and an airtime scheduler. For our solution, we would
need to add a mechanism for specifying the slices, redefine the queue structure





Service opportunities received by a flow in a time interval.
It can be seen as the round of the {round robin} algorithm.
m Number of rounds in a given time interval (t1, t2).
ei,s(k)
Value of the excess of queue i within slice s at
the end of round k.
ti,s(k)
Airtime assigned to queue i within slice s
in round k.
Tmax The maximum possible transmission time of a packet.
ps Ratio of airtime requested by a slice s.
Ti,s(t1, t2)
The airtime assigned to queue i within slice s in
the time interval (t1, t2).
Ts(t1, t2)
The airtime assigned to all queues of slice s in
the interval (t1, t2).
S The set of all slices instantiated on an AP.
NS Total number of slices on an AP.
U The set of users associated to an AP.
NU The total number of user associated to an AP.
Us The set of users that belong to slice s.
Ns Number of users that belong to slice s.
qs Quantum of every queue of the slice s.
Qs The sum of all the quantums of slice s.
Q The sum of all the quantums of the system.
5 Analytical Study
For this study we propose the following scenario: a slice tenant requests a share of
the total airtime, as a quantified value between 0 and 1, accepting a tolerance for
the possible variation of its request, also quantified by a value between 0 and 1.
For example, if a tenant requests a share of 0.3 of the total airtime with a tolerance
of 0.1, it means that we must guarantee an airtime share that varies between 0.27
and 0.33. This guarantee is feasible for a given allocation window.
The objectives of this study are: (i) to find a lower bound to the size of the
allocation window for a given request and tolerance, (ii) to find a measure of the
achievable fairness among users of a slice, and (iii) to study the latency introduced
by the ATERR scheduling.
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For the analysis we consider the set active users as the subset of users asso-
ciated with the AP with pending incoming traffic. Hence, the queues assigned to
the active users at the AP always have packets to be dequeued.
5.1 Allocation-window Size
Regarding objective (i), as a first step, in Lemma 1, we found the airtime a slice s
gets in any time interval. Then, in Lemma 2, using this result we bound the ratio
between a slice’s airtime and the total allocated airtime. Finally, in Theorem 1,
we propose a lower bound for the allocation-window’s size.
Lemma 1 In any interval of time (t1, t2) such that the set of active users do not
vary and where ATERR can service each queue of the system m times, we have
that the airtime assigned to any slice s within that interval satisfies:
mQs −NsTmax ≤ Ts(t1, t2) ≤ mQs + NsTmax ∀s ∈ S (5)
Proof As we already mentioned, ATERR dequeues packets from a queue i within
the slice s until the excess of the queue i becomes non-negative. Then, we have
that at the end of each round the excess satisfies that:
0 ≤ ei,s < Tmax (6)
where Tmax is the maximum possible airtime of a packet. This value is given
by the largest packet size and the lowest transmission rate possible in the system.
From the definition of the algorithm, we have that the airtime excess at a
round k is the airtime excess from the previous round plus the time assigned in
the current round minus the quantum.
ei,s(k) = ei,s(k − 1) + ti,s(k)− qs (7)
where ti,s(k) is the time assigned to queue i from slice s in the round k.
Then, rearranging terms we have that the time assigned at round k is:
ti,s(k) = qs + ei,s(k)− ei,s(k − 1) (8)
From its definition we also have that the total airtime assigned to queue i from









(qs + ei,s(k)− ei,j(k − 1)) (10)
Ti,s(t1, t2) = mqs +
m∑
k=1
(ei,s(k)− ei,s(k − 1)) (11)
Ti,s(t1, t2) = mqs + ei,s(m)− ei,s(0) (12)
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Finally, from (6) and (12) we have:
mqs − Tmax ≤ Ti,s(t1, t2) ≤ mqs + Tmax (13)
Therefore, the total time assigned to a flow in the time interval (t1, t2) can
vary between those two values and the actual value on each interval will depend
on the specific sequence of packets dequeued. Hence, the time assigned to a slice
s in the interval (t1, t2), Ts(t1, t2) =
∑Ns




qs −NsTmax ≤ Ts(t1, t2) ≤ m
Ns∑
i=1
qs + NsTmax (14)
ut
This result provides bounds on the amount of airtime the algorithm can assign
to a slice in a given time interval. As expected, the allocated airtime is given by
the amount of times the queues of the slices are served (m) multiplied by the
airtime assigned on each service (Qs). However, as the algorithm can assign in
excess in some rounds and compensate with a deficit in following rounds, the
actual assignment will depend in what happens in the first and last round. Hence,
the result follows from considering the maximal possible airtime excess assigned
to a slice in a round, which is given by the number of queues of the slice and the
maximal possible airtime to be allocated.
Lemma 2 In any interval of time (t1, t2) such that the active users set does not
vary and where ATERR can service each queue of the system m times, the ratio
of airtime r assigned to any slice s of the system satisfies:
mQs −NsTmax
mQ + N̂Tmax
≤ rs(t1, t2) ≤
mQs + NsTmax
mQ− N̂Tmax
∀s ∈ S (15)
where N̂ = N − 2Ns.
Proof The airtime ratio allocated to a slice s in the interval (t1, t2) will be given
































The lower bound consists on allocating the shortest possible time to the slice
s and the longest time to all the other slices. The upper bound is achieved when
allocating the longest time to slice s while allocating the shortest time to the rest
of the slices.













≤ mQs + NsTmax
mQ− (N − 2Ns)Tmax
(20)
which demonstrates the lemma.
ut
We have thus obtained bounds on how much the airtime allocation can vary
from the requested ratio. This variation depends on some controllable parameters
such as the number of active queues N , the number of active queues in the slice
Ns, the sums of quantums Qs and Q, and the number of evaluation rounds m
within the time interval (t1, t2).
Hence, we can establish the required parameters to keep the variation bounded
by some tolerance.
For the sake of simplicity, we assume the following:1
Assumption 1 We assume that the AP is placed in a quiet transmission medium
so that packets can be transmitted immediately when dequeued.
Theorem 1 ATERR guarantees the required airtime share ps to any slice s ∈ S





psN̂ + Ns +
√
(psN̂ + Ns)2 + (KpsN̂)2
)
−NTmax (21)
Proof From Lemma 2 we have an upper and lower bound for the airtime ratio







Operating, and using Qs = psQ, we obtain:
2QTmax(psN̂ + Ns)m
Q2m2 − N̂2T 2max
≤ Kps (23)
Rewriting the previous equation as a function of m we get:
−KpsQ2m2 + 2QTmax(psN̂ + Ns)m + KpsN̂2T 2max ≤ 0 (24)
The positive solution of (24) is:
m ≥ Tmax
KpsQ
(psN̂ + Ns +
√
(psN̂ + Ns)2 + (KpsN̂)2) (25)
1 This assumption disregards the time that a packet may be waiting for the transmission
medium to be clear, with an impact on the accuracy of our analysis. Including such time in
our model is left for further work.
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Hence, we have the minimum number of rounds that are needed to guarantee
the allocation of airtime within some tolerance K. The time required for this
m rounds depends on the number of queues in the system, and on the time each
queue needs to transmit. It may also depend on some external variables, such as the
transmission opportunities the device obtains from the medium. From Assumption
1, we have that the time consumed by the m rounds only depends on internal
system parameters.
From previous results we know that the total time consumed in m rounds is:
T (m) = T (t1, t2) =
S∑
l=1
Tl(t1, t2) ≥ mQ−NTmax (26)
Then, the theorem follows from substituting the minimum m from (25) in (26).
ut
Hence, Theorem 1 gives a lower bound for the allocation window needed to
guarantee the required airtime share to any slice with an error lower than K.
The obtained bound is a function of the number of associated users to the AP
(N) and the number of users in the slice (Ns). This result is very important for
the negotiation of slice requirements with a tenant, and to implement an access
control mechanism for new users or slices to an AP. In what follows we illustrate
this result with numerical values.
5.1.1 Graphical Illustration
In Figure 2 we plot numerical values for the lower bound of W given in Theorem
1 with a value of K = 0.1 and different airtime ratio requirements (ps). We choose
Tmax as 10ms, which is the maximum time defined in IEEE 802.11 standard [25]
for an aggregate frame.
It is important to notice that these results are lower bounds, which appear
in the worst case scenario. This is very unlikely to happen, as it implies getting
the lowest assignment for all the queues of the considered slice and, at the same
time, the highest airtime assignment for all the other slices of the system with the
minimum possible data rate.
As we show in Section 6, in more common scenarios, the requested assignments
are correctly achieved in smaller allocation windows.
5.2 Fairness Among users of one Slice
Regarding our objective (ii), following a similar analysis to the one proposed in
[9] we can show that within a slice all queues receive a fair share of the airtime
allocated to that slice.
Lemma 3 In any interval of time (t1, t2) such that the active user set does not
vary and where ATERR can service each queue of the system m times, the airtime
allocated to a queue i within a slice s satisfies:
mqs − Tmax ≤ Ti,s(t1, t2) ≤ mqs + Tmax ∀i ∈ Us ∀s ∈ S (27)

























Fig. 2 Worst case lower bounds for Wj,K with a tolerance of 0.1 as a function of the number
of associated users N and number of users in the slice Ns
The proof is analogue to the one of Lemma 1.
The following theorem gives an upper bound on the difference of airtime al-
location between any two queues of the same slice. As can be seen, this bound
depends on the quantum size and Tmax.
Theorem 2 In any interval of time (t1, t2) such that the active user set does not
vary, the difference of airtime assigned to any two queues i and j of a slice s
satisfies:
Ti,s(t1, t2)− Tj,s(t1, t2) ≤ qs + 2Tmax (28)
Proof For the proof we will take the worst case, which is given when Ti,s(t1, t2) is
allocated the longest possible airtime and Tj,s(t1, t2) the shortest. In any interval
(t1, t2) where the algorithm service queue i for m times, we know from Lemma 3
that:
Ti,s(t1, t2) ≤ mqs + Tmax (29)
In that same interval, the algorithm can serve queue l for m′ times, then from
Lemma 3 we have:
Tj,s(t1, t2) ≥ m′qs − Tmax (30)
Because of the round robin behaviour of ATERR it happens that m − 1 ≤
m′ ≤ m, and therefore the smallest value of Tj,s(t1, t2) happens when m′ = m−1.
Hence, the difference is:
Ti,s(t1, t2)− Tj,s(t1, t2) ≤ mqs + Tmax −m′qs − Tmax (31)
Ti,s(t1, t2)− Tj,s(t1, t2) ≤ mqs − (m− 1)qs + 2Tmax (32)
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Finally we get:
Ti,s(t1, t2)− Tj,s(t1, t2) ≤ mqs − (m− 1)qs + 2Tmax (33)
Ti,s(t1, t2)− Tj,s(t1, t2) ≤ qs + 2Tmax (34)
ut
5.3 Latency Analysis
Regarding our objective (iii), in this section we find a lower bound on the time
between two consecutive service rounds of the ATERR algorithm. With this re-
sult we find the parameters that can affect the latency caused by the proposed
scheduling algorithm. In particular, we find a lower bound, which depends on the
number of queues and on the value of the quantum.
Theorem 3 The time li between two consecutive service rounds to a queue i in a
slice s, is bounded by:
li < Q− qs + (N − 1)Tmax (35)
Proof Lets consider a packet P which was left at the head of the queue i after round
R. Lets call li to the time the packet P waits at the queue until its transmission
starts. P will have to wait while all other queues in the system are served. From
equations (8) and (6) we know that a queue in slice s will be allocated, at most,
an airtime of qs + Tmax, which happens when the previous excess is zero and a
packet with Tmax is dequeued
2
Hence, the upper bound for the latency is reached when all other queues from



















qk + (N − 1)Tmax − qs (38)
li < Q− qs + (N − 1)Tmax (39)
ut
This result shows that despite making the quantum very small, the latency
cannot be bounded, and it still depends on the number of queues. Even more,
these two parameters (Q and N) are coupled, as with a fixed quantum, when N
increases, Q also increases. Another outcome from Theorem 3 is that queues with
a bigger quantum will have a lower latency.
In summary, the latency is given by:
2 It is important to notice that this is valid only if at each round at least one packet can be
dequeued. For this to happen it is required for the quantum to be at least equal to Tmax.
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– The number of queues in the system, which is given by the number of slices,
and users per slice.
– The size of the quantums.
– The maximum packet airtime (Tmax).
Regarding the total queue latency of a packet in an AP, it depends not only
on the dequeuing latency but also on the arrival rate of packets to the queue. For
the system to be stable and for the queue latency not to grow indefinitely we need
the arrival rate to be lower than the serving time. A solution to make the latency
not to grow indefinitely could be to use some Queue Management scheme on each
queue, to discard packets and to take advantage of the TCP congestion control
when possible.
6 Experimental Evaluation
As a proof of concept we have implemented ATERR in the NS3 Network Simula-
tor [26], by modifying the existent transmission queuing structure of the wireless
module. The simulation code is available at [27]. In this section, we depict simu-
lation results showing how our analytical model correctly predicts the algorithm
behaviour. Additionally, we show an evaluation for ATERR in different scenarios.
6.1 Evaluation of the Allocation-window Size
This experiment evaluates the airtime allocation achieved by ATERR while vary-
ing the allocation-window size. In particular, we measure the airtime-share allo-
cated to each queue, depending on the size of the allocation window, the number
of users in a slice and the airtime-allocation requests.
The experiment is configured as follows: there are 40 clients connected to one
AP; the AP has two slices defined, being s the slice under analysis. Slice s has an
airtime-allocation request of ps, and the number of clients in slice s is Ns. We run
experiments with different values for ps and Ns, and measure the airtime-share
allocated under different allocation-window sizes. The AP generates a Constant
Bit Rate (CBR) UDP traffic to all the clients, with a high rate so as to saturate
the channel. The clients are deployed around the AP and move randomly inside a
square of 25m × 25m, so as to generate variability in the transmission rates and
thus in the consumed airtime.
We run experiments for two different airtime requests (ps): 0.1 and 0.2. Figures
3 and 4 show the variation of the allocated airtime-share for 0.1 and 0.2 requests.
This variation is calculated as the amplitude between the maximum and minimum
airtime-share allocated (normalized by ps) through the experiment. The objective
is to show that the variation satisfies the bounds found in Section 5.1.
There are four plots on each figure which depict the results obtained with
different number of users in the analyzed slice: 5, 10, 15 and 20. The dotted
horizontal line marks a desired error tolerance (K) of 0.1. The dotted vertical
lines represent the analytical bounds for each Ns.
It can be observed that, as predicted by the theoretical analysis, the airtime
allocation provided by the mechanism can not be guaranteed under any allocation-
window size. It is also possible to observe that in the simulation the requested











































































Fig. 4 Allocated airtime-share variation vs. allocation-window size for a requested airtime-
share of 0.2.
allocation and tolerance is achieved at smaller values for the allocation-window
size than the lower theoretical bound. For example, for the case of ps = 0.1 and
Ns = 20, the tolerance is achieved with a window of 10 s, while the bound is 28.4
s.
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Furthermore, we can see the impact of the two variables evaluated in the ex-
periment: the number of users in the slice and the airtime-share requested. It
can be seen that as the number of users in the slice increases, it becomes more
difficult to achieve the desired variation tolerance. The opposite happens with
the requested airtime-share, as the requested airtime-share becomes smaller the
needed allocation-window for achieving the desired tolerance increases.
In conclusion, these results corroborate the previous analysis. As mentioned
earlier, it is important to notice that the calculated bounds are considering the
worst possible case, which explains the differences with the experimental results.
6.2 Evaluation with UDP Traffic
The experiment consists on a deployment comprising one AP and ten users ran-
domly located around the AP. Three slices are defined:
– Slice 1 requests 20% of the airtime (ps = 0.2) and there are four users associated
with the slice (U1, U2, U3 and U4).
– Slice 2 requests 20% of the airtime (ps = 0.2) and there are four users associated
with the slice (U4, U5, U6 and U7).
– Slice 3 requests 60% of the airtime (ps = 0.6) and there are four users associated
with the slice (U7, U8, U9 and U10).
It is worth noticing that U4 and U7 belong to two slices.
In this experiment we evaluate two scenarios, one with static users and one
with mobile users. For the static case, users are randomly deployed around the
AP with an average distance from the AP of 5 m. For the other case, users move
inside a square of 50 m × 50 m with the AP at the center, following a Random
Direction mobility model with a random speed between 1 and 2 m/s. The AP is
configured to transmit Constant Bit Rate (CBR) UDP traffic to every user with
a high rate so as to maintain all queues backlogged. Simulations are repeated 20
times, varying the users’ location and each simulation lasts 60 seconds for the static
scenario and 120 seconds for the mobile one. We measured the airtime allocated
to each slice with an allocation-window of 1 second.
Figures 5 and 6 show an histogram of the airtime-shares assigned to each slice
in all the experiments executed for the static and mobile case respectively. As can
be seen, the requested proportion of airtime is correctly allocated to each slice and
with variability inside the tolerance of 0.1 from the requested airtime-share.
It can also be seen from the figures that the experiments show more variability
in the airtime-share allocation for the mobile scenario. This can be explained due
to the changes in the channel conditions caused by the varying distance between
the AP and the clients. These changes in the channel condition impact on the
transmission rate and thus on the airtime consumed by the different clients.
We also evaluated the airtime-share assigned to each user on every slice to
assess the fairness among users of the same slice. The results are shown in Figure 7.
For the sake of clarity the figure shows the result for one simulation execution.
The figure highlights that the assignments for each user are noticeably fair. To
better assess the fairness, we calculated the Jain’s fairness index of the assigned
airtime to each user within the slices for 20 independent simulations. The results
show that for all slices, the index is greater than 0.999, which is indeed a very
good result.




































 0.57  0.58  0.59  0.6  0.61  0.62  0.63
Slice 3
Fig. 5 Histogram of the airtime-shares allocated in the static scenario for Slice 1 (ps = 0.2)
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Slice 3
Fig. 6 Histogram of the airtime-shares allocated in the mobile scenario for Slice 1 (ps = 0.2)
and Slice 3 (ps = 0.6).
6.3 Evaluation with TCP Traffic
In this experiment we maintain the same configuration as the previous one, but we
use a constant flow of TCP traffic. The traffic generator consists on an application



















































































































Fig. 8 Airtime-share allocation for TCP traffic.
which sends data as fast as possible, as it would be the case of a file transfer.
In addition, when the lower layer buffer is full, it waits until some frames are
dequeued to send more data, as it would be the case of a real elastic service. TCP
brings more challenges for the algorithm as the congestion and flow control will
generate variable traffic load making the queue sizes to fluctuate.
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Figure 8 shows the airtime assignment for the three slices during the entire
simulation time. We observe that at the beginning the allocation minimally fluc-
tuates, and after 5 seconds it stabilizes on the requested ratios. We can observe
small fluctuations during the experiments. These are due to the TCP congestion
control behaviour, which causes the queues to empty, leading to allocate the un-
used resources to other queues.
Figure 9 depicts an histogram of the airtime-shares assigned to each slice in
all the executed experiments. We maintain an allocation-window size of 1 second
so as to compare with the UDP experiment. It can be observed that most of the
airtime-share allocations are within the requested values but, differently from UDP
traffic, the variation is larger. However, with an allocation-window of 4 seconds,





































 0.48  0.52  0.56  0.6  0.64  0.68  0.72
Slice 3
Fig. 9 Histogram of airtime-shares allocated in the TCP scenario for Slice 1 (ps = 0.2) and
Slice 3 (ps = 0.6). Allocation-window of 1s.
6.4 Evaluation with UDP Fluctuating Traffic
This experiment is very similar to the previous one, but in this case, we use
variable traffic loads. The objective is to show how the resources are automatically
reallocated when some of the slices do not use all the requested resources.
The traffic configuration is as follows:
– At time 0, all slices use all the requested resources.
– At 30 seconds, traffic to all users of slice 3 is halved.
– At 60 seconds, traffic to all users of Slice 1 is stopped.
– At 90 seconds, all traffic is restored.
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Slice 3
Fig. 10 Histogram of airtime-shares allocated in the TCP scenario for Slice 1 (ps = 0.2) and































Fig. 11 Allocated airtime-share vs. simulation time for fluctuating UDP traffic.
Figure 11 shows the results of the experiment. We can highlight the following
observations: during the first 30s the algorithm allocates the resources exactly as
requested, because each slice is using all the assigned resources. In the interval
from second 30 to 60, Slice 3 reduces its traffic, and does not use all the assigned
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resources which results in Slice 1 and 2 using the remaining resources (20%) fairly.
In the interval from second 60 to 90, Slice 1 does not use any of its resources,
which allows Slice 2 to use all the available resources; finally, at second 90 all the
traffic is restored, and the assignment to each slice is recovered.
Previous results also illustrate the isolation achieved by ATERR, as the re-
source assignments are not modified because of traffic changes on other slices.
Even more, these results show that the algorithm adjusts to the new traffic pat-
terns almost instantly.
7 Conclusions
This work proposes a resource allocation mechanism based on airtime assignment
to achieve infrastructure sharing and slicing in WiFi Access Points. The approach is
aimed to be simple and has the potential to be easily used in different infrastructure
sharing scenarios.
The novelty of the approach is in the use of airtime allocation through packet
scheduling for wireless slicing. This strategy has many advantages, such as being
adaptive to traffic load and avoiding the modification of MAC-layer parameters.
The work also contributes with a theoretical analysis of the mechanism, show-
ing the parameters that influence the airtime allocation, and providing the neces-
sary tools to guarantee a requested airtime-share. Thanks to the proposed model
it is possible to determine if an airtime-share request can be accepted. This would
help managing the slices, allowing the implementation of user access-control. It is
also an important tool to guarantee that the slice implementation complies with
the allocation agreement between the tenant and the slicing provider.
Furthermore, through extensive simulation experiments we have shown the
correct operation of the proposed mechanism. In particular, we have studied the
key characteristics of the proposal under different scenarios. The experiment results
specifically illustrate: the accurate airtime-share allocation based on slice requests,
an acceptable airtime fairness among users of a slice, and the efficient utilization
and isolation of resources between slices.
We are currently working towards the extension of this mechanism to provide
throughput and/or delay guarantees to also support QoS Slicing. Moreover, we
also plan to deploy the proposed scheme over real platforms, both to assess its
feasibility and to broaden its performance analysis.
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