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Abstract—In most of the network coding problems with k
messages, the existence of binary network coding solution over F2
depends on the existence of adequate sets of k-dimensional binary
vectors such that each set comprises of linearly independent
vectors. In a given k × n (n ≥ k) binary matrix, there exist(
n
k
)
binary sub-matrices of size k× k. Every possible k× k sub-
matrix may be of full rank or singular depending on the columns
present in the matrix. In this work, for full rank binary matrix G
of size k×n satisfying certain condition on minimum Hamming
weight, we establish a relation between the number of full rank
sub-matrices of size k × k and the weight enumerating function
of the error correcting code with G as the generator matrix.
We give an algorithm to compute the number of full rank k× k
submatrices.
I. INTRODUCTION
Network coding is a technique to enhance the rate of
information transmission in a network by taking advantage of
redundancy in demands of various receivers. Network coding
was introduced in [1]. An acyclic network can be represented
as an acyclic directed graph D = (V,E), where V is the set
of all nodes and E is the set of all edges in the network.
Every edge E in D can carry one message symbol from the
given finite field Fq. There exists a unique node S in D,
called the source node, the source node has k message symbols
xi ∈ Fq for i ∈ [1 : k]. There exist some receiver nodes in
the network and each receiver wants some subset of message
symbols {x1, x2, . . . , xk}. The objective in network coding
is to satisfy the demands of all receivers by minimizing the
number of transmissions in the edges of the network.
A solution to the network coding problem is the design
of k-dimensional precoding vectors (these precoding vectors
are called global encoding kernels in network coding) to each
edge in the network such that these precoding vectors satisfy
some linear independence constraints. An k-dimensional linear
network code on an acyclic network over a field Fq consists
of a global encoding mapping fni,nj : F
k
q → Fq for each edge
(ni, nj) ∈ E in the network. The existence of linear network
coding solutions was studied in [2] and [3]. A construction of
linear network coding for multicast network coding problems
was studied in [4]. Depending on the network topology and
requirement of the receivers, a network may or may not have
a solution in F2. In most of the network coding problems, the
existence of binary network coding solution over F2 depends
on the existence of adequate sets of k-dimensional binary
vectors such that each set comprises of linearly independent
vectors.
The problem of index coding with side-information was
introduced by Birk and Kol [5]. In index coding problems,
we often require the condition that a specific number of k×k
submatrices in a given k × n matrix needs to have full rank.
In index coding, the default choice for this k×n matrix is an
k × n Vandermonde matrix. The Vandermonde matrix exists
over higher fields and the field size required depends on n.
Hence, it is useful to design binary k × n matrices satisfying
the given linear independence conditions.
A. Motivating Example
Consider the network coding problem as shown in Fig. 1.
In this network coding problem, the source comprises of two
messages and there exist six receivers, each of the receiver
wants both the messages. For this network, linear solution over
F2 is not possible [6]. This is known as the
(
4
2
)
combinational
network.
However, for the network coding problem shown in Fig. 1,
if we remove any one receiver out of six receivers, then linear
solution over F2 is possible as shown in Table I. This follows
from the fact that for any binary matrix of size 4 × 2, there
exist atmost 5 full rank submatrices of size 2 × 2 and this
also means that binary coding solution does not exist for the(
4
2
)
combinational network. Hence, the number of full rank
k × k submatrices in a binary matrix of size k × n is useful
in analysing some multicast network coding problems.
R1 R2 R3 R4 R6
S
u1 u3
{x1, x2} {x1, x2} {x1, x2} {x1, x2} {x1, x2} {x1, x2}
u4u2
R5
x2x1
Fig. 1: An instance of network coding problem with no linear
binary solution.
A linear (n, k) error correcting code over the field Fq is a
k-dimensional subspace of Fnq . Let C denote the (n, k) linear
Receivers Present Global encoding kernels for Out(S)
R1, R2, R3, R4, R5 fs,u1 = [1 0]
T, fs,u2 = [0 1]
T
fs,u3 = [1 1]
T, fs,u4 = [1 1]
T
R1, R2, R3, R4, R6 fs,u1 = [1 0]
T, fs,u2 = [1 1]
T
fs,u3 = [0 1]
T, fs,u4 = [1 1]
T
R1, R2, R3, R5, R6 fs,u1 = [1 0]
T, fs,u2 = [1 1]
T
fs,u3 = [1 1]
T, fs,u4 = [0 1]
T
R1, R2, R4, R5, R6 fs,u1 = [1 1]
T, fs,u2 = [1 0]
T
fs,u3 = [0 1]
T, fs,u4 = [1 1]
T
R1, R3, R4, R5, R6 fs,u1 = [1 1]
T, fs,u2 = [1 0]
T
fs,u3 = [1 1]
T, fs,u4 = [0 1]
T
R2, R3, R4, R5, R1 fs,u1 = [1 1]
T, fs,u2 = [1 1]
T
fs,u3 = [1 0]
T, fs,u4 = [0 1]
T
TABLE I: Global encoding kernels at Out(S) for the six
different network coding problems obtained after removing
one receiver Ri for i ∈ [1 : 6] in Fig. 1. Global encoding
kernels for the edges in Out(ui) is equal to fs,ui for i ∈ [1 : 4].
error correcting code. LetG andH be the generator and parity
check matrix of C. The weight enumerating function of C is
given by the polynomial
WC(x, y) =
n∑
d=0
Adx
n−dyd,
where Ad is the number of codewords with Hamming weight
d and x, y are indeterminates. We refer Ads for d ∈ [0 : n]
as weight enumerator coefficients (WECs). The linear block
code generated by H as generator matrix is called dual of C
and is denoted by CT. The relation between weight enumerator
WC(x, y) of C and weight enumerator WCT(x, y) of C
T was
derived by MacWilliams in [7]. WC(x, y) and WCT(x, y) are
related as
WCT(x, y) =
1
|C|
WC(x+ y, x− y). (1)
For more details on error correcting codes and details on
weight enumerators, the readers are referred to [8].
Given a subspace V of Fn2 , the space of all vectors orthog-
onal to V in Fn2 is called orthogonal complement of V. For
any given arbitrary full rank matrix G of size k×n, from the
fundamental theorem of linear algebra, the null space is the
orthogonal complement of the row space. The dimension of
the row space of G is k, the dimension of null space of G is
n−k and the sum of the dimension of the null space and row
space is equal to n. For any given arbitrary full rank matrix
A of size k×n, we refer B of size (n−k)×n as orthogonal
complement of A if the rank of B is n − k and ABT is all
zero matrix.
Let G be a full rank k × n binary matrix. Let H be
an orthogonal complement of G. If k ≥ n − k, let d∗ be
the minimum Hamming weight of the error correcting code
generated byH. Else, let d∗ be the minimum Hamming weight
of the error correcting code generated by G.
B. Contributions
The contributions of this paper are summarized below:
• For a given binary full rank k×n matrix G, we show that
the number of full rank k×k submatrices in G are equal
to the number of full rank (n− k)× (n− k) submatrices
in the orthogonal complement of G.
• In any binary full rank matrix G of size k× n, if 3d
∗
2 >
max(k, n−k), we establish a relation between the weight
enumerating function WC(x, y) of C generated by G and
the number of full rank submatrices of size k×k inG. We
explicitly quantify the number of full rank submatrices of
size k × k in G.
• For a binary full rank matrix G of size k × n satisfying
the condition 3d
∗
2 > max(k, n−k), we give an algorithm
to compute the number of full rank submatrices of size
k × k in G.
II. ON WEIGHT ENUMERATOR FUNCTION AND THE
NUMBER OF FULL-RANK MATRICES
Lemma 1 and Lemma 2 given below are useful to derive
the main result in this section.
Lemma 1. Let G be a binary k × n matrix. Let G(s) be the
k×n symmetric matrix obtained from G by using elementary
row operations. The matrix G(s) is of the form [Ik×k :
Pk×(n−k)]. If the k columns corresponding to the indices
{i1, i2, . . . , ik} ⊂ [1 : n] are linearly dependent in G, then
the k columns corresponding to the indices {i1, i2, . . . , ik}
are linearly dependent in G(s) also.
Proof. Let r′i and ri be the ith row of G andG
(s) respectively
for every i ∈ [1 : k]. Let c′j and cj be the jth column of G
and G(s) respectively for every j ∈ [1 : n]. Let g′i,j and gi,j
be the element in the ith row and jth column of G and G(s)
respectively for every i ∈ [1 : k] and j ∈ [1 : n]. In the matrix
G
(s), let the ith row be a linear combination of k rows in the
matrix G. We can write
ri = fi(r
′
1, r
′
2, . . . , r
′
k) for i ∈ [1 : k], (2)
where fi is some linear function over F2. From (2), we can
write gi,j as
gi,j = fi(g
′
1,j, g
′
2,j, . . . , g
′
k,j) for i ∈ [1 : k] and j ∈ [1 : n].
(3)
Given that the k columns corresponding to the indices
{i1, i2, . . . , ik} ⊂ [1 : n] are linearly dependent in G. There
exists a1, a2, . . . , ak ∈ F2 such that
a1c
′
i1
+ a2c
′
i2
+ . . .+ akc
′
ik
= 0. (4)
From (4), we have
a1g
′
1,i1 + a2g
′
1,i2 + . . .+ akg
′
1,ik
= 0
a1g
′
2,i1 + a2g
′
2,i2 + . . .+ akg
′
2,ik = 0
...
...
a1g
′
k,i1
+ a2g
′
k,i2
+ . . .+ akg
′
k,ik
= 0. (5)
From (5), for every i ∈ [1 : k], we have
a1fi(g
′
1,i1 , g
′
2,i1 , . . . , g
′
k,i1
)+
a2fi(g
′
1,i2 , g
′
2,i2 , . . . , g
′
k,i2
) + . . .+
akfi(g
′
1,ik , g
′
2,ik , . . . , g
′
k,ik
) = 0. (6)
From (6), we have
a1gi,i1 + a2gi,i2 + . . .+ akgi,ik = 0 for every i ∈ [1 : k].
(7)
From (7), we have
a1ci1 + a2ci2 + . . .+ akcik = 0.
That is, the columns ci1 , ci2 , . . . , cik of G
(s) are linearly
dependent. 
Lemma 2. Let G be a binary k×n matrix of the form [Ik×k :
Pk×(n−k)]. Define the (n− k)× n matrix H as given below
H = [PTk×(n−k) : I(n−k)×(n−k)].
If {i1, i2, . . . , ik} ⊂ [1 : n] be indices of any k linearly depen-
dent columns in G, then the (n−k) columns corresponding to
the indices [1 : n]/{i1, i2, . . . , ik} inH are linearly dependent.
Proof. We have
GH
T = [Ik×k : Pk×(n−k)][P
T
k×(n−k) : I(n−k)×(n−k)]
T
= Pk×(n−k) +Pk×(n−k) = 0k×(n−k).
The rank of the matrices G and H are k and n − k
respectively and every row in G is orthogonal (inner product
is zero) to every other row in H over F2. Hence, the row
space spanned by G and H are orthogonal complements.
Let {i1, i2, . . . , ik} ⊂ [1 : n] be indices of any k linearly
dependent columns in G. Consider a binary vector v ∈ Fn2
such that v has 1s in i1, i2, . . . , ik positions and 0 in other
positions. The vector v must be in the null space ofG and row
space of H. Consider a binary vector v˜ ∈ Fn2 such that it has 0
in i1, i2, . . . , ik positions and 1 in other positions. The vector
v˜ must be in the row space of G (row space of G and H are
orthogonal complements). Hence, we have Hv˜ = 0 and the
columns corresponding to the indices [1 : n]/{i1, i2, . . . , ik}
in H are linearly dependent. 
Corollary 1. Let G be a binary k × n matrix of the form
[Ik×k : Pk×(n−k)]. Define the (n− k)×n matrix H as given
below
H = [PTk×(n−k) : I(n−k)×(n−k)].
If {i1, i2, . . . , ik} ⊂ [1 : n] be indices of any k linearly
independent columns in G, then the (n − k) columns cor-
responding to the indices [1 : n]/{i1, i2, . . . , ik} in H are
linearly independent.
Remark 1. The number of linearly independent submatrices of
size k×k in G is equal to the number of linearly independent
submatrices of size (n− k)× (n− k) in H.
Example 1. Consider the matrices G and H given below.
G =


1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1

 ,H =
[
1 1 1 0 1 0 0
1 1 0 1 0 1 0
1 0 1 1 0 0 1
]
.
The columns with indices {1, 2, 3, 5} are linearly dependent
in G. Hence, the columns [1 : 7] \ {1, 2, 3, 5} = {4, 6, 7} are
linearly dependent in H.
The columns with indices {1, 4, 6, 7} are linearly indepen-
dent in G. Hence, the columns [1 : 7] \ {1, 4, 6, 7}= {2, 3, 5}
are linearly independent in H.
Definition 1. Let G = [Ik×k : Pk×(n−k)] be a binary full rank
matrix of size k×n. We can select any set of t columns for 1 ≤
t ≤ n− k from the columns of Pk×(n−k) in 2
n−k − 1 ways.
Let {ci1 , ci2 , . . . , cit} be the t selected columns in Pk×(n−k).
The effective distance d(e)(i1, i2, . . . , it) of these t columns is
defined as
d(e)(i1, i2, . . . , it) = dH(ci1 + ci2 + . . .+ cit) + t,
where dH(ci1 + ci2 + . . . + cit) is the Hamming weight of
(n− k) dimensional binary vector ci1 + ci2 + . . .+ cit .
Example 2. Consider the matrix G given below.
G =
[
1 0 0 1 1 1
0 1 0 1 1 0
0 0 1 1 0 1
]
.
The effective distances of the matrix G are as follows:
d(e)(4) = dH(111) + 1 = 4,
d(e)(5) = dH(110) + 1 = 3,
d(e)(6) = dH(101) + 1 = 3,
d(e)(4, 5) = dH(111 + 110) + 2 = 3,
d(e)(4, 6) = dH(111 + 101) + 2 = 3,
d(e)(5, 6) = dH(101 + 110) + 2 = 4,
d(e)(4, 5, 6) = dH(111 + 110 + 101) + 3 = 4.
Theorem 1 establishes the relation between weight enumer-
ating function and the number of k× k singular matrices of a
full rank binary matrix of size k × n.
Theorem 1. Consider an arbitrary binary full rank matrix G of
size k × n (n ≥ k). Let C be the linear block code generated
by G as generator matrix and CT be the dual code of C. Let
D be the number of singular submatrices of size k × k in G.
If 3d
∗
2 > max(k, n− k), then
D =
k∑
d=d∗
Ad
(
n− d
n− k
)
, (8)
where
• Ads are the weight enumerating coefficients of WCT(x, y)
if k ≥ n− k
• Ads are the weight enumerating coefficients of WC(x, y)
if k < n− k.
Proof. Let G(s) = [Ik×k Pk×(n−k)] be the systematic gen-
erator matrix for C. From Lemma 1, the number of lin-
early dependent k-column sets in G is equal to the number
of linearly dependent k-column sets in G(s). Let H =
[PTn−k×k I(n−k)×(n−k)] be the parity check matrix for C. Let
cj be the jth column of G
(s) for j ∈ [1 : n].
Case (i) k ≥ n− k:-
For every {i1, i2, . . . , it} ⊆ [k + 1 : n], let j1, j2, . . .,
jdH(ci1+ci2+...+cit) be the positions of 1s present in ci1 +
ci2 + . . . + cit . Note that cj1 , cj2 , . . . , cjdH (ci1+ci2+...+cit )
are
the columns of identity matrix present in G(s) with 1s in
j1, j2, . . ., jdH(ci1+ci2+...+cit) positions respectively. Hence,
in the matrix G, the d(e)(i1, i2, . . . , it) number of columns
{ci1 , ci2 , . . . , cit}︸ ︷︷ ︸
t columns
∪{cj1 , cj2 , . . . , cjdH (ci1+ci2+...,cit )
}︸ ︷︷ ︸
dH(ci1+ci2+...+cit)
are linearly dependent.
If d(e)(i1, i2, . . . , it) ≤ k, then, any combination of
k − d(e)(i1, i2, . . . , it) columns in the remaining n −
d(e)(i1, i2, . . . , it) along with the d
(e)(i1, i2, . . . , it) columns
{ci1 , ci2 , . . . , cit} ∪ {cj1 , cj2 , . . . , cjdH (ci1+ci2+...,cit )
}of G are
linearly dependent. Hence, there exists
(
n−d(e)(i1,i2,...,it)
k−d(e)(i1,i2,...,it)
)
sets
of size k, which are linearly dependent and which comprise
{ci1 , ci2 , . . . , cit}. The total number of linearly dependent sets
of k-columns are
D =
∑
∀{i1,i2,...,it}⊆[k+1:n]
(
n− d(e)(i1, i2, . . . , it)
k − d(e)(i1, i2, . . . , it)
)
=
∑
∀{i1,i2,...,it}⊆[k+1:n]
(
n− d(e)(i1, i2, . . . , it)
n− k
)
. (9)
We have
d(e)(i1, i2, . . . , it) = dH(ci1 + ci2 + . . .+ cit) + t
= dH(ci1 + ci2 + . . .+ cit)
+ dH(sum of any t columns of In−k)
= Hamming weight of codeword generated
by i1 − k, i2 − k, . . . , it − k︸ ︷︷ ︸
∈[1:n−k]
rows of H.
(10)
By using (10), we can write (9) as
D =
∑
∀{i1,i2,...,it}⊆[k+1:n]
(
n− d(e)(i1, i2, . . . , it)
n− k
)
=
n∑
d=d∗
Ad
(
n− d
n− k
)
=
k∑
d=d∗
Ad
(
n− d
n− k
)
, (11)
where Ads are the weight enumerating coefficients of C
T. The
last equality in (11) follows from the fact that the codewords
with weight from k + 1 to n in H do not yield any set of k
columns which are linearly dependent.
Now, if 3d
∗
2 > max(k, n−k) = k, we would show that there
is no double counting in (9). From (10), the minimum value
i1 i2 i3 id1i4
1 2 3 4 5 6 7 8 k − 1 k
Fig. 2
k1 k2 k3 k4 kd2
1 2 3 4 5 6 7 8 k − 1 k
Fig. 3
of d(e)(i1, i2, . . . , it) for any {i1, i2, . . . , it} ⊆ [k + 1 : n]
is d∗. Consider a codeword of H with Hamming weight
d1 ≥ d
∗ and having 1s in i1, i2, . . . , id1 positions. Hence, the
i1, i2, . . . , id1 th columns with any combination of (k − d1)
columns in the remaining (n− d1) columns of G are linearly
dependent. There exists
(
n−d1
k−d1
)
sets of size k, which are
linearly dependent and which comprise i1, i2, . . . , id1 columns.
Let these
(
n−d1
k−d1
)
sets of size k columns be S1. Consider
any other codeword of H with Hamming weight d2 ≥ d
∗
and having 1s in If k1, k2, . . . , kd2 positions. Hence, the
k1, k2, . . . , kd2 th columns with any combination of (k − d2)
columns in the remaining (n− d2) columns of G are linearly
dependent. There exists
(
n−d2
k−d2
)
sets of size k, which are
linearly dependent and which comprise i1, i2, . . . , id2 columns.
Let these
(
n−d2
k−d2
)
sets of size k columns be S2. We need to
show all the k column sets in S1 are distinct to the k columns
sets in S2.
Let there exists a k column set which is common in both
S1 and S2. With out loss of generality, we assume that
this common set is as shown in Figure 2 and Figure 3.
Because the k indices in Figure 2 and Figure 3 are equal,
the k − d1 vacant positions in Figure 2 should have indices
from the set {k1, k2, . . . , kd2} which are not present in the
set {i1, i2, . . . , id1}. Similarly, The k − d2 vacant positions
in Figure 3 should have indices from the set {i1, i2, . . . , id1}
which are not present in the set {k1, k2, . . . , kd2}. But, we
have {i1, i2, . . . , id1} and {k1, k2, . . . , kd2} differ in atleast d
∗
indices (d∗ is the minimum Hamming distance of H). Hence,
we have
(k − d1) + (k − d2) ≥ d
∗.
This implies
2k ≥ d∗ + d1 + d2 ≥ 3d
∗.
This is a contradiction because we assumed 3d
∗
2 > k. Hence,
there exists no k column set which are common in both S1
and S2.
Case (ii) k < n− k:-
In Lemma 2, we proved that the number of linearly
dependent n − k column sets in H are same as that of
number of linearly dependent k column sets in G(s). Let
H
(s) = [I(n−k)×(n−k) P
T
n−k×k]. That is, H
(s) is obtained
by rearranging the columns of H. The number of linearly
dependent column sets in H and H(s) are same. The matrix
H
(s) satisfies the condition given in case (i). Hence, for H(s),
we can write (11) as
D =
k∑
d=1
Ad
(
n− d
n− k
)
, (12)
where Ads are the weight enumerating coefficients of (C
T)T =
C.
The number of k column sets that are linearly dependent
is equal to the number of k × k singular matrices in G. This
completes the proof. 
Theorem 2. Consider an arbitrary binary full rank matrix G of
size k × n (n ≥ k). Let C be the linear block code generated
by G as generator matrix and CT be the dual code of C. Let
I be the number of full rank submatrices of size k× k in G.
If 3d
∗
2 > max(k, n− k), then
I =
(
n
k
)
−
k∑
d=1
Ad
(
n− d
n− k
)
,
where
• Ads are the WECs of WCT(x, y) if k ≥ n− k
• Ads are the WECs of WC(x, y) if k < n− k.
Proof. In a binary matrix of size k×n, there exist
(
n
k
)
binary
sub-matrices of size k× k. Each of this sub-matrix may be of
full rank or singular. Thus, we have
D + I =
(
n
k
)
where D is the number of singular k × k sub-matrices in G.
The remaining proof follows from Theorem 1. 
Remark 2. To calculate D and I, we use the weight enumer-
ating coefficients of either C or CT that satisfy the condition
dimension <
⌈
length of the code
2
⌉
.
Remark 3. For a given binary full rank matrix of size k × n,
to calculate I by using brute-force technique requires the
rank computation of
(
n
k
)
number of k× k matrices. Whereas,
by using Theorem 2, one only needs to know the weight
enumerating coefficients of the given k × n matrix or its
orthogonal complement. The weight enumerating coefficients
required in Theorem 2 of any arbitrary k×n matrix needs the
computation of Hamming weight of 2min(k,n−k) binary vectors
of size n.
For a binary full rank matrix G of size k×n satisfying the
condition 3d
∗
2 > max(k, n−k), Algorithm 1 finds the number
of full rank submatrices of size k × k in G.
Example 3. Consider matrix G given below.
G =


1 1 1 0 1 0 0
1 0 1 1 0 0 1
1 1 1 1 1 1 1
0 1 1 0 0 1 1

 .
Algorithm 1 Algorithm to find the number of full rank
submatrices of size k × k in a given full rank matrix G of
size k × n
Step 1
1.1: Convert the matrix G in symmetric form by using
elementary row operations. Let this symmetric matrix
be G(s) = [Ik×k : Pk×(n−k)] (Lemma 1).
1.2: If k < ⌈n2 ⌉, Go to Step 2.
1.3: Else G(s) = [PT(n−k)×k : I(n−k)×(n−k)] (Lemma 2).
Step 2
2.1: Find the weight enumerating coefficients of G(s). Let
Ad for d ∈ [1 : n] be the weight enumerating
coefficients of G(s).
2.2: I =
(
n
k
)
−
∑k
d=1 Ad
(
n−d
n−k
)
(Theorem 2)
Step 3 Exit.
For the matrix G, we have k = 4, n = 7. By using the
elementary row operations, the matrix G can be converted
into symmetric matrix G(s). the matrix G(s) is given below.
G
(s) = [I4×4 : P4×3] =


1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1

 .
For the matrix G(s), we have k ≥ n− k. Hence, we need
to calculate D and I from weight enumerating coefficients of
C
T. The generator matrix of CT is given below.
[PT3×4 : I3×3] =
[
1 1 1 0 1 0 0
1 1 0 1 0 1 0
1 0 1 1 0 0 1
]
.
The weight enumerating function of CT can be calculated
by enumerating all the 23 = 8 codewords generated by above
3× 7 matrix. The weight enumerating function is given by
WCT(x, y) = x
7 + 7x4y4. (13)
From (13), we have d∗ = 4, A4 = 7 and Ad = 0 for
d 6= 4. The k and d∗ in this example satisfy the condition
3d∗
2 > max(k, n− k). From Theorem 1, we have
D =
k∑
d=1
Ad
(
n− d
n− k
)
= A4
(
n− 4
n− k
)
= 7
(
4
4
)
= 7.
From Theorem 2, we have I =
(
n
k
)
−D = 35− 7 = 28.
The 4-column sets corresponding to the 7 singular 4 × 4
matrices are given below.
D1 = {1, 2, 3, 5}, D2 = {1, 2, 4, 6}, D3 = {1, 3, 4, 7}
D4 = {3, 4, 5, 6}, D5 = {2, 3, 6, 7}, D6 = {2, 4, 5, 7}
D7 = {1, 5, 6, 7}.
The 4-column sets corresponding to the 28 full-rank 4× 4
matrices are given below.
I1 = {1, 2, 3, 4}, I2 = {1, 2, 3, 5}, I3 = {1, 2, 3, 7}
I4 = {1, 2, 4, 6}, I5 = {1, 2, 4, 7}, I6 = {1, 2, 5, 6}
I7 = {1, 2, 5, 7}, I8 = {1, 2, 6, 7}, I9 = {1, 3, 4, 5},
I10 = {1, 3, 4, 6}, I11 = {1, 3, 5, 6}, I12 = {1, 3, 5, 7},
I13 = {1, 3, 6, 7}, I14 = {1, 4, 5, 6}, I15 = {1, 4, 5, 7},
I16 = {1, 4, 6, 7}, I17 = {2, 3, 4, 5}, I18 = {2, 3, 4, 6},
I19 = {2, 3, 4, 7}, I20 = {2, 3, 5, 6}, I21 = {2, 3, 6, 7},
I22 = {2, 4, 5, 6}, I23 = {2, 4, 5, 7}, I24 = {2, 5, 6, 7},
I25 = {3, 4, 5, 7}, I26 = {3, 4, 6, 7}, I27 = {3, 5, 6, 7}
I28 = {4, 5, 6, 7}.
Note 1. The matrix G given in Example 3 is a generator
matrix of (7, 4) Hamming code. Hence, in the generator matrix
of (7, 4) Hamming code, there exist 28 full rank submatrices
of size 4 × 4. From Lemma 2, in the parity check matrix of
(7, 4) Hamming code, there exist 28 full rank submatrices of
size 3× 3.
Example 4. Consider matrix G given below.
G =


1 1 1 1 1 1 0 0 1 0
1 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 1
0 0 1 0 0 0 0 1 1 0
0 0 0 0 1 0 0 0 1 0
1 0 1 0 0 0 1 1 0 1
0 0 0 1 0 0 0 1 0 1

 .
For the matrix G, we have k = 7, n = 10 and the matrix
G
(s) is given below.
G
(s) = [I7×7 : P7×3] =


1 0 0 0 0 0 0 1 1 0
0 1 0 0 0 0 0 0 1 1
0 0 1 0 0 0 0 1 1 1
0 0 0 1 0 0 0 1 0 1
0 0 0 0 1 0 0 0 1 0
0 0 0 0 0 1 0 1 1 1
0 0 0 0 0 0 1 1 0 1

 .
For the matrix G(s), we have k ≥ n − k. Hence, we need
to calculate D and I from weight enumerating coefficients of
C
T. The generator matrix of CT is given below.
[PT3×7 : I3×3] =
[
1 0 1 1 0 1 1 1 0 0
1 1 1 0 1 1 0 0 1 0
0 1 1 1 0 1 1 0 0 1
]
.
The weight enumerating function of CT can be calculated
by enumerating all the 23 = 8 codewords generated by above
3× 10 matrix. The weight enumerating function is given by
WCT(x, y) = x
10 + 7x4y6. (14)
From (14), we have d∗ = 6, A6 = 7 and Ad = 0 for
d 6= 6. The k and d∗ in this example satisfy the condition
3d∗
2 > max(k, n− k). From Theorem 1, we have
D =
k∑
d=1
Ad
(
n− d
n− k
)
= A6
(
n− 6
n− k
)
= 6
(
4
3
)
= 28.
From Theorem 2, we have
I =
(
n
k
)
−D = 120− 28 = 92.
Example 5. Consider a generator matrix G of (n = 15, k =
11) Hamming code. The weight enumerating function of the
dual of the (15, 11) Hamming code is
WCT(x, y) = x
15 + 15x7y8.
In this example, we have k ≥ n − k and hence d∗ is
the minimum Hamming weight of the error correcting code
generated by H and d∗ = 8. The k and d∗ in this example
satisfy the condition 3d
∗
2 > max(k, n− k). From Theorem 1,
we have
D =
k∑
d=1
Ad
(
n− d
n− k
)
= A8
(
n− 8
n− k
)
= 15
(
7
4
)
= 525.
From Theorem 2, we have
I =
(
15
11
)
−D = 1, 365− 525 = 840.
Note 2. In a generator matrix of (15, 11) Hamming code, there
exist 840 full rank submatrices of size 11× 11. From Lemma
2, in the parity check matrix of (15, 11) Hamming code, there
exist 840 full rank submatrices of size 4× 4.
III. SCOPE FOR FUTURE WORK
In this paper, for a k× n binary full rank matrix satisfying
a condition of minimum Hamming weight, we quantified the
number of binary full rank submatrices of size k×k in terms of
weight enumerating function. Some of the interesting problems
are given below.
• Establishing the relation between the number of full rank
submatrices of size k×k for any arbitrary full rank binary
matrix of size k × n is an interesting problem.
• For given positive integers k and n (n > k), finding the
maximum value of I and the corresponding matrix G is
an interesting problem.
• Extending the result given in this paper to other fields is
an interesting problem.
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