Abstract. We establish the local and global theory for the Cauchy problem of the singular Hartree equation in three dimensions, that is, the modification of the non-linear Schrödinger equation with Hartree non-linearity, where the linear part is now given by the Hamiltonian of point interaction. The latter is a singular, self-adjoint perturbation of the free Laplacian, modelling a contact interaction at a fixed point. The resulting non-linear equation is the typical effective equation for the dynamics of condensed Bose gases with fixed pointlike impurities. We control the local solution theory in the perturbed Sobolev spaces of fractional order between the mass space and the operator domain. We then control the global solution theory both in the mass and in the energy space.
The singular Hartree equation. Main results.
The Hartree equation in d dimension is the well-known semi-linear Schrödinger equation with cubic convolutive non-linearity of the form (1.1) i∂ t u = −∆u + V u + (w * |u| 2 )u in the complex-valued unknown u ≡ u(x, t), t ∈ R, x ∈ R d , for given measurable functions V, w : R d → R. Among the several contexts of relevance of (1.1), one is surely the quantum dynamics of large Bose gases, where particles are subject to an external potential V and interact through a two-body potential w. In this case (1.1) emerges as the effective evolution equation, rigorously in the limit of infinitely many particles, of a many-body initial state that is scarcely correlated, say, Ψ(x 1 , . . . , x N ) ∼ u 0 (x 1 ) · · · u 0 (x N ), whose evolution can be proved to retain the approximate form Ψ(x 1 , . . . , x N ; t) ∼ u(x 1 , t) · · · u(x N , t) for some one-body orbital u ∈ L 2 (R d ) that solves the Hartree equation (1.1) with initial condition u(x, 0) = u 0 (x). The precise meaning of the control of the many-body wave function is in the sense of one-body reduced density matrices. The limit N → +∞ is taken with a suitable re-scaling prescription of the many-body Hamiltonian, so as to make the limit non-trivial. In the mean field scaling, that models particles paired by an interaction of long range and weak magnitude, the interaction term in the Hamiltonian has the form N −1 j<k w(x j − x k ), and when applied to a wave function of the approximate form u(x 1 ) · · · u(x N ) it generates indeed the typical self-interaction term (w * |u| 2 )u of (1.1). This scenario is today controlled in a virtually complete class of cases, ranging from bounded to locally singular potentials w, and through a multitude of techniques to control the limit (see, e.g., [9, Chapter 2] and the references therein).
The Cauchy problem for (1.1) is extensively studied and understood too, including its local and global well-posedness and its scattering -for the vast literature on the subject, we refer to the monograph [12] , as well as to the recent work [23] . Two natural conserved quantities for (1.1) are the mass and (as long as w(x) = w(−x)), the energy, namely,
w(x − y)|u(x)| 2 |u(y)| 2 dx dy .
The natural energy space is therefore H 1 (R d ), and the equation is energy subcritical for w ∈ L
In fact, irrespectively of the technique to derive the Hartree equation from the many-body linear Schrödinger equation (hierarchy of marginals, Fock space of fluctuations, counting of the condensate particles, and others), one fundamental requirement is that at least for the time interval in which the limit N → +∞ is monitored the Hartree equation itself is well-posed, which makes the understanding of the effective Cauchy problem an essential pre-requisite for the derivation from the many-body quantum dynamics.
In the quantum interpretation discussed above, the external potential V can be regarded as a confining potential or also as a local inhomogeneity of the spatial background where particles are localised in, depending on the model. In general, as long as V is locally sufficiently regular, this term is harmless both in the Cauchy problem associated to (1.1) and in its rigorous derivation from the many-body Schrödinger dynamics. This, in particular, allows one to model local inhomogeneities such as 'bump'-like impurities, but genuine 'delta'-like impurities localised at some fixed points X 1 , . . . X M ∈ R 3 certainly escape this picture. In this work we are indeed concerned with a so-called 'delta-like singular' version of the ordinary Hartree equation (1.1) where formally the local impurity V (x) = V(x − X) around the point X, for some locally regular potential V is replaced by V (x) = δ(x − X), and more concretely we study the Cauchy problem for an equation of the form (1.2) i∂ t u = " − ∆u + δ(x − X)u " + (w * |u| 2 )u .
There will be no substantial loss of generality, in all the following discussion, if we take one point centre X only, instead of X 1 , . . . X M ∈ R 3 , and if we set X = 0, which we will do throughout.
The precise meaning in which the linear part in the r.h.s. of (1.2) has to be understood is the 'singular Hamiltonian of point interaction', that is, a singular perturbation of the negative Laplacian −∆ which, consistently with the interpretation of a local impurity that is so singular as to be supported only at one point, is a self-adjoint extension on L 2 (R d ) of the symmetric operator −∆| C ∞ 0 (R d ) , and therefore acts precisely as −∆ on H 2 -functions supported away from the origin. In fact, −∆| C ∞ 0 (R d ) is already essentially self-adjoint when d 4, with operator closure given by the self-adjoint −∆ with domain H 2 (R d ), therefore it only makes sense to consider the singular Hartree equation for d ∈ {1, 2, 3}, and the higher the co-dimension of the point where the singular interaction is supported, the more difficult the problem.
Our setting in this work will be with d = 3. We shall comment later on analogous results in the simpler case d = 1. In three dimensions one has the following standard construction, which we recall, for example, from [5, Chapter I.1] and [24, Section 3] .
The class of self-adjoint extensions in L 2 (R 3 ) of the positive and densely defined symmetric operator −∆| C ∞ 0 (R 3 \{0}) is a one-parameter family of operators −∆ α , α ∈ (−∞, +∞], defined by
where λ > 0 is an arbitrarily fixed constant and
is the Green function for the Laplacian, that is, the distributional solution to (−∆+
(1.5)
The above decompositions of a generic ψ ∈ D(−∆ α ) or ψ ∈ D[−∆ α ] are unique and are valid for every chosen λ. The extension −∆ α=∞ is the Friedrichs extension and is precisely the self-adjoint −∆ on L 2 (R 3 ) with domain H 2 (R 3 ). The operator −∆ α is reduced with respect to the canonical decomposition
in terms of subspaces L 2 ℓ (R 3 ) of definite angular symmetry, and it is a non-trivial modification of the negative Laplacian in the spherically symmetric sector only, i.e.,
Each ψ ∈ D(−∆ α ) satisfies the short range asymptotics
or also, in momentum space,
for some c ψ , d ψ ∈ C. Equations (1.7) and (1.8) are referred to as, respectively, the Bethe-Peierls contact condition [11] and the Ter-Martyrosyan-Skornyakov condition [28] , and express a boundary condition for the wave function in the vicinity of the origin, which is indeed the characteristic behaviour of the low-energy bound state for a Schrödinger operator −∆ + V where V has almost zero support and s-wave scattering length a = −(4πα) −1 . Thus, −∆ α is recognised to be the Hamiltonian of point interaction in the s-wave channel, localised at x = 0, and with inverse scattering length α in suitable units.
The spectrum of −∆ α is given by
The negative eigenvalue −(4πα) 2 , when it exists, is simple and the corresponding eigenfunction is |x| −1 e −4π|α| |x| . Thus, α 0 corresponds to a non-confining, 'repulsive' contact interaction.
We can now make (1.2) unambiguous and therefore consider the singular Hartree equation (1.10) i∂ t u = −∆ α u + (w * |u| 2 )u .
In order to avoid non-essential additional discussions, we restrict ourselves once and for all to positive α's. In fact, −∆ α is semi-bounded from below for every α ∈ (−∞, +∞], as seen in (1.9) above, thus shifting it up by a suitable constant one ends up with studying a modification of (1.10) with a trivial linear term that does not affect the solution theory of the equation.
Owing to the self-adjointness of −∆ α , and to its positivity for α 0, the 'singular (or perturbed) Schrödinger propagator ' t → e it∆α leaves the domain of each power of −∆ α invariant. In complete analogy to the non-perturbed case, where the free Schrödinger propagator t → e it∆ leaves the Sobolev space 
equipped with the 'fractional singular Sobolev norm'
It is worth remarking that whereas the kernel of the propagator t → e it∆α is known since long [27, 4] , the characterisation of the singular fractional Sobolev space H s α (R 3 ) is only a recent achievement [17] , and we shall review it in Section 2. In view of the preceding discussion, we consider the Cauchy problem
We are going to discuss its local solution theory both in a regime of low (i.e.,
2 )), and high (i.e., s ∈ ( 3 2 , 2]) regularity. Then, exploiting the conservation of the mass and the energy, we are going to obtain a global theory in the mass space (s = 0) and the energy space (s = 1).
We deal with strong H s α -solutions of the problem (1.13), meaning, functions u ∈ C(I, H s α (R 3 )) for some interval I ⊆ R with I ∋ 0, which are fixed points for the solution map
Let us recall the notion of local and global well-posedness (see [12, Section 3.1] 
defined on the maximal interval (−T * , T * ), where T * , T * ∈ (0, +∞] depend on f only.
(ii) There is the blow-up alternative: if T * < +∞ (resp., if T * < +∞), then lim t↑T * u(t) H s α = +∞ (resp., lim t↓T * u(t) H s α = +∞).
(iii) There is continuous dependence on the initial data: if f n n→+∞
, and if I ⊂ (−T * , T * ) is a closed interval, then the maximal solution u n to (1.13) with initial datum f n is defined on I for n large enough, and satisfies u n n→+∞ Let us emphasize the following feature of solutions to (1.15): if both f and w are spherically symmetric, so too is u. This follows at once from the symmetry of the non-linear term of (1.15) together with the previously mentioned fundamental property that the subspaces of L 2 (R 3 ) of definite rotational symmetry are invariant under the propagator e it∆α . This makes the above definitions of strong solutions and well-posedness meaningful also with respect to the spaces
equipped with the H s α -norm. Part of the solution theory we found is set in such spaces.
We can finally formulate our main results. Let us start with the local theory. Let us remark that for s > 0 we have an actual 'continuity' in s of the assumption on w in the three Theorems 1.3, 1.4, and 1.5 above -in the low regularity case our proof does not require any control on derivatives of w and therefore we find it more informative to formulate the assumption in terms of the Lorentz space corresponding to W s,p (R 3 ). Such a 'continuity' is due to the fact that under the hypotheses of Theorems 1.3, 1.4, and 1.5 we can work in a locally-Lipschitz regime of the non-linearity. When instead s = 0 we have a 'jump' in the form of an extra range of admissible potentials w, which is due to the fact that for the L 2 -theory we are able to make use of the Strichartz estimates for the singular Laplacian.
Next, we investigate the global theory in the mass and in the energy spaces. As stated in the Theorems above, part of the local and of the global solution theory is set for spherically symmetric potentials w and solutions u. In a sense, this is the natural solution theory for the singular Hartree equation, for sufficiently high regularity. In particular, the spherical symmetry needed for the high regularity theory is induced naturally by the special structure of the space H
, where a boundary ('contact') condition holds between regular and singular component of H s α -functions. In the concluding Section 7 we comment on this phenomenon, with the proofs of our main Theorems in retrospective.
Before concluding this general introduction, it is worth mentioning that the onedimensional version of the non-linear Schrödinger equation with point-like pseudopotentials is much more deeply investigated and better understood, as compared to the so far virtually unexplored scenario in three dimensions.
On L 2 (R) the Hamiltonian of point interaction "−
is constructed in complete analogy to −∆ α , namely as a self-adjoint extension of (− In the last dozen years a systematic analysis was carried out of the non-linear Schrödinger equation in one dimension, mainly with local non-linearity, of the form
or the analogous equation with δ ′ -interaction instead of δ-interaction, initially motivated by phenomenological models of short-range obstacles in non-linear transport [29] . This includes local and global well-posedness in operator domain and energy space and blow-up phenomena [3, 1, 2], weak L p -solutions [6] , scattering [8] , solitons [19, 21] , as well as more recent modifications of the non-linearity [7] . None of such works has a three-dimensional counterpart.
Preparatory materials
In this Section we collect an amount of materials available in the literature, which will be crucial for the following discussion.
We start with the following characterisation, proved by two of us in a recent collaboration with V. Georgiev, of the fractional Sobolev spaces and norms naturally induced by −∆ α , that is, the spaces H
Theorem 2.1 (Perturbed Sobolev spaces and norms, [17] ). Let α 0, λ > 0, and
in the sense of equivalence of norms. The constant in (2.2) is bounded, and bounded away from zero, uniformly in α.
where G λ is the function (1.4), and for arbitrary
and for arbitrary ψ = φ λ +
The constant in (2.6) is bounded, and bounded away from zero, uniformly in α. -part plus a multiple of G λ (singular part), and the decomposition is still of the form φ λ + κ λ G λ , except that now φ λ cannot be arbitrary in H 3 2 (R 3 ): indeed, φ λ has additional properties, among which the fact that its Fourier transform is integrable (a fact that is false for generic H 3 2 -functions), and for such φ λ 's the constant κ λ has a form that is completely analogous to the constant in (2.5), that is,
R 3 dp φ λ (p) (see [17, Prop. 8.2] ). Then, for s < [15] or the regime of rank-one singular perturbations of the fractional Laplacian [25, 26] .
Remark 2.4. In the limit α → +∞ (recall that ∆ α=∞ is the self-adjoint Laplacian on L 2 (R 3 )) the equivalence of norms (2.4) tends to be lost, consistently with the fact that the function G λ does not belong to H s (R 3 ). Instead, the norm equivalences (2.2) and (2.6) remain valid in the limit α → +∞, which is also consistent with the structure of the space H s α (R 3 ) in those two cases.
The second class of results we want to make use of were recently proved by two of us in collaboration with Dell'Antonio, Iandoli, and Yajima, and concern the dispersive properties of the propagator t → e it∆α associated with −∆ α , quantified both by (dispersive) pointwise-in-time estimates and by (Strichartz-like) space-time estimates.
To this aim, let us define a pair of exponents (q, r) admissible for −∆ α if
Theorem 2.5 ([20, 14]). (i)
There is a constant C > 0 such that, for each r ∈ [2, 3),
(ii) Let (q, r) and (s, p) be two admissible pairs for −∆ α . and r ′ , s ′ are dual exponents of r, s. Then, for a constant C > 0,
and (2.10)
Remark 2.6. The dispersive estimate (2.8) has a precursor in [13] in the form of the weighted
where w(x) := 1+|x| −1 . The weight w is needed to compensate the |x| −1 singularity naturally emerging in e it∆α u for any t = 0, as typical for a generic element of the energy space H s α (R 3 ) -see (2.3) above. By interpolation between (2.11) and e it∆α u 2 = u 2 one can then obtain a weighted version of (2.8) in the whole regime r ∈ [2, +∞] (see [20, Prop. 4] or [14, Eq. (1.19) ]. It was a merit of [20] to have observed that as long as r ∈ [2, 3), the dispersive estimate (2.8) is valid also without weights. In parallel, in [14] the same estimate (2.8) was obtained as a corollary of the much stronger result of the L r -boundedness, r ∈ (1, 3), of the wave operators W ± α = strong -lim t→±∞ e −it∆α e it∆ associated to the pair (−∆ α , −∆), and of the intertwining properties of W ± , which allow one to deduce (2.8) in the regime r ∈ [2, 3) from the analogous and well-known dispersive estimate for the free propagator t → e it∆ .
The third class of properties that we need to recall concern fundamental tools of fractional calculus. One is the following fractional Leibniz rule by Kato and Ponce, also in the generalised version by Gulisashvili and Kon. Theorem 2.7 (Generalised fractional Leibniz rule, [22, 18] ). Suppose that r ∈ (1, +∞) and p 1 , p 2 , q 1 , q 2 ∈ (1, +∞] with We also need a more versatile re-distribution of the derivatives among the two factors f and g in (2.12): the following recent result by Fujiwara, Georgiev, and Ozawa provides a very useful refinement of the fractional Leibniz rule and is based on a careful treatment of the correction term
Theorem 2.9 (Higher order fractional Leibniz rule, [16] ). Suppose that p, q, r ∈ (1, +∞) with
we can rewrite (2.15) in the more compact form
For the fractional derivative of |x| −1 e −λ|x| we need, additionally, a point-wise estimate.
Lemma 2.10. Let λ > 0, s ∈ (0, 2]. We have the estimate
Proof. Obvious when s = 2, and a straightforward consequence of the identity
In the second part of this Section, based on the preceding properties, we derive two useful estimates that we are going to apply systematically in our discussion when s > 1 2 . Let us recall that in this case (2.18)
, q ∈ (6, +∞)) , as follows, for example, from the fractional Leibniz rule (2.12) and Sobolev's embedding
We start with the estimate for the regime s ∈ (
2 ), for which we recall Sobolev's embedding
2 ), q ∈ (6, +∞) .
2 ) and h ∈ W s,q (R 3 ) for some q ∈ (6, +∞). Then
where G λ is the function (1.4) for some λ > 0.
Proof. It is not restrictive to fix λ = 1. For short, we set G(x) := |x| −1 e −|x| and
|x| . By means of the commutator bound (2.14) we find
Let us estimate the term R 3 . Since, by (2.18) and Sobolev's embedding,
and since G 2q q−2 < +∞ because 2q q−2 < 3 for q > 6, then Holder's inequality yields
Next, let us estimate R 1 . When s ∈ ( 1 2 , 1], we choose s 1 = s, s 2 = 0, q 1 = q, and q 2 = 2q q−2 and we proceed exactly as for R 3 . When instead s ∈ (1,   3 2 ), we choose
and estimate (ii) above imply
whereas estimate (2.17) and the fact that q 2 < sq 2 < 3 for s ∈ (1,
Thus, in either case s ∈ 1 2 , 1 and s ∈ 1,
Last, let us estimate R 2 . Because of the embedding (2.19),
Moreover, since ϑ(s, q) > s − 1 2 and hence 2(1 − ϑ(s, q)) < 2(1 + s − ϑ(s, q)) < 3 for
Plugging (iii), (iv), and (v) into (i) the thesis follows.
We establish now an analogous estimate for the regime s ∈ ( 
, 2] and h ∈ W s,q (R 3 ) for some q ∈ (6, +∞). Assume further that h is spherically symmetric and that (∇h)(0) = 0. Then
Prior to proving Proposition 2.12 let us highlight the following property.
Lemma 2.13. Under the assumptions of Proposition 2.12,
Proof. By assumption, h(x) = h(|x|) for some even function h : R → C. Owing to the embedding (2.21), h ∈ C 1,ϑ(s,q) (R), whence h ′ ∈ C 0,ϑ(s,q) (R). Moreover, h ′ (0) = 0, because (∇h)(0) = 0. Therefore,
As a consequence,
which completes the proof.
Proof of Proposition 2.12. It is not restrictive to fix λ = 1. For short, we set G(x) := |x| −1 e −|x| and G(x) := |x|
We estimate the term R 1 by means of the commutator bound (2.16) with s 1 = s and s 2 = 0 and of (2.18), namely
For the estimate of R 2 , we observe that s − ϑ(s, q) < 
For R 3 , Hölder's inequality, the property (2.18), and Sobolev's embedding yield
For R 4 , one has
where we used the estimate (2.20) in the second inequality (indeed, s − 1 ∈ ( 1 2 , 1)), and the property (2.18) and Sobolev's embedding in the last inequality.
Plugging the bounds (ii)-(v) into (i) completes the proof.
L 2 -theory and low regularity theory
In this Section we prove Theorems 1.2 and 1.3. Let us start with Theorem 1.3 and then discuss the adaptation for s = 0. The proof for s ∈ (0, 
for given T, M > 0. This is going to be the same space for the contraction argument in the intermediate regularity regime s ∈ ( 2 ) (Section 4), whereas for the high regularity regime s ∈ ( 3 2 , 2) (Section 5) we are going to only use the spherically symmetric sector of the space (3.1).
Proof of Theorem 1.3.
Since by assumption s ∈ (0, 1 2 ), the spaces H s (R 3 ) and H s α (R 3 ) coincide and their norms are equivalent (Theorem 2.1), so we can interchange them in the computations that follow.
From the expression (1.14) for the solution map Φ(u) one finds
and applying the fractional Leibniz rule (2.12) (Theorem 2.7), Hölder's inequality, and Young's inequality one also finds
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for some constant C 1 > 0. On the other hand, again by Hölder's and Young's inequality,
Thus, choosing T and M such that
M and shows that Φ maps the space X T,M defined in (3.1) into itself, whereas estimate (ii) reads d(Φ(u), Φ(v)) 1 2 d(u, v) and shows that Φ is a contraction on X T,M . By Banach's fixed point theorem, there exists a unique fixed point u ∈ X T,M of Φ and hence a unique solution u ∈ X T,M to (1.15), which is therefore also continuous in time.
Furthermore, by a customary continuation argument we can extend such a solution over a maximal interval for which the blow-up alternative holds true. Also the continuous dependence on the initial data is a direct consequence of the fixed point argument. We omit the standard details, they are part of the well-established theory of semi-linear Schrödinger equations.
We move now to the proof of Theorem 1.2. Crucial for this case are the Strichartz estimates of Theorem 2.5. To this aim, we modify the contraction space (3.1) to the complete metric space (Y T,M , d) defined by
for given T, M > 0, where
are defined so as to form an admissible pair (q(γ), r(γ)) for −∆ α , in the sense of (2.7). For the rest of the proof let us drop the explicit dependence on γ in (q, r).
Proof of Theorem 1.2. Clearly, when γ = 0 the very same argument used in the proof of Theorem 1.3 applies.
When γ ∈ (0, 3 2 ) we exploit instead a contraction argument in the modified space (3.2).
One has
from which, by means of the Strichartz estimates (2.9)-(2.10), one deduces
for some constant C > 0. By Hölder's and Young's inequalities,
for some constant C 1 > 0. Following the very same scheme, one finds
and moreover
(ii) Therefore, choosing T and M such that The thesis then follows by Banach's fixed point theorem through the same arguments outlined in the end of the proof of Theorem 1.3.
For later purposes, let us conclude this Section with the following stability result.
, and f ∈ L 2 (R 3 ), let u be the unique strong L 2 -solution to the Cauchy problem (1.13) in the maximal interval (−T * , T * ). Consider moreover the sequences (w n ) n and (f n ) n of potentials and initial data such that w n n→+∞
such that, for sufficiently large n, the Cauchy problem (1.13) with potential w n and initial data f n admits a unique strong
Proof. As a consequence of Theorem 1.2, there exist an interval [−T n , T n ] for some
Since w n L 3 γ ,∞ and f n L 2 are asymptotically close, respectively, to w
T n eventually in n, which means that u n is defined on [−T, T ]. Let us set φ n := u − u n .
By assumption u solves (1.15), thus subtracting (i) from (1.15) yields
(ii)
Let us first discuss the case γ = 0. From (ii) above, using Hölder's and Young's inequality in weak spaces, one has
Since w n L ∞ and u n L ∞ L 2 are bounded uniformly in n, then the above inequality implies, decreasing further 
, where (q, r) = ( 6 γ , 18 9−2γ ) is the admissible pair defined in the proof therein. We can then argue as in the proof of Theorem 1.2. Applying the Strichartz estimates (2.9)-(2.10) to the identity (ii) above, one gets
By means of Hölder's and Young's inequality in weak spaces one finds
Since w n L 3 γ ,∞ and u n L q L r are bounded uniformly in n, then inequalities (iii) and (iv) imply, decreasing further T if needed,
Intermediate regularity theory
In this Section we prove Theorem 1.4. The proof is based again on a contraction argument in the complete metric space X T,M , for suitable T, M > 0, defined in (3.1), now with s ∈ ( 1 2 , 3 2 ). As a consequence, in the energy space (s = 1) we shall deduce that the solution to the integral problem (1.15) is also a solution to the differential problem (1.13) .
We conclude the Section with a stability result of the solution with respect to the initial datum f and the potential w.
Let us start with two preparatory lemmas.
Lemma 4.1. Let α 0 and s ∈ (
for any H s α -functions ψ 1 , ψ 2 , and ψ 3 . Proof. The first inequality in (4.1) is due to Sobolev's embedding
For the second inequality, let us observe preliminarily that
Indeed, decomposing by means of (2.
3) for p ∈ (2, +∞), the last step being the norm equivalence (2.4). Therefore Young's inequality yields
, thus proving (4.1).
Lemma 4.2. Let α 0 and s
) and κ λ ∈ C, according to (2.3). On the other hand, by the embedding (2.19) the function h is continuous and
Applying the fractional Leibniz rule (2.12) and using Sobolev's embedding,
this, together with the estimate (2.20), gives
The bounds (ii) and (iii) imply that hψ is the sum of the function 
Combining Lemmas 4.1 and 4.2 one therefore has the trilinear estimate
Let us now prove Theorem 1.4.
Proof of Theorem 1.4.
From the expression (1.14) for the solution map Φ(u) and from the bound (4.3) one finds
For the first summand in the r.h.s. above estimate (4.1) and Hölder's inequality yield
For the second summand, let us observe preliminarily that
and some κ λ ∈ C, one has
the second step following from the Sobolev's embedding
, the last step being the norm equivalence (2.4). Then (iv) above, Sobolev's embedding
, and an application of Holder's and Young's inequality in Lorentz spaces, yield
Thus, (ii), (iii), and (v) together give
for some constant C 2 > 0. Now, setting C := max{C 1 , C 2 } and choosing T and M such that
M and shows that Φ maps the space X T,M defined in (3.1) into itself, whereas estimate (vi) reads d(Φ(u), Φ(v)) 1 2 d(u, v) and shows that Φ is a contraction on X T,M . By Banach's fixed point theorem, there exists a unique fixed point u ∈ X T,M of Φ and hence a unique solution u ∈ X T,M to (1.15), which is therefore also continuous in time.
Furthermore, by a standard continuation argument we can extend such a solution over a maximal interval for which the blow-up alternative holds true. Also the continuous dependence on the initial data is a direct consequence of the fixed point argument.
A straightforward consequence of Theorem 1.4 when s = 1 concerns the differential meaning of the local strong solution determined so far. 
Proof. The bound (4.3) shows that the non-linearity defines a map u → (w * |u| 2 )u that is continuous from H 
and f ∈ H s α (R 3 ), let u be the unique strong H s α -solution to the Cauchy problem (1.13) in the maximal interval (−T * , T * ). Consider moreover the sequences (w n ) n and (f n ) n of potentials and initial data such that w n n→+∞
, such that, for sufficiently large n, the Cauchy problem (1.13) with potential w n and initial data f n admits a unique strong
Proof. As a consequence of Theorem 1.4, there exist an interval [−T n , T n ] for some
Since w n W s,p and f n H s α are asymptotically close, respectively, to w W s,p and f H s α , then there exists T := T ( w W s,p , f H s α ) such that T T n eventually in n, which means that u n is defined on [−T, T ]. Let us set φ n := u − u n . By assumption u solves (1.15), thus subtracting (*) from (1.15) yields
From the above identity, taking the H s α -norm of φ n boils down to repeatedly applying the estimate (4.3) to the summands in the integral on the r.h.s., thus yielding
Since by assumption w n W s,p and u n 2 L ∞ H s α are bounded uniformly in n, then the above inequality implies, decreasing further T if needed,
High regularity Theory
In this Section we prove Theorem 1.5 for the regime s ∈ ( 
A very much useful by-product of such a contraction argument will be the proof that when s = 2 the solution to the integral problem (1.15) is also a solution to the differential problem (1.13), as we shall show in a moment.
Lemma 5.1. Let α 0 and s ∈ (
for p ∈ (2, +∞) and assume that w is spherically symmetric. Then (i) one has the estimate
for any H s α -functions ψ 1 , ψ 2 , and ψ 3 ; (ii) if in addition ψ 1 , ψ 2 are spherically symmetric, so too is w * (ψ 1 ψ 2 ) and ∇(w * (ψ 1 ψ 2 )) (0) = 0 .
Proof. (i) The first inequality in (5.2) is due to Sobolev's embedding
and from G λ ∈ L 6p 3p−2 (R 3 ), because 6p 3p−2 ∈ [2, 3) for p ∈ (2, +∞), the last step being the norm equivalence (2.6). Therefore Young's inequality yields
(ii) The spherical symmetry of w * (ψ 1 ψ 2 ) in this second case is obvious. From Sobolev's embedding
we deduce that ∇(w * (ψ 1 ψ 2 ))(x) is well defined for every x ∈ R 3 ; moreover,
(∇w)(−y)ψ 1 (y)ψ 2 (y) dy = 0 , the above integral vanishing because the integrand is of the form R(y) y |y| for some spherically symmetric function R. 
according to (2.5) . On the other hand, by the embedding (2.21) the function h is continuous and
this, together with the estimate (2.22) (which requires indeed spherical symmetry), gives
The bounds (ii) and (iii) above imply that
In particular, F λ is continuous. One has
because by assumption (∇h)(0) = 0 . In turn, (i) now reads hψ = F λ +
which means, in view of the domain decomposition (2.5), that hψ belongs to H s α (R 3 ). Owing to (iv) above and to the norm equivalence (2.6), we conclude
Combining Lemmas 5.1 and 5.2 one therefore has the trilinear estimate
Let us now prove Theorem 1.5.
Proof of Theorem 1.5. From the expression (1.14) for the solution map Φ(u) and from the bound (5.4) one finds
For the first summand in the r.h.s. above the bound (5.2) and Hölder's inequality yield
For the second summand, let us observe preliminarily that the embedding
2 ) and established in the proof of Theorem 1.4 holds true even more when s ∈ (
Combining (ii), (iii), and (v) we get
for some constant C 2 > 0.
M and shows that Φ maps the space X T,M to (1.15), which is therefore also continuous in time.
A straightforward, yet crucial for us, consequence of Theorem 1.5 when s = 2 concerns the differential meaning of the local strong solution determined so far. 
) the unique local to the Cauchy problem (1.13) in the interval [−T, T ], for some T > 0, i.e. u satisfies the Duhamel formula (1.15). Then u(0, ·) = f and u satisfies the equation
Proof. The bound (5.4) shows that the non-linearity defines a map u → (w * |u| 2 )u that is continuous from H 2 α,rad (R 3 ) into itself, and hence in particular it is contin-
. Then the thesis follows by standard fact on the theory of linear semi-groups (see [12, Section 1.6]).
Global solutions in the mass and in the energy space
In order to study the global solution theory of the Cauchy problem (1.13) when s = 0 (the mass space L 2 (R 3 )) and s = 1 (the energy space H 1 α (R 3 )), we introduce the following two quantities, that are formally conserved in time along the solutions.
. We define the mass of u as
, according to (2.3). We define the energy of u as
Remark 6.2. For given u, the value of (−∆ α )[u] (the quadratic form of −∆ α ) is independent of λ, and so too is the energy E(u).
We shall establish suitable conservation laws in order to prolong the local solution globally in time. The mass is conserved in L 2 (R 3 ) in the following sense.
). Let α 0, and let w belong either to the class
) to the Cauchy problem (1.15) in the maximal interval (−T * , T * ), as given by Theorem 1.4. Then M(u(t)) is constant for t ∈ (−T * , T * ).
Owing to Corollary 4.3, for each t ∈ (−T * , T * ) u satisfies i∂ t u = −∆ α u + (w * |u| 2 )u as an identity between H −1 α -functions, whence
The imaginary part of the above identity gives
, and denote by u n the solution to the Cauchy problem (1.13) with initial datum f n . Because of the continuous dependence on the initial data, we have that
Owing to the continuity of the map t → M(u(t)), we conclude that M(u(t)) = M(f ) for t ∈ (−T * , T * ).
Let us discuss now the case w ∈ L
) and a Schwartz potential w. Owing to Corollary 4.3, for each t ∈ (−T * , T * ) u satisfies i∂ t u = −∆ α u + (w * |u| 2 )u as an identity between H −1 α -functions, and reasoning as above we deduce that M(u(t)) is constant on
2 ), we use a density argument. Let (f n ) n be a sequence in
, (w n ) n be a sequence of Schwartz potentials such that w n n→∞
, and denote by u n the L 2 strong solution to the Cauchy problem (1.13) with initial datum f n and potential w n . The stability result given by Proposition 3.1 guarantees that u n n→+∞
Using the mass conservation for u n we deduce that M(u(t)) = M(f ) for t ∈ [−T, T ]. Repeating the above argument with f replaced by u(t 0 ) for some t 0 ∈ (−T * , T * ) yields the property that t → M(u(t)) is constant in a suitable interval around t 0 and hence, by the arbitrariness of t 0 , it is locally constant on the whole (−T * , T * ). But (−T * , T * ) ∋ t → M(u(t)) is also continuous, whence the conclusion.
We therefore conclude the following.
Proof of Theorem 1.6. An immediate consequence of the conservation of the mass, i.e., conservation of the L 2 -norm, and of the blow up alternative in L 2 .
Let us move now to the conservation of mass and energy in the energy space. We observe the following. 
combined with the estimates
the last two steps above following from Hölder's and Young's inequality, and from the inequality (4.1).
We then see that mass and energy are conserved in the spherically symmetric component of the energy space. ) and E(u(t)) are constant for t ∈ (−T * , T * ).
Proof. We start proving the statement for the mass. Owing to Corollary 4.3, for each t ∈ (−T * , T * ) u satisfies i∂ t u = −∆ α u + (w * |u| 2 )u as an identity in H ) for some T > 0, and Lemma 6.4 implies that E(u n (t)) n→+∞ − −−−− → E(u(t)) for t ∈ [−T, T ]. Using the energy conservation for u n we deduce that E(u(t)) = E(f ) for t ∈ [−T, T ]. Repeating the above argument with f replaced by u(t 0 ) for some t 0 ∈ (−T * , T * ) yields the property that t → E(u(t)) is constant in a suitable interval around t 0 and hence, by the arbitrariness of t 0 , it is locally constant on the whole (−T * , T * ). But (−T * , T * ) ∋ t → E(u(t)) is also continuous, whence the conclusion.
We are now ready to prove our result on the solution theory for the Cauchy problem (1.13).
Proof of Theorem 1.7.
Let u ∈ C((−T * , T * ), H 1 α,rad (R 3 )) be the unique local strong solution to (1.13), on the maximal time interval (−T * , T * ), with given initial datum f = φ λ + c G λ ∈ H 1 α,rad (R 3 ), for some λ > 0, and given potential w ∈ W 1,p rad (R 3 ), for some p ∈ (2, +∞), as provided by Theorem 1.4. Then (−T * , T * ) ∋ t → M(u(t)) + E(u(t)) is the constant map, as follows from Propositions 6.5. Decomposing u(t) = φ λ (t) + κ λ (t)G λ for each t ∈ (−T * , T * ) and using (2.4) we find M(u(t)) + E(u(t)) 1 .
Therefore, the solution is global, by the blow up alternative. Since this is true for every initial datum f ∈ H 1 α,rad (R 3 ), we deduce global well-posedness for (1.13).
Comments on the spherically symmetric solution theory
As initially mentioned in the Introduction and then shown in the preceding discussion, part of the solution theory was established for spherically symmetric potentials and solutions (Theorems 1.5 and 1.7) and in this Section we collect our remarks on the emergence of such a feature. This is indeed a natural phenomenon both for the local high regularity theory and for the global theory in the energy space, as we are now going to explain. Of course, the spherically symmetric solution theory is the most relevant in the study of the singular Hartree equation, since the linear part, namely the operator −∆ α , differs from the ordinary −∆ precisely in the L 2 -sector of rotationally symmetric functions.
For the local theory, one ineludible ingredient of the fixed point argument is the treatment of the non-linear part of the solution map (1.14) with a H s α -estimate that we close by means of the trilinear estimate (4.3)/(5.4).
