The stochastic block model is a popular tool for studying community structures in network data. We develop a goodness-of-fit test for the stochastic block model. The test statistic is based on the largest singular value of a residual matrix obtained by subtracting the estimated block mean effect from the adjacency matrix. Asymptotic null distribution is obtained using recent advances in random matrix theory. The test is proved to have full power against alternative stochastic block models with finer structures. These results naturally lead to a consistent sequential testing estimate of the number of communities.
Introduction
Large scale network data with community structures have been the focus of much research efforts in the past decade (see, for example, Newman & Girvan, 2004; Newman, 2006) . In the statistics and machine learning literature, the stochastic block model (Holland et al., 1983 ) is a very popular model for community structures in network data. In a stochastic block model, the observed network is often recorded in the form of an n × n adjacency matrix A, representing the presence/absence of pairwise interactions among n individuals in a population of interest. The model assumes that (i) the individuals are partitioned into K disjoint communities, and (ii) given the memberships, the upper diagonal entries of A are independent Bernoulli random variables, where the parameter E(A ij ) depends only on the memberships of nodes i and j. Such a model naturally captures the community structures commonly observed in complex networks, and has close connection to nonparametric exchangeable random graphs (Bickel & Chen, 2009) . The stochastic block model can be made more realistic by incorporating additional parameters to better approximate real world network data. For example, Karrer & Newman (2011) incorporated individual node activeness into the stochastic block model to allow for arbitrary degree distributions. In the mixed membership model (Airoldi et al., 2008) , each individual may belong to more than one community.
In this paper we develop a goodness-of-fit test for stochastic block models. Given an adjacency matrix A and a positive integer K 0 , we test whether A can be adequately fitted by a stochastic block model with K 0 communities. Our test statistic is the largest singular value of a residual matrix obtained by removing the estimated block mean effect from the observed adjacency matrix. Intuitively, if A is generated by a stochastic block model and the block mean effect is estimated appropriately, the residual matrix will approximate a generalized Wigner matrix: a symmetric random matrix with independent mean zero upper diagonal entries. Our first contribution is the asymptotic null distribution of the test statistic (Theorem 1). The proof uses some recent advances in random matrix theory, such as the local semicircle law of generalized Wigner matrices and its consequences (Erdős et al., 2012b (Erdős et al., , 2013a Bloemendal et al., 2014) . Our second contribution is asymptotic power guarantee of the test against models with finer structures (Theorem 3). In particular, we establish the growth rate of the test statistic under alternatives that correspond to stochastic block models with more communities. Such a class of alternatives is of particular interest because any exchangeable random graph can be approximated by a stochastic block model (Bickel & Chen, 2009) . Indeed, in our simulation study we observe that the proposed test is powerful against not only stochastic block models with more communities, but also other network models with finer structures such as the degree corrected block model and the mixed membership block model.
A related test statistic using the largest eigenvalue of the centered and scaled adjacency matrix has been studied in Bickel & Sarkar (2013) . They derive asymptotic null distribution for Erdős-Rényi models, which corresponds to a stochastic block model with one community. We generalize their argument to prove the asymptotic null distribution result for stochastic block models with more than one community. The key step is to bound the fluctuation in the leading eigenvalue of a random matrix under perturbation of a block-wise constant noise matrix. Moreover, their asymptotic power analysis requires the alternative model to be diagonal dominant. Our test statistic uses the largest singular value of the residual matrix, so that we are able to capture signals affecting either the largest or the smallest eigenvalues, and our asymptotic power guarantee is for general alternative models with more communities.
Our goodness-of-fit test can also serve as a main building block to estimate the number of communities. As a key inference problem in stochastic block models and its variants, the community recovery problem concerns estimating the hidden communities from a single observed adjacency matrix (see McSherry, 2001; Bickel & Chen, 2009; Decelle et al., 2011; Zhao et al., 2012; Jin, 2012; Fishkind et al., 2013; Lei & Rinaldo, 2013; Chen et al., 2012; Chaudhuri et al., 2012; Krzakala et al., 2013; Massoulie, 2013; Mossel et al., 2013; Abbe et al., 2014; Anandkumar et al., 2014, for example) . A common assumption made in all these methods is that K, the total number of communities, is known. Therefore, estimating the number of communities in a stochastic block model is of great practical and theoretical importance. However, existing methods of estimating K do not provide consistency guarantee (Zhao et al., 2011; Bickel & Sarkar, 2013; Chen & Lei, 2014; Saldana et al., 2014) .
To estimate the number of communities, we consider hypothesis test
sequentially for each K 0 ≥ 1 until the null hypothesis is not rejected. We prove the consistency of this sequential testing estimator in Theorem 4 of Section 3. Throughout this paper we use K to denote the true number of communities in a stochastic block model and use K 0 to denote a hypothetical number of communities.
Glossary For a square matrix M , diag(M ) denotes the diagonal matrix induced by M . For any matrix M , λ j (M ) and σ j (M ) denotes its jth largest eigenvalue and singular value, respectively. Denote B K the set of all K × K symmetric matrices with entries in (0, 1) and all rows being distinct.
Stochastic block models and goodness-of-fit test
A stochastic block model on n nodes with K communities is parameterized by a membership vector g ∈ {1, ..., K} n and a symmetric community-wise edge probability matrix B ∈ [0, 1] K×K . The observed adjacency matrix A is a symmetric binary matrix with diagonal entries being 0. Given (g, B), the probability mass function for the adjacency matrix A is
In other words, given (g, B), the edges are independent Bernoulli random variables with parameters determined by the node memberships.
To avoid triviality, we say that a stochastic block model parameterized by (g, B) has K communities if (i) g contains all K distinct values in {1, ..., K}, and (ii) any two rows of B are distinct. A stochastic block model is identifiable up to a label permutation on g and a corresponding row/column permutation on B.
Given an observed adjacency matrix A, and a positive integer K 0 , we would like to know if A can be well fitted by a stochastic block model with K 0 communities. If we assume that A is generated by a stochastic block models with K communities, this leads to a goodness-of-fit test for stochastic block models with a composite null hypothesis
To derive a goodness-of-fit test for stochastic block models, a natural idea is to estimate the model parameters and remove the signal from the observed adjacency matrix, and test whether the residual matrix looks like a noise matrix. To this end, consider the n × n matrix P given by
ThenÃ * is a generalized Wigner matrix, satisfying E(Ã * ij ) = 0 for all (i, j) and j var(Ã * ij ) = 1 for all i. The asymptotic distribution of the extreme eigenvalues ofÃ * has been well studied in random matrix theory. In particular, combining results in Erdős et al. (2012b) and Lee & Yin (2014) we have
where T W 1 denotes the Tracy-Widom distribution with index 1 and " " denotes convergence in distribution. We remark that (5) cannot be obtained using results for standard Wigner matrices as the diagonal entries ofÃ * are fixed to be 0. We formally state and prove this result as Lemma 5 in Appendix A.1.
The matrixÃ * involves unknown model parameters and cannot be used as a test statistic. Now we describe a natural estimate ofÃ * by plugging in an estimated stochastic block model.
Letĝ be an estimated community membership vector with targeted number of communities
We consider the plug-in estimator of B:
The estimates (ĝ,B) leads to the empirically centered and re-scaled adjacency matrix
whereP ij =Bĝ iĝj .
It is natural to conjecture that under the null hypothesis K = K 0 and when the estimates (ĝ,B) are accurate enough, the convergence in (5) will carry over to the corresponding eigenvalues ofÃ. Therefore, we can use the largest singular value ofÃ, after centering and scaling, as our test statistic:
The corresponding level α rejection rule for testing problem (3) is
where t(α/2) is the α/2 upper quantile of the T W 1 distribution for α ∈ (0, 1). We use t(α/2) instead of t(α) for Bonferroni correction because T n,K 0 is the maximum of n 2/3 (λ 1 (Ã) − 2) and n 2/3 (−λ n (Ã) − 2).
A similar result concerning the largest eigenvalue ofÃ in the simple case K 0 = 1 has been obtained in Bickel & Sarkar (2013) . In Section 3 below we formally state and prove the validity of our test statistic T n,K 0 in Theorem 1 by establishing the asymptotic null distributions of both the largest and smallest eigenvalues and for general values of K 0 . We will also see that, under the composite alternative hypothesis K > K 0 , the signal may be contained in the largest or the smallest eigenvalues ofÃ, so we need to use the largest singular value ofÃ in order to obtain full power.
Given the rejection rule (10) for testing problem (3), we have the following sequential testing estimator of K:
In other words, we perform the goodness-of-fit test for K 0 = 1, 2, ..., until failing to reject H 0,K 0 . We prove consistency ofK for appropriate choices of t n in Theorem 4 below, as a consequence of (i) a large deviation inequality of the extreme eigenvalues ofÃ under the null hypothesis K = K 0 , and (ii) the growth rate of T n,K 0 under the alternative hypothesis K > K 0 .
Asymptotic null distribution and power
The asymptotic distribution of the test statistic T n,K 0 depends on the accuracy of the estimated community membershipĝ when K = K 0 . In order to consider the asymptotic behavior of community recovery as the number of nodes grows to infinity, we need to have a sequence of true community memberships (g (n) : n ≥ 1) where g (n) ∈ {1, ..., K} n for each n. We will focus on relatively balanced communities as described in the following condition.
(A1) There exists n 0 and π 0 > 0 such that min 1≤k≤K |{i : g
Assumption (A1) assumes each community has size at least proportional to n. For example, it is satisfied almost surely if the membership vector g (n) is generated from a multinomial distribution with n trials and probability π = (π 1 , ..., π K ) such that min 1≤k≤K π k > π 0 > 0.
Definition (Consistency of community recovery). For a sequence of membership vectors (g (n) : n ≥ 1) with K communities and B ∈ B K , we say a community membership estimator
Remark. The notion "ĝ = g" shall be interpreted as being equal up to a label permutation. Such a label permutation does not affect our methodological and theoretical development so we will assume that the label permutation is identity for simplicity. The definition of consistent community recovery can be satisfied by several methods. For example, the profile likelihood method (Bickel & Chen, 2009 ) is consistent for all (g (n) : n ≥ 1) satisfying (A1) and all B ∈ B K ; the spectral clustering method can be made consistent, with slight modification, for all (g (n) : n ≥ 1) satisfying (A1) and B ∈ B K with full rank (McSherry, 2001; Vu, 2014; Lei & Zhu, 2014) .
Theorem 1 (Asymptotic null distribution). Let A be an adjacency matrix generated from stochastic block model (g (n) , B), where B ∈ B K and (g (n) : n ≥ 1) satisfies condition A1. LetÃ be given as in (7) using a consistent community estimateĝ and corresponding plug-in estimate of B as in (6), then under the null hypothesis K = K 0 we have
Theorem 1 is proved in Appendix A.2. The main challenge is that, assumingĝ = g, the entry-wise estimation error inB is of order n −1 . The simple upper bound ofÃ −Ã * in Frobenius norm is of order n −1/2 which exceeds the n −2/3 scaling required in (12). In fact, (12) must be established using a more delicate analysis that uses the block-wise constant structure inÃ −Ã * , combined with random matrix theory results which ensure that (i) the leading eigenvectors ofÃ * are delocalized, and (ii) the number of large eigenvalues ofÃ * in an interval of length 1/ √ n can be accurately approximated. This argument is a non-trivial generalization of Theorem 2.1 in Bickel & Sarkar (2013) .
An immediate consequence of Theorem 1 is an asymptotic type I error bound for the rejection rule (10):
Formally we have the following corollary.
Corollary 2 (Asymptotic type I error control). The rejection rule in (10) has asymptotic level α.
Now we consider the power of the test. The following theorem ensures that, when the data is generated from a stochastic block model with K > K 0 communities, the test statistic T n,K 0 goes to infinity at rate √ n or faster.
Theorem 3 (Asymptotic power guarantee). Let A be an adjacency matrix generated from stochastic block model (g (n) , B) with K communities, where B ∈ B K and (g (n) : n ≥ 1) satisfies condition A1. Then for any K 0 < K and any community estimatorĝ, there exists a constant C = C(B, π 0 , K 0 ) > 0 such that
Theorem 3 is powerful in that it puts no structural condition on the connectivity matrix B, nor does it make any assumption about the particular method used to estimate the membership. Theorem 3 is proved in Appendix A.3. The main idea is that if the nodes are partitioned into less than K groups, the corresponding block partition of the expected adjacency matrix cannot be block-wise constant, and hence it is impossible to remove the mean effect by subtracting a constant from each estimated block of submatrix of A.
The asymptotic null distribution and growth rate under alternative K > K 0 suggests that the null and alternative are well separated. Therefore, if in the sequential testing estimator (11) we choose the rejection threshold t n to increase with the network size n, we shall expect to have a consistent estimate of K.
Theorem 4 (Consistency of estimating K). LetK be the sequential testing estimator given in (11) with threshold t n satisfying t n n for some ∈ (0, 7/6), then
Theorem 4 is proved in Appendix A.3. We note that the asymptotic null distribution given in Theorem 1 cannot be directly used to bound the probability of P (T n,K ≥ t n ) because t n changes with n. Instead, we need to use a deviation probability bound on the largest singular value ofÃ (Lemma 8).
Numerical Experiments
Now we illustrate the performance of the proposed test and the estimator of K in various simulations. In our simulation, we use simple spectral clustering for community recovery.
Given an adjacency matrix A and a hypothetical number of communities K 0 , this algorithm estimates the community membership by applying k-means clustering to the rows of the matrix formed by the K 0 leading singular vectors of A.
Simulation 1: the null distribution and bootstrap correction
In the first simulation, we consider the finite sample null distribution of the scaled and centered extreme eigenvalues ofÃ and empirically verify Theorem 1 for a simple stochastic block model. Following the observation in Bickel & Sarkar (2013) , the speed of convergence to the limit distribution may be slow. A practical solution to this issue using a fused bootstrap correction has been proposed in Bickel & Sarkar (2013) for the special case of K 0 = 1. Here we extend this idea to the more general case considered in this paper.
For a given adjacency matrix A on n nodes and null hypothesis K = K 0 , the goodness-of-fit test statistic with fused bootstrap correction is given as follows.
1. Letĝ be an estimated community membership vector with K 0 communities, and (B,P ) be the corresponding estimates in (6) and (8).
2. CalculateÃ as in (7) and its extreme eigenvalues λ 1 (Ã), λ n (Ã).
3. For m = 1, ..., M (a) Let A (m) be an adjacency matrix independently generated from stochastic block model (ĝ,B).
and λ (m) n be the largest and smallest eigenvalues ofÃ (m) , respectively.
4. Let (μ 1 ,σ 2 1 ) and (μ n ,σ 2 n ) be the sample mean and variance of (λ
The bootstrap corrected test statistic is
where µ tw and σ tw are the mean and standard deviation of the Tracy-Widom distribution. The fused bootstrap correction is computationally appealing as the the bootstrap sample size M can be chosen as small as 50. All of our simulations use M = 50.
Remark. The bootstrap correction is based on the empirical observation that although the finite sample null distribution is different from the theoretical limit, it has a similar shape, with different location and spread. Instead of using the theoretical centering and scaling as in (5) and (12), the corresponding bootstrap corrected extreme eigenvalues are
In Figure 1 we plot the estimated density of the scaled and centered extreme eigenvalues ofÃ calculated from 1000 independent realizations, with and without bootstrap correction. The stochastic block model used here has two equal-sized communities, with B 11 = B 22 = 0.7 and B 12 = B 21 = 0.3. It is clear that the finite sample null distribution is systematically different from the limiting distribution when n = 200, and the difference is reduced but still visible when n = 1600. When bootstrap correction is used, the finite sample null distributions for both the largest and smallest eigenvalues are close to the limit even when n = 200.
Simulation 2: type I and type II errors
Now we investigate the Type I error of the proposed test under the null hypothesis and the power against various alternative distributions. For each K 0 ∈ {2, 3, 4}, we investigate 
For the stochastic block model, the membership vector g is generated by sampling each entry independently from {1, ..., K} with equal probability. For the degree corrected model, the membership vector is generated the same way as for the stochastic block model, with additional node activeness parameter ψ i independently sampled from Unif(0, 1). In the degree corrected block model, the edge probability between nodes i and j is ψ i ψ j B g i g j . For the mixed membership block model, the community mixing probability φ i for each node i is an independent sample from a Dirichlet distribution with parameter 0.5 × e K where e K is a vector of ones with length K. With such a parameter, each node will tend to favor one or two communities so there is a weak community structure. The edge probability between nodes i and j in the mixed membership block model is φ T i Bφ j . For each model, we generate 200 independent adjacency matrices with n = 1000 nodes and perform the proposed hypothesis test, with or without bootstrap correction. The proportion of rejection at nominal level 0.05 is summarized in Table 1 . We observe that the type I error is correctly kept at the nominal level. The type I error of bootstrap correction method is slightly closer to the nominal level. Also we observe that the test can successfully detect all three types of alternative hypotheses. 4.3 Simulation 3: estimating K using sequential testing
Our third simulation examines the performance of the sequential testing estimator of K given in (11). We use two settings for this simulation, both considering three different values of K ∈ {2, 3, 4}. The first setting concerns different levels of network sparsity, where the community-wise connectivity matrices B is given by B kl = r(1 + 2 × 1(k = l)). That is, the edge probability is 3r within community and r between communities. We consider r ∈ {0.01, 0.02, 0.05, 0.1, 0.2} for different levels of network sparsity. For each combinations of K and B, we generate 200 independent adjacency matrices A with n = 1000 nodes and K equal-sized communities. The number of communities is estimated for each observation as in (11) using threshold t n corresponding to nominal type I error bound 10 −4 . The proportion of correct estimates is summarized in Table 2 . The sequential testing estimator with bootstrap correction works well for all cases except the very challenging case of K = 4 and r = 0.01. The estimator without bootstrap works well for slightly denser models. In the sparsest case r = 0.01, when K = 4 the model is so sparse that the test cannot detect the block structure and the estimates with bootstrap correction are negatively biased. For the method without bootstrap, the null distribution is biased due to the extreme sparsity and the sequential testing method tends to end up with larger values of K. The performance for K = 2 is slightly better because of the stronger signal.
In the second setting, the focus is on different types of block structures. To this end, for each K ∈ {2, 3, 4} we generate matrices B whose diagonal and upper diagonal entries are independently drawn from a uniform distribution between 0 and 0.5. The success of spectral clustering requires the smallest singular value of B to be bounded away from zero, so we only use those B matrices whose smallest singular values are at least 0.1. The membership vector g is generated by sampling each entry independently from {1, ..., K} with equal probability. For each K and network size n = 500 and n = 1000, we generate 200 independent adjacency matrices using random B and g described above. Similarly, K is estimated as in (11) using threshold t n corresponding to nominal type I error bound 10 −4 . In Table 3 we summarize the proportion of correct estimates. The proposed test can correctly estimate the number of communities in a very large proportion of these randomly generated models. In general 
Discussion
The goodness-of-fit test developed in this paper is an attempt to perform principled statistical inference for stochastic block models. The test statistic reflects a fundamental difference between network models and traditional statistical models on independent individuals. In traditional independent and identically distributed data samples, the goodness-of-fit is usually assessed by the sum of residuals or squared residuals. For stochastic block models, the residual is a matrix, where the signal is not carried in the sum of individual residuals but is determined by how these residuals align across the rows and columns. For example, suppose A is generated from a stochastic block model with two communities and we want to test if K = 1. If we simply treat the upper diagonal entries of A as independent Bernoulli variables, the goodness-of-fit test reduces to testing whether the n(n − 1)/2 upper diagonal entries look like an independent sample of a Bernoulli variable. Such tests have little power in detecting the block structure. On the other hand, the extreme singular value of the residual matrix accurately captures the block structure. This is an example of detecting low-rank mean effect from a noisy random matrix using its extreme eigenvalues. Other examples using the similar idea include Kargin (2014) for reduced rank multivariate regression and Montanari et al. (2014) for the Gaussian hidden clique problem.
The theory developed in this paper is for fixed connectivity matrix B and sequences of membership vectors {g (n) : n ≥ 1} satisfying Assumption A1. An important future work is to generalize the theory to allow the connectivity matrix B to vary with n. For example, it would be more practical to consider sparse stochastic block models with B = ρ n B 0 where B 0 is a constant matrix and ρ n ↓ 0 as n → ∞. Such an extension is challenging as much less is known about the asymptotic behavior of the extreme eigenvalues of sparse adjacency matrices. In Erdős et al. (2013b Erdős et al. ( , 2012a , local semicircle law and the asymptotic distribution of the second largest eigenvalue have been developed for Erdős-Rényi random graphs with edge probability greater than n −1/3 . Unlike the results used in this paper, which are for the residual matrix, these results are for the original adjacency matrix without centering.
A Proofs
Additional notation Let (λ * j , u * j ) n j=1 be the eigenvalue-eigenvector pairs ofÃ * such that λ * 1 ≥ λ * 2 ≥ ... ≥ λ * n . For a pair of sequences (a n ) and (b n ), we write a n =Õ(b n ) if a n = o(n b n ) for all > 0. The notationÕ P is defined similarly. For any matrix M with singular value decomposition M = j σ j u j v T j , define |M | = j |σ j |u j v T j . We will use c and C to denote positive constants independent of n, which may vary from line to line.
A.1 Results from random matrix theory
We first collect some useful results from random matrix theory regarding the distributions of the eigenvalues and eigenvectors ofÃ * .
Lemma 5 (Asymptotic distributions of λ 1 (Ã * ) and λ n (Ã * )). ForÃ * defined in (4) we have
Proof. Let G * be an n × n symmetric matrix whose upper diagonal entries are independent normal with mean zero and variance 1/(n − 1), and diagonal entries are zero. ThenÃ * and G * have the same first and second moments. According to Theorem 2.4 of Erdős et al. (2012b) , we know that n 2/3 (λ 1 (Ã * ) − 2) and n 2/3 (λ 1 (G * ) − 2) have the same limiting distribution. But n 2/3 (λ 1 (G * ) − 2) T W 1 according to Lee & Yin (2014) . The same argument applies to λ n (Ã * ).
Lemma 6 (Eigenvector delocalization). Let u be a deterministic unit vector in R n . Then
uniformly for j = 1, 2, ..., n.
Lemma 6 is Theorem 2.16 of Bloemendal et al. (2014) . Although Bloemendal et al. (2014) requires the diagonal entries ofÃ * to have positive variance, their Theorem 2.16 is a consequence of the local semicircle law (Theorem 2.12 of Bloemendal et al. (2014) ), which can be established for matrices with zero diagonals using the result of Erdős et al. (2013a) . See also the discussion in Bickel & Sarkar (2013) .
Lemma 7 (Counting large eigenvalues). Let c n be a possibly random number of order O P (n −1/2 ) and m(c n ) be the number of eigenvalues ofÃ * larger than λ * 1 − c n . Then m(c n ) = O P (n 1/4 ).
Lemma 7 is essentially equation (26) of Bickel & Sarkar (2013) . We give a proof of it for completeness.
Proof. For any a < b < 5, let N * (a, b) be the number of eigenvalues ofÃ * in the interval (a, b] , and N (a, b) = n b a ρ sc (x)dx where ρ sc (x) = (1/2π)((4 − x 2 ) + ) 1/2 is the density of the semicircle law. Let δ(a, b) = N * (a, b) − N (a, b) then according to Theorem 2.2 of Erdős et al. (2012b) we have sup a,b<5 |δ(a, b)| = O P (n 1/4 ). Then for some absolute constant C m(c n ) =N
Lemma 8 (Deviation of largest singular value). There exists absolute positive constants a, b, c, C, such that
Lemma 8 is a direct consequence of equation (2.22) in Erdős et al. (2012b) . We can simplify the statement so that there exists an absolute constant b > 0 such that for any > 0
A.2 Proof of asymptotic null distribution
Proof of Theorem 1. For simplicity we write g (n) as g. The consistency ofĝ allows us to focus on the eventĝ = g.
We will prove the claim for λ 1 (Ã). The other claim can be proved by applying the same argument on −Ã.
LetÃ ∈ R n×n be such that
ThusÃ =Ã * + ∆ , where ∆ ij = (P ij −P ij )/ (n − 1)P ij (1 − P ij ) . Because ∆ is a K × K block-wise constant symmetric matrix, its rank is at most K, and the corresponding principal subspace is spanned by (θ 1 , ..., θ K ), where θ k ∈ R n is the unit norm indicator of the kth community in g. That is, the ith entry of θ k is n −1/2 k if g i = k and zero otherwise, where n k is the size of the kth community.
Moreover, the consistency ofĝ implies that sup i,j |P ij −P ij | = O P (n −1 ). Thus the eigenvalues of ∆ are of order O P (n −1/2 ).
We will show that
First,
where the second last inequality follows from the delocalization result Lemma 6.
Next we provide an upper bound of λ 1 (Ã ). For any unit vector u ∈ R n , let (a 1 , ..., a n ) be a unit vector in R n such that
Let m be the number of λ * j 's in the interval (λ * 1 − 2 ∆ , λ * 1 ], and
where the second last line uses Lemma 6 which implies that (u * j ) T |∆ |u * j =Õ P (n −3/2 ) uniformly for all j, and the last step uses Lemma 7 which ensures that m = O P (n 1/4 ).
Thus (17) is established by combining (18) and (19).
Next we show that λ 1 (Ã) = λ 1 (Ã ) + o P (n −2/3 ). LetÃ =Ã − diag(Ã ). Consider the block representation ofÃ:Ã = (Ã (k,l) ) K k,l=1 , whereÃ (k,l) is the submatrix corresponding to the rows in community k and columns in community l. Similar block representations can be defined forÃ . It is obvious that
Combining (17) and (20), we have λ 1 (Ã) = λ 1 (Ã * ) + o P (n −2/3 ).
Now applying Lemma 5 and combining with (21) we have n 2/3 (λ 1 (Ã) − 2) T W 1 .
A.3 Proof of power and consistency
Proof of Theorem 3. For all 1 ≤ l ≤ K, 1 ≤ k ≤ K 0 , let N l = {i : g i = l},N k = {i :ĝ i = k} andN k,l = {i :ĝ i = k , g i = l}. Because K 0 < K, there exist k, l 1 , l 2 such that |N k,l j | ≥ |N l j |/K 0 ≥ π 0 n/K 0 (j = 1, 2). Since B ∈ B K , there exists an l 3 such that B l 1 ,l 3 = B l 2 ,l 3 . Therefore, there exists a k such that |N k ,l 3 | ≥ |N l 3 |/K 0 ≥ π 0 n/K 0 .
LetÃ (0) be the submatrix ofÃ consisting the rows inN k,l 1 ∪N k,l 2 , and the columns in N k ,l 3 . Define A (0) ,P (0) , and P (0) correspondingly.
When k = k , or k = k but l 3 / ∈ {l 1 , l 2 }, the submatrix A (0) contains only off-diagonal entries of A. ThereforeP (0) is a constant matrix in that all of its entries are equal. We have Ã ≥ Ã (0) ≥ n −1/2 A (0) −P
≥n −1/2
where the last step uses the fact that P (0) has two distinct blocks each with size at least (π 0 n/K 0 ) × (π 0 n/K 0 ), so there exists a positive constant C such that P (0) − M ≥ Cn for all matrices M with constant entries. Here the constant C depends only on B, π 0 , K 0 .
When k = k and l 3 ∈ {l 1 , l 2 }, the submatrix A (0) defined above contains diagonal entries of A. The corresponding entries ofP (0) are zero. These zero entries causes an additional O(1) term in P (0) − P (0) and (22) still goes through.
Proof of Theorem 4. First, according to Theorem 3, there exists a constant C such that P (T n,K 0 ≤ Cn 7/6 ) = o(1) for all 1 ≤ K 0 < K. Thus P (K < K) = P (T n,K 0 < t n , for some K 0 < K) = o(1) .
On the other hand, P (K > K) ≤ P (T n,K ≥ t n ) = P (n 2/3 (σ 1 (Ã) − 2) ≥ t n ) ≤P (n 2/3 (σ 1 (Ã * ) − 2) ≥ t n /2) + P (n 2/3 |σ 1 (Ã * ) − σ 1 (Ã)| ≥ t n /2) =o(1) , where the first probability is controlled using Lemma 8 and the second probability is controlled using (21) and its analogous result for λ n (Ã) − λ n (Ã * ).
