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Abstract
Coherent state operators (CSO) are dened as operator valued functions on G = SL(n;C)
being homogeneous with respect to right multiplication by lower triangular matrices.
They act on a model space containing all holomorphic nite dimensional representations
of G with multiplicity 1. CSO provide an analytic tool for studying G invaraiant 2-
and 3-point functions, which are written down in the case of SU
3
. The quantum group
deformation of the construction gives rise to a non-commutative coset space. We introduce
a \standard" polynomial basis in this space (related to but not identical with the Lusztig




) invariant 2-point functions
for representations of the type (; 0) and (0; ). General invariant 2-point functions are
written down in a mixed Poncare-Birkho-Witt type basis.
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1 Introduction





nal conformal models with braid group statistics [1, 2, 3, 4, 5, 6] to the higher rank case
encounters two types of diculties. At the classical (undeformed) level the n-point invari-
ants for higher rank groups are not known and appear hard to classify. At the q-deformed
level we have to deal in addition with a non-commutative coset space.
A powerful analytic tool for writing down (classical and quantum) n-point invariants
and U
q
exchange relations is provided by the notion of a coherent state operator (CSO).
This is the underlying concept behind the polynomial realization of nite dimensional
representations (used in this context in Refs. [7, 3]). It was spelled out and applied to
the simplest rank 1 (quantum) algebra in Refs. [8, 9]. Here we extend this construction






) (r being the rank).
The next step, computing n-point invariants, reveals a complexity that increases with










In order to dene U
q





(n) is dened as a Hopf algebra with n
2




tation relations (CR) and an n-linear normalization condition stating that the quantum
determinant of the matrix (T







R-matrix computed for the coproduct of the dening (n-dimensional) representation of
the quantum algebra -see Ref. [10]. The next step, the identication of a quantum Borel
subgroup B
q




, has also been sketched
for an arbitrary n -see Ref. [11]. In order to avoid unnecessary complications and bulky
formulae we restrict from the outset attention to the case n = 3.
We start in Sec. 2 by introducing our version of coherent states (CS). We write














is introduced and studied in Sec. 3. Quantum CSO are dened in Sec. 4, where we write
down U
q
invariant 2-point functions introducing on the way a new standard basis, which
is a variant of the Lusztig canonical basis [12].
4
2 Classical coherent states
The concept of a coherent state, originally associated with a nilpotent Lie group, goes
back to Hermann Weyl and has been the subject of a long evolution (see Ref. [13] and







is a creation operator, its adjoint annihilating the Fock vacuum : aj0 >= 0. A






)() = 0 :
In the case of a simple compact Lie group G the role of a

is played by the Cartan-Weyl
raising operators E

of the complexied Lie algebra. For an irreducible nite dimen-
sional representation of G, the counterpart of  appears as a polynomial function of its
arguments.
2.1 CSO for SU
3
. Transformation properties
To x the ideas we begin by considering the induced representation of the complexication
SL(3; C) of the simple compact Lie group SU
3
with a Borel inducing subgroup B of lower
triangular matrices. The homogeneous space SL(3; C)=B has a dense open set isomorphic









































= 0; 1; : : :) of SU
3
we dene a CSO  = (g)
as follows. Let 

be a character (i.e., a 1 dimensional representation) of the inducing









































 = (g) is a function on SU
3
with values in an algebra of operators on a Hilbert space





It follows that  is determined by its values on the subgroup N , (2.1). Using Eqs.(2.2)
and (2.3) and the Gauss decomposition
gZ = Z
g
b(g; ) ; Z
g
2 N ; b(g; ) 2 B (2.4)
(which assumes g
11






































































































































































































































































































































































































































] = 0 ; (2.7b)
where (c
ij











2.2 A model Hilbert space. Coherent state vectors. 2-point
functions
We now proceed to describing an operator realization of ().
Let H be a model Hilbert space for the nite dimensional (unitary) irreducible repre-




















+ 2) ; (2.9)
each  entering with multiplicity 1. Let U(g) be the corresponding (innite dimensional)
fully reducible representation of SU
3




= (gZ) = (Zg)

(b(g; )) ; (2.10)
where Z
g
and b(g; ) are dened by the Gauss decomposition (2.4) (and computed for the
various subgroups of SL(3; C) in (2.5)).
We single out a unit vector j0 >, the SU
3
vacuum, in the 1-dimensional SL(3; C) invari-
ant subspace H
0
of H. The action of a CSO on j0 > is determined -up to normalization-
by its transformation properties.






































































, respectively. The CSO (Z)  () will be normalized
by the condition

























































(i = 1; 2)
: (2.12c)
Under these conditions one can derive the expression for the  dependent coherent state

















where e(X) is the exponential function.
Indeed, applying E
i
to both sides and using the denition (2.6d) of E
12
and the com-
mutation property (2.7b), it is straightforward to recover the innitesimal transformation
law (2.6a). The remaining s`
3
transformation properties of the vector (2.13) are veried
in a similar manner. These properties, together with the \initial condition" (2.12), x
completely the CS vector.
The CS (2.13) is actually a polynomial in (














































































































































































































We shall also use the bra CS vector

















We nd it convenient in what follows to use the notation  for both the CSO and the
associated representation of SU
3
(interchanging in the second meaning  with ).
The inner product of two CS vectors corresponding to the representations  and 
0
is
only nonzero if 
0









































































To dene  on a vector belonging to a nontrivial IR 
(i)
, one has to specify a nonva-














(In the case of SU
2




of the nal state, the





. On the other hand, one knows
-see Subsection 3 below- that there could be two linearly independent SU
3
invariant 3-
point functions for a given triplet of SU
3
weights.) The problem is thus to classify all
3-point invariants of SU
3







invariant 2-point function is proportional to the right-hand side of Eq.






















































































































































and b(g; ) being given by Eqs. (2.4)-(2.7)), without recourse to specic properties of
the operator realization.












































































































;  6=  ; (;  = 1; 2) : (2.22b)
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All polynomial 3-point invariants are linear combinations of the expressions (2.22);





= 0 : (2.23)
In particular, if 
(i)

are not decomposable in the form (2.21), then there exists no invariant
3-point function.
Outline of proof. Verifying the invariance of Eq.(2.22) is straightforward. The complete-
ness proof is based on the knowledge of SU
3
fusion coecients [15], which allows one to
determine the number of independent 3-point invariants as functions of f
(i)
g. Here are
the main steps in the argument.


















This is, in fact, the only relation among the 3-point blocks (2.22). Thus, for given 
(i)




satisfying (2.21) and (2.23) are linearly
independent.
Which of the two 


























;  = 1; 2 ; (2.25b)
 should be an integer whenever 
(i)
























are natural numbers in this case. Using the fact that the intermediate weights 
ij
are































Comparison with Ref.[15] shows that this number coincides with the number of indepen-










A simple example of multiplicity higher than 1 is provided by the case in which all 
(i)
coincide with the adjoint representation : 
(i)





of Eq.(2.21) that respect Eq.(2.23) (in accord with Eq. (2.27)) :

12

















A natural basis of invariants in this case is provided by the S
3
symmetric combination

























being a local Bose eld has an overall symmetric 3-point function that is the product of
an S
3



































) and its dual. A quantum homogeneous
space
We dene , following Ref. [10], SL
q
(3), the q-deformed algebra of functions on the group
SL(3; C), as an associative algebra generated by nine elements T


(;  = 1; 2; 3), includ-




















where R is the 9  9 R-matrix for the product of two \quark" representations of the











) is further restricted by the condition
det
q
T = 1 ; (3.3)




(3.1). We review the derivation of the expression for R in Subsection 1 (xing on the way
our notation and conventions for the quantum algebra U
q
) and dene in Subsection 2 the
main object of interest in this paper, the q-deformation of the 3-dimensional homogeneous
space SL(3; C)=B of Sec. 2.1 .
3.1 U
q
: denition, R-matrix, exchange operator
In this synopsis on the Hopf algebra (3.2) we mostly follow the notation and conventions
of Ref. [11].
The quantum universal enveloping algebra (3.2) has the same Chevalley-Cartan gen-
erators as s`
3
with the provision that one also uses q
H
i
; i = 1; 2; as elements of the











































; [2] = q + q :
(3.5)
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Here, Eqs.(3.7b) and (3.7c) should be viewed as relations in the same quantum uni-

































. We shall make use




































; etc. : (3.9a)
To complete our review of basic notions, we need the counit " : U
q
! C which denes






) = 1 ; (E
i
) = 0 = (F
i
) : (3.9b)
; ;  and the (associative) multiplication m in U
q
are veried to satisfy
m( 
 1)(X) = (X) = m(1 
 )(X) : (3.10)
14
The universal R matrix is dened, for generic q, as an invertible element in the (topo-






which intertwines the permuted coproduct

0
(X) = (X) ; (X 







for all X 2 U
q
: (3.11b)
















































































are well dened for generic q (for which q
2n





( X) = 1 : (3.14)




reduce to nite sums and make
also sense for q
p















































We note that the action of U
q
in the tensor product of U
q





























































We shall reproduce the computation of the exchange operator for two (3-dimensional)









coincides with the 3  3 matrix represen-
tation of the undeformed s`
3





















































= 0 = f
2
i


































(the superscript on e indicating the space in which it acts, so that e's with dierent
superscripts commute). The notation R
ab
, that involves a pair of labels (a,b) indicating
the space in a multiple tensor product on which R acts nontrivially, is used systematically















Here is a step in verifying Eq.(3.21) which deciphers on the way the operational mean-
ing of the above notation. The left-hand side of Eq. (3.21) is expressed in terms of the
















































































































( = q   q) : (3.22)
(We note that Eq.(3.21) is not veried order by order in  ; only the sum of the terms
proportional to  and 
2
cancel from both sides of the equation.)
We proceed to computing the exchange matrix
^
R for a pair of fundamental represen-
tations.












































































Inserting in the expression for
^

































The exchange operator thus obtained has two eigenvalues : a 6-fold degenerate one,
q
 2=3
























for  <  ; (3.27)
and a 3-fold degenerate eigenvalue,  q
4=3



























for  <  :
(3.28)
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3.2 The Hopf algebra SL
q
(3), a Borel subalgebra and a quan-
tum coset space
There are three equivalent approaches to introducing the algebra SL
q
(3).






















be nonsingular and preserve the exchange relations (3.27) and (3.28), respectively. The




























is shown to commute with T


and can hence be set equal to 1.
(ii) The Faddeev-Reshetikhin-Takhtajan approach [10] starts with the exchange rela-




(iii) In Drinfeld's framework [22] T


appear as linear functionals on U
q
. Their algebraic
properties are determined from the duality between the coalgebra structure in U
q
and the
algebra structure in SL
q
(3) expressed by the relation
< A:B;X >=< A
B;(X) > for X 2 U
q
: (3.31)
We shall relate the rst two approaches and will content ourselves with a remark








we nd that Eq.(3.1) is a necessary
and sucient condition, that the transformed (according to Eqs.(3.29)) x and  obey the

























































which is a shorthand for Eq. (3.1).
In exploiting Eq. (3.1) it is convenient to write R
12
































( = q   q). Inserting Eq.(3.33) into Eq. (3.1) we obtain (some of the relations below































1 for  >  ;



















































































































] = 0 ; (3.37)






























Since for ; ; ;  = 1; 2; 3 at least two indices always coincide the above relations (3.34)-
(3.38) exhaust all possibilities.








































































The algebra generated by T



















which respects the above commutation relations. One can also introduce a counit  and























































































































































; " and  along with the ordinary multiplication m, can be veried to satisfy the
dening conditions (3.10) for a Hopf algebra.
Remark. The elements of SL
q
(3) can be viewed as linear functionals on U
q
, the values
of which are computed as follows.
Consider the 3  3 matrix representation 
1
of weight (1,0) of U
q
dened by Eqs.
(3.18). We then dene the linear functional T














We then use Eq.(3.31) to extend this denition to products of T


and verify that the
products so obtained are noncommutative, but satisfy Eqs.(3.32).
It is straightforward to dene the quantum Borel subalgebra B
q
generated by elements


















































































































































































































(that can be viewed as an associative algebra, but not as a bialgebra).


























(j = 1; 2) ;
(3.50a)

































6= 1, the polynomial algebra, that denes the quantum coset space (3.49),




. Following the pattern of Sec. 2 we can view N
q
as
a quantum group orbit. We shall display the induced action of the two conjugate Borel
subgroups SL
q
(3) on this noncommutative coset space.


























































































 n ; (3.51a)
where the right-hand side has the Gauss decomposition


























































































The CR among group parameters and coset space coordinates are dictated by the
requirement that both the rst factor in Eq.(3.51a) and the product n(; ~u) belong to
SL
q





































] = 0 (i; j = 1; 2) : (3.52b)
Similarly, lower diagonal SL
q



































































































where g also admits a Gauss decomposition





































































































































The requirement that g(b; ; v) belongs to SL
q
(3) and so does the rst factor in the

























































(i; j = 1; 2) :
(3.55b)
The correct CR among the elements of the two matrices in the right-hand side of Eq.



























































The noncommutative version of the transformation law (2.5) for U
q
CSO is dened to











4 Quantum CSO. U
q
invariant 2-point function
4.1 PBW and canonical bases on the quantum coset space





















































; [n]! = [n][n  1]! ; [0]! = 1 : (4.2)





























The form (4.1) has the advantage of exhibiting the \zero temperature", q ! 0, limit
in which the two bases are simply related to the unique canonical (\crystal") basis of

























for ` + n  m : (4.4)















































































































which also demonstrate that the two PBW bases coincide in the q ! 0 limit . Here we











Preparing for the study of invariant 2-point functions we shall introduce a variant of
the canonical basis written in terms of one of the variables u
i






























] = 0 : (4.8)
The new standard basis also consists of polynomials homogeneous with respect to each u
i
and splits into two parts depending on whether the degree in u
1

































, i=1,2, span the same subspace of polynomials and can be expressed in terms








is a trivial consequence of the commutativity of u
ij
[Eq. (4.8)]. It allows us, in turn, to













































In writing down CS vectors we shall need the U
q


















































which is an identity between the two PBW bases valid for all values of q. In the small q
limit it reduces to the relations (4.8). Here we have used the Chevalley generators (3.8)






















((i; j) = (1; 2) or (2; 1)) : (4.12)
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4.2 Quantum CS vectors. Raising operators as q-derivatives
Equation (4.11) suggests the following U
q




















































We note that the order of u










































) : ; (4.14a)




















One can verify that the U
q
action on CS vectors agrees with the global transformation




). We shall display












) acting on u

according to Eq. (3.51c) (with
t
2
= 0 = 
2






















































! 0) and moving t
1





























where we have let 
1
! 1 (after commuting with t
1



















































































































) is the su
3

























































>= 0 : (4.21)
Moreover, strictly speaking, we have to rely on Eq. (4.21) to x some remaining ambiguity
hidden in the above derivation of Eq. (4.15). Indeed, we have made some arbitrary choices,





moving the innitesimal variables t
i
to the left (rather than to the right).
We end up with a remark concerning the denition of the q-derivatives.






















(i 6= j = 1; 2) (4.22)







is an antihomomorphism of algebras)
and to a quadratic relation of the type (4.19) (with undetermined c
ij
).






) is the su
3
Cartan matrix for some












































= 1), is dictated by Eq. (4.20). The e
+
-exponent











) = 0 ; (4.23)
27
this guarantees the validity of Eq. (4.21). It is coupled to the expression (3.7c) of the



































































































































































These relations are used in deriving a factorizing property of the type (4.24) for CS.
4.3 Invaraint 2-point functions
The invariant 2-point functions
< 0j












can be determined from the expressions (4.13)-(4.14) for CS vectors. It is however conve-
















































































































) ; i(6= j) = 1; 2 : (4.29)
The invariance conditions should be supplemented by information about the degree




). These degrees can be

































Adding to this the homogeneity condition Eq. (4.27) we look for a general U
q
-invariant



















































































































































) ; i = 1; 2 ; (4.31b)








































































































































































































































) = 0 ;
(4.33b)
where  is again given by Eq. (4.32c).
The basis (4.9) used above is particularly appropriate for q-symmetric tensor repre-
sentations (of the type (
1
; 0) or (0; 
2














j   ; 0 > ; (4.34)
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(The two expressions are obtained from one another by just exchanging the subscripts 1
and 2.)




> 0 is more complicated. In
the simplest example of this type, for the adjoint representation  = (1; 1) =

, the above



























































In order to write down the most general 2-point invariant we recur to a modied PBW


































































invariance. The form (4.37) is suggested by the classical expression
(2.18) for which the unknown coecients give a sign factor, ( 1)
m+n+r
. In the q-deformed































































































































































































with x chosen in such a way that the rst pair of terms
in the left-hand side is proportional to [s+ 1] we nd x =  
1
  2. Demanding similarly
that the second pair of terms be proprotional to [r] and using Eq. (4.38) and the previous





























  r) : (4.40)

























that the 2-point functions (4.35) and (4.36) are then reproduced as special cases of
Eqs.(4.37) and (4.40).
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