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Ra´d bych na tomto mı´steˇ podeˇkoval vsˇem, kterˇı´ mi s pracı´ pomohli. Protozˇe bez nich by
tato pra´ce vznikala pouze velmi obtı´zˇneˇ. Hlavnı´ dı´ky patrˇı´ vedoucı´mu pra´ce Ing. Michalu
Krumniklovi za jeho trpeˇlivost, cenne´ rady a postrˇehy. V neposlednı´ rˇadeˇ take´ me´ rodineˇ.
Ta meˇ v me´m snazˇenı´ vsˇemozˇneˇ podporovala a poskytla potrˇebne´ za´zemı´ a klid potrˇebny´
k tvorbeˇ te´to pra´ce.
Abstrakt
Tato diplomova´ pra´ce popisuje rˇesˇenı´ proble´mu stereo korespondence. Ten lze zjednodu-
sˇit na proble´m nalezenı´ korespondujı´cı´ch bodu˚ v sadeˇ za´znamu˚ 3D sce´ny. Hledany´m
vy´sledkem je relativnı´ vzda´lenost teˇchto dvou bodu˚ ta se nazy´va´ disparita. S jejı´ pomoci
lze snadno spocˇı´tat polohu pozorovane´ho bodu vu˚cˇi pozorovateli.
Pra´ce strucˇneˇ shrnuje historii vy´voje a vy´zkumu v oblasti rekonstrukce 3D sce´ny a
u´zce souvisejı´cı´ch odveˇtvı´ch. Hlavneˇ vsˇak popisuje za´kladnı´ principy a zpu˚soby deˇlenı´
ru˚zny´ch druhu˚ algoritmu˚ vyvinuty´ch k tomuto u´cˇelu.
Zvla´sˇteˇ je pak rozebra´na teorie nutna´ k porozumeˇnı´ a pochopenı´ principu˚ globa´lnı´ho
algoritmu Belief propagation a mozˇne´ zpu˚soby optimalizace tohoto algoritmu. Ta je rea-
lizova´na hlavneˇ za pomoci procesnı´ optimalizace a pomocı´ vla´ken. Ovsˇem jsou zmı´neˇny
take´ jine´ mozˇnosti optimalizace jako SSE, CUDA nebo noveˇjsˇı´ OpenCL.
Klı´cˇova´ slova: Korespondence v obrazech, Stereoprojekce, Disparita, Disparitnı´ mapa,
Epipola´rnı´ geometrie, Belief propagation, SSE, Vla´kna, CUDA, OpenCL
Abstract
This thesis describes how to solve the problem of stereo correspondence. This can be
simplified for finding matching points in the recordset 3D scene. Searched result is the
relative distance of these two points is known as the disparity. If you have enough data
then with this value you can easily calculate the position of the observed points towards
the observer.
Thesis briefly summarizes the history of the development and research in the field of
3D scene reconstruction and closely related sectors. Mainly, however, describes the basic
principles and methods of separation of different types of algorithms developed for this
purpose.
In particular, it analyzes the theory necessary for understanding of global Belief Prop-
agation algorithm and possible ways to optimize this algorithm. Optimalization is im-
plemented using threads and SSE CPU instructions. But others ways to optimize this
algoritm are also mentioned as CUDA or OpenCL.
Keywords: Correspondence in paintings, Stereoprojekce, Disparity, Disparity map, Epi-
polar geometry, Belief Propagation, SSE, Threads, CUDA, OpenCL
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61 U´vod
Algoritmy stereometricke´ korespondence se v poslednı´ dobeˇ dostaly na vy´slunı´ pozor-
nosti. Jednak dı´ky na´ru˚stu vy´konu vy´pocˇetnı´ techniky cozˇ na´m umozˇnˇuje dosahovat
vy´sledku˚ z lidske´ho hlediska v rea´lne´m cˇase. Druhou stra´nkou je jejich nezmeˇrne´ vyuzˇitı´
jak v oblastech za´bavy. Zde stojı´ za zmı´nku zarˇı´zenı´ Kinect od spolecˇnosti Microsoft nebo
Move od Sony. Tak i vyuzˇitı´ ve zdravotnictvı´ a jiny´ch odveˇtvı´ch jako je robotika. Zde
vsˇude prˇina´sˇı´ mozˇnost prostorove´ho videˇnı´ prˇı´stroje nove´ mozˇnosti. Proble´m stereo ko-
respondence vycha´zı´ z imitace lidske´ho zraku a to prˇedevsˇı´m procesu˚, ktere´ probı´hajı´ v
mozku.
Hardware dnesˇnı´ch kamer dnes jizˇ vcelku obstojneˇ zvla´da´ konkurovat schopnostem
lidske´ho oka a v neˇktery´ch oblastech ho dokonce dalece prˇedcˇı´. A to at’ uzˇ se jedna´
o velikost vnı´mane´ho vlnove´ho spektra, rozlisˇenı´, zorny´ u´hel nebo mozˇnost prˇiblı´zˇenı´
vzda´leny´ch objektu˚. V prˇı´padeˇ rozlisˇenı´ myslı´me celkovy´ pocˇet bodu˚. Ne pocˇet bodu˚ na
palec prˇi porovna´nı´ hodnot dpi lidske´ oko porˇa´d jasneˇ vede a v blı´zke´ dobeˇ se na tom
nebude nic meˇnit vzhledem k technologicky´m omezenı´m.
Momenta´lneˇ je nejveˇtsˇı´ slabinou cele´ho procesu pra´veˇ samotny´ algoritmus rˇesˇenı´
proble´mu rekonstrukce 3D sce´ny. Vzhledem k tomu zˇe i lidsky´ mozek se da´ velmi snadno
osˇa´lit pomocı´ ru˚zny´ch opticky´ch klamu˚, viz prˇı´loha A. Tyto klamy vsˇak veˇtsˇinou doka´zˇou
zma´st pouze lidi nikoli stroj. Du˚vod je prosty´, jednak pracujı´ pouze s 2D imitacı´ 3D pro-
storu. Na´sledneˇ jsou take´ vyuzˇity zazˇite´ graficke´ souvislosti, ktere´ vidı´me v kazˇdodennı´m
zˇivoteˇ. V pocˇı´tacˇove´m zpracova´nı´ se veˇtsˇinou teˇchto souvislostı´ nevyuzˇı´va´, tı´m sice do-
cha´zı´ k jiste´ redukci funkcˇnosti. Z druhe´ strany odpadajı´ mnohe´ vady lidske´ho zraku,
ktery´ z velke´ cˇa´sti funguje na zkusˇenosti. Detailneˇji se funkcı´ lidske´ho zraku zaby´va´ Ing.
Michal Krumnikl ve sve´ bakala´rˇske´ pra´ci [2].
Tudı´zˇ dnes jizˇ nenı´ prˇeka´zˇkou ve strojove´m napodobenı´ lidske´ho videˇnı´ a vnı´manı´
prostoru hardware ale spı´sˇe software. Proble´m vznika´ prˇi pokusu reprodukovat a popsat
procesy probı´hajı´cı´mi v mozku. Prˇesny´ popis procesu˚ probı´hajı´cı´ch v mozku prˇi zpra-
cova´nı´ obrazove´ informace je prˇedmeˇtem mnoha vy´zkumu˚, avsˇak sta´le jesˇteˇ nebyl doko-
nale popsa´n. Obecneˇ se da´ rˇı´ci, zˇe mnoha tajemstvı´ lidske´ho mozku mezi nimi i zpu˚soby
jaky´m prˇesneˇ zpracova´va´ obrazovou informaci, zu˚sta´vajı´ dosud neobjevena.
V procesu imitace lidske´ho zraku dnesˇnı´ veˇda vsˇak vy´razneˇ pokrocˇila a zde pra´veˇ
prˇicha´zı´ na rˇadu ru˚zne´ algoritmy stereo korespondence. Tyto algoritmy se jizˇ pomeˇrneˇ
dlouhou dobu vyvı´jı´ a prosˇly urcˇity´m vy´vojem. V dnesˇnı´ dobeˇ se algoritmy deˇlı´ hlavneˇ
na loka´lnı´ a globa´lnı´. Na´s v te´to pra´ci bude prˇedevsˇı´m zajı´mat algoritmus zvany´ Belief
Propagation spadajı´cı´ do kategorie globa´lnı´ch algoritmu˚. Nicme´neˇ zbeˇzˇneˇ si prˇiblı´zˇı´me
i neˇktere´ jine´ algoritmy zde stoji za zmı´nku publikace
”
An introduction to 3D komputer
vision techniques and algorithms“ autoru˚ Bogusława Cyganka a J. Paula Sieberta [1]. Tato
kniha shrnuje vsˇechny za´kladnı´ techniky vyuzˇı´vane´ algoritmy stereo korespondentce,
pocˇı´tacˇove´ho videˇnı´ a zpracovanı´ obrazu.
Nejlepsˇı´ soucˇasne´ algoritmy ovsˇem nejsou kompletneˇ publikova´ny vzhledem k jejich
velke´mu komercˇnı´mu potencia´lu nebo v prˇı´padeˇ arma´dy z du˚vodu dodrzˇenı´ utajenı´.
Nicme´neˇ efektivnı´ch algoritmu˚ je publikova´na cela´ rˇada a majı´ rˇadu mozˇny´ch vyuzˇitı´ a
7za u´cˇelem meˇrˇenı´ spra´vnosti a efektivity teˇchto algoritmu byly publikovany´ Middlebury
datasets [29]. Cozˇ jsou volneˇ dostupne´ sady testovacı´ch dat pro tyto algoritmy. Take´ je
poskytnuta mozˇnost zapsat vy´sledky vlastnı´ho algoritmu a zı´skat srovna´nı´ s ostatnı´mi
jizˇ zapsany´mi vy´sledky.
Tato pra´ce se skla´da´ z neˇkolika cˇa´stı´. Prvnı´ je kapitola 2 zaby´vajı´cı´ se historiı´ a vy´vojem
veˇdecky´ch poznatku˚ a sumarizuje dalekou cestu, kterou veˇda musela urazit, nezˇ se do-
stala do tak pokrocˇile´ho bodu jako dnes. Za touto kra´tkou kapitolou na´sleduje popis ge-
ometricky´ch vztahu˚ nutny´ch k porozumeˇnı´ nasˇeho proble´mu v kapitole 3. Na za´kladeˇ
teˇchto vztahu˚ je na´sledneˇ v kapitole 4 definova´n proble´m stereo korespondence. Pak
jizˇ na´sleduje prˇehled v soucˇasnosti dobrˇe oveˇrˇeny´ch a pouzˇı´vany´ch algoritmu˚ ty shr-
nuje kapitola 5. Zpu˚soby hodnocenı´ a srovna´nı´ vy´sledku dosazˇeny´ch stero korespon-
dencˇnı´mi algoritmy jsou prˇedstaveny v kapitole 6 Po teˇchto kapitola´ch jizˇ na´sledujı´ kapi-
toly zby´vajı´cı´ se teorii algoritmu Belief Propagation kapitola 7, optimalizaci tohoto algo-
ritmu kapitola 8. Prˇedposlednı´ cˇa´st te´to pra´ce kapitola 9 se zby´va´ nasˇı´ implementacı´ zvo-
lene´ho stereo korespondencˇnı´ho algoritmu Belief propagation. Za´veˇrem pra´ce v kapitole
10 shrneme dosazˇene´ vy´sledky a nastı´nı´me mozˇnou budoucnost vy´voje v te´to oblasti.
82 Historie
Nejprve se pojd’me podı´vat do historie. Co vlastneˇ prˇedcha´zelo vypracova´nı´ te´to pra´ce
a jak postupneˇ lidstvo objevovalo poznatky vyuzˇite´ v te´to pra´ci. V minulosti se cˇasto
sta´valy prˇı´pady paralelnı´ch objevu˚. Tudı´zˇ zˇe dva lide´ neza´visle na sobeˇ objevili a popsali
tu samou veˇc. To dnes v dobeˇ internetu jizˇ nenı´ proble´m vzhledem k rychlosti sˇı´rˇenı´
informacı´ internetem. I tak bychom meˇli studiu historie veˇnovat alesponˇ chvilku.
2.1 Staroveˇk a strˇedoveˇk
Jizˇ od pocˇa´tku lidske´ civilizace se cˇloveˇk zajı´mal o zpu˚sob, jaky´m vnı´ma´ sve´ okolı´. Veˇdo-
mosti o zpu˚sobu videˇnı´ cozˇ je nejdu˚lezˇiteˇjsˇı´ lidsky´ smysl se vyvı´jely nejprve v oboru
medicı´ny. A to hlavneˇ z prakticke´ho du˚vodu nutnosti osˇetrˇit zraneˇnı´ nebo jako pokusy o
vyle´cˇenı´ vad a nemocı´ zraku.
Tyto poznatky vznikaly dlouhou dobu a prvnı´ zmı´nky jsou stare´ jako pı´smo samo. V
tomto ohledu bychom nemeˇli zapomenout zmı´nit staroveˇke´ civilizace, jako byla Mezo-
pota´mie a Egypt na´sledovany´ anticky´m Rˇeckem a rˇı´mskou civilizacı´. Po tomto pocˇa´te-
cˇnı´m obdobı´ rozkveˇtu prˇicha´zı´ v Evropeˇ obdobı´ nadvla´dy cı´rkve a exodu ucˇencu˚ na
vy´chod prˇeva´zˇneˇ do arabske´ho sveˇta. Tam nebyli prona´sledova´ni a mohli v klidu tvorˇit
a publikovat sve´ pra´ce.
Na´sledneˇ azˇ v Evropeˇ 13. azˇ 17. stoletı´ docha´zı´ k dalsˇı´mu rozvoji. Zde jmenujme
ucˇence a vyna´lezce jako jsou Leonardo da Vinci, Giovanni Battista della Porta, Benedetto
Castelli a mnozı´ dalsˇı´. Tuto e´ru zakoncˇil Johaness Kepler ktery´ pokla´da´ za´klady modernı´
optiky, kdyzˇ roku 1611 vydal svu˚j spis Dioptrice.
2.2 Modernı´ veˇda 18. a 19. stoletı´
Modernı´ veˇda 18. a 19. stoletı´ pokracˇovala o pozna´nı´ rychleji a to jak z du˚vodu vyna´lezu
mikroskopu. Tento vyna´lez umozˇnil detailneˇjsˇı´ pozna´nı´ funkce lidske´ho oka. Zde nenı´
jasne´, kdo mikroskop objevil prvnı´. Nicme´neˇ prvnı´ zmı´nky mluvı´ o holandske´m inzˇe-
ny´rovi Corneliovi Drebbelim. Na´sledneˇ pak Sir Isaac Newton jako prvnı´ spra´vneˇ popsal
cestu obrazove´ informace skrz oko do mozku, toto sve´ zjisˇteˇnı´ publikoval v dı´le Optika
v letech 1704 – 1730.
Pro na´s je du˚lezˇity´ cˇla´nek Charlese Wheatstona publikovany´ roku 1838 v cˇasopise
Royal Society. V neˇm dokazuje nezpochybnitelnou spojitost mezi disparitou a vnı´manou
prostorovou hloubkou. Toto zjisˇteˇnı´ je za´kladem vsˇech stereoskopicky´ch algoritmu˚.
Dokonce se objevil prvnı´ koncept pocˇı´tacˇe. Ten je mozˇno prˇipsat Charlesi Babbagemu
a prvnı´ zmı´nka pocha´zı´ z roku 1822. V te´to dobeˇ taky probı´haly prvnı´ pokusy s elektrˇinou.
Zde jmenujme veˇdce, ktere´ dobrˇe zna´me ze soustavy SI a to Alessandro Volta, Andreho
Marie Ampera a George Simonse Ohma.
92.3 Soucˇasna´ veˇda
Vsˇechny poznatky o elektrˇineˇ byly vyuzˇity ve 30. letech 20. stoletı´ prˇi sestrojenı´ prvnı´ch
cˇı´slicovy´ch pocˇı´tacˇu˚. Ty by jizˇ mohly simulovat procesy probı´hajı´cı´ v mozku nebo ji-
nak hledat hodnotu disparity. Avsˇak jejich vy´kon nedosahoval potrˇebne´ vy´sˇe. Zatı´mco
rozmeˇry teˇchto pocˇı´tacˇu˚ byly enormnı´. Z teˇchto du˚vodu˚ nikdo ani nepomyslel na vyuzˇitı´
teˇchto stroju˚ ke zpracova´nı´ tak komplikovane´ho proble´mu jako je zpracova´ni obrazove´
informace a hleda´nı´ disparity. Vyuzˇı´vala je prˇeva´zˇneˇ arma´da k vy´pocˇtu balisticky´ch drah
a desˇifrova´nı´ zpra´v neprˇı´tele. Veˇtsˇina dnesˇnı´ch kalkulacˇek tyto prvnı´ pocˇı´tacˇe dalece
prˇedcˇı´.
S vy´vojem elektroniky prˇicha´zely jak vy´konneˇjsˇı´ tak i mensˇı´ pocˇı´tacˇe. Tento trend
umozˇnil mimo jine´ rozvoj zpu˚sobu zobrazenı´ a zachycenı´ graficke´ informace na pocˇı´tacˇi.
Na´sledny´ vy´voj byl jizˇ pomeˇrneˇ rychly´. Vedle vyna´lezu integrovane´ho obvodu ten se-
strojil Jack St. Clair Kilby roku 1958 a vyna´lezu technologie CMOS Frankem Wanlas-
sem v roce 1963 nebo na´sledny´m objevenı´m technologie CCD pa´ny Willardem Boylem
a Georgem E. Smithem roku 1969. Za tento poslednı´ objev dostali jeho autorˇi roku 2009
Nobelovu cenu. Objevy vsˇech teˇchto technologiı´ vyvrcholily sestrojenı´m prvnı´ho plneˇ
digita´lnı´ho fotoapara´tu a jeho uvedenı´ na trh to probeˇhlo v roce 1988 pod na´zvem Fuji
DS-1P.
V 70. a pocˇa´tkem 80. let 20. stoletı´ docha´zı´ k prvnı´mu vy´voji pocˇı´tacˇove´ho zpracova´nı´
obrazu a to pod za´sˇtitou organizace DARPA prvnı´ pracı´ shrnujı´cı´ tyto poznatky je dı´lo
pa´nu˚ Barnarda a Fischlera [4] publikovane´ v roce 1981. Na´sledneˇ beˇhem 80. let probı´hal v
komuniteˇ zby´vajı´cı´ se pocˇı´tacˇovy´m zrakem vy´voj za u´cˇelem zdokonalenı´ tehdy zna´my´ch
algoritmu˚. K tomuto u´cˇelu musely byt take´ vymysˇleny a publikova´ny kriteria meˇrˇenı´
vy´konu jednotlivy´ch algoritmu˚. Prˇı´padne´ za´jemce lze odka´zat na publikaci autoru˚ Dhon-
da a Aggarwala, [5] v nı´zˇ souhrnneˇ publikovali tehdejsˇı´ poznatky.
Pocˇa´tkem 90. let jizˇ byly za´kladnı´ ota´zky vyrˇesˇeny. Tento stav dokla´da´ publikace pa´nu˚
Kanadeho a M. Okutomiho [10] zaby´vajı´cı´ se loka´lnı´mi algoritmy s adaptivnı´m oke´nkem.
Prˇesto vy´zkum te´to oblasti sta´le pokracˇoval jen ne tak intenzivneˇ jako na pocˇa´tku. Dosˇlo
k rozmeˇlneˇnı´ komunity a veˇtsˇina vy´zkumnı´ku obra´tila svou pozornost k rˇesˇenı´ detail-
neˇjsˇı´ch proble´mu jako je proble´m prˇekrytı´, pru˚hlednost a realtime zpracova´nı´. Podrobneˇj-
sˇı´ obra´zek o tehdejsˇı´m postupu ba´da´nı´ si lze udeˇlat v nepublikovane´ pra´ci autora Koscha-
na [6].
Podstatny´ pokrok byl ucˇineˇn v poslednı´m desetiletı´. Byly prˇijaty nove´ trendy v infor-
matice cˇtena´rˇi v tomto ohledu mohu jen doporucˇit knihy autoru˚ Hartleyho a Zissermana
[7] a Faugerase a Luonga [8]. Tyto dveˇ publikace poskytujı´ rozsa´hle informace o geome-
tricky´ch aspektech multipohledove´ho sterea. Take´ nesmı´me zapomenou na knihu pa´nu˚
Scharsteina a Szeliskiho [9], ktera´ dopodrobna popisuje ru˚zne´ modernı´ prˇı´stupy k rˇesˇenı´
proble´mu stereo korespondence a na´sledne´ optimalizace navrzˇeny´ch algoritmu˚.
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3 Za´klady epipola´rnı´ geometrie
Jak uzˇ bylo zmı´neˇno jedna se o vtahy popisujı´cı´ geometricke´ vlastnosti pozorovane´ho
prostoru a soustavy pomocı´ ktere´ zı´ska´va´me data. Da´le pak popisuje vza´jemne´ vztahy
prostoru a opticke´ soustavy, kterou tento prostor pozorujeme. Ma´me li dostatek infor-
macı´ lze dopocˇı´tat vzda´lenost objektu nacha´zejı´cı´ho se v pozorovane´m prostoru od po-
zorovatele respektive opticke´ soustavy. Prˇesnost tohoto vy´pocˇtu velmi za´visı´ na para-
metrech soustavy. Obra´zky vyuzˇite´ k popisu jsou vzhledem k jejich pocˇtu a velikosti
umı´steˇny v prˇı´loze B.
Nejlepsˇı´ popisnou hodnotu ma´ vzˇdy prˇı´klad a proto si za neˇj zvolı´me takovy´ mensˇı´
experiment. Ten si mu˚zˇe kazˇdy´ snadno prove´st doma. Budeme potrˇebovat pouze pravı´t-
ko, fix libovolne´ barvy a okno. Okno v nasˇem experimentu bude reprezentovat 2D za´zna-
my sce´ny jeden pro leve´ oko a jedem pro prave´. Na´sledneˇ zvolı´me pozorovany´ objekt.
Ten by meˇl by´t pokud mozˇno staticky´ vzhledem k cˇasove´mu posunu mezi za´znamem
jednotlivy´ch referencˇnı´ch bodu˚. Zavrˇeme jedno oko a poznacˇı´me si na skle fixem re-
ferencˇnı´ bod nejle´pe neˇjakou z hran objektu. Pote´ provedeme ten samy´ u´kon s dosud
zavrˇeny´m okem. Vy´sledkem by meˇly by´t dva ru˚zne´ body tvorˇı´cı´ vodorovnou prˇı´mku.
Vodorovna´ je z du˚vodu usporˇa´da´nı´ lidske´ opticke´ soustavy. Ocˇi jsou od sebe roz-
mı´steˇny take´ na vodorovne´ prˇı´mce. Kdybychom si lehli a pozorovali prostor z pozice na
boku. Byla by tato prˇı´mka vertika´lnı´ a objekty by se pohybovaly nahoru a dolu˚. Vy´sledek
prostorove´ho vnı´manı´ je ovsˇem stejny´. V praxi se vsˇak veˇtsˇinou pouzˇı´va´ vodorovne´
usporˇa´da´nı´ soustavy. Ovsˇem lze vyuzˇı´t i mnohem komplikovaneˇjsˇı´ opticke´ soustavy
nabı´zı´ se trˇeba usporˇa´da´nı´ trˇı´ kamer do troju´helnı´ku apod.. Teˇmito prˇı´pady se ovsˇem
zaby´vat nebudeme.
Velikost prˇı´mky budeme nazy´vat velikostı´ disparity. Prˇi delsˇı´m experimentova´ni si
vsˇimneme dalsˇı´ch za´vislostı´. Nejvy´razneˇjsˇı´ je rozdı´lne´ chova´nı´ vzda´leny´ch a blı´zky´ch
objektu. Blı´zke´ objekty majı´ velkou disparitu. Zatı´mco v prˇı´padeˇ vzda´leneˇjsˇı´ch objektu˚
se disparita zmensˇuje a pro dostatecˇneˇ vzda´lene´ objekty bude dokonce nulova´. Tento jev
si vysveˇtlı´me pozdeˇji v te´to kapitole.
Nasˇe vzorova´ Opticka´ sousta je zobrazena na obra´zku 1 a to z hornı´ho pohledu. Ten
je nejna´zorneˇjsˇı´ a dajı´ se na neˇm dobrˇe popsat vsˇechny du˚lezˇite´ velicˇiny a vztahy. Opeˇt
prˇi vertika´lnı´m usporˇa´danı´ soustavy by byl vhodneˇjsˇı´ pohled z boku. Pojd’me si tedy
nynı´ popsat, jak dojdeme k onomu ky´zˇene´mu vy´sledku cozˇ je vzda´lenost pozorovane´ho
objektu od pozorovatele.
Jak je videˇt na obra´zku 1 stereoskopicka´ opticka´ soustava se skla´da´ ze dvou kamer
v prˇı´padeˇ cˇloveˇka ocˇı´. Na obra´zku jsou oznacˇeny jako Ol a Or du˚lezˇita´ pro na´s bude
take´ jejı´ch vzda´lenost oznacˇena´ jako b. Kazˇda´ z teˇchto kamer ma´ take´ optickou osu ty
jsou znacˇeny ol a or. Ohniskova´ vzda´lenost kamer je reprezentova´na u´secˇkou f . Pozoro-
vany´m objektem je pak bod P . Za´znamy pozorovane´ sce´ny, ve ktery´ch hleda´me shodu,
znacˇı´me jako mnozˇiny Πl a Πr. V nich je take´ vyznacˇeno zobrazenı´ pozorovane´ho objektu
jako pl a pr a vzda´lenost teˇchto bodu˚ od okraje mnozˇin xl a xr. Absolutnı´ rozdı´l teˇchto
dvou vzda´lenostı´ se pak nazy´va´ disparitnı´ vzda´lenost. Ve skutecˇnosti na´s ovsˇem zajı´ma´
velikost prˇı´mky oznacˇene´ jako Z. Cozˇ je vzda´lenost pozorovane´ho objektu od ohniska
soustavy.
11
Obra´zek 1: Opticka´ soustava [1]
Kdyzˇ se nad obra´zkem trosˇku zamyslı´me, vsˇimneme sˇesti pravou´hly´ch troju´helnı´ku
a to dvou mensˇı´ch a cˇtyrˇech veˇtsˇı´ch. Veˇtsˇı´ troju´helnı´ky jsou vzˇdy ve dvojici zrcadleny
podle strˇedu osy. Ty to dveˇ osy tvorˇı´ vzˇdy bod P a na´sledneˇ pak bod Ol nebo Op pro
kazˇdou osu jeden ze jmenovany´ch. Na´sledneˇ z tohoto faktu vyply´va´ jejich shoda. Proto
budeme kazˇdy´ z teˇchto dvou pa´ru˚ da´le uvazˇovat vzˇdy jako jeden troju´helnı´k. Touto
u´pravou dosta´va´me dva mensˇı´ troju´helnı´ky a dva veˇtsˇı´. Mensˇı´ troju´helnı´ky jsou tvorˇeny
teˇmito vrcholy. Ohniskem kamery, pru˚secˇı´kem opticke´ osy a mnozˇiny reprezentujı´cı´ za´z-
nam sce´ny pro danou kameru. Trˇetı´m bodem pak je zobrazeni pozorovane´ho objektu v
za´znamu sce´ny.
Veˇtsˇı´ jsou pak tvorˇeny bodem X , bodem P a jednı´m z bodu˚ Ol nebo Or. Vzhledem k
jizˇ zmı´neˇne´mu zrcadlenı´ navı´c mu˚zˇeme prohla´sit velke´ a male´ troju´helnı´ky za podobne´ a
to hlavneˇ podle veˇty o podobnosti troju´helnı´ku uu. Vsˇechny troju´helnı´ky jsou pravou´hle
cozˇ je prvnı´ shodny´ u´hel. Druhy´ utva´rˇı´ opticka´ osa spolu s osou zrcadlenı´. Tu jsme vyuzˇili
k prohla´sˇenı´ o shodeˇ a spa´rova´nı´ velky´ch troju´helnı´ku. Nynı´ bychom meˇli by´t schopni s
dostatecˇny´m mnozˇstvı´m zna´my´ch u´daju˚ jednodusˇe dopocˇı´tat onu vzda´lenost objektu Z.
Ktere´ z u´daju˚ tedy ve chvı´li vy´pocˇtu jizˇ zna´me? Prvnı´m je vza´jemna´ vzda´lenost kamer
v obra´zku znacˇena´ jako b. Dalsˇı´ zna´mou hodnotou pak je ohniskova´ vzda´lenost kamery f
a nakonec velikost disparity tu urcˇı´ algoritmus stereo korespondence. Z teˇchto trˇı´ u´daju˚
a vztahu˚ popsany´ch v prˇedesˇle´m odstavci nynı´ mu˚zˇeme odvodit vzorec pro vy´pocˇet
vzda´lenosti pozorovane´ho objektu.
Algoritmus urcˇı´ disparitnı´ vzda´lenost xl − xr tato vzda´lenost je podobna´ vzda´lenosti
b. Pomeˇr teˇchto vzda´lenostı´ povazˇujeme za konstantu podobnosti uvazˇovany´ch troju´hel-
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nı´ku˚. Zna´me-li tuto velicˇinu jednoduchy´m vyna´sobenı´m s ohniskovou vzda´lenostı´ f . Do-
staneme vzda´lenost objektu P oznacˇenou Z.
Definice 3.1 Forma´lnı´ definice disparity VSTUP: Jasova´ slozˇka referencˇnı´ho obrazu pl(x, y)
a jasova´ slozˇka cı´love´ho obrazu pr(x, y). VY´STUP: Mapa disparitnı´ch vzda´lenostı´, urcˇujı´cı´ kore-
spondenci mezi obeˇma obrazy D(x, y) je definova´na rozdı´lem sourˇadnic x dvou korespondujı´cı´ch
bodu˚ pl(x, y) a pr(x, y).
D(x, y) = xpl − xpr (1)
Veˇta 3.1 Vzda´lenost Z objektu P od ohniska kamer je definovana´ jako podı´l vzda´lenosti kamer b





Tento vy´pocˇet je ovsˇem zatı´m bezrozmeˇrny´ jisteˇ tusˇı´me, zˇe vzda´lenosti se budou
uda´vat v metrech, ovsˇem v rea´lne´m sveˇteˇ nenı´ nic idea´lnı´. Tı´m nara´zˇı´m hlavneˇ na dispa-
ritnı´ vzda´lenost. Ta trpı´ nejveˇtsˇı´ neprˇesnostı´. Velikost vza´jemne´ vzda´lenosti kamer b a oh-
niskove´ vzda´lenosti f mu˚zˇeme zjistit velmi prˇesneˇ. Disparitnı´ vzda´lenost ovsˇem meˇrˇı´me
na na´mi zvolene´m modelu. Ten nenı´ nikdy dokonaly´ a je limitova´n hlavneˇ technicky´mi
parametry kamer vytva´rˇejı´cı´ch mnozˇiny za´znamu˚ Πl a Πr. Smeˇrodatny´m parametrem
kamer je v tomto prˇı´padeˇ hlavneˇ jejich rozlisˇenı´. Cˇı´m veˇtsˇı´ rozlisˇenı´ ma´me k dispozici,
tı´m prˇesneˇjsˇı´ vy´sledky mu˚zˇeme zı´skat. Kamery totizˇ mohou zaznamenat pouze omezeny´
pocˇet bodu˚ takzvany´ch pixelu˚. Dnes se hodnota v beˇzˇny´ch kamera´ch pohybuje okolo
10Mpx pro srovna´nı´ rozlisˇenı´ lidske´ho oka se uda´va´ azˇ 137Mpx.
Pixel v digita´lnı´ podobeˇ ovsˇem nema´ velikost v rea´lne´m sveˇteˇ pouze hodnotu. Plocha
jednoho pixelu je vzˇdy vztazˇena ke konkre´tnı´ kamerˇe. Dnesˇnı´ mikrocˇipy se vyra´bı´ tech-
nologiı´ 32 nm. Opeˇt pro srovna´nı´ velikost jednoho receptoru v lidske´m oku se pohybuje
od 1.5 nm do 3 nm. Dnesˇnı´ technika tudı´zˇ nenı´ limitova´na rozlisˇenı´m opticke´ho senzoru
ale hodnotou, ktera´ se za rozlisˇenı´ cˇasto zameˇnˇuje. Jedna´ se o dpi neboli pocˇet bodu˚ na
palec. Naprˇı´klad v teleskopech Pan-STARRS [11] je senzor s rozlisˇenı´m 1,4Gpx avsˇak
rozmeˇry tohoto senzoru jsou take´ enormnı´ a jedna´ se totizˇ o cˇtverec o hraneˇ prˇiblizˇneˇ
40cm. Lepsˇı´ prˇedstavu o velikosti tohoto senzoru zı´ska´me z obra´zku 18. Z du˚vodu zjed-
nodusˇenı´ se zava´dı´ ru˚zne´ modely popisujı´cı´ obrazovou informaci.
Jednı´m ze zna´my´ch je takzvany´ pin hole model. Ten si lze prˇedstavit jako dı´rkovany´
list papı´ru nebo jemne´ sı´to, prˇes ktere´ se dı´va´me. Vyuzˇitı´ tohoto modelu je velmi vy´hodne´
obzvla´sˇteˇ vezmeme-li v potaz forma´t, v neˇmzˇ dnesˇnı´ kamery zaznamena´vajı´ obraz. Jedna´
se totizˇ o rastrovou reprezentaci grafiky skla´dajı´cı´ se pra´veˇ z jednotlivy´ch pixelu˚. Kazˇdy´
pixel popisuje specifickou cˇa´st obrazu. Popisovana´ oblast odpovı´da´ velikostneˇ jednomu
prvku snı´macı´ho senzoru a ma´ sve´ unika´tnı´ sourˇadnice x a y. Cozˇ prˇesneˇ odpovı´da´ mo-
delu pin hole na obra´zku 15. Tento model ovsˇem nenı´ dokonaly´, proto je na obra´zku
16 vyobrazen vztah mezi velikostı´ bodu v modelu a jemnosti rozlisˇenı´ vzda´lenosti ob-
jektu. Jak je videˇt v prˇedchozı´m modelu z obra´zku 15 jsme si zjednodusˇili zˇivot a mı´sto
troju´helnı´ku△ADE zobrazene´ho na obra´zku 1 jsme uvazˇovali pouze prˇı´mku a to teˇzˇnici
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ta troju´helnı´ku △ADE. Chyba R se bude zmensˇovat s rostoucı´m rozlisˇenı´m dpi na dru-
hou stranu ovsˇem poroste cˇasova´ i pameˇt’ova´ na´rocˇnost vy´pocˇtu. Je trˇeba zvolit rozumny´
kompromis mezi prˇesnostı´ a vy´konem. Tento jev je take´ du˚vodem procˇ se zdajı´ velmi
vzda´lene´ objekty v za´znamech staticke´ tudı´zˇ disparitnı´ vzda´lenost je nulova´, cozˇ dobrˇe
ilustruje obra´zek 16b.
Proble´mu˚ je, vsˇak mnohem vı´ce zminˇme proble´m prˇekrytı´ vyobrazeny´ na obra´zku 17.
Spocˇı´vajı´cı´ hlavneˇ v nepru˚hlednosti veˇtsˇiny pozorovany´ch objektu˚. To zpu˚sobuje ztra´tu
informace o objektech umı´steˇny´ch za objektem pozorovany´m. Na obra´zku 17 jsou cˇernou
barvou vyznacˇeny slepa´ mı´sta, o ktery´ch nema´me zˇa´dne´ vizua´lnı´ informace. Sˇedeˇ jsou
pak znacˇeny oblasti, o ktery´ch ma´me cˇa´stecˇne´ informace, tudı´zˇ jsou viditelna´ pouze
z jedne´ kamery. Dalsˇı´m cˇasty´m proble´mem je naopak pru˚hlednost objektu˚. Ty mohou
zu˚stat take´ zcela nepovsˇimnuty. To je velky´ proble´m vzhledem k mozˇny´m du˚sledku˚m
sˇpatne´ analy´zy prostoru. V teˇchto dvou prˇı´padech rˇesˇenı´ spocˇı´va´ v zapojenı´ inteligence
a jiny´ch obrazovy´ch vodı´tek. Tyto vodı´tka se vyuzˇı´vajı´, mimo jine´ k oklama´nı´ lidske´ho
zraku prˇı´klady naleznete v prˇı´loze A. Specia´lneˇ klamy na obra´zcı´ch 12b a 12e stojı´ za
pozornost. Pracujı´ totizˇ s doplnˇova´nı´m informace v prˇı´padeˇ 12e vı´me krychli za po-
moci cˇerny´ch rohovy´ch bodu˚. Klam 12b oproti tomu lze implementovat dveˇma ru˚zny´mi
zpu˚soby. Simulovanı´ teˇchto procesu˚ patrˇı´ ovsˇem spı´sˇe do oblasti umeˇle´ inteligence. Dal-
sˇı´m cˇasty´m proble´mem je deformace opticke´ soustavy to mu˚zˇe mı´t za na´sledek nut-
nost u´pravy vztahu˚ nebo znehodnoceni obrazove´ informace a v extre´mnı´m prˇı´padeˇ i
znemozˇnit fungova´nı´ stereoskopicky´ch algoritmu˚.
Nynı´ jizˇ vı´me jake´ u´daje a vztahy je nutno zna´t abychom vu˚bec mohli vyuzˇı´t vy´sledky
stereo korespondencˇnı´ch algoritmu˚. Proto si pojd’me nynı´ prˇiblı´zˇit samotny´ proble´m
pocˇı´tacˇove´ stereo korespondence a na´sledneˇ podrobneˇji popsat zpu˚soby jeho rˇesˇenı´.
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4 Stereo korespondence
Samotny´ proble´m stereo korespondence tedy hledanı´ souvisejı´cı´ch obrazovy´ch bodu˚ ve
dvou a vice sce´na´ch je azˇ NP-teˇzˇky´ a to podle zvolene´ho typu rˇesˇenı´. Podrobneˇjsˇı´m popi-
sem metod rˇesˇenı´ proble´mu stereo korespondence za pomoci pocˇı´tacˇe se zaby´va´ kapitola
5. Jednotlive´ zkoumane´ za´znamy sce´ny jsou veˇtsˇinou vsˇechny zachyceny´ ve stejny´ cˇas, a
tudı´zˇ v idea´lnı´m prˇı´padeˇ zachycujı´ stejne´ objekty z ru˚zny´ch uhlu˚.
Pak za´lezˇı´ na geometricke´m usporˇa´da´nı´ kamer. Toto usporˇa´da´nı´ musı´ by´t prˇesneˇ
dane´ nebo zde musı´ by´t mozˇnost jak prˇesneˇ zjistit jeho parametry v okamzˇiku zachycenı´
sce´ny. Podrobneˇji se tomuto te´matu veˇnuje prˇedcha´zejı´cı´ kapitola 3. Pocˇı´tacˇove´ rˇesˇenı´ ste-
reo korespondence ma´ vsˇak i sve´ u´skalı´. Ty se vsˇak vy´razneˇ lisˇı´ od vad a slabin lidske´ho
zraku. Hlavneˇ se jedna´ o tyto cˇtyrˇi proble´my .
1. Sˇum. Jedna´ se o ru˚zne´ rusˇive´ elementy. Podmı´nky porˇizovanı´ sce´ny nejdou vzˇdy
dokonale´. Rozdı´ly v osveˇtlenı´ sce´ny z ru˚zny´ch u´hlu˚ pohledu. Neostrost nebo sˇpatne´
zaostrˇenı´ kamery tento proble´m se vyskytuje i u lidı´ v podobeˇ kra´tkozrakosti nebo
dalekozrakosti a rˇesˇı´ se bry´lemi poprˇı´padeˇ cˇocˇkami. Nebo vadou cˇi nedokonalostı´
snı´macı´ho senzoru obraz nemusı´ byt kompletnı´ proto by meˇl by´t idea´lnı´ algorit-
mus stereo korespondence dostatecˇneˇ robustnı´, aby se s teˇmito proble´my doka´zal
vyporˇa´dat.
2. Oblasti bez textury. Jedna´ se o oblasti, ktere´ jsou vyplneˇny jednotnou hodnotou
tedy barvou. Tento jev doka´zˇe zma´st i cˇloveˇka. Naprˇı´klad si prˇedstavme dokonale
osveˇtlenou bı´lou plochu. Kdyzˇ neuvidı´me jejı´ okraje, nebudeme ani schopni prˇesneˇ
urcˇit sklon nebo vzda´lenost. Ovsˇem cˇloveˇk si zde pomu˚zˇe at’ uzˇ zmeˇnou pozorovacı´
pozice nebo zkusˇenostı´. Stroj tyto mozˇnosti mnohdy nema´. I kdyzˇ take´ zde je videˇt
take´ znatelny´ pokrok vprˇed.
3. Hloubkove´ nesrovnalosti. Tı´mto pojmem jsou mı´neˇny´ na´hle zmeˇny vzda´lenosti
objektu od kamery. Ty mohou vzniknout ru˚zny´mi zpu˚soby. Naprˇı´klad se jedna´ o
rohy, osamocene´ objekty hlavneˇ mensˇı´ho ra´zu. Pro prˇedstavu se jedna´ naprˇı´klad
o tenisovy´ mı´cˇek, stojan kamery nebo ru˚zne´ sloupy a kabely. Zde je lidsky´ zrak
naprˇed vzhledem k jeho schopnosti vypomoct si zkusˇenostı´ a jemny´m rozlisˇenı´m
jednotlivy´ch prˇedmeˇtu˚. V tomto rozlisˇenı´ hraje vekou roli pra´ce s barvami.
4. Proble´m prˇekrytı´. Tento proble´m spocˇı´va´ ve skutecˇnosti, zˇe neˇktere´ cˇa´sti sce´ny jsou
z jednoho u´hlu videˇt a z jine´ho ne. My mu˚zˇeme s jistotou urcˇit polohu pouze ta-
kovy´ch objektu, ktere´ vidı´me asponˇ dveˇma pohledy z ru˚zny´ch uhlu˚. Podrobneˇji
jsme si tento proble´m vysveˇtlili v prˇedcha´zejı´cı´ kapitole.
Mimo teˇchto hlavnı´ch proble´mu˚, ktere´ majı´ pomeˇrneˇ snadne´ rˇesˇenı´, jsou zde i jine´
obtı´zˇneˇji rˇesˇitelne´ proble´my. Jedna´ se hlavneˇ o pru˚hledne´ materia´ly, zrcadla nebo stı´ny.
Mezi zajı´mave´ proble´my patrˇı´ take´ vlneˇnı´ horke´ho vzduchu, ktere´ mu˚zˇeme spatrˇit trˇeba
nad zapa´lenou svı´cı´. Tento jev v extre´mu doka´zˇe zpu˚sobit fata-morga´nu a za urcˇity´ch
podmı´nek mu˚zˇe by´t pomeˇrneˇ nebezpecˇny´. Tyto exoticke´ opticke´ proble´my se rˇesˇı´ pouze
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velmi obtı´zˇneˇ. Veˇtsˇinou za pomoci jiny´ch technik nezˇ je pouze jednoduche´ opticke´ vnı´-
ma´nı´, ktere´ v teˇchto prˇı´padech selha´va´. Podobne´ proble´my se dajı´ rˇesˇit ru˚zny´mi zpu˚soby.
Neˇkdy se uplatnˇujı´ algoritmy vyuzˇı´vajı´cı´ zkusˇenost a pravdeˇpodobnost teˇmi se vsˇak jizˇ
blı´zˇe zaby´vat nebudeme, jelikozˇ bychom se dostali na pole umeˇle´ inteligence a ta nenı´
te´matem te´to pra´ce.
Dalsˇı´ mozˇnostı´ je vyuzˇitı´ jiny´ch zpu˚sobu˚ urcˇenı´ vzda´lenosti. Tı´m jsou prˇedevsˇı´m
mysˇlena vzda´lenostnı´ cˇidla dnes beˇzˇneˇ uzˇı´vana´ v automobilech. Samozrˇejmeˇ existuje
neprˇeberne´ mnozˇstvı´ zı´ska´va´nı´ dodatecˇny´ch informacı´ k rˇesˇenı´ nasˇeho proble´mu. Za
vsˇechny jmenujme laserove´ meˇrˇicˇe vzda´lenostı´, ktere´ patrˇı´ k nejprˇesneˇjsˇı´m metoda´m.
U´kolem te´to pra´ce je ovsˇem rekonstrukce sce´ny s vyuzˇitı´m pouze obrazove´ infor-
mace. K tomuto u´cˇelu vyuzˇijeme hlavneˇ algoritmus anglicky zvany´ Belief Propagation
cˇesky se tento na´zev da´ prˇelozˇit, jako propagace du˚veˇry cozˇ jej prˇesneˇ vystihuje. Jedna´
se velmi efektivnı´ algoritmus detailneˇ popsany´ v kapitole 7. Ovsˇem k dosazˇenı´ uspoko-
jivy´ch vy´sledku˚ je nutne´ vyuzˇı´t ru˚zne´ techniky optimalizace. Hlavneˇ v oblasti cˇasu zpra-
cova´nı´. Tyto techniky si prˇedstavı´me v kapitola´ch 8 a 9 zaby´vajı´cı´ se popisem samotne´ho
algoritmu, jeho vylepsˇenı´mi a na´slednou implementacı´.
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5 Algoritmy stereoskopicke´ korespondence
V kapitole 3 zaby´vajı´cı´ se epipola´rnı´ geometriı´ jsme si popsali geometricke´ vztahy souvi-
sejı´cı´ se za´znamem sce´ny a jejı´ rekonstrukcı´. Na´sledneˇ jsme si detailneˇji popsali proble´m
stereo korespondence a zpu˚sob jaky´m mu˚zˇeme zkontrolovat vy´sledky.
Nynı´ uzˇ vı´me jak vyuzˇı´t disparitnı´ mapy ke zrekonstruova´nı´ sce´ny. Ze vztahu de-
finovany´ch v kapitole 3 vyplynula souvislost mezi vzda´lenostı´ objektu od pozorova-
tele a jeho posunem v jednotlivy´ch pohledech za´znamu neboli disparitou. Jak jizˇ bylo
zdu˚vodneˇno tento posun je pouze vodorovny´ a zpravidla se prˇi hleda´nı´ postupuje z leve´
do prave´ strany. Cozˇ platı´ v prˇı´padeˇ, kdy uvazˇujeme levy´ obra´zek jako referencˇnı´. Algo-
ritmy prova´deˇjı´cı´ toho hledanı´ vyhleda´vajı´ takzvanou stereo korespondenci odtud na´zev
te´to pra´ce.
Schopnost napodobit lidsky´ zrak zde ovsˇem dosta´va´ trhliny. Vyvsta´va´ totizˇ ota´zka
jak imitovat procesy probı´hajı´cı´ v mozku. Ten je schopen reagovat na podneˇty beˇzˇneˇ v
cˇase 0,3s . Doba zpracova´nı´ obrazove´ informace je ovsˇem jesˇteˇ kratsˇı´. Du˚vodem je zpu˚sob
meˇrˇenı´ tohoto cˇasu. To probı´ha´ od zobrazenı´ a po reakci cˇloveˇka tı´m je ovsˇem zpravidla
mysˇleno zma´cˇknutı´ tlacˇı´tka. Tudı´zˇ se do celkove´ho cˇasu zapocˇı´ta´va´ take´ doba nutna´ k
reakci svalu˚. I prˇes tento hendikep k dosazˇenı´ podobne´ho cˇasu zpracova´nı´ v pocˇı´tacˇove´m
videˇnı´ bylo nutno jak pouzˇı´t dostatecˇneˇ vy´konny´ hardware, tak i vyvinout optima´lnı´
algoritmus stereo korespondence.
Ovsˇem dosa´hnout spra´vne´ho vy´sledku je mozˇno mnoha zpu˚soby a take´ velmi za´lezˇı´
na forma´tu vstupnı´ch dat. Algoritmy stereo korespondence se dajı´ deˇlit podle dvou hlav-
nı´ch faktoru˚ a to podle zpu˚sobu zpracova´nı´ dat a podle forma´tu dat.
Obraz je v pocˇı´tacˇı´ch reprezentova´n neˇkolika zpu˚soby dveˇma nejcˇasteˇji pouzˇı´vany´mi
typy, pokud jde o za´znam nebo uchova´nı´ obrazu jsou takzvana´ rastrova´ a vektorova´ gra-
fika. Vektorove´ grafiky se ovsˇem vyuzˇı´va´ spı´sˇe k samotne´mu modelova´nı´ sce´ny ve 3D.
Take´ cˇasto vyuzˇı´va´ v technicky´ch aplikacı´ch naprˇı´klad AutoCAD nebo dnes velmi po-
pula´rnı´ SolidWorks. Proble´mem je ovsˇem zpu˚sobu za´znamu. Ten odpovı´da´ spı´sˇe pin
hole modelu popisovane´ho opeˇt v kapitole 3. Kdy se celkovy´ obraz skla´da´ z mnoha
maly´ch bodu˚ neboli pixelu˚.
Algoritmy stereo korespondence se v dnesˇnı´ dobeˇ deˇlı´ hlavneˇ na loka´lnı´ 5.1 a globa´lnı´
5.2 podle zpu˚sobu jaky´m pracujı´ s daty. Dalsˇı´m mozˇny´m kriteriem je kvalita vy´sledku˚
zde se uplatnˇuje deˇlenı´ na huste´ a rˇı´dke´. Podle toho jestli je vy´sledkem pouze disparita
vy´znacˇny´ch bodu˚ a hran v prˇı´padeˇ rˇı´dky´ch algoritmu˚. Ty se vyuzˇı´valy hlavneˇ z du˚vodu˚
nı´zke´ na´rocˇnosti na vy´pocˇetnı´ vy´kon. Druhou mozˇnostı´ jsou algoritmy huste´. Ty ohod-
notı´ vsˇechny nebo veˇtsˇinu bodu˚ v obrazu. V dnesˇnı´ dobeˇ se zpravidla vyuzˇı´vajı´ algoritmy
huste´ vzhledem k tomu, zˇe jizˇ nechceme mı´t pouze hrubou prˇedstavu o podobeˇ sce´ny, ale
zajı´majı´ na´s take´ detaily. V mnoha aplikacı´ch je velmi du˚lezˇite´ prˇesne´ vnı´ma´nı´ prostoru,
jako prˇı´klad uved’me medicı´nu. V nı´ mu˚zˇe mı´t omyl fata´lnı´ na´sledky.
Dalsˇı´m du˚lezˇity´m znakem algoritmu˚ stereoskopicke´ korespondence je vyuzˇitı´ barvy.
Aktua´lneˇ nejlepsˇı´ algoritmy vsˇechny neˇjak vyuzˇı´vajı´ barvu. Princip vyuzˇitı´ barevny´ch
informacı´ si blı´zˇe popı´sˇeme v kapitole 7. Algoritmy pracujı´cı´ pouze s cˇernobı´lou infor-
macı´ nebo jasovou slozˇkou obrazu zanedba´vajı´ znacˇne´ mnozˇstvı´ obrazove´ informace, ve
ktere´ barva hraje velkou roli. Zpravidla je s jejı´ pomoci mozˇne´ velmi dobre´ rozlisˇenı´ jed-
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notlivy´ch objektu˚ v za´znamu sce´ny. Tato skutecˇnost na´m pak umozˇnı´ le´pe urcˇit disparitu
v okrajı´ch objektu.
5.1 Loka´lnı´ algoritmy
Loka´lnı´ algoritmy stereo korespondence take´ se neˇkdy oznacˇujı´ jako oke´nkove´. Vyznacˇujı´
se zpu˚sobem zpracova´nı´ obra´zku, ve ktere´m se porovna´vajı´ pouze male´ oblasti neboli
okna a to zcela neza´visle na sobeˇ. Tyto algoritmy se da´le deˇlı´ podle funkce ohodnocenı´
shody jednotlivy´ch oken. Vzorce jednotlivy´ch funkcı´ obsahuje tabulka 2 v prˇı´loze C. Dalsˇı´
mozˇnostı´ deˇlenı´ je podle zpu˚sobu zacha´zenı´ s oknem jestli ma´ statickou nebo dynamic-
kou velikost a tvar. Variant a ru˚zny´ch vylepsˇenı´ teˇchto algoritmu˚ bylo navrzˇeno hodneˇ.
Nejcˇasteˇjsˇı´ vylepsˇenı´ teˇchto typu˚ algoritmu˚ je pra´veˇ zavedenı´ dynamicke´ velikosti
oke´nka. Toto opatrˇenı´ ma´ hlavneˇ pomocı´ spra´vneˇ urcˇit velikost disparity v oblastech bez
textury. Kde by mohlo dojı´t k vy´razne´mu zkreslenı´ v prˇı´padeˇ moc male´ho okna. Naopak
v cˇlenity´ch oblastech prˇı´lisˇ velke´ oke´nko zpu˚sobı´ zkreslenı´ vy´sledku a du˚sledkem toho
zaniknou detaily sce´ny.
Tento typ algoritmu˚ ovsˇem v dnesˇnı´ dobeˇ pomeˇrneˇ zaosta´va´ jak v prˇesnosti, ale
hlavneˇ v cˇasech zpracova´nı´ za globa´lnı´mi algoritmy. I prˇesto vzhledem velmi snadne´ pa-
ralelizaci mu˚zˇou i tyto algoritmy poskytovat velmi slusˇne´ vy´sledky. Je vsˇak nutno vyuzˇı´t
spra´vny´ hardware v dnesˇnı´ dobeˇ naprˇı´klad GPU. V budoucnosti mohou by´t dostupne´
CPU s desı´tkami azˇ stovkami jader. Tyto procesory dosa´hnou mnohem lepsˇı´ch vy´sledku
za pomoci loka´lnı´ch algoritmu˚. Ota´zkou vsˇak je kolik jader v te´to dobeˇ budou vyuzˇı´vat
GPU vzhledem k dnesˇnı´mu pomeˇru jedna ku peˇti mnohdy i vı´ce.
Obra´zek 2: Princip loka´lnı´ strategie zjisˇt’ova´nı´ stereo korespondence [1]
Loka´lnı´ algoritmy jsou take´ mimo jine´ uzˇitecˇne´ jako ucˇebnicovy´ prˇı´klad a to jak z
du˚vodu snadne´ za´kladnı´ implementace tak i jasny´ch vy´sledku˚. Postup algoritmu je jed-
noduchy´ a je zobrazen na obra´zku 2. Zpravidla neza´visle na sobeˇ procha´zı´ rastrovy´
za´znam obrazu po rˇa´dcı´ch. Kolem kazˇde´ho pixelu pro levy´ pohled pak vytvorˇı´ okno
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a porovna´ jeho obsah za pomoci jedne´ z funkcı´ uvedeny´ch v tabulce 2 s oknem okolo
korespondujı´cı´ho pixelu v prave´m obra´zku. Korespondujı´cı´ pixel lezˇı´ z du˚vodu vztahu˚
uvedeny´ch v kapitole 3 vzˇdy na vodorovne´ prˇı´mce smeˇrem doprava. V prˇı´padeˇ za´meˇny
leve´ho a prave´ho za´znamu je nutno postupovat opacˇneˇ zprava doleva. Kdybychom ne-
zmeˇnili smeˇr procha´zenı´, dostaneme jako vy´sledek pouze chaotickou zmeˇt’ hodnot. Okno
se iterativneˇ posunuje po te´to prˇı´mce. Prˇicˇemzˇ jeho posun je ohranicˇen minima´lnı´ dispa-
ritou, ta uda´va´ pomyslnou maxima´lnı´ vzda´lenost objektu a zpravidla by´va´ nulova´ tudı´zˇ
nekonecˇna´ vzda´lenost. Dalsˇı´ hranicı´ je pak maxima´lnı´ disparita uda´vajı´cı´ minima´lnı´ vzda´-
lenost pozorovane´ho objektu. Vy´znam teˇchto promeˇnny´ch ilustruje obra´zek 16b. Hod-
noty platne´ pro tento obra´zek jsou 1 v prˇı´padeˇ minima´lnı´ disparity a maxima´lnı´ disparita
ma´ hodnotu 7.
Po tomto ohodnocenı´ se urcˇı´ pravdeˇpodobnost shody dany´ch pixelu˚ prˇicˇemzˇ platı´
cˇı´m je rozdı´l mensˇı´ tı´m je veˇtsˇı´ pravdeˇpodobnost shody. Z tohoto du˚vodu˚ se zde cˇasto
vyuzˇı´va´ principu
”
vı´teˇz bere vsˇe“ Vy´pocˇet disparity podle definice 3.1 je pak jizˇ jen for-
malita. Pote´ jizˇ na´sleduje post procesing. Vyhlazenı´ a oprava vy´sledku˚ mozˇnostı´ je cela´
rˇada. Cely´ postup lze shrnout do teˇchto cˇtyrˇ kroku˚.
1. Ohodnocenı´ shody pixelu˚.
2. Sloucˇenı´ ohodnocenı´.
3. Vy´pocˇet disparity.
4. Zjemneˇnı´ disparitnı´ funkce
Tento typ algoritmu stereo korespondence byl popsa´n jizˇ pomeˇrneˇ da´vno jizˇ na prˇelo-
mu 80. a 90. Let minule´ho stoletı´. Pomeˇrneˇ podrobneˇ se tomuto te´matu veˇnuje kniha [1]
nebo publikace pa´nu˚ Kanadeho a Okutomiho [10].
5.2 Globa´lnı´ algoritmy
Globa´lnı´ algoritmy v dnesˇnı´ dobeˇ dosahujı´ mnohem lepsˇı´ch vy´sledku˚ nezˇli loka´lnı´ al-
goritmy popsane´ v prˇedesˇle´ kapitole 5.1. Hlavnı´m znakem globa´lnı´ch algoritmu˚ je zˇe
na proble´m nahlı´zˇenı´ jako na celek a z pravidla se rˇadı´ do skupiny husty´ch algoritmu˚.
Postup vy´pocˇtu je odlisˇny´ nezˇ u loka´lnı´ch algoritmu˚.
Globa´lnı´ algoritmy totizˇ pracujı´ na principu hleda´nı´ minima´lnı´ ceny funkce ohod-
nocenı´ disparity cele´ho obrazu. Matematici v te´to souvislosti pouzˇı´vajı´ termı´n globa´lnı´
optimalizace. Funkce ohodnocenı´ shody se v prˇı´padeˇ globa´lnı´ch algoritmu˚ skla´da´ z vı´ce
promeˇnny´ch.
E(f) = αEDATA + βESMOOTH
Prvnı´ promeˇnou je EDATA reprezentujı´cı´ datovou slozˇku. Tedy urcˇity´m zpu˚sobem
vypocˇı´tana´ data ze stereoskopicke´ho pa´ru obra´zku˚. K tomuto u´cˇelu lze vyuzˇı´t funkce z
prˇı´lohy C. Dalsˇı´ slozˇkou je takzvana´ funkce linearity ESMOOTH uda´vajı´cı´ pravdeˇpodob-
nost shody hodnoty disparity s prˇedchozı´mi hodnotami. Kazˇda´ z teˇchto promeˇnny´ch je
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pak na´sledneˇ prˇideˇlena cena neboli du˚lezˇitost dane´ promeˇnne´ vu˚cˇi ostatnı´m. Minima-
lizacˇnı´ funkce se mu˚zˇe skla´dat take´ z vı´ce nezˇ dvou promeˇnny´ch. Zde se pra´veˇ dosta´vajı´
ke slovu dalsˇı´ promeˇnne´ naprˇı´klad jizˇ zminˇovana´ barevna´ prˇı´slusˇnost k urcˇite´ oblasti.
Lze vyuzˇı´t take´ jiny´ch vlastnostı´ pixelu˚. Dalsˇı´ du˚lezˇitou soucˇa´stı´ kazˇde´ promeˇnne´ je jejı´
va´ha. Neboli koeficient uda´vajı´cı´ vy´-znamnost promeˇnne´. V nasˇem vzorci jsou repre-
zentova´ny rˇecky´mi pı´smeny. Hodnota teˇchto kvocientu se urcˇuje empiricky a na´sledneˇ
zu˚sta´va´ zpravidla nemeˇnna´.
Ovsˇem ne vsˇechny globa´lnı´ algoritmy dosahujı´ dobry´ch vy´sledku. Mezi da´vno prˇe-
konane´ patrˇı´ metoda simulace zˇı´ha´nı´. A to hlavneˇ z hlediska cˇasu zpracova´ni. Tato me-
toda je take´ pomeˇrneˇ neprˇesna´ z du˚vodu vyuzˇitı´ na´hody. Ovsˇem porˇa´d umozˇnˇuje dosa´h-
nout vy´sledku v lepsˇı´m cˇase nezˇ loka´lnı´ algoritmy na principu brute force. Princip je
velmi prosty´ a vycha´zı´ stejneˇ jako na´zev metody z metalurgie. Detailneˇjsˇı´ popis lze nale´zt
v diplomove´ pra´ci Zdenˇka Vasˇı´cˇka [12].
Tato metoda se ovsˇem nepouzˇı´va´ vzhledem k cˇasove´ na´rocˇnosti dosazˇenı´ kvalitnı´ho
vy´sledku. Naprˇı´klad pra´ce [13] ukazuje jasnou prˇevahu grafovy´ch rˇezu˚.
5.2.1 Graph Cuts
Grafove´ rˇezy jsou dalsˇı´m velmi u´speˇsˇny´m prˇı´stupem k rˇesˇenı´ proble´mu stereo korespon-
dence v obrazech a rˇadı´ se do skupiny globa´lnı´ch algoritmu. Sestavujı´ totizˇ cenovou
funkci o trˇech promeˇnny´ch.
E(f) = EDATA + ESMOOTH + EOCC
Prvnı´ promeˇnnou je EDATA reprezentuje stejneˇ jako v algoritmu BP datovou slozˇku
cenove´ funkce. K tomuto u´cˇelu lze vyuzˇı´t funkce v prˇı´loze C nebo zpu˚soby popsane´ v
kapitole 9.1.1. Dalsˇı´ je jizˇ zmı´neˇna´ promeˇnna´ hladkosti ESMOOTH reprezentujı´cı´ vztah
vu˚cˇi sousednı´m pixelu˚m. Poslednı´ promeˇnnou je cena prˇekrytı´ EOCC .
V prvnı´ fa´zi algoritmu se jednotlive´ body sdruzˇı´ do skupin. Kazˇda´ skupina zpravi-
dla odpovı´da´ objektu ve sce´neˇ a ten by take´ meˇl mı´t svou specifickou disparitu. Z te´to
u´vahy vyply´va´, zˇe k takzvane´mu labelingu neboli znacˇkova´nı´ mu˚zˇeme ve fina´lnı´ fa´zi
vyuzˇı´t pra´veˇ hodnotu disparity. Prˇı´slusˇnost pixelu ke skupineˇ se ovsˇem nejdrˇı´ve urcˇuje
na za´kladeˇ hodnoty rozdı´lu intenzit sousednı´ch pixelu˚. Jednotlive´ skupiny vsˇak majı´ z
pocˇa´tku pouze abstraktnı´ hodnotu. Tato hodnota se na´sledneˇ s pomoci minimalizace ce-
nove´ funkce prˇevedena rea´lnou hodnotu vypocˇtene´ disparity.
Algoritmus k tomuto u´cˇelu vyuzˇı´vat ru˚zne´ postupy s teorie grafu˚ mezi du˚lezˇite´ jme-
nujme barvenı´ grafu˚ nebo vy´pocˇet maxima´lnı´ho toku proto na´zev grafove´ rˇezy. Tento
algoritmus dosahuje mnohem prˇesneˇjsˇı´ch vy´sledku˚ oproti dynamicke´mu programova´nı´
a to hlavneˇ z du˚vodu vyuzˇitı´ souvislostı´ mezi rˇa´dky. Ovsˇem cˇasova´ slozˇitost grafovy´ch
rˇezu˚ je pomeˇrneˇ znacˇna´ v urcˇity´ch prˇı´padech azˇ v rˇa´du minut, cozˇ znacˇneˇ limituje jejich
vyuzˇitı´. Z tohoto du˚vodu˚ se tento prˇı´stup vyuzˇı´va´ zpravidla v kombinaci s jiny´mi. Tento
fakt dokazuje webova´ stra´nka [28]. Proto je te´matem me´ pra´ce efektivneˇjsˇı´ algoritmus
Belief Propagation.
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Prˇı´padne´ za´jemce mohu odka´zat na diplomovou pra´ci Va´clava Luka´sˇe [14], tato pra´ce
se grafovy´mi rˇezy zby´va´ do detailu˚ a jejı´ soucˇa´stı´ je take´ implementace tohoto algoritmu.
5.2.2 Belief Propagation
Algoritmus Belief propagation nebo take´ cˇesky propagace du˚veˇry je zalozˇen na principu
iterativnı´ho zası´la´nı´ zpra´v mezi jednotlivy´mi body.
Princip tohoto algoritmu byl popsa´n roku 1982 v publikaci [17] a slouzˇil k vy´pocˇtu
marginalu v Bayersovy´ch sı´tı´ch. V nasˇem prˇı´padeˇ BP ale vyuzˇijeme pro vy´pocˇet pravdeˇ-
podobne´ hodnoty v MRF.
Algoritmy zalozˇene´ na tomto principu dosahujı´ pomeˇrneˇ dobry´ch vy´sledku˚. Podrob-
neˇji se budeme tı´mto druhem algoritmu zaby´vat v kapitole 7.
5.3 Ostatnı´ metody
Neˇktere´ algoritmy stereo korespondence nelze striktneˇ zarˇadit do skupiny loka´lnı´ch nebo
globa´lnı´ch algoritmu˚. Tyto algoritmy zpravidla vyuzˇı´vajı´ podobnosti, na´vaznosti nebo
jiny´ch vztahu˚ mezi jednotlivy´mi hodnotami. Do te´to skupiny patrˇı´ vsˇechny algoritmy,
ktere´ neprocha´zejı´ obra´zek linea´rneˇ jako je tomu u loka´lnı´ch algoritmu˚ a za´rovenˇ nese-
stavujı´ globa´lnı´ funkci k na´sledne´ minimalizaci. Nebo algoritmy nepracujı´cı´ s klasickou
intenzitou pixelu. Takovouto metodou je naprˇı´klad metoda semigloba´lnı´ho pa´rova´nı´. Ta
pracuje na principu vza´jemne´ informace mezi sousedı´cı´mi pixely. Mysˇlenka je z pravidla
podobna´ jako v prˇı´padeˇ metod popsany´ch v prˇedchozı´ch kapitola´ch. Hlavnı´ zmeˇnou v
tomto prˇı´padeˇ je pra´ce se vztahy mezi pixely nikoli s jejich intenzitou.
Tento prˇı´stup ma´ rˇadu vy´hod. Vu˚bec jej neovlivnı´ naprˇı´klad invertova´nı´ cˇa´sti obra´zku
nebo jeho zesveˇtlenı´ poprˇı´padeˇ ztmavenı´. Zatı´mco slozˇitost zu˚sta´va´ na u´rovni algoritmu˚
zalozˇeny´ch na porovna´nı´ intenzity pixelu. Tato metoda mu˚zˇe dosahovat velmi dobry´ch
vy´sledku˚, jak ukazuje pra´ce [15].
Blı´zˇe si vsˇak popı´sˇeme mnohem pouzˇı´vaneˇjsˇı´ metodu dynamicke´ho programova´nı´
a to ze dvou du˚vodu˚. Tato metoda je totizˇ podobneˇ jako loka´lnı´ algoritmy popsane´ v
kapitole 5.1 slouzˇı´ cˇasto jako ucˇebnicovy´ prˇiklad rˇesˇenı´ proble´mu stereo korespondence.
Druhy´m du˚vod pak je skutecˇnost zˇe algoritmy semigloba´lnı´ho pa´rova´nı´ jsou specia´lnı´m
prˇı´padem algoritmu dynamicke´ho programova´nı´.
5.3.1 Dynamicke´ programova´nı´
Tato metoda byla poprve´ popsa´na Richardem Bellmanem roku 1940 na´zev te´to metody,
ovsˇem vu˚bec neodpovı´da´ jeho principu. Tı´m je Bellmanu˚v princip optimality
”
Podstra-
tegie optima´lnı´ strategie je opeˇt optima´lnı´“.
Dynamicke´ programova´nı´ sta´le vyuzˇı´va´ oke´nko k ohodnocenı´ shody mezi dveˇma
pixely. Ovsˇem postup pru˚chodu algoritmu se velmi lisˇı´. Zatı´mco v prˇı´padeˇ loka´lnı´ch al-
goritmu˚ se neberou v potaz prˇedesˇle´ vy´sledky. Dynamicke´ programova´nı´ tyto vy´sledky
bere v potaz a cˇasto jsou dokonce nutne´ k dosazˇenı´ celkove´ho vy´sledku. Proto se vsˇechny
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mezivy´sledky ukla´dajı´ do pameˇti. Tı´m sice docha´zı´ k na´ru˚stu pameˇt’ove´ slozˇitosti algo-
ritmu, ovsˇem tento na´ru˚st nenı´ kriticky´. A uchova´vane´ informace na´m pomu˚zˇou velmi
zredukovat cˇas zpracova´nı´ algoritmu.
Dynamicke´ programova´nı´ je bezesporu slozˇiteˇjsˇı´ nezˇ loka´lnı´ algoritmy nebo simulace
zˇı´ha´nı´ ovsˇem i prˇesto dosahuje lepsˇı´ch cˇasu˚ a zpravidla i vy´sledku˚. Prˇi splneˇnı´ neˇkolika
podmı´nek a za pomoci mı´rne´ho zjednodusˇenı´m modelu. Lze proble´m hleda´nı´ korespon-
dence pro cely´ rˇa´dek prˇeve´st na proble´m hleda´nı´ nejkratsˇı´ cesty v grafu. Touto vlastnostı´
by se tento algoritmus dal nazvat pologloba´lnı´ z du˚vodu minimalizace celkove´ cenove´
funkce stejneˇ jako to prova´deˇjı´ globa´lnı´ algoritmy ovsˇem pouze pro jeden rˇa´dek. Tohoto
faktu vsˇak lze s u´speˇchem vyuzˇı´t ke zkra´cenı´ doby vy´pocˇtu zavedenı´m principu˚ para-
lelizmu. Dalsˇı´ mozˇnou optimalizacı´ je omezenı´ vy´pocˇtu pouze na mozˇne´ cesty. Cesta
se hleda´ za pomocı´ pru˚chodu vprˇed. Na´sledneˇ se pak nalezena´ cesta oveˇrˇı´ pru˚chodem
vzad. Vy´sledek tohoto postupu odpovı´da´ disparitnı´ mapeˇ pro jeden rˇa´dek a je zobra-
zen formou matice na obra´zku 3. M jsou znacˇeny pixely shodne´. R odpovı´da´ pixelu˚m
nacha´zejı´cı´m se pouze v prave´m obra´zku a L pixelu˚m nacha´zejı´cı´m se pouze v leve´m
obra´zku.
Obra´zek 3: Disparitnı´ mapa pro jeden rˇa´dek vypocˇtena´ za pomocı´ algoritmu dyna-
micke´ho programova´nı´ vyja´drˇena´ maticı´.
Vy´sledna´ disparitnı´ mapa takove´hoto postupu ovsˇem trpı´ vadami. Vzhledem k prˇed-
pokladu hladkosti disparity deˇlajı´ algoritmu˚m zalozˇeny´m na dynamicke´m programova´nı´
proble´my hlavneˇ u´zke´ prˇedmeˇty v poprˇedı´ sce´ny. Takove´to prˇedmeˇty se za urcˇity´ch okol-
nostı´ mohou zcela ztratit nebo zpu˚sobı´ pomeˇrneˇ velke´ rusˇenı´ v horizonta´lnı´m smeˇru.
Proto Post procesing hraje u dynamicke´ho programova´nı´ velkou roli. Cˇasto se take´
pouzˇı´vajı´ dva pru˚chody algoritmem. Jednou se vezme jako referencˇnı´ levy´ obraz a po-
druhe´ pravy´ vy´sledna´ disparita se pak zpru˚meˇruje. Mozˇnostı´ je mnoho stejneˇ jako v
prˇı´padeˇ loka´lnı´ch algoritmu˚. Podrobny´m popisem te´to metody se zaby´va´ pra´ce [16].
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6 Zpu˚soby hodnocenı´ a srovna´nı´ algoritmu˚
K objektivnı´mu hodnocenı´ a srovna´ni jednotlivy´ch druhu˚ algoritmu˚ je nutne´ mı´t k dis-
pozici, jak testovacı´ data, tak i definovane´ metriky srovna´nı´, pomocı´ ktery´ch probeˇhne
porovna´nı´ vlastnostı´ jednotlivy´ch algoritmu˚. Hlavnı´m kriteriem je prˇesnost a spra´vnost
dosazˇeny´ch vy´sledku˚. Tuto vlastnost vyjadrˇuje procento sˇpatneˇ ohodnoceny´ch pixelu˚.
Druhy´m neme´neˇ du˚lezˇity´m parametrem je doba zpracova´nı´ dat neboli slozˇitost algo-
ritmu. Trosˇku v pozadı´ za´jmu je pameˇt’ova´ na´rocˇnost jednotlivy´ch algoritmu˚ ovsˇem zcela
nepra´vem.
Postupem vy´voje zacˇala by´t ota´zka srovna´nı´ ru˚zny´ch typu˚ stereo korespondencˇnı´ch
algoritmu˚ kriticky du˚lezˇita´. Proto vznikla stra´nka vision.middlebury.edu [28]. Ta si klade
za cı´l poskytnout soubory testovacı´ch dat a umozˇnit srovna´nı´ algoritmu˚ spadajı´cı´ do ka-
tegorie pocˇı´tacˇove´ho videˇnı´ mimo jine´ take´ algoritmu˚ stereo korespondence. K dispozici
je neˇkolik desı´tek testovacı´ch souboru˚ dat. Take´ je mozˇnost prˇihla´sit svu˚j vlastnı´ algo-
ritmus a zı´skat tak srovna´nı´ s vı´ce nezˇ stovkou ru˚zny´ch implementacı´ stereo korespon-
dencˇnı´ch algoritmu˚.
Prvnı´ du˚lezˇitou komponentou nutnou k ohodnocenı´ algoritmu˚ stereo korespondence
jsou testovacı´ data.
6.1 Testovacı´ data
V pocˇa´tcı´ch zkoumanı´ a vy´voje na poli pocˇı´tacˇove´ho videˇnı´ si kazˇdy´ ty´m veˇtsˇinou vy-
tva´rˇel vlastnı´ soubor testovacı´ch dat. K vytvorˇenı´ testovacı´ch dat se zpravidla vyuzˇı´vajı´
ru˚zne´ techniky zalozˇene´ na projekci prˇedem zna´my´ch obrazcu˚ na sce´nu. Na´sledneˇ se
za pomoci u´rovneˇ deformace teˇchto promı´tany´ch obrazcu˚ urcˇı´ disparitnı´ mapa sce´ny.
Za´jemcu˚m o podrobny´ popis te´to metody lze doporucˇit publikaci High-Accuracy Stereo
Depth Maps Using Structured Light [30].
Podobny´ prˇı´stup vyuzˇı´va´ take´ laserovy´ paprsek. Ten ovsˇem nepromı´ta´ kompletnı´ ob-
razec, ale osciluje na prˇı´mce. Ta se posunuje po sce´neˇ a jejı´ deformace opeˇt urcˇı´ u´rovenˇ
disparity. Podobny´ princip vyuzˇı´va´ trˇeba pocˇı´tacˇovy´ skener nebo neˇktere´ typy cˇtecˇek
cˇa´rovy´ch ko´du. Tyto metody jsou pomeˇrneˇ prˇesne´ a v neˇktery´ch prˇı´padech je vhodneˇjsˇı´
spı´sˇe jejich vyuzˇitı´ namı´sto rekonstrukce sce´ny z obrazove´ informace za pomoci algo-
ritmu˚ stereo korespondence.
Naprˇı´klad uved’me syste´m pohybove´ho ovla´da´ni Kinect od spolecˇnosti Microsoft.
Tento syste´m pra´veˇ s u´speˇchem vyuzˇı´va´ kombinaci obrazove´ informace a informaci zı´ska-
ny´ch za pomoci projekce infracˇervene´ sı´teˇ.
Aktua´lneˇ se vyuzˇı´va´ forma´t testovacı´ch dat zobrazeny´ na obra´zku 4. Kazˇdy´ soubor
testovacı´ch dat se skla´da´ ze dvou pohledu˚ leve´ho a prave´ho. Da´le je pak poskytnuta
takzvana´ ground truth cozˇ je vlastneˇ prˇesna´ disparitnı´ mapa zı´skana´ za pomoci jizˇ drˇı´ve
zmı´neˇny´ch metod. Cˇtyrˇi hlavnı´ soubory dat [9, 22, 23, 24] naleznete v prˇı´loze D. V tabulce
1 jsou uvedeny parametry nastavenı´ algoritmu, aby bylo srovna´nı´ objektivnı´. Uvedene´
parametry jsou globa´lnı´ a doka´zˇı´ velmi ovlivnit dosahovane´ vy´sledky vsˇech druhu˚ algo-
ritmu˚. Jediny´m parametrem, ktery´ by na´s mohl zma´st je na´sobitel. Ten reprezentuje kon-
stantu, kterou se vyna´sobı´ vy´sledek vypocˇteny´ algoritmem. Vyuzˇı´va´ se z du˚vodu lepsˇı´ho
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(a) Ground truth (b) Levy´ pohled (c) Pravy´ pohled
Obra´zek 4: Prˇı´klad datove´ho setu





Tabulka 1: Parametry stereo korespondencˇnı´ch algoritmu˚ pro jednotlive´ datove´ sety
vyuzˇitı´ rozsahu cˇernobı´le´ho obra´zku s hloubkou jeden byte. Cozˇ odpovı´da´ celocˇı´selny´m
hodnota´m z intervalu < 0, 254 >. Tento typ obra´zku se pouzˇı´va´ ke graficke´ reprezentaci
disparitnı´ mapy. Neˇktere´ druhy algoritmu˚ pak majı´ i sve´ specificke´ parametry. Ty by´vajı´
zpravidla spolecˇne´ pro urcˇitou skupinu. Tı´mto te´matem jsme se zaby´vali v prˇedchozı´
kapitole 5.
6.2 Metriky srovna´nı´
Samotne´ srovna´nı´ algoritmu pak lze prove´st neˇkolika zpu˚soby. Prvnı´ a nejjednodusˇsˇı´ je
nahra´t sve´ vy´sledky na uvedeny´ web [28]. Druhy´ zpu˚sob je vlastnı´ srovnanı´ na za´kladeˇ
Groud truth poskytnute´ho v testovacı´ch datech. Ovsˇem co je vlastneˇ vy´sledkem takove´-
hoto srovna´nı´? Cˇasto se pracuje s procentem spatneˇ nebo spra´vneˇ ohodnoceny´ch pixelu˚.
V literaturˇe [9] se pak zavadı´ tyto pojmy.







(dc(x, y)− dt(x, y))2 (3)







|dc(x, y − dt(x, y))| > δ (4)
Na zmı´neˇne´m webu je pak konecˇny´m hodnocenı´m takzvana´ u´rovenˇ neboli anglicky
rank cozˇ je pomeˇr mezi spra´vnosti dosazeny´ch vy´sledku˚ a rychlosti zpracova´nı´. Vy´sledky
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teˇchto srovna´nı´ ovsˇem nejsou vzˇdy u´plneˇ objektivnı´. Stereo korespondencˇnı´ algoritmy
totizˇ doka´zˇe zma´st mnoho ru˚zny´ch efektu˚ a anoma´liı´. A tak se pomeˇrneˇ cˇasto vyuzˇı´va´
takzvane´ho post procesingu. Jeho soucˇa´stı´ jsou ru˚zne´ procesy vyhlazova´nı´ a korekce
vy´sledku˚. Ty pak zpravidla vı´ce odpovı´dajı´ realiteˇ, i kdyzˇ je zde mozˇnost zanesenı´ chyby.
Proto je take´ tolik ru˚zny´ch variacı´ stereo korespondencˇnı´ch algoritmu˚.
Dalsˇı´ mozˇnostı´ jak dosa´hnout detailnı´ho srovna´nı´ algoritmu˚ je rozdeˇlit sce´nu a srovna´-
vat pixely podle urcˇity´ch podmı´nek naprˇı´klad pouze body v oblastech s diskontinuitami,




Algoritmus Belief propagation jsem se rozhodl implementovat a na´sledneˇ take´ optimali-
zovat. Proto je jeho popisu veˇnova´na tato kapitola. Te´matem optimalizace se pak zaby´va´m
v samostatne´ kapitole 8.
Momenta´lneˇ neju´speˇsˇneˇjsˇı´ implementace algoritmu BP jsou AdaptingBP [18] a Dou-
bleBP [19]. Tyto dva algoritmy se v dobeˇ vzniku te´to pra´ce nacha´zejı´ v zˇebrˇı´cˇku zverˇejneˇ-
ne´m na webu [28] mezi prvnı´mi peˇti. Du˚lezˇity´m faktorem teˇchto algoritmu˚ je mimo jine´
vyuzˇitı´ metody detekce ploch na za´kladeˇ barevne´ hodnoty pixelu. Na´sledneˇ se teˇmto
plocha´m prˇirˇadı´ hodnota disparity za pomoci propagace zpra´v. Tento u´kol lze samozrˇej-
meˇ rˇesˇit i jinak nezˇ pomoci algoritmu BP. Tyto alternativy jsou vsˇak hlavnı´m te´matem
kapitoly 5.
BP je globa´lnı´m algoritmem, tudı´zˇ musı´ vytva´rˇet cenovou funkci a tu na´sledneˇ mini-
malizuje. V prˇı´padeˇ BP za pomoci zası´lanı´ zpra´v.
E(f) = EDATA + ESMOOTH
EDATA pro data a ESMOOTH jako vliv okolı´ jako vsˇechny globa´lnı´ algoritmy. Vzorove´
algoritmy BP vyuzˇı´vajı´ ke zprˇesneˇnı´ funkce ESMOOTH barevne´ segmentace obrazu.
Nynı´ si popı´sˇeme za´kladnı´ principy algoritmu. Ten probı´ha´ v neˇkolika fa´zı´ch a vyu-
zˇı´va´ pomeˇrneˇ specificke´ datove´ struktury.
7.1 Markovovy na´hodna´ pole
Za´kladnı´ strukturou vyuzˇı´vanou v algoritmu BP jsou Markovovy na´hodna´ pole da´le
jizˇ jen MRF. Prˇı´klad MRF zobrazuje obra´zek 5. Tato struktura je zalozˇena na neoriento-
vane´m grafu s ohodnoceny´mi vrcholy. Kazˇdy´ vrchol pak ma´ definovane´ takzvane´ skryte´
promeˇnne´ znacˇene´ sˇedou barvou a reprezentuje jednu na´hodnou promeˇnnou, v obra´zku
majı´ barvu bı´lou. MRF jsou da´le doplneˇny o definici za´vislostı´, ty jsou reprezentova´ny
hranami grafu. Vrcholy, ktere´ nejsou navza´jem spojeny hranou, jsou na sobeˇ neza´visle´.
Obra´zek 5: Markovovo nahodne´ pole
Vezmeme-li v potaz pinhole model popsany´ v kapitole 3 a fakt zˇe pracujeme s rastro-
vou grafikou je aplikace MRF na tento proble´m pomeˇrneˇ snadna´. Jednotlive´ pixely ozna-
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cˇı´me za na´hodne´ promeˇnne´ a jake´koliv dalsˇı´ informace budeme ukla´dat do na´hodny´ch
a skryty´ch promeˇnny´ch.
Dalsˇı´ du˚lezˇitou vlastnostı´ MRF je definice vztahu mezi za´visly´mi na´hodny´mi pomeˇn-
ny´mi. Tyto vztahy jsou da´le popisova´ny jako zpra´vy. Hodnota a forma´t zpra´vy se odvı´jı´
od specificke´ implementace MRF.
7.2 Fa´ze algoritmu BP
Algoritmus BP mu˚zˇeme rozdeˇlit na neˇkolik hlavnı´ch fa´zı´, jejichzˇ porˇadı´ je nemeˇnne´.
1. Vy´pocˇet vy´chozı´ch dat.
2. Iterativnı´ posı´lanı´ zpra´v.
3. Vy´pocˇet vy´sledku.
Prvnı´m du˚lezˇity´m krokem je vy´pocˇet vy´chozı´ch dat ty jsou reprezentova´ny pomocı´ MRF.
Tato struktura na´m umozˇnˇuje ulozˇenı´ vsˇech potrˇebny´ch u´daju˚. Data mohou byt pocˇı´ta´na
mnoha zpu˚soby. Zpravidla se vyuzˇı´vajı´ ru˚zne´ metody detekce rohu˚, hran a ploch. Prˇesto
hlavnı´m zdrojem dat zu˚sta´va´ rozdı´l hodnot pixelu leve´ho a prave´ho obra´zku. Zı´ska´nı´
teˇchto informacı´ zpravidla zabı´ra´ znacˇnou cˇa´st doby beˇhu algoritmu BP. A pra´veˇ zpu˚-
sobem vy´pocˇtu vy´chozı´ch dat se lisˇı´ mnoho verzi BP.
Nejjednodusˇsˇı´ formou vy´pocˇtu je jednoducha´ absolutnı´ hodnota rozdı´lu dvou pixelu˚.
Slozˇiteˇjsˇı´ funkce pracujı´ peˇt s oke´nkem a mohou bra´t v potaz i jednotlive´ barevne´ kana´ly.
Mnou zvolena´ funkce pro vy´pocˇet za´kladnı´ch dat je uvedena v kapitole 9 zaby´vajı´cı´ se
samotnou implementacı´ algoritmu BP. Podstatnou zmeˇnou oproti loka´lnı´m algoritmu˚m
je forma aplikace minima´lnı´ a maxima´lnı´ hodnoty disparity. V prˇı´padeˇ globa´lnı´ch metod
se tyto dveˇ hodnoty zpravidla neuplatnˇujı´ prˇi samotne´m vy´pocˇtu ale pra´veˇ prˇi vy´pocˇtu
zdrojovy´ch dat. Algoritmus BP nenı´ vy´jimkou. Pro kazˇdou hodnotu disparity vytvorˇı´
jednu kompletnı´ vrstvu na´hodny´ch promeˇnny´ch. Odtud plyne pomeˇrneˇ znacˇna´ pameˇt’o-
va´ slozˇitost tohoto algoritmu.
Ma´me li vypocˇı´ta´ny za´kladnı´ data. Mu˚zˇeme prˇistoupit k iterativnı´mu zası´lanı´ zpra´v.
Zpra´vy zası´la´me v idea´lnı´m prˇı´padeˇ, dokud nenı´ proble´m vyrˇesˇen tuto informaci lze
snadno zı´skat hlavneˇ v prˇı´padeˇ implementacı´ BP s prˇı´vlastkem rychle konvergujı´cı´. Blı´zˇe
se tomuto te´matu veˇnuje kapitola 8.1.2. Algoritmus BP je totizˇ ve sve´ za´kladnı´ verzi
pomeˇrneˇ na´rocˇny´ na vy´pocˇetnı´ vy´kon. Hlavnı´ proble´m nicme´neˇ tvorˇı´ pameˇt’ova´ slozˇitost.
To je zpu˚sobeno udrzˇova´nı´m informacı´ o znacˇne´m mnozˇstvı´ na´hodny´ch promeˇnny´ch.
Tyto promeˇnne´ si navı´c mezi sebou zası´lajı´ znacˇne´ mnozˇstvı´ zpra´v, ktere´ jizˇ nemajı´ sˇanci
ovlivnit vy´sledek. Z tohoto du˚vodu se vyuzˇı´vajı´ procedura´lnı´ vylepsˇenı´ algoritmu BP.
Teˇmi se vsˇak zaby´va´m v na´sledujı´cı´ kapitole 8.
BP funguje hlavneˇ z du˚vodu robustnosti mechanismu zası´lanı´ zpra´v. Existujı´ dva
za´kladnı´ typy zpra´vy. Prˇi implementaci je nutno si jeden typ zvolit. Du˚vod je prosty tyto




Maxima´lnı´ produkt zası´la´ da´le zpra´vu s maxima´lnı´ hodnotou prˇicha´zejı´cı´ do odesı´la-
jı´cı´ho vrcholu. Tudı´zˇ by se dalo rˇı´ci, zˇe vybı´ra´ nejhorsˇı´ zpra´vu a tu posı´la´ da´le. Mohlo by
se zda´t, zˇe na´zev neodpovı´da´ skutecˇnosti, ovsˇem musı´me si uveˇdomit, zˇe nejmensˇı´ rozdı´l
je ten nejlepsˇı´. Suma produktu jak uzˇ na´zev naznacˇuje, prova´dı´ sumu vsˇech prˇı´chozı´ch
zpra´v a tuto hodnotu pak distribuuje da´le. Z teˇchto dvou typu˚ si lze libovolneˇ vybrat.
V prˇı´padeˇ typu sum produkt mohou hodnoty zpra´vy pomeˇrneˇ snadno prˇesa´hnou ma-
xima´lnı´ hodnoty mensˇı´ch datovy´ch typu˚.
Zpra´vy se zası´lajı´ iterativneˇ v cyklech a kazˇda´ na´hodna´ promeˇnna´ doka´zˇe v za´kladu
generovat cˇtyrˇi zpra´vy. Ty odpovı´dajı´ skryty´m promeˇnny´m hodnoty, ktera´ je vygene-
rovala. Tato vlastnost je zajisˇteˇna vytvorˇenı´m jedno pixelove´ho ra´mecˇku kolem obra´zku
cˇı´mzˇ se eliminujı´ anoma´lie na okrajı´ch. Navı´c se zava´dı´ vlastnost rozdeˇleni pixelu do sku-
pin podle iteraci veˇtsˇinou do dvou skupin na sude´ a liche´. Toto opatrˇenı´ nejenom zkra´tı´
dobu pru˚chod jednou iteracı´ na polovinu, ale take´ zlepsˇı´ efektivitu zpra´v. V praxi se vsˇak
zpravidla zpracova´va´ najednou cely´ vektor na´hodny´ch pomeˇrny´ch reprezentujı´cı´ kom-
pletnı´ 3D informaci jednoho referencˇnı´ho bodu. Tudı´zˇ za jednu zpra´vu lze povazˇovat
vypocˇet vektoru reprezentujı´cı´ho vztahy s jednı´m ze sousedu˚ aktua´lneˇ zpracova´vane´ho
bodu. Podrobneˇji se proble´mem vy´pocˇtu zpra´v zaby´va´m v kapitole 9.1.2.
Poslednı´ fa´zı´ algoritmu BP je vy´pocˇet vy´sledne´ disparity. Zde opeˇt za´lezˇı´ na dane´ im-
plementacı´ BP. Tento vy´pocˇet nenı´ nijak slozˇity´. Jednodusˇe se projdou hodnoty vypocˇte-
ny´ch dat. Data si mu˚zˇeme prˇedstavit jako kompletnı´ za´znam 3D sce´ny. Pro kazˇdy´ pixel v
tomto za´znamu existuje odpovı´dajı´cı´ pocˇet promeˇnny´ch. Ty jsou serˇazeny podle dispa-
rity, kterou reprezentujı´. Neboli by se dalo rˇı´ci zˇe vy´sledkem je hloubkovy´ vektor dane´ho
bodu. Na´m zby´va´ vybrat pouze tu nejpravdeˇpodobneˇjsˇı´ hodnotu v tomto vektoru. Tou
bude ta nejnizˇsˇı´ a v idea´lnı´m prˇı´padeˇ bude vzˇdy pouze jedna. Z tohoto du˚vodu se cˇasto
vyuzˇı´va´ metoda
”
vı´teˇz bere vsˇe“ a k vy´pocˇtu stacˇı´ pouze jeden kompletnı´ pru˚chod daty.
Hodnotou disparity pak bude de´lka vektoru o zacˇa´tku po vı´teˇznou hodnotu. Po tomto
vy´pocˇtu mu˚zˇe na´sledovat jesˇteˇ post procesing algoritmy zalozˇene´ na BP ovsˇem dosahujı´
tak kvalitnı´ch vy´sledku˚ zˇe jejich dalsˇı´ u´prava je jizˇ zbytecˇna´.
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8 Optimalizace Belief propagation
Metod optimalizace algoritmu je mnoho vzhledem k jeho jizˇ pomeˇrneˇ dlouhe´mu vy´voji.
At’ uzˇ se jedna´ o optimalizaci samotne´ho algoritmu nebo o jeho efektivneˇjsˇı´ zpracova´nı´ v
podobeˇ paralelizace. A to at’ uzˇ na u´rovni operacˇnı´ho syste´mu, procesoru nebo graficke´ho
akcelera´toru. Jakozˇto u mnoha proble´mu˚ prˇedtı´m se jevı´ jako vhodne´ pozˇı´t kombinaci
neˇkolika zpu˚sobu˚ optimalizace a to hlavneˇ v na´vaznosti a za´vislosti jednoho zpu˚sobu na
druhem cozˇ si prˇiblı´zˇı´me v na´sledujı´cı´ch kapitola´ch.
8.1 Procedura´lnı´ vylepsˇenı´ algoritmu BP
Jak jizˇ bylo zmı´neˇno v prˇedchozı´ kapitole 7 je cˇasova´ slozˇitost cˇiste´ implementace al-
goritmu BP pomeˇrneˇ znacˇna´. Z tohoto du˚vodu se do algoritmu BP zava´deˇjı´ ru˚zna´ pro-
cesnı´ vylepsˇenı´. Neˇktera´ se uzˇ dokonce povazˇujı´ za standart, proto byla zmı´neˇna jizˇ v
prˇedcha´zejı´cı´ kapitole. Dı´ky teˇmto u´prava´m se velmi snı´zˇı´ cˇasova´ slozˇitost nebo pameˇt’o-
va´ na´rocˇnost algoritmu BP.
8.1.1 Datove´ uza´veˇry
Prvnı´m druhem procesnı´ho vylepsˇenı´ jsou datove´ uza´veˇry. Ty se zava´deˇjı´ hlavneˇ z du˚vo-
du u´spory pameˇti. V praxi ma´ totizˇ kazˇdy´ datovy´ typ svou maxima´lnı´ hodnotu. Toto
omezenı´ na´s na beˇzˇne´m forma´tu vstupnı´ho obra´zku RGB-8 bitu˚ nebo v prˇı´padeˇ cˇerno-
bı´le´ho obra´zku nemusı´ azˇ tak tra´pit. Ovsˇem za´lezˇı´ take´ na pouzˇı´vane´m typu zpra´v. Typ
Sum produkt bude mı´t tendenci dosahovat maxima´lnı´ch hodnot mnohem rychleji nezˇ
Maxima´lnı´ produkt. Dalsˇı´m du˚lezˇity´m faktorem je de´lka zpra´v.
V prˇı´padeˇ dosazˇenı´ nebo prˇekrocˇenı´ maxima´lnı´ hodnoty datove´ho typu program ha-
varuje. Z tohoto du˚vodu je nutno te´to uda´losti prˇedcha´zet. Opatrˇenı´ je mozˇno vyuzˇı´t
neˇkolik prvnı´m a nejjednodusˇsˇı´m je zvolit dostatecˇneˇ velky´ datovy´ typ to ovsˇem nemusı´
by´t vzˇdy mozˇne´.
Druhy´m je vyuzˇitı´ takzvany´ch datovy´ch uza´veˇru˚. V praxi na´s totizˇ nezajı´majı´ nejveˇtsˇı´
rozdı´ly ale ty nejmensˇı´. Tudı´zˇ mu˚zˇeme zave´st konstantu nebo promeˇnnou, ktera´ bude
uda´vat maxima´lnı´ rozdı´l. Po prˇekrocˇenı´ te´to hodnoty se bude rozdı´l povazˇovat za abso-
lutnı´ a nebude se jizˇ da´le zveˇtsˇovat. Ve veˇtsˇineˇ prˇı´padu˚ se velikost te´to hodnoty urcˇuje
empiricky.
Funkce datovy´ch uza´veˇru ovsˇem nespocˇı´va´ pouze ve zpomaleni na´ru˚stu hodnot a
zabra´neˇnı´ prˇetecˇenı´ datovy´ch typu˚. Fungujı´ take´ jako filtr k vyloucˇenı´ extremnı´ch hod-
not.
8.1.2 Uza´veˇry du˚veˇry
Algoritmus BP ve sve´ za´kladnı´ verzi posı´la´ zpra´vy iterativneˇ vsˇem vrcholu˚m. Pocˇet ite-
racı´ znatelneˇ ovlivnˇuje kvalitu vy´sledku. Platı´ u´meˇra cˇı´m vysˇsˇı´ pocˇet iteracı´ tı´m kva-
litneˇjsˇı´ vy´sledek. Ovsˇem kazˇda´ iterace neboli pru˚chod vsˇemi vrcholy v MRF je pomeˇrneˇ
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cˇasoveˇ na´rocˇna´. Navı´c o veˇtsˇineˇ zkoumany´ch bodu˚ mu˚zˇeme s jistotou urcˇit disparitu jizˇ
prˇi neˇkolika prvnı´ch pru˚chodech.
Rˇesˇenı´m proble´mu takto vznikly´ch zbytecˇny´ch zpra´v je zavedenı´ dalsˇı´ konstanty re-
prezentujı´cı´ mez du˚veˇry ve spra´vnost dane´ho vy´sledku. Pokud vy´sledek funkce du˚veˇry
prˇekrocˇı´ danou hodnotu. Bude proble´m disparity pro dany´ bod povazˇova´n za vyrˇesˇeny´
a dalsˇı´ zpra´vy pro tento bod se jizˇ zası´lat nebudou. Vzorec vy´pocˇtu hodnoty du˚veˇry je
veˇcı´ individua´lnı´ implementace a hodnota konstanty se urcˇuje opeˇt empiricky.
Toto opatrˇenı´ se projevı´ hlavneˇ obrovsky´m snı´zˇenı´m cˇasu vy´pocˇtu. A jedna´ se o jedno
z nejpopula´rneˇjsˇı´ch a reprezentuje jeden zpu˚sob deˇlenı´ algoritmu BP. Jestlizˇe implemen-
tace algoritmu BP vyuzˇı´va´ tohoto princip. Dosta´va´ prˇı´vlastek rychle konvergujı´cı´. V an-
glicke´ literaturˇe se uzˇı´va´ na´zvu
”
Fast converging“.
Implementace tohoto procedura´lnı´ho vylepsˇenı´ se mohou lisˇit hlavneˇ ve formeˇ vy´po-
cˇtu hodnoty du˚veˇry. A prˇesny´m mı´stem implementace v algoritmu. Vy´sledna´ funkce by
meˇla by´t v kazˇde´m prˇı´padeˇ stejna´. Podrobnosti o me´m rˇesˇenı´ tohoto vylepsˇenı´ se nale´zajı´
v kapitole 9.1.2.
8.1.3 Datova´ pyramida
Dalsˇı´m z velmi efektivnı´ch prˇı´stupu˚ k optimalizaci algoritmu Belief Propagation je da-
tova´ pyramida. Hlavnı´ princip spocˇı´va´ v kompresi informace obsazˇene´ v MRF.
Komprese probı´ha´ za pomoci kompresnı´ho okna, jak ilustruje obra´zek 6. Prova´dı´
se v urcˇite´m kompresnı´m pomeˇru. Samotny´ vy´pocˇet komprimovane´ informace je opeˇt
za´visly´ na implementaci a budeme se jı´m podrobneˇji zby´vat v kapitole 9.
Kazˇde´ opakova´nı´ procesu komprese vytvorˇı´ jedenu u´rovenˇ dat Belief Propagation.
Tyto data se na´sledneˇ zpracujı´ algoritmem BP u´plneˇ stejneˇ jako data nekomprimovana´.
Vypocˇtene´ vy´sledky se na´sledneˇ propagujı´ proti smeˇru komprese. Prˇi tomto procesu mo-
hou byt data opeˇt dekomprimova´ny cˇi jinak upraveny. Tudı´zˇ je nutno nejprve zpracovat
u´rovenˇ s nejvysˇsˇı´ u´rovnı´ komprese. Na´sledneˇ se pokracˇuje na´sledujı´cı´mi u´rovneˇmi. Do-
kud se tı´mto postupem nevra´tı´me opeˇt na nekomprimovanou neboli vy´chozı´ u´rovenˇ.
Tvorˇenou surovy´mi neupraveny´mi daty.
Tento prˇı´stup ilustrovany´ obra´zkem 6 je vy´hodny´ v tom zˇe na´m pro dosazˇenı´ kva-
litnı´ho vy´sledku stacˇı´ me´neˇ iteracı´ v algoritmu Belief Propagation. Kazˇda´ iterace prˇitom
procha´zı´ jednou kompletneˇ cele´ pole dat dane´ u´rovneˇ. Prˇi konecˇne´ de´lce zpra´v 25 cozˇ od-
povı´da´ 5 u´rovnı´m po 5 iteracı´ch BP. Bude cˇasova´ u´spora znacˇna´. Tuto u´sporu si mu˚zˇeme
dokonce vycˇı´slit. Ve vy´pocˇtu budeme uvazˇovat obra´zek o velikosti 288x384 pixelu˚. Veli-
kost kompresnı´ho okna zvolı´me na 2x2 pixelu˚ neboli kompresnı´ pomeˇr 2.
Prˇı´klad 8.1
Prˇı´klad vycˇı´sluje u´sporu kroku˚ nutny´ch k vykona´nı´ algoritmu BP v porovna´nı´ s hierar-
chicky´m algoritmem. Parametry pro vy´pocˇet jsou prˇevzaty z prˇedchozı´ho odstavce.
(384 ∗ 288) ∗ 25 = 2764800 – 25 nekomprimovany´ch pru˚chodu
(384 ∗ 288) ∗ 5 + (192 ∗ 144) ∗ 5 + (96 ∗ 72) ∗ 5 + (48 ∗ 36) ∗ 5 + (24 ∗ 18) ∗ 5 = 736560
736560 – kompletnı´ pru˚chod datovou pyramidou
2764800− 736560 = 2028240
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Obra´zek 6: Datova´ pyramida
Oproti klasicke´ implementaci jsme usˇetrˇili 2 028 240 kroku˚.
Pokud se jedna´ o ota´zku pameˇt’ove´ na´rocˇnosti algoritmu. Ta se zveda´ u´meˇrneˇ s pocˇtem
u´rovnı´ MRF neboli a pocˇtem hledany´ch u´rovnı´ disparity. Ovsˇem v prˇı´padeˇ datove´ py-
ramidy nenı´ na´ru˚st pameˇt’ove´ slozˇitosti azˇ tak velky´. A vzhledem k pocˇtu usˇetrˇeny´ch
operacı´ se tuto dodatecˇnou pameˇt’ vyplatı´ obeˇtovat. Cˇas zpracova´nı´ navı´c exponencia´lneˇ
roste s velikostı´ obra´zku tak i s pocˇtem prohleda´vany´ch u´rovnı´ disparity. Proto je jaka´koli
u´spora cˇasu zpracova´nı´ velmi zˇa´doucı´.
Prˇı´stup datove´ pyramidy mu˚zˇe mı´t i sve´ varianty. Jako vhodna´ modifikace se jevı´ dy-
namicka´ komprese. U mensˇı´ho obra´zku by bylo vhodne´ zvolit mensˇı´ kompresnı´ okno
naprˇ. 2x2 aby se na´m neztra´celo prˇı´lisˇ mnoho z obrazove´ informace. Z druhe´ strany
u velky´ch obra´zku˚ je mozˇno zvolit kompresnı´ okno veˇtsˇı´ nezˇ je 2x2 a tı´m docı´lit jak
vy´znamne´ho zrychlenı´ algoritmu, tak i cˇa´stecˇne´ u´spory pameˇti. Hlavnı´ mysˇlenkou to-
hoto vylepsˇenı´ je urcˇenı´ kompresnı´ho pomeˇru na zacˇa´tku podle velikosti zdrojovy´ch
obra´zku˚. Beˇhem beˇhu algoritmu zu˚sta´va´ pomeˇr konstantnı´. Toto rˇesˇenı´ se jevı´ jako nej-
idea´lneˇjsˇı´ vzhledem k proble´mu˚m u velky´ch obra´zku˚. Docha´zı´ u nich velmi snadno k
prˇeplneˇnı´ pameˇti.
Da´le se tı´mto principem optimalizace budeme zby´vat v kapitole 9 prˇi popisu mojı´
implementace algoritmu BP. Tento princip podobneˇ jako v prˇı´padeˇ datovy´ch uza´veˇru˚ po-
psany´ch v prˇedesˇle´ kapitole 8.1.2 charakterizuje skupinu algoritmu BP, ktere´ ho vyuzˇı´vajı´.






Veˇtsˇina algoritmu˚ zpracova´vajı´cı´ch graficka´ data umozˇnˇuje minima´lneˇ na neˇktery´ch mı´s-
tech vyuzˇit principy paralelismu zpravidla, ovsˇem by´vajı´ mozˇnosti mnohem rozsa´hlejsˇı´.
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Hlavnı´ podmı´nkou je, aby dı´lcˇı´ vy´pocˇty algoritmu byly na sobeˇ neza´visle´ nebo alesponˇ
minima´lneˇ. Tı´m je mysˇlena hlavneˇ jasna´ hierarchie dat a postupu vy´pocˇtu. V dnesˇnı´ dobeˇ
existuje mnoho zpu˚sobu˚ jak docı´lit aby byly neˇktere´ cˇa´sti algoritmu provedeny paralelneˇ.
Mysˇlenka paralelismu spocˇı´va´ hlavneˇ v rozdeˇlenı´ velke´ho u´kolu na vice mensˇı´ch a
jejich na´sledne´ hromadne´ zpracovanı´. To prova´dı´ kazˇda´ vy´pocˇetnı´ jednotka neza´visle na
jine´. Vy´pocˇetnı´ jednotka, ktera´ prova´dı´ onen maly´ vy´pocˇet, se v kazˇde´m prˇı´padeˇ lisˇı´.
Mu˚zˇe se jednat o ja´dro mikrocˇipu nebo i cely´ pocˇı´tacˇ cˇı´ grafickou kartu.
Vzhledem k tomu zˇe hlavnı´mi pozˇadavky na na´sˇ algoritmus Belief Propagarion je ne
jen spra´vnost vy´sledku, ale take´ cˇas jeho dosazˇenı´ je vhodne´ pouzˇit neˇktery´ nebo kom-
binaci nı´zˇe zmı´neˇny´ch zpu˚sobu˚ paralelizace. Pojd’me si tedy nynı´ prˇedstavit nejbeˇzˇneˇjsˇı´
zpu˚soby jak docı´lit paralelnı´ho zpracova´nı´.
8.2.1 Distribuovane´ vy´pocˇty
Jednou z velmi u´cˇinny´ch ale take´ velmi specificky´ch technik paralelnı´ho zpracova´nı´ jsou
distribuovane´ vy´pocˇty. V dnesˇnı´ dobeˇ se tento druh optimalizace vyuzˇı´va´ hlavneˇ prˇi
rˇesˇenı´ enormneˇ velky´ch proble´mu. V tomto prˇı´padeˇ je onou zminˇovanou vy´pocˇetnı´ jed-
notkou pra´veˇ cely´ pocˇı´tacˇ. Ten dostane po sı´ti cˇa´st dat deˇlene´ho proble´mu a po jejich
zpracova´nı´ odesˇle vy´sledky. Tento princip na´zorneˇ zobrazuje obra´zek 7.
Obra´zek 7: Vizualizace principu distribuovane´ho vy´pocˇtu
Tento prˇı´stup ma´ jisteˇ sve´ vyuzˇitı´ u velmi komplikovany´ch a rozsa´hly´ch vy´pocˇtu˚, u
ktery´ch by dosazenı´ vy´sledku bylo prˇinejmensˇı´m zdlouhave´ a na´rocˇne´ pro jediny´ stroj.
Druhou mozˇnostı´ je zı´ska´nı´ velke´ho vy´pocˇetnı´ho vy´konu za dobrovolne´ho prˇispeˇnı´ velmi
mnoha velmi maly´ch vy´pocˇetnı´ch vy´konu˚. Tı´m je mysˇlena mozˇnost zapojit po internetu
zaha´lejı´cı´ doma´cı´ pocˇı´tacˇe beˇzˇny´ch uzˇivatelu˚. Na internetu se dokonce formujı´ ty´my. Ty
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mezi sebou souperˇi v rychlosti pocˇı´tanı´. Cˇesky´ ty´m ma´ zkratku CNT [20] a mu˚zˇe se k
neˇmu prˇipojit kazˇdy´. Stacˇı´ pouze prˇı´stup na internet a PC.
Princip distribuovany´ch vy´pocˇtu je vsˇak na´chylny´ na chyby. Ty jsou hlavneˇ v proble´-
mu transportu dat, jelikozˇ pocˇı´tacˇove´ sı´teˇ nelze povazˇovat za zcela spolehlive´ a kdy-
koli mu˚zˇe dojı´t k vy´padku cˇa´sti dat z du˚vodu na´hle´ nedostupnosti pocˇı´tacˇu˚, ktere´ tyto
data zpracova´valy. A to at’ uzˇ z du˚vodu poruchy sı´teˇ, vy´padku proudu nebo poruchy
samotne´ho PC.
Da´le mı´rneˇ naru˚sta´ slozˇitost a doba zpracova´nı´ algoritmu o nutnou rezˇii procesu dis-
tribuovane´ho vy´pocˇtu. Dobu zpracova´nı´ ovsˇem nejvı´ce protahuje prˇenos dat po sı´ti a
proto je trˇeba pecˇliveˇ zva´zˇit vyuzˇitı´ te´to techniky. V nasˇem prˇı´padeˇ by byla vhodna´ pro
zpracova´nı´ dat ze stereoskopicky´ch teleskopu˚. Pro na´sˇ u´cˇel se vsˇak nehodı´
8.2.2 Vla´kna
Vla´kna jsou jednı´m z nejjednodusˇsˇı´ch ale i nejrozsˇı´rˇeneˇjsˇı´ch zpu˚sobu˚ paralelizace. Mu˚zˇou
vy´znamneˇ zkra´tit dobu zpracovanı´, ale jejich nadmeˇrne´ vyuzˇitı´ mu˚zˇe zpu˚sobit paradox
na´ru˚stu de´lky vy´pocˇetnı´ho cˇasu. To je zpu˚sobeno rezˇiı´, ktera´ je nutna´ ke spra´veˇ vla´ken
a komunikaci mezi nimi. Vla´kna jsou velmi vhodna´ pro nasˇi implementaci Belief propa-
gation hned z neˇkolika du˚vodu˚. Prvnı´m je velmi snadne´ sdı´leni dat mezi vla´kny. Tato
vlastnost je da´na uzˇ ze samotne´ho principu vla´ken. Ten byl navrzˇen tak aby umozˇnil jed-
notlivy´m vla´knu˚m snadny´ prˇı´stup do globa´lnı´ pameˇti programu. Navı´c ma´ kazˇde´ vla´kno
take´ svu˚j oddeˇleny´ pameˇt’ovy´ prostor. V neˇm si mu˚zˇe ukla´dat loka´lnı´ informace a mezi
vy´pocˇty. Tuto strukturu ilustruje obra´zek 8.
Obra´zek 8: Zjednodusˇeny´ model pameˇti pro vla´kna.
Dnes jizˇ nenı´ nevy´hodou ani za´vislost na operacˇnı´m syste´mu, kde se na Linuxu vyu-
zˇı´valy jine´ knihovny nezˇ na Windows a tudı´zˇ bylo nutno optimalizovat algoritmus pro
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kazˇdy´ operacˇnı´ syste´m zvla´sˇt’. Tato nevy´hoda se projevovala hlavneˇ na´ru˚stem doby im-
plementace a testova´nı´. Ovsˇem situace se v tomto ohledu vy´razneˇ zlepsˇila vzhledem k
dobre´ implementaci standardu POSIX. Vla´kna jsou vhodna´ prˇedevsˇı´m prˇi zpracova´nı´
velky´ch vstupnı´ch dat. Toto se da´ ovsˇem prohla´sit o kazˇde´ formeˇ paralelizace. U vla´ken
mu˚zˇeme prˇesneˇji rˇı´ci, zˇe jsou prˇedurcˇena pro prvnı´ u´rovenˇ optimalizace za pomoci pa-
ralelismu.
Vla´kna ovsˇem prˇina´sˇı´ take´ jista´ u´skalı´ v podobeˇ deadlocku, soubeˇhu nebo nutnosti
rˇesˇit kriticke´ sekce. Bohuzˇel tato pra´ce neumozˇnˇuje detailneˇjsˇı´ popis vsˇech teˇchto proble´-
mu a zpu˚sobu˚ jejich rˇesˇenı´. Hlavnı´ prˇı´cˇinou tohoto faktu je obsa´hlost te´to problematiky.
Cˇtena´rˇu˚m lze na toto te´ma doporucˇit kapitolu z knihy Operating systems: design and
implementation [21]. Ta detailneˇ popisuje problematiku procesu a vla´ken a jejich parale-
lizace.
Da´le se budeme vla´kny zaby´vat, azˇ v kapitole 9 ta se zaby´va´ nasˇı´ implementacı´ na´mi
zvolene´ho algoritmu Belief propagation. Vla´kna prˇi implementaci pouzˇijeme jako prvnı´
u´rovenˇ optimalizace ale vı´ce azˇ v jizˇ zmı´neˇne´ kapitole 9.
8.2.3 Instrukce procesoru
Instrukcı´ procesoru existuje mnoho sad a verzı´ velcı´ vy´robci prˇisˇli se svy´mi specifikacemi.
I prˇesto se da´ rˇı´ct, zˇe vy´jimecˇne´ postavenı´ mezi nimi ma´ spolecˇnost Intel. Ta prˇivedla
na trh vlastnı´ sadu instrukcı´ MMX a SSE. Cozˇ jsou sady instrukcı´ samotne´ho proce-
soru umozˇnˇujı´cı´ paralelizaci. Spolecˇnost Intel s tı´mto prˇı´stupem prˇisˇla 8. ledna 1997.
Kdy prˇedstavila procesor Pentium. Ten obsahoval zatı´m pouze instrukcˇnı´ sadu MMX
vytvorˇenou z 57 instrukcı´ a z osmi 64 bitovy´ch registru˚.
Ty to instrukce pracujı´ na principu SIMD, tento princip jak jizˇ z anglicke´ho na´zvu
vyply´va´, vyuzˇı´va´ jednu instrukci na velke´ mnozˇstvı´ dat. Instrukcˇnı´ sada MMX vsˇak jesˇteˇ
nemeˇla velky´ u´speˇch a to hlavneˇ z du˚vodu˚ male´ nabı´dky procesoru˚, ktere´ by tyto in-
strukce podporovaly. Cozˇ se take´ projevovalo v nabı´dce programu vyvı´jeny´ch s podpo-
rou teˇchto instrukcı´. Tento stav se postupem cˇasu meˇnil. V tomto procesu Intelu vy´razneˇ
pomohl konkurent spolecˇnost AMD uvedenı´m procesoru K6 ktery´ podporoval MMX.
Nedlouho pote´, 7. kveˇtna 1997, Intel prˇedstavil Pentium II. Tı´m byly polozˇeny pevne´
za´klady k podporˇe vy´voja´rˇu˚ pracujı´cı´ch s instrukcemi MMX. Nynı´ je MMX standardem,
ktery´ implementuje prˇeva´zˇna´ veˇtsˇina vy´robcu˚ procesoru˚ urcˇeny´ch pro osobnı´ pocˇı´tacˇe.
Nicme´neˇ pro nasˇe u´cˇely je instrukcˇnı´ sada MMX zcela nevhodna´ z proste´ho du˚vodu
pracuje totizˇ pouze s cely´mi cˇı´sly. Du˚vodem tohoto chova´nı´ je sdı´lenı´ registru˚. Ty vyu-
zˇı´vajı´ stejny´ prostor jako pro registry urcˇene´ pro pra´ci s cˇı´sly v plovoucı´ desetinne´ cˇa´rce.
Tento fakt znemozˇnˇoval mı´cha´nı´ ko´du zpracova´vajı´cı´ho desetinna´ cˇı´sla a instrukce MMX.
Implementace nasˇeho algoritmu bohuzˇel vyuzˇı´va´ prˇeva´zˇneˇ datovy´ typ float. Tudı´zˇ in-
strukce MMX nemu˚zˇeme vyuzˇı´t ke zpracova´nı´ navrzˇene´ho algoritmu. Vzhledem k to-
muto faktu bychom museli data pracneˇ transformovat z desetinny´ch cˇı´sel na cela´ poprˇı´-
padeˇ jesˇteˇ po dokoncˇenı´ operace opeˇt zpeˇt na desetinna´ cˇı´sla. Tento proces by jednak
zana´sˇel do vy´pocˇtu chybu a take´ by prodluzˇoval dobu beˇhu algoritmu. Druhou snadneˇjsˇı´
cestou bylo navrzˇenı´ algoritmu pracujı´cı´ho nad cely´mi cˇı´sly. Nasˇteˇstı´ tyto proble´my rˇesˇit
nemusı´me. Jednodusˇe pouzˇijeme jinou instrukcˇnı´ sadu.
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Tou by mohla by´t sada instrukcˇnı´ 3DNow! spolecˇnosti AMD. Ta byla uvedena 28.
kveˇtna 1998 s procesorem K6-2. 3DNow! prˇida´va´ k MMX dalsˇı´ch 21 instrukcı´ ty umozˇnily
pracovat i s desetinny´mi cˇı´sly a to o de´lce 32-bitu˚ cozˇ odpovı´da´ datove´mu typu float do
registru instrukcˇnı´ sady MMX se vlezou dveˇ hodnoty. Ve sve´ dobeˇ se jednalo o velky´ hit
a procesory spolecˇnosti AMD dosahovaly oproti konkurenci skveˇly´ch vy´sledku˚. Ovsˇem
tuto instrukcˇnı´ sadu a jejı´ na´sledna´ rozsˇı´rˇenı´ implementujı´ pouze procesory spolecˇnosti
AMD. Nicme´neˇ 3DNow! patrˇi mezi jedny z nejpouzˇı´vaneˇjsˇı´ch alternativ k instrukcˇnı´
sadeˇ SSE a hlavneˇ byla uvedena skoro o rok drˇı´ve nezˇ SSE.
Instrukcˇnı´ sadu SSE uvedla spolecˇnost Intel azˇ 26. u´nora 1999 jako prˇı´me´ho na´stupce
instrukcˇnı´ sady MMX. Prvnı´m procesorem s touto instrukcˇnı´ sadou byl Pentium III. In-
strukcˇnı´ sada SSE oproti MMX obsahovala 70 novy´ch instrukcı´. Sada vsˇak opeˇt musela
pocˇkat na masove´ rozsˇı´rˇenı´ procesoru˚ s jejı´ podporou prvnı´ levne´ procesory Celeron s
podporou SSE se objevily azˇ v brˇeznu 2000. Na´sledneˇ se roku 2001 prˇidala spolecˇnost
AMD se svy´mi procesory Athlon XP a Duron ty obsahovaly instrukcˇnı´ sadu 3DNow!
Profesional cozˇ je vlastneˇ 3DNow! a SSE dohromady. Instrukcˇnı´ sada SSE se ujala. Hlavneˇ
vzhledem k noveˇ prˇina´sˇeny´m mozˇnostem. Umozˇnila pra´ci s desetinny´mi cˇı´sly. Cozˇ byl
hlavnı´ nedostatek MMX. Take´ byl rozsˇı´rˇen pocˇet registru˚ a jejich velikost a to o osm 128
bitovy´ch registru˚. Tyto registry nejsou nijak sdı´lene´, jako tomu bylo u MMX a slouzˇı´
pouze pro u´cˇely instrukcˇnı´ sady SSE, kazˇdy´ doka´zˇe pojmout cˇtyrˇi 32 bitove´ promeˇnne´
typu float. V praxi se ovsˇem vyuzˇı´va´ datovy´ typ double a to hlavneˇ z du˚vodu absence
funkcı´ pro typ float. Neza´vislost novy´ch registru˚ umozˇnˇuje libovolne´ prˇepı´na´nı´ mezi
MMX a SSE dokonce lze vyuzˇı´vat obeˇ sady soucˇasneˇ. Samozrˇejmostı´ je take´ libovolne´
prˇepı´na´nı´ z a do ko´du x87. Tyto vlastnosti umozˇnily obrovsky´ rozmach instrukcı´ SSE do
multime´diı´ a vy´razne´ zrychlenı´ jejich zpracova´nı´.
Vy´voj pokracˇoval v roce 2001, kdy spolecˇnost Intel uvedla instrukcˇnı´ sadu SSE2. Tato
sada rozsˇirˇovala pu˚vodnı´ SSE o dalsˇı´ch 144 novy´ch instrukcı´. Prvnı´m procesorem s touto
instrukcˇnı´ sadou byl Pentium 4. Spolecˇnost AMD SSE2 uvedla azˇ v procesorech Opteron
v dubnu 2003. Instrukcˇnı´ sada SSE2 rozsˇirˇuje flexibilitu registru a umozˇnˇuje vyuzˇı´vat
mnoho datovy´ch typu˚. SSE2 je jizˇ u´plny´ syste´m umozˇnˇujı´cı´ masivnı´ paralelizaci. Tuto
instrukcˇnı´ sadu vyuzˇijeme v kapitole 9 prˇi implementaci nasˇeho algoritmu.
Na´sledovalo uvedenı´ instrukcˇnı´ sady SSE3 ta je ovsˇem pouze maly´m vylepsˇenı´m
SSE2. Hlavnı´m proble´mem teto sady a dalsˇı´ch jejich na´stupkynˇ je obrovske´ mnozˇstvı´
uzˇivatelu˚ s procesory podporujı´cı´ maxima´lneˇ SSE2. To se projevuje hlavneˇ nabı´dkou soft-
waru, ktery´ vyuzˇı´va´ tyto noveˇjsˇı´ instrukcˇnı´ sady. Aktua´lnı´ verze nese oznacˇenı´ SSE4.2
a obsahuje prˇes 700 instrukcı´. Za´jemce o kompletnı´ prˇehled mohu odka´zat na manua´l
spolecˇnosti Intel [25] ovsˇem kompletneˇ se jı´m prokousat spolkne pomeˇrneˇ hodneˇ cˇasu,
zabı´ra´ totizˇ u´ctyhodny´ch 4161 stran a je distribuova´n pouze v elektronicke´ formeˇ. Me´neˇ
odva´zˇne´ pak na neˇkterou z pracı´ [26] nebo [27].
8.2.4 CUDA
CUDA je sada knihoven prˇedstavena´ roku 2006 urcˇena´ pro paralelizaci vy´pocˇtu˚ za po-
moci graficky´ch karet od spolecˇnosti nvidia. Jak jizˇ bylo zmı´neˇno vy´sˇe graficke´ procesory
majı´ oproti CPU velkou vy´hodu v pocˇtu jader. To umozˇnˇuje dosahovat mnohem veˇtsˇı´ho
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(a) Porovna´nı´ GPU a CPU (b) Jednotlive´ vrstvy frameworku CUDA
Obra´zek 9: CUDA
vy´pocˇetnı´ho vy´konu v aplikacı´ch, ktere´ vyuzˇı´vajı´ masivnı´ paralelizaci. Standart CUDA
je jizˇ pomeˇrneˇ rozsˇı´rˇeny´ ovsˇem je urcˇen jen pro GPU z dı´lny spolecˇnosti nvidia. To je
du˚vod procˇ nemohl by´t vyuzˇit v me´ implementaci. CUDA sice mu˚zˇe beˇzˇet v rezˇimu si-
mulovane´ akcelerace ale k vyuzˇitı´ plne´ho potencia´lu je nutno vlastnit grafickou kartu
osazenou cˇipem NVidia.
Nicme´neˇ i prˇes tyto omezenı´ se jedna´ formu optimalizace, ktera´ stojı´ za u´vahu. Po-
kud na´m to hardware dovolı´. Vzhledem k vyzra´losti te´to technologie je tak nesporny´m
prˇı´nosem v oblasti vy´konu stereo korespondencˇnı´ch algoritmu˚ a zprˇı´stupnˇuje vy´pocˇetnı´
vy´kon jednotky GPU na mnoha OS. Rozdı´l oproti CPU je opravdu markantnı´, jak ukazuje
graf na obra´zku 9a. GPU ma´ v dnesˇnı´ dobeˇ na´skok v cele´m rˇadu a to GFLOPS v prˇı´padeˇ
CPU a TFLOPS v prˇı´padeˇ GPU. Takovy´to pocˇet operacı´ take´ vyzˇaduje dostatecˇny´ prˇı´sun
dat. V tomto ohledu je aktua´lnı´ stav srovna´nı´ CPU a GPU prakticky podobny´ jako v
prˇı´padeˇ mnozˇstvı´ operacı´. V grafech se sice zpravidla uva´dı´ teoreticka´ hranice. Prakticke´
vy´sledky ovsˇem potvrzujı´ teoreticke´.
Z tohoto du˚vodu je pomeˇrneˇ sˇkoda tento vy´kon nechat zaha´let. Jeho vyuzˇitı´ na´m
umozˇni knihovny a ru˚zna´ API obsazˇene´ v CUDA. Nacha´zı´ se zde take´ neˇkolik u´rovnı´
managementu, jak ukazuje obra´zek 9b. Nejpohodlneˇjsˇı´ je vyuzˇitı´ strˇednı´ u´rovneˇ nazvane´
Runtime. Vysˇsˇı´ u´rovenˇ obsahuje knihovny vyzˇite´ v CUDA. Nizˇsˇı´ pak API k nastavenı´
samotne´ho ovladacˇe a hardware.
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Hlavnı´m prvkem CUDA je rozsˇı´rˇenı´ programovacı´ho jazyka C za pomoci vlastnı´ho
kompila´toru nvcc o definici kernelu a dalsˇı´ch prvku˚. Kernel zde reprezentuje jednotlive´
paralelizovane´ funkce. K dispozici jsou take´ vla´kna a sdı´lena´ pameˇt’ tyto beˇzˇne´ techniky
byly ovsˇem optimalizova´ny pro pouzˇitı´ na GPU. Velikost rezˇie vla´ken tudı´zˇ byla znacˇneˇ
zredukova´na stejneˇ jako penalizace prˇı´stupu do pameˇti. Samozrˇejmostı´ je take´ kompa-
tibilita s OpenGL a Direct3D. Nvidia na svy´ch stra´nka´ch [31] publikuje take´ pomeˇrneˇ
obsa´hle a dobrˇe zpracovane´ manua´ly.
8.2.5 OpenCL
OpenCL neboli je pu˚vodneˇ projekt spolecˇnosti Apple a rˇadı´ se po bok projektu CUDA
prakticky se ovsˇem jedna´ o jeho na´stupce. OpenCL obsahuje jednu podstatnou zmeˇnu
ve filozofii. Ma´ totizˇ za cı´l umozˇnit prova´deˇt vy´pocˇty distribuovaneˇ na heterogennı´ch
syste´mech skla´dajı´cı´ch se z vı´ce nezˇ jednoho procesoru. V praxi se zpravidla objevuje
kombinace jednotek CPU a GPU. Tento projekt ma´ take´ obrovskou vy´hodu a to ve formeˇ
podpory od mnoha vy´robcu˚ mikrocˇipu˚ vcˇetneˇ Nvidie. Samotne´ principy fungovanı´ to-
hoto frameworku jsou velmi podobne´ jako ve frameworku CUDA.
Vzhledem k faktu zˇe Apple postupneˇ k vy´voji prˇizval veˇtsˇinu velky´ch hra´cˇu˚ v oboru
jako AMD, IBM, Intel a Nvidia. A nynı´ je tento framework spravova´n konsorciem Khro-
nos [?] stejneˇ jako trˇeba mnohem zna´meˇjsˇı´ OpenGL. Navı´c masivnı´ podpora ze strany
vy´robcu˚. Deˇla´ z OpenCL jeden z nejlepsˇı´ch frameworku˚. Urcˇeny´ch k vykona´va´nı´ vy´pocˇtu˚
na GPU. V blı´zke´ budoucnosti se bude pravdeˇpodobneˇ prosazovat cˇı´m da´l tı´m vı´ce.
OpenCL implementuje standart C99 to znamena´, zˇe ko´d napsany´ pro platformu Open-
CL C je velmi podobny´ ko´du v jazyce ANSI C. Jsou zde ovsˇem jiste´ zmeˇny naprˇı´klad
nemozˇnost vyuzˇitı´ rekurze. K prˇekladu programu˚ je popeˇt nutno vyuzˇit nestandardnı´
prˇekladacˇ a to OpelCL Compiler ten je distribuova´n spolu s frameworkem OpenCL.
Na OpenCL je poznat zapojenı´ firmy Nvidia. Za´kladnı´ jednotkou je zde take´ ker-
nel a modely spra´vy pameˇti i funkce jsou vesmeˇs podobne´. Ovsˇem prˇi detailnı´m stu-
diu zjistı´me zˇe OpenCL poskytuje podstatneˇ vı´ce mozˇnostı´. Zde bych opeˇt doporucˇil
manua´ly zverˇejneˇne´ na stra´nka´ch projektu.
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9 Implementace
K samotne´ implementaci algoritmu zvolene´ho algoritmu na ba´zi Belief propagation. Bylo
vyuzˇito jazyka C++ a o jak z du˚vodu multiplatformnı´ho vyuzˇitı´ tohoto jazyka ale take´
jeho prˇehlednosti a obrovsky´m mozˇnostem v oblasti optimalizace. Veˇtsˇina modernı´ch
technologiı´ zaby´vajı´cı´ch se paralelnı´mi vy´pocˇty vyuzˇı´va´ prˇı´mo jazyk C nebo C++ poprˇı´-
padeˇ implementujı´ normu ISO C99. Dalsˇı´m rozhodujı´cı´m faktorem je dostupnost kva-
litnı´ch knihoven pro pra´ci s obra´zky v te´to pra´ci jsem zvolil jizˇ proveˇrˇenou knihovnu
OpenCV.
Dı´ky teˇmto knihovna´m jsme se mohli soustrˇedit na implementaci algoritmu BP a ne-
zateˇzˇovaly na´s podruzˇne´ proble´my v podobeˇ cˇtenı´ dat ze souboru apod. Jisteˇ se nabı´zı´
take´ vyuzˇitı´ jazyku jako je C# nebo JAVA. Ovsˇem vzhledem k beˇhu programu ve virtua´l-
nı´ch strojı´ch nedosahujı´ tyto jazyky takove´ho vy´konu jako jazyky C a C++. Le´pe rˇecˇeno
virtua´lnı´ stroj slouzˇı´ spı´sˇe jako bezpecˇnostnı´ prvek zajisˇt’ujı´cı´ oddeˇlenı´ operacˇnı´ho syste´-
mu a programu. To ma´ samozrˇejmeˇ na´sledek v podobeˇ mı´rne´ho na´ru˚stu pameˇt’ove´ slozˇi-
tosti ale hlavneˇ zpomalenı´ vykona´va´nı´ instrukcı´ programu. Jako prˇı´klad uved’me OS
android se svy´m virtua´lnı´m strojem Dalvik. Program vykona´vany´ nativneˇ bez tohoto
virtua´lnı´ho stroje v jazyce C byl prˇi experimentech azˇ cˇtyrˇikra´t rychlejsˇı´ nezˇ ten samy´
program jen napsany´ v JAVA.
9.1 Implementace BP
Jak jizˇ bylo rˇecˇeno, algoritmus BP pracuje ve trˇech hlavnı´ch krocı´ch.
1. Vy´pocˇet vy´chozı´ch dat
2. Iterativnı´ posı´lanı´ zpra´v
3. Vy´pocˇet vy´sledku
V prvnı´ fa´zi jsme implementovali cˇisty´ algoritmus BP bez jake´koliv optimalizace a jen se
za´kladnı´mi modifikacemi.
9.1.1 Vy´pocˇet vy´chozı´ch dat
Vy´pocˇet vy´chozı´ch dat probı´ha´ pomeˇrneˇ jednoduchy´m zpu˚sobem, ten je popsa´n v kapi-
tole 7.2. Zde si vsˇak rˇekneme neˇco o srovna´vacı´ch funkcı´ch, ktere´ jsem vyuzˇil k vy´pocˇtu
vstupnı´ch dat. Take´ si povı´me o reprezentaci MRF v me´m programu.






Lc reprezentuje hodnotu barevne´ho kana´lu pro dany´ bod v leve´m obra´zku. Analogicky
Rc oznacˇuje barevny kana´l bodu z prave´ho obra´zku. Vy´sledky zı´skane´ za pomoci teˇchto
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dat jsou uspokojive´. Odpovı´dajı´ realiteˇ a hlavneˇ data zı´ska´me rychle bez slozˇity´ch vy´po-
cˇtu˚.
Druha´ funkce pak prova´dı´ vy´pocˇet o pozna´nı´ slozˇiteˇjsˇı´. Hlavnı´m rozdı´lem oproti
prvnı´mu vzorc 5 je zahrnutı´ okolnı´ch pixelu˚. Vzorec je vzhledem ke sve´ slozˇitosti de-
finova´n po cˇa´stech. Prvnı´ cˇastı´ je obecna´ definice 6 rozdı´lu barevny´ch kana´lu˚ ∆xy dvou








Ic v tomto vzorci definuje intenzitu barevne´ho kana´lu˚. Va´ha jednotlivy´ch pixelu˚ wxy je






Hodnoty βcw a γcw byly prˇevzaty z pra´ce [18] a definova´ny jsou na za´kladeˇ empiricke´ho








Wx reprezentuje pomocne´ oke´nko okolo pozorovane´ho pixelu a d(y, y) Birchfieldovu a




(dx) = λbpmin(CL,xl(dx), ηbp) (9)
Tı´mto ma´me vytvorˇeny vy´chozı´ data. Prˇi prvnı´m pohledu na jednotlive´ vzorce zistı´me
zˇe je nutno pracovat s desetiny´mi cˇı´sly proto jsou datat reprezentova´na datovy´m typem
double nebo float. Volba datove´ho typu zavı´sı´ na pouzˇite´ optimalizaci. Typ float je do-
statecˇny´ avsˇak instrukce SSE pracujı´ s typem double a prˇi jejı´ch vyuzˇitı´ je vy´hodneˇjsˇı´
vyuzˇı´t tento datovy´ typ.
Pro samotnou reprezentaci dat jsem zvolil jednoduche´ vı´ce rozmeˇrne´ pole. Prˇesneˇji
trˇı´ rozmeˇrne´ pole prˇi implementaci cˇiste´ho BP a rychle konvergujı´cı´ho BP. Prˇı´ implemen-
taci hierarchicke´ho BP bylo nutno prˇidat dalsˇı´ rozmeˇr reprezentujı´cı´ jednotlive´ u´rovneˇ
komprese.
Prˇedstavene´ zpu˚soby vy´pocˇtu vy´chozı´ch dat se diametra´lneˇ lisˇı´ svou slozˇitostı´, jak
ukazuje obra´zek 10.
Na neˇm jsou mapy vola´nı´ funkcı´ dvou implementacı´ hierarchicke´ho algoritmu BP
lisˇı´cı´ho se pouze ve zpu˚sobu vy´pocˇtu vy´chozı´ch dat. Jak mu˚zˇeme videˇt rozdı´l doby
vy´pocˇtu vy´chozı´ch dat je opravdu znacˇny´. Naopak rozdı´l ve vy´sledne´ disparitnı´ mapeˇ
jizˇ tak znatelny´ nenı´, viz prˇı´loha F. Obecneˇ lze rˇı´ci, zˇe slozˇiteˇjsˇı´ funkce dosahuje spo-
jiteˇjsˇı´ch vy´sledku. Avsˇak doba vy´pocˇtu oproti jednoduche´mu rozdı´lu hodnot intenzity je
azˇ cˇtyrˇikra´t delsˇı´. Proto je volba ota´zkou priorit dane´ implementace BP. Jedna´-li se na´m
hlavneˇ o cˇas zpracova´nı´ urcˇiteˇ je vhodne´ vyuzˇit pouze jednoduchy´ rozdı´l intenzit.
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(a) Graf vola´nı´ pro jednoduchy´ rozdı´l intenzit pixelu
(b) Graf vola´nı´ pro slozˇiteˇjı´sˇı´ rozdı´l pixelu
Obra´zek 10: Grafy vola´nı´
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9.1.2 Iterativnı´ posı´lanı´ zpra´v
V me´ implementaci jsem vyuzˇil zpra´vy typu sum product. Vy´pocˇet zpra´vy probı´ha´ v









V (fp, fq) oznacˇuje hodnotu hladkosti. Dp(fp) reprezentuju datovou slozˇku zpra´vy.∑
s∈N(q)m
t−1
sp (fp) odpovı´da soucˇtu jednotlivy´ch zpra´v od sposednı´ch pixelu˚. Prvnı´ se
provede suma vstupnı´ch dat pro kazˇdou u´rovenˇ disparity. Vypocˇtene´ hodnoty se zapı´sˇı´
do cı´lovy´ch promeˇnny´ch. Na´sledneˇ se na cı´lovy´ch promeˇnny´ch provede normalizace a
odstraneˇnı´ nevyhovujı´cı´ch hodnot vedoucı´ch ke sˇpatne´mu vy´sledku.
Pozˇadavek inicializuje cı´l, ten si od sve´ho okolı´ vyzˇa´da´ odpovı´dajı´cı´ zpra´vy. Pocˇet
iteracı´ BP byl nastaven na 25. Cozˇ je dostatecˇna´ hodnota k dosazˇenı´ spra´vne´ho vy´sledku.
Ve fa´zi zası´lanı´ zpra´v lze aplikovat procedura´lnı´ vylepsˇenı´ popisovane´ v kapitole 8.1.2 a
tı´m vytvorˇit algoritmus spadajı´cı´ do trˇı´dy rychle konvergujı´cı´ch. V me´m prˇı´padeˇ po fa´zi







C1L reprezentuje nejnizˇsˇı´ rozdı´l dane´ho vektoru neboli bodu. C
2
L je pak druhy´ nejlepsˇı´.
Vy´sledna´ hodnota reprezentuje velikost du˚veˇry v aktua´lneˇ vypocˇteny´ vy´sledek pokud je
tato hodnota veˇtsˇı´ nezˇ 0.4 je bod prohla´sˇen za stabilnı´ a dalsˇı´ vy´pocˇty se pro neˇj ne-
prova´deˇjı´. Hodnota byla urcˇena experimenta´lneˇ a prˇevzata z pra´ce [18]. Pocˇet operacı´
nutny´ch k zasla´nı´ dostatecˇne´ho mnozˇstvı´ zpra´v mu˚zˇeme snı´zˇit za pomoci implemen-
tace datove´ pyramidy popsane´ v kapitole 8.1.3. Jak je zmı´neˇno v kapitole zaby´vajı´cı´ se
datovou pyramidou zahrnutı´m tohoto vylepsˇenı´ na´sˇ algoritmus zı´ska´ prˇı´vlastek hierar-
chicky´.
Vlastnı´ implementace datove´ pyramidy je prosta´. Vy´chozı´ data se pocˇı´tajı´ zcela stejneˇ.
Pouze se umı´stı´ do nulove´ nekomprimovane´ u´rovneˇ cˇtyrˇ rozmeˇrne´ho pole. Vysˇsˇı´ u´rovneˇ
se pak spocˇı´tajı´ jednodusˇe podle principu˚ popsany´ch v kapitole 8.1.3 jako funkci pro
vy´pocˇet komprimovane´ hodnoty jsem vyuzˇil jednoduchou sumu rozdı´lu jednotlivy´ch
pixelu˚ ve smeˇru komprese 12. V tomto vzorci b reprezentoje mnozˇinu pixelu˚ v korespon-
dujı´cı´m kompresnı´m okneˇ. V prˇı´padeˇ dekomprese pak byla zvolena jednoducha´ propa-
gace dat.
Db(fb) = sump∈bDp(fb) (12)
Tyto vylepsˇenı´ jsou ovsˇem procedura´lnı´ho charakteru. Jejich efekt na zkra´cenı´ doby
zpracova´nı´ je vsˇak znacˇny´ a dosahovane´ cˇasy se ale porˇa´d pouze blı´zˇı´ rea´lne´mu zpra-
cova´nı´. Srovna´nı´ cˇasu beˇhu jednotlivy´ch procedura´lnı´ch modifikacı´ lze zı´skat z grafu na
obra´zku 23 v prˇı´loze E. Vy´sledne´ disparitnı´ mapy jednotlivy´ch optimalizacı´ pak nalez-
nete v prˇiloze F.
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(a) Cˇiste´ BP (b) Rychle konfergujı´cı´ BP
(c) Hirearchicke´ BP (d) Rychle konvergujı´cı´ hirearchicke´ BP
Obra´zek 11: Vy´sledne´ disparitnı´ mapy jednotlivy´ch implementacı´ BP
9.1.3 Vy´pocˇet vy´sledku
Fina´lnı´ vy´sledek se vypocˇte po probeˇhnutı´ vsˇech iteracı´ nebo v prˇı´padeˇ rychle konver-
gujı´cı´ho algoritmu po prˇekrocˇenı´ urcˇite´ho procenta stabilnı´ch pixelu˚ v idea´lnı´m prˇı´padeˇ
vsˇech.
Vy´pocˇet vybı´ra´ pro kazˇdy´ bod nejlepsˇı´ hodnotu disparity za pomoci sumy vsˇech do-
stupny´ch skryty´ch promeˇnny´ch pro kazˇdou neza´vislou promeˇnnou v MRF. Vybı´ra´ se
nejnizˇsˇı´ hodnota podle principu
”
vı´teˇz bere vsˇe“. Hodnotou disparity pak je hloubka ve
ktere´ je nalezen vı´teˇz.
Vy´sledna´ disparitnı´ mapa se lisˇı´ podle zvolene´ procesnı´ implementace. Na obra´zku
11 vidı´me disparitnı´ mapy jednotlivy´ch algoritmu˚ lisˇı´cı´ se v implementaci procesu zası´-
lanı´ zpra´v. Vsˇimneˇte si vy´razny´ch chyb vyskytujı´cı´ch se v implementaci rychle konver-
gujı´cı´ch algoritmu˚ BP. Tyto chyby naznacˇujı´ sˇpatnou volbu hodnoty uza´veˇru nebo ne-
vhoddnou formu vy´pocˇtu du˚veˇry. I prˇes tyto chyby je vy´sledna´ disparitnı´ mapa vyuzˇi-
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telna´. nejlepsˇı´ch vy´sledku˚ v pomeˇru cˇasu a prˇesnosti vsˇak dosahuje hierarchicka´ verze
BP.
9.2 Paralelnı´ zpracova´nı´
Prvnı´ cˇa´stı´ optimalizace za pomocı´ paralelismu by vzˇdy meˇla by´t analy´za vy´chozı´ho pro-
cedura´lnı´ho proble´mu. V nasˇem prˇı´padeˇ vidı´me na grafech vola´nı´ z obra´zku˚ 10 prˇevahu
vola´nı´ trˇı´ funkcı´. Jedna´ se o jednotlivou zpra´vu msg, jejı´ uza´veˇr dt, a funkci srovna´nı´
dvou pixelu˚ pixel compare. Vzhledem k velke´mu pocˇtu teˇchto operacı´ by urcˇiteˇ bylo
vhodne´, aby probı´haly soubeˇzˇneˇ. Dalsˇı´m du˚lezˇity´m rozhodnutı´m je optima´lnı´ volba pa-
ralelizovane´ho procedura´lnı´ho rˇesˇenı´. Tato pra´ce se snazˇı´ algoritmus BP optimalizovat
hlavneˇ po cˇasove´ stra´nce. Z tohoto du˚vodu jsme zvolili pro vy´pocˇet dat pouze jedno-
duchy´ rozdı´l intenzit pixelu. Da´le jsem na za´kladeˇ grafu spotrˇeby pameˇti v cˇase vyobra-
zene´m na obra´zku 23 ten se nacha´zı´ v prˇı´loze E zvolil k paralelizaci hierarchickou verzi
BP. Prˇedevsˇı´m kvu˚li optima´lnı´ dobeˇ zpracova´nı´ jizˇ v procedura´lnı´ verzi, ale take´ kvu˚li
kvalitnı´m vy´sledny´m mapa´m disparity.
Nejprve jsem zavedl paralelismus na u´rovni OS v podobeˇ vla´ken. Ty jsme si prˇedstavi-
li v kapitole 8.2.2. Zde ovsˇem vyvstala ota´zka. V prˇı´padeˇ prˇı´lisˇne´ho vyuzˇı´vanı´ te´to me-
tody totizˇ docha´zelo k zahlcenı´ syste´mu velky´m mnozˇstvı´m vla´ken. Toto zahlcenı´ meˇla
na sveˇdomı´ rezˇie nutna´ ke spra´veˇ obrovske´ho pocˇtu vla´ken. Tento proble´m jsem ovsˇem
vyrˇesˇili pouze strˇı´dmy´m vyuzˇitı´m vla´ken. Experimenta´lneˇ jsem dosˇel k paralelizaci za
pomocı´ vla´ken na u´rovnı´ch jednotlivy´ch iteracı´ BP a vy´pocˇtu vy´chozı´ch dat. Pouzˇitı´m
vla´ken na teto u´rovni vzniknou v syste´mu maxima´lneˇ desı´tky vla´ken oproti stovka´m,
ktere´ vznikaly prˇi vyuzˇitı´ tohoto zpu˚sobu pro kazˇdy´ rˇa´dek. Specificky v me´ implemen-
taci zpracova´va´m vzˇdy najednou cˇtyrˇi rˇa´dky dat. V prˇı´padeˇ vy´chozı´ch dat je dodrzˇena
podmı´nka vza´jemne´ neza´vislosti jednotlivy´ch srovna´nı´. Vstupnı´ data ma´me k dispo-
zici vsˇechna a jsou nemeˇnna´. Naopak v prˇı´padeˇ zpra´v jsem vyuzˇil stejny´ model ovsˇem
za cenu mı´rne´ porusˇenı´ neza´vislosti. Spra´vneˇ by totizˇ vy´pocˇet zpra´vy meˇl probı´hat na
za´kladeˇ aktua´lnı´ch dat vypocˇteny´ch prˇedesˇly´mi zpra´vami dane´ iterace. Ja´ jsem zvolil
model vy´pocˇtu zalozˇeny´ na datech z prˇedesˇle´ iterace nikoli ze soucˇasne´. Tato zmeˇna
ovsˇem nemeˇla na vy´sledek vliv. Uved’me si zde kra´tky´ vy´pis 1 na vyuzˇitı´ vla´ken v pro-
gramovacı´m jazyce C.
// vypocet vychozich dat
for( i =0; i< BP LEVELS;i++){
param[i] = i ;
pthread create(&vlakna[i ], NULL, &bp level data, (void ∗) &param[i]);
}
// cekani na dokonceni vypoctu
for ( i = 0; i < BP LEVELS; i++) {
pthread join(vlakna[ i ], NULL);
}
Vy´pis 1: Prˇı´klad vytva´rˇenı´ vla´ken a na´sledne´ho vycˇka´va´nı´ na jejı´ch dokoncˇenı´.
Hlavnı´ vy´hodou vla´ken je snadne´ sdı´lenı´ pameˇti a bezproble´mova´ komunikace mezi
jednotlivy´mi vla´kny. Zde je du˚lezˇite´ si spra´vneˇ rozvrhnout jednotlive´ stavy vla´ken aby
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nedocha´zelo k zbytecˇny´m syste´movy´m vola´nı´m. Vla´kna majı´ take´ sva´ omezenı´ v podobeˇ
jiste´ fixace dane´ implementace na specificky´ OS. V me´m prˇı´padeˇ se jedna o OS Linux a
knihovnu pthread. Ta implementuje standart POSIX a je dostupna´ jak pro C tak i C++.
Existuje i snadno dostupna´ verze te´to knihovny pro OS Windows tudı´zˇ napsany´ ko´d lze
vyuzˇit na OS Linux tak na OS Windows.
Zavedenı´ paralelismu na ba´zi vla´ken nezpu˚sobilo u mensˇı´ch vstupnı´ch dat vy´razne´
snı´zˇenı´ vypocˇetnı´ho cˇasu. V prˇı´padeˇ veˇtsˇı´ch vstupu˚ se uzˇ ovsˇem tato optimalizace pro-
jevila a to snı´zˇenı´m doby zpracova´nı´ prˇiblizˇneˇ o peˇt sekund. Mnozˇstvı´ usporˇene´ho cˇasu
velmi za´lezˇı´ na vyuzˇite´m hardwaru, OS tak i knihovneˇ jenzˇ byla k tomuto u´cˇelu vyuzˇita.
Jako dalsˇı´ u´rovenˇ paralelizace jsme uvazˇovali metodu SSE popsanou v kapitole 8.2.3.
Vyuzˇitı´ teto technologie se nabı´zı´ ve fa´zi vypocˇtu trˇech nejfrekventovaneˇjsˇı´ch funkcı´ z
grafu˚ volanı´ na obra´zku 10. Vzhledem k mozˇnosti spocˇı´tat vsˇechny u´rovneˇ zpra´vy najed-
nou. Za pomoci principu SIMD a navı´c vstupnı´ data teˇchto funkcı´ jsou jizˇ v pozˇadovane´m
forma´tu dat. SSE umı´ pracovat pouze s jednorozmeˇrny´mi poli. Dalsˇı´m du˚vodem je zˇe i
mala´ u´spora v te´to fa´zi bude mı´t velky´ efekt na celkovy´ cˇas vy´pocˇtu a to vzhledem k
obrovske´mu pocˇtu vola´nı´ teto funkce.
Ko´d programu v instrukcı´ch SSE se pisˇe prˇı´mo ve zdrojove´m souboru jazyka C nebo
C++ k jeho napojenı´ slouzı´ standartnı´ knihovna. Samotny´ ko´d programu v SSE je po-
dobny´ spı´sˇe jazyku Assembler jak ukazuje vy´pis 2. Oblast ko´du v instrukcı´ch SSE ohrani-
cˇuje tag asm. Uvnitrˇ tohoto tagu se vyuzˇı´vajı´ pouze SSE instrukce. Tag lze ovsˇem libo-
volneˇ ukoncˇit vykonat cˇa´st ko´du v jazyce C a opeˇt pomocı´ tagu asm prˇejı´t na instrukce
SSE. asm take´ neuvozuje pouze instrukce SSE ale take´ MMX a jine´ sady procesosrovy´ch
instrukci.
void ∗invertImageAsmSSE(unsigned char ∗src, unsigned char ∗dst, int imageSize){
int numberOfLoops = imageSize/16;
asm{
mov esi, src // esi = src
mov edi, dst // edi = dst
mov ecx, numberOfLoops //ecx obsahuje pocet opakovani
pcmpeqb xmm2, xmm2 //do registru xmm2 da same jednicky
loop1: // zacatek smycky
movdqa xmm0, xmm2 //kopie samych nul do xmm0
movdqu xmm1, [esi] //do xmm1 nacte 16 pixelu
psubb xmm0, xmm1 //xmm0 = xmm0 − xmm1
movdqu [edi], xmm0 //pixely ulozime do vysledneho obrazku
add esi, 16 // posunuti v poli o 16
add edi, 16 // posunuti v poli o 16
add ecx, −1 //snizeni pocitadla smycek o 1
jnz loop1 // pokud pocitadlo neni nulove, skoc na zacatek smycky
}
}
Vy´pis 2: Prˇı´klad ko´d v instrukcı´ch SSE. Inverze obra´zku
Implemtaci te´to metody paralelizace jsem se zby´val pouze teoreticky.
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Dalsˇı´ zcela odlisˇnou variantou optimalizace je vyuzˇitı´ frameworku OpenCL ten uzˇ
se na´sledneˇ postara´ o rozdeˇlenı´ a paralelizaci jednotlivy´ch u´konu˚ zpravidla za pomoci
GPU. Tı´mto frameworkem se zbeˇzˇneˇ zaby´va´me v kapitole 8.2.5. Jak jizˇ bylo zmı´neˇno
tento framework vyuzˇı´va´ svu˚j vlatnı´ jazyk implementujı´cı´ standart C99. Nutny´ je take´
specia´lnı´ prˇekladacˇ opeˇt doda´vany´ s frameworkem.
Hlavnı´ jednotkou OpenCL je kernel ten v tomto kontextu reprezentuje paralelizo-
vanou funkci prova´deˇjı´cı´ dany´ vy´pocˇet. Ta je na´sledneˇ vykona´na za pomoci kontextu a
programu na vy´pocˇetnı´ jednotce. Tento prˇı´stup mu˚zˇe by´t zavadeˇjı´cı´ a to obzvla´sˇteˇ pro
zacˇı´najı´cı´ho uzˇivatele. Ovsˇem jakmile si zvykneme na jistou mı´ru zobecneˇnı´ nemeˇl by
tento prˇistup deˇlat proble´m. Tento v ”chaos”je zpu˚soben snahou o co nejveˇtsˇı´ mozˇnou
prˇenositelnost ko´du mezi jednotlivy´mi hardwarovy´mi platformami. Jednoducha´ uka´zka
kernelu se nacha´zı´ ve vy´pisu 3
kernel void vector add gpu ( global const float∗ src a,




const int idx = get global id (0) ;
// Vykonavana operace
if ( idx < num)
res[ idx ] = src a[ idx ] + src b[ idx ];
}
Vy´pis 3: Prˇı´klad jednoduch0ho kernelu OpenCL
K vyuzˇitı´ prˇikladu kernelu z vy´pisu 3 potrˇebujeme inicializovat celou rˇadu dalsˇı´ch
komponent jejich prˇedstavenı´ a popis by vydalo na samostatnou publikaci jak ostatneˇ
ukazuje mimo jine´ manua´l zverˇejneˇny´ na stra´mkach tohoto frameworku.
K implementaci touto metodou nedosˇlo z podobny´ch du˚vodu˚ jako v prˇı´padeˇ SSE.
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10 Za´veˇr
Za´veˇrem pra´ce mu˚zˇeme konstatovat, zˇe jsme splnili podmı´nky zada´nı´. Tudı´zˇ jsme se
sezna´mili s aktua´lneˇ pouzˇı´vany´mi algoritmy a jejich funkcˇnostı´. Take´ jsme navrhli vlastnı´
algoritmus zpracova´vajı´cı´ stereoskopicky´ za´znam sce´ny v podobeˇ dvou vstupnı´ch obra´z-
ku˚, jehozˇ vy´stupem je disparitnı´ mapa dane´ sce´ny. Na´mi navrzˇeny´ algoritmus vyuzˇı´va´
postup zna´my´ jako Belief propagation a patrˇı´ do kategorie hierarchicky´ch. Tento algo-
ritmus byl jakozˇto steˇzˇejnı´ te´ma te´to pra´ce popsa´na prozkouma´n do detailu˚. Da´le jsme
provedli optimalizaci navrzˇene´ho algoritmu za pomocı´ vhodneˇ zvoleny´ch procesnı´ch
vylepsˇenı´ a spra´vneˇ umı´steˇne´ paralelizace rˇesˇenı´ proble´mu.
Kdybychom ovsˇem meˇli pokracˇovat ve vylepsˇova´nı´ nasˇeho algoritmu. Urcˇiteˇ bychom
mezi prvnı´mi vylepsˇenı´mi meˇli uvazˇovat nad vyuzˇitı´m segmentace obrazu na pomoci
barevne´ informace. Te´to metody vyuzˇı´vajı´ take´ oba vzorove´ algoritmy [18, 19]. Dalsˇı´
mozˇnostı´ je vyuzˇitı´ uza´veˇru˚ du˚veˇry popsany´ch v kapitole 8.1.2. Jako vhodna´ se take´ jevı´
implementace algoritmu Bleief propagation ve frameworku OpenCL.
Budoucnost tohoto algoritmu a jemu podobny´ch je velmi nadeˇjna´ mozˇnosti jejich
vyuzˇitı´ jsou prakticky omezeny pouze nasˇı´ fantaziı´ a da´va´ lidstvu zcela nove´ mozˇnosti
v podobeˇ znacˇne´ho rozsˇı´rˇenı´ zraku a mozˇnosti jeho simulace a to od pomeˇrneˇ male´ho
meˇrˇı´tka v podobeˇ robotiky a nanorobotiky azˇ po to obrovske´ v podobeˇ vesmı´rny´ch dale-
kohledu˚ a teleskopu˚ na obeˇzˇne´ dra´ze.
Nove´ technologie procesoru otevrˇou jesˇteˇ dalsˇı´ mozˇnosti v podobeˇ skutecˇneˇ real-
time zpracova´nı´ algoritmu. Ruku v ruce s tı´mto faktem pu˚jde i miniaturizace zarˇı´zenı´,
ktere´ bude schopno vykonat tyto algoritmy v dostatecˇneˇ kra´tke´m cˇase. V tomto ohledu
bychom mohli zmı´nit novou technologii 3D tranzistoru˚ ta umozˇnı´ dalsˇı´ miniaturizaci
a na´ru˚st pocˇtu tranzistoru˚ v mikrocˇipech a za´rovenˇ se snı´zˇenı´m spotrˇeby a mnozˇstvı´m
odpadnı´ho tepla.
Dalsˇı´m velky´m prˇelomem mu˚zˇe by´t uvedenı´ procesoru s podporou masivnı´ para-
lelizace. Spolecˇnost Intel nynı´ pla´nuje konstrukci procesoru˚ s vice jak 50 ja´dry. Takovy´to
procesor by dosahoval azˇ neuveˇrˇitelneˇ nı´zky´ch cˇasu˚ zpracova´nı´ stereo korespondencˇnı´ch
algoritmu˚. V tomto prˇı´padeˇ by ovsˇem byly vı´ce zvy´hodneˇny´ jine´ zpu˚soby rˇesˇenı´ stereo
korespondence. A v neposlednı´ rˇadeˇ je zde i dlouho diskutovana´ technologie kvantovy´ch
procesoru˚ ta pravdeˇpodobneˇ otevrˇe zcela nove´ bra´ny oboru informatiky. A zpu˚soby
rˇesˇenı´ nasˇeho proble´mu˚ jisteˇ zmeˇnı´.
Ovsˇem nove´ technologie mohou take´ vy´razneˇ zmeˇnit pozˇadavky uzˇivatelu˚. Naprˇı´-
klad uved’me technologii nove´ho druhu fotoapara´tu Lytro. Ten jizˇ nevyuzˇı´va´ klasicky´
plochy´ mikrocˇip zaznamena´vajı´cı´ pouze intenzitu paprsku sveˇtla dopadajı´cı´ch na plo-
chu cˇipu. Lytro obsahuje takzvany´ Light field sensor ten nezaznamena´va´ pouze inten-
zitu ale take´ vektor a jine´ informace o paprsku sveˇtla ktery´ procha´zı´ tı´mto senzorem. To
umozˇnˇuje zaznamenat snı´mek sce´ny kompletneˇ ve 3D i jednı´m prˇı´strojem. Algoritmus
rekonstruujı´cı´ tuto sce´nu bude pracovat na zcela odlisˇne´m principu. Snı´mek z tohoto
typu fotoapara´tu se neostrˇı´ na urcˇity´ objekt fa´ze ostrˇenı´ probı´ha´ azˇ po fa´zi za´znamu a
za pomocı´ softwaru na PC. Tı´m by se na´sˇ algoritmus BP mohl dostat mino hlavnı´ ob-
last za´jmu. Ovsˇem z opacˇne´ho u´hlu pohledu stereoskopicka´ soustava sestavena´ z tohoto
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(a) Nemozˇny´ tvar (b) Va´za nebo tva´rˇe (c) Nemozˇny´ tvar
(d) Slon s vı´ce nohama (e) Prˇı´klad schopnosti do-
kreslit objekty
(f) Iluze deformace rov-
nobeˇzˇny´ch cˇar
(g) Vodopa´dy (MC Escher) (h) Iluze zmeˇny velikosti objektu
Obra´zek 12: Opticke´ klamy
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Obra´zek 13: Iluze pohybu




Obra´zek 15: Pinhole model [1]
(a) (b)
Obra´zek 16: Za´vislost chyby vy´pocˇtu na rozlisˇenı´ [1]
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Obra´zek 17: Proble´m prˇekrytı´ [1]
Obra´zek 18: Nejveˇtsˇı´ CCD senzor
56
C Nejbeˇzˇneˇjsˇı´ funkce k ohodnocenı´ shody
5
7
DSAD - suma absolutnı´ch rozdı´lu˚
DSAD =
∑
(i,j)∈U |Il(x+ i, y + j)− Ir(x+ dx + i, y + dy + j)|
DZSAD - nula znamena´ SAD
DZSAD =
∑
(i,j)∈U |(Il(x+ i, y + j)− Il(x, y))− (Ir(x+ dx + i, y + dy + j)− Il(x+ dx, y9 + dy))|
DSSD - suma mocneˇny´ch rozdı´lu˚
DSSD =
∑
(i,j)∈U [Il(x+ i, y + j)− Ir(x+ dx + i, y + dy + j)]
2
DZSSD - nula znamena´ SSD
DZSSD =
∑
(i,j)∈U ([Il(x+ i, y + j)− Il(x, y)]− [Ir(x+ dx + i, y + dy + j)− Il(x+ dx, y9 + dy)])
2
































DSCP - suma krˇı´zˇovy´ch produktu˚
DSCP =
∑















(a) Trueground (b) Levy´ pohled (c) Pravy´ pohled
Obra´zek 19: Datovy´ set Tsukuba [9]
(a) Trueground (b) Levy´ pohled (c) Pravy´ pohled
Obra´zek 20: Datovy´ set Cones [22]
(a) Trueground (b) Levy´ pohled (c) Pravy´ pohled
Obra´zek 21: Datovy´ set Teddy [22]
(a) Trueground (b) Levy´ pohled (c) Pravy´ pohled
Obra´zek 22: Datovy´ set Venus [9]
60
E Graf vyuzˇitı´ pameˇti v cˇase
6
1Obra´zek 23: Graf vyuzˇitı´ pameˇti v cˇase. Z leva do prava jednotlive´ cˇa´sti reprezentujı´ cˇiste BP, rychle konvergujı´cı´ BP, hierar-
chicke´ BP a rychle konvergujı´cı´ BP
62
F Vy´sledne´ disparitnı´ mapy
63
(a) Cˇiste´ BP s jednoduchy´m rozdı´lem inten-
zit
(b) Cˇiste´ BP se slozˇiteˇjsˇı´ funkcı´ shody
(c) Rychle konvergujı´cı´ BP s jednoduchy´m
rozdı´lem intenzit
(d) Rychle konvergujı´cı´ BP se slozˇiteˇjsˇı´
funkcı´ shody
(e) Hierarchicke´ BP s jednoduchy´m
rozdı´lem intenzit
(f) Hierarchicke´ BP se slozˇiteˇjsˇı´ funkcı´
shody
(g) Rychle konvergujı´cı´ hierarchicke´ BP s
jednoduchy´m rozdı´lem intenzit
(h) Rychle konvergujı´cı´ hierarchicke´ BP se
slozˇiteˇjsˇı´ funkcı´ shody
Obra´zek 24: Vy´sledne´ disparitnı´ mapy jednotlivy´ch typu˚ implementacı´ BP pro datovy´
set Tsukuba
