The more general viscosity implicit midpoint rule of fixed point of nonexpansive mapping in Hilbert space is established. The strong convergence of this rule is proved under certain assumptions imposed on the sequence of parameters, which, in addition, is the unique solution of the variational inequality problem. Applications to variational inequalities, hierarchical minimization problems, Fredholm integral equations, and nonlinear evolution equations are included. The results presented in this work may be treated as an improvement, extension and refinement of some corresponding ones in the literature. c 2017 All rights reserved.
Introduction
Throughout the paper unless otherwise stated, H denotes a real Hilbert space, we denote the norm and inner product of H by · and ·, · , respectively. Let C be a nonempty, closed and convex subset of H. Let {x n } be a sequence in H, then x n → x (respectively, x n x) will denote strong (respectively, weak) convergence of the sequence {x n }.
The viscosity approximation method for nonexpansive mappings in Hilbert spaces was introduced by Moudafi [12] , following the ideas of Attouch [2] , which generates the sequence {x n } by the following explicit viscosity method:
x n+1 = α n f(x n ) + (1 − α n )T x n , n 0,
where f is a contraction mapping on H, T is a nonexpansive mapping on H, and {α n } is a sequence in (0,1). Note that the iterative scheme (1.1) generalizes the results of Browder [6] and Halpern [9] in another direction. The convergence of the explicit iterative scheme (1.1) has been the subject of many authors because under suitable conditions these iterations converge strongly to the unique solution q ∈ Fix(T ) of the variational inequality (VI) (I − f)q, x − q 0, x ∈ Fix(T ), (1.2) where Fix(T ) denotes the set of fixed points of T . This fact allows us to apply this method to convex optimization, linear programming, and monotone inclusions. In 2004, Xu [17] extended the result of Moudafi [12] to uniformly smooth Banach spaces and obtained strong convergence theorem. In 2006, Marino and Xu [11] introduced the following iterative scheme based on viscosity approximation method, for fixed point problem for nonexpansive mapping T on H:
x n+1 = α n γf(x n ) + (I − α n B)T x n , n 0, (1.3) where f is a contraction mapping on H, B is a strongly positive self-adjoint bounded linear operator on H, and T is a nonexpansive mapping on H. They proved that sequence {x n } generated by (1.3) converges strongly to the unique solution of the variation inequality (VI) (B − γf)q, x − q 0, x ∈ Fix(T ), (1.4) which is the optimality condition for minimization problem
where h is the potential function for γf.
The implicit midpoint rule (IMR) is one of the powerful methods for solving ordinary differential equation and differential algebraic equations, see [3, 4, 8, [14] [15] [16] and the references therein. For instance, consider the initial value problem for differential equation y (t) = f(y(t)) with the initial condition y(0) = y 0 , where f is a continuous function form R d to R d . The IMR is an implicit method that generates a sequence {y n } via the relation 1
In 2014, IMR has been extended by Alghamdi et al. [1] to nonexpansive mappings, which generates a sequence {x n } by the following implicit iterative scheme:
where the initial guess x 0 ∈ H is arbitrarily chosen, and α n ∈ (0, 1) for all n. In 2015, Xu et al. [19] extended and generalized the results of Alghamdi et al. [1] and presented the following viscosity implicit midpoint rule (VIMR, for short):
where f is a contraction mapping, T is a nonexpansive mapping, and {α n } ⊂ [0, 1]. They proved that under some mild conditions, the sequence generated by (1.5) converges in norm to fixed point of nonexpansive mapping, which, in addition, solves the variational inequality (1.2). Recently, Rizvi et al. [13] suggested and analyzed general viscosity implicit midpoint rule (GVIMR, for short)
where f is a contraction mapping, T is a nonexpansive mapping, and B is a strongly positive self-adjoint bounded linear operator on H and {α n } ⊂ [0, 1]. They proved that the sequence {x n } generated by (1.6) converges strong to the unique solution of VI (1.4).
Our concern now is the following questions. Question 1.1. Can the algorithms in Moudafi [12] , Xu [17] , Marino and Xu [11] , Alghamdi et al. [1] , Xu et al. [19] , and Rizvi [13] be extended or improved to more general algorithms? Question 1.2. We know that "the Lipschitz operator" is more general than "the contractive operator". What happens if "the contractive operator f" in (1.6) is replaced by "the Lipschitz operator U"? Question 1.3. We know that "the strongly monotone operator and Lipschitz operator" is more general than "the strongly positive bounded linear operator". What will happen if "the strongly positive bounded linear operator B" in (1.6) is replaced by "the strongly monotone operator and Lipschitz operator F"?
The purpose of this article is to give the affirmative answers to these questions mentioned above. Let F : H → H be a κ-Lipschitzian and η-strongly monotone mapping, and U : H → H be a τ-Lipschitzian mapping. Motivated by the above facts, in this paper, we propose and analyze a more general viscosity implicit midpoint rule (MGVIMR for short)
Based on the more general viscosity implicit midpoint iterative scheme, we prove the strong convergence theorem for nonexpansive mapping under certain assumptions, imposed on the sequence of parameters, which, in addition, is the unique solution of variational inequality problem. Furthermore, applications to variational inequalities, hierarchical minimization problems, Fredholm integral equations, and nonlinear evolution equations are discussed. The results and methods presented here extend and generalize the corresponding results and methods given in [1, 11-13, 17, 19] .
Preliminaries
We recall some concepts and results which are needed in sequel.
in the case of L = α ∈ (0, 1), T is said to be an α-contractive mapping; in the case of L = 1, T is said to be nonexpansive. We use Fix(T ) to denote the set of fixed points of T .
It is clear that the Lipschitz operator is more general than the contractive operator.
Definition 2.2. A mapping
(ii) η-strongly monotone if there exists a constant η > 0 such that
(iii) ζ-inverse-strongly monotone if there exists a constant ζ > 0 such that
It is clear that if A is ζ-inverse-strongly monotone, then A is monotone and 1 ζ -Lipschitz continuous. Moreover, one also has that, for all u, v ∈ C and λ > 0,
So, if λ < 2ζ, then I − λA is nonexpansive mapping. It is clear that if B is strongly positive bounded linear, then B is strongly monotone and Lipschitzian. So, the strongly monotone operator and Lipschitz operator is more general than the strongly positive bounded linear operator. Definition 2.4. The metric (or nearest point) projection from H onto C is the mapping P C : H → C which assigns to each point x ∈ H the unique point P C x ∈ C satisfying the property
Some important properties of projections are gathered in the following proposition. Proposition 2.5. For given x ∈ H and z ∈ C
Consequently, P C is nonexpansive and monotone.
In order to prove our main results, we need the following lemmas.
Lemma 2.6 ([5, 10] (The demiclosedness principle))
. Let H be a Hilbert space, C a closed convex subset of H, and T : C → C a nonexpansive mapping with Fix(T ) = ∅. If {x n } is a sequence in C such that (i) {x n } weakly converges to x and (ii) {(I − T )x n } converges strongly to 0, then x = T x.
Lemma 2.7 ([5, 10]).
In real Hilbert space H, the followings hold
for all x, y ∈ H and λ ∈ (0, 1).
Lemma 2.8 ([20])
. Let H be a real Hilbert space. Let V : H → H be an l-Lipschitzian mapping with a constant l 0, and let G : H → H be a κ-Lipschitzian and η-strongly monotone mapping with constants κ, η > 0. Then for 0 γl < µη,
That is, µG − γV is strongly monotone with constant µη − γl.
Lemma 2.9 ([17]
). Assume {a n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (0, 1) and {δ n } is a sequence in R such that
Then lim n→∞ a n = 0.
More general viscosity implicit midpoint rule
In this section, we prove a strong convergence theorem based on a more general viscosity implicit midpoint rule for fixed point of nonexpansive mapping. Theorem 3.1. Let H be a Hilbert space and T : H → H a nonexpansive mapping with Fix(T ) = ∅. Let F : H → H be a κ-Lipschitzian and η-strongly monotone mapping with constants κ, η 0 and U : H → H be a τ-Lipschitzian mapping with constant τ > 0. Constants µ > 0 and ρ 0 satisfy 0 < µ < 2η κ 2 and 0 ρτ < ν, where
. Let the iterative sequence {x n } be generated by the following more general viscosity implicit midpoint iterative scheme:
where {α n } and {β n } ∈ (0, 1) for all n, and satisfying the following conditions:
Then the sequence {x n } converges strongly to z ∈ Fix(T ), where z = P Fix(T ) (I − µF + ρU)(z). In other words, which is also the unique solution of the variational inequality
Proof. Since F : H → H is κ-Lipschitzian continuous and η-strongly monotone mapping, and U : H → H is τ-Lipschitzian continuous mapping, we have
where ν = 1 − 1 − µ(2η − µκ 2 ), and hence
for all x, y ∈ H. Therefore, P Fix(T ) (I − µF + ρU) is a contraction of H into itself, which implies that there exists a unique z ∈ H such that
We divide the proof into several steps.
Step 1. We prove that {x n } is bounded. To see this, we take p ∈ Fix(T ) to deduce that
It follows that
and, moreover,
By induction, we readily obtain
for all n and x 0 ∈ C. It turns out that {x n } is bounded.
Step 2. lim n→∞ x n+1 − x n = 0. To see this, we apply (3.1) to get
Here M > 0 is a constant such that
It turns out that
Consequently, we arrive at
By using the conditions (C1)-(C3), we can apply Lemma 2.9 to (3.3) to obtain x n+1 − x n → 0 as n → ∞, as required.
Step 3. lim n→∞ x n − T x n = 0. This follows from the argument below:
and therefore
Since lim n→∞ x n − x n+1 = 0 and α n → 0 as n → ∞, we obtain lim n→∞ x n − T x n = 0.
Step 4. We prove that ω w (x n ) ⊂ Fix(T ). Here ω w (x n ) = {x ∈ H : there exists a subsequence of {x n } weakly converging to x} is the weak ω-limit set of {x n }. This is now a straightforward consequence of Step 3 and Lemma 2.6.
Step 5. We claim that lim sup
where z ∈ Fix(T ) is the unique solution of variational inequality (3.2). As a matter of fact, we can find a subsequence {x n i } of {x n } such that {x n i } converges weakly to a point ω and moreover lim sup
Since ω ∈ Fix(T ) by Step 4, we can combine (3.4) and (3.5) and use Proposition 2.5 (i) to conclude lim sup
Step 6. We finally prove that x n → z in norm. Here agian z ∈ Fix(T ) is the unique solution of variational inequality (3.2). We present the details as follows:
Hence, we get
which implies that
where γ n = 4(ν−ρτ)α n 1+β n +(3ν−2ρτ)α n and δ n = 1 ν−ρτ (ρU − µF)(z), x n+1 − z . Since lim n→∞ α n = 0 and ∞ n=0 α n = ∞, it is easy to see that lim n→∞ γ n = 0, ∞ n=0 γ n = ∞, and lim sup n→∞ δ n 0. It follows from (3.6), (3.7), and Lemma 2.9 that x n → z. This completes the proof.
As a direct consequence of Theorem 3.1, we obtain the following result due to Rizvi [13] for fixed point of nonexpansive mapping. Take ρ := γ, U := f a contraction, µ := 1, β n := 0 F := B a strongly positive linear bounded operator in Theorem 3.1, then the following corollary is obtained.
Corollary 3.2.
Let H be a real Hilbert space and B : H → H be a strongly positive bounded linear operator with constant γ > 0 such that 0 < γ < γ α < γ + 1 α and f : H → H be a contraction mapping with constant α ∈ (0, 1). Let T : H → H be a nonexpansive mapping such that Fix(T ) = ∅. Let the iterative sequence {x n } be generated by the following general viscosity implicit midpoint iterative scheme:
where {α n } is the sequence in (0, 1) and satisfying the following conditions:
Then the sequence {x n } converges strongly to z ∈ Fix(T ), where z = P Fix(T ) (I − B + γf)(z). In other words, which is also the unique solution of variational inequality (1.4).
The following corollary is due to Xu et al. [19] for fixed point of nonexpansive mapping. Take γ := 1, B := I in Corollary 3.2, then the following corollary is obtained.
Corollary 3.3.
Let H be a real Hilbert space and f : H → H be a contraction mapping with constant α ∈ (0, 1). Let T : H → H be a nonexpansive mapping such that Fix(T ) = ∅. Let the iterative sequence {x n } generated by the following viscosity implicit midpoint iterative scheme:
where {α n } is the sequence in (0, 1) and satisfying the conditions (i)-(iii) of Corollary 3.2. Then the sequence {x n } converges strongly to z ∈ Fix(T ), where z = P Fix(T ) f(z), which, in addition, also solves variational inequality (1.2).
The following corollary is due to Alghamdi et al. [1] for fixed point problem of nonexpansive problem of nonexpansive mapping. Take f := I, in Corollary 3.3, then the following corollary is obtained.
Corollary 3.4.
Let H be a real Hilbert space and T : H → H be a nonexpansive mapping such that Fix(T ) = ∅. Let the iterative sequence {x n } generated by the following implicit midpoint iterative scheme:
where {α n } is the sequence in (0, 1) and satisfying the conditions (i)-(iii) of Corollary 3.2. Then the sequence {x n } converges strongly to z ∈ Fix(T ).
Remark 3.5. Theorem 3.1 extends and generalizes the general viscosity implicit midpoint rule of Rizvi [13] , viscosity implicit midpoint rule of Xu et al. [19] , and implicit midpoint rule of Alghamdi et al. [1] to a more general viscosity implicit midpoint rule for a nonexpansive mappings, which also includes the results of [11, 12, 17] as special cases.
Applications

Application to variational inequalities
Consider the variational inequality (VI)
where A is a (single-valued) monotone operator in H and C is a closed convex subset of H. We assume C ⊂ dom(A). An example of (4.1) is constrained minimization problem
where ϕ : H → R is a lower-semicontinuous convex function. If ϕ is (Fréchet) differentiable, then the minimization (4.2) is equalivalent reformulated as (4.1) with A = ∇ϕ. Notice that the VI (4.1) is equivalent to the fixed point problem, for any λ > 0,
If A is Lipschitzian and strongly monotone, then, for λ > 0 small enough, T is contraction and its unique fixed point is also the unique solution of the VI (4.1). However, if A is not strongly monotone, T is no longer a contraction, in general. In this case we must deal with nonexpansive mappings for solving the VI (4.1). More precisely, we assume
(A2) A is µ-inverse strongly monotone (µ-ism) for some µ > 0, namely
Under the conditions (A1) and (A2), it is well-known [18] that the operator T = P C (I − λA) is nonexpansive provided 0 < λ < 2µ. It turns out that for this range of value of λ, fixed point algorithms can be applied to solve VI (4.1). Applying Theorem 3.1 we get the result below. Theorem 4.1. Assume the VI (4.1) is solvable. Assume also A satisfies (A1) and (A2), and 0 < λ < 2µ. Let F : H → H be a κ-Lipschitzian and η-strongly monotone mapping with constants κ, η 0 and U : H → H be a τ-Lipschitzian mapping with constant τ > 0. Constants µ > 0 and ρ 0 satisfy 0 < µ < 2η κ 2 and 0 ρτ < ν, where ν = 1 − 1 − µ(2η − µκ 2 ). Let {x n } be generated by the more general viscosity implicit midpoint rule:
In addition, assume the parameters {α n }, {β n } satisfy the conditions (C1)-(C3) of Theorem 3.1. Then the sequence {x n } converges in norm to a solution x * of the VI (4.1) which is also a solution to the VI
Application to hierarchical minimization
We next consider a hierarchical minimization problem (see [7] and references therein). Let ϕ 0 , ϕ 1 : H → R be lower semicontinuous convex functions. Consider the hierarchical minimization
Here we always assume that S 0 is nonempty. Let S = arg min x∈S 0 ϕ 1 (x) and S = ∅. Assume ϕ 0 and ϕ 1 are differentiable and their gradients satisfy the Lipschitz continuity conditions:
Note that the condition (4.4) implies that ∇ϕ i is
where γ 0 > 0 and γ 1 > 0. Note that T i is (averaged) nonexpansive [18] if 0 < γ i < 2/L i (i = 0, 1). Also, it is easily seen that S 0 = Fix(T 0 ). The optimality condition for x * ∈ S 0 to be a solution of the hierarchical minimization (4.3) is the VI
This is the VI (4.1) with C = S 0 and A = ∇ϕ 1 . Therefore, we have the following result. and 0 ρτ < ν, where ν = 1 − 1 − µ(2η − µκ 2 ). Let {x n } be generated by the more general viscosity implicit midpoint rule:
Application to Fredholm integral equation
Consider a Fredholm integral equation of the following form [10] ). Define a mapping S :
It is easy to see that S is nonexpansive. In fact, we have for x, y ∈ L 2 [0, 1], 
where the parameters {α n }, {β n } satisfy the conditions (C1)-(C3) of Theorem 3.1. Then the sequence {x n } converges strongly in L 2 [0, 1] to the solution of integral equation (4.5).
Application to periodic solution of a nonlinear evolution equation
Browder [5] proved the existence of a periodic solution of the time-dependent nonlinear evolution equation in a (real) Hilbert space H, (B3) for each t and each u ∈ D(A(t)), A(t)u, u 0; (B4) there exists a mild solution u of (4.6) on R + for each initial value v ∈ H. Recall that u is a mild solution of (4.6) with initial value u(0) = v if, for each t > 0, u(t) = U(t, 0)v + t 0 U(t, s)f(s, u(s))ds,
where {U(t, s)} t s 0 is the evolution system for the homogeneous linear system du dt + A(t)u = 0, (t > s);
(B5) there exists some R > 0 such that f(t, u), u < 0 for u = R and all t ∈ [0, ξ].
Note that under the conditions (B1)-(B5), the solution u has period ξ and u(0) < R.
We now apply our viscosity technique for IMR to (4.6) . To this end, we define a mapping T : H → H by T v := u(ξ), v ∈ H, where u is the solution of (4.6) satisfying the initial condition u(0) = v.
It is easy to find that T is nonexpansive. Moreover, the assumption (B5) implies that T is a self-mapping of the closed ball B := {v ∈ H : v R}. Consequently, T has a fixed point in B which we denoted by v, and the corresponding solution u of (4.6) is the periodic solution of (4.6) with periodic solution ξ with the initial condition u(0) = v. In other words, finding a periodic solution of (4.6) is equivalent to find a fixed point of T . Therefore, our viscosity technique for IMR is applicable to (4.6). It turns out that the sequence {v n } defined by the IMR x n+1 = α n ρU(x n ) + β n x n + ((1 − β n )I − α n µF)T x n + x n+1 2 , ∀n 0, (4.7)
with the parameters {α n }, {β n } satisfy the conditions (C1)-(C3) of Theorem 3.1, converges weakly to a fixed point v of T , and then the corresponding mild solution u of (4.6) with initial value u(0) = ξ is a periodic solution of (4.6). Note that the iteration procedure (4.7) is essential to find a mild solution of the nonlinear evolution system (4.6) with the initial value (v n + v n+1 )/2.
Conclusion
The present work has been aimed to study the more general viscosity implicit midpoint rule for nonexpansive mapping and proved the strong convergence theorem for solving fixed point for a nonexpansive mapping. Theorem 3.1 extends and generalizes the general viscosity implicit midpoint rule of Rizvi [13] , viscosity implicit midpoint rule of Xu et al. [19] , and implicit midpoint rule of Alghamdi et al. [1] to a more general viscosity implicit midpoint rule for a nonexpansive mapping, which also includes the results of [11, 12, 17] as special cases.
