We present a simple thermodynamically consistent method for solving time-dependent FokkerPlanck equations (FPE) for over-damped stochastic processes, also known as Smoluchowski equations. It yields both transition and steady-state behavior and allows for computations of momentgenerating and large-deviation functions of observables defined along stochastic trajectories, such as the fluctuating particle current, heat and work. The key strategy is to approximate the FPE by a Master equation with transition rates in configuration space that obey a local detailed balance condition for arbitrary discretization. Its time-dependent solution is obtained by a direct computation of the time-ordered exponential, representing the propagator of the FPE, by summing over all possible paths in the discretized space. The method thus not only preserves positivity and normalization of the solutions, but also yields a physically reasonable total entropy production, regardless of the discretization. To demonstrate the validity of the method and to exemplify its potential for applications, we compare it against Brownian-dynamics simulations of a heat engine based on an active Brownian particle trapped in a time-dependent quartic potential.
I. INTRODUCTION
Many natural phenomena exhibit a time-scale separation between "slow" and "fast" degrees of freedom. The variables varying slowly in space or time can then be characterized by a self-contained coarse-grained dynamics, which is -for not too large systems -perceptibly perturbed by fluctuations arising from the noisy dynamics of the fast variables.
The Fokker-Planck equation (FPE) represents a most comprehensive description of such time-separated phenomena [1] . It predicts not only the average dynamics of the slow variables but directly addresses, in a technically manageable way, their complete probability distribution, which includes the relevant information about the fluctuations of the slow degrees of freedom induced by the fast ones. To achieve this, all of the slow variables need to be resolved explicitly in a so-called Markovian description, such that the remaining fast variables evolve without perceptible memory of the past dynamics.
Over the last century, the FPE found applications in various scientific disciplines ranging from physics and chemistry to biology and ecology and even economy and finance [1] [2] [3] [4] [5] [6] [7] . Needless to say that it can only in very few special cases be solved analytically, so that one usually has to resort to analytical approximations, computer simulations and numerical methods [1, [8] [9] [10] [11] [12] . Both the Fokker-Planck formulation of stochastic dynamics and efficient techniques for its numerical solution become particularly relevant for situations far from equilibrium, where the slow variables are, as a rule, found to exhibit non-Gaussian characteristic fluctuations that contain a * viktor.holubec@mff.cuni.cz crucial part of the information about the system of interest.
For the physical interpretation of this information, it is moreover crucial to also evaluate the functionals defined along individual trajectories of the underlying stochastic process which is one of the main tasks of stochastic thermodynamics. Important examples of such functionals are fluctuating particle currents, and fluctuating heat and work in systems of Brownian particles, individual proteins, or living bacteria, which often operate under conditions far from equilibrium [13] [14] [15] .
In this paper we describe a simple thermodynamically consistent matrix numerical method (MNM) for solving over-damped FPEs with time-dependent coefficients, also known as Smoluchowski equations. The method can resolve not only the transition and long-time behavior of probability distributions described by the FPE, but it is also naturally applicable to computation of moment generating-functions (MGFs) and large-deviation functions (LDFs) for various types of functionals defined along the trajectories of the stochastic process described by the FPE. This is achieved by a discretization that transforms the FPE into a Master equation with transition rates that obey a local detailed balance condition. The time evolution of its solution is calculated from the time-ordered exponential, representating the discretized FPE-propagator, by summing over all possible paths in discretized space. The MNM thus addresses all of the mentioned functions directly and gives physically reasonable results both from a probabilistic and from a thermodynamic point of view, for arbitrary discretization. Namely, it preserves the normalization and positivity of the initial distribution, and it predicts the correct entropy production of the discrete models emerging upon discretizations of arbitrary resolution, by construction.
Towards the end of the paper, we test the MNM and illustrate its power by focusing on a specific example, namely a heat engine based on an over-damped active particle trapped in a time-dependent quartic potential and communicating with a heat bath at a time-dependent temperature. We investigate the dynamics of the particle and the fluctuations of work and heat exchanged with the bath, using both the proposed MNM and Brownian dynamics simulations (BD), checking that the both methods give the same results.
II. MATRIX NUMERICAL METHOD
For pedagogical reasons, we introduce the MNM for a two-dimensional stochastic system, parametrized by coordinates x and y. Although such a system can represent diffusion of an abstract object in an abstract energy landscape, we find it helpful to allude, in our description, to the intuitive paradigmatic example of an overdamped Brownian particle. Furthermore, we assume that the diffusion matrix D and the mobility matrix µ are diagonal: D = diag(D x , D y ) and µ = diag(µ x , µ y ). An extension to higher dimensions and off-diagonal matrices D and µ is straightforward. The FPE for the probability density function (PDF) ρ(x, y, t) to find the system at time t in microstate (x, y) is the parabolic partial differential equation
with generally time-and position-dependent diffusion coefficients D x > 0 and D y > 0, mobilities µ x and µ y and forces F x and F y in the x and y directions, respectively. The force F = (F x , F y ) does not need to be conservative, stemming from some potential U = U (x, y, t), such that F = −∇U = −(∂ x U, ∂ y U ). Below, we show that the most general form of the FPE that can be solved using the MNM is Eq. (1) with time-dependent but positionindependent diffusion coefficients (10) . If one is willing to sacrifice the thermodynamic consystency of the MNM, its minimal modification moreover allows to solve Eq. (1) in full generality, i.e. with all the coefficients D x , D y , µ x F x and µ y F y time-and position-dependent. The main idea, exploited in this paper, to solve the complicated time-dependent equation (1) is to approximate the underlying time-and-space continuous stochastic process with a time continuous hopping process in a discrete configuration space. To this end, we approximate the FPE (1) with the Fokker-Planck operator L(x, y, t) by a master equation with a transition rate matrix R:
∂ t ρ(x, y, t) = L(x, y, t)ρ(x, y, t) →ṗ(t) = R(t)p(t) . (2) Here p(t) is the vector of probabilities of occupation of the individual discrete states which approximates the PDF ρ(x, y, t). In case of time-independent coefficients in L, the Master equation is simply solved by matrix exponentiation of the constant rate matrix R, namely p(t) = exp [(t − t 0 )R] p(t 0 ). In case of time-dependent coefficients, the strategy is to construct a piece-wise timeconstant approximationR(t) to the time-dependent rate matrix R(t), solve the master equation in the time intervals whereR(t) is constant using matrix exponentiation and, finally, employ the Markov property of the stochastic process to construct an approximate solution by concatenation, i.e., by multiplying the matrix exponentials.
Simple variants of the MNM were already used by one of the authors to investigate several model systems [16] [17] [18] . The main merits of the present paper are twofold. First, we generalize the previously used method to FPEs with time-dependent coefficients and show how to calculate MGFs and LDFs for various functionals, in such a setting. Second, in the previous works [16] [17] [18] the MNM was always presented only as a minimal recipe in technical appendices. Here, we provide a comprehensive derivation and discussion of the method, including all its important aspects.
The next section gives a detailed description of the MNM. First, in Sec. II A, we specify the discretization mesh used throughout the paper. The precise meaning of thermodynamic consistency and the corresponding detailed-balanced transition rates are described in Secs. II B and II C. In Sec. II D, we discuss several boundary conditions which can be implemented with the method. In Sec. II E, we show how to solve the approximate Master equation. The long Sec. II F is devoted to computations of MGFs and LDFs for various functionals defined along the trajectories of the stochastic process described by the FPE. The general presentation of the MNM is closed by a discussion of several practical issues and also its computational efficiency compared to other methods, in Sec. II G. After that, in Sec. III, we show how to apply the general theory by guiding the reader through a solved example: a heat engine consisting of an active particle trapped in a time-dependent quartic potential and communicating with a bath with time-dependent temperature. We conclude in Sec. IV. In Appendix A, we show why the detailed-balanced Master equation, which is at the heart of the MNM, can not be used for solving FPEs with position dependent diffusion coefficients and what modifications of the MNM are necessary in order to solve Eq. (1) in full generality.
A. Space discretization scheme
Our goal is to solve the FPE Eq. (1) numerically. In general, this can be done only within some finite space-and-time domain, which allows to approximate the continuous space-time with a finite number of discrete points. For simplicity, we limit our presentation to rectangular domains of the form . The black full arrows depict the allowed transitions with the "bulk" transition rates (12) or (17) (horizontal transition) and (13) or (18) (vertical transitions). The red boundary is reflecting and thus the particles can not cross the red states (depicted by missing red arrows). The blue boundary is absorbing and thus particles can leave the system from these sites (depicted by one-way dashed blue arrows). The states in the corners of the domain require two boundary conditions. In the figure, we impose reflecting boundary condition in the y direction (depicted by red circumferences of the points) and periodic boundary conditions in the x direction (depicted by green interiors of the points). The periodic boundary allows the particles to leave the system in the x direction. The leaving particles reenter the system at the other side of the domain, as depicted by the green dot-dashed arrows.
straightforward. The time domain is naturally bounded by the initial time t 0 , where we impose an initial PDF ρ(x, y, t 0 ), and the final time of integration τ . The finite space domain [x − , x + ] × [y − , y + ] is defined by the boundary conditions imposed at boundaries x = x ± and y = y ± . The boundary conditions which can be handled by the MNM will be detailed in Sec. II D. Here, we present the discretization of the (configuration) space
used in the rest of the paper. For simplicity, we impose a rectangular discrete mesh with (N x + 1)(N y + 1) discrete configurations with coordinates {i x , i y },
i x = 0, 1, . . . , N x and i y = 0, 1, . . . , N y , as illustrated in Fig. 1 . The symbol x denotes the floor function. The generalization of the method to more complicated discretization meshes, which might be specifically adapted to some salient features of the coefficients in the FPE (1), is straightforward. Let us denote as p ix,iy = p ix,iy (t) the occupation probabilities of the individual lattice points i x , i y . Allowing only transitions between neighboring lattice points (c.f. the arrows in Fig. 1 ), the counterpart of the FPE (1) on the discrete lattice is the Master equation [19] 
where the symbol r iy ix→ix+1 = r iy ix→ix+1 (t) ≥ 0 denotes the transition rate in the x direction from site (i x , i y ) to site (i x + 1, i y ) and l ix iy→iy+1 = l ix iy→iy+1 (t) ≥ 0 denotes the transition rate in the y direction from site (i x , i y ) to site (i x , i y + 1). These transition rates must be chosen in such a way that the occupation probabilities p ix,iy determine the correct solution of the FPE (1) in the limit of infinitely fine mesh:
The Master Eq. (5) possesses a simple probabilistic interpretation. For example, the expression r iy ix+1→ix (t)p ix+1,iy (t)dt stands for the probability to jump from the site (i x + 1, i y ) at time t to the site (i x , i y ) during the infinitesimally short time interval dt. The time derivative of the occupation probability in Eq. (5) is thus given by the probability to enter the site from neighboring sites [positive terms in (5)] minus the probability to leave it to neighboring sites [negative terms in (5)], during an infinitesimally short time interval.
B. Thermodynamic consistency
The probabilistic interpretation of the Master Eq. (5) implies that solutions produced by the proposed discretization are by construction non-negative for any nonnegative initial condition and conserve the normalization in absence of source-or sink-boundary conditions (cf. Sec. II D), regardless of the dicretisation parameters ∆ x and ∆ y .
There are various ways how to write the rates for transitions between the lattice points depicted in Fig. 1 that lead to the same FPE (1) in the limit of infinitely fine discretization. Here we want to propose a mapping (2) guided by the aim to approximate the process described by the FPE (1) in a thermodynamically consistent way, for arbitrary mesh resolution. A discretization scheme with similar properties was proposed already in 1970 by Chang and Cooper [20] . Compared to their presentation, our interpretation of the discretization scheme in terms of Master equations provides a clearer physical interpretation of the transition rates and a natural basis for studying various functionals along the realization of the stochastic process in terms of moment generating functions and characteristic functions.
On the level of stochastic dynamics, the time reversal symmetry of (standard) Hamiltonian dynamics manifests itself in a so-called local detailed balance condition [21] [22] [23] [24] [25] . This condition should therefore be expected to hold for any physically reasonable stochastic dynamics. In fact, it can be viewed as the most fundamental tool for devising consistent thermodynamic notions for a microscopically defined stochastic system. It states that the logarithm of ratio of the probability P (r i → r f , Γ) = P (Γ) for the system to go from r i to r f along the path Γ over the probability P (r f → r i , Γ ) = P (Γ ) to return from r f to r i along the time-reversed path Γ (with time-reversed dynamics) is proportional to the entropy change ∆S R (r i → r f , Γ) = ∆S R (Γ) of reservoir to which the system is connected along the path Γ, briefly
Let us consider an overdamped diffusion process where a particle communicates with a single global equilibrium bath at constant temperature T and is driven by a force F = (F x , F y ). The fluctuation-dissipation theorem implies that the bath temperature is given by T = D x /(k B µ x ) = D y /(k B µ y ) with time-and-space constant diffusion coefficients D x and D y and mobilities µ x and µ y . The amount of entropy produced in the reservoir when the particle diffuses from r i = (x i , y i ) to r f = (x f , y f ) along the path Γ = [x(t), y(t)] parametrized by t ∈ [t i , t f ] is given by the energy transferred to the reservoir along this process divided by the reservoir temperature T . In the overdamped regime, the energy dissipated into the bath is given by the work
This equation can be generalized to situation where we connect the system at every point (x, y) to one joint reservoir or even two independent reservoirs with time-dependent temperatures. The bath at temperature T x (x, y, t) = D x /(k B µ x ) induces diffusion in the x-direction, the one with temperature T y (x, y, t) = D y /(k B µ y ) induces diffusion in the y-direction. Here, we again assumed that the diffusion and the mobility matrices D and µ in Eq. (1) are related by the fluctuationdissipation theorem for each coordinate. In this generalized case the total amount of entropy produced in all the reservoirs along the trajectory Γ reads
In order to find a reasonable form of the transition rates [transition probabilities P (Γ) per unit time] based on Eqs. (7) and (8), we assume that the explicit time dependence in the forces and temperatures can be neglected for the transition rates at time t i . If such a timescale separation holds, we can evaluate the force and temperature fields in Eq. (8) at time t i , thereby effectively approximating the process with time-dependent coefficients by a sequence of processes with time-independent coefficients. Equation (7) then translates to log P (Γ) − log P (Γ ) = ∆S R (Γ)/k B = −∆S R (Γ )/k B and for symmetry reasons we write
for each transition and, consequently, also for arbitrary sequence of transitions.
C. Transition rates
The formulas (9) can be applied to arbitrary discretization meshes. Let us now identify the points r i and r f with neighboring sites of the rectangular lattice defined in Sec. II A and depicted in Fig. 1 . We now take r i = (x, y) and r f = r x f = (x + ∆ x , y) for the horizontal transitions and r f = r y f = (x, y + ∆ y ) for the vertical ones. The probabilities P (r i → r f ) will now determine the transition rates between the individual lattice points.
The formula (9) implies that the necessary condition for the transition rates in the x direction in Eq. (5) to obey the detailed balance principle is r ix→ix+1 ∝ 1/r ix+1→ix ∝ exp
and similarly for the rates in the y direction. In Appendix A, we show that the transition rates satisfying these conditions can (even in one dimension) yield the FPE (1) only for positionindependent diffusion coefficients. Hence the most general FPE, which can be solved numerically using such transition rates reads
Nevertheless, in Appendix A, we also show how to modify the detailed-balanced transition rates in order to address the FPE (1) in its full generality. The resulting generalized MNM is identical to the MNM in case of space-independent diffusion coefficients (which respects the detailed balance condition). For position-dependent diffusion coefficients, the detailed balance condition and the underlying microreversibility valid in the continuous model of FPE (1) are thus necessarily broken on the coarse-grained level of the Master Eq. (5). This anticipates problems of attempts to mimic effects caused by spatially modulated mobilities using models with (temporally) diffusing diffusivities, see for example Ref. [26] .
Equilibrium dynamics
If the quantities F x /k B T x = µ x F x /D x and µ y F y /k B T y = µ y F y /D y can be written using a (generalized) potential, i.e.
the formula (8) can be written as
The transition rates satisfying the condition (9) and yielding the FPE (10) in the ∆ x → 0, ∆ y → 0 limit of the Master Eq. (5) can thus be written without any further approximation. They read
We refer to this as equilibrium dynamics because the FPE (10) with time-independent coefficients fulfilling (11) leads to the Boltzmann stationary distribution
. This can be verified by the direct substitution of the Boltzmann distribution into Eq. (10) . Similarly, the stationary solution of the Master Eq. (5) reads p ix,iy (∞) =p ixiy ∝ exp −Ũ ixiy regardless the discretization.
Physically, the most important feature of the equilibrium stationary distribution is that in this state all mesoscopic probability currents in the system vanish. On the level of the FPE (10), this is reflected by the formulas
On the level of the Master Eq. (5), the probability current in the x-direction reads j iy x (i x → i x + 1) = r iy ix→ix+1 p ix,iy − r iy ix+1→ix p ix+1,iy and similarly for the probability current in the y-direction. That these currents vanish for the Boltzmann distributionp ixiy is usually written in the form of the conventional global detailed balance conditions
Let us stress that the "equilibrium dynamics" described in this section can sometimes be observed even though the system is not in equilibrium, for example, if the coefficients in the FPE (10) are time-dependent and/or if the system relaxes from a non-equilibrium initial distribution ρ =ρ.
Non-equilibrium dynamics
If the quantities F x /k B T x = µ x F x /D x and µ y F y /k B T y = µ y F y /D y can not be written using a single (generalized) potential, one can still formally define (different) potentials for the individual degrees of freedom:
In this case, it is not possible to get rid of the path dependence of the integral in Eq. (8) as it was done for the equilibrium dynamics. Therefore, we now assume that for the transitions in the x-direction the entropy change can be well approximated by
This means that, from all possible paths Γ between the points (x, y) and (x + ∆ x , y), we consider only the one with y-coordinate fixed at y. We use a similar approximation also for the y-direction. These approximations become exact in the limit of vanishing ∆ x and ∆ y . The transition rates satisfying Eq. (9) under these approximations and leading to the FPE (5) as the ∆ x → 0, ∆ y → 0 limit of the Master Eq. (5) read
and similarly forṼ ix,iy . While, for nonzero ∆ x and ∆ y , these transition rates satisfy the local detailed balance condition (9) for the FPE only approximately, they satisfy it exactly on the discrete lattice depicted in Fig. 1 , where the neighboring lattice points are interconnected exclusively by a single transition channel. On this discrete lattice, the process described by the rates (17) and (18) is thus perfectly thermodynamically consistent, yielding the correct entropy produced along the individual transitions regardless of the discretization. For the non-equilibrium dynamics, not only the timedependent dynamics, but also the stationary distribution attained in case of time-independent coefficients in the FPE (10) is in generally unknown and its characterization is a non-trivial task. The presence of persevering probability currents in such steady states implies that there might be stationary transport of particles, energy, etc. Formally, the transition rates (17) and (18) still obey a form reminiscent of the global detailed balance conditions (14) and (15), namely
but now with different potentials for the two degrees of freedom x and y. Intuitively, each of the two detailedbalance conditions is trying to draw the system into the Boltzmann equilibrium corresponding to its own potentialŨ orṼ , respectively. Globally, this competition leads to a non-equilibrium stationary state.
D. Boundary conditions
The conditions at the boundaries of the space domain
require some extra care and give rise to modifications of the transition rates presented in the previous section. Briefly, while the rates (12)- (13) and (17)- (18) are determined by the forces, temperatures and mobilities explicitly appearing in the dynamic operator in the FPE (10), this is not necessarily true for the rates at the boundaries. The probabilistic interpretation of the Master equation described below Eq. (6) allows a convenient implementation of arbitrary boundary conditions, which are thus also easily introduced into the MNM. We now show how to implement three basic types of boundary conditions.
1. Reflecting boundary condition: The particle can not cross the boundary.
Periodic boundary condition:
After crossing the boundary at one side of the domain the particle returns to it, usually at its other side.
3. Absorbing boundary condition: The particle is annihilated once it hits the boundary.
While the reflecting and periodic boundary conditions lead to the conservation of probability (no particles can leave the system), the absorbing boundary conditions lead to depletion of the system due to particle losses at the boundary. Besides using these three types of boundary conditions, one can use arbitrary combinations thereof (with some probability the particles can be allowed to leave the system, or to appear at its other side, etc.).
Reflecting boundary conditions
Physically, the reflecting boundary condition corresponds to an infinite potential barrier. Overcoming such a barrier requires an infinite amount of energy from the reservoir which corresponds to an infinite change of entropy in Eq. (9) or generalized potential in Eqs. (12)- (13) and (17)- (18) . The crossing rate across a reflecting barrier is thus 0, in accord with the rates Eqs. (12)- (13) and (17)- (18) .
Let us for example consider the situation depicted in Fig. 1 , where the red points at the boundary obey reflecting boundary conditions. Specifically, we consider the point with coordinates (1, 0) (the second one in the last line). Realizing that the transitions over the reflecting barrier are not allowed and that this point has only a single boundary towards negative i y , the Master Eq. (5) for this point readṡ
Note that the transitions from (1, 0) to (1, −1) and back occur with zero transition rate (and thus they do not show up in the equation). For other points with reflecting boundary, the master equation should be constructed in a similar manner.
Periodic boundary conditions
For periodic boundary conditions, the transitions rates are still given by Eqs. (12)- (13) and (17)- (18), one just needs to make the index at the point where the periodic boundary condition is imposed periodic. Consider for example the situation depicted in Fig. 1 , where the upper left and upper right points are connected by the periodic boundary in the x-direction. Then the rate to the right from the site (N x , N y ) leads to the site (0, N y ) and thus it reads
Considering that the site (N x , N y ) also possesses a reflecting boundary condition towards larger values of i y , the corresponding Master equation readṡ Other transitions across periodic boundaries should be handled in a similar manner.
Sources, sinks and absorbing boundaries
Further examples are source/sink boundary conditions meaning that particles can enter/leave the system across the boundary. They can be realized by connecting the boundary state to a particle reservoir. If the reservoir constantly feeds the particles into the boundary state (the rate to go from the reservoir to the system is larger than the rate to go back), the boundary state behaves as a source. Vice versa, if the particles leave the boundary state towards the reservoir faster then they return, the boundary behaves as a sink.
The absorbing boundary condition represents a specific example of the sink condition with diverging rate to the reservoir and vanishing rate back. Physically, it corresponds to an infinitely deep potential cliff. When a particle hits such a boundary, it can be thought to release an infinite amount of energy that is dissipated to the bath, corresponding to a negatively infinite entropy change in Eq. (9) or an infinite change of the generalized potential in Eqs. (12)- (13) and (17)- (18) . Under such circumstances, the transition rates (12)- (13) and (17)- (18) diverge.
In order to avoid including such infinite rates in the master equation, we take as "auxiliary" boundary points those bulk points next to the actual boundary. The transition rates from the bulk into this auxiliary boundary and from it to all neighboring grid points are given by Eqs. (12)- (13) or (17)- (18), while the actual boundary points are assigned a vanishing back rate into the bulk. Consider for example the situation depicted in Fig. 1 , where the point (N x , 2) at the end of the second row from the top possesses an absorbing boundary in the xdirection. From the discussion above it follows that the corresponding Master equation readṡ
Here, the transition rate r 2 Nx→Nx+1 for transitions out of the system is given by Eqs. (12)- (13) or (17)- (18). Since we assume that the absorbing boundary in the continuous space described by the FPE is located at x + + ∆ x , the generalized potentialsŨ Nx+1,2 andṼ Nx+1,2 needed to evaluate the rates are well defined. Other transitions across absorbing boundaries should be handled in a similar manner.
E. Solution of the Master equation
Having described the transition rates in the approximate Master Eq. (5), we will briefly explain how this equation can be solved in various situations. The key step always consists in rewriting the Master Eq. (5) in the matrix formṗ
where the elements of the (N x + 1)(N y + 1) dimensional vector p(t) are given by the occupation probabilities p ix,iy (t). The (N x + 1)(N y + 1) × (N x + 1)(N y + 1) matrix R(t) contains the transition rates (12)- (13) or (12)- (18) in such a way that Eqs. (5) and (25) are equivalent. One possible way to construct the vector p(t) is [16] 
where denotes the transposition. In this case, the probability p ix,iy is contained in the element j(i x , i y ) = i y (N x + 1) + i x + 1 of the vector p(t). The inverse transformation reads
The time dependence of the rate matrix R(t) comes directly from the time dependence of the coefficients D x , D y , µ x , µ y , F x and F y in the FPE (10) appearing in the expressions for the transition rate. For the reflecting and periodic boundary conditions described in the preceding section, the matrix R(t) is stochastic ( i [R(t)] ij = 0) and thus Eq. (25) conserves normalization of the probability vector p(t). All the following methods of solution for Eq. (25) in diverse situations are based on basic algebraic manipulations involving the rate matrix.
Time-independent coefficients
Let us start with the simplest situation of timeconstant coefficients in the FPE (10) which leads to a time-independent rate matrix, R(t) = R. In this case the Green's function (to which we also refer as the propagator throughout the text) for Eq. (25) is given by the matrix exponential
and thus the time evolution of the probability vector p(t) departing from the initial condition p(t 0 ) is given by
If the system state converges to a time-independent steady-state p ∞ at late times, this steady state can be either determined from Eq. (30) as p ∞ = lim t→∞ p(∞), or, much more conveniently, as an eigenvector of the rate matrix corresponding to the eigenvalue 0:
Because only jumps between the neighboring sites are allowed (see Fig. 1 ), the time-independent jump matrix R is sparse. Especially (but not solely) for the computation of the steady state vector p ∞ from Eq. (31) one can benefit from fast numerical procedures for sparse matrices (see Sec. II G for more details).
Time-dependent coefficients
The ability to calculate the propagator U(t, t 0 ) for FPEs with time-constant coefficients eventually allows us to obtain the Green's function for Eq. (10) with arbitrary time-dependent coefficients. We discretize the time interval [t 0 , t 0 + τ ) for which the Green's function of the general FPE (1) should be calculated into N t time slices of length ∆ t = τ /N t . We assume that the driving can be approximated by appropriate constants during all of these intervals and that it may change only step-wise from one interval to the next. In other words, we replace the actual time-dependent coefficients D x , D y , µ x , µ y , F x and F y in Eq. (10) by their piece-wise constant approximationsD x (t) = D x (t 0 + i t ∆ t ), i t = (t − t 0 )/∆ t and similarly for the other coefficients. The propagators for the individual time-intervals, during which the driving is constant, can be obtained using
With this Green's function, the time evolution of the probability vector p(t) is again given by Eq. (30). Let us note that the presented discretization of time is just one of many possible choices. While we evaluate the time-dependent parameters at time t = t in order to compute the state of the system at time t + ∆ t , one can also use values of the time-dependent parameters at any other time t in the interval (t, t + ∆ t ). What value t suites best a specific situation depends on the relaxation time of the system. If it is long compared to ∆ t , one should take t = t. On the other hand, if the relaxation is fast compared to ∆ t , one should rather take t = t+∆ t .
F. Functionals defined along the stochastic process
Besides computing the distribution ρ(x, y, t) and then using it to evaluate averages, moments, reduced distribution functions for x and y, and the mesoscopic probability currents j x and j y , the probabilistic interpretation of the discrete approximation (5) of the FPE (10) can moreover be employed to address the statistics of various stochastic variables, other than position, directly. Useful examples are microscopic currents or linear combinations thereof, and heat, work, or efficiency which are much studied objects in stochastic thermodynamics.
Application of the MNM to probability currents was already suggested in Refs. [16, 17] , where it was employed in the calculation of the diffusion coefficient in a model of a two-dimensional Brownian ratchet. Here we discuss this approach in greater generality.
Probability currents
The probability current j(x, y, t) = (j x , j y ) at time t and position r = (x, y) can be defined in two equivalent ways. First, one can define it mesoscopically, rewriting the FPE (10) 
On the level of the Master Eq. (5), these expressions reaḋ (36) The mapping between the probability currents in the continuous space and those on the discrete lattice reads
where x = x − +∆ x i x and y = y − +∆ y i y . The appearance of the factors ∆ x and ∆ y follows from discretization of the formula ∂ t ρ = −∇ · j =ṗ ix,iy /∆ x ∆ y = j/∆ x ∆ y , valid in the limit of infinitely fine mesh, where j stands for right-hand side of Eq. (34) .
Microscopically, the current can be defined as j(x, y, t)
, where the average is taken over many trajectories r(t) of the underlying stochastic process. The quantity
inside the average is what we call as a microscopic current. In measurements, one can obtain not only the average current j, but its full probability distribution. The MNM can be applied to investigate these distributions and other distributions of arbitrary variables that arise as linear combinations of the microscopic currents J(x, y) at different positions. An important example of such a variable from the field of stochastic thermodynamics is heat, as exemplified in the example in Sec. III. The lattice equivalents of the microscopic definitions of the mesoscopic currents are the formulas j iy x (i x → i x + 1) = i x (t)δ ix(t)ix δ iy(t)iy and j ix y (i y → i y + 1) = i y (t)δ ix(t)ix δ iy(t)iy . The x-current measures the number of jumps to the right from the lattice point minus the number of jumps from the right to the lattice point, and similarly for the y current.
Moment generating functions for observables proportional to integrated currents
In this section, we calculate the moment generating function χ A for an observable which is given by an arbitrary linear combination of the microscopic currents (39)
dt dx dy c(r, t) · J(r, t)
where c(r, t) = (∂ x g, ∂ y h) is a vector of spaceand time-dependent coefficients.
is defined as a Laplace transform of the probability distribution p(A) for A.
In Appendix B we discuss in detail the computation of the MGF χJ for time-integrated probability current
dtJ(r, t). The MGF χ A can be computed along similar lines as χJ and thus we here omit the details and present the main results only.
The key ingredient in the computation of the MGF is the construction of the so-called tilted matrixR s A (t). In this case, the rate matrix R(t) must be tilted proportionally to the coefficients ∂ x g and ∂ y h in the vector c(r, t). Namely, the rates r iy ix→ix+1 (t) must be multiplied by
the rates r ix iy+1→iy (t) by
and similarly for all other transition rates. The MGF for A(t 0 +τ, t 0 ) is then obtained from Eq. (B8) with the only difference that the tilted matricesR sn (t) involved in the equation are substituted for the tilted matricesR s A (t) just described above. Namely,
where p + is a vector of ones effecting the summation over the final states, t = t 0 + τ , andŨ i (s A ) = exp R s A (t 0 + i∆ t )∆ t if i > 1 and it is given by the unity matrix I otherwise. For problems with a timeindependent tilted rate matrixR s A , the product in Eq. (43) simplifies as it(t) i=0Ũ i (s A ) = exp R s A τ = U(s A , t 0 + τ, t 0 ) and the characteristic function is thus given by
Some examples of physically relevant observables of the type (40) are time averaged probability currents j x = dt dx dy J x (x, y, t)/τ flowing through the system in the x direction [here c(x, y, t) = (1, 0)]; time averaged probability currents j y = dt dx dy J y (x, y, t)/τ flowing through the system in the y direction [here c(x, y, t) = (0, 1)]; total heat flux Q = dt dx dy ∇U (x, y, t) · J(x, y, t)/τ flowing from the reservoirs into a Brownian ratchet [16, 17] [here c(x, y, t) = ∇U (x, t), where U (x, y) is a potential energy]; and heat flux Q x = dt dx dy ∂ x U (x, y, t) · J(x, y, t)/τ flowing into the ratchet from the reservoirs connected to the x coordinate only [here c(x, y, t) = (∂ x U (x, t), 0)].
For the observables A where the scalar product c(r, t) · J(r, t) in Eq. (40) can be written in the form of a total time derivative df [x(t), y(t), t]/dt = ∂f /∂t + ∇f ·ṙ, the formula (40) can be simplified as
and thus it depends only on the initial and final times and positions. Also in this case, the calculation of the MGF for A can be simplified from Eq. (43) to Eq. (44). Now, the matrixŨ(s A , t 0 + τ, t 0 ) =Ũ(s A ) has elements
where
Here, the coefficients i x (k) and i y (k) are given by Eqs. (27)- (28) . Typical example of such observable is the above mentioned heat in case the potential U (x, t) does not depend on t explicitly. However, since we treat time-dependent protocols using a piece-wise constant approximation (see Sec. II E 2), this simplification is important also for time-dependent potentials. If the product c(r, t) · J(r, t) can be written as a total derivative df /dt only for a time-independent vector c(r, t) = c(r), the characteristic function for A with the explicitly time-dependent c(r, t) can be calculated from Eq. (43) 
Moment generating functions for observables not proportional to integrated currents
Above, we have focused solely on observables which can be written as linear combinations (40) of microscopic probability currents. The integrand in these observables vanishes if the particle does not move (ṙ = 0). However, in driven systems, there are important also observables with nonzero increments even if the particle stands still. The MNM can be also used to calculate MGFs and LDFs for the observables of the form
The observable B vanishes if the function b is constant in time. The best known example of a physically relevant observable of the type (47) is the stochastic work done on the system due to a deterministic external driving, which changes the potential U . Then we have b[r(t), t] = b[x(t), y(t), t] = τ U (x(t), y(t), t). Another example is the occupation time for a positions r a , in which case b(r(t), t) = δ [r(t) − r a ] t, or the occupation time for a region Ω, in which case b(r(t), t) = I Ω [r(t)]t, where I Ω (r) is an indicator function, which equals to one if r ∈ Ω and 0 otherwise. In this case, the tilted matrix must be constructed using the time discretization used to derive Eq. (32) . We define the piece-wise constant approximation of the function b asb(r, t) = b(r, t 0 + ∆ t i t ), i t = (t − t 0 )/∆ t . For this approximate function, the variable B in Eq. (47) does not change during the time intervals [t 0 + ∆ t i, t 0 + ∆ t (i + 1)], whereb(r, t) is constant for constant r, and it abruptly jumps from B
(t) to B(t) + b[r(t), t+]/τ − b[r(t), t−]/τ at time instants t = t 0 + ∆ t i, whereb(r, t) changes infinitely fast. Here b[r(t), t±] = lim →0 b[r(t), t ± ], ≥ 0.
Let us now turn to the discrete approximation of the full process using the discrete lattice of Fig. 1 . Using the notation of Eq. (32) and assuming that at time t 0 + ∆ t i the system is in microstate [i x (l), i y (l)] and at time t 0 + ∆ t (i + 1) in microstate [i x (k), i y (k)] [see Eqs. (27) and (28) for definitions of i x (l) and i y (l)], the PDF for B for a single time interval [t 0 + ∆ t i, t 0 + ∆ t (i + 1)] is given by (48) where we used the shorthand
and U 0 (B) = I. The PDF for B during the whole time interval [t 0 , t 0 + τ ] is thus given by a multiple convolution of the form
The MGF for B and thus also the corresponding tilted matrix is obtained by the Laplace transform of the last expression with respect to B:
where the matrixŨ i (s B ) is obtained as the Laplace transform of the matrixŪ i (B) (we again just substitute the δ-functions
The MNM can also be applied to variables which are defined as combinations of the variables of the types A and B. An example of such a variable is the increase of internal energy ∆U = W + Q, which consists of heat Q (type A variable) and work W (type B variable). Let us consider a general variable C decomposed as C = A + B. Then the corresponding MGF χ C is given by Eq. (49) with the tilted matricesŨ i (s C ) given by (50) whereB i (s C ) is the tilted matrixŨ i for A, defined in Eq. (43) . Similarly to the case of the variables of type A, also the computation of χ C may simplify if the variable C has a suitable structure.
Moments and cumulants
The MGF χ X (s X , t, t 0 ) allows one to access all moments of the stochastic variable X at time t simply by taking derivatives with respect to the Laplace variable s A :
The zeroth moment is just a normalization χ X (0, t, t 0 ) = 1 and it can be used as a first test of the calculated MGF. The first moment equals the average X(t) of the quantity X and it can be calculated from the probability distribution for position ρ(x, y, t) [or from its approximation p(t)]. For the variable A defined in Eq. (40) it reads
where the average current j(x, y, t) is given either by Eq. (33) or by Eqs. (37) and (38) . For the variable B defined in Eq. (47) we get
(53) The formulas (52) and (53) can be used as another test of calculated MGFs.
In a similar manner to moments, the MGF can be used for calculation of all cumulants C n (X, t) of the variable X at time t:
The cumulants reflect the shape of the probability distribution for X. First four of them can be written in terms of moment as C 0 = 0, C 1 = X , C 2 = X 2 − X 2 and
X + 2 X 3 and thus for a centered random variable with X = 0 the first three cumulants equal to the first three moments. In general, moments and cumulants can be related by the recurrent relation
To calculate the derivatives in Eqs. (52) and (54) numerically may lead to various problems, especially when the higher derivatives are evaluated. Alternatively, the moments and cumulants can be calculated via the derivative-free method introduced in Ref. [27] . Although the moments and cumulants provide a rich information about the PDF for X, to reconstruct the whole distribution require knowledge of all the moments and/or cumulants and thus it is rarely achievable in practice. For long times τ , however, a very general method for calculation of the (approximate) PDF from MGF can be applied. This method is based on the so called large deviation theory.
Large deviation functions
If the averaging time domain τ of the time averages in Eqs. (40) and (47) gets very large, the PDFs ρ(X, t 0 + τ, t 0 ) = ρ(X, τ ), X = A, B can assume the so called large-deviation form [28] 
where the function J(x) ≤ 0 is the large deviation function. The symbol ∼ means that Eq. (56) is an asymptotic representation of log ρ(X, t 0 + τ, t 0 ) valid for large times τ , where the terms omitted in the formula are typically proportional to log τ . The large deviation function can be calculated from the MGF by Laplace's method. Namely, assuming that τ is large and Eq. (56) valid, the MGF can be written as
The large deviation function J(x) can hence be calculated by a Legendre-Fenchel transform
denotes the so called scaled cumulant generating function. Here, we assume that the scaled cumulant generating function is differentiable. Otherwise, the formula (58) does not universally hold and a more involved procedure for calculation of the LDF should be used, if it exists at all [28] . For problems with time-independent coefficients and the characteristic function determined by Eq. (44) with the tilted Green's function given byŨ(s X , t 0 + τ, t 0 ) = R s X τ , the scaled cumulant generating function (44) can be calculated as
In the calculation, we used the eigenvalue decomposition of the matrixR s X which allowed us to rewrite the product p + exp R s X τ p(t 0 ) using the coefficients c i arising from products of the vectors p + , p(t 0 ) and eigenvectors of the matrixR s X and eigenvalues λ i of the matrixR s X .
In the final step, we took the limit τ → ∞ in which the sum is dominated by its largest term c max exp(τ λ max ) corresponding the the largest eigenvalue λ max . In short, the LDF J(a) is in this case determined by the largest eigenvalue λ max (s X ) of the tilted rate matrixR s X (s X ) as
For problems with time-dependent coefficients, where the characteristic function is determined by the product form (43) or (49), the large deviation principle (56) does not generally hold, unless the time dependence is periodic and we are interested in the PDF for the stochastic variable attained after many cycles N [29] . For a single cycle starting at t 0 and ending at t 0 + t c , where t c denotes the duration of a single period, the characteristic functions (43) and (49) are then determined by the propagatorŨ
Hence the characteristic function χ(s X N ) for the variable X N = X(t 0 + τ, t 0 ), τ = N t c [see Eqs. (40) and (47)], is given by χ(s X N ) = p +Ũ (s X N ) N p(t 0 ). A similar calculation as the one in Eq. (60) leads to the scaled cumulant generating function for X N :
Here, α i (s X N ) denote eigenvalues of the propagator for a single cycleŨ(s X N ) and the coefficients c i arise from the products of the vectors p + , p(t 0 ) and eigenvectors of the matrixŨ(s X N ). Now, the LDF J(a) is determined by the logarithm of the largest eigenvalue α max (s X N ) of the matrixŨ(s X N ) as
In the fully solved example given in Sec. III we compute this function for a simple model stochastic heat engine.
G. Practical implementation of the MNM
There are several ways how to determine suitable discretization parameters N x , N y and N t and the boundaries x ± and y ± without knowing the exact solution. In general, if not fixed by the physics of the problem in question, these parameters should be chosen in such a way that their further refining affects the computed results only negligibly. A second way of choosing the discretization mesh, pursued in the example below, is to compare the numerical results with results obtained using Brownian dynamics (BD) simulations of the stochastic process described by the FPE (1). Then the mesh can be refined until both methods give the same results.
For a given discretization, the efficiency (defined as precision of calculation over the computation time) of the MNM is comparable to standard numerical methods based on substituting finite differences for partial derivatives in the FPE (1) such as the one described in Ref. [20] . Hence it can be increased by adapting the discretization mesh to the salient features of the time-dependent driving, i.e. by putting the time-discretization parameter ∆ t roughly inversely proportional to the first derivative of the driving (with some fixed upper bound) and similarly for ∆ x and ∆ y .
Main merits of the MNM are: 1) Versatility -similar implementations can be used for calculating probability distributions, moment generating functions and large deviation functions. The method can be used both for time-independent and time-dependent problems. 2) Easy implementation -it is enough to construct the transition rate matrix using the expressions (12)- (13) or (17)- (18) and the rest can be handled using matrix operations which are usually well implemented in nowadays programming languages used in physics. And 3) thermodynamic consistency of the method which allows for qualitatively reasonable predictions of the system dynamics and thermodynamics using very coarse meshes, as soon as these meshes capture all qualitative features of the forces/potentials and their time dependence. These coarse meshes can thus be used to find interesting effects for a given problem quickly, and thus to reserve timeconsuming precise computations for the fraction of model parameters giving most "interesting" results. As an example, we refer to the Ref. [17] where most interesting effects occurring in a complex model of a two-dimensional continuous system were captured by a simple discrete sixlevel system.
The main limitation of the method concerns its generalization to higher-dimensional problems. Namely, the available RAM determines the largest matrix that can swiftly be handled by the computer. The rate matrix R in Eq. (25) has at most 
Sketch of the phase space discretization used for the numerical solution of the two-dimensional overdamped Fokker-Planck equation (1) lem and N i + 1 denotes the number of discrete points considered for the ith dimension. This is because each site in Fig. 2 is connected to at most 2d neighbors and each of the d i=1 (N i +1) rows of R thus contains 2d rates for transitions into the given site and 1 outward rate. On the other hand, the propagators U(t, t 0 ) (29) already contain . In practice, problems that can be solved solely using the rate matrix R, such as the computation of a (non-equilibrium) stationary solution of Eq. (25), can usually be attacked with acceptable precision in higher dimensions, whereas fully time-dependent problems require additional resources.
III. EXAMPLE: DRIVEN ACTIVE PARTICLE
An example of application of the MNM for investigation of the diffusion of a particle in two dimensional time-independent potential landscape can be found in Refs. [16, 17] , investigating a two-dimensional Brownian ratchet in contact with two reservoirs at different constant temperatures. In this case, the authors used periodic and reflecting boundary conditions. Another example of usage of the MNM is the work [18] , where the MNM was used to calculate probability distributions of a particle surviving in an constant unstable cubic potential. In this case, the authors implemented absorbing and reflecting boundary conditions.
In the present section, we consider a FPE with timedependent coefficients and show that the MNM can be used both for describing the dynamics of the probability distribution and for evaluating MGFs and LDFs of stochastic functionals of the underlying stochastic process. For the sake of simplicity, all physical quantities in this section are represented in suitable natural units that render them dimensionless. We consider an active particle self-propelling with a velocity of magnitude v(t) cos θ(t) and driven by a timedependent quartic potential
in the x−direction, as shown in Fig. 3 . We assume that the particle motion is overdamped and thus its position x(t) and orientation θ(t) obey the first-order Langevin equationsẋ
Here, η x and η θ denote independent, zero-mean unitvariance Gaussian white noises. If we denote the angular variable θ as y, the system (66)-(67) corresponds to FPEs (1) and (10) with µ x F x = −kx 3 +v cos θ, µ y F y = 0, D x and D y = D θ , i.e.
where ρ = ρ(x, θ, t). Such schematic models of active particles are often considered as idealized caricatures of artificial or biological micro-swimmers [30] [31] [32] . In fact, they have acquired the status of a major new paradigmatic toy model of non-equilibrium statistical mechanics. While currently most studies resort to simulations when analytical approximations cease to work [12] , the MNM could in the future provide a welcome alternative approach. To illustrate its application to the above model, we consider a specific non-equilibrium situation that is of interest for its own sake. Namely, motivated by recent studies interpreting trapped Brownian particles as microscopic heat engines [11, 14, [33] [34] [35] [36] [37] [38] , we choose the potential stiffness k(t), the particle active velocity v(t), and the diffusion coefficients D x (t) and D θ (t) to be 1-periodic functions, as depicted in Fig. 4 . This choice of parameters leads to a positive output work produced by the system per period.
To understand the thermodynamics of the system, it is helpful to first assume that the particle is not active (v = 0) and can thus be understood as a systems coupled only to a single bath with time-dependent temperature D x (t). During some parts of the cycle, the heat flows into the bath, during others it flows from the bath to the system. The reservoir with a time-dependent temperature thus serves as a heat source during some parts of the cycle and as a heat sink during the rest of the cycle. Alternatively, one can understand this setup in such a way that there are many reservoirs at different temperatures and the system is at each time connected to one of them. In such case, we would have many heat sources and many heat sinks. In both cases, the laws of thermodynamics allow us to transform heat to work and to operate the system as a heat engine. More details for heat engines of this type can be found in Refs. [11, 39] . If the particle is active, the basic principle of the engine operation is the same as described above, nevertheless there are some important differences and we refer the interested reader to Refs. [35, 40] .
A. Dynamics
To compute the dynamical and statistical prroperties of the heat engine using the MNM, we consider the discretization depicted in Fig. 2 with θ − = 0, θ + = 2π − ∆ θ , ∆ θ = 2π/(N θ + 1) and
The positions x ± of the x-boundaries of the discrete mesh, where we impose reflecting boundary conditions, are chosen in such a way that the probabilities at the boundaries turn out to be negligible. The discretization parameters N θ and N x are chosen in such a way that their further refinement changes the solution only slightly.
On this discrete lattice, we determine the matrix U(t, 0) in Eq. (32), which represents the approximate Green's function for the FPE (68) of the model, during one driving cycle. For an arbitrary initial condition p 0 = p(0) at time 0, the matrix U(t, 0) provides us with the distribution at time t as
where N = t is the number of full cycles done during the time interval (0, t). After a transient relaxation period, the distribution p(t) becomes independent of the initial condition. As a consequence of the periodicity of the driving, it will converge to a 1-periodic vector in this long-time limit. This time-dependent long-time solution p lc (t) of the Master equation (FPE) with periodic transition rates is called limit cycle solution. Using its periodicity, it can be determined using the eigenvector of the Green's function U(t, 0) corresponding to the eigenvalue 1 as
From this approximate solution and the relation (6), we compute the approximate probability distribution ρ(x, θ, t) of the active particle during the engine's operation. We use this approximation to numerically compute the averages x dθρ(x, θ, t) at five time instants t = 0, 1/4, 1/2, 3/4 and 1, during the limit cycle. We also independently evaluated these quantities using a BD simulation of the system (66)-(67). The comparisons of the averages and the marginal distributions are shown in Figs. 5a/b, respectively. The MNM results, depicted by full lines, perfectly overlap with those of the BD (symbols). The MNM results were calculated using the discretization parameters N x = 51, N θ = 21, N t = 76 and x ∞ = 2.4, but already for N x = 31, N θ = 15, N t = 76 and x ∞ = 2.4 one obtains curves that are visually indistinguishable from those depicted in Fig. 5 , while the calculation is approximately 10 × faster than using the finer mesh. For the BD we generated 10 6 trajectories with the integration step 10 . Besides checking the correctness of our implementation of the MNM by BD, we have also tested our numerical results against analytical results available for the presented model in two limiting situations. Specifically, we tested that the computed PDF attains the form ρ(x, θ, t) ∝ exp[−U (x, t)/T eff (t)], T eff = T + v 2 /(2D θ ) for a quasi-static driving and D θ 1. In this case, the particle rotates so fast that the term v cos θ in Eq. (66) becomes equivalent to a further white noise with the effective temperature v 2 /(2D θ ). As a second benchmark, we considered quasi-static driving with D θ → 0, where the active velocity can be treated as constant and thus ρ(x, θ, t) ∝ exp {[− [U (x, t) − vx cos θ] /T }. Comparison of observables for the periodically driven active particle, depicted as a function of time during one limit cycle, as computed from BD simulations (symbols) and the MNM (lines): a) averages x 2 , x cos θ and x 4 ; b) marginal probability density ξ(x, t) for the particle position x at five time-instants t during the cycle. The PDF ξ(x, 0) at the initial time 0 (dashed blue line) and ξ(x, 1) at the final time 1 (full orange line) in the first panel of b) coincide, because the system operates in the limit cycle as described by Eq (70).
B. Moment generating functions
Besides computing the distribution ρ(x, θ, t) to evaluate averages, moments, and reduced distribution functions for x and θ, the MNM also can advantageously directly be applied to other comprehensive representations of the stochastic thermodynamics encoded in the FPE. In the following, we apply the MNM to directly compute moment generating functions (MGFs) and largedeviation functions (LDFs) of work and heat. From the point of view of stochastic thermodynamics, these MGFs and LDFs can be used to study work fluctuations in microscopic heat engines operating close to the reversible efficiency [41] [42] [43] or the fluctuating efficiency [36] [37] [38] , both intensely investigated during the last few years.
In stochastic thermodynamics of externally driven systems, work and heat are usually defined from the first law of thermodynamics, as follows [13, 14] . The energy U (x, t) of the particle in a fixed micro-state (x, θ) can change in course of time in two fundamentally different ways, one called work w, the other heat q. Formally, we can write dU (x, t)/dt =ẇ(x, t) +q(x, t), wherė
The work done on the particle per unit time,ẇ, is thus nonzero only if the potential is externally changed [k(t) = 0]. A heat exchange |q| > 0 occurs if the particle moves in the potential and either dissipates its kinetic energy into the bath or transforms energy acquired from the bath into potential energy. Since the considered particle is active, there is necessarily also some dissipated energy [usually much larger than (72)] related to self-propulsion of the particle. This energy is usually called housekeeping heat, and we neglect it here, treating it as an intrinsic property of the system. Work and heat flowing to the particle during the time interval (0, τ ) are defined as integrals over the respective rates (71) and (72):
They correspond to the cumulative external work performed on the active particle by the device varying the confinement strength, and the cumulative heat transferred to it from the thermal reservoir at the timedependent temperature T . Additionally, the energy gained due to the self-propulsion of the swimmer is counted as heat supply. The cumulative work is an example of a variable that is not proportional to the probability current, with the function b[x(t), θ(t), t] in Eq. (47) given by the instantaneous potential energy of the particle multiplied by the total time τ , b = τ U [x(t), t]. The cumulative heat, one the other hand, is an example of an observable proportional to the current, with the vector c(x, y, t) in Eq. (40) given by τ ∇U [x(t), t]. Considered now the driving protocol depicted in Fig. 4 and the discretized time according to Sec. II E 2. Using the formula (49) in Sec. III B, we thus calculated the MGF χ w = χ w (s w ) for the work w(1) [eq. (73)] transferred to the active particle during one limit cycle. The corresponding MGF χ q = χ q (s q ) for the heat q(1) [Eq. (74)] transferred to the active particle during one limit cycle follows from formula (43) with tilted matrices U i (s q ) = exp R sq (t 0 + i∆ t )∆ t if i ≥ 1 andŨ 0 = I otherwise. For the parts of the piece-wise constant protocol with time-independent potential, the tilted matrices can also be computed from the formula (46) .
The resulting moment generating functions are shown in Fig. 6a . The MGFs were sampled for s w ∈ (−15, 15) with the step ∆ sw = 3/5 for work and for s q ∈ (−1, 1) with the step ∆ sq = 2/50 for heat. To check the results, we computed the first 11 raw moments using the formula (51) and the first 10 cumulants using the formula (54). For the numerical evaluation of the derivatives in these equations we used the central difference scheme
where f is given by χ w for moments/cumulants of work and by χ q for moments/cumulants of heat. The parameters z and ∆ z are given by s w and 2∆ sw for χ w and s q and 2∆ sq for χ q . The resulting moments are depicted in Fig. 6b ( * ) together with the corresponding results obtained from the BD simulations (depicted using box plots [44] ). In order to assess the error of the latter, we simulated each moment 200 times using 10 6 trajectories yielding a box plot for each n in the figure. For the exchanged work, all data * from the MNM and the corresponding box plots from BD perfectly superimpose so that the box plots are hardly visible, for all values of n (Fig. 6b, left) . For heat, the results from both methods either coincide, or the MNM results lie within the boxes indicating and heat (right) as computed using MNM and BD, respectively (see Fig. 6b, c) .
the 25th and 75th percentiles of the BD data (Fig. 6b,  right) . The cumulants resulting from the MNM depicted in Fig. 6c ( * ) together with the corresponding results obtained from the BD simulations (box plots) agree both for work (Fig. 6c, left) and for heat (Fig. 6c, right) . Note that the computation of cumulants from BD simulation is much less demanding than the computation of moments due to suppressed fluctuations.
To get a better insight into the precision of theses results, we show in Fig. 7 box plots of relative differences
of computed and simulated moments for work (x = −w, Fig. 7a , left) and heat (x = q, Fig. 7a , right) and relative differences
of computed and simulated cumulants of work (x = −w, Fig. 7b , left) and heat (x = q, Fig. 7b, right) . The relative differences for work increase with n showing a trend towards positive relative differences for moments and negative relative differences for cumulants. These trends are caused by the chosen discretization. For heat, the data from BD are much more noisy than those for work and therefore no trend in the relative differences is detectable. Even with the obvious trends in the relative differences for work, all the data shown in Fig. 7 are relatively well centered around 0 showing a good agreement between the results computed using the MNM and the BD.
C. Large-deviation functions
Let us now investigate fluctuations of work w(N ) = w and heat q(N ) = q integrated over many cycles N 1 [see Eqs. (73)-(74)]. According to the large deviation theory [28] reviewed in Sec. II F 5, in such situation the PDFs for work and heat assumes the form (56) with A = τ w and A = τ q for work and heat, respectively, on the right-hand side, i.e.
The LDFs J w (w) and J q (q) are determined by the largest eigenvalues of the tilted propagators used in the previous section for calculation of MGFs, see Sec. II F 5 and Eq. (62)-(64) for details.
In Fig. 8 , we show the LDFs J w (w) and J q (q) computed using the MNM. For N 1, the nonextensive boundary term U (x(t), t) − U (x(0), 0) in Eq. (74) can be neglected as compared to −w(N ), so that ρ x (x) ∼ exp[N J x (x)] for x = q, −w, and J q (q) = J w (−w), as is verified by our MNM results (superimposing lines). However, the data obtained from 10
6
BD trajectories (symbols) shows that only the work distribution ( ) attains the large deviation limit quickly, while the heat distribution ( ) has not converged, even for N = 100 cycles. This is because, for the parameters considered in our numerical study, heat fluctuates much more than work, as already suggested by the moments and cumulants shown in Fig. 6b and c. Let us note that while we have computed the LDFs using the standard BD, which was very time consuming, there are various optimized simulation algorithms [45] [46] [47] for computing of LDFs, which are by far more efficient than standard BD.
IV. CONCLUSION AND OUTLOOK
We have presented a numerical scheme for overdamped FPEs with time-dependent coefficients based on the mapping between the FPE and a Master equation with detailed balanced transition rates. The resulting numerical method yields thermodynamically consistent results for arbitrary discretizations. It can be used both for solving the FPE, and also for computation of MGFs and LDFs for functionals defined along the trajectories of the stochastic process underlying the FPE.
The performance of the method for solving the FPE is similar to other numerical methods relying on approximating the derivatives by finite differences. However, due to its thermodynamic robustness, the method predicts well the qualitative behavior of the studied system already for coarse meshes that capture merely the salient features of the force field/potential landscape. Thus the MNM can be used for a fast scanning of the parameter space if one looks for interesting effects. The presented numerical scheme shares basic notions with so-called Markov-state models of molecular kinetics, which have been employed for interpreting data from single-molecule experiments and moleculardynamics simulations [48] . Both methods exploit the mapping of stochastic processes occurring in continuous space and time to discrete state-space Markov processes. While the kinetic Markov-state models are often based on special protocols, such as time-periodic driving [49] , our formulation can in principle handle arbitrary timedependent protocols.
Unfortunately, the MNM cannot easily be generalized to underdamped systems because it relies on the mapping (6) between the FPE (10) and the Master equation (5), which is restricted to overdamped dynamics. The difficulties with the underdamped limit can be anticipated from the transition rates (12)- (13) and (17) [50] , which shares with the MNM the important property of summing over all possible paths of the stochastic process and thus allows to naturally incorporate calculations of various path-dependent stochastic variables. Another possible pathway to generalize the MNM to underdamped systems may be to incorporate into the MNM the ideas used in the formulation of the lattice Boltzmann equation [51, 52] .
Appendix A: Space dependent diffusion coefficient
In this appendix, we will show that the transition rates obeying the detailed balance condition (9) can be used for solving only FPEs with position independent diffusion coefficients. For the proof, it suffices to consider the one dimensional FPE
and the corresponding Master equatioṅ p ix = r ix+1→ix p ix+1 + r ix−1→ix p ix−1 − (r ix→ix+1 + r ix→ix−1 ) p ix (A2)
on the discrete lattice with points indexed by i x =
x−x− ∆x and the lattice parameter ∆ x = x+−x− Nx . We assume that D x and F x in (A1) depend on time t and position x and we look for transition rates in (A2) fulfilling the condition r ix→ix+1 ∝ 1/r ix+1→ix ∝ exp ∆S R (x→x+∆x) 2k B and yielding Eq. (A1) in the leading order in the discretization parameter ∆ x if we set ρ(x, t) = lim ∆x→0 p ix /∆ x .
In one dimension, the entropy production ∆S R (x → x + ∆ x ) = ∆S R = x+∆x x dx
Fx(x )
Tx(x ) along the transition from x to x + ∆ x can be written as
whereŨ is a generalized dimensionless potential such that F x /k B T x = µ x F x /D x = −∂ xŨ . The transition rates satisfying the detail balance condition (9) can in general be written as 
