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testZusammenfassung
Das Ziel der vorliegenden Arbeit ist die Entwicklung effizienter mathematischer Methoden zum Lo¨sen
von hierarchischen dynamischen Optimierungsproblemen. Hierbei ist die zugrundeliegende Motiva-
tion die Modellierung von dynamischen Prozessen in der Natur, welche der begru¨ndeten Annahme
unterliegen, dass sie optimal ablaufen. Modelle solcher Prozesse beschreiben wir durch Optimal-
steuerungsprobleme (sogenannte Optimalsteuerungsmodelle (OSM)). Jedoch enthalten OSM ha¨ufig
Parameter, die nicht vollsta¨ndig auf theoretischer Ebene hergeleitet werden ko¨nnen, was insbeson-
dere fu¨r die Kostenfunktion gilt. Daher werden in der vorliegenden Arbeit Parameterscha¨tztechniken
zur Bestimmung der unbekannten Gro¨ßen des OSM aus Beobachtungsdaten des Prozesses entwi-
ckelt. Mathematisch fu¨hrt dies zu einem hierarchischen dynamischen Optimierungsproblem, das aus
einem Parameterscha¨tzproblem auf der oberen Ebene und einem parameterabha¨ngigen Optimal-
steuerungsproblem auf der unteren Ebene besteht. Hierbei betrachten wir mehrphasige gleichungs-
und ungleichungsbeschra¨nkte Optimalsteuerungsprobleme basierend auf nichtlinearen gewo¨hnlichen
Differentialgleichungen.
Die wesentlichen Ziele dieser Arbeit umfassen die Entwicklung numerisch effizienter mathemati-
scher Methoden zum Lo¨sen von hierarchischen dynamischen Optimierungsproblemen und die An-
wendung dieser Methoden zur Scha¨tzung von Parametern in hochdimensionalen OSM aus realen
Messdaten. Genauer werden parameterabha¨ngige OSM fu¨r den Gang von Zerebralparesepatienten
und nicht behinderten Probanden entwickelt. Die in den OSM enthaltenen unbekannten Parame-
ter werden dann aus realen Bewegungserfassungsdaten des Ganganalyselabors Heidelberg Mo-
tionLab der Orthopa¨dischen Universita¨tsklinik Heidelberg mit den entwickelten mathematischen
Methoden gescha¨tzt.
Die wesentlichen Neuerungen und Beitra¨ge dieser Arbeit im Gebiet der hierarchischen dynami-
schen Optimierung sind im Folgenden zusammengefasst.
• Basierend auf der direkten Mehrzielmethode und Optimalita¨tsbedingungen erster Ordnung
wird eine neuartige mathematische Methode, ein sogenannter direkter simultaner Ansatz, zum
Lo¨sen von hierarchischen dynamischen Optimierungsproblemen entwickelt.
• Zusa¨tzlich wird ein effizienter numerischer Algorithmus fu¨r große hierarchische nichtlineare
dynamische Optimierungsprobleme vorgestellt, der die von Diskretisierung und Mehrstufigkeit
vererbten Strukturen vollsta¨ndig ausnutzt.
• Pontrjagins Maximumprinzip dient als Basis fu¨r die Analyse von Eigenschaften der Lo¨sungen
von hierarchischen dynamischen Optimierungsproblemen, wie beispielsweise die Erfu¨llung von
Optimalita¨tsbedingungen zweiter Ordnung auf der unteren Problemebene.
• Des Weiteren werden alternative Methoden zur hierarchischen dynamischen Optimierung
vorgestellt und diskutiert, die die zweistufige Problemstellung beibehalten und das unter-
liegende Problem nicht durch Optimalita¨tsbedingungen erster Ordnung charakterisieren. Die
Methoden basieren auf ableitungsfreier Optimierung und einem Subgradientenverfahren.
• Eine neuartige Liftingmethode zur Regularisierung von mathematischen Programmen mit
Komplementarita¨tsnebenbedingungen wird entwickelt, ausfu¨hrlich diskutiert und mithilfe einer
anerkannten Kollektion an Testproblemen numerisch untersucht.
• Beweise fu¨r Regularita¨ts- und Konvergenzresultate fu¨r die sequentielle quadratische Pro-
grammierung angewendet auf geliftete mathematische Programme mit Komplementarita¨ts-
nebenbedingungen werden vorgestellt.
• Effiziente state-of-the-art Implementierungen aller im Rahmen dieser Arbeit entwickelten Al-
gorithmen, sowie eine als Benchmark dienende Problemsammlung von hierarchischen dyna-
mischen Optimierungsproblemen werden erstellt.
• Hochdimensionale OSM fu¨r den Gang von Zerebralparesepatienten und nicht behinderten
Probanden werden entwickelt. Basierend auf den in dieser Arbeit hergeleiteten mathemati-
schen Methoden werden unbekannte Modellparameter aus echten Bewegungserfassungsdaten
des Ganganalyselabors Heidelberg MotionLab der Orthopa¨dischen Universita¨tsklinik Hei-
delberg gescha¨tzt.
Die in dieser Arbeit vorgestellten theoretischen und praktischen Resultate ko¨nnen als erster und
motivierender Schritt in Richtung der Beantwortung offener aktueller Forschungsfragen der Medizin
in Bereichen wie der Behandlungsplanung, der Klassifizierung von Gangarten, oder der Evaluation
von Behandlungsresultaten durch die hierarchische dynamische Optimierung gesehen werden.
testAbstract
This thesis aims at developing efficient mathematical methods for solving hierarchical dynamic
optimization problems. The main motivation is to model processes in nature, for which there is
evidence to assume that they run optimally. We describe models of such processes by optimal
control problems (called optimal control models (OCMs)). However, an OCM typically includes
unknown parameters that cannot be derived entirely on a theoretical basis, which is in particular
the case for the cost function. Therefore, we develop parameter estimation techniques to estimate
the unknowns in an OCM from observation data of the process. Mathematically, this leads to a
hierarchical dynamic optimization problem with a parameter estimation problem on the upper level
and an optimal control problem on the lower level. We focus on multi-stage equality and inequality
constrained optimal control problems based on nonlinear ordinary differential equations.
The main goal of this thesis is to derive numerically efficient mathematical methods for solv-
ing hierarchical dynamic optimization problems, and to use these methods to estimate parameters
in high-dimensional OCMs from real-world measurement data. We develop parameter-dependent
OCMs for the gait of cerebral palsy patients and able-bodied subjects. The unknown parameters in
the OCMs are then estimated from real-world motion capture data provided by the Heidelberg
MotionLab of the Orthopedic University Clinic Heidelberg by using the mathematical methods
developed within this work.
The main novelties and contributions of this thesis to the field of hierarchical dynamic optimization
are summarized herein.
• We establish a novel mathematical method, a so-called direct all-at-once approach, for solving
hierarchical dynamic optimization problems based on the direct multiple shooting method and
first-order optimality conditions.
• Furthermore, we propose an efficient numerical algorithm for large-scale hierarchical dynamic
optimization problems, which fully exploits the structures inherited from both the hierarchical
setting and the discretization.
• Pontryagin’s maximum principle is used to analyze solution properties of hierarchical dynamic
optimization problems like second-order optimality conditions of the lower-level problem.
• In addition, we propose and discuss alternative methods for hierarchical dynamic optimization
that are based on derivative-free optimization and a bundle approach. These methods keep the
hierarchical problem setting and do not reformulate the lower-level problem using first-order
optimality conditions.
• We establish a novel lifting method for regularizing mathematical programs with complemen-
tarity constraints, which is discussed and numerically investigated by means of a well-known
collection of benchmark problems.
• Proofs of regularity and convergence results for sequential quadratic programming methods
applied to lifted mathematical programs with complementarity constraints are provided.
• Efficient state-of-the-art implementations of all mathematical methods derived in this thesis,
as well as a benchmark collection of hierarchical dynamic optimization problems are presented.
• High-dimensional optimal control gait models for cerebral palsy patients and able-bodied sub-
jects are developed. The mathematical methods derived in this thesis are used to estimate the
unknown model parameters from real-world motion capture data provided by the Heidelberg
MotionLab of the Orthopedic University Clinic Heidelberg.
The theoretical and practical results presented in this thesis can be considered an initial motivating
step towards answering open questions in current medical research in fields like treatment planning,
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There is evidence to assume that many processes in nature run optimally. This optimality
assumption is the basis of many fields of research as, for example, of the field of bionics,
where observations from nature are combined with state-of-the-art technology (cf., e.g.,
[Dic99]). Early works in bionics go back to Leonardo da Vinci, who constructed flying ma-
chines and ships following the example set by birds and fishes in the 16th century [RB70].
The following famous quote by Leonhard Euler goes along the same lines formulating the
assumption that everything in nature has been optimized.
Namely, because the shape of the whole universe is the most perfect
and, in fact, designed by the wisest creator, nothing in all the world will
occur in which no maximum or minimum rule is somehow shining forth...
Leonhard Euler (1744)
In this thesis, we are interested in deriving mathematical models for optimal processes
in nature. Therefore, we propose a very special type of model – a model, which itself
is a dynamic optimization problem, namely an optimal control problem (OCP). OCPs
describe the task of finding inputs or controls of a dynamic system modeled by nonlinear
differential equations, which minimize a cost function and satisfy possible further equality
and inequality constraints (cf., e.g., [PBGM62, BH75, Boc78, Boc81b]). In this thesis, we
focus on multi-stage equality and inequality constrained OCPs based on ordinary differential
equations (ODEs).
There is a growing interest in modeling real processes based on ODEs in a variety of
disciplines. A mathematical model provides scientific insight into the nature of a process,
and often it can be used to predict the system’s behavior in a specific situation. Therefore, it
is very important that a model correctly describes the behavior of the real process. In many
cases, however, the model includes system parameters that cannot completely be derived on
a theoretical basis. Therefore, it is necessary to estimate unknown model parameters from
the observation of the real process, which describes the general idea of parameter estimation
(cf., e.g., [Bar74, Boc81a, SB83, Sch88]).
An optimal control model describing a process in nature might include unknown system
parameters in the underlying ODE, but most importantly, we do not know the criterion
that is optimized by the process. Based on the assumption that a mixture of subcriteria
is optimized (cf., e.g., [Tod04]), our goal is to estimate the weight of each subcriterion (i.e.
its relative importance) from observation data. This task leads to a class of challenging
hierarchical dynamic optimization problems, where the upper level consists of a parame-
ter estimation problem and the lower level is given by an OCP with mixed control-state
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constraints. This class of hierarchical dynamic optimization problems combines difficulties
from the field of parameter estimation, optimal control and bilevel optimization (cf., e.g.,
[Dem02]), and we have to deal with this combination of challenges. Works in the field of
hierarchical dynamic optimization include [FLHS10, MS10, ALU12, Kna12] and [HSB12].
The main goal of this thesis is
• to derive numerically efficient mathematical methods for solving hierarchical dynamic
optimization problems
• and to estimate parameters in high-dimensional optimal control models for cerebral
palsy gaits and healthy gaits from real-world motion capture data provided by the
Heidelberg MotionLab using the mathematical methods derived in this thesis.
We focus on the derivation of a so-called direct all-at-once approach for solving hierarchi-
cal dynamic optimization problems, which first parameterizes the lower-level OCP based
on multiple shooting [BP84] and discretizes the controls and further constraints, and then
replaces the lower level by first-order optimality conditions of the parameterized and dis-
cretized OCP. This leads to a highly structured nonlinear program (NLP), which is then
solved with a tailored Gauß-Newton-type method (cf. [Boc87]). The structure of the NLP
is analyzed in detail and used to derive a numerically efficient algorithm for solving hier-
archical dynamic optimization problems. We furthermore derive three alternative methods
for hierarchical dynamic optimization including an indirect all-at-once approach, a bilevel
approach based on derivative-free optimization [KLM+10] and a bilevel method built on a
bundle technique [SZ92]. We provide state-of-the-art implementations of all hierarchical
dynamic optimization methods derived in this thesis, and their performance is compared
to each other for illustrative examples. Furthermore, we present a set of hierarchical dy-
namic optimization benchmark problems for which we discuss the performance of our direct
all-at-once approach in detail.
The direct-all-at-once approach for hierarchical dynamic optimization problems gives rise
to a mathematical program with complementarity constraint (MPCC), which requires a
special treatment since it violates standard assumption in optimization like the linear in-
dependence constraint qualifications (cf., e.g., [LPR96]). Common numerical approaches
for solving MPCCs are based on branch-and-bound methods [Bar88], nonsmooth optimiza-
tion [OKZ98], interior-point methods [LLCN06, RB05], piecewise sequential quadratic pro-
gramming (SQP) techniques [LPR97], penalization, regularization and relaxation techniques
[Sch01, LF03, DFNS05, SU10, HKS13, HLSB13], or SQP methods [Ley03, FLRS06]. Most
of these approaches require a computational effort that is significantly larger than the one
of an SQP method applied to an MPCC. Furthermore, the numerical experience with SQP
methods applied to MPCCs is quite promising [FL02b]. Hence, we follow the latter ap-
proach. In this thesis, we propose a novel lifting technique for general MPCCs and for
MPCCs arising from bilevel NLPs, which allows us to prove regularization and convergence
results for SQP methods applied to MPCCs. Numerical results for the lifting technique
applied to a large collection of MPCCs (the MacMPEC collection [Ley00]) are provided.
The direct all-at-once approach for hierarchical dynamic optimization including the lifting
technique for the complementarity constraint is implemented in the C++ software pack-
age ParaOCP, which has the capability to deal with lower-level multi-stage OCPs with
discontinuous transitions expressed by nonlinear transition conditions, underlying ODEs,
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a Bolza-type objective function, nonlinear mixed control-state constraints, and coupled or
decoupled nonlinear equality and inequality multi-point constraints.
Our motivation for the derivation of mathematical methods for solving hierarchical dy-
namic optimization problems is the estimation of parameters in a new and powerful type
of model for processes in nature, for which there is evidence to assume that they run op-
timally. As main area of application, we consider different types of human locomotion.
Based on the assumption that humans walk optimally minimizing a mixture of certain
subcriteria (cf. [Tod04]), we aim at deriving optimal control models for human gait. In
particular, we consider two types of gait: the gait of cerebral palsy (CP) patients and of
able-bodied subjects. CP refers to a large group of disorders of movement and posture that
lead to a so-called crouched gait (cf., e.g., [Gag91]). We derive high-dimensional optimal
control models for the gait of cerebral palsy patients and the gait of able-bodied subjects
and estimate unknown model parameters from real-world motion capture data from the
Heidelberg MotionLab of the Orthopedic University Clinic Heidelberg [Wol93]. The
direct all-at-once approach derived in this thesis is used for solving the respective hierar-
chical dynamic optimization problem. The estimation of parameters in the optimal control
gait models leads to large-scale hierarchical dynamic optimization problems, which make
highly efficient numerical methods indispensable. Each optimal control gait model is built
on a detailed multibody-system model (cf., e.g., [Cra89, ABEvS93, vS99, Sha05]), which
describes the dynamics of the respective subject. In literature, there is a variety of models to
analyze human locomotion ranging from simple inverted pendulum models or mass-spring
systems ([GSB06, Kuo07]) to highly complex multibody-system models including muscles
[DAA+07]. But they all have in common that they only describe the interaction between
different parts of the body formulated as, e.g., a boundary value problem. However, in this
thesis, we are interested in more powerful models: optimal control models that describe
a human’s gait. Such models have the potential to contribute to open questions in cur-
rent research in the field of gait analysis, or more general, in the field of biomechanics and
medicine including the general understanding of human motion, the development of cat-
egories/classification schemes for human locomotion, the derivation of criteria to evaluate
the success of treatments, and most importantly, model-based treatment planning. Contri-
butions of hierarchical dynamic optimization to answering open questions in biomechanics
and medicine are motivating long-term goals. This thesis can be seen as a first step into
that direction, which also reveals open questions for future research.
1.1. Results of this thesis
We present a novel mathematical method for solving large hierarchical dynamic optimization
problems, discuss alternative approaches, develop the associated theory including necessary
conditions for optimality or the treatment of the complementarity constraint, and accom-
plish a state-of-the-art implementation of the corresponding structure-exploiting algorithm.
In addition, the proposed method is applied to estimate parameters in large-scale optimal
control gait models from real-world motion capture data for a cerebral palsy patient and
an able-bodied subject. The main novelties presented in this thesis are described in more
detail in the following.
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A mathematical method for solving hierarchical dynamic optimization
problems
We derive a direct all-at-once method for hierarchical dynamic optimization, where direct
means that we directly iterate on the controls and the parameters, and all-at-once refers to
the fact that we aim at optimality and feasibility at once. The main focus of this thesis is
on hierarchical dynamic optimization problems with a parameter estimation problem on the
upper level and an OCP on the lower level, and the solution strategy can be summarized by
three main steps: the parameterization of the hierarchical dynamic optimization problem
based on multiple shooting and an appropriate control and constraint discretization, the
reformulation of the bilevel problem as one-level problem by replacing the lower level by a
suitable formulation of its first-order optimality conditions, and the solution of the resulting
highly structured NLP using a tailored Gauß-Newton-type method.
A structure-exploiting numerical algorithm for hierarchical dynamic
optimization
Our goal is to reliably solve large hierarchical dynamic optimization problems in order to
estimate parameters in optimal control models for real-world applications, which makes an
efficient and structure-exploiting numerical algorithm indispensable. A direct all-at-once
approach applied to a hierarchical dynamic optimization problem leads to a highly struc-
tured NLP. The structure is inherited from the state parameterization and the control and
constraint discretization, as well as from the bilevel setting. We derive a numerical algorithm
corresponding to the direct all-at-once method for hierarchical dynamic optimization, which
exploits the given structure in numerous parts of the algorithm as, e.g., in the numerical
linear algebra we use or in the computation of derivative approximations.
Insights into hierarchical dynamic optimization based on Pontryagin’s
maximum principle
We describe an indirect all-at-once approach for hierarchical dynamic optimization, where
in the first step, the lower-level OCP is characterized by its first-order optimality conditions
based on Pontryagin’s maximum principle, which transforms the hierarchical problem into a
one-level problem. The indirect all-at-once approach for hierarchical dynamic optimization
problems is compared to its direct alternative and is furthermore used to analyze properties
of the solution as, e.g., whether second-order sufficient conditions of the lower-level OCP
are satisfied.
Two bilevel methods for hierarchical dynamic optimization
We derive two bilevel methods for solving hierarchical dynamic optimization problems that
keep the hierarchical structure of the problem, and completely solve the lower-level OCP
in each iteration of the upper-level problem. We describe a derivative-free-optimization-
based method, and an approach built on a bundle technique. Both approaches are derived
for comparing them to our direct all-at-once method. The differences between the three
approaches and their numerical performance are discussed in detail.
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A novel lifting technique for regularizing mathematical programs with
complementarity constraints
A novel lifting technique for bilevel NLPs and a generalization for MPCCs that do not
necessarily arise from bilevel programs is presented. The numerical performance of the
lifting approach is analyzed in detail for all problems of the MacMPEC collection. The
numerical experiments reveal that lifting leads to a faster convergence of SQP methods
applied to MPCCs and helps to avoid infeasible quadratic programming approximations that
are due to the lack of common constraint qualifications. Furthermore, we integrate the lifting
idea into the efficient direct all-at-once approach for hierarchical dynamic optimization
problems developed in this thesis.
Theoretical analysis of sequential quadratic programming methods applied to
lifted mathematical programs with complementarity constraints
We prove that the lifted formulation of MPCCs proposed in this thesis guarantees a con-
straint qualification tailored to MPCCs under mild conditions. We furthermore generalize
the local convergence results for SQP methods applied to MPCCs stated in [FLRS06].
Efficient implementation of all mathematical methods proposed in this thesis
We provide an efficient state-of-the-art C++ implementation of the direct all-at-once ap-
proach for hierarchical dynamic optimization with multi-stage OCPs with discontinuous
stage transitions, underlying ODEs, a Bolza-type objective function, nonlinear mixed control-
state constraints and coupled or decoupled nonlinear equality and inequality multi-point
constraints on the lower level. The implementation also includes the lifting approach for
the complementarity constraint, and modules for solving one-level OCPs and parameter
estimation problems.
The derivative-free-optimization-based bilevel approach for hierarchical dynamic opti-
mization is implemented in Matlab based on a derivative-free optimization solver called
POUNDerS [KLM+10]. We furthermore provide a Matlab implementation of the bundle-
based bilevel approach following [SZ92].
A collection of hierarchical dynamic optimization problems as benchmark
A collection of illustrative hierarchical dynamic optimization problems is presented as bench-
mark in this thesis. For each problem of the collection, we provide a full description of the
problem formulation and discuss the performance of the direct all-at-once approach.
Optimal control models for human gait based on motion capture data
The direct all-at-once method for hierarchical dynamic optimization is used to estimate
parameters in two large optimal control models from real-world data. We start with the
derivation of multibody-system models describing the dynamics of the human body for a
cerebral palsy patient and an able-bodied subject. The two multibody-system models serve
as basis for two optimal control gait models including parameters that are estimated from
real-world motion capture data provided by the Heidelberg MotionLab [Wol93]. The
resulting optimal control gait models reveal surprising insights as, e.g., that CP patients
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mainly maximize stability, whereas healthy subjects primarily minimize the total energy
consumption. These results can be seen as a first and motivating step into the direction of
answering open questions in current biomechanical and medical research.
1.2. Thesis overview
This thesis consists of four main parts entitled theoretical foundations, mathematical meth-
ods, modeling human locomotion in a new way and numerical results. The detailed structure
of all four parts is explained in the following.
This introduction is followed by Chapter 2, which is concerned with basic definitions and
methods from the field of nonlinear optimization including the SQP and the Generalized
Gauß-Newton method.
The focus of Chapter 3 is on dynamic optimization, starting with an introduction to the
numerics of boundary value problems, which builds a basis for the following sections on the
theory and the numerical treatment of optimal control problems and parameter estimation
problems.
We then enter Part II, which assembles all novel mathematical methods derived in this
work. Chapter 4 can be seen as an introduction to the field of hierarchical dynamic optimiza-
tion including the general problem formulation, a discussion of challenges of this problem
class, a detailed survey of literature covering all contributing fields, a brief summary of
all mathematical methods for hierarchical dynamic optimization derived in this thesis and
an overview of possible areas of application including modeling human gaits by means of
OCPs, which is done in Chapters 12 and 15.
Chapter 5 is concerned with the central algorithm derived in this thesis: a direct all-
at-once approach for hierarchical dynamic optimization. We start with an introductory
sketch of the mathematical method, followed by a detailed description of the three main
steps: the parameterization and discretization, the formulation of necessary conditions for
optimality of the lower-level problem, and the solution of the resulting NLP including a
detailed analysis of the NLP’s structure inherited by the parameterization/discretization
and the hierarchical setting. We furthermore present a structure-exploiting algorithm that
corresponds to the direct all-at-once approach derived in this chapter.
Chapter 6 presents an alternative all-at-once approach for hierarchical dynamic optimiza-
tion problems with an indirect treatment of the lower-level problem based on Pontryagin’s
maximum principle. The indirect treatment of the lower-level OCP is compared to the di-
rect treatment presented in Chapter 5 and used to test second-order optimality conditions
of the lower-level problem in the solution of the hierarchical dynamic optimization problem
for an illustrative example.
In Chapter 7, we present two bilevel approaches for hierarchical dynamic optimization,
starting with a derivative-free-optimization-based approach. Furthermore, a bundle-based
bilevel approach is presented. Both methods are compared to the direct all-at-once approach
derived in Chapter 5.
Chapter 8 is concerned with a novel lifting technique for bilevel NLPs. We first continue
the discussion on numerical methods for MPCCs and their limits from Chapter 2. After-
wards, the idea of lifting a bilevel NLP for regularity is derived in detail and its effect is
demonstrated for an illustrative example. This is followed by a proof that guarantees an
adapted constraint qualification for the lifted problem under mild conditions. After gen-
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eralizing the lifting idea to MPCCs that do not necessarily arise from bilevel NLPs, we
extend the existing convergence theory for SQP methods applied to MPCCs for the lifted
formulation of the problem. The last section of Chapter 8 is concerned with lifting the com-
plementarity constraint in the solution framework of a hierarchical dynamic optimization
problem based on the direct all-at-once approach derived in Chapter 5.
Chapter 9 presents the implementation of the direct all-at-once method for hierarchical
dynamic optimization introduced in Chapter 5. We discuss the problem formulation that
can be treated by this software package, explain the software architecture and its modules,
and demonstrate the user interface for an illustrative example.
Part III is entitled Modeling human locomotion in a new way. The first chapter in Part
III, Chapter 10, introduces the main concepts of modeling the dynamics of human motion
and locomotion as constrained multibody system, which is based on the approximation of
the human skeleton as rigid bodies that are coupled via joints and forces acting on these
joints.
Chapter 11 provides an overview of causes, symptoms and treatments of cerebral palsy.
Furthermore, the main characteristics of the gait of cerebral palsy patients are analyzed.
Chapter 12 combines the two previous chapters and presents two optimal control gait
models, one for a cerebral palsy patient and one for an able-bodied subject. We first derive
two multibody-system models for the underlying dynamics of the respective gait. Both
multibody-system models change during a gait cycle depending on the foot that currently
touches the ground. Therefore, we introduce five model stages and derive implicit stage
transition conditions. Afterwards, the subcriteria involved in the lower-level objective func-
tion are discussed and finally, we present a full formulation of two optimal control models.
Both optimal control models include unknown parameters that are estimated from real-
world motion capture data in Chapter 15.
The last part of this thesis contains numerical results. Chapter 13 shows the numerical
performance of the lifting approach presented in Chapter 8 for all MPCCs and bilevel NLPs
from the MacMPEC collection. Furthermore, the lifting idea is applied to an illustrative
hierarchical dynamic optimization problem, and the results are discussed in detail.
Chapter 14 describes four hierarchical dynamic optimization benchmark problems, dis-
cusses their properties and explains why these problems have been chosen. The direct
all-at-once approach derived in Chapter 5 is applied to all four problems, and the numerical
performance is analyzed in detail. The last section of this chapter shows the performance of
the two bilevel approaches presented in Chapter 7 for a hierarchical dynamic optimization
benchmark problem. The results are compared to the performance of the direct all-at-once
approach, and advantages and disadvantages of all three methods are discussed extensively.
In Chapter 15, the results of Chapters 12 and 5 are combined to estimate unknown
parameters in the optimal control gait model for a cerebral palsy patient and an able-
bodied subject. Therefore, we use Vicon motion capture data provided by the Heidelberg
MotionLab. The measurement’s properties are explained in detail in the first section of
this chapter. The following two sections are concerned with the estimation of parameters
in the high-dimensional optimal control model for a cerebral palsy patient and for an able-
bodied subject using the direct all-at-once approach from Chapter 5 and its implementation
described in Chapter 9. We furthermore present image sequences from videos demonstrating
the small deviation between the optimal control gait model and the corresponding motion
capture measurements. This chapter is completed with a discussion of the results and how
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This chapter briefly reviews the basics of nonlinear programming used in this thesis. After
stating basic definitions, we recall the sequential quadratic programming method for solving
nonlinear programs, and the Generalized Gauß-Newton approach for constrained least-
squares problems. The final section of this chapter is concerned with a special class of
nonlinear programs called mathematical programs with complementarity constraints, and
recalls basic definitions and challenges of this problem class. In this chapter, we mainly
follow the descriptions in [NW99], [Hat08] and [FLRS06].
2.1. Basic definitions
We start with the definition of an equality and inequality constrained nonlinear program




subject to g(x) = 0
h(x) ≥ 0,
(2.1)
where f : Rnx → R, gi : Rnx → R with i ∈ E := {1, . . . , ng}, and hi : Rnx → R with
i ∈ I := {1, . . . , nh}. All functions in (2.1) are assumed to be sufficiently smooth. The
feasible set of (2.1) is denoted by
F(x) := {x ∈ Rnx | g(x) = 0 ∧ h(x) ≥ 0} , (2.2)
and the active set of the inequality constraints is given by
A(x) := {i ∈ {1, . . . , nh} | hi(x) = 0} . (2.3)
An inequality constraint hi(x), i ∈ I, is called active, if hi(x) = 0. Furthermore, the
constraint hi(x) is said to be satisfied if hi(x) ≥ 0, and strictly satisfied if hi(x) > 0 with
i ∈ {1, . . . , nh}.
Definition 2.1.1. (Local/Global solution) A point x∗ ∈ F(x∗) is a local solution (or a
local minimizer) of (2.1), if and only if there exists an open ball B(x
∗) ⊆ Rnx with  > 0,
such that
∀x ∈ B(x∗) ∩ F(x∗) : f(x∗) ≤ f(x). (2.4)
The point x∗ is said to be a strict local solution if the inequality is strictly fulfilled for all
x 6= x∗:
∀x ∈ B(x∗) ∩ F(x∗) : f(x∗) < f(x). (2.5)
If solutions exist, the ones with the smallest objective function value of all local solutions
are referred to as global solutions (or global minimizers) of (2.1).
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In order to continue with optimality conditions for NLPs, we first need to define a con-
straint qualification (CQ) and the Lagrangian of an NLP.
Definition 2.1.2. (Linear independence constraint qualification (LICQ)) Given the
point x and the active set A(x), LICQ is said to hold at x if the active constraint gradients
∇xgi(x), i ∈ E , ∇xhi(x), i ∈ A(x), are linearly independent.
The following definition explains a second CQ.
Definition 2.1.3. (Mangasarian Fromowitz CQ (MFCQ)) Given the point x and the
active set A(x), MFCQ is said to hold at x if the gradients ∇xgi(x), i ∈ E are linearly
independent and there exists a vector d ∈ Rnx such that
∇xhi(x)d > 0 ∀i ∈ A(x)
∇xgi(x)d = 0 ∀i ∈ E . (2.6)
Note that the following relation between LICQ and MFCQ holds [Fle05]:
LICQ⇒ MFCQ. (2.7)
Definition 2.1.4. (Lagrangian) The Lagrangian L of the NLP (2.1) is defined as
L(x, λ, µ) := f(x)− g(x)ᵀλ− h(x)ᵀµ. (2.8)
with Lagrange multipliers λ ∈ Rng and µ ∈ Rnh.
The gradient of the Lagrangian with respect to the unknown x is given by
∇xL(x, λ, µ) = ∇xf(x)−∇xg(x)ᵀλ−∇xh(x)ᵀµ. (2.9)
We can now recall the following theorem (cf., e.g., [NW99]) providing the well-known
Karush-Kuhn-Tucker conditions.
Theorem 2.1.1. (Karush-Kuhn-Tucker conditions) Suppose that x∗ is a local solution
of (2.1) and that LICQ holds at x∗. Then Lagrange multipliers λ∗ ∈ Rng and µ∗ ∈ Rnh
exist, such that the following conditions are satisfied
∇xL(x∗, λ∗, µ∗) = 0 (2.10a)
µ∗ ≥ 0 (2.10b)
g(x∗) = 0 (2.10c)
h(x∗) ≥ 0 (2.10d)
µ∗
ᵀ
h(x∗) = 0. (2.10e)
Conditions (2.10c) and (2.10d) are called primal feasibility, (2.10a) and (2.10b) are re-
ferred to as dual feasibility and (2.10e) is called complementarity. The KKT conditions are
also referred to as first-order optimality conditions.
Definition 2.1.5. (Strict complementarity) Given a local solution x∗ of (2.1) and a
multiplier µ∗ satisfying (2.10), the strict complementarity condition holds if exactly one of
µ∗i and hi(x
∗) is zero for each i ∈ I. This means that we have µ∗i > 0 for each i ∈ A(x∗).
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Definition 2.1.6. (KKT point/Stationary point) A point x∗ ∈ F(x∗) is said to be a
KKT point/stationary point of the problem (2.1) if x∗ satisfies first-order necessary optimal-
ity conditions, which means that LICQ is satisfied at x∗ and x∗ fulfills the KKT conditions
(2.10).
To conclude the brief overview of the theory of nonlinear programming, we state second-
order sufficient conditions.
Theorem 2.1.2. (Second-order sufficient condition) Suppose that for some x∗ ∈
F(x∗), there are Lagrange multipliers λ∗ and µ∗ such that the KKT conditions (2.10) are
satisfied. Suppose also that all nonzero directions p ∈ Rnx satisfy
∇xg(x∗) p = 0
∇xhi(x∗) p = 0 ∀i ∈ A(x∗) with µ∗i > 0




ᵀ∇2xxL(x∗, λ∗, µ∗)p > 0. (2.12)
Then x∗ is a strict local solution for (2.1).
We refer to [Ber03] for a detailed motivation and for the proof of Theorem 2.1.2.
2.2. Algorithms for nonlinear programming
This section briefly reviews sequential quadratic programming and the Generalized Gauß-
Newton method. We start with a brief sketch of a basic sequential quadratic programming
method. Details can be found in, e.g., [NW99, Ber03].
2.2.1. Sequential quadratic programming
Sequential quadratic programming (SQP) methods are commonly used for solving NLPs.
The main idea of an SQP method is to solve a sequence of quadratic programs (QPs) instead





subject to g(x) = 0,
(2.13)
with f and g as defined in (2.1). A KKT point of (2.13) is characterized by the following




with ∇xL(x, λ) = ∇xf(x) − ∇xg(x)ᵀλ, and unknowns x and λ. To solve (2.14), we use
Newton’s method as, e.g., described in [NW99]. Therefore, we need the derivative of the
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Newton’s method is an iterative method, where in each iteration, we obtain an update


























If the so-called KKT matrix (2.15) has full rank, the solution of (2.17) is well-defined.
There is another way to look at the steps (pk, pλ) in (2.16), namely as the solution of a









subject to ∇xg(xk)pk + g(xk) = 0.
(2.18)
Problem (2.18) has a unique solution (pk, νk) (νk ∈ Rng are the Lagrange multipliers) under
the assumption that ∇xg(xk) has full rank and the Hessian approximation of ∇xxL(xk, λk)
is positive definite on the null space of the constraint gradients ∇xg(xk). (pk, νk) then




∇xg(xk)pk + g(xk) = 0. (2.19)
Identifying νk with λk+1 in (2.16) reveals the equivalence of the SQP method and Newton’s
method. For solving an equality constrained NLP (2.13) with an SQP method, the step
in each iteration can either be computed by solving (2.17) or by solving (2.18) if the KKT
matrix (2.15) is nonsingular. The Newton’s method point of view is primarily used for
analyzing convergence properties, whereas the QP point of view helps to derive practical
methods. A sketch of a local SQP algorithm in a basic form is given in Algorithm 1.
Algorithm 1: Local SQP algorithm.
Choose an initial pair (x0, λ0);
for k = 0, 1, . . . do
Evaluate f(xk), ∇xf(xk),∇2xxL(xk, λk), g(xk), and ∇xg(xk);
Solve (2.18) to obtain pk and νk;
xk+1 ← xk + pk; λk+1 ← νk;
if convergence test satisfied then
STOP with approximated solution (xk+1, λk+1);
end
end
Sticking to the QP point view allows us to generalize the method outlined in Algorithm 1
to equality and inequality constrained NLPs by solving the following equality and inequality






k∇2xxL(xk, λk, µk)pk +∇xf(xk)
ᵀ
pk
subject to ∇xg(xk)pk + g(xk) = 0
∇xh(xk)pk + h(xk) ≥ 0.
(2.20)
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This generalization is based on the following Theorem stated in, e.g., [NW99].
Theorem 2.2.1. Suppose that x∗ is a solution of (2.1). Assume that the Jacobian of ac-
tive constraints
[∇xg(x∗)ᵀ , ∇xhA(x∗)ᵀ] (where ∇xhA(x∗) only contains gradients of active
components of h(x∗)) has full rank, that pᵀ∇xxL∗(x∗, λ∗, µ∗)p > 0 for all p 6= 0 such that
∇xhA(x∗)p = 0, and that strict complementarity holds. Then if (xk, λk, µk) is sufficiently
close to (x∗, λ∗, µ∗), there is a local solution of the subproblem (2.20) whose active set is the
same as the active set of the NLP (2.1) at x∗.
An SQP method that solves problem (2.20) in each iteration requires a QP solver that is
able to treat equality and inequality constraints. We note that an active set strategy could
as well be implemented on NLP level requiring the solution of an equality constrained QP
in each iteration. Details about practical SQP methods and their convergence behavior can
be found in, e.g., [Ber03, Fle87, NW99].
2.2.2. The Generalized Gauß-Newton method
The well-known Gauß-Newton method is used for solving nonlinear least-squares problems
as described in [NW99] or [Ber03]. Bock introduces a generalization of the classical method
in [Boc81a]. The so-called Generalized Gauß-Newton (GGN) method solves equality and
inequality constrained nonlinear least-squares problems. In this section, we briefly review
the GGN method described in [Boc81a]. Like the SQP method explained above, the GGN
is closely related to Newton’s method. This relation will be highlighted in the following.





subject to g(x) = 0
(2.21)
with the residual function r : Rnx → Rm and gi : Rnx → R with i = 1, . . . , ng. The functions
r and g are assumed to be sufficiently smooth. The derivation of the GGN method is closely
related to the one of the SQP method described in the last section. We formulate KKT































The gradient and the Hessian of the Lagrangian L(x, λ) are given by
∇xL(x, λ) = ∇xr(x)ᵀr(x)−∇xg(x)ᵀλ (2.25)
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≈ [∇xr(x)ᵀ∇xr(x)]jl , (2.27)
where j, l = 1, . . . , nx. The following arguments are used to explain the approximation of
the Hessian of the Lagrangian in (2.27) (see [Boc87]):
• The residuals r(x) are expected to be small close to the solution. Hence, the first term
in the right-hand side of (2.26) can be neglected.
• The gradient of the Lagrangian (2.25) is expected to become small close to the solu-
tion. Additionally, we know that the residuals ri(x) are small close to the solution.
Combining this with the previous argument implies that the Lagrange multiplier λ
can be expected to be small close to the solution, which is the reason for neglecting
the third term in the right-hand side of (2.26).











The solution (pk, pλ) of (2.28) can also be seen as the solution of the following QP, which





subject to g(x) +∇xg(x)pk = 0. (2.29b)
If ∇xg(xk) has full rank and the Hessian approximation ∇xr(x)ᵀ∇xr(x) is positive definite
on the null space of the constraint gradients ∇xg(x), problem (2.29) has a unique solution
(pk, νk), where νk ∈ Rng are the Lagrange multipliers. The step (pk, νk) then satisfies the
KKT conditions of (2.29):
∇xr(x)ᵀr(x) +∇xr(x)ᵀ∇xr(x)pk −∇xg(x)ᵀνk = 0
g(x) +∇xg(x)pk = 0.
Identifying νk with λk+1 (in pλ = λk+1 − λk) in (2.28) shows the relationship between
the GGN method and Newton’s method. For solving an equality constrained nonlinear
least-squares problem (2.21) with an GGN method, the step in each iteration can either be
computed by solving (2.28) or by solving (2.29), if the KKT matrix in the left-hand side of
(2.28) is regular. The following theorem completes the derivation of the GGN method.
Theorem 2.2.2. (Existence of a generalized inverse) We assume that a CQ holds and
that the Hessian approximation
∇xr(x)ᵀ∇xr(x) (2.30)
is positive definite on the null space of ∇xg(x). Then if (xk, λk) is sufficiently close to the
solution (x∗, λ∗) of (2.21), we have that
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1. there is exactly one point (x∗, λ∗) satisfying the KKT conditions. Furthermore, (x∗, λ∗)
is a strict local minimizer of (2.29).


















J+ : Rm+ng → Rnx (2.33)










J+(x) := [ I 0 ] J˜+(x). (2.36)





J+(x) = J+(x). (2.37)
For the final generalization to the inequality constrained case, we consider the following





subject to g(x) = 0
h(x) ≥ 0,
(2.38)
where r : Rnx → Rm, and gi, hj : Rnx → R with i = 1, . . . , ng and j = 1, . . . , nh are
assumed to be sufficiently smooth. If we consider problem (2.38) in a small neighborhood
of the solution, the active set is constant (see Theorem 2.2.1) and therewith it is sufficient
to consider problem (2.21) as a local approximation. Thus, we can solve (2.38) by using the
GGN method.
A proof of linear convergence as well as effective globalization strategies and further
details can be found in [Boc87].
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FCC
Figure 2.1.: Illustration of the set FCC(x1, x2) := {(x1, x2) ∈ R2q | 0 ≤ x1 ⊥ x2 ≥ 0} for
q = 1.
2.3. Mathematical programs with complementarity
constraints
In this section, we briefly describe the problem formulation and the challenges of math-
ematical programs with complementarity constraints (MPCCs). We furthermore discuss
stationarity concepts and solution strategies. The discussion about numerical methods for
solving MPCCs is continued in Chapter 8.
MPCCs are NLPs with a special and challenging structure. In this section, we consider




subject to g(x) = 0
h(x) ≥ 0
0 ≤ x1 ⊥ x2 ≥ 0,
(2.39)
where x = (x0, x1, x2) ∈ Rp+q+q is a decomposition of the problem variables, f : Rp+q+q →
R, g : Rp+q+q → Rng and h : Rp+q+q → Rnh , where f, g and h are assumed to be sufficiently
smooth. The last constraint in (2.39) is 0 ≤ x1 ⊥ x2 ≥ 0, which is the so-called comple-
mentarity constraint (CC), requiring x1 and x2 to be component-wisely nonnegative. The
notation ⊥ requires that for each component i = 1, . . . , q, either x1i or x2i has to be equal
to zero. The feasible set
FCC(x1, x2) := {(x1, x2) ∈ R2q | 0 ≤ x1 ⊥ x2 ≥ 0} (2.40)
of the complementarity constraint is illustrated in Figure 2.1 for q = 1. The specialty and
the challenge of an MPCC compared to a standard NLP like problem (2.1) is the lack of
certain CQ (like LICQ stated in Definition 2.1.2) at any feasible point, which is due to the
combinatorial nature of the feasible set. The lack of LICQ can easily be shown for a simple
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subject to 0 ≤ x1 ⊥ x2 ≥ 0.
(2.41)

























Clearly, the constraint normals in (2.43) are linearly dependent, independent of the value
of x1 and x2, which means that LICQ is violated at any feasible point. In Part III and IV
of this thesis, we also consider a more general type of CC given by
0 ≤ G(x) ⊥ H(x) ≥ 0. (2.44)
However, the constraint (2.44) can be rewritten in the form of a standard CC as the one
in (2.39) by introducing slack variables. Therefore, we stick to formulation (2.39) for the
remainder of this section.
The numerical challenges that appear when solving MPCCs are manifold. The lack
of LICQ might lead to an unbounded set of Lagrange multipliers, which means that the
Lagrange multipliers of (2.39) are not uniquely determined anymore. This is explained and
discussed by means of a well-chosen example in [FLRS06]. Another problem that might
appear when solving (2.39) with an SQP algorithm is that the approximation of (2.39) by
a QP might be inconsistent arbitrarily close to the solution (cf. [FLRS06]). Before we
discuss how to deal with these challenges within a numerical algorithm, we define a CQ and
stationarity concepts tailored to MPCCs. Note that Definition 2.1.6 of a stationary point
cannot be used anymore since LICQ, as stated in Definition 2.1.2, is not satisfied for (2.39).
We now introduce a CQ that is tailored to MPCCs following [Sch01, FLRS06]. There-
fore, we consider the two index sets Z1 and Z2 with Z1,Z2 ⊂ {1, . . . , q}. The respective
complement of the sets Z1 and Z2 in {1, . . . , q} is denoted by Z⊥1 and Z⊥2 . The definition




subject to g(x) = 0
h(x) ≥ 0
x1i = 0 ∀i ∈ Z⊥1
x2i = 0 ∀i ∈ Z⊥2
x1i ≥ 0 ∀i ∈ Z1
x2i ≥ 0 ∀i ∈ Z2.
(2.45)
Note that if x∗ is a solution of (2.45) and x∗1
ᵀ
x∗2 = 0, then x∗ is a solution of the original
non-relaxed problem (2.39). The set of second-level degenerate components is defined as
D := Z1 ∩ Z2.
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Definition 2.3.1. (MPCC-LICQ) Let x1, x2 ≥ 0, h(x) = 0, g(x) ≥ 0 and define index
sets
Z1 = {i ∈ {1, . . . , q} | x1i = 0} and Z2 = {i ∈ {1, . . . , q} | x2i = 0}. (2.46)
The MPCC (2.39) is said to satisfy MPCC-LICQ at x∗ if the corresponding relaxed NLP
(2.45) satisfies LICQ at x∗.
In the last years, numerous specifically tailored stationarity concepts for MPCCs have
been proposed. [LM07] or [Ye05] provide an overview of these stationary concepts. In
this thesis, we focus on two concept: Bouligand-stationarity (or B-stationarity) and strong
stationarity, which are defined in the following.
Definition 2.3.2. (B-stationarity) A point x∗ is called Bouligand stationary or B-station-




subject to g(x∗) +∇xg(x∗)d = 0
h(x∗) +∇xh(x∗)d ≥ 0
0 ≤ (x∗1 + dx1) ⊥ (x∗2 + dx2) ≥ 0,
(2.47)
where d = (dx0 , dx1 , dx2) is a partition of the step corresponding to the partition x =
(x0, x1, x2) of variables.












Definition 2.3.3. (Strong stationarity) A point x∗ is said to be a strongly stationary









x∗1j = 0 or x
∗
2j = 0 ∀ j = 1, · · · , q,
µ ≥ 0,
h(x∗)ᵀµ = 0,
x∗1j νˆ1j = 0 ∀ j = 1, · · · , q,
x∗2j νˆ2j = 0 ∀ j = 1, · · · , q,
if x∗1j = x
∗
2j = 0, then νˆ1j ≥ 0 and νˆ2j ≥ 0 ∀ j = 1, · · · , q.
(2.49)
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The equivalence of strong stationarity of an MPCC (2.39) and NLP stationarity (Def-
inition 2.1.6) of the NLP formulation (2.48) of (2.39) is shown in [FLRS06]. Scheel and
Scholtes have shown in [SS00] that strong stationarity is implied by B-stationarity and if
MPCC-LICQ holds, the reverse is true.
In literature, one finds a variety of algorithms to solve problem (2.39). The main
categories are mentioned in the following. Algorithms based on branch-and-bound tech-
niques can be found in, e.g., [Bar88]. Interior-point algorithms for MPCCs are described
in, e.g., [LLCN06] or [RB03]. Piecewise SQP techniques are presented in [LPR97], and
[DFNS05, HKS13, LF03, HLSB13], e.g., are concerned with penalization and relaxation
techniques for solving (2.39). Numerical experience with solving MPCCs as described in
[FL02b, FLRS06] clearly shows the promise of applying SQP methods to MPCCs. Further-
more, the SQP approach is in general computationally cheaper than most of the techniques
named above. Hence, in this thesis we concentrate on a tailored SQP technique for solving





Optimization of dynamic systems
In this chapter, we describe the basic concept of two classes of dynamic optimization prob-
lems: the class of optimal control problems and the class of parameter estimation problems.
Based on the optimization methods for finite-dimensional nonlinear programs described in
the last chapter, we now generalize the problem setting to dynamic systems described by
ordinary differential equations. In the first section, we consider boundary value problems
and discuss their properties and their numerical treatment. The two remaining sections are
concerned with optimal control problems and parameter estimation problems. In each of the
two sections, we start with the basic formulation of the respective problem class, continue
with a discussion of the problem’s properties, and close with a description of numerical
methods to solve the respective problem.
3.1. Boundary value problems and their numerical solution
A two-point boundary value problem (BVP) defined as follows
x˙(t) = f(t, x(t)), t ∈ I (3.1a)
r(x(t0), x(T )) = 0, (3.1b)
includes a system of ordinary differential equations (ODEs) with the ODE’s right-hand
side f mapping to Rnx , time t ∈ I = [t0, T ] ⊆ R, differential states x mapping to Rnx ,
and the two-point boundary conditions r mapping to Rnr . The function f is assumed
to be piecewise Lipschitz continuous (details can be found in, e.g., [Har82, HNW00]). A
BVP of type (3.1) is often solved with a single shooting method [HR71, SS78], which is
a comparatively simple approach for solving BVPs that is relatively easy to implement.
The main idea is to determine the initial value x(t0) in an iterative procedure, such that
the resulting trajectory, which is obtained by numerical integration, solves (3.1). One of
the main disadvantage of the single shooting method is, however, that for certain initial
values, the solution of (3.1a) might not even exist on the whole time interval I. The
collocation method remedies this problem (cf., e.g., [RS72]). In the collocation approach,
the differential states are discretized on a fine grid and the ODE (3.1a) is replaced by
a system of nonlinear equations. The system of equations plus the boundary condition
(3.1b) are then solved with Newton’s method (described in, e.g., [SB92]). In contrast to
single shooting, collocation allows to exploit the knowledge of the process behavior by an
appropriate initialization of the differential states. The nonlinear system of equations that
has to be solved is typically large but very sparse. Hence, structure-exploiting Newton
methods allow an efficient treatment, even of large problems of type (3.1). The main
drawback of the collocation method is the difficulty of including adaptive discretization
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... ...
Figure 3.1.: Illustration of the parameterized solution of an ODE using multiple shooting.
methods, which is indispensable for solving highly nonlinear BVPs. To overcome both the
drawback of the single shooting technique and the collocation approach, we use the multiple
shooting method [Osb69, Bul71, Boc74, Boc87]. The basic idea is to divide the time horizon
I into subintervals [ti, ti+1] with i = 0, . . . , nT − 1 and
t0 < . . . < ti < ti+1 < . . . < tnT = T, (3.2)
where the subintervals not necessarily have to be of the same size, and to integrate the ODE
(3.1a) on shorter time horizons. Therefore, we introduce new variables s0, . . . , snT , where
si ∈ Rnx describes the initial value of the solution of (3.1a) on time interval [ti, ti+1]. The
parameterization of the solution of (3.1) is illustrated in Figure 3.1 for nx = 1. On each
interval [ti, ti+1], the following initial value problem (IVP) is solved
x˙(t) = f(t, x(t)), t ∈ [ti, ti+1]
x(ti) = si,
(3.3)
with i = 0, . . . , nT −1. We note that the IVPs on the multiple shooting intervals [ti, ti+1] are
decoupled and can be solved independently. We denote the solution of (3.3) by x(t; ti, si),
where the first argument states that x is evaluated at t, and the last two arguments indicate
that the solution of (3.3) depends on ti and si. In order to guarantee the solution of (3.1)
to be continuous, we need the following nT conditions:
x(ti+1; ti, si)− si+1 = 0, i = 0, . . . , nT − 1, (3.4)
which are called closing or matching conditions. The system of nonlinear matching condi-
tions plus the boundary condition (3.1b) are then solved with a Newton-type method. The
multiple shooting method inherits a special staircase structure in the Jacobian of the system
of matching conditions (3.4), which allows us to solve large-scale problems by applying an
efficient structure-exploiting Newton method (as described in, e.g., [Lei99]). The multiple
shooting method combines the advantages of both the single shooting and the collocation
method. Due to the shorter integration horizons, the IVP’s stability improves but, in con-
trast to the collocation method, the integration on the intervals [ti, ti+1] allows to easily
incorporate adaptivity by using state-of-the-art integration methods (cf., e.g., [Alb10]).
An important issue when solving (3.1) with the multiple shooting method is the com-
putation of derivatives. Applying Newton’s method to a system including (3.4) requires
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derivatives of the solution x(ti+1; ti, si) of (3.3) with respect to the initial value si. These
derivatives are often referred to as sensitivities, describing the sensitivity of the trajectory




G(t; ti, si) =
∂
∂x
f(t, x(t; ti, si)) ·G(t; ti, si), t ∈ [ti, ti+1] (3.5a)
G(ti; ti, si) = Inx (3.5b)
for i ∈ {1, . . . , nT − 1}. One can show that the solution of (3.5) is
G(t; ti, si) =
d
dsi
x(t; ti, si). (3.6)
Alternative ways for computing the sensitivities of (3.3) include a method based on per-
turbed trajectories (also called external numerical differentiation as the process of solving
(3.3) is treated as black-box algorithm), which is a very intuitive approach applying the idea
of finite differences to the solution trajectory of the IVP (3.3). However, doing that implic-
itly assumes that the procedure of computing an approximation of x(t; ti, si) is a sufficiently
smooth mapping, which is not true in the majority of cases due to, e.g., adaptive compo-
nents in the integration method or pivoting strategies in the linear algebra subroutines. In
contrast to external numerical differentiation, [Boc81a, Boc83] state the concept of internal
numerical differentiation (IND), which remedies the lack of smoothness. The main idea of
IND is to differentiate the algorithm computing the approximation of x(t; ti, si). In prac-
tice, this means that we have to ensure that all adaptive components in the computation
of the approximation of the nominal trajectory x(t; ti, si) and of the perturbed trajectory
x(t; ti, si + hdi) with the direction di ∈ Rnx and the perturbation h ∈ R, are the same.
That way, we obtain consistent derivatives of the approximation of x(t; ti, si) with respect
to si. IND can also be realized when using the variational differential equation to compute
the trajectory’s sensitivity by, e.g., solving (3.3) and (3.5) simultaneously. For a further
discussion of the principle of IND, we refer to [Boc87, Alb10].
3.2. Optimal control of dynamic systems
We consider optimal control problems (OCPs) with an objective function of Bolza-type,




Φ := φM(x(T ), q) +
∫ T
t0
φL(t, x(t), u(t), q) dt
subject to x˙(t) = f(t, x(t), u(t), q), t ∈ I
0 ≤ c(t, x(t), u(t), q), t ∈ I
0 = req(x(t0), . . . , x(T ), q)
0 ≤ rieq(x(t0), . . . , x(T ), q),
(3.7)
where t ∈ I := [t0, T ] ⊆ R. The Bolza-type objective function consists of a Mayer term
φM and a Lagrange term
∫ T
t0
φL(·) dt. The differential states are denoted by x : I → Rnx ,
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u : I → Rnu is the control function, which is assumed to be measurable, and q ∈ Rnq
describes time-independent control values. f denotes the ODE’s right-hand side and is
assumed to be piecewise Lipschitz continuous. Mixed control-state constraints are denoted
by c mapping to Rnc . The functions req and rieq mapping to Rneq and Rnieq , respectively,
are multi-point equality and inequality constraints. In the following, we consider numerical
methods for solving the OCP (3.7).
3.2.1. An indirect approach for optimal control
We consider an indirect approach for solving the OCP (3.7) based on Pontryagin’s maximum
principle [PBGM62]. The basic idea is to transform the OCP into a multi-point boundary
value problem (MPBVP) by means of necessary conditions for optimality. The resulting
MPBVP can then be solved with an appropriate numerical method. Details can be found
in, e.g., [Neu76, Boc81b, HSV95]. In this thesis, we discuss Pontryagin’s maximum principle




subject to x˙(t) = f(x(t), u(t)), t ∈ I
0 = req(x(t0), x(T ))
u(t) ∈ U := {u(t) ∈ R | c¯(u(t)) ≥ 0},
(3.8)
with a scalar control and no path constraints. The function c¯(·) describes the control
constraints and maps to Rnc¯ . Furthermore, we assume
• the absence of a singular control, which means that the control u(t) is uniquely de-
termined by maximizing the Hamiltonian (defined below),
• the regularity condition ∇uc¯i(u(t)) 6= 0 for active components i ∈ {1, . . . , nc¯} of c¯,
• and the strict Legendre condition, which requires the second derivative of the aug-
mented Hamiltonian (defined below) with respect to u to be negative definite on
boundary arcs (where boundary arcs are subintervals of I with c¯i(u(t)) = 0 for at
least one component i ∈ {1, . . . , nc¯}).
A discussion of Pontryagin’s maximum principle for more general OCPs can be found in
the references named above, or in, e.g., [Hes66]. We now formulate necessary conditions
for optimality for problem (3.8) (cf. [HSB12]). Let (x(t), u(t)) be a solution of (3.8), then
Lagrange multipliers α0 ∈ R, α ∈ Rneq and adjoint variables µ : I → Rnc¯ , λ : I → Rnx exist,
such that with the Hamiltonian H0(x(t), λ(t), u(t)) := λ(t)
ᵀ
f(x(t), u(t)), the augmented
Hamiltonian
H(x(t), λ(t), u(t), µ(t)) := H0(x(t), λ(t), u(t))− µ(t)ᵀ c¯(u(t)) (3.9)
and the augmented objective function
Φ˜ := α0φM(x(T )) + α
ᵀ
(req(x(t0), x(T ))) (3.10)
the following necessary conditions are satisfied: the multiplier λ fulfills the adjoint differen-
tial equations
λ˙(t) = −∇xH(x(t), λ(t), u(t), µ(t)) (3.11)
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on the time horizon I, the transversality conditions
λ(t0) = ∇x0Φ˜ and λ(T ) = −∇xT Φ˜ (3.12)
with x0 := x(t0) and xT = x(T ) are satisfied, and, on I, the maximum principle holds:
µ(t) ≥ 0, 0 = µ(t)ᵀ c¯(u(t)),
0 = ∇uH(x(t), λ(t), u(t), µ(t)). (3.13)
Note that we implicitly assume that the necessary optimality conditions are satisfied in
normal form with α 6= 0, choosing α = 1. For a proof of Pontryagin’s maximum principle,
we refer to [BH75] or [PBGM62].
Instead of solving the OCP (3.8), it remains to solve the following BVP stating necessary
conditions for optimality of (3.8):
x˙(t) = f(x(t), u(t)), t ∈ I
λ˙(t) = −∇xH(x(t), λ(t), u(t), µ(t)), t ∈ I
0 = req(x(t0), x(T ))
λ(t0) = ∇x0Φ˜, λ(T ) = −∇xT Φ˜
0 ≤ c¯(u(t))
0 ≤ µ(t), 0 = µ(t)ᵀ c¯(u(t))
0 = ∇uH(x(t), λ(t), u(t), µ(t)).
(3.14)
After preliminary work concerning the treatment of the inequality constraints, the BVP
(3.14) can then be solved with, e.g., a multiple shooting method for solving multi-point
BVPs based on the techniques for equality constrained BVPs described in Section 3.1.
In general, the indirect approach for solving OCPs allows to compute highly accurate
solutions. This is due to the fact that, in contrast to direct approaches discussed in the
next subsection, the control function u(t) is not discretized and the OCP is optimized in the
infinite-dimensional space. Furthermore, indirect methods are often used to investigate the
structure of an OCP’s solution. However, the main drawback of the indirect approach is
that the derivation of necessary conditions for optimality and the corresponding BVP of an
OCP of type (3.7) is highly intricate. For the general case (3.7) with multiple controls and
path constraints, it is seldom possible to derive necessary conditions for optimality based on
Pontryagin’s maximum principle and the corresponding BVP. A further drawback is that
solving an OCP with an indirect method can hardly be done in an automatic procedure.
In most cases, deep insight into the structure of the OCP and its solution is needed to
derive the OCP’s necessary conditions for optimality in the function space. We continue
this discussion in Chapter 6.
3.2.2. A direct multiple shooting method for optimal control
We now discuss a direct approach for solving OCP (3.7). The main idea is to approximate
the infinite-dimensional control function u(t) using finitely many variables, to parameterize
the differential states based on multiple shooting and to discretize the mixed control-state
constraints and the boundary conditions. The term direct stems from the fact that we,
in contrast to the indirect approach presented in the last subsection, directly iterate on
variables approximating the controls. The resulting nonlinear program (NLP) can then be
solved with a tailored Newton-type method. Early works on the direct multiple shooting
method for optimal control include [Pli81, BP84]. Further details and extensions can be
found in, e.g., [Lei99, LBS+03].
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Figure 3.2.: Illustration of possible approximations of the control function u(t) for nu = 1:
piecewise constant, piecewise linear, piecewise cubic.
Control discretization
The infinite-dimensional control function u(t) is discretized using the following grid
t0 < t1 < . . . < tnT = T. (3.15)
The subintervals are denoted by Ii := [ti, ti+1]. We assume that the control discretization
grid (3.15) is the same as the inequality and equality multi-point boundary condition grid
used in (3.7). The control function u(t) is locally approximated by basis functions ξi(·), i ∈












with wi ∈ Rnl·nu (3.17)
are the variables describing the basis functions. Possible choices for the basis functions
include piecewise constant functions, piecewise linear functions, or piecewise cubic functions,
which are illustrated in Figure 3.2. After the control discretization, the ODE in (3.7)
depends on the variables w: f(t, x(t), ξi(t, wi), q) for i ∈ Ii.
State parameterization
As described in Section 3.1, there are several ways to numerically treat the differential
states. We focus on the multiple shooting method and introduce nT + 1 new variables si,
i = 0, . . . , nT , where si describes the initial value of the following IVP:
x˙(t) = f(t, x(t), ξi(t, wi), q), t ∈ Ii (3.18a)
x(ti) = si, (3.18b)
with the solution x(t; ti, si, wi, q) and the multiple shooting grid (3.15). To obtain a contin-
uous solution of the ODE in (3.7), we require nT matching conditions:
x(ti+1; ti, si, wi, q) = si+1 ∀i = 0, . . . , nT − 1. (3.19)
For the parameterization of the differential states, we use the same grid as for the control
discretization in order to obtain numerically efficient structures.
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Constraint discretization
The mixed control-state constraints are enforced on the grid nodes only:
c(ti, si, ξi(ti, wi), q) ≥ 0 ∀i = 0, . . . , nT − 1, (3.20)
c(T, snT , ξnT−1(T,wnT−1), q) ≥ 0. (3.21)
If this discretization is not sufficient in practice, a more advanced approach can be used,
which is described in [Pot06, PBS09].
Parameterizing the differential states and discretizing the controls and constraints leads
to an NLP of the following form:
minimize
s,w,q





ΦL(t, x(t), ξi(t, wi), q) dt
subject to si+1 = x(ti+1; ti, si, wi, q) ∀ i = 0, . . . , nT − 1
0 ≤ c(ti, si, ξi(ti, wi), q) ∀ i = 0, . . . , nT
0 ≤ c(T, snT , ξnT−1(T,wnT−1), q)
0 = req(s0, . . . , snT , q)
0 ≤ rieq(s0, . . . , snT , q),
(3.22)
which can then be solved with a tailored SQP method based on the simple version described
in Section 2.2.1. Details about structure-exploiting methods for NLP (3.22) can be found
in, e.g., [Lei99, LBS+03].
3.3. Parameter estimation in dynamic systems
A parameter estimation problem minimizes the weighted adequately described differences
between observed data and model response such that the underlying model equations based
on a system of ODEs are satisfied. Following the overview given in [Hat08], we consider














i ), p)− ηij
σij
)2
subject to x˙(t) = f(t, x(t), p), t ∈ I
0 ≤ c(t, x(t), p), t ∈ I
0 = req(x(t0), . . . , x(T ), p)
0 ≤ rieq(x(t0), . . . , x(T ), p),
(3.23)
with the system time t ∈ I = [t0, T ] ⊆ R, measurements η ∈ R(nm+1)·nh , the model
response hj mapping to R and variances σ2ij of the corresponding measurement ηij for
i = 0, . . . , nm and j = 1, . . . , nh. Variable x describes the differential states mapping to
Rnx and the function f denotes the right-hand side of the ODE, which is assumed to be
piecewise Lipschitz continuous. The vector p ∈ Rnp includes unknown parameters that are
constant in time. Path constraints are denoted by c mapping to Rnc . The functions req
and rieq describe multi-point equality and inequality constraints mapping to Rneq and Rnieq ,
respectively.
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3.3.1. A numerical method for solving parameter estimation problems
For solving the parameter estimation problem (3.23), we in a first step parameterize the
ODE in (3.23), which yields an NLP that is then solved with a tailored Generalized Gauß-
Newton method based on the one described in Section 2.2.2. This procedure is explained
briefly in the following (cf. [Boc87]).
As discussed in Section 3.1, there are several ways to numerically treat the ODE in (3.23).
We focus on the multiple shooting method. As parameterization grid, we choose
t0 < t1 < . . . < tnT = T, (3.24)






1 < . . . < t
m
nm = T, (3.25)
where ηi is collected at time t
m
i .
We furthermore assume that the grid used in the multi-point equality and inequality con-
straints is the same grid as the multiple shooting grid in order to obtain numerically efficient
structures. The multiple shooting parameterization described in Section 3.1 combined with
the evaluation of the path constraints and the objective on grid (3.24) yields the following










hj(ti, si, p)− ηij
σij
)2
subject to si+1 = x(ti+1; ti, si, p) ∀ i = 0, . . . , nT − 1
0 ≤ c(ti, si, p) ∀ i = 0, . . . , nT ,
0 = req(s0, . . . , snT , p),
0 ≤ rieq(s0, . . . , snT , p).
(3.26)
The NLP (3.26) is then solved with a tailored Generalized Gauß-Newton method based on








This chapter provides an introduction to a special class of hierarchical dynamic optimization
problems: a parameter estimation problem constrained by an optimal control problem. The
first part of this chapter is concerned with the general formulation of the problem setting,
we then analyze challenges of this problem class, and provide a survey of literature and an
overview of methods derived in this thesis. Finally, we discuss possible fields of application
for this particular class of hierarchical dynamic optimization problems.
4.1. Problem formulation
We start with the general problem formulation of a parameter estimation problem con-
strained by a multi-stage optimal control problem (OCP) with discontinuous transitions ex-
pressed by nonlinear transition conditions, a system of underlying ordinary differential equa-
tions (ODEs), a Bolza-type objective function, nonlinear mixed control-state constraints,

































φkiL (xk(t), uk(t), q, p) dt

subject to x˙k(t) = fk(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1
xk+1(tk+1) = bk(xk(tk+1), q, p), k = 0, . . . , nS − 2
0 ≤ ck(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1
0 = reqk (xk(τk,0), . . . , xk(τk,nk ), q, p), k = 0, . . . , nS − 1
0 ≤ rieqk (xk(τk,0), . . . , xk(τk,nk ), q, p), k = 0, . . . , nS − 1∑nM+nL
i=1 γi = 1, γ ≥ 0
blowerp ≤ p ≤ bupperp .
(4.1)
We now discuss problem (4.1) in detail and note that the functions and variables in
(4.1) are closely related to the OCP shown in Section 3.2 and the parameter estimation
problem explained in Section 3.3. The lower-level problem of (4.1) is a multi-stage OCP
with the stage index k and nS model stages, where each model stage might have a different
objective function, a different system of ODEs and different mixed control-state and multi-
point constraints. The transition between model stage k and k + 1 is described by stage
transition conditions denoted as
xk+1(tk+1) = bk(xk(tk+1), q, p). (4.2)
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In this thesis, multiple model stages are needed to describe the dynamics of human loco-
motion in Chapters 12 and 15, where further details are discussed.
The system time in (4.1) is denoted by t ∈ [t0, T ], where the time horizon of model stage
k is given by the interval Ik := [tk, tk+1] with k = 0, . . . , nS − 1 and
t0 < t1 < . . . < tnS−2 < tnS−1 < tnS = T. (4.3)
The differential states are described by x := (x0, . . . , xnS−1), where xk is the differential
state on model stage k with xk : Ik → Rnx for k = 0, . . . , nS − 1. Please note that we
assume that the differential states are of the same dimension on each model stage. The
control functions are given by u := (u0, . . . , unS−1), where uk : Ik → Rnu is the control
function on model stage k for k = 0, . . . , nS − 1, which is assumed to be measurable.
p ∈ Rnp describes unknown and time-independent system parameters, and q ∈ Rnq contains












ki ), q, p)− ηkij)2
σ2kij
(4.4)
is a least-squares parameter estimation objective. A basic version of a one-level parameter
estimation problem is described in Section 3.3. The objective (4.4) includes measurements
η of dimension
∑nS−1
k=0 ((nmk + 1) · nhk), where nmk +1 is the number of measurement times
and nhk the number of measurement functions on stage k, and the model response hkj :
Rnx × Rnq × Rnp → R with j = 1, . . . , nhk and k = 0, . . . , nS − 1. This means that on each
model stage k, we have nhk model responses or measurement functions that are taken into
account, and each model response on model stage k is evaluated at nmk + 1 measurement
points. σ2kij denotes the variance corresponding to measurement ηkij with k = 0, . . . , nS−1,
i = 0, . . . , nmk and j = 1, . . . , nhk . On each model stage k, measurements are observed on










We assume that the measurement errors are normally distributed with mean 0, that they

















φkiL (xk(t), uk(t), q, p) dt

subject to x˙k(t) = fk(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1
xk+1(tk+1) = bk(xk(tk+1), q, p), k = 0, . . . , nS − 2
0 ≤ ck(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1
0 = reqk (xk(τk,0), . . . , xk(τk,nk ), q, p), k = 0, . . . , nS − 1
0 ≤ rieqk (xk(τk,0), . . . , xk(τk,nk ), q, p), k = 0, . . . , nS − 1
(4.6)
is an OCP based on the simpler one-stage problem described in Section 3.2. The objective
in (4.6) is of a special type – a weighted sum of Mayer terms φkiM(·) with i = 1, . . . , nM and
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φkiL (xk(t), uk(t), q, p) dt
 (4.7)
with weights γi, i = 1, . . . , nM+nL, which are variables in the upper-level problem of (4.1).
The ODE in (4.1) given by
x˙k(t) = fk(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1 (4.8)
combined with mixed control-state constraints
0 ≤ ck(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1, (4.9)
the multi-point equality and inequality constraints
0 = reqk (xk(τk,0), . . . , xk(τk,nk), q, p), k = 0, . . . , nS − 1
0 ≤ rieqk (xk(τk,0), . . . , xk(τk,nk), q, p), k = 0, . . . , nS − 1,
(4.10)
and the stage transition conditions
xk+1(tk+1) = bk(xk(tk+1), q, p), k = 0, . . . , nS − 2 (4.11)
describes the dynamics of the modeled process. We note that for the sake of a compact
presentation, we skip the explicit dependency of f , φL and c on t, which still could be
included in the given formulation via a trivial ODE.
The function fk : Rnx × Rnu × Rnq × Rnp → Rnx is the ODE’s right-hand side on
model stage k, which is assumed to be piecewise Lipschitz continuous. The condition (4.11)
describes the transition of the differential states xk and xk+1 at time tk+1 from stage k to
stage k + 1 for k = 0, . . . , nS − 2. An example of the solution of an ODE of type (4.8)
with three model stages, a discontinuous transition and a non-differentiable transition is
illustrated in Figure 4.1. The mixed control-state constraints on stage k are denoted by
Figure 4.1.: Example of a differential state x with three model stages.
ck : Rnx × Rnu × Rnq × Rnp → Rnck . The multi-point equality and inequality conditions
reqk and r
ieq
k are mapping to R
neqk and Rnieqk on each model stage and have the differential
state xk on stage k evaluated on the grid
tk = τk,0 < τk,1 < . . . < τk,nk−1 < τk,nk = tk+1, (4.12)
as well as q and p as arguments.
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Due to the well-known fact that the objective function is invariant in terms of scaling,
we need the constraint
nM+nL∑
i=1
γi = 1 (4.13)
on the upper level of (4.1) to avoid redundant solutions. We furthermore seek for solutions
of the lower-level problem that minimize a positive combination of subcriteria, therefore we
add the constraint
γ ≥ 0, (4.14)
which requires γ to be componentwisely nonnegative. We furthermore have bounds blowerp
and bupperp on the parameters p:
blowerp ≤ p ≤ bupperp (4.15)
in the upper-level problem of (4.1). More complicated constraints on the upper level are
also possible and realized in the implementation of the algorithm presented in Chapter 5,
but for the ease of notation, we skip them here.
4.2. The difference between classical parameter estimation
and parameter estimation constrained by an optimal
control problem
Problem (4.1) describes the task of estimating parameters in OCPs. Classical parameter
estimation problems stated in Section 3.3 describe the estimation of unknown parameters
p in models that are commonly given by multi-point boundary value problems (MPBVP)
with additional constraints of the following type:
x˙(t) = f(x(t), p) t ∈ [t0, T ]
0 ≤ c(x(t), p), t ∈ [t0, T ]
0 = req(x(t0), . . . , x(T ), p)
0 ≤ rieq(x(t0), . . . , x(T ), p).
(4.16)
Problem (4.16) typically describes the dynamics of a process that depends on unknown
parameters p. The parameters p are then determined by fitting the model (4.16) to mea-














(as discussed in Section 3.3). In contrast to classical parameter estimation, in (4.1), the
underlying model itself is a dynamic optimization problem – the OCP (4.6). This is the
essential difference between classical parameter estimation as described in Section 3.3 and
the problem class (4.1) investigated in this thesis. The underlying model in (4.1) describes
a process depending on unknown parameters γ and p that optimizes a certain criterion. As
in model (4.16), unknown parameters p might be included in the dynamics of the optimal
control model (4.6), i.e. in the ODE’s right-hand side, the mixed control-state constraints
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and in the multi-point boundary conditions. The unknowns γ, however, are contained in
the objective of the lower-level OCP for which we assume that it is an additive weighted
combination of subcriteria. However, the relative importance of each subcriterion, i.e. the
weight γi, is unknown and cannot be measured. Hence, the weights γi with i = 1, . . . , nM+
nL are additional unknown model parameters that need to be determined from measurement
data. This is a further difference between classical parameter estimation as described in
Section 3.3 and problem class (4.1), as well as the fact that we have controls as variables in
the underlying model (4.6).
We close this section with a remark on the variables included in (4.1), which we refer to
as follows:
• Upper-level variables:
time-independent parameters γ and p
• Lower-level variables:
differential states x, controls u, time-independent control values q.
The reason why all of them appear as variables in the upper-level objective of (4.1) is that
we want to highlight that the main approach derived in this thesis is a so-called all-at-once
approach, which seeks for optimal upper-level and lower-level variables simultaneously in
one loop of an iterative method.
4.3. Challenges
Considering problem (4.1), it is obvious that it neither belongs to the class of OCPs de-
scribed in Section 3.2, nor to the class of parameter estimation problems described in Section
3.3. Problem (4.1) includes ingredients from both classes and combines the two problem
types via a second optimization level. We have to deal with an infinite-dimensional hierar-
chical optimization problem when solving (4.1), and neither optimal control methods from
Section 3.2 nor parameter estimation techniques from Section 3.3 can directly be applied to
do so. This means, based on methods from Chapter 3, we have to derive a new approach
that allows to solve the hierarchical problem (4.1).
In literature, for finite-dimensional bilevel nonlinear programs (NLPs), as well as for
infinite-dimensional bilevel problems, one finds the following two main classes of numerical
approaches:
• All-at-once (or simultaneous) approaches: Methods, which transform the bilevel
problem into a one-level problem and solve for all variables at once.
• Bilevel approaches: Methods that stick to the bilevel structure and each time the
upper-level objective is evaluated, the lower-level problem is solved.
The challenges that have to be faced when solving (4.1) of course depend on whether an
all-at-once or a bilevel approach is used. In this thesis, we focus on the derivation of an
all-at-once approach for solving (4.1). In order to be able to compare our all-at-once method
to alternative approaches, we also derive two bilevel approaches (cf. Chapter 7). Challenges
of the respective approaches are discussed in detail in Chapters 5, 6 and 7. In this section,
we provide a short list of some of the difficulties that appear due to the combination of
parameter estimation with optimal control in problem (4.1). Solving (4.1) includes the
following challenges:
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• Standard methods and algorithms for this problem class do not exist, a new and
efficient method has to be derived.
• In an all-at-once approach, a complementarity constraint arises and needs to be treated
reliably.
• Higher-order derivatives are required and need to be calculated in an efficient way.
• The number of variables becomes much larger, efficient and structure-exploiting meth-
ods are indispensable.
All of the items in the preceding list will be discussed in detail in the following chapters.
4.4. Survey of literature & methods derived in this thesis
In literature, one often refers to problem (4.1) or related problems as
• hierarchical dynamic optimization problems
• bilevel OCPs
• inverse OCPs
• parameter estimation problems constrained by OCPs.
We mainly use the first term since it expresses that the mathematical methods derived in
this thesis can be applied to a very general class of problems. In the remainder of this
section, we give an overview of current research in the area of hierarchical dynamic opti-
mization. In numerous fields including mathematics, engineering, robotics or biomechanics,
one can find roots of hierarchical dynamic optimization. In this thesis, we mainly focus
on literature that is concerned with mathematical and algorithmic research for hierarchical
dynamic optimization.
Hierarchical dynamic optimization problems are a generalization of bilevel or multi-level
NLPs. In contrast to dynamic optimization problems, bilevel programs only include finite-
dimensional variables. Bilevel programming has its origin in modeling economic processes
and is closely related to the field of game theory. Game theory is a rather new discipline in
mathematics reaching back to the early nineteenth century. Bilevel programs are closely re-
lated to mathematical programs with complementarity constraints (MPCCs). An overview
of MPCCs can be found in, e.g., [LPR96]. [Ye95] is one of the first publications on gener-
alized bilevel programs where the lower-level problem is described by an OCP. Algorithmic
works on parameter estimation based on optimal control models are rather rare. Recent in-
vestigations can be found in, e.g., [APS+10, HSB12]. As we have seen in the last paragraph,
the field of hierarchical dynamic optimization combines several research areas. Even though
some references for optimal control, parameter estimation and MPCCs have already been
named in Part I of this thesis, we now want to specify and relate literature of all main roots
of the field of hierarchical dynamic optimization. In the following, we provide a survey of
literature for each of the following topics:
• bilevel programming
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• mathematical programs with complementarity constraints
• optimal control
• parameter estimation
• hierarchical dynamic optimization.
Bilevel programming
Early works on hierarchical coupled decisions are mostly rooted in economics. Problems
involving several decision variables on different levels have been investigated at the begin-
ning of the nineteenth century by, e.g., Cournot [Cou38] or later by, e.g., von Stackelberg
[vS34]. An overview of research in the field of bilevel programming can be found in, e.g.,
[VC94, Dem02, Dem03, BCS07, Bar10]. The field of game theory as it is known nowa-
days has been established in the early twentieth century with the book Spieltheorie und
wirtschaftliches Verhalten (engl.: game theory and economic behavior) by John von Neu-
mann and Oskar Morgenstern [vNM53]. [BM73] is one the first publications where the
problem of several decision variables on different levels is formulated as an optimization
problem. A generalization of the work of Bracken and McGill to MPCCs, where the so-
lution of the lower-level problem is characterized implicitly, can be found in [HP88]. An
overview of recent developments in the field of bilevel programming can be found in, e.g.,
[Dem02, BCS07, Bar10, AS13, DZ13] and the references therein.
Mathematical programs with complementarity constraints
Transforming a bilevel program with inequality constraints into a one-level NLP by replac-
ing the lower-level problem by its necessary conditions for optimality leads to an MPCC. An
overview of the theory and numerical methods for MPCCs can be found in, e.g., [LPR96].
Common numerical approaches for solving MPCCs are based on branch-and-bound meth-
ods [Bar88], nonsmooth optimization [OKZ98], interior-point methods [LLCN06, RB05],
piecewise sequential quadratic programming (SQP) methods [LPR97], or penalization, reg-
ularization and relaxation techniques [Sch01, LF03, DFNS05, SU10, HKS13, HLSB13].
Numerical and theoretical results for SQP methods applied to MPCCs can be found in
[FLRS06, Ley03]. The publications cited in this paragraph and the references therein give
a broad overview of developments in the last decade in the field of MPCCs.
Optimal control
Standard textbooks for optimal control include [PBGM62, BH75, Bie10, Ger12] and provide
a broad survey of both theory and numerical methods for optimal control. A summary of
more recent research in the field of optimal control can be found in, e.g., [BBB+01]. An
efficient structure-exploiting direct multiple shooting method for optimal control is described
in [BP84, Lei99].
Parameter estimation
An overview of theory and numerical methods for parameter estimation can be found in the
references [Bar74, SW89, Sch91]. A structure-exploiting method for parameter estimation
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in boundary value problems (BVPs) including nonlinear differential algebraic equations
based on multiple shooting parameterization and the Generalized Gauß-Newton (GGN)
method is described in detail in [Boc87, Sch88] and [BES88]. An overview of parameter
estimation methods, the multiple shooting parameterization, and the GGN method is given
in [BKS07]. Tailored globalization strategies in the context of parameter estimation can
be found in [BKS00], and methods for analyzing the statistical quality of the estimated
parameters are described in [Boc87].
Hierarchical dynamic optimization
Before we provide a survey of literature for hierarchical dynamic optimization, we give an
overview of existing types of methods and the methods derived in this thesis for solving hi-
erarchical dynamic optimization problems. Therefore, we consider Figure 4.2, which shows
the main approaches in current research, and explain Layer 1 – Layer 5 in Figure 4.2 for
all-at-once approaches and bilevel methods in the following.
Layer 1: Handling of the bilevel structure. In general, there are two main classes
of approaches: all-at-once approaches and bilevel approaches. The idea of all-at-once ap-
proaches is to transform the bilevel problem (4.1) into a one-level problem by means of
necessary conditions for optimality. We note that for a general OCP on the lower level in
(4.1), the bilevel problem and the resulting one-level problem are not necessarily mathe-
matically equivalent. However, in this thesis we are not concerned with this issue and refer
to [Mir99, Dem02, Dem03, DZ13] for a detailed discussion. As the name implies, bilevel
approaches do not reformulate problem (4.1) as one-level problem, they keep the bilevel
structure and each time the upper-level objective of (4.1) is evaluated, the lower-level OCP
is solved completely. In the following, we discuss both classes – all-at-once and bilevel
approaches for hierarchical dynamic optimization.
All-at-once approaches
Layer 2: Lower-level treatment. Using an all-at-once approach to solve (4.1), we
need to formulate necessary conditions for optimality of the lower-level OCP in order to
replace the lower-level problem by these conditions and to obtain a one-level problem. The
formulation of necessary conditions for optimality can be done in different ways and corre-
sponds to Layer 2 in Figure 4.2. We consider the following two variants: a direct and an
indirect treatment of the lower-level problem. A direct treatment of the lower-level OCP
means that in the optimization procedure, we directly iterate on variables that approxi-
mate the control function. This again implies that in a first step the control function is
discretized and the differential states are parameterized/discretized (as indicated on Layer
4, cf. Chapter 5). An indirect treatment of the lower-level OCP, however, means that the
controls in (4.6) are eliminated by means of Pontryagin’s maximum principle (PMP) and
in the optimization procedure, we do not directly iterate on variables approximating the
controls – the controls are determined indirectly by applying PMP (cf. Chapter 6).
Layer 3: Upper-level treatment. In case of an all-at-once approach with a di-
rect lower-level treatment, problem (4.1) including the upper-level objective has been dis-
cretized/parameterized already, and there is no decision left on Layer 3. If the lower-level
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problem is treated with an indirect approach, the lower-level OCP (including mixed control-
state constraints) is replaced by a highly complex BVP with jump and switch conditions
stating its necessary optimality conditions (as explained in Section 3.2). This means instead
of solving (4.1), we have to solve an infinite-dimensional one-level parameter estimation
problem as described in Section 3.2 with a special structure und complex jump and switch
conditions. This can then be done in a direct manner, or, again in an indirect way based on
PMP. However, both ways are highly complex in the presence of inequality constraints and
a deep knowledge of the process is required. This means, for an all-at-once approach with
an indirect lower-level treatment, one can either chose a direct or an indirect treatment of
the upper-level problem of (4.1) on Layer 3.
Layer 4: Discretization method. Independent of the choices on previous layers, Layer
4 determines the discretization or parameterization of the states. On Layer 4, we consider
multiple shooting and collocation, both described in Chapter 3. If multiple shooting is used,
we use the term parameterization instead of discretization in the sense that the initial values
on each multiple shooting interval parameterize the solution of the MPBVP. With a direct
treatment of the lower-level problem on Layer 2, we on Layer 4 use multiple shooting or
collocation to parameterize/discretize the lower-level OCP and obtain a finite-dimensional
bilevel program. We then make use of the Karush-Kuhn Tucker (KKT) conditions described
in Chapter 2 to formulate first-order necessary conditions for optimality of the discretized
lower-level problem of (4.1). That way, we obtain a finite-dimensional one-level program.
With an indirect treatment of the lower level on Layer 2, and a direct treatment of the upper-
level problem on Layer 3, we use, e.g., multiple shooting and obtain a finite-dimensional
one-level parameter estimation problem with highly complex constraints in the presence
of inequality constraints on Layer 4. An indirect treatment of the lower-level problem on
Layer 2 and an indirect treatment of the upper-level problem on Layer 3 leads to an infinite-
dimensional BVP with jump and switch conditions that is discretized with, e.g., collocation.
Layer 5: NLP method. On Layer 5, it remains to solve an NLP of a special form
depending on the choices on previous layers. The resulting NLP can be solved with a
tailored sequential quadratic programming (SQP) method, a tailored GGN method (both
are discussed in Chapter 2) or an interior point method as, e.g., the one described in [WB06].
For an indirect treatment on Layer 2 and Layer 3, Layer 5 describes the solution of a system
of equations with, e.g., Newton’s method in this case. In the following chapters, we will see
how the NLP resulting from a direct treatment of the lower-level problem differs from the
NLP implied by an indirect treatment on Layer 2.
Bilevel approaches
Layer 2: Lower-level treatment. We note that in Figure 4.2, we use the same order
of layers for all-at-once and bilevel approaches for a better comparison. Using a bilevel ap-
proach to solve the hierarchical dynamic optimization problem (4.1), we have to solve the
lower-level OCP in each upper-level iteration. For solving the OCP (4.6), we consider a di-
rect approach, where the controls are discretized in the lower-level OCP in a first step. One
could in principle also choose an indirect approach based on PMP on Layer 2. However, for
a general OCP (4.6) including multiple controls and path constraints, it is highly complex
to derive necessary conditions for optimality based on PMP and the corresponding BVP
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with jump and switch conditions. This can hardly be done in an automatic procedure (cf.
Section 3.2). In addition, when using a bilevel approach, we might have to derive necessary
conditions for optimality and the corresponding BVP for problem (4.6) in each iteration of
the optimization procedure on the upper level of (4.1) depending on whether the structure
of the OCP’s solution changes. Hence, we focus on a direct treatment of the lower-level
OCP on Layer 2.
Layer 3: Upper-level treatment. A common approach for the optimization of the
upper-level problem in (4.1) in a bilevel method is a derivative-free optimization (DFO) tech-
nique like, e.g., the ones described in [CSV09]. There are also alternatives which require
derivatives like a gradient/steepest descent method [NW99] or a bundle method [SZ92].
However, the computation of these derivatives is very expensive and needs to be done in an
efficient and reliable way.
Layer 4: Discretization method. In all the bilevel approaches we consider in this the-
sis, the differential states in the lower-level OCP are parameterized using multiple shooting.
Layer 5: NLP method. After parameterizing and discretizing the lower-level OCP
(4.6), we obtain a structured NLP, which is solved with a tailored SQP method each time
the upper-level objective has to be evaluated.
Works in the field of hierarchical dynamic optimization
After explaining different types of solution approaches for hierarchical dynamic optimiza-
tion problems, we now give an overview of current research in this field.
Hierarchical dynamic optimization problems are often called inverse OCPs in engineering.
Early works on inverse optimal control originating from engineering can be found in, e.g.,
[Kal64, Mas68, Cas80] and the references therein. More recent research on inverse optimal
control and human locomotion also originates from engineering and can be found in, e.g.,
[ALB12, PJJB12]. The idea in the last two references is to assume that the observed mea-
surements are perfect and do not include measurement errors, but the observed values are
only approximately optimal. However, the latter approach requires a continuous observa-
tion of all differential states and controls, which is not the case for many applications. In
particular, this is not given for the real-world application presented in Chapter 15. Hence,
this approach is not shown in Figure 4.2.
Mombaur et al. work on bilevel approaches for inverse optimal control in robotics and
biomechanics [KML10, MS10, MOC13]. The lower-level problem is solved with a direct mul-
tiple shooting method for optimal control implemented in the software package MUSCOD-
II [Lei96, Lei99, DLS01]. The upper-level problem is optimized with a DFO technique
[Pow08, Pow09]. The bilevel approach of Mombaur et al. is used to estimate the constitu-
tion of the objective of overall human path generation, of human running, and of human
yoyo playing. The upper-level problem in all mentioned applications is a parameter estima-
tion problem. The approach of Mombaur et al. is marked in Figure 4.2.
In [FLHS10], the authors are concerned with inverse optimal control methods for in-
creasing the fairness of air races. The lower-level problem is treated with a direct multiple
shooting method, and on the upper level, a gradient method is used as marked in Figure
4.2.
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Knauer et al. [KB06, Kna09, Kna12] work on mathematical methods for bilevel opti-
mal control using an all-at-once approach. The lower-level OCP is replaced by necessary
conditions for optimality derived by using PMP. The resulting OCP is then transformed
into a MPBVP, again by using PMP. The MPBVP is solved with a collocation method.
Knauer et al. also follow a second strategy, where the lower level is again treated with an
indirect method, but the upper-level problem is treated with a direct method based on a
multiple shooting parameterization of the differential states. The resulting NLP is solved
with an SQP method. Inequality constraints in the lower-level OCP are not considered.
Both methods are used to improve the speed and the safety of container cranes, and are
included in Figure 4.2.
Albrecht et al. [APS+10, KAS+10, ARARU+11, APBLU12, ALU12] use bilevel optimal
control to estimate the constitution of the objectives of human arm motions, human-like
driving styles in autonomous cars, and human navigation with crossing-interferer. The
upper-level objective is always of parameter-estimation-type. Albrecht et al. use an all-at-
once approach with a direct treatment of the lower-level problem and a discretization of the
differential states based on collocation. The resulting NLP is solved with an interior point
method. The strategy of Albrecht et al. is shown in Figure 4.2.
In this thesis, we mainly focus on the derivation of an all-at-once approach with a direct
treatment of the lower-level OCP. The differential states are parameterized with multiple
shooting and the resulting NLP is solved with a GGN or an SQP method (cf. Chapter 5).
In the following chapters, we in detail discuss our mathematical method for hierarchical
dynamic optimization problems of type (4.1). In addition, we derive a corresponding algo-
rithm, which allows to efficiently solve large real-world problems by exploiting the problem
structure. Furthermore, we in detail discuss the complexity of the treatment of inequality
constraints in the lower-level OCP. In an all-at-once approach with a direct treatment of
the lower-level problem, inequality constraints in the OCP result in an MPCC (cf. Section
2.3). Our direct all-at-once approach including the treatment of the complementarity con-
straint is described in detail in the Chapters 5 and 8, and its implementation is explained
in Chapter 9. First results can be found in [Hat08, HSB12, HLSB13]. To compare our
approach to other strategies, we furthermore derive an all-at-once technique with an indi-
rect treatment of the lower-level problem. The resulting parameter estimation problem is
then solved with a direct multiple shooting method and either an SQP or a GGN method
on NLP level (cf. Chapter 6). Furthermore, for comparison, we derive bilevel approaches,
where the lower-level problem is solved with a direct multiple shooting method and an SQP
method on NLP level. We consider a DFO technique as well as a bundle method for solving
the upper-level parameter estimation problem. Both strategies are described in Chapter 7,
and all methods mentioned in this paragraph are marked in Figure 4.2.
4.5. Possible fields of application
We finally survey possible fields of application of hierarchical dynamic optimization with a
focus on hierarchical dynamic optimization problems with a parameter estimation problem
on the upper level. They all have in common that they include a process in nature, for
which we have evidence to assume that it runs optimally with respect to some optimization
criterion. The optimality assumption of certain processes is a common basis in many fields of
research, like in, e.g., the field of bionics (cf. Chapter 1). We recall the following quote from
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Leonhard Euler, which summarizes the assumption behind modeling processes by optimal
control problems.
Namely, because the shape of the whole universe is the most perfect
and, in fact, designed by the wisest creator, nothing in all the world will
occur in which no maximum or minimum rule is somehow shining forth...
Leonhard Euler (1744)
In the following, we provide a non-complete list of possible fields of application for estimat-
ing parameters in optimal control models of processes occurring in nature, with a focus on
human motion and locomotion. Human motion and locomotion is a large field with many
open questions. Some of them can be answered by means of hierarchical dynamic optimiza-
tion. A discussion of the optimality assumption in the field of human motion can be found
in, e.g., [Tod04, BPS06, FMKB13]. Apart from human motion, there are also works on the
optimal motion of animals, which can be found in [Ale84, Ale96] and the references therein.
New insights into human motion. If we assume that humans move optimally, the
first question that arises is: What is the optimality criterion or cost function of human
motion? The optimality criterion of human motion is the core of many research projects
that are concerned with human motion and human locomotion, and is discussed in, e.g.,
[BPS06, GFK09, MS10, ALU12, FMKB13]. Having a method which allows to estimate the
constitution of the objective of human motion would in general lead to new insights and a
better understanding of why humans move the way they move.
Classification of gaits. The constitution of the objective function of human locomotion
can be used to derive classification schemes for human gait, which then can be applied to
assist in clinical decision making.
Evaluation of treatments. An important issue in current medical research is how to
evaluate the success of treatments. Optimal control models for human locomotion can be
used to derive criteria that imply whether a specific treatment has been successful.
Treatment planning. Being able to estimate parameters in an optimal control model of
the motion or the gait of a human would for the first time allow to establish a basis for treat-
ment planning in medicine. The main idea is discussed in the following. Currently, many
surgeries are completely based on the experience of the attending physician (cf. Chapter
11). In the majority of cases, there are no models involved at all. Having a model, which
describes the patient’s motion would allow to plan in advance. For cerebral palsy patients,
e.g., this means that one could in advance use the derived gait model to predict how a
certain surgery would affect the patient’s gait. These results can then be combined with
the physician’s experience to precisely plan the surgery. A discussion of the lack of a basis
for treatment planning for cerebral palsy patients can, e.g., be found in [AD05].
For a more detailed discussion of the fields of application mentioned above, we refer to
Chapters 11 and 15. Further areas where hierarchical dynamic optimization can be used
include the identification of behavioral and emotional aspects in human locomotion (cf.
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[FMKB13]), the control of robots in a human-like manner (cf. [ARARU+11, ALU12]), or
the investigation of generating paintings (cf. [RMS09, RMS11, SM13]).
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Figure 4.2.: Overview of existing methods for hierarchical dynamic optimization problems.
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Chapter 5.
An efficient direct all-at-once approach for
hierarchical dynamic optimization
In this chapter, we derive our main mathematical method for solving hierarchical dynamic
optimization problems of type (4.1): an efficient direct all-at-once approach. We start with
a brief sketch of the basic approach and then describe the method’s main steps in detail:
the parameterization and discretization of (4.1), the formulation of necessary conditions for
optimality of the parameterized and discretized lower-level optimal control problem, and
the Gauß-Newton-type method for solving the resulting nonlinear program. Furthermore,
the structure of the nonlinear program is discussed in detail in order to present a structure-
exploiting numerical algorithm for solving (4.1). The derivation of the mathematical method
and the corresponding algorithm is strongly coupled and both the method itself as well as
the associated algorithm are presented in this chapter by pointing out how the quantities
needed in the mathematical method can be computed efficiently. A continuation of this
discussion can be found in Chapter 9, where the implementation of the algorithm derived
in this chapter is presented.
5.1. A sketch of the mathematical method
Our direct all-at-once approach for hierarchical dynamic optimization problems of type (4.1)
is marked in the overview of approaches in Figure 4.2 with a bold line. The main steps of the
mathematical method are shown in Figure 5.1. We derive an all-at-once approach, where
Discretize controls and constraints, 
and parameterize diﬀerential states 
in the hierarchical dynamic 
optimization problem. Replace the lower-level optimal 
control problem by its necessary 
conditions for optimality.
Solve the resulting structured 
nonlinear program.
Figure 5.1.: The main steps of the direct all-at-once approach for hierarchical dynamic op-
timization problems.
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the lower-level optimal control problem (OCP) is treated with a direct method. Hence, in
the first step (the first box in Figure 5.1), we locally approximate the control function by
basis functions with finite support and discretize the mixed control-state constraints. The
differential states are parameterized based on the multiple shooting method described in
Section 3.1. This leads to a finite-dimensional nonlinear bilevel program with a very special
structure inherited by the control and constraint discretization and the multiple shooting
parameterization.
In the second step (the second box in Figure 5.1), we formulate necessary conditions for
optimality – the Karush-Kuhn-Tucker conditions described in Section 2.1 – of the parame-
terized and discretized lower-level OCP. The parameterized/discretized lower-level problem
is then replaced by its necessary conditions for optimality, which leads to a one-level non-
linear program (NLP) with a special structure originating from two sources: the control
and constraint discretization/multiple shooting parameterization and the bilevel structure
of the original problem (4.1).
The resulting structured NLP is then solved with a tailored Generalized Gauß-Newton
(GGN) method (the third box in Figure 5.1) based on the one presented in Section 2.2.2.
The steps mentioned in this section and the detailed structure of the resulting NLP are
described in the remainder of this chapter. First approaches to the mathematical method
derived in this chapter can be found in [Hat08, HSB12].
5.2. Parameterization and discretization
We start with recalling the problem setting – the hierarchical dynamic optimization problem






























φkiL (xk(t), uk(t), q, p) dt

subject to x˙k(t) = fk(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1
xk+1(tk+1) = bk(xk(tk+1), q, p), k = 0, . . . , nS − 2
0 ≤ ck(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k = 0, . . . , nS − 1
0 = reqk (xk(τk,0), . . . , xk(τk,nk ), q, p), k = 0, . . . , nS − 1
0 ≤ rieqk (xk(τk,0), . . . , xk(τk,nk ), q, p), k = 0, . . . , nS − 1∑nM+nL
i=1 γi = 1, γ ≥ 0
blowerp ≤ p ≤ bupperp .
(5.1)
In the remainder of this chapter, we consider a one-stage formulation of the hierarchical
dynamic optimization problem (5.1) for the sake of a clearer and simpler notation. The
multi-stage formulation is extremely important in the implementation and for practical
problems, but it does not significantly change the mathematical method and the problem
structure described in the remainder of this chapter. However, for parts of the method
derived in this chapter that are changed by multiple model stages, we discuss how the
multi-stage setting affects the method and the corresponding problem structure.
In the remainder of this chapter, we consider the following hierarchical dynamic opti-
mization problem with one model stage:
60




















M(x(T ), q, p)
subject to x˙(t) = f(x(t), u(t), q, p), t ∈ [t0, T ]
0 ≤ c(x(t), u(t), q, p), t ∈ [t0, T ]
0 = req(x(t0), . . . , x(T ), q, p)
0 ≤ rieq(x(t0), . . . , x(T ), q, p)∑nM
i=1 γi = 1, γ ≥ 0
blowerp ≤ p ≤ bupperp .
(5.2)
Apart from having just one model stage in (5.2), the lower-level objective in (5.2) does not
include a Lagrange term (cf. Section 3.2) for the sake of a clearer presentation. However,
nothing is lost by just considering Mayer terms since a Lagrange term can be written as a
Mayer term by introducing an additional ordinary differential equation (ODE).
The variables in (5.1) and their dimensions are defined and explained at the beginning
of Section 4.1. For problem (5.2), we set nS = 1, skip the index k, the stage transition
conditions and the Lagrange terms in the lower-level objective.
We now consider the control discretization. The discretization grid for the controls is
given by
t0 = t0 < t1 < . . . < tnT = T (5.3)
on [t0, T ], where we denote Ii := [ti, ti+1] for i = 0, . . . , nT − 1. The control function u(t) is




= ξi(t, wi) (5.4)









As described in Section 3.2, possible choices for the basis functions include, e.g., piecewise
constant functions, piecewise linear functions, or piecewise cubic functions. The ODE in
(5.2) now also depends on the parameter vector w: x˙(t) = f(x(t), ξi(t, wi), q, p) for t ∈ Ii.
For the multiple shooting parameterization of the differential states in (5.2), we choose
the grid
t0 = t0 < t1 < . . . < tnT = T, (5.5)
where we assume that the multiple shooting grid (5.5) is the same as the control discretiza-
tion grid (5.4) in order to obtain a special type of staircase structure in some blocks of
the constraint Jacobian and a particular block-diagonal structure in certain blocks of the
Hessian of the lower-level OCP. Another reason for choosing the same grid for the control
discretization and the state parameterization is that it allows a more efficient computation
of the sensitivities (cf. Section 3.1). The precise structure of the resulting NLP is further
discussed in Section 5.4.
For the multiple shooting parameterization, we introduce new variables s0, . . . , snT with
si ∈ Rnx , i = 0, . . . , nT , where si describes the initial value of the solution of the ODE in
(5.2) on Ii. The solution of the initial value problem
x˙(t) = f(x(t), ξi(t, wi), q, p), t ∈ Ii (5.6a)
x(ti) = si (5.6b)
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is denoted by x(t; ti, si, wi, q, p). In order to guarantee a continuous solution of the ODE
of the lower-level OCP of (5.2), we require the following nT matching or closing conditions
(cf. Section 3.2):
x(ti+1; ti, si, wi, q, p) = si+1, ∀i = 0, . . . , nT − 1. (5.7)
Please note that if we have a multi-stage problem of type (5.1), the matching condition at
the stage transition from stage k to stage k+1 has to be modified using the stage transition
condition:
bk(xk(tk+1), q, p) = sk+1, ∀k = 0, . . . , nS − 2. (5.8)
One possibility to treat the path constraints c(x(t), u(t), q, p) ≥ 0 , t ∈ [t0, T ], is to enforce
them on the grid nodes only:
c(si, ξi(ti, wi), q, p) ≥ 0, ∀i = 0, . . . , nT − 1,
c(snT , ξnT−1(T,wnT−1), q, p) ≥ 0.
(5.9)
In practice, the quality of this approximation of the mixed control-state constraints often
suffices. However, the approximation can be improved by choosing a finer discretization
grid. A more sophisticated approach that guarantees that the path constraints are also
satisfied between the grid nodes is provided in [PBS09]. We summarize the discretized
inequality constraints and denote
r˜ieq(s, w, q, p) :=

c(s0, ξ0(t0, w0), q, p)
...
c(snT−1, ξnT−1(tnT−1, wnT−1), q, p)
c(snT , ξnT−1(T,wnT−1), q, p)
rieq(s0, . . . , snT , q, p)
 ∈ Rnr˜ieq , (5.10)
with nr˜ieq := nc · (nT + 1) + nieq. This leads to the following parameterized and discretized








M(snT , q, p)
subject to 0 = x(ti+1; ti, si, wi, q, p)− si+1, ∀i = 0, . . . , nT − 1
0 = req(s0, . . . , snT , q, p)
0 ≤ r˜ieq(s, w, q, p).
(5.11)






















M(snT , q, p)
subject to 0 = x(ti+1; ti, si, wi, q, p)− si+1, ∀i = 0, . . . , nT − 1
0 = req(s0, . . . , snT , q, p)
0 ≤ r˜ieq(s, w, q, p)∑nM
i=1 γi = 1, γ ≥ 0
blowerp ≤ p ≤ bupperp ,
(5.12)
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where the arguments of Φ˜ are skipped. The model response hj(x(t
m
i ), q, p) with i =
0, . . . , nm, j = 1, . . . , nh depends on x(t
m
i ). We now briefly explain what x(t
m
i ) means
in problem (5.12). Let tmi with i = 0, · · · , nm be contained in the multiple shooting interval
Ij , j = 0, . . . , nT − 1. Then x(tmi ) is the solution of the boundary value problem
x˙(t) = f(x(t), ξj(t, wj), q, p), t ∈ Ij (5.13a)
x(tj) = sj , (5.13b)
on Ij evaluated at t
m
i . Before we continue, we slightly reformulate problem (5.12). There-
fore, we assume without loss of generality that the first nslacks inequality constraints of
r˜ieq(s, w, q, p) ≥ 0 are no simple bounds, and that the remaining constraints are simple




 ≤ bupper. (5.14)
If the original constraint r˜ieq(s, w, q, p) ≥ 0 does not include bounds for each component of
s, w and q, the corresponding component in blower or bupper can be set to ±∞ (or a large
negative and positive value in the numerical realization). For the first nslacks constraints,
we assume that they are transformed into equality constraints using slack variables. The
reason for this assumption is related to the treatment of the complementarity constraint
that arises when formulating KKT conditions of (5.11) and is discussed in Chapter 8. The








with the first nq entries being the original variables q, and the remaining nslacks entries
being the new slack variables qs, for which we require qs ≥ 0. To summarize the equality
constraints, we denote
r˜eq(s, w, q¯, p) :=

x(t1; t0, s0, w0, q, p)− s1
...
x(tnT ; tnT−1, snT−1, wnT−1, q, p)− snT
req(s0, . . . , snT , q, p)
r˜1
ieq(s, w, q, p)− qs1
...
r˜ieqnslacks(s, w, q, p)− qsnslacks

. (5.16)
We furthermore denote the dimension of q¯ by nq¯ := nq +nslacks. The vector r˜
eq(s, w, q¯, p) of
equality constraints is of size nr˜eq := (nx · nT ) + neq + nslacks. We then obtain the following
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M(snT , q, p)






i=1 γi = 1, γ ≥ 0
blowerp ≤ p ≤ bupperp .
(5.17)
We now continue with formulating first-order optimality conditions for the lower-level OCP
of (5.17).
5.3. First-order necessary optimality conditions







ᵀ ∈ Rny with the dimensions ny := ns + nw + nq¯, ns := nx · (nT + 1)
and nw = nu · nl · nT denote the vector of unknowns of the lower-level problem of (5.17)
and let
L(y, λ, µ) = Φ˜− (Ceq)ᵀ λ− (C ieq)ᵀ µ (5.18)
be the Lagrangian of the lower-level problem of (5.17) in a compact form. We note that in
(5.18), we skip the arguments of Φ˜, Ceq and C ieq for a compact presentation. This is also
done for further variables in the following if necessary. We now explain the composition and
the structure of the Lagrangian (5.18) in detail. The variables λ and µ describe the Lagrange
multipliers of the equality and the inequality constraints of the lower-level problem of (5.17),
respectively. λ is of dimension nλ := nr˜eq and µ is of dimension nµ := ny+ns+nw+nq. We
furthermore require the Lagrange multipliers µ corresponding to the inequality constraints
to be nonnegative:
µ ≥ 0. (5.19)
The lower-level objective is denoted by Φ˜, the equality constraints in (5.11) are summarized
by
Ceq := r˜eq(s, w, q¯, p) =

x(t1; t0, s0, w0, q, p)− s1
...
x(tnT ; tnT−1, snT−1, wnT−1, q, p)− snT
req(s0, . . . , snT , q, p)
r˜1
ieq(s, w, q, p)− qs1
...




5.3. First-order necessary optimality conditions





















∂φjM(snT , q, p)
∂snT
)
∈ Rnx , (5.22)







∂ΦjM(snT , q, p)
∂qi
)
∈ R, ∀i = 1, . . . , nq, (5.23)
and the derivative of Φ˜ with respect to qs is zero. This leads to the following gradient of Φ˜
∇yΦ˜ =
(
0, . . . , 0,M
ᵀ
snT
, 0, . . . , 0, Mq1 , . . . ,Mqnq , 0, . . . , 0
)ᵀ
. (5.24)
If we just consider optimization criteria of Mayer-type in the lower-level objective of (5.2),
∇yΦ˜ does neither depend on the first nT variables s0, . . . , snT−1 of the multiple shooting
parameterization, nor on the variables w0, . . . , wnT−1 approximating the control function.
Optimization criteria of Lagrange-type in the lower-level OCP in (5.2) might lead to a dense
gradient of Φ˜ with respect to (s, w, q).
We now consider the derivative of the discretized equality constraints Ceq with respect
to the variables y. Therefore, we denote
Gsi :=
∂x(ti+1; ti, si, wi, q, p)
∂si
∈ (Rnx × Rnx) , ∀i = 0, . . . , nT − 1 (5.25)
describing the derivative (or sensitivity) of the i-th matching condition x(ti+1; ti, si, wi, q, p)−
si+1 with respect to si. We furthermore have
∂ (x(ti+1; ti, si, wi, q, p)− si+1)
∂si+1
= −Inx , ∀i = 0, . . . , nT − 1, (5.26)
where Inx denotes the identity matrix of size nx × nx. If we have a multi-stage setting as
in (5.1), we additionally need the derivative of (5.8) at each stage transition.
We furthermore define
Gwi :=
dx(ti+1; ti, si, wi, q, p)
dwi
∈ (Rnx × Rnl·nu) , ∀i = 0, . . . , nT − 1 (5.27)
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to be the derivative of the matching conditions with respect to the control discretization
variables wi, i = 0, . . . , nT − 1, and
Giqj :=
∂x(ti+1; ti, si, wi, q, p)
∂qj
∈ Rnx , ∀j = 1, . . . , nq and i = 0, . . . , nT − 1 (5.28)
to be the derivative of the matching conditions with respect to time-independent control
variables qi, i = 1, . . . , nq. The derivative of the matching conditions with respect to the
slack variables qs is zero. We now consider the derivatives of the equality multi-point
boundary conditions
Reqsi :=
∂req(s0, . . . , snT , q, p)
∂si
∈ Rneq × Rnx , ∀i = 0, . . . , nT (5.29)
Reqwi := 0 ∈ Rneq × Rnl·nu , ∀i = 0, . . . , nT − 1 (5.30)
Reqqi :=
∂req(s0, . . . , snT , q, p)
∂qi
∈ Rneq , ∀i = 1, . . . , nq (5.31)
Reqqsi
:= 0 ∈ Rneq , ∀i = 1, . . . , nslacks (5.32)
and of the multi-point inequality constraints which are transformed into equality constraints
using qs
Rieqsi :=
∂r˜ieq(s, w, q, p)
∂si
∈ Rnr˜ieq × Rnx , ∀i = 0, . . . , nT (5.33)
Rieqwi :=
∂r˜ieq(s, w, q, p)
∂wi
∈ Rnr˜ieq × Rnl·nu , ∀i = 0, . . . , nT − 1 (5.34)
Rieqqi :=
∂r˜ieq(s, w, q, p)
∂qi
∈ Rnr˜ieq , ∀i = 1, . . . , nq (5.35)
Rieqqsi
:= 0 ∈ Rnr˜ieq , ∀i = 1, . . . , nslacks. (5.36)
The derivative of the equality constraints Ceq of the lower-level OCP of (5.17) with respect








is of the following structure:
∇yCeq =






GsnT−1 −Inx GwnT−1 GnT−1q1 . . . GnT−1qnq





Reqq1 . . . R
eq
qnq














where the rows of ∇yCeq correspond to the equality constraints in Ceq described in (5.20),





0, . . . , s
ᵀ
nT
| wᵀ0 , . . . , w
ᵀ
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Some blocks of zeros in (5.37) and in the remainder of this chapter are skipped to highlight







Block B1 in ∇yCeq has a staircase structure coming from the fact hat the derivatives of the
matching conditions decouple over the multiple shooting intervals, i.e.
∂ (x(ti+1; ti, si, wi, q, p)− si+1)
∂sj
= 0 for j 6= i and j 6= i+ 1. (5.40)
Block B2 in ∇yCeq has a block-diagonal structure, which comes from the choice of the same
grid for the multiple shooting parameterization and the control discretization, and from the
fact that the control function is locally (on each interval Ii, i = 0, . . . , nT −1) approximated
by basis functions depending on wi ∈ Rnl·nu .
The structure of Block B3 originates from the slack variables qs. We know that the
matching conditions do not depend on qs, and therefore, it is
∂x(ti+1; ti, si, wi, q, p)
∂qsj
= 0 with j = 1, . . . , nslacks and i = 0, . . . , nT − 1. (5.41)
Block B5 is zero since req does not depend on the controls. The Blocks B4 and B6
seem to be almost dense on first glance, but in many practical applications, they do have
a particular structure. If this particular structure is present, we intend to exploit it in the
algorithm derived in this thesis for a faster and more efficient calculation of (5.37). The
special structure of the equality constraints req(s0, . . . , snT , q, p) is the following
req(s0, . . . , snT , q, p) =

rˆeq0 (s0, q, p)
...
rˆeqnT (snT , q, p)
rˆeqfirst(s0, q, p) + rˆ
eq
last(snT , q, p)
 , (5.42)
where we assume that the multi-point equality constraints are either decoupled over the
multiple shooting intervals, i.e. each function rˆeqi (si, q, p) just depends on one si, i =
0, . . . , nT , or linearly coupled, where we just consider the case of a linear coupling between
the first and the last multiple shooting interval:
rˆeqfirst(s0, q, p) + rˆ
eq
last(snT , q, p). (5.43)
The often observed special structure of the constraints in (5.42) appears, e.g., when solving
hierarchical dynamic optimization problems for identifying human gait models (cf. Chap-
ters 12 and 15). We consider linearly coupled conditions between the first and the last
multiple shooting interval as described in (5.43) since this type of constraint often appears
as periodicity constraint when identifying multi-body-system-based optimal control models.
In the implementation of this method, it is not required to have constraints of the special
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form shown in (5.42). If the structure (5.42) is given for a particular problem, the special
structure is exploited, but multi-point constraints of a more general type can of course also




























In Block B6 we can exploit the fact that we use nslacks slack variables to transform inequality
constraints that are no simple bounds into multi-point equality constraints. The structure
of B6 is then as follows: 
Rˆ
eq0






























with i = 1, . . . , nq.
(5.47)
The blocks corresponding to qs in (5.46) are zero. A similar structure as in (5.42) often also
appears in the first nslacks components of r˜
ieq(s, w, q, p):
rˆieq0 (s0, w0, q, p)
...
rˆieqnT−1(snT−1, wnT−1, q, p)
rˆieqnT (snT , wnT−1, q, p)
 , (5.48)
where rˆieqi (si, wi, q, p) with i = 0, . . . , nT − 1 and rˆieqnT (snT , wnT−1, q, p) just depend on one
si and wi, i.e. the constraints are decoupled over the multiple shooting nodes. Having
the previously mentioned applications in mind, a constraint with a linear coupling of the
first and the last multiple shooting node as in (5.42) is not necessary for the inequality


































For Block B9, we get 
Rˆ
ieq0















∂rˆieqj (sj ,wj ,q,p)
∂qi






with i = 1, . . . , nq
(5.54)
and the identity matrix Inslacks of size nslacks × nslacks, which is due to the slack variables in
(5.48). If the discretized constraints in (5.17) are of type (5.42) and (5.48), we can present
the structure of (5.37) in more detail:
∇yCeq =






GsnT−1 −Inx GwnT−1 GnT−1q1 . . . GnT−1nq
Rˆeqs0 Rˆ
eq0
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Further details of the structure and the size of the blocks of (5.55) for practical problems
can be found in the next section.
In the following derivative of the inequality constraints (5.21) (which just includes bounds





ᵀ | wᵀ | qᵀ (qs)ᵀ
)ᵀ
, (5.56)












with ns = nx · (nT + 1) and nw = nu · nl · nT .
The gradient of the Lagrangian (5.18) of the lower-level problem of (5.17) is then given
by
∇yL(y, λ, µ) = ∇yΦ˜− (∇yCeq)
ᵀ
λ− (∇yC ieq)ᵀ µ, (5.58)
where ∇yΦ˜ is defined in (5.24), ∇yC ieq is defined in (5.57) and ∇yCeq is given in (5.37)
for the general case, and if Ceq is of type (5.42) and (5.48), then the detailed structure of
∇yCeq is provided in (5.55).
Before we continue with the remaining KKT conditions of the lower-level problem of
(5.17), we have a closer look at how to exploit the structure of (5.55) and (5.57), and how
to compute (5.58) in an efficient way. We now just consider problems of type (5.17) with
constraints that lead to the structure (5.42) and (5.48) since this is mostly the case in
practice. We need the product ∇y (Ceq)
ᵀ · λ to compute the gradient of the Lagrangian
denoted in (5.58). We now exploit the structure of (5.55) when computing ∇y (Ceq)
ᵀ · λ
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and just multiply elements that might be nonzero:
(∇yCeq)













































































































































































































































































Furthermore, to compute (5.58), we need the product of the derivative of the inequality
constraints (5.57) with the Lagrange multiplier µ:
(∇yC ieq)ᵀ · µ (5.62)
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, . . . , µlowerwnT−1
ᵀ
| µlowerq1 , . . . , µlowerqnq |
µuppers0
ᵀ
, . . . , µuppersnT
ᵀ | µupperw0
ᵀ
, . . . , µupperwnT−1
ᵀ | µupperq1 , . . . , µupperqnq | (5.63)





We then obviously obtain























Equations (5.59), (5.64) and (5.24) can then be used to efficiently compute the gradient of
the Lagrangian (5.58) of the lower-level problem of (5.17).
Apart from dual feasibility, we also need primal feasibility for the KKT conditions of the
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lower level of (5.17), which is given by the following conditions:
Ceq(s, w, q¯, p) =

x(t1; t0, s0, w0, q, p)− s1
...
x(tnT ; tnT−1, snT−1, wnT−1, q, p)− snT
req(s0, . . . , snT , q, p)
r˜1
ieq(s, w, q, p)− qs1
...
r˜ieqnslacks(s, w, q, p)− qsnslacks

= 0 (5.65)














To complete the KKT conditions of the lower-level problem of (5.17), it remains to formulate
complementarity, which is given by the following condition:









































































summarize the KKT conditions consisting of dual feasibility, primal feasibility and comple-
mentarity of the lower-level problem of (5.17):
∇yL(y, λ, µ) = 0 ( dual feasibility )
µ ≥ 0 ( dual feasibility )
C ieq(s, w, q¯, p)
ᵀ
µ = 0 ( complementarity )
Ceq(s, w, q¯, p) = 0 ( primal feasibility )
C ieq(s, w, q¯, p) ≥ 0 ( primal feasibility ).
(5.68)
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In order to derive and implement an efficient direct all-at-once approach for hierarchical
dynamic optimization problems of type (5.2), it is indispensable to incorporate and exploit
the exact structure of (5.68), which we described in this section.
5.4. Structure of the resulting nonlinear program and its
derivatives
Please note that in the remainder of this chapter, we assume the structure given in (5.42)
and (5.48) for the multi-point constraints in (5.17). After the parameterization and dis-
cretization of the infinite-dimensional hierarchical optimization problem (5.2), and after
formulating necessary conditions for optimality for the lower-level problem of (5.17), we
can now replace the lower-level problem of (5.17) by the necessary conditions for opti-
mality (5.68) derived in the last section. We note that for a general OCP on the lower
level in (5.2), the bilevel problem and the resulting one-level problem are not necessarily
mathematically equivalent. However, in this thesis we are not concerned with this issue
and refer to [Mir99, Dem02, Dem03, DZ13] for a detailed discussion. The replacement of
the lower-level problem by its first-order optimality conditions leads to a highly structured
finite-dimensional one-level problem – an NLP. A very compact form of the resulting NLP













i ), q, p)− ηij)2
σ2ij
subject to 0 = Ceq(s, w, q¯, p)
0 = ∇yL(y, λ, µ)




0 ≤ C ieq(s, w, q¯, p)
1 =
∑nM
i=1 γi, γ ≥ 0
blowerp ≤ p ≤ bupperp ,
(5.69)
where the Lagrange multipliers λ and µ of the lower-level problem in (5.17) are now variables
of the NLP (5.69). To have a closer look at the structure and the challenges of (5.69), we













i ), q, p)− ηij)2
σ2ij




0 = x(tnT ; tnT−1, snT−1, wnT−1, q, p)− snT
0 = req(s0, . . . , snT , q, p)
0 = r˜1




0 = r˜ieqnslacks(s, w, q, p)− qsnslacks
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s0−(µlowers0 − µuppers0 )





































































































































si − (µlowerq1 − µupperq1 )


























































si − (µlowerqnq−1 − µupperqnq−1)























































−∑nT−1i=0 ∑(nl·nu)−1j=0 (wij − blowerwij )µlowerwij
−∑nqi=1 (qi − blowerqi )µlowerqi −∑nTi=0∑nx−1j=0 (buppersij − sij)µuppersij
−∑nT−1i=0 ∑(nl·nu)−1j=0 (bupperwij − wij)µlowerwij
−∑nqi=1 (bupperqi − qi)µlowerqi −∑nslacksi=1 qsiµlowerqsi
0 ≤ µ
0 ≤ (sᵀ , wᵀ , qᵀ)ᵀ − blower







p ≥ blowerp .
(5.70)
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0, . . . , s
ᵀ
nT
| wᵀ0 , . . . , w
ᵀ
nT−1 | q1, . . . , qnq | qs1, . . . , qsnslacks |









In the next sections, we discuss the challenges of solving the NLP (5.70) in contrast to
a standard NLP described in Chapter 2. Before we derive a Gauß-Newton-type method
for solving (5.70), we have a closer look at the constraint Jacobian and the Hessian of the
Lagrangian of (5.70). We start with the constraint Jacobian of (5.70), where we skip simple






J  :=                                                                      .T
J9
(5.72)
In an algorithmic framework, it is common to provide the constraint Jacobian neglecting
simple bounds on the variables, since the derivative of the simple bounds is trivial and can
be added in an automatic fashion. The Jacobian (5.72) is needed to solve (5.70) and is
described in the following in detail. The columns of J
ᵀ
correspond to the constraints(
Ceq
ᵀ | ∇yLᵀ | C ieq
ᵀ
µ | ∑nMi=1 γi − 1) (5.73)
from (5.69) and the rows of J
ᵀ








ᵀ | γᵀ , pᵀ | λᵀ | µᵀ
)ᵀ
. (5.74)
The grouping in (5.73) and (5.74) corresponds to the blocks in (5.72). The blocks of J that
have no label are blocks of zeros.
The Block J1 is the transpose of the derivative of the equality constraints Ceq with
respect to y shown in (5.55):
J1 := ∇yCeqᵀ . (5.75)
Block J1 appears a second time in J in the derivative of ∇yL(y, λ, µ) = ∇yΦ˜−(∇yCeq)
ᵀ
λ−(∇yC ieq)ᵀ µ with respect to λ in a negated form:
J6 := ∇yλL(y, λ, µ)ᵀ = −∇yCeq, (5.76)
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which means that ∇yCeq has to be computed once and can then be used in Blocks J1 and
J6, and to compute (∇yCeq)
ᵀ
λ in ∇yL(y, λ, µ).
Block J2 contains the Hessian of the Lagrangian of the lower-level problem of (5.17):




















∇2s0,qL . . . ∇2snT ,qL ∇
2





where arguments of L are skipped and the rows and columns within J2 correspond to(
s
ᵀ
0, . . . , s
ᵀ
nT







Based on the very special structure of the Hessian of the Lagrangian of the lower-level
problem of (5.17), we derive an algorithm for efficiently computing J2, which is discussed
at the end of this section. In many practical applications we can make sure that
• the control discretization grid and the multiple shooting grid are the same
• the grid of the multi-point equality and inequality constraints is the same as the
multiple shooting grid
• the multi-point equality and inequality constraints are decoupled over the multiple
shooting nodes or the constraints on the first and last node are linearly coupled (struc-
tures (5.42) and (5.48) are given),
which forms the basis for the special structure of J2. The structure and the dimensions
of J2 for a specific hierarchical dynamic optimization problem of type (5.1) with nx = 10,




ᵀ | q¯ᵀ | wᵀ).
Blocks J4 and J5 are almost dense blocks without a special structure because of the
global parameter p:
J4 :=
(∇(γ,p)Ceq)ᵀ and J5 := (∇y,(γ,p)L(y, λ, µ))ᵀ , (5.79)
where the notation ∇(γ,p)Ceq means (∇γCeq,∇pCeq) ∈ Rnr˜eq × RnM+np . In Block J4, we
can exploit that the rows corresponding to γ are zero. Block J7 contains the derivative of
77
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Figure 5.2.: Structure of J2 for a hierarchical dynamic optimization problem of type (5.1)
with nx = 10, nT = 20, nu = 3, nq¯ = 18 and nr˜eq = 21 where rows and columns
correspond to the variables
(
s
ᵀ | q¯ᵀ | wᵀ). The number of nonzeros is 5057.









, . . . , µlowerwnT−1
ᵀ
| µlowerq1 , . . . , µlowerqnq | (5.80)
µuppers0
ᵀ
, . . . , µuppersnT
ᵀ | µupperw0
ᵀ
, . . . , µupperwnT−1
ᵀ | µupperq1 , . . . , µupperqnq | (5.81)
µlowerqs1
ᵀ







| µupperᵀ | µlowerqs
ᵀ)ᵀ
, (5.83)
where µ is separated into the multipliers corresponding to lower bounds on s, w, q, the
multipliers corresponding to upper bounds on s, w, q, and the multipliers corresponding to
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the lower bound on the slacks qs. For Block J7, we then obtain:
J7 :=









. . . −1

(5.84)
with the rows of J7 corresponding to
(
µlower
ᵀ | µupperᵀ | µlowerqs
ᵀ)ᵀ
, and the columns corre-
sponding to
((∇(s,w,q)L)ᵀ | (∇qsL)ᵀ).
The constraint C ieq
ᵀ


















































Chapter 5. An efficient direct all-at-once approach for hierarchical dynamic optimization
The Block J9 is given by
(1, . . . , 1, 0, . . . , 0)
ᵀ
, (5.87)
where the first nM entries are ones and the remaining entries are zeros.
Figure 5.3 shows the structure of the constraint Jacobian (5.72) of the NLP (5.70) for
a relatively small hierarchical dynamic optimization problem of type (5.1) with nx = 10,
nT = 20, nu = 3, nq¯ = 18, np = 1 and nr˜eq = 21. The illustration in Figure 5.3 is based
on the implementation of the algorithm derived later in this chapter, where the order of
constraints and variables is slightly changed. The columns in Figure 5.3 correspond to the
constraints (
Ceq1













, where Ceq1 contains the matching conditions and C
eq
2 contains





. The rows of Figure 5.3 correspond to the variables(
s
ᵀ | qᵀ , (qs)ᵀ | wᵀ | γᵀ | pᵀ | λᵀ | µᵀ)ᵀ . (5.89)
Furthermore, the slack variable qs have lower and upper bounds in Figure 5.2.
5.5. A structure-exploiting Gauß-Newton-type method
In this section, we start with explaining the basic steps of a Gauß-Newton-type method
for solving (5.70). Afterwards, we in detail discuss how to compute the quantities needed
in the Gauß-Newton approach in a structure-exploiting way based on the analysis of the
structure of NLP (5.70) and its derivatives presented in the last section.
As mentioned above, we choose a Gauß-Newton-type method for solving (5.70). The
advantage of a GGN approach compared to a sequential quadratic programming (SQP)
technique (with, e.g., an exact Hessian of the Lagrangian or a BFGS approximation [NW99])
is the fact that full step GGN methods converge locally to stable minima (cf. [Boc87]). In
this section, we describe a GGN method based on the one stated in Section 2.2.2 for equality





subject to G(z) = 0,
(5.90)
where we summarize the dimension of F(z) by nF and of G(z) by nG, and the size of z
is given by nz. For a compact presentation of the algorithm, we for now consider the
NLP (5.70) in the form of (5.90), where F(z) describes the least-squares residual and G(z)
includes the equality constraints and all active inequality constraints at z. In this section,
we do not focus on the active-set strategy used for solving (5.70). In the implementation
of the algorithm presented in this chapter (cf. Chapter 9), a null-space active set method
is used, which is implemented in the NLP solver filterSQP [FL02a]. The main focus of
this section is the influence of the structure of (5.70) inherited from the bilevel setting, the
multiple shooting parameterization, and the control and constraint discretization of (5.2)
on the quantities needed in the GGN method. As already stated in Section 2.2.2, we make
the following two assumption:
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Assumption 1: The constraint normals of (5.90) are linearly independent:
rank(∇zG(z)) = nG. (5.91)






Assumptions 1 and 2 ensure that the Hessian approximation ∇zF(z)ᵀ∇zF(z) is positive




is regular [Boc87, NW99, Ko¨02]. We provide a brief sketch of a basic GGN method for
solving (5.90) in Algorithm 2.
Algorithm 2: A basic Generalized Gauß-Newton method.
Choose an initial value z0;
for k = 0, 1, · · · do





subject to ∇zG(z)∆z + G(z) = 0;
(5.94)
Evaluate the iterate
zk+1 = zk + α ·∆z, (5.95)
where α ∈ (0, 1] is computed by means of a globalization strategy;
if convergence test satisfied then
STOP with approximated solution zk+1;
end
end
We now take a closer look at the objective of the linearized subproblem (5.94), which is
given by:
1












The last term in (5.96) can be neglected in the optimization problem (5.94) since it does
not depend on ∆z. In Section 2.2.1, we state the quadratic program (QP) that is solved
within an SQP framework. In Section 2.2.2, we explain the relation between an SQP and a
GGN method and furthermore discuss the approximation of the Hessian of the Lagrangian
by ∇zF(z)ᵀ∇zF(z) for an NLP of type (5.90). With the latter approximation, the QP (5.94)
corresponds to the one of an SQP method, which means that in practice, a GGN method
can be realized in an SQP framework by approximating the Hessian of the Lagrangian of
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(5.90) by ∇zF(z)ᵀ∇zF(z), which we do in the implementation of the algorithm derived in
this chapter based on the NLP solver filterSQP [FL02a], which is further discussed in
Chapter 9.
We now discuss how to exploit the structure of the NLP (5.70) when computing quantities
needed in Algorithm 2. We analyze the computation of the following main quantities:
• the constraints: G(z)
• the constraint Jacobian: ∇zG(z)





• the Hessian approximation of the Lagrangian: ∇zF(z)ᵀ∇zF(z)
• the Hessian approximation times a vector d: (∇zF(z)ᵀ∇zF(z)) · d
and start with the constraints G(z) = 0 containing all active constraints of
0 = Ceq(s, w, q¯, p)
0 = ∇yL(y, λ, µ)




0 ≤ C ieq(s, w, q¯, p)
1 =
∑nM
i=1 γ, γ ≥ 0
blowerp ≤ p ≤ bupperp ,
(5.97)
where Ceq is given in (5.20), C ieq is stated in (5.21), and complementarity C ieq(s, w, q¯, p)
ᵀ
µ
is provided in (5.67). The cost of computing the complementarity constraint is low, but the
numerical treatment of this constraint is complex since it violates standard constraint qual-
ifications (cf. Section 2.3). The treatment of the complementarity constraint is discussed in
detail in Chapter 8. The gradient of the Lagrangian ∇yL(y, λ, µ) includes derivatives of the
matching conditions and the equality constraints (5.20) with respect to y. The derivative
of Ceq with respect to y is given in (5.55) (for multi-point constraints of the form (5.42)
and (5.48)). The quantities Gsi , Gwi and G
i
qj with i = 0, . . . , nT − 1 and j = 1, . . . , nq are
derivatives of the ODE’s solution on interval Ii with respect to s, w and q, which we call sen-
sitivities. The sensitivities are computed based on internal numerical differentiation and the
solution of the variational differential equation (cf. Section 3.1). To ensure the principle of
internal numerical differentiation (also explained in Section 3.1) the variational differential
equation and the ODE in (5.2) are integrated simultaneously. The variational differential
equations are based on the derivative of the ODE’s right-hand side, which is obtained by us-
ing symbolic expressions (which are available for many applications and can be provided by
the user in the implementation of this algorithm described in Chapter 9) or automatic dif-



















with i = 0, . . . , nT , j = 1, . . . , nq and k = 0, . . . , nT − 1 in (5.55) contain derivatives of the
mixed control-state constraints and the multi-point constraints, and are also obtained by
using symbolic expressions (which are available for most of the applications and can also
be provided by the user in the implementation of this algorithm described in Chapter 9) or
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automatic differentiation. The same is true for the derivative of the lower-level objective
of (5.17), which is stated in (5.24). For the computation of the products (∇yCeq)
ᵀ
λ and(∇yC ieq)ᵀ µ, we use formula (5.59) and (5.64). We note that the products of sensitivities
with vectors in (5.59) can also directly be computed using automatic differentiation.
We now consider the computation of the constraint Jacobian ∇zG(z), where we neglect
the simple bounds C ieq(s, w, q¯, p) ≥ 0, µ ≥ 0 and blowerp ≤ p ≤ bupperp since their derivative
is trivial and can be added in an automatic fashion. The computation of the Blocks J1−J9
in (5.72) is discussed in detail in the following.
Computation of Blocks J1 and J6
Blocks J1 and J6 contain the derivatives of the matching conditions and the equality
constraints (5.20) with respect to y. These derivatives are also computed for evaluating
∇yL(y, λ, µ) as described in the last paragraph and can be reused here or need to be
recomputed if the variables z have changed.
Computation of Block J2
The most expensive part of J in (5.72) is the Hessian of the Lagrangian of the lower-level
problem in (5.17) in Block J2, which is shown in more detail in (5.77) for multi-point
constraints of the form (5.42) and (5.48). The gradient of the Lagrangian ∇yL(y, λ, µ) can
be computed based on symbolic/automatic differentiation derivatives of the ODE’s right-
hand side, symbolic/automatic differentiation derivatives of Ceq, C ieq and Φ˜ with respect
to y, and based on the solution of a system of variational differential equations. This
means that ∇yL(y, λ, µ) does not contain derivatives computed using finite differences.
The derivative of ∇yL(y, λ, µ) with respect to q is now built based on finite differences. The
rows and columns in (5.77) corresponding to q have no special structure. The derivative of
∇yL(y, λ, µ) with respect to qs is zero and is not computed. The remaining entries of (5.77)
are also computed using finite differences, but in a very efficient and structure-exploiting
way since these entries are the computationally most expensive ones in J . The computation
is based on the assumptions that the control discretization grid, the multiple shooting grid
and the multi-point equality and inequality constraint grid are the same, and that the multi-
point equality and inequality constraints are decoupled over the multiple shooting nodes or
the constraints on the first and last node are linearly coupled (structures (5.42) and (5.48)
are given). We need to compute the derivatives of
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, . . . , wnT−1
ᵀ)ᵀ
, (5.99)
which is done based on simultaneously perturbed variables on each multiple shooting inter-




















(s0 + ei ·∆)
ᵀ







and i = 0, . . . , nx− 1, where ei denotes a unit vector of appropriate size with the i-th entry























, (w0 + ej · ∆)
ᵀ






















, ∀j = 0, . . . , (nu ·nl)−1, k = 0, . . . , ns+nw−1, (5.105)


















∈ R(ns+nw) × R(nu·nl). (5.107)
This means that with L¯1 and L¯2, we have efficiently computed approximations of the
remaining blocks in J2, which have to be stored in J2 as shown in (5.77).
Computation of Block J3
Block J3 contains the derivative of the complementarity constraint with respect to y. For
the computation of Block J3, we use the symbolic expression provided in formula (5.85).
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Computation of Blocks J4 and J5
Blocks J4 and J5 are dense blocks without a special structure because of the global param-
eter p with
J4 :=
(∇(γ,p)Ceq)ᵀ and J5 := (∇y(γ,p)L(y, λ, µ))ᵀ . (5.108)
Block J4 is computed by solving a system of variational differential equations based on the
derivatives of the ODE’s right-hand side with respect to x and p, which are obtained by
using symbolic expressions (which are available for many applications and can be provided
by the user) or automatic differentiation. Ceq does not depend on γ and the corresponding
block is set to zero. The derivative of ∇yL(y, λ, µ) with respect to p and γ is built based
on finite differences. As already mentioned above, we note that for most applications,
∇yL(y, λ, µ) does not contain derivatives computed using finite differences.
Computation of Blocks J8 and J9
Block J8 contains derivatives of ∇yL(y, λ, µ) with respect to µ. The symbolic expression is
given in formula (5.86), which is used to fill Block J8 in J . For Block J9, we also use the
trivial symbolic derivative provided in (5.87). Block J9 contains the derivative of
∑nM
i=1 γi−1
with respect to γ.
Sparse constraint Jacobian
In the implementation of the algorithm derived in this Chapter, the constraint Jacobian J
is stored in a sparse format based on the precise structure of each of the Blocks J1 − J9
analyzed in this Chapter. All zero blocks and entries in J are neglected (cf. Figure 5.3).
The previous paragraph explains the computation of the constraints and the constraint






, the Hessian approximation ∇zF(z)ᵀ∇zF(z), and the computation
of
(∇zF(z)ᵀ∇zF(z)) · d. Therefore, we consider the following assumptions, which are often
satisfied for practical applications:
Assumption I: The measurement grid is the same grid as the multiple shooting grid,
denoted by t0 < t1 < . . . < tnT = T .
Assumption II: Differential states are measured directly, which means that for all
i = 0, . . . , nT and j = 0, . . . , nx − 1 in (5.70), we have:
hj(x(ti), q, p) = sij . (5.109)
We note that Assumption II can be weakened such that it requires that just some of the
differential states are measured. This still leads to the desired structure in the Hessian
approximation of (5.90). However, for a simpler presentation, we assume that all states are








Chapter 5. An efficient direct all-at-once approach for hierarchical dynamic optimization
Furthermore, Assumptions I-II lead to a diagonal Hessian approximation ∇zF(z)ᵀ∇zF(z)









The Hessian approximation (5.111) times a vector d ∈ Rnz is then given by


















, the Hessian approximation ∇zF(z)ᵀ∇zF(z), and
(∇zF(z)ᵀ∇zF(z))·d
if Assumptions I-II are satisfied. In the implementation of the algorithm described in this
chapter (cf. Chapter 9), we distinguish between a general least-squares objective, and an
objective satisfying a weakened form of the case described above (Assumptions I-II).
We close this section with a final note. In this chapter, the numerical treatment of the
complementarity constraint in the NLP (5.70) is not discussed. As already mentioned before,
complementarity constraints need a special treatment since they violate many common
constraint qualifications. The complementarity constraint poses a significant challenge when
solving dynamic hierarchical optimization problems with a direct approach and its treatment
within this framework is investigated in detail in Chapter 8, where we propose a tailored
lifting technique.
5.6. Summary
In this chapter, we described a direct efficient all-at-once approach for hierarchical dynamic
optimization problems of the form (5.2) based on three main steps:
• The parameterization of the differential states, and the discretization of the controls
and the mixed control-state constraints.
• The formulation of necessary conditions for optimality of the parameterized and dis-
cretized lower-level OCP followed by replacing the lower-level problem by the opti-
mality conditions.




We discussed several challenges of the method derived in this chapter including:
• The efficient and reliable computation of higher-order derivatives/sensitivities.
• The derivation of a structure-exploiting algorithm for solving (5.70) based on the
analysis of the NLP’s structure inherited from the discretization/parameterization
and the bilevel setting of (5.2).
The algorithm proposed in this chapter is implemented in the software package ParaOCP,
which is described in detail in Chapter 9. We furthermore provide benchmark tests for our
algorithm using ParaOCP for illustrative examples in Chapter 14. The algorithm and its
implementation are also used to solve large real-world problems identifying optimal control
gait models for human locomotion in Chapter 15.
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Figure 5.3.: Structure of J
ᵀ
for a hierarchical dynamic optimization problem of type (5.1)




An indirect all-at-once approach for
hierarchical dynamic optimization
In this chapter, we consider an all-at-once approach for hierarchical dynamic optimiza-
tion problems with an indirect treatment of the lower-level problem based on Pontryagin’s
maximum principle. We furthermore discuss numerical methods for testing second-order
sufficient conditions for the solution of a specific class of optimal control problems based on
the Riccati approach [MO02]. Numerical results and a discussion of the methods described
in this chapter are provided for an illustrative example. This chapter is based on the work
in [Hat08] and [HSB12].
6.1. Pontryagin’s maximum principle to derive necessary
optimality conditions
In this chapter, we describe an all-at-once approach for hierarchical dynamic optimiza-
tion problems with an indirect treatment of the lower-level problem based on Pontryagin’s
maximum principle. The main structure of the method is illustrated in Figure 6.1.
Replace the infinite dimensional lower-level 
optimal control problem by necessary 
conditions for optimality. Parameterize differential states 
in the resulting non-standard 
parameter estimation problem.
Solve the resulting structured 
nonlinear program.  
Figure 6.1.: The main steps of the all-at-once approach for hierarchical dynamic optimiza-
tion problems with an indirect treatment of the lower-level problem.
Comparing Figure 6.1 and Figure 5.1, which illustrates the main steps of an all-at-
once approach for hierarchical dynamic optimization problems with a direct treatment
of the lower-level problem, shows that the approach in this chapter permutes parame-
terization/discretization and optimization. A direct treatment of the lower-level problem
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means that the lower-level optimal control problem (OCP) is first parameterized/discretized,
and then we formulate necessary conditions for optimality. In this chapter, the two steps
are interchanged – we first formulate necessary conditions for optimality of the infinite-
dimensional lower-level OCP and then replace the lower-level problem by these condi-
tions, and in the second step, the resulting parameter estimation problem is parameter-
ized/discretized. We now describe the approach illustrated in Figure 6.1.
In Section 3.2, we state Pontryagin’s maximum principle for deriving necessary conditions








subject to x˙(t) = f(x(t), u(t), p), t ∈ [t0, T ]
0 = req(x(t0), x(T ), p)
u(t) ∈ U := {u(t) ∈ R | c¯(u(t), p) ≥ 0}
(6.1)
with the system time t ∈ [t0, T ], differential states x mapping to Rnx , a scalar control u,
the Mayer terms φiM(·) ∈ R with i = 1, . . . , nM, the ordinary differential equation’s (ODE)
right-hand side f(·) ∈ Rnx and boundary conditions req(·) ∈ Rneq . f is assumed to be
piecewise Lipschitz continuous. The parameters p ∈ Rnp and γ ∈ RnM are given quantities
and no variables in (6.1). Problem (6.1) does not include path constraints. The function c¯(·)
describes the control constraints and maps to Rnc¯ . We focus on OCP (6.1) instead of the
general setting (3.7) since deriving necessary optimality conditions and the corresponding
boundary value problem (BVP) based on Pontryagin’s maximum principle for general OCPs
including path constraints and several controls is highly complex and can hardly be done in
an automatic procedure. We briefly repeat the assumptions on the OCP (6.1) (cf. Section
3.2):
• We assume the absence of a singular control, which means that the control u(t) is
uniquely determined by maximizing the Hamiltonian (defined below).
• The regularity condition ∇uc¯i(u(t)) 6= 0 for active components i ∈ {1, . . . , nc¯} of c¯ is
required.
• We assume the strict Legendre condition, which requires the second derivative of the
augmented Hamiltonian (defined below) with respect to u to be negative definite on
boundary arcs (where boundary arcs are subintervals of I with c¯i(u(t)) = 0 for at
least one component i ∈ {1, . . . , nc¯}).
Please note that the latter conditions are only assumed in this chapter – in Chapter 5, we
consider a very general class of OCPs. Necessary optimality conditions for (6.1) based on
the ones derived in Section 3.2 are given by the following equations:
x˙(t) = f(x(t), u(t), p), t ∈ [t0, T ]
λ˙(t) = −∇xH(x(t), λ(t), u(t), µ(t), p), t ∈ [t0, T ]
0 = req(x(t0), x(T ), p)
λ(t0) = ∇x0Φ˜, λ(T ) = −∇xT Φ˜
0 ≤ c¯(u(t), p)
0 ≤ µ(t), 0 = µ(t)ᵀ c¯(u(t), p)
0 = ∇uH(x(t), λ(t), u(t), µ(t), p),
(6.2)
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where the function Φ˜ := α0φM(x(T ), p) + α
ᵀ
(req(x(t0), x(T ), p)) denotes the augmented
Lagrangian and H0(x(t), λ(t), u(t), p) := λ(t)
ᵀ
f(x(t), u(t), p) describes the Hamiltonian.
The augmented Hamiltonian is given by
H(x(t), λ(t), u(t), µ(t), p) := H0(x(t), λ(t), u(t), p)− µ(t)ᵀ c¯(u(t), p). (6.3)
The variables α0 ∈ R and α ∈ Rneq are Lagrange multipliers, and µ : [t0, T ]→ Rnc¯ , λ :
[t0, T ]→ Rnx are adjoint infinite-dimensional variables.
We can now realize the first step of the method illustrated in Figure 6.1 and replace
the OCP (6.1) by the infinite-dimensional necessary conditions for optimality (6.2) in the





















subject to x˙(t) = f(x(t), u(t), p), t ∈ [t0, T ]
0 = req(x(t0), x(T ), p)
u(t) ∈ U := {u(t) ∈ R | c¯(u(t), p) ≥ 0}∑nM
i=1 γi = 1, γi ≥ 0 ∀i, i = 1, . . . , nM
blowerp ≤ p ≤ bupperp ,
(6.4)












i ), p)− ηji )2
σ2ij
subject to x˙(t) = f(x(t), u∗(t), p), t ∈ [t0, T ]
λ˙(t) = −∇xH(x(t), λ(t), u∗(t), µ(t), p), t ∈ [t0, T ]
0 = req(x(t0), x(T ), p)
λ(t0) = ∇x0Φ˜, λ(T ) = −∇xT Φ˜∑nM
i=1 γi = 1, γi ≥ 0 ∀i, i = 1, . . . , nM
blowerp ≤ p ≤ bupperp ,
(6.5)
where u∗(t) satisfies
0 ≤ c¯(u∗(t), p)
0 ≤ µ(t), 0 = µ(t)ᵀ c¯(u∗(t), p)
0 = ∇uH(x(t), λ(t), u∗(t), µ(t), p).
(6.6)
The size of the system of ODEs in (6.5) is doubled. Compared to (6.1), we have nx ad-
ditional ODEs in the infinite-dimensional dual states λ(·) ∈ Rnx . We furthermore have
additional boundary conditions λ(t0) = ∇x0Φ˜ and λ(T ) = −∇xT Φ˜, so-called transver-
sality conditions for the dual states λ. The control function u is eliminated in (6.5) and
no variable anymore. In the resulting NLP (5.70) of the direct all-at-once approach for
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hierarchical dynamic optimization problems with a direct treatment of the lower-level prob-
lem described in Chapter 5, we have a complementarity constraint arising from the KKT
conditions. The infinite-dimensional problem (6.5) does also include a similar constraint –
the infinite-dimensional complementarity constraint
0 ≤ c¯(u(t), p), 0 ≤ µ(t), 0 = µ(t)ᵀ c¯(u(t), p). (6.7)
Furthermore, as in the all-at-once approach for hierarchical dynamic optimization problems
with a direct treatment of the lower-level problem described in Chapter 5, the one-level
problem (6.5) includes first-order derivatives, and second-order sensitivities are needed to
solve (6.5) based on multiple shooting and a Generalized Gauß-Newton method. This means
that the main difficulties of the method proposed in Chapter 5 persist. One difference of
the indirect treatment of the lower-level problem compared to the direct treatment of the
lower-level problem is the size of the resulting NLP. With the indirect treatment of the
lower-level problem, we have less variables in the NLP since the control is eliminated and
we do not have the variable w, which describes the control discretization in Chapter 5.
For a specific practical problem, one usually manually derives an expression for the control
function u(t) with t ∈ [t0, T ] from the conditions (6.6) and then replaces u(t) by this
expression in (6.5). After eliminating the control u in (6.5), the primal and dual states x
and λ are parameterized using multiple shooting (cf. Section 3.1). This leads to a nonlinear
program (NLP), which is then solved with a Generalized Gauß-Newton method based on
the one described in Section 2.2.2.
In general, we observe that using Pontryagin’s maximum principle to derive necessary
optimality conditions of the lower-level OCP may lead to a highly complex and numerically
challenging parameter estimation problem with possibly jumps or discontinuities in the
ODE’s right-hand side (due to the control function, which may be non-differentiable or
even discontinuous). The OCP (6.1) we consider in this chapter only includes a scalar
control with pure control constraints. For the practical hierarchical dynamic optimization
problem we intend to solve in this thesis (cf. Chapter 15), it is indispensable to allow higher-
dimensional control functions and mixed control-path constraints. However, for general
hierarchical dynamic optimization problems like (4.1), the derivation of necessary conditions
for optimality and the corresponding BVP for the lower-level problem based on Pontryagin’s
maximum principle is highly complex and can hardly be done (cf. [Boc81b]). This is why
we mainly focus on a direct treatment of the lower-level problem in this thesis.
The advantage of the all-at-once approach for hierarchical dynamic optimization prob-
lems with an indirect treatment of the lower-level problem is that we obtain high-accuracy
solutions since we derive an analytic expression for the control function. Furthermore, the
indirect treatment of the lower-level problem often allows interesting insights. Based on
conditions (6.2), we can, e.g., test second-order sufficient conditions (SOSCs) of the lower-
level problem in the solution of (6.5). In the hierarchical dynamic optimization method
described in this chapter, but also in the method described in Chapter 5, we replace the
lower-level problem by first-order optimality conditions. For general nonlinear OCPs, this
is not an equivalent transformation. It might happen that the solution of (6.5) leads to a
stationary point of the lower-level problem in (6.4), which is not a local minimum, or we
could even end up in a maximum of the lower-level problem. Even though this is unlikely
for good initial data, based on the method described in this section, we can test SOSCs
of the lower-level problem of (6.4) in the solution of (6.5), which is described in the next
section for an illustrative example including an OCP of type (6.1).
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γ1 γ2
Setting 1 1/2 1/2
Setting 2 6/7 1/7
Setting 3 16/17 1/17
Table 6.1.: Different settings for γ1 and γ2.
6.2. A Riccati approach for testing second-order sufficient
conditions for the rocket car example and the solution
of the corresponding hierarchical dynamic optimization
problem
In this section, we start with deriving necessary conditions for optimality based on Pontrya-
gin’s maximum principle for an OCP of type (6.1), which describes the optimal movement of
a rocket car with non-constant mass and including friction. We then solve the hierarchical
dynamic optimization problem (6.4) for the rocket car example for simulated measure-
ments. Based on the computed solution, we use a Riccati approach [MO02] for testing
second-order sufficient conditions of the lower-level OCP. The following investigation can
be found in [HSB12].
The objective function of the OCP is a combination (a weighted sum) of energy con-
sumption and travel time. Our goal is to identify the weighting factors in the objective
function, and to estimate unknown system parameters that are contained in the differential
equations by fitting the model to observation data. We use generated pseudo measurements
since they allow a better investigation of the proposed methods. We start by describing the





 q0v(t)q0 (u(t)− p1v(t)2) /m(t)
−q0p2u(t)2
 =: f(x(t), u(t), q0, p), (6.8)
where q0 ∈ R is a control value representing the free end time after a time transformation
on the fix time horizon [0, 1] (cf. [HSB12]). In (6.1), the control value q0 would correspond
to a differential state with initial value q0 and a right-hand side equal to zero. t ∈ [0, 1] is




are the differential states, where z(t) ∈ R
describes the position, v(t) ∈ R the velocity and m(t) ∈ R the mass of the car. Note
that the mass is time dependent. p = (p1, p2)
ᵀ
are model parameters with the true value
p1 = p2 = 0.1. The term (p1v(t)
2)/m(t) describes Newton friction. The objective function
Φ := −γ1 m(1) + γ2 q0 is a linear combination of Mayer terms. The first term describes
energy consumption (the mass at the end of the time horizon) and is weighted with γ1 and
the second term denotes travel time and is weighted with γ2. We investigate three different
settings for the weights γ = (γ1, γ2)
ᵀ
shown in Table 6.1.
The scalar control function u(t) has to lie in the interval [−1, 1]. Furthermore, we have
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Figure 6.2.: Illustration of the optimal control u(t) for Setting 1, 2, and 3.
start and end values for the differential states. This leads to the following OCP:
minimize
x,u,q0
−γ1 m(1) + γ2 q0 =: Φ
subject to 0 = z˙(t)− q0v(t), t ∈ [0, 1]
0 = v˙(t)− q0(u(t)− p1v(t)2)/m(t), t ∈ [0, 1]
0 = m˙(t) + q0p2u(t)
2, t ∈ [0, 1]
0 = z(0), 0 = v(0), 0 = m(0)− 1
0 = z(1)− 10, 0 = v(1)− 1
0 ≤ 1− u(t) =: c¯1(u(t)), t ∈ [0, 1]
0 ≤ 1 + u(t) =: c¯2(u(t)), t ∈ [0, 1].
(6.9)
As illustrated in Figure 6.2, the different settings for the weights γ lead to different solutions
and in particular, they lead to different types of control functions. For Setting 1, we obtain
a control function that is close to a bang-bang control. Setting 3 implies a control function
which lies completely in the interior of the control region. For Setting 2, we get a control
function which is partly on the boundary, and partly in the interior of the control region.
We generate measurements for the position z, the velocity v, and the mass m on a time
grid 0 = t0 < · · · < tnT = 1. Therefore, we add normally distributed random numbers with
mean 0 and standard deviation 0.04 to the solution x∗(t) of the OCP (6.9). This is done















)ᵀ ] ᵀ ∈ R(nT+1) × R3. (6.10)














−γ1 m(1) + γ2 q0
subject to 0 = z˙(t)− q0v(t), t ∈ [0, 1]
0 = v˙(t)− q0(u(t)− p1v(t)2)/m(t), t ∈ [0, 1]
0 = m˙(t) + q0p2u(t)
2, t ∈ [0, 1]
0 = z(0), 0 = v(0), 0 = m(0)− 1
0 = z(1)− 10, 0 = v(1)− 1
0 ≤ 1− u t ∈ [0, 1]
0 ≤ 1 + u t ∈ [0, 1]
0 ≤ γ1, γ2,
0 = γ1 + γ2 − 1,
(6.11)
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with σij = 0.04 for i = 0, . . . , nT and j = 1, 2, 3. Note that the last constraint is for
avoiding redundancy. We start by using Pontryagin’s maximum principle to formulate
necessary optimality conditions of (6.9). The Hamiltonian of (6.9) is given by
H(x(t), λ(t), u(t), µ(t), q0, p) = H
0(x(t), λ(t), u(t), q0, p)− µ(t)ᵀ c¯(u(t), p)
= λ1(t)q0v(t) + (λ2(t)q0/m(t))(u(t)− p1v(t)2)
−λ3(t)q0p2u(t)2−µ1(t)(1− u(t))− µ2(t)(1 + u(t))
(6.12)
and the adjoint differential equations are
λ˙1(t) = 0 (6.13)







It is well known that the solution of (6.9) has two boundary arcs – one with c¯1(u(t)) = 0
for 0 ≤ t ≤ τ1, and one with c¯2(u(t)) = 0 and τ2 ≤ t ≤ 1 (where 0 ≤ τ1 < τ2 ≤
1). Between τ1 and τ2, there is an interior arc, where the control is computed from
∇uH0(x(t), λ(t), u(t), q0, p) = λ2(t)q0m(t) − 2λ3(t)q0p2u(t) ≡ 0:
uint(x(t), λ(t), q0, p) =
λ2(t)
2m(t)λ3(t)p2
for τ1 ≤ t ≤ τ2, (6.16)
and we have µ(t) ≡ 0 from complementarity. The boundary control on the first boundary
arc is computed from c¯1(u(t)) = 0 and the control on the second boundary arc is computed
from c¯2(u(t)) = 0, which leads to the following control on [0,1]:
u˜∗(t) := u∗(x(t), λ(t), q0, p) =

uint(x(t), λ(t), q0, p) if τ1 ≤ t ≤ τ2
1 if 0 ≤ t ≤ τ1
−1 if τ2 ≤ t ≤ 1.
(6.17)
The multiplier µ on the first boundary arc with 0 ≤ t ≤ τ1 can be computed from
Hu(x(t), λ(t), u(t), µ(t), q0, p) ≡ 0, µ2(t) ≡ 0, and u(t) ≡ 1 (6.18)
(and similarly for the second boundary arc), which leads to the following formula for µ:
µ∗(x(t), λ(t), q0, p) =

0 if τ1 ≤ t ≤ τ2
−λ2(t)q0m(t) + 2λ3(t)q0p2 if 0 ≤ t ≤ τ1
λ2(t)q0
m(t) + 2λ3(t)q0p2 if τ2 ≤ t ≤ 1.
(6.19)
The augmented objective function is given by
Φ˜ = Φ + α2
ᵀ
req(x(t0), x(T ), p) (6.20)








= −γ1m(1) + γ2q0
+α2,1z(0) +α2,2v(0) +α2,3(m(0)− 1) +α2,4(z(1)− 10) +α2,5(v(1)− 1), (6.22)
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Setting 1 q0 = 5.268999E + 00, Φ = 2.388591E + 00
λ1(0) = 3.450745E− 01, λ1(1) = 3.450745E− 01
λ2(0) = 8.673559E− 01, λ2(1) = −3.375312E− 01
λ3(0) = −1.326436E + 00, λ3(1) = 1.000000E + 00
m(1) = 4.918159E− 01, τ1 = 8.264790E− 01
τ2 = 8.802960E− 01
Setting 2 q0 = 5.956249E + 00, Φ = 2.589167E− 01
λ1(0) = 7.140323E− 02, λ1(1) = 7.140323E− 02
λ2(0) = 1.883686E− 01, λ2(1) = −9.690561E− 02
λ3(0) = 4.551155E− 01, λ3(1) = 8.571428E− 01
m(1) = 6.906386E− 01, τ1 = 2.421000E− 01
Setting 3 q0 = 7.536531E + 00, Φ = −3.569777E− 01
λ1(0) = 3.867384E− 02, λ1(1) = 3.867384E− 02
λ2(0) = 1.322845E− 01, λ2(1) = −5.976373E− 02
λ3(0) = 7.437162E− 01, λ3(1) = 9.411764E− 01
m(1) = 8.503220E− 01,
Table 6.2.: Solution of the BVP resulting from Pontryagin’s maximum principle applied to
(6.9).
with α2 ∈ R5, where α2,i denotes the ith component of α2. The gradient of Φ˜ with respect
to x(0), x(1) and q0 is then
∇x(0)Φ˜ = (α2,1 α2,2 α2,3)
ᵀ
, (6.23)
∇x(1)Φ˜ = (α2,4 α2,5 − γ1)
ᵀ
, (6.24)
∇q0Φ˜ = γ2. (6.25)
The transversality conditions are given by
λ(t0) = (α2,1 α2,2 α2,3)
ᵀ
, (6.26a)
λ(1) = − (α2,4 α2,5 − γ1)ᵀ , (6.26b)
H˜(1) = γ2, (6.26c)
where H˜(1) := H(x(1), λ(1), u(1), µ(1), q0, p)/q0.
We solve the resulting BVP with the software package MUSCOD-II (described below)
and nT = 20. The junction times τ1 and τ2 are given by implicit conditions. A technique
based on switching functions is used to numerically solve the discontinuous initial value
problem problem (cf. [Kir06], [Boc81a]). Conditions and explanations describing when this
approach is feasible can be found in, e.g., [Boc78]. The solutions for Setting 1-3 are shown
in Table 6.2.
The solution for Setting 1,2 and 3 is plotted in Figure 6.3, 6.4 and 6.5 (the dashed
line). Before we start solving the parameter estimation problem (6.11), we want to
make sure that the solution of the lower-level OCP for all three settings, which are used to
simulate measurements, does satisfy SOSCs. Therewith, we can guarantee that the solution
of the OCP for each setting is a local minimum. To check SOSCs for (6.9), we follow
the work of Maurer and Oberle [MO02]. We clearly have linearly independent gradients
for active constraints in (6.9), and the modified strict Legendre-Clebsch condition holds
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Figure 6.3.: The solution of (6.31) and of the corresponding OCP (as reference trajectory),
and measurements η for Setting 1.
because ∇uuH(x(t), λ(t), u(t), µ(t), q0, p) = −2λ3(t)q0p2 < 0 (λ3(t) > 0) on the interior arc
where τ1 ≤ t ≤ τ2. It remains to show that the Riccati equations introduced in [MO02]
have a bounded solution on [0, 1], such that certain sign conditions hold. For the rocket car










q11 q12 q13 r1
q12 q22 q23 r2
q13 q23 q33 r3
r1 r2 r3 qT
 . (6.27)
The strong Riccati equations are denoted as
Q˙ = q0[−Qfx − f ᵀxQ−Hxx + (Hxu +Qfu)(Huu)−1(Hxu +Qfu)
ᵀ
]
















where in this paragraph, we use fx to denote the derivative of f with respect to x, i.e.
∇xf , for a compact presentation (and similarly for the other quantities). Furthermore, the
dependency on t in (6.28) is skipped. The sign conditions in case of the OCP (6.9) are given
by
qT (0) > 0, qT (1) < 0, and q33(1) < 0. (6.29)
In some cases, the strong Riccati equations (6.28) fail to have a bounded solution satisfying
the sign conditions, even though SOSCs are fulfilled. Therefore, modified or reduced Riccati
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Figure 6.4.: The solution of (6.31) and of the corresponding OCP (as reference trajectory),
and measurements η for Setting 2.
equations (see [MO02]) have been derived and are stated in the following for the case of
pure control constraints and a boundary arc with as many controls as active constraints:
Q˙ = q0[−Qfx − f ᵀxQ−Hxx]




For all three settings, we need to find a bounded solution of (6.30) on the boundary arcs
[0, τ1] and [τ2, 1], and of (6.28) on the interior arc [τ1, τ2]. With q11(1) = q12(1) = q13(1) =
q22(1) = q23(1) = r1(1) = r2(1) = r3(1) = qT (1) = 0.1 and q33(1) = qT (1) = −0.1 < 0
for all three settings, we were successful using the initial values shown in Table 6.3, which
satisfy the sign conditions (6.29).
For Setting 1 we have ‖Q˜(t)‖∞ ≤ 1.075843E + 00, ‖Q˜(t)‖∞ ≤ 1.925011E + 00 for Setting
2, and ‖Q˜(t)‖∞ ≤ 1.474774E+00 for Setting 3. In fact, it is even possible to find a bounded
solution of the strong conditions (6.28) for interior and boundary arcs for all settings except
from the boundary arc [τ2, 1] in Setting 3. Since SOSC have been verified for Setting 1-3 of
(6.9), we now continue with solving the hierarchical problem (6.11). The explicit form of
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Figure 6.5.: The solution of (6.31) and of the corresponding OCP (as reference trajectory),
and measurements η for Setting 3.












subject to z˙(t) = q0v(t), t ∈ [0, 1]
v˙(t) = q0(u˜
∗(t)−p1v(t)2)
m(t) , t ∈ [0, 1]
m˙(t) = −q0p2u˜∗(t)2, t ∈ [0, 1]
λ˙1(t) = 0, t ∈ [0, 1]




, t ∈ [0, 1]
z(0) = 0, z(1) = 10
v(0) = 1, v(1) = 0, m(0) = 1
γ1 = λ3(1), γ2 = H˜(1), γ1, γ2 ≥ 0, γ1 + γ2 = 1,
(6.31)
where the control function u˜∗(t) is defined in (6.17).
Problem (6.31) is solved with the software package MUSCOD-II ([Lei96]), which is based
on the direct multiple shooting method ([BP84], [Pli81]). The software solves highly nonlin-
ear problems with complex equality or inequality constraints, such as coupled and decoupled
multi-point constraints on states, control functions and control values. The optimization
problem with ODEs is reformulated as a large-scale NLP with a block sparse structure.
The NLP problem is solved with a tailored sequential quadratic programming method with
an active set strategy, which fully exploits the inherent structure. Furthermore, a Gauss-
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Setting 1 q11(0) = 9.787677E− 03, q12(0) = 1.373429E− 02
q13(0) = 8.586854E− 03, q22(0) = 1.411248E− 02
q23(0) = −1.423103E− 01, q33(0) = −1.076012E + 00
r1(0) = 1.167103E− 01, r2(0) = 1.124075E− 01
r3(0) = 5.550459E− 01, qT (0) = 8.207909E− 01 > 0
Setting 2 q11(0) = 9.794009E− 03, q12(0) = 1.383907E− 02
q13(0) = −2.310602E− 03, q22(0) = 1.139493E− 01
q23(0) = −2.777279E− 01, q33(0) = −1.925010E + 00
r1(0) = 1.240196E− 01, r2(0) = 9.906369E− 02
r3(0) = 4.798097E− 01, qT (0) = 9.547290E− 01 > 0
Setting 3 q11(0) = 9.935399E− 03, q12(0) = 1.578702E− 02
q13(0) = 2.644530E− 03, q22(0) = 1.976495E− 01
q23(0) = −2.947827E− 01, q33(0) = −1.474774E + 00
r1(0) = 1.265753E− 01, r2(0) = 6.112673E− 02
r3(0) = 3.308242E− 01, qT (0) = 9.442405E− 01 > 0
Table 6.3.: Solution of the Riccati problem.
Newton approach allows to efficiently treat least-squares objectives. Implicit switches in the
ODE’s right-hand side can also be handled by this software package (cf. [Kir06], [Boc81a]).
For a discussion of a parameter estimation problem with a variable time horizon, we refer
to Chapter 14. The measurements η are generated as described above. We have six differ-
ential equations, six boundary constraints, two additional constraints, a non-differentiable
function u and therewith, a non-differentiable right-hand side of the ODE. The solution
of (6.31) delivers estimates of γ1, p1 and p2 that are shown for all three settings in Table
6.4, where the absolute error is the squared and summed up deviation between true values
and estimates for γ1, p1 and p2. The computations are done on a Intel(R) Core(TM) i7
920 (2.67GHz). The solution x∗ = (z∗, v∗,m∗)ᵀ of (6.31), the corresponding solution of
the BVP and the generated measurements are shown in Figures 6.3, 6.4 and 6.5. For the
adjoint states λ, we get initial values from the Lagrange multipliers of the solution of the
OCP obtained by using the direct approach.
The optimal movement of a rocket car discussed in this section is revisited in Chapter 14,
where we discuss the performance of our algorithm for hierarchical dynamic optimization
problems with a direct treatment of the lower-level problem (cf. Chapter 5) for a set of
illustrative benchmark examples, and compare it to alternative approaches. In this chapter,
we have seen that our all-at-once approach for hierarchical dynamic optimization problems
with an indirect treatment of the lower-level problem works for an OCP describing the
optimal movements of a rocket car with simulated measurement data. Furthermore, we
have used the necessary optimality conditions we derived for (6.9) to check SOSCs in the
solution of (6.31) (cf. [Hat08]). However, the approach proposed in this chapter is highly
complex and hardly possible for more general OCPs including multiple controls and path
constraints. Hence, in the remainder of this thesis, we mainly focus on an all-at-once
approach for hierarchical dynamic optimization problems with a direct treatment of the
lower-level problem.
100
6.2. A Riccati approach for testing second-order sufficient conditions for an example
γ1 estimated γ1 abs. error γ2 estimated γ2 abs. error
1/2 4.678379E− 01 3.216220E− 02 1/2 5.322162E− 01 3.221620E− 02
6/7 8.561771E− 01 9.657522E− 04 1/7 1.443822E− 01 9.657522E− 04
16/7 9.411264E− 01 5.004058E− 05 1/16 5.898735E− 02 5.004058E− 05
(a) Estimated γ1 and γ2 for all settings (row 1-3 show Setting 1-3 from Table 6.1).
p1 estimated p1 abs. error obj. function
Setting 1 0.1 9.772291E− 02 2.276091E− 03 8.760749E− 02
Setting 2 0.1 1.013627E− 01 1.363765E− 03 9.036917E− 02
Setting 3 0.1 8.900934E− 01 1.099065E− 02 8.743350E− 02
(b) Estimated p1 and the objective function values for all settings.
p2 estimated p2 abs. error CPU times (s)
Setting 1 0.1 1.002243E− 01 2.243294E− 04 0.043
Setting 2 0.1 9.841098E− 02 1.589012E− 03 0.033
Setting 3 0.1 1.079109E− 01 7.910981E− 03 0.037
(c) Estimated p2 and computational times for all settings.




Bilevel approaches for hierarchical
dynamic optimization
In Section 4.4, we describe two main classes of approaches for hierarchical dynamic optimiza-
tion problems: all-at-once/simultaneous approaches and bilevel approaches. In Chapters 5
and 6, we derive two all-at-once approaches for hierarchical dynamic optimization problems
– one with a direct and one with an indirect treatment of the lower-level problem. In this
chapter, we develop two alternative methods that belong to the class of bilevel approaches:
a bundle method and a derivative-free optimization technique. The algorithms derived in
this chapter allow us to compare the direct all-at-once approach for hierarchical dynamic
optimization problems proposed in Chapter 5 to bilevel techniques. The performance of the
all-at-once method and the bilevel approaches derived in this thesis is analyzed in Chapter
14 for a set of illustrative benchmark problems.
7.1. Introduction
The main difference between the all-at-once approach described in Chapter 5 and the bilevel
approaches discussed in this chapter is that in the latter approaches, the bilevel structure
remains and in each iteration of the upper-level problem, the lower-level problem is solved
(i.e. feasibility is established). The main strategy is illustrated in Figure 7.1. The following
Iterate on the upper-level problem.
Discretize controls and constraints, and
parameterize differential states in the 
lower-level optimal control problem.
Solve the resulting structured nonlinear program.  
Solve the lower-level problem.
Figure 7.1.: The main steps of a bilevel approach for hierarchical dynamic optimization
problems.
103
Chapter 7. Bilevel approaches for hierarchical dynamic optimization
two sections describe bilevel techniques for hierarchical dynamic optimization problems.
The first approach is based on a derivative-free optimization (DFO) technique used for the
optimization of the upper-level problem of 4.1. The upper-level problem, however, depends
on the solution (x, u, q) of the lower-level optimal control problem (OCP), which has to
be computed each time the upper-level objective is evaluated. In the latter case, the first
box in Figure 7.1 illustrates the DFO method. The second approach we consider in this
chapter is based on a technique using first-order derivatives on the upper level – a bundle
method. Again, each time the upper-level objective is evaluated, the lower-level OCP has
to be solved. Both bilevel approaches are described in detail in the following two sections.
7.2. A derivative-free optimization approach
The DFO method relies on the approach described in [KLM+10], which is tailored to bound-
constrained optimization problems with a least-squares objective. As a general motivation
for DFO, one can say that there are optimization problems, where the computation of
derivatives is impractical and the need for derivative-free algorithms arises.
Popular DFO methods include genetic algorithms [Mit98] or direct search algorithms
like the Nelder-Mead method [NM65]. In this thesis, we focus on the work described in
[KLM+10] for two reasons:
• The DFO method described in [KLM+10] is tailored to least-squares problems and
exploits the objective’s structure.
• Wild and More´ have shown in a recent benchmarking study [MW09] that methods
that form a smooth approximation model of the objective may be able to obtain better
solutions in fewer evaluations.
We now briefly review the basic idea of the algorithm described in [KLM+10]. Therefore,











with F¯ , Fi : Rny → R and F : Rny → R(nm+1). In the first step, a quadratic model for each
component Fi of the residual is formed:








where gi and Hi = H
ᵀ
i replace the unknown Jacobian and Hessian of Fi with respect to
y, respectively, and δ ∈ Rny . Let Y be the interpolation set of points y where Fi(y) is
known, containing between ny + 1 and (ny + 1)(ny + 2)/2 points (details can be found in
[CSV09, Wil08]). Then gi and Hi are obtained by solving the following convex problem
min
gi,Hi
{‖Hi‖F : qi(y) = Fi(y) ∀y ∈ Y} . (7.3)
This means, the approximations gi and Hi of the first-order and second-order derivatives
of the i-th component of the residual F are obtained by requiring that the model qi agrees
with the true function Fi for all y ∈ Y. The authors of [KLM+10] choose a trust region
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framework for their DFO algorithm since the quadratic model qi defined in (7.2) can only
be expected to approximate the i-th component of the residual with i = 0, . . . , nm within
a certain neighborhood. Therefore, we denote the base-point by yˆ and its neighborhood by
B = {y ∈ Rny : ‖y − yˆ‖ ≤ ∆} with the trust region radius ∆ ∈ R, ∆ > 0. The interpolation
points contained in Y should not be too far from B. Knowing all function evaluations F (y)
with y ∈ Y, the approximated derivatives gi, Hi with i = 0, . . . , nm can be computed. The
derivative-free model of (7.1) centered around yˆ is then denoted by

















which can be trusted within the neighborhood B. In the next step, the following trust




subject to yˆ + δ ∈ B, (7.5)
which is easier than the original problem (7.1) since it is a quadratic program with known
derivatives over a convex compact set. The residual F is then evaluated at the solution of
(7.5) and added to the interpolation set Y. The procedure of solving the subproblem (7.5)
and updating the interpolation set Y is performed in an iterative way. The trust region ∆
grows and shrinks in each iteration depending on the ratio of predicted and actual decrease.
Furthermore, the current estimate of the solution of (7.1) is only updated by the solution of
the subproblem (7.5) if the objective F¯ decreases adequately. Otherwise, the interpolation
set Y has to be improved by further evaluations of the objective F¯ . Details of the algorithm
can be found in [Wil08, KLM+10].
In the remainder of this section, we describe the embedding of the DFO method de-
scribed in the last paragraph into a solution framework for hierarchical dynamic optimiza-
tion problems (5.2) (where we choose the one-stage formulation of the hierarchical dynamic
optimization problem for the sake of a simpler notation). The DFO technique described in
[Wil08, KLM+10] is in its current version only able to handle bound constraints, therefore,
we skip the lower-level constraint
nM∑
i=1
γi = 1 (7.6)
in (5.2) and keep one γi of γ1, . . . , γnM fixed. The upper-level objective with upper-level











i ), q, p)− ηij)2
σ2ij
subject to γi ≥ 0 ∀i = 1, . . . , nM
blowerp ≤ p ≤ bupperp ,
(7.7)
where (x, u, q) is the solution of the lower-level OCP. We solve problem (7.7) using the DFO





















. The solution (x, u, q) of the lower-level OCP implicitly depends on the





















The procedure in then the following:
• Solve the least-squares problem (7.7) with the DFO technique described in the last
paragraph.








M(x(T ), q, p
k)
subject to x˙(t) = f(x(t), u(t), q, pk), t ∈ [t0, T ]
0 ≤ c(x(t), u(t), q, pk), t ∈ [t0, T ]
0 = req(x(t0), . . . , x(T ), q, p
k)
0 ≤ rieq(x(t0), . . . , x(T ), q, pk),
(7.10)
has to be solved in order to obtain its solution (x∗(yk), u∗(yk), q∗(yk)) for the given






of the upper-level optimization problem (7.7).
Please note that this procedure requires two solvers: a solver that implements the DFO
technique described at the beginning of this section, and most importantly, a reliable
solver that is able to handle the lower-level OCP of (4.1), where the quality of the lat-
ter solver is essential for the success of this bilevel approach. The DFO method of Wild et
al. [Wil08, KLM+10] is implemented in the Matlab software package POUNDerS (Prac-
tical Optimization Using No DERivatives with Squares). For solving the lower-level OCP,
we use our own C/C++ package ParaOCP, which is developed for solving hierarchical
dynamic optimization problems but also includes an efficient method for solving classical
one-level OCPs. ParaOCP is described in detail in Chapter 9.
7.3. A bundle method
In this section, we derive a bilevel approach for hierarchical dynamic optimization problems
based on a trust region bundle method for the upper-level problem. We therefore briefly
review a trust region bundle method for optimizing a nonsmooth, nonconvex and nonlinear
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cost function. It mainly follows the ideas of Zowe and Schramm [SZ92], Lemarechal [Lem81],




where F¯ : Rny → R. The subdifferential of F¯ at y is defined as
∂F¯ (y) :=
conv{g ∈ Rny |g = limi→∞∇F¯ (yi), yi → y, ∇F¯ (yi) exists, ∇F¯ (yi) converges},
(7.12)
and for F¯ as in (7.11), the subdifferential is a well-defined, convex and compact subset
of Rny (see, e.g., [Roc97, Cla90]). In nonsmooth optimization, subgradients (elements of
the subdifferential) naturally serve as substitutes for the gradient. The functional F¯ is
further required to be locally Lipschitzian and weakly semi-smooth, which means that the
directional derivative of F¯ in the direction d denoted by
F¯ ′(y; d) = lim
t↓0
[F¯ (y + td)− F¯ (y)] (7.13)
exists for all y, d ∈ Rny , and





where g(y+td) ∈ ∂F¯ (y+d). In the remainder of this section, we assume to have a subroutine
that evaluates the cost function F¯ (y) and calculates a subgradient g ∈ ∂F¯ (y) for given y.
At an iterate yk, we have the sequence of former iterates y1, . . . , yk and a collection of
auxiliary points y¯i together with subgradients gi ∈ ∂F¯ (y¯i) for i ∈ Jk, where Jk is a nonempty
set of indices. For convex F¯ , this bundle of information leads to the following cutting plane
(CP) model of F¯ at yk
max
i∈Jk
{gᵀi (y − y¯i) + F¯ (y¯i)}. (7.15)
With the linearization errors
αk,i := α(yk, y¯i) := F¯ (yk)− (F¯ (y¯i) + gᵀi (yk − y¯i)) (7.16)
and with d := y − yk, we can rewrite (7.15) as
F¯CP(yk; d) := max
1≤i≤k
{gᵀi d− αk,i} for d ∈ Rny , (7.17)
where the constant term F¯ (yk) is skipped. Since we cannot trust this model far away from





d with positive tk to the CP model and
write it as a quadratic program in R1 × Rny :
minimize
v(t),d(t)
v + 12tk ‖d‖22
subject to v ≥ gᵀi d− αk,i for i ∈ Jk,
(7.18)
where tk is updated in a trust region sense. This means tk is increased and decreased in a
systematic way: the CP model is improved by Null Steps until we can trust the CP model
and make a Serious Step.
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However, we need to deal with a nonconvex function F¯ , for which the cutting plane model
(7.17) is no longer an approximation from below. To cope with this difficulty, we replace
αk,i by
βk,i := β(yk, y¯i) := max
{





i (yk+1 − yk)− F¯ (yk+1)
}}
(7.19)
with c0 being a fixed small positive number. It is βi,k ≥ 0 by construction and in (7.17), we
replace α by β:
F¯CP(yk; d) := max
1≤i≤k
{gᵀi d− βk,i} for d ∈ Rny . (7.20)




i (yk+1 − yk)− F¯ (yk+1)
}
ensures that the CP









λiβk,i ≤ , (7.21)
where λ ∈ Λ(|Jk|) :=
{
λ ∈ R|Jk||λi ≥ 0, 1 ≤ i ≤ |Jk|, and
∑|Jk|
i=1 λi = 1
}
. For convex F¯ ,
(7.21) ensures the -optimality of yk, which means that F¯ (yk) ≤ F¯ (y) − ‖y − yk‖2 + 
for all y ∈ Rny . However, for nonconvex F¯ , this is no longer true and (7.21) corresponds to
almost stationary in smooth optimization. The criteria to determine whether a Null Step
(NS) or a Serious Step (SS) is taken are the following:
SS F¯ (y¯j)− F¯ (yk) < m1vj ,
NS(i) F¯ (y¯j)− F¯ (yk) ≥ m1vj ,
NS(ii) (i) α(yk, y¯
j) ≤ m3σk−1 or (ii) |F¯ (yk)− F¯ (y¯j)| ≤ ‖zk−1‖2 + σk−1,
NS(iii) gj
ᵀ




i∈Jk λk,igi and σk :=
∑
i∈Jk λk,iβk,i (z0 := g1, σ0 := 0). Algorithm 3 is very
similar to the one proposed in [SZ92], except for increasing/decreasing tk after a Serious
Step/Null Step, a reset strategy, and the gradient sampling approach. The line search in
Algorithm 3 is considered as an emergency exit (as discussed in [SZ92]) and is described in
detail in Algorithm 4 (compare [Lem81]). As reported in [SZ92], we also noticed numerical
troubles after switching to line search. Therefore, we implemented and tested a simple
gradient sampling approach instead as described in Algorithm 5.
In the remainder of this section, we describe the embedding of the bundle method de-
scribed in the last paragraph into a solution procedure for hierarchical dynamic optimization
problems of type (5.2). The approach described in the last paragraph is strongly based on
the work of Schramm and Zowe [SZ92]. However, the algorithm in [SZ92] is not able to
handle any type of constraints. Hence, we assume for the hierarchical dynamic optimization
problem of type (5.2) that there are no bounds on the lower-level variables γ and p, which
means that the bounds
γi ≥ 0 ∀i, i = 1, . . . , nM
blowerp ≤ p ≤ bupperp (7.23)
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Algorithm 3: Bundle trust region algorithm for (7.11).
INPUT: Initial value y1 ∈ Rny , t0 ∈ R, parameters T > 0, 0 < m1 < m2 < 1,
0 < m3 < 1, ν > 0, 0 < ρ < 1,  ≥ 0,
Jmax ≥ 3,maximum number of iterations M,Minner.
OUTPUT: Local solution y of (7.11).
Compute F¯ (y1), g1 ∈ ∂F¯ (y1);
Initialize y¯1 := y1, J1 := {1};
for k = 1, . . . ,M do
INNER ITERATION: Set t1 := tk−1;
for j = 1, . . . ,Minner do





Serious Step: yk+1 = yk + d
j , y¯k+1 = y¯
j , gk+1 = g
j , tk = min(
1
ρ t
j , T )
and stop.
end
if NS(i), NS(ii) and NS(iii) then
Null Step: yk+1 = yk, y¯k+1 = y¯
j , gk+1 = g
j , tk = ρ t
j and stop.
end
if NS(i), NS(ii) and ¬ NS(iii) then
if NS(ii)(ii) then
line search (Algorithm 4) or gradient sampling (Algorithm 5) until
Null Step or Serious Step is taken, then stop.
else
tj+1 = ρ tj .
end
end
if NS(i) and ¬ NS(ii) then
tj+1 = ρ tj .
end
end
RESET: if |J | = Jmax then
choose J ⊂ Jk with |J | ≤ Jmax − 2 and smallest βk,i.
end
UPDATE: Jk+1 := J ∪ k + 1;
βk+1,i := max
{
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Algorithm 4: Line search algorithm.
INPUT: yk, d
j , initial step size s1, m¯, m¯1, ρls, maximum number of iterations Mls.
OUTPUT: yk+1, y¯k+1, gk+1.
Initialize u1 := 0, l1 := 0;
for i = 1, . . . ,Mls do
Compute y¯i = yk + s
i · dj , F¯ (y¯i), g(y¯i), F¯ (yk), g(yk);
(suffdecr) F¯ (y¯i) ≤ F¯ (yk) + m¯ · si · g(yk)ᵀdj ;
(curv) g(y¯i)
ᵀ
dj ≤ m¯1 · g(yk)ᵀdj ;
if (suffdecr) then
if (curv) then
Serious Step: yk+1 = yk + d
j , y¯k+1 = y¯




if ui = 0 then
Increase si: ui+1 = ui, si+1 = 1ρls l
i+1;
else







if li = 0 then
if curv then
Null Step: yk+1 = yk, yk+1 = y
i, gk+1 = g
i, stop;
else
Decrease si: li+1 = li, si+1 = ρls l
i+1;
end




Algorithm 5: Gradient sampling algorithm.
INPUT: yk, max gs, maximum number of iterations Mgs, parameter .
OUTPUT: yk+1.
Choose independently and uniformly distributed
dˆ1, . . . , dˆmax gs ∈ B := {y|‖y‖2 ≤ };
Choose i = arg min1≤j≤max gs ‖g(yk + dˆj)‖2;
Serious Step: yk+1 = yk + dˆi and stop.
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are skipped, and we furthermore fix one γi of γ1, . . . , γnM instead of requiring
∑nM
i=1 γi = 1.











i ), q, p)− ηij)2
σ2ij
. (7.24)
All variables in (7.24) are described in detail at the beginning of Chapter 5. We now apply










i ), q, p)− ηij)2
σ2ij
, (7.25)






. The variables (x, u, p) are the solution of
the lower-level OCP (7.10). The bundle method described in Algorithm 3 requires the
computation of subgradients g ∈ ∂F¯ (y). For many applications, the model response hj and
the differential states x are smooth functions for j = 1, . . . , nh. We nevertheless choose a
bundle technique instead of, e.g., a gradient descent method since the bundle approach can
be interpreted as an improved gradient descent method because of the additional derivative
information contained in the cutting plane model. We finally note that there are examples
of hierarchical dynamic optimization problems in practice, where the upper-level objective
is not continuously differentiable but locally Lipschitzian and weakly semi-smooth, as, e.g.,
when identifying an optimal control model of human gaits with measurements of the local
joint velocities. However, this case is not considered in this section. Assuming that hj and
x are sufficiently smooth for j = 1, . . . , nh, we compute derivatives of F¯ with respect to y
based on finite differences. The solution procedure for hierarchical dynamic optimization
problems for a bilevel approach with the bundle method described in the first part of this
section for the solution of the lower-level problem is the following:
• Solve the unconstrained least-squares problem (7.11) with the bundle technique de-
scribed in the last paragraph.








M(x(T ), q, p
k)
subject to x˙(t) = f(x(t), u(t), q, pk), t ∈ [t0, T ]
0 ≤ c(x(t), u(t), q, pk), t ∈ [t0, T ]
0 = req(x(t0), . . . , x(T ), q, p
k)
0 ≤ rieq(x(t0), . . . , x(T ), q, pk)
(7.26)
has to be solved in order to obtain its solution (x∗(yk), u∗(yk), q∗(yk)) for the given






of the upper-level optimization problem (7.11), and
the derivative ∇yF¯ (yk) is computed as follows:
∇yiF¯ (yk) ≈
F¯ (yk + h · ei)− F¯ (yk)
h
, (7.27)
with ei ∈ Rny being a unit vector with 1 as the i-th entry and the constant h.
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We use our own implementation of the bundle method described at the beginning of this
section in Matlab and for the solution of the lower-level OCP, we use our C/C++ package
ParaOCP, which is described in detail in Chapter 9. The numerical performance and
the efficiency of the bundle approach for hierarchical dynamic optimization is discussed in
Chapter 14 for an illustrative example.
7.4. Discussion
This chapter shows two bilevel approaches for hierarchical dynamic optimization problems
with a DFO approach and a bundle technique for the upper-level problem. Both approaches
have in common that they require a reliable and efficient solver for the lower-level OCP,
which is able to handle general nonlinear OCPs with mixed control-path constraints (cf.
the lower-level problem in (4.1)). The efficiency of the OCP solver is crucial for the perfor-
mance of the bilevel approach – solving the lower-level OCP is by far the most expensive
part of both bilevel approaches. Hence, the implementation of the DFO technique and bun-
dle method in MATLAB instead of C/C++ does not significantly influence the overall
performance. An advantage of the algorithms presented in this Chapter over the all-at-once




Regularizing bilevel nonlinear programs
by lifting
In this chapter, we continue the discussion of numerical methods for mathematical programs
with complementarity constraints from Section 2.3. We start with a brief review of a se-
quential quadratic programming method for mathematical programs with complementarity
constraints and the associated convergence results stated in [FLRS06]. Afterwards, we pro-
pose a lifting technique for bilevel nonlinear programs and a generalization for mathematical
programs with complementarity constraints that do not arise from bilevel programs. The
lifting approach allows us to guarantee a constraint qualification tailored to mathematical
programs with complementarity constraints that is violated in many examples, and a re-
quirement of the convergence results for sequential quadratic programming methods applied
to mathematical programs with complementarity constraints. At the end of this chapter,
we discuss the lifting idea in the framework of the all-at-once approach for hierarchical
dynamic optimization problems described in Chapter 5.
8.1. Numerical methods for solving mathematical programs
with complementarity constraints and their limits
Numerical experiments in [FL02b] demonstrate that sequential quadratic programming
(SQP) methods reliably and efficiently solve a large class of mathematical programs with
complementarity constraints (MPCCs) reformulated as nonlinear programs (NLPs). Moti-
vated by the numerical success in [FL02b], Fletcher et al. [FLRS06] provide local conver-
gence results for SQP methods applied to MPCCs. In the following, we discuss the results
of [FLRS06] in more detail, to highlight the strengths and weaknesses of this approach.




subject to g(x) = 0
h(x) ≥ 0
0 ≤ x1 ⊥ x2 ≥ 0,
(8.1)
where x = (x0, x1, x2) ∈ Rp+q+q is a decomposition of the problem variables, f(·) ∈ R,
g(·) ∈ Rng and h(·) ∈ Rnh . The functions f, g and h are assumed to be sufficiently smooth.
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subject to g(x) = 0
h(x) ≥ 0





We now briefly review the definition of strong stationarity of (8.1) and NLP stationarity of
(8.2) to highlight the relationship between the respective multipliers.
A point x is said to be a strongly stationary point of (8.1) if there exist multipliers














x1j νˆ1j = 0 ∀ j = 1, · · · , q,
x2j νˆ2j = 0 ∀ j = 1, · · · , q,
if x1j = x2j = 0, then νˆ1j ≥ 0 and νˆ2j ≥ 0 ∀ j = 1, · · · , q.
(8.3)
The KKT conditions of (8.2) are as follows: There are multipliers λ ∈ Rng , µ ∈ Rnh , ν1 ∈

























for j = 1, · · · , q. The condition ξxᵀ1x2 = 0 has been skipped since it is implied by feasibility.
Fletcher et al. [FLRS06] show that a point x is a strongly stationary point of MPCC (8.1)
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if and only if it is a stationary point of the NLP (8.2). We briefly recall the idea of the proof
(cf. [FLRS06, Hat08]) in order to explain the success of SQP methods applied to MPCCs.
We note that the gradient of the Lagrangian of (8.1) and (8.2) are equivalent if
νˆ1 = ν1 − ξx2 and νˆ2 = ν2 − ξx1. (8.5)
We now start by showing (8.4)⇒(8.3). We distinguish three cases:
1. If x1j > 0, then x2j = 0 = ν1j from complementarity (x
ᵀ
1x2 = 0) and slackness
(x1jν1j = 0). From the first equation of (8.5) it follows that νˆ1j = 0, and further
νˆ2j = ν2j − ξx1j satisfies (8.3).
2. If x2j > 0, then transpose the above argument.
3. If x1j = x2j = 0, then (8.5) implies that νˆ1 = ν1 ≥ 0 and νˆ2 = ν2 ≥ 0.
Combining 1.- 3., one sees that (8.4) implies (8.3). Next we show that (8.3)⇒(8.4). We
also distinguish three cases:
4. If x1j > 0, then νˆ1j = 0 and x2j = 0. This implies ν1j = ξx2j + νˆ1j = 0 ≥ 0 for
any ξ. To ensure that ν2j = ξx1j + νˆ2j is nonnegative, we need to choose ξ such that
ξx1j + νˆ2j ≥ 0 for all j, or equivalently that ξ ≥ −νˆ2j/x1j for all j.
5. If x2j > 0, then transpose the above argument.
6. x1j = x2j = 0, then ν1j = νˆ1j ≥ 0, for any ξ. From parts 4. and 5. it follows that














will ensure that ν1, ν2 ≥ 0 (Z⊥2 and Z⊥1 are defined in Section 2.3). Examining the
right-hand side of (8.6), one can see that ξ is bounded (it is uniquely determined).
Combining 4.- 6., it follows that (8.4) implies (8.3). We have mentioned already that the
multipliers of MPCCs are not unique anymore and the set of multipliers is unbounded,
which is due to the fact that any value ξˆ > ξ would also satisfy the stationarity conditions
(8.4). But if we make sure to choose ξ as defined in (8.6) (called the basic multiplier in
[FLRS06]), it can be shown that the constraint normals corresponding to nonzero multipliers
are linearly independent. This result implies that if MPCC-LICQ (defined in Section 2.3)
holds at a local minimizer of (8.2), then it is a strongly stationary point and the multipliers
in (8.3) and the basic multiplier (8.6) are unique.
As main result, we summarize the following: Solving the MPCC (8.1) and solving its
NLP formulation (8.2) with an SQP method that guarantees that ξ is chosen as defined in
(8.6) is equivalent as long as MPCC-LICQ holds, and we can guarantee that the constraint
normals corresponding to nonzero multipliers are linearly independent.
It remains to discuss whether SQP solvers choose the multiplier ξ as defined in (8.6).
It can be shown that active-set based SQP methods that work with a nonsingular basis
(as, e.g., the one described in [NW99]) guarantee to choose ξ as in (8.6). Details can
be found in [FLRS06, Hat08]. The key idea is to use an SQP method iterating on a
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working set, which is a subset of the active set including all equality constraints and the
inequality constraints with nonzero multipliers. Starting with an initial working set that
only includes constraints with linearly independent constraint normals, a constraint with a
linearly dependent constraint normal cannot enter the working set since it never becomes a
blocking constraint (cf. [NW99, Hat08]). An active-set based SQP method that works with
a nonsingular basis ensures that the constraint normals corresponding to nonzero multipliers
are linearly independent, which then allows to guarantee that ξ is chosen as defined in (8.6)
[FLRS06].
We now briefly review the convergence results for SQP methods applied to MPCCs. We
make the following assumptions:
[A1] f , g and h are twice Lipschitz continuously differentiable.
[A2] The MPCC (8.1) satisfies the MPCC-LICQ (Definition 8.2.2).
[A3] x∗ is a strongly stationary point of (8.1) with multipliers λ∗, µ∗, ν∗1 , ν2∗ (as
defined in (8.3)), and x∗ satisfies the MPCC second-order sufficient condition
MPCC-SOSC (see [FLRS06]).
[A4] It holds λ∗ 6= 0, µ∗i > 0 ∀i ∈ A∗ (where A∗ is the active set of (8.1) at x∗ as
defined in Section 2.1) and both ν∗1j > 0 and ν
∗
2j > 0 ∀j ∈ D∗ := {i | x∗1i =
x∗2i = 0}.
[A5] The QP solver chooses a linearly independent basis.
In [FLRS06], two cases are considered: the case where exact complementarity is satisfied at
a point sufficiently close to a stationary point, and the case where exact complementarity
is not satisfied.
For the first case, we have the following additional assumption:




2 = 0 and (x
(k¯), µ(k¯)) is sufficiently close to
a strongly stationary point.
The key results of [FLRS06] can then be summarized in the following theorem.
Theorem 8.1.1. If Assumption [A1]-[A6] hold, SQP applied to (8.2) generates a sequence
{(x(l¯), λ(l¯), µ(l¯), ν(l¯)1 , ν2(l¯), ξ(k¯))}l¯>k¯ (8.7)
that converges Q-quadratically to a solution {(x∗, λ∗, µ∗, ν∗1 , ν∗2 , ξ∗)} of (8.1), satisfying





2 = 0 ∀ l¯ ≥ k¯.





2 > 0, which might lead to inconsistent QP approximations arbitrarily close to
a stationary point. To tackle this problem, an additionally assumption is required.
[A7] All QP approximations remain consistent.
For the latter case, the following results are obtained (cf. [FLRS06]).
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Figure 8.1.: Illustration of the relationship between stationarity concepts for MPCCs.
Theorem 8.1.2. Let Assumption [A1]-[A5] and [A7] hold. Then it follows that SQP applied
to the NLP formulation (8.2) of the MPCC (8.1) converges quadratically near a solution
(x∗, λ∗, µ∗, ν∗1 , ν2∗, ξ∗).
Proofs for Theorem 8.1.1 and 8.1.2 can be found in [FLRS06]. [A7] is an undesirable
assumption. In, e.g., filterSQP, a feasibility restoration method is implemented to handle
inconsistent QPs.
To sum up, under conditions [A1]-[A5] and [A6] or [A7], it can be shown that SQP
methods applied to MPCCs converge to strongly stationary points. There is a wide range of
algorithms for MPCCs as, e.g., algorithms based on branch-and-bound techniques (as, e.g.,
described in [Bar88]), interior-point methods (cf. [LLCN06] or [RB03]), or penalization and
relaxation techniques [DFNS05, HKS13, LF03]. However, for most algorithms for MPCCs,
convergence to strongly or even B-stationary points cannot be shown, and therefore, weaker
stationarity concepts are used. The main difference of the stationarity concepts is the
condition on the sign of multipliers νˆ1 and νˆ2 in (8.3). We now briefly review the most
common ones. Therefore, let x be the solution of (8.1) and let D denote the set of degenerate
indices (cf. Section 2.3). Considering the set of conditions (8.3) and replacing the last
condition by one of the following ones leads to the subsequent definitions:
1. No further conditions on νˆ1 and νˆ2 is called weak stationarity.
2. νˆ1i ≥ 0 or νˆ2i ≥ 0 ∀i ∈ D is called A-stationarity.
3. νˆ1iνˆ2i ≥ 0 ∀i ∈ D is called C-stationarity.
4. (νˆ1i > 0 and νˆ2i > 0) or νˆ1iνˆ2i = 0 ∀i ∈ D is called M-stationarity.
5. νˆ1i, νˆ2i ≥ 0 ∀i ∈ D is called strong stationarity.
The relation between the stationarity concepts is illustrated in Figure 8.1 (cf. [LM07]). We
decide to not rely on algorithms for MPCCs with convergence results to weakly, A-, C-,
or M-stationary points, since these points might still have first-order descent directions as
shown in [LM07]. B- and strongly stationary points, however, guarantee the absence of
first-order descent directions. Hence, we focus on SQP methods applied to MPCCs since
they ensure local convergence to strongly stationary points under relatively mild conditions.
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And if MPCC-LICQ holds, B-stationarity (defined in Section 2.3) and strong stationarity
are equivalent (cf. [SS00]).
Based on the observations described in this section, we summarize:
• SQP methods applied to MPCCs are efficient and guarantee local convergence to
strongly stationary points under certain conditions (as, e.g., MPCC-LICQ).
• Many other popular algorithms for MPCCs only guarantee local convergence to weakly,
A-, C-, or M-stationary points, and these points might still have first-order descent
directions.
• If MPCC-LICQ holds, B-stationarity and strong stationarity are equivalent.
• MPCC-LICQ plays an important role as prerequisite for the local convergence re-
sults of SQP methods applied to MPCCs, and it furthermore allows to guarantee the
convergence to B-stationary points.
In this section, we have discussed the fundamental role of MPCC-LICQ. Therefore, in
the remainder of this chapter, we propose a new lifting technique for bilevel programs but
also for general MPCCs, which allows to guarantee MPCC-LICQ.
8.2. Lifting bilevel programs for regularity
In this section, we describe the basic idea of lifting bilevel nonlinear programs in order to
be able to guarantee MPCC-LICQ at the solution. The following three sections mainly
follow the description in [HLSB13]. An idea related to the method described in this section
can be found in [Ani05, ATW07, Ste12], and the references therein. In [Ani05, ATW07],
the authors consider general MPCCs, and introduce an additional scalar variable to relax
the MPCC’s standard equality and inequality constraints on quadratic programming level
(within an SQP framework) and the complementarity condition is treated with an exact
penalty term. Global convergence properties based on this formulation are discussed. How-
ever, this approach requires strong modifications of the SQP method. Our goal is to use
standard SQP solvers and to just modify the problem formulation. In [Ste12], a smoothing
approach for mathematical programs with complementarity constraints is presented, based
on the projection of a suitable set in R3. The author introduces a regularization approach
involving a new concept of tilting stability, discusses the regularity of the feasible set and
presents preliminary numerical results.







subject to h(x, y) ≥ 0,
(8.8)
where x ∈ Rn and y ∈ Rm. The inequality constraints are denoted as h(x, y) ∈ Rnh ,
the upper-level objective is described by F (x, y), the lower-level objective by f(x, y). All
functions in (8.8) are assumed to be sufficiently smooth. For a compact presentation, we
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skip upper-level constraints and lower-level equality constraints. However, the results in







subject to h(x, y) ≥ 0




with g(x, y) ∈ Rng , H(x) ∈ RnH and G(x) ∈ RnG being twice continuously differentiable
and under mild conditions on the regularity of the additional upper-level constraints: the
composition of the Jacobian of the equality constraints G(x) and the Jacobian of the active
inequality constraints of H(x) has to have full rank.
The bilevel NLP (8.8) can be written as an MPCC by replacing the lower-level problem




subject to 0 = ∇yL(x, y, z)
0 ≤ z ⊥ h(x, y) ≥ 0,
(8.10)
with the gradient of the Lagrangian given by ∇yL(x, y, z) := ∇yf(x, y)−∇yh(x, y)ᵀ z and
the Lagrange multipliers z ∈ Rnh . If the lower-level problem of (8.8) is nonconvex, the
MPCC (8.10) is in general not equivalent to (8.8). We are not concerned with this issue





subject to h(x, y) ≥ 0 (8.11)
as the lower-level problem of (8.8). We note that x is not a variable in (8.11). We denote
the active set of (8.11) by
A(x, y∗) := {i ∈ {1, · · · , nh} | hi(x, y∗) = 0} (8.12)
for a given point y∗ ∈ Rm. We furthermore say that (8.11) satisfies LICQ at y∗ if the
set of active constraint gradients {∇yhi(x, y∗), i ∈ A(x, y∗)} is linearly independent (cf.
Definition 2.1.2). The feasible set of (8.11) is given by the set F(x, y) := {y ∈ Rm | h(x, y) ≥
0} and the Lagrangian L(x, y, z) := f(x, y)− h(x, y)ᵀz is the Lagrangian of the lower-level
NLP (8.11) with multipliers z ∈ Rnh and the tangent cone is denoted as T (x, y) := {p ∈
Rm | ∇yhi(x, y)ᵀp = 0 ∀i ∈ A(x, y) with zi > 0 }. We furthermore define a strong second-
order condition for (8.11).
Definition 8.2.1. (Strong Second-Order Condition) If
p
ᵀ∇2yL(x, y∗, z∗)p > 0, ∀p ∈ T (y∗)\{0}, (8.13)
then (8.11) is said to satisfy the strong second-order condition (SSOC) at (x, y∗, z∗).
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In Section 2.3, we define the relaxed NLP formulation of an MPCC, which is the basis for
the definition of MPCC-LICQ. We briefly recall these definitions here is a slightly different
version, which is tailored to the MPCC (8.10). Therefore, we consider two index sets Z1
and Z2 with Z1,Z2 ⊂ {1, · · · , nh} and denote their respective complement in {1, · · · , nh}





subject to ∇yL(x, y, z) = 0
hi(x, y) = 0 ∀i ∈ Z⊥1
zi = 0 ∀i ∈ Z⊥2
hi(x, y) ≥ 0 ∀i ∈ Z1
zi ≥ 0 ∀i ∈ Z2.
(8.14)
The set of biactive components is denoted by D := Z1 ∩ Z2. We furthermore define LICQ
tailored to MPCC (8.10).
Definition 8.2.2. (MPCC-LICQ) Let z ≥ 0 and x, y be such that h(x, y) ≥ 0, and define
index sets
Z1 = {i ∈ {1, · · · , nh} | zi = 0} and Z2 = {i ∈ {1, · · · , nh} | hi(x, y) = 0}. (8.15)
The MPCC (8.10) is said to satisfy MPCC-LICQ at (x∗, y∗) if the corresponding relaxed
NLP (8.14) satisfies LICQ at (x∗, y∗).




subject to ∇yL(x, y, z) = 0






as the NLP formulation corresponding to MPCC (8.10). We note that problem (8.16) is
formulated without slacks for a compact presentation. A reformulation of (8.16) using slacks
does not change the results derived in this chapter. However, when solving an MPCC of
type (8.16), slacks should be used to achieve a better convergence behavior and to maintain
linear feasibility as shown in [FLRS06] (cf. Chapter 5). Furthermore, we follow [FLRS06]
and write h(x, y)
ᵀ
z ≤ 0 instead of h(x, y)ᵀz = 0 in (8.16).
8.2.1. The lifting approach
We have observed that the bilevel NLP (8.8) does not inherit MPCC-LICQ even if its lower-
level satisfies LICQ and SSOC. This fact is demonstrated by means of an example in the
next section. We now propose a lifting technique, which allows us to guarantee MPCC-
LICQ for the MPCC (8.10) resulting from the bilevel problem (8.8). The importance of
MPCC-LICQ when solving MPCCs has been discussed in detail at the end of Section 8.1.
We now apply a componentwise lifting of the inequality constraints to the lower-level
problem of (8.8) following [HLSB13]. Therefore, we introduce new variables v ∈ Rnh and
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define the lifting of (8.8) as follows:
minimize
x,y,v




subject to h(x, y) ≥ v,
(8.17)
where pi ∈ R is a constant penalty parameter and P : Rnh → R is a penalty function that
drives v to zero and ensures convergence to a solution of the original unlifted problem. The
function P (v) is discussed in detail in Subsection 8.2.2. Two possible choices for the penalty




F (x, y)+ pi P (v)
subject to 0 = ∇yL(x, y, z)
0 ≤ z ⊥ (h(x, y)−v) ≥ 0.
(8.18)
In general, SSOC and LICQ of the lower-level problem are not sufficient to ensure that the
MPCC (8.10) satisfies MPCC-LICQ in the solution (which is demonstrated by means of
an example in the next section). If there are degenerate lower-level components, then we
need |D| (which is at most equal to nh) variables to regularize the Jacobian of the active
constraint normals. This observation forms the basis of the following theorem, which shows
that the lifted problem (8.18) satisfies an MPCC-LICQ (cf. [HLSB13]).
Theorem 8.2.1. If the lower-level problem of (8.17) satisfies LICQ and SSOC at the point
(x∗, y∗, z∗, v∗), then the MPCC (8.18) satisfies MPCC-LICQ at (x∗, y∗, z∗, v∗).
Proof. We need to show that the relaxed NLP formulation of (8.18) given by
minimize
x,y,z,v
F (x, y)+ pi P (v)
subject to ∇yL(x, y, z) = 0
hi(x, y)−vi = 0 ∀i ∈ Z⊥1
zi = 0 ∀i ∈ Z⊥2
hi(x, y)−vi ≥ 0 ∀i ∈ Z1
zi ≥ 0 ∀i ∈ Z2,
(8.19)
satisfies LICQ (according to Definition 8.2.2 with Z1 = {i | zi = 0} and Z2 = {i | hi(x, y)−
vi = 0}). We now consider the gradients of the active constraints of (8.19) with respect to
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all optimization variables, i.e. with respect to y, z, v and x (columns are constraint normals):
J :=
















where we have skipped zero entries and assumed that the identity matrices I are of appro-
priate size. The columns of (8.20) correspond to the constraints(∇yL(x, y, z)ᵀ , h˜ᵀZ⊥1 , zᵀZ⊥2 , zᵀD, h˜ᵀD) (8.22)


















Let J¯ be the submatrix of J that consists of blocks A,B,C and D. We want to show
that the constraint normals of active constraints of (8.19) (columns of (8.20)) are linearly
independent. This statement is equivalent to showing that J¯ has full rank, which means
that J¯ is of rank (m+nh+ |D|) (J is of size (m+nh+ |D|+ |Z⊥1 |+ |Z⊥2 |+n)×(m+nh+ |D|)).
As shown in, e.g., [NW99], Matrix A has full rank since SSOC and LICQ are assumed to
hold for the lower-level problem of (8.17). Block D has full rank since it is a diagonal matrix























We note that we assume that 0 is a scalar, vector or matrix of zeros of appropriate size.
Using the Schur complement to perform a block Gaussian elimination by multiplying J¯
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where SD = A−BD−1C is the Schur complement of D. Equation (8.26) implies that r = 0.
It remains to show that SDq = 0 ⇔ q = 0 which is true if BD−1C = 0. The structure of
BD−1C is as follows:
BD−1C =















which means that the Schur complement has full rank, because A has full rank. Thus,
(8.24) holds and problem (8.18) satisfies MPCC-LICQ.
The proof of Theorem 8.2.1 points out that not even SSOC and LICQ on the lower level
of (8.8) are sufficient to show that (8.10) satisfies MPCC-LICQ. The matrix of the active
constraint normals (8.20) of the relaxed NLP of (8.10) is of size (ny +ng +nh +nx)× (ny +
ng +nh+ |D|), and for MPCC-LICQ we need this matrix to have rank (ny +ng +nh+ |D|).
This means MPCC-LICQ cannot be achieved without either having assumptions on the
number of upper-level variables nx (which is rather restrictive), or introducing at least |D|
new variables (which lifts the MPCC to a higher dimension).
Remark 8.2.1. MPCC-LICQ is inherited without any modifications if the lower level of
(8.8) satisfies LICQ and SSOC, and if |D| = ∅, which means that there are no degenerate
indices. This follows directly from the proof of Theorem 8.2.1, or can be found in, e.g.,
[RW04].
Figure 8.2 illustrates how the lifting changes the feasible set of the complementarity
constraint (CC). The feasible set of 0 ≤ z ⊥ h(x, y) ≥ 0 for nh = 1 is the nonnegative
part of both axes. The feasible set of the lifted CC, 0 ≤ z ⊥ (h(x, y)− v) ≥ 0, for nh = 1
is shown on the right of Figure 8.2. The original feasible set is now extended to a third
dimension and includes the nonnegative part of the planes with h(x, y) = v (z ≥ 0) and
z = 0 (h(x, y)− v ≥ 0).
8.2.2. Driving v to Zero
In order to solve the original unlifted problem (8.10), we have to ensure that vi = 0 ∀i at
the solution. There are several ways to do that. In the following, we discuss an exact and
an inexact penalty function for driving v to zero, namely
(a) P (v) = ‖v‖1, and (8.30a)
(b) P (v) = ‖v‖22. (8.30b)
The `1-norm penalty (8.30a) is an exact penalty function. It ensures that we solve the
original unlifted problem when choosing pi larger than a threshold p¯i (the exact conver-
gence behavior is discussed in the next section). However, the exact `1-norm penalty is
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=
Figure 8.2.: The feasible set (in gray) of a complementarity constraint before
(left) and after (right) lifting.
a nonsmooth function. Instead of using a numerical method which is able to handle the
nonsmoothness of the function (as proposed in, e.g., [IPS11]), we add the additional con-
straint v ≥ 0 which ensures the componentwise nonnegativity of v and the smoothness of
the penalty ‖v‖1. For the lifting of the complementarity constraint this means that the we
cut the two planes in Figure 8.2 at v = 0 and neglect the part with v < 0 . The proof
of Theorem 8.2.1 and the geometry of the feasible set directly imply that we keep MPCC-
LICQ as long as the additional constraint vi ≥ 0, i−1, . . . , nh is not active at a point where
hi(x, y) and zi are zero for i ∈ {1, · · · , nh}. Our numerical experiments clearly indicate
that having MPCC-LICQ everywhere but points where hi(x, y) = zi = vi = 0 still stabilizes
the MPCC and leads to a faster convergence. Furthermore, this approach allows us to use
standard NLP solvers.
The squared `2-norm penalty (8.30b) is an analytic function, which is a nice property
since most numerical NLP algorithms assume smoothness of the problem. However, with
an inexact penalty function we have to solve a sequence of problems where pi → ∞ in
order to ensure to converge to a solution of the original unlifted problem (8.10). This is an
undesirable property. However, we decided to also investigate the inexact penalty because
our numerical experience clearly shows, that having MPCC-LICQ everywhere decreases the
number of iterations. Furthermore, to avoid an ill-conditioned Hessian, reformulations such
as the one described in [NW99, Chapter 17] could be used. Both penalty functions are
tested, compared and discussed in Chapter 13, and the convergence properties of penalty
(8.30a) are analyzed in the next section.
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8.3. A motivating example
As already mentioned in the last section, we now demonstrate that an MPCC as defined in
(8.10), which arises from a bilevel NLP like (8.8), does in general not satisfy MPCC-LICQ
in the solution, even if the lower-level NLP of (8.8) satisfies LICQ and SOSC (both defined
in Section 8.2). We furthermore show that the lifted formulation of our example indeed
does satisfy MPCC-LICQ in the solution. Consider the following bilevel NLP:
minimize
x
−x+ 2y1 + y2
subject to minimize
y:=(y1,y2)
(x− y1)2 + y22
subject to y1, y2 ≥ 0,
(8.31)
with the solution (x∗, y∗1, y∗2) = (0, 0, 0). LICQ and SSOC are satisfied for the lower-level
problem. The gradient of the Lagrangian of the lower-level problem is given by
∇yL(x, y, z) =




and the MPCC corresponding to (8.31) is given by
minimize
x,y,z
−x+ 2y1 + y2
subject to 0 =
( −2x+ 2y1 − z1
2y2 − z2
)
0 ≤ z ⊥ y ≥ 0.
(8.33)
In the solution, we have z1 = z2 = 0. This means that all constraints are weakly active at
the solution and the relaxed NLP of (8.33) is
minimize
x,y,z
−x+ 2y1 + y2
subject to 0 =






Clearly, (8.34) does not satisfy LICQ because the Jacobian of the constraints (the columns
are the constraints normals) given by
2 0 1 0 0 0
0 2 0 1 0 0
−1 0 0 0 1 0
0 −1 0 0 0 1
−2 0 0 0 0 0
 , (8.35)
has rank 5. This fact implies that the MPCC (8.10) does not satisfy MPCC-LICQ. The
degeneracy problem is caused by the weakly active constraints. However, if the lower-level
NLP satisfies strict complementarity, LICQ and SSOC in the solution, then it can be shown
that the resulting MPCC satisfies MPCC-LICQ (see [RW04], or Remark 8.2.1).
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Let us now consider lifting proposed in the last section for (8.31):
minimize
x,v:=(v1,v2)
−x+ 2y1 + y2 + piP (v)
subject to minimize
y
(x− y1)2 + y22
subject to y1 ≥ v1
y2 ≥ v2,
(8.36)




−x+ 2y1 + y2 + piP (v)
subject to 0 = ∇yL(x, y, z)
0 ≤ z ⊥ y ≥ v.
(8.37)
The Jacobian of active constraints of the NLP formulation of (8.37) has now two additional
rows for variables v1 and v2: 
2 0 1 0 0 0
0 2 0 1 0 0
−1 0 0 0 1 0
0 −1 0 0 0 1
−2 0 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0

, (8.38)
which extends (8.35) by two rows that ensure the Jacobian has full rank. After lifting
problem (8.31), the active constraint gradients of the NLP formulation of the resulting
MPCC are linearly independent and MPCC-LICQ is satisfied for (8.37) everywhere. In the
next section, we discuss the convergence behavior of SQP methods applied to lifted MPCCs.
8.4. Convergence results
Fletcher et al. [FLRS06] provide convergence results for SQP methods applied to MPCCs
under relatively mild conditions (described in the first section of this chapter). One im-
portant assumption for the convergence to strongly stationary points is that the MPCC
satisfies MPCC-LICQ. This condition keeps the multipliers bounded and ensures a fast
local convergence. We now derive an assumption which is weaker than MPCC-LICQ for





subject to ∇yL(x, y, z) = 0
zi = 0 ∀i ∈ Z⊥2
hi(x, y) ≥ 0 ∀i ∈ Z1
zi ≥ 0 ∀i ∈ Z2.
(8.39)
Without loss of generality and to keep the notation simple, we assume Z⊥1 = ∅. The
Lagrangian of (8.39) is given by
L(x, y, z, λ, µ, ν) := F (x, y)−∇yL(x, y, z)ᵀλ− zᵀµ− h(x, y)ᵀν, (8.40)
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with Lagrange multipliers λ ∈ Rm, µ =: (µ1, µ2) ∈ R|Z⊥2 |+|Z2| with µ2 ≥ 0 and ν ∈ R|Z1|
with ν ≥ 0. Dual feasibility of (8.39) is given as
∇xL(x, y, z, λ, µ, ν) = ∇xF (x, y) −∇yxL(x, y, z)ᵀλ −∇xh(x, y)ᵀν = 0
∇yL(x, y, z, λ, µ, ν) = ∇yF (x, y) −∇yyL(x, y, z)ᵀλ −∇yh(x, y)ᵀν = 0
∇zL(x, y, z, λ, µ, ν) = ∇yh(x, y)ᵀλ −µ = 0.
(8.41)
Combining conditions (8.41), feasibility of (8.39) and complementary slackness
hi(x, y)νi = 0 ∀ i ∈ Z1 and µ2izi = 0 ∀ i ∈ Z2 (8.42)
gives us the KKT conditions of (8.39). Now consider the relaxed lifted NLP
minimize
x,y,z,v
F (x, y) + pi‖v‖1
subject to ∇yL(x, y, z) = 0
zi = 0 ∀i ∈ Z⊥2
hi(x, y)− vi ≥ 0 ∀i ∈ Z1
zi ≥ 0 ∀i ∈ Z2.
(8.43)
To simplify the analysis, we will replace v by v = v+ − v− with v+, v− ≥ 0 and ‖v‖1 =
v+ + v−, giving rise to the following conditions for dual feasibility of (8.43):
∇xL(·) = ∇xF (x, y) −∇yxL(x, y, z)ᵀλ −∇xh(x, y)ᵀν = 0
∇yL(·) = ∇yF (x, y) −∇yyL(x, y, z)ᵀλ −∇yh(x, y)ᵀν = 0
∇zL(·) = ∇yh(x, y)ᵀλ −µ = 0
∇v+L(·) = pi e +ν −ξ+ = 0
∇v−L(·) = pi e −ν −ξ− = 0,
(8.44)
where the dependencies of L are skipped for a compact presentation, e denotes a vector
of ones of appropriate size, and ξ+, ξ− are the Lagrange multipliers for v+, v− ≥ 0. We
note, that in order to keep the notation intuitive, L in (8.41) denotes the Lagrangian of
(8.39), and L in (8.44) denotes the Lagrangian of (8.43). In the following, (x, y, z) is called
a KKT point of (8.39) if the KKT conditions (as described in, e.g., [FLRS06]) are satisfied
at (x, y, z). We can now state the following two propositions.
Proposition 8.4.1. Let (x∗, y∗, z∗) be a KKT point of (8.39) and assume that pi > ‖ν∗‖∞.
Then it follows that (x∗, y∗, z∗, v∗) with v∗ = 0 is a KKT point of (8.43).
Proof. Clearly, the first three equations of (8.44) are satisfied at (x∗, y∗, z∗). We also see
that ξ+ = pie + ν∗ ≥ 0 since pi, ν∗ ≥ 0. With v∗ = 0 we get complementarity for the
constraints v+, v− ≥ 0. It remains for us to show that ξ− = pie − ν∗ ≥ 0, but we choose
pi > ‖ν∗‖∞ = maxi ν∗i , hence ξ− ≥ 0.
Proposition 8.4.2. Let (x∗, y∗, z∗, v∗) be a KKT point of (8.43). If v∗ = 0, then it follows
that (x∗, y∗, z∗) is a KKT point of (8.39).
Proof. Dual feasibility of (8.39) (equation (8.41)) directly follows from (8.44). The same
holds true for the nonnegativity of µ∗2 and ν∗ in the solution of (8.39). Given that v∗ = 0,
we have primal feasibility and complementarity for the unlifted problem (8.39).
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This result means that if we solve (8.43) with the solution (x∗, y∗, z∗, v∗) and v∗ = 0,
the point (x∗, y∗, z∗) is also a KKT point of (8.39), and we can now apply the convergence
analysis from [FLRS06]. Furthermore, this means that instead of requiring MPCC-LICQ
in the convergence proof of [FLRS06], it suffices for MPCCs arising from bilevel NLPs like
problem (8.10) to require LICQ and SSOC for the lower-level NLP. LICQ and SSOC are
reasonable assumptions which are satisfied for most well-posed problems. Hence, in order to
have bounded multipliers and a faster convergence in practice for bilevel NLPs with LICQ
and SOSC on the lower level, is suffices to lift the complementarity constraint as described
in (8.18) and to choose a pi that is sufficiently large. Without lifting the complementarity
constraint, we would have to require strict complementarity of the lower-level problem
(|D| = 0) in order to guarantee MPCC-LICQ. This is a rather restrictive condition which
is already violated in simple examples like the one described in (8.31).
As discussed in the last section, the `1-norm is a nonsmooth function, but we wish to use
standard SQP methods which usually require the objective and the constraints to be at least
twice continuously differentiable. If we now assume that F, g and h are twice continuously




F (x, y) + pi
∑nh
i=1 vi
subject to ∇yL(x, y, z) = 0
zi = 0 ∀i ∈ Z⊥2
hi(x, y)− vi ≥ 0 ∀i ∈ Z1
zi ≥ 0 ∀i ∈ Z2
v ≥ 0,
(8.45)
which is sufficiently smooth for standard SQP methods. The disadvantage of the additional
constraint v ≥ 0 is that we cannot guarantee MPCC-LICQ anymore at points (x, y, z, v)
with hi(x, y) = zi = vi = 0 for at least one i ∈ {1, · · · , nh}. However, in the next section we
show that our lifting technique still stabilizes the MPCC and leads to a faster convergence.
We now briefly investigate how the convergence results from Propositions 8.4.1 and 8.4.2
change for (8.45). The only difference in the proof will be in the dual feasibility conditions
(8.44), where the last two equations have to be replaced by
∇vL(·) = pi e+ ν − ξ = 0, (8.46)
where ξ is the Lagrange multiplier for v ≥ 0. We have to ensure that ξ = pie+ ν ≥ 0, which
is true since pi, ν ≥ 0. This implies that Proposition 8.4.1 and Proposition 8.4.2 also hold
for problem (8.45). Moreover, the additional assumption on pi is not needed anymore.
Corollary 8.4.1. Let (x∗, y∗, z∗) be a KKT point of (8.39). Then (x∗, y∗, z∗, v∗) is also
a KKT point of (8.45) with v∗ = 0. And vice versa, if (x∗, y∗, z∗, v∗) is a KKT point of
(8.45) and if v∗ = 0, then (x∗, y∗, z∗) is also a KKT point of (8.39).
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8.5. Lifting general mathematical programs with
complementarity constraints
In this section, we discuss the generalization of our lifting approach to general MPCCs




subject to 0 ≤ h(x, y)
0 ≤ x1 ⊥ x2 ≥ 0,
(8.47)




subject to 0 ≤ h(x, y)
0 = x1 ∀i ∈ Z⊥2
0 = x2 ∀i ∈ Z⊥1
0 ≤ x1 ∀i ∈ Z2
0 ≤ x2 ∀i ∈ Z1,
(8.48)
with Z1 = {i ∈ {1, · · · , n} | x1i = 0} and Z2 = {i ∈ {1, · · · , n} | x2i = 0}. Lifting gen-
eral MPCCs of the form (8.48) leads to the following problem:
minimize
v,x:=(x1,x2),y
F (x, y) + piP (v)
subject to 0 ≤ h(x, y)− v
0 ≤ x1 ⊥ x2 ≥ 0.
(8.49)
The relaxed NLP for this MPCC is given by:
minimize
x,y,v
F (x, y) + piP (v)
subject to 0 ≤ h(x, y)− v
0 = x1 ∀i ∈ Z⊥2
0 = x2 ∀i ∈ Z⊥1
0 ≤ x1 ∀i ∈ Z2
0 ≤ x2 ∀i ∈ Z1,
(8.50)
where the constraints h(x, y) are lifted with variables v ∈ Rnh . The lifting of general MPCCs
is not as elegant as in the bilevel case because of the lack of information about the struc-
ture of the constraints h(x, y) ≥ 0. However, lifting still guarantees linearly independent
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where the notation xjI denotes the subvector of xj whose indices belong to I for j = 1, 2.
The column of J correspond to the constraints
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Zero entries are skipped. Clearly, the Jacobian J has full column rank without any restric-
tions on the structure of the constraint function h(x, y). More general complementarity
constraints of the form
0 ≤ G(x) ⊥ H(x) ≥ 0 (8.53)
can easily be treated by introducing slack variables. No further restrictions on the functions
G,H are needed, since G and H are then lifted in the same way as the inequalities h(x, y) ≥
0.
It is straightforward to show that the convergence results for the exact penalty from
the end of last section remain true for the lifted general MPCC (8.50) with P (v) = ‖v‖1.
Numerical test are promising and show that lifted MPCCs behave in the same way as lifted
bilevel NLPs. The computational results are discussed in detail in Chapter 13.
8.6. Lifting hierarchical dynamic optimization problems
In the previous sections of this chapter, we have seen that solving a lifted formulation
of an MPCC allows us to guarantee MPCC-LICQ in the solution, which plays an impor-
tant role in the convergence behavior of SQP methods applied to MPCCs. Furthermore,
MPCC-LICQ guarantees the convergence to B-stationary points (under the assumptions
mentioned in the first section of this chapter), since we know that strong stationarity and
B-stationarity are equivalent if MPCC-LICQ holds. In this section, we incorporate the
lifting idea proposed in Section 8.2 into our direct all-at-once approach for hierarchical dy-
namic optimization problems described in Chapter 5, where we also end up with a very
special MPCC that is solved with a tailored Newton-based method. As discussed in detail
in Chapter 5, it is indispensable to exploit the structure inherited from the bilevel setting
and the discretization/parameterization in order obtain an efficient method that is able to
solve large real-word problems. In this section, we discuss how the problem structure of
the NLP in Section 5.4 resulting from the hierarchical dynamic optimization problem (5.2)
changes if we lift its complementarity constraint.
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i ), q, p)− ηij)2
σ2ij
+ piP (v)




C ieq(s, w, q¯, p)− v)ᵀ µ
0 = Ceq(s, w, q¯, p)
0 ≤ C ieq(s, w, q¯, p)− v
1 =
∑nM
i=1 γi, γ ≥ 0
blowerp ≤ p ≤ bupperp ,
(8.54)
with v ∈ Rnµ (where nµ is defined in Chapter 5) and the remaining variables of (8.54) as
defined in Chapter 5. For the penalty term P (v) we consider two choices:
a) P (v) = ‖v‖1, v ≥ 0 or
b) P (v) = ‖v‖22.
As discussed in the previous sections, penalty a) is an exact penalty, and with the additional
constraint v ≥ 0, a smooth function. Penalty term b) is also smooth, but an inexact penalty
function. We now discuss the constraint Jacobian of (8.54) and compare it to the constraint















The matrix Jlift in (8.55) shows the main blocks of the constraints Jacobian of the lifted
NLP (8.54) without simple bounds. In (5.72), the inequality constraints C ieq just contain
simple bounds and are not included. In (8.55), we have a new block corresponding to
the constraints
(
C ieq − v)ᵀ . The simple bounds in (5.69) are now replaced by the linear
constraints
(
C ieq − v) ≥ 0. We furthermore add nµ rows in (8.55), which correspond to the
lifting variables v. The complementarity constraint now also depends on v. Comparing J
131
Chapter 8. Regularizing bilevel nonlinear programs by lifting
in (5.72) with Jlift in (8.55), we have new blocks J10, J11 and J12, which are described in
detail in the following. Furthermore block J8 is replaced by J¯8 due to dependency of the
complementarity constraint on v. Block J¯8 is defined as follows.
J¯8 := ∇µ
((














Block J10 is defined as
J10 := ∇v
((




and block J11 is given by
J11 := ∇y
(





































It remains to define block J12:
J12 := ∇v
(
C ieq − v)ᵀ =
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The nonnegativity constraint on v for penalty a) is imposed as simple bound and not
considered in the constraint Jacobian (8.55). In the last paragraph, we have discussed how
the lifting approach introduced in Section 8.2 changes the NLP (5.69) resulting from our
direct all-at-once approach (cf. Chapter 5) applied to a hierarchical dynamic optimization
problem of the form (5.2) and the corresponding constraint Jacobian. It remains to discuss










i ), q, p)− ηij)2
σ2ij
+ piP (v). (8.62)
The unlifted NLP (5.69) is solved with a Generalized Gauß-Newton method as described in
Chapter 5. We now discuss whether the assumptions for a Gauß-Newton approximation of
the Hessian described in Section 2.2.2 of (8.54) are still satisfied for the lifted NLP, in spite
of the additional term piP (v). The objective (8.62) can be written in the general form
Γ(z, v) := 12‖F(z)‖22 + piP (v), (8.63)
with its derivatives
∇zΓ(z, v) = ∇zF(z)ᵀF(z) (8.64)
∇vΓ(z, v) = pi∇vP (v). (8.65)
Penalty a) (P (v) = ‖v‖1, v ≥ 0) can be written as P (v) =
∑nµ
i=1 vi, v ≥ 0, and we have
∇vP (v) = (1, . . . , 1)
ᵀ





2‖F(z)‖22 + piP (v)
subject to G(z, v) = 0,
(8.66)
where we summarize the dimension of F(z) by nF, G(z, v) by nG, z is of size nz and v of
size nv. In particular, NLP (8.66) represents (8.54), where G(z, v) includes the equality
constraints and all active inequality constraints at (z, v). The gradient and the Hessian of
the Lagrangian L(z, v, ν) of (8.66) with Lagrange multiplier ν are given by
∇zL(z, v, ν) = ∇zF(z)ᵀF(z)−∇zG(z, v)ᵀν (8.67)
∇vL(z, v, ν) = pi∇vP (v)−∇vG(z, v)ᵀν (8.68)
and























, j, l = 1, · · · , nz (8.70)







, j, l = 1, · · · , nv (8.71)








, j = 1, · · · , nz, l = 1, · · · , nv. (8.72)
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For penalty a), we have








for j, l = 1, · · · , nv and penalty b) leads to







= 2pi Inv (8.74)
for j, l = 1, · · · , nv. The mixed derivative ∇zvL(z, v, ν) just includes the term
∇zv
(((
C ieq(s, w, q¯, p)− v)ᵀ µ) νk) = −∇zv (vᵀµ νk) (8.75)
which corresponds to the complementarity constraint, and νk describes the associated La-
grange multiplier. All remaining constraints only depend linearly on the lifting variable v




C ieq(s, w, q¯, p)− v)ᵀ µ) νk) =
 νk . . .
νk
 . (8.76)
We now summarize the observations of the last paragraph for penalty term a) and b) sepa-
rately. We start with penalty a). In Section 2.2.2, the Gauß-Newton method is introduced
and the approximation of the Hessian of the Lagrangian by (2.28) is based on the following
analysis (cf. [Boc87, Die01]):
• The residuals Fi(z) are expected to be small close to the solution. Hence, the first
term in the right-hand side of (8.69) can be neglected.
• The gradient of the Lagrangian (8.67) with respect to z is expected to become small
close to the solution. Additionally, we know that the residuals Fi(z) are small close to
the solution. Both arguments imply that the Lagrange multiplier ν can be expected
to be small close to the solution, which is the reason for neglecting the term in (8.70).
This implies the approximation































Furthermore, for penalty term a), we know that [∇vvL(z, v, ν)]jl = 0 for j, l = 1, · · · , nv and
that [∇zvL(z, v, ν)]jl just includes entries νk, for which we know that they become small
close to the solution. Hence,
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where the upper left block corresponds to the variable z, and the remaining zero blocks
correspond to v. This means the Generalized Gauß-Newton method for hierarchical dynamic
optimization problems described in Section 5.5 is still valid if we solve the lifted NLP (8.54)
with penalty term a).
For penalty b), the arguments remain the same, but we need additional entries in the
lower right block:







which is due to (8.74).
In Chapter 13, we present and discuss the numerical performance of the lifting approach
derived in this chapter for the MacMPEC collection of MPCCs [Ley00] and for an illus-




The software package ParaOCP
In this chapter, we discuss the implementation of the direct-all-at-once approach described
in Chapter 5 in the C++ software package ParaOCP. We start with a brief introduction
and a formulation of the hierarchical dynamic optimization problem that can be solved
with ParaOCP. The following section describes the structure of the software package
with a detailed explanation of its modules. Finally, we illustrate the implementation of a
hierarchical dynamic optimization problem by means of an example.
9.1. Introduction and problem formulation
The C++ software package ParaOCP (standing for Parameter estimation in Optimal
Control Problems) implements the direct-all-at once approach proposed in Chapter 5 for
hierarchical dynamic optimization problems of type (4.1) including:
• a nonlinear least-squares-type objective function
• nonlinear constraints on upper-level variables
• a nonlinear multi-stage lower-level optimal control problem (OCP) with
◦ a nonlinear lower-level objective function of Bolza-type (Mayer and Lagrange
term)
◦ a nonlinear system of ordinary differential equations (ODEs) as constraints
◦ multiple model stages with discontinuous transitions expressed by nonlinear tran-
sition conditions
◦ nonlinear mixed control-state constraints
◦ coupled and decoupled nonlinear equality and inequality multi-point constraints.
Furthermore, the software package includes a module for solving nonlinear one-level multi-
stage parameter estimation problems constrained by a system of ODEs, nonlinear transition
conditions, state constraints and nonlinear coupled/decoupled equality/inequality multi-
point constraints. A second module allows to solve nonlinear one-level multi-stage OCPs,
again, constrained by a system of ODEs, nonlinear transition conditions, mixed control-path
constraints and nonlinear coupled/decoupled equality/inequality multi-point constraints.
The implementation of the data structure is based on C++ classes, whereas the numer-
ical algorithms are written in C using BLAS/LAPACK routines [WP05] for a fast linear
algebra.
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9.2. The software structure, its modules and features
This section starts with a description of the main software architecture and how the problem
variables and functions are arranged in public C++ classes. Afterwards, the structure of the
algorithm presented in Chapter 5 is discussed and illustrated, followed by a description of
the user interface, which coincides with the definition of two constructors. Finally, features
and dependencies of ParaOCP are discussed.
9.2.1. Software architecture
Figure 9.1 illustrates the main structure with three levels. On the top level, we have
two classes called Para OCP and Para OCP num. Class Para OCP includes attributes and
methods that describe the continuous problem, which is either a parameter estimation
problem constrained by an OCP, a one-level OCP, or a one-level parameter estimation
problem. Attributes of Para OCP include, e.g., the number of differential states and controls.
Typical methods are functions computing the objective (lower and upper-level objective if
we intend to solve a bilevel problem), or the ODE’s right-hand side.
Numerical tolerances are summarized in the class Para OCP num, which includes, e.g., the
integration tolerance, the initial stepsize for the integrator, or the stopping tolerance.
On the second level of the software package, we have the class NLP base, which inherits
from Para OCP and Para OCP num. The class NLP base summarizes attributes and methods
describing the discretized problem resulting from a parameter estimation problem con-
strained by an OCP, a one-level OCP, or a one-level parameter estimation problem. All
attributes that are not similar for the three problem types, are not included in NLP base.
Typical attributes are the number of multiple shooting intervals for the parameterization of
the differential states or all NLP variables and their bounds. Virtual methods of NLP base
include all functions required by the NLP solver, as, e.g., a function computing the NLP’s
objective and constraints, the constraint Jacobian, the Hessian of the Lagrangian, and
the product of the Hessian times a vector. These methods are then implemented in either
NLP ocp if a one-level optimal control or parameter estimation problem is solved, or NLP par
if a parameter estimation problem constrained by an OCP is solved.
The classes NLP ocp and NLP par are on the third level and inherit from NLP base. Class
NLP ocp includes attributes and methods that are concerned with solving discretized optimal
control or parameter estimation problems, whereas NLP par contains attributes and methods
for the solution of parameter estimation problems that are constrained by an OCP. Both
classes also include methods writing information about the solution and for plotting to text
files. Furthermore, different variants of the solution algorithm are implemented on this
level, as, e.g., the approximation of the Hessian of the Lagrangian or the treatment of the
complementarity constraint in class NLP par.
9.2.2. Modules
Figure 9.2 illustrates the main function call for solving a one-level parameter estimation
problem or OCP, whereas Figure 9.3 shows this procedure for solving a parameter es-
timation problem, which is constrained by an OCP. Both figures highlight the modular
structure of ParaOCP. The common structure of the procedure of solving a one-level and
bilevel dynamic optimization problem with a direct (all-at-once in case of the bilevel prob-
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lem) approach is that it results in a structured NLP, which is then solved with a tailored
Newton-type method. For solving the resulting NLP, we in both cases need routines for the
computation of
• the (lower/upper-level) objective
• the NLP’s equality and inequality constraints
• the constraint Jacobian
• the Hessian of the Lagrangian and/or the product of the Hessian with a vector,
which of course differ for one-level and bilevel problems. These four routines can be con-
sidered as modules in the solution process of dynamic optimization problems in ParaOCP
and are chosen depending on the problem class we are currently considering (cf. Figures
9.2 and 9.3). All algorithmic parts that are concerned with the continuous problem like
• the multiple shooting parameterization
• the solution of the ODE
• the solution of the variational differential equation (VDE)
• the structure of the NLP inherited by the discretization
are called within the NLP routines.
9.2.3. User interface
We now briefly discuss the arguments of the constructor of NLP ocp and NLP par, which
coincides with the user interface. The prototype of the constructor of NLP ocp is given by
NLP ocp( // problem dimension
int NMOS, int NX, int NQ, int NU, int NP,
int* NSHOOT, int NLSQ, int NCONuser,
// ODE’s right hand side and its derivatives
FFCN type* ffcn ptr, FFCN type* dffcn ptr,
FFCN type* dffcn qup ptr,
// least-squares objective and its derivatives
LSQFCN type lsqfcn ptr, LSQFCN type dlsqfcn ptr,
LSQFCN type dlsqfcn qwp ptr,
// Mayer objective and its derivatives
MFCN type* mfcn ptr, MFCN type* dmfcn ptr, MFCN type* dmfcn q ptr,
// Lagrange objective and its derivatives
FFCN type* lfcn ptr, FFCN type* dlfcn ptr, FFCN type* dlfcn qu ptr,
// control discretization
U DISC type u disc ptr,
// discretized coupled/decoupled equality/inequality constraints
CONFCN type confcn ptr, DCONFCN type dconfcn ptr,
DCONFCN type dconfcn qwp ptr,
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// initialization of NLP variables
INITnlp ocp type init nlp ptr,
// user output
OUTocp type out ptr,
// numerical constants
double TOL, int MAXITER,
double STEP INT INI, double STEP INT MIN,
// output/algorithmic flags
int PLOTLEVEL, int HESS, int HESSlower, int LSQsimple);
(9.1)
The constructor of class NLP par for solving bilevel problems differs only slightly from (9.1).
The differences are highlighted in the following prototype:




// initialization of NLP variables




int LIFTING, int NQSLACKS, int P IN RHS );
(9.2)
We now briefly explain the constants and variables used in (9.1) and (9.2). Table 9.1
contains the constants in (9.1) and (9.2) that describe the problem dimensions. To pass
Name Type Description
NMOS int number of model stages
NX int number of differential states
NQ int number of time-independent control values
NU int number of controls
NP int number of parameters
NSHOOT int* array of numb. of mult. shoot. intervals for each model stage
NLSQ int number of residuals in the least-squares objective
NCONuser int number of discretized equality/inequality constraints
NCONuserUPPER int number of upper-level discretized eq./ineq. constraints
Table 9.1.: Overview of constants describing the problem dimension used in constructors
(9.1) and (9.2).
functions like, e.g., the ODE’s right-hand side to the constructor, we use function pointers.
However, if we have multiple model stages, we need a function for the ODE’s right-hand
side for each model stage (details about the implementation of multiple model stages with
discontinuous transitions can be found in Section 12.1). Therefore, the constructors (9.1)
and (9.2) have arguments like
FFCN type* ffcn ptr, using the type definition (9.3)
typedef void (*FFCN type)(double* t, double* x, (9.4)
double* q, double* u, double* p, double* res);
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Type definitions of a similar form are used for the remaining functions in (9.1) and (9.2).
The argument (9.3) of the constructors (9.1) and (9.2) is an array of function pointers –
one function pointer for each model stage. If the function name, e.g. ffcn ptr includes
an additional leading d, as e.g. dffcn ptr, this describes the derivative of the respective
function with respect to x in case of dffcn ptr, and with respect to q, u and p in case
of dffcn qup ptr. The user can either provide symbolic derivatives, derivatives computed
using automatic differentiation or finite differences. Table 9.2 explains the basic function
names used in the constructors (9.1) and (9.2). All further details can be found in the
documentation of ParaOCP.
Name Type Description
ffcn ptr FFCN type* array of right-hand sides of the ODEs
lsqfcn ptr LSQFCN type residual of least-squares objective function
mfcn ptr MFCN type* array of Mayer objective functions
lfcn ptr FFCN type* array of Lagrange objective functions
u disc ptr U DISC type* array of control discretization functions
confcn ptr CONFCN type all discretized equality/inequality constraints
init nlp ptr INITnlp ocp type initialization of all NLP variables (one-level prob.)
init nlp ptr INITnlp par type initialization of all NLP variables (bilevel prob.)
out ptr OUTocp type user output function
Table 9.2.: Description of function pointers used in constructors (9.1) and (9.2).
Table 9.3 lists numerical constants and flags of ParaOCP that can directly be set by
the user. The first column of Table 9.3 explains whether this is a feature for one-level
problems (denoted by O) or bilevel problems (denoted by B), and the third column shows
possible values if the variable is a simple flag. The fourth column explains the variable and
its settings.
The current dependencies of ParaOCP and input/output possibilities are listed in Table
9.4. The number of dependencies of ParaOCP is kept as low as possible to allow a simple
maintenance and to ensure that the code runs on different machines with Unix-like operating
systems (as, e.g., Linux or Mac OS). Furthermore, the integrator interface and the NLP
solver interface are written in a standard form, which allows to replace these modules by
alternatives.
We finally note that the description of ParaOCP in this chapter does not include all
features and does not serve as a user manual. This chapter presents a brief overview of the
main structure of the software package, it demonstrated how one-level and bilevel problems
are formulated, and describes some of ParaOCP’s features. For more details, we refer to
the user manual and the source code of ParaOCP.
9.3. An example
In this section, we consider an example to demonstrate its implementation first as one-level
OCP and then as bilevel parameter estimation problem with the OCP as constraint in
ParaOCP. The OCP describes the optimal movement of a rocket car with non-constant
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Prob. Var. Value Description
O/B SPARSE 0 a dense constraint Jacobian is stored
1 only nonzero entries of the constraint Jacobian are stored
B CC AS PENALTY 0 no penalty formulation of the compl. constraint
1 the compl. constraint is formulated as `1-norm penalty
B LIFTING 0 no lifting of the complementarity constraint
1 lifting (cf. Sec. 8.2) is applied
O/B HESS upper-level Hessian approximation




B HESSlower lower-level Hessian approximation
1 constant diagonal Hessian
2 finite differences
3 efficient Hessian calc. (poss. for a certain probl. struct.)
O/B NQSLACKS nslacks number of slacks in q used in confcn ptr
B P IN RHS 0 the ODE’s right-hand side does not depend on p
1 the ODE’s right-hand side depends on p
O/B DPND array used in confcn ptr to store which constraint
depends on which multiple shooting interval
B LSQsimple nxmeas number of diff. states that are measured directly
Table 9.3.: Some features of ParaOCP.




−γ1 m(1) + γ2 q0 =: Φ
subject to 0 = z˙(t)− q0v(t), t ∈ [0, 1]
0 = v˙(t)− q0(u(t)− p1v(t)2)/m(t), t ∈ [0, 1]
0 = m˙(t) + q0p2u(t)
2, t ∈ [0, 1]
0 = z(0), 0 = v(0), 0 = m(0)− 1
0 = z(1)− 10, 0 = v(1)− 1
0 ≤ 1− u(t), t ∈ [0, 1]
0 ≤ 1 + u(t), t ∈ [0, 1].
(9.5)
The variables in (9.5) are described in Section 6.2. The OCP (9.5) has three differential
states z, v and m, one control function u, and one time-independent control value q0 in




Integrator: explicit Runge-Kutta-Fehlberg 4th/5th order ([BPL+06])
NLP solver: filterSQP ([FL02a])
Linear algebra: BLAS/LAPACK ([BDD+02, ABB+99])
Input: C++/C-file
Output: command line/iteration log, text file,
Gnuplot ([GNU]), Matlab ([Mat13])
Table 9.4.: Dependencies, input and output of ParaOCP.
The optimal control problem
The quantities γ1 and γ2 are constant since we first consider the implementation of the
OCP (9.5) in ParaOCP. Therefore, we define the following constants:
const int NMOS = 1; const double TOL = 1e-6;
int NSHOOT[NMOS] = {20}; const int MAXITER = 100;
const int NX = 3; const double STEP INT INI = 1e-8;
const int NU = 1; const double STEP INT MIN = 1e-14;
const int NQ = 1; const int PLOTLEVEL = 1;
const int NCONuser = 0; const int HESS = 1;
We furthermore define helper variables:
int NS[NMOS] = (NSHOOT[0]+1)*NX; int sumNSHOOT = sum int(NSHOOT,NMOS);
int sumNS = sum int(NS,NMOS); int NW = sumNSHOOT;
The function sum int(int* x, int n) calculates the sum of the first n entries of the
integer array x. We furthermore choose a piecewise constant control discretization, and the
multiple shooting and control discretization grid are the same. The ODE’s right hand side
function is defined as
//right-hand side ODE
void ffcn(double* t, double* x, double* q, double* u, double* p, double* res){
double p1 = .1;
double p2 = .1;
res[0] = q[0]*x[1];
res[1] = q[0]*(u[0] - p1*x[1]*x[1])/x[2];
res[2] = -q[0]*p2*u[0]*u[0];
};
and the Mayer objective function is implemented by the following function.
//mayer objective function
void mfcn(double* x, double* q, double* p, double* res){
double a = 0.5;
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As mentioned above, the user also passes functions for the derivative of the ODE’s right-
hand side with respect to x, q, u and p, which can be either implemented using the symbolic
derivatives, automatic differentiation or finite differences. The same types of derivatives
have to be provided for the Mayer objective function. For a compact presentation, we just
state the prototypes of these functions:
void dffcn(double* t, double* x, double* q, double* u, double* p, double* res);
void dffcn qup(double* t, double* x, double* q, double* u, double* p, double* res);
void dmfcn(double* x, double* q, double* p, double* res);
void dmfcn q(double* x, double* q, double* p, double* res);
It remains to define the function init nlp, which allows the user to initialize all NLP vari-
ables like, e.g., the multiple shooting parameterization variables s, the control discretization
variables w, controls values q, parameters p and the corresponding upper and lower bounds.
Boundary conditions are implemented by setting upper and lower bound to the same value.
Furthermore, upper and lower bound for the user constraints (no simple bounds) are set in
init nlp. The prototype is given by
void init nlp(double* ms grid, double* s, double* lb s, double* ub s,
double* u grid, double* w, double* lb w, double* ub w,
double* q, double* lb q, double* ub q,
double* lb confcn, double* ub confcn,
int* s fix, int* w fix, int* q fix, double* x sca);
The type of control discretization (e.g. piecewise constant, piecewise linear, etc.) can be
implemented in the function u disc, whose prototype is denoted as
void u disc(double* t, double* w, double* res, double* u grid);
The main-function written by the user then calls the constructor of NLP ocp passing the
constants and functions defined above. Before calling the constructor, we need to define the
arrays of function pointers for the ODE’s right hand side and the Mayer objective. Both
have just one entry in this example since we have only one model stage. After calling the
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constructor, the method solve of NLP ocp is called. The user’s main-function is given by:
int main(){
FFCN type ffcn ptrs[NMOS];
FFCN type dffcn ptrs[NMOS];
FFCN type dffcn qup ptrs[NMOS];
MFCN type mfcn ptrs[NMOS];
MFCN type dmfcn ptrs[NMOS];
MFCN type dmfcn q ptrs[NMOS];
ffcn ptrs[0] = ffcn;
dffcn ptrs[0] = dffcn;
dffcn qup ptrs[0] = dffcn qup;
mfcn ptrs[0] = mfcn;
dmfcn ptrs[0] = dmfcn;
dmfcn q ptrs[0] = dmfcn q;
// call contructor of NLP ocp
NLP ocp rocketcar( NMOS, NX, NQ, NU, 0, NSHOOT, 0, NCONuser,
ffcn ptrs, dffcn ptrs, dffcn qup ptrs,
NULL, NULL, NULL,
mfcn ptrs, dmfcn ptrs, dmfcn q ptrs, NULL,NULL,NULL,
u disc, NULL,NULL,NULL,
init nlp,NULL, TOL, MAXITER, STEP INT INI,





The hierarchical dynamic optimization problem














−γ1 m(1) + 0.5 q0
subject to 0 = z˙(t)− q0v(t), t ∈ [0, 1]
0 = v˙(t)− q0(u(t)− p1v(t)2)/m(t), t ∈ [0, 1]
0 = m˙(t) + q0p2u(t)
2, t ∈ [0, 1]
0 = z(0), 0 = v(0), 0 = m(0)− 1
0 = z(1)− 10, 0 = v(1)− 1
0 ≤ 1− u t ∈ [0, 1]
0 ≤ 1 + u t ∈ [0, 1]
0 ≤ γ1
(9.6)
with standard deviations σij = 0.04 and measurements ηij of all differential states for
i = 0, · · · , nT and j = 1, 2, 3. In (9.6), we have upper variables γ1, p1, p2, which are in
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ParaOCP summarized in variable p. We keep all functions and constants implemented for
solving the OCP, and add additional functions and constants needed for the bilevel setting.
For the implementation of (9.6), we define the following additional helper variables:
const int NLSQ = NX*(sumNSHOOT+1); const int NP = 3;
const int NCONuserUPPER = 0; const int HESS = 5;
const int HESSlower = 3; const int LIFTING = 0;
const int LSQsimple = 3; const int P IN RHS = 1;
We choose a Gauß-Newton Hessian approximation for the upper-level problem (HESS=5) and
an efficient Hessian calculation (cf. Chapter 5) for the lower-level problem (HESSlower=3).
The constant LSQsimple is set to 3, which means that all 3 differential states are measured
directly. The flag P IN RHS is set to 1, which means that components of p appear in the
ODE’s right-hand side. If the flag P IN RHS is 0, the ODE’s right-hand side does not depend
on p and we skip the computation of first and second-order sensitivities with respect to p
in order to obtain a fast and efficient algorithm.
The function lsqfcn implements the residual of the upper-level objective. For problem
(9.6), lsqfcn is defined as follows:
void lsqfcn(double* s, double* q, double* w, double* p, double* res){
//compute least-squares residual for all nodes
res[0] = s[0] - 2.800000e-02;
res[1] = s[1] - 3.700000e-02;
res[2] = s[2] - 1.006000e+00;
res[3] = s[3] - 8.193413e-02;
...
}
We also need to pass derivatives lsqfcn of to the constructor of NLP par. For a compact
presentation, we just state the prototypes for dlsqfcn and dlsqfcn qwp:
void dlsqfcn(double* s, double* q, double* w, double* p, double* res):
void dlsqfcn qwp(double* s, double* q, double* w, double* p, double* res);
The lower-level objective mfcn has to be adapted to the bilevel setting, which means that
constant a is replaced by variable p[0].
void mfcn(double* x, double* q, double* p, double* res){
res[0] = -p[0]*x[2]+0.5*q[0];
};
The derivatives dmfcn and dmfcn q also have to be adapted. For the bilevel setting, the
function init nlp for initialization of the NLP variables passed to the constructor NLP par
has a different prototype than the init nlp in the one-level setting. We have additional
variables
double* p, double* lb p, double* ub p,
double* lambda, double* lb lambda, double* ub lambda,
double* mu, double* lb mu, double* ub mu,
double* lb confcn upperlevel, double* ub confcn upperlevel,
double* p fix,
where p are the upper-level variables with lower and upper bounds double* lb p and
double* ub p. In the bilevel problem, the multipliers of the lower-level problem are vari-
ables, and are denoted by lambda and mu. The arguments lb confcn upperlevel and
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ub confcn upperlevel are used for upper and lower bounds of upper-level constraints if
NCONuserUPPER is greater than zero. The additional variable p fix can be used to fix com-
ponents of p. The prototype of the NLP initialization function for the bilevel problem is
given by
void init nlp(double* ms grid, double* s, double* lb s, double* ub s,
double* u grid, double* w, double* lb w, double* ub w,
double* q, double* lb q, double* ub q,
double* p, double* lb p, double* ub p,
double* lambda, double* lb lambda, double* ub lambda,
double* mu, double* lb mu, double* ub mu,
double* lb confcn upperlevel, double* ub confcn upperlevel,
int* s fix, int* w fix, int* q fix, int* p fix, double* x sca);
In the user’s main-function, we just have to adapt the call of the constructor for the bilevel
problem. Instead of calling the constructor of NLP ocp
NLP ocp rocketcar( NMOS, NX, NQ, NU, 0, NSHOOT, 0, NCONuser,
ffcn ptrs, dffcn ptrs, dffcn qup ptrs,
NULL, NULL, NULL,
mfcn ptrs, dmfcn ptrs, dmfcn q ptrs, NULL,NULL,NULL,
u disc, NULL,NULL,NULL,
init nlp,NULL, TOL, MAXITER, STEP INT INI,
STEP INT MIN, PLOTLEVEL, HESS, 0, 0);
we call the constructor of NLP par
NLP par raketenwagen( NMOS, NX, NQ, NU, NP, NSHOOT, NLSQ, NCONuser,
NCONuserUPPER, ffcn ptrs, dffcn ptrs, dffcn qup ptrs,
lsqfcn, dlsqfcn, lsqfcn qwp,
mfcn ptrs, dmfcn ptrs, dmfcn q ptrs,
NULL, NULL, NULL,u disc,
NULL,NULL,NULL, init nlp,NULL,
TOL, MAXITER, STEP INT INI, STEP INT MIN,
PLOTLEVEL, HESS, HESSlower,
LSQsimple, LIFTING,0,P IN RHS);
with the additional functions, variables and constants. The user’s main-function for the
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implementation of the bilevel problem (9.6) is given by
int main(){
//set functions for each stage
FFCN type ffcn ptrs[NMOS];
FFCN type dffcn ptrs[NMOS];
FFCN type dffcn qup ptrs[NMOS];
MFCN type mfcn ptrs[NMOS];
MFCN type dmfcn ptrs[NMOS];
MFCN type dmfcn q ptrs[NMOS];
ffcn ptrs[0] = ffcn;
dffcn ptrs[0] = dffcn;
dffcn qup ptrs[0] = dffcn qup;
mfcn ptrs[0] = mfcn;
dmfcn ptrs[0] = dmfcn;
dmfcn q ptrs[0] = dmfcn q;
// call contructor of NLP par
NLP par raketenwagen( NMOS, NX, NQ, NU, NP, NSHOOT, NLSQ, NCONuser,
NCONuserUPPER, ffcn ptrs, dffcn ptrs, dffcn qup ptrs,
lsqfcn, dlsqfcn, dlsqfcn qwp,
mfcn ptrs, dmfcn ptrs, dmfcn q ptrs,
NULL, NULL, NULL,u disc,
NULL,NULL,NULL, init nlp,NULL,
TOL, MAXITER, STEP INT INI, STEP INT MIN,
PLOTLEVEL, HESS, HESSlower,
LSQsimple, LIFTING,0,P IN RHS);




For further details about the implementation of the direct all-at-once approach proposed





struct NLP_ocp struct NLP_par




- problem dimensions ( number of diff. 
  states, controls, parameters, etc.)
- objective functions (upper & lower level for 
  bilevel problems)   
- right-hand side of the ODE 
- derivatives of the functions mentioned
struct Para_OCP_num
Contains algorithmic constants and 
tolerances including
  




Describes parts of the discretized problem that 
are present in both one-level and bilevel 
problems including 
   
- number of multiple shooting nodes
- discretization of the controls
- all NLP variables
- bounds on NLP variables
- coupled/decoupled equality/inequality 
  constraints (+ derivatives)
- jump conditions for muli-stage problems
  (+ derivatives)
- auxiliary variables for integrator, NLP 
  solver, solution of the variational 
  differential equation, etc.
- efficient computation of derivative of 
  closing conditions times vector
- efficient computation of derivative of 
  decoupled equality/inequality constraints 
  times vector
- virtual functions (def. in NLP_ocp,NLP_par): 
      - NLP objective (+ derivative)
      - NLP constraints
      - NLP Jacobian sparse/dense
- etc.
Describes the discretized one-level dynamic 
optimization problem (the discretized one-
level optimal control or one-level parameter 
estimation problem) including
   
- implementation of the virtual functions of  
  struct NLP_base
- output/plot routines
- algorithmic variants (e.g. different 
  Hessian approximations) 
- routine for initialization of NLP variables
Describes the discretized bilevel dynamic 
optimization problem including
   
- implementation of the virtual functions of  
  struct NLP_base
- output/plot routines
- algorithmic variants (e.g. different Hessian 
  approximations) 
- efficient computation of the Hessian of the
  lower-level problem
- routine for initialization of NLP variables
- efficient computation of the gradient of the 
  Lagrangian of the lower-level problem 
- algorithmic variants of complementarity 
  constraint treatment
- etc.
Figure 9.1.: Illustration of the design of ParaOCP.
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Objective function: least-squares type (parameter estimation) or 
discretized Bolza functional (optimal control)
Constraints: coupled/decoupled multi-point equality/inequality 
constraints, matching conditions, discretized mixed control-state 
constraints
Constraint Jacobian: including derivatives of matching conditions, 
discretized mixed control-state constraints, multi-point equality/
inequality constraints 




of NLP_ocp init variables in NLP_ocp, 
NLP_base, Para_OCP, Para_OCP_num
call solve discretized one-level optimal control/parameter estimation problemNLP




Objective function: upper-level least-squares objective
Constraints: coupled/decoupled multi-point equality/inequality 
constraints, matching conditions, discretized mixed control-state 
constraints (feasibility lower-level problem)
  
+ gradient of the Lagrangian of lower-level    
    problem is zero (derivative of all lower-level constraints + objective)     
+ complementarity constraint
+ upper-level constraints 
Constraint Jacobian: including derivatives of matching conditions, 
discretized mixed control-state constraints, multi-point equality/
inequality constraints  
  
+ Hessian of the discretized lower-level problem
+ derivative of the complementarity constraint
+ derivative of the upper-level constraints
+ additional derivatives depending on the 
   treatment of the complementarity constraint 
Hessian/Hessian times vector: Gauß-Newton Hessian, efficient 





init variables in NLP_par,
NLP_base, Para_OCP, Para_OCP_num
call solve discretized transformed hierarchical dynamic 
optimization problemNLP










Modeling the dynamics of human
locomotion based on multibody systems
This chapter is concerned with modeling the dynamics of human locomotion as constrained
multibody systems. We start with concepts and definitions that build the basis of the
multibody-system models derived in the remainder of this Chapter. In the second section,
we explain the derivation of the equations of motion describing the dynamics of a human’s
skeleton. Furthermore, modeling gait dynamics also requires a model of the skeleton’s
ground contact, which is discussed in the third section of this chapter. Finally, possible
extensions of constrained multibody-system models for the dynamics of human gaits are
highlighted.
10.1. Basic concepts and definitions
In this chapter, we model the dynamics of human walking. Standard references and review
articles in the field of human locomotion include [Sha05, Cra89, ABEvS93, vS99] and [GL18].
We now start with a definition of walking.
Definition 10.1.1. (Walking) The term walking defines a form of locomotion, where at
any point in time, at least one leg touches the ground.
Human walking is a very complex process, which consists of repetitive cycles. One cycle
includes two steps and the posture at the beginning and at the end of the cycle are ap-
proximately the same. The typical phases of a human’s gait cycle are illustrated in Figure
10.1 (cf. [Ayy97]). In Figure 10.1, the gait cycle starts with the touchdown of the right
foot. In the first phase of the cycle, both feet touch the ground. This phase is called double
support phase. After the lift off of the left foot, the second phase starts, which is called
single support phase of the right foot. At the same time, this is the swing phase of the left
leg, whereas this part also belongs to the stance phase of the right leg. With the touchdown
of the left foot, the second step and the second double support phase starts, followed by
the single support phase of the left foot, which is also the swing phase of the right leg.
The human gait cycle is often assumed to be symmetric, which implies that is suffices to
model just one step instead of the full gait cycle. However, this is not always the case, which
we will see in Chapter 11. The gait cycle is sometimes divided in more than four phases,
where the additional phases describe the time between heel strike and toe off. However, in
this thesis we focus on the cycle illustrated in Figure 10.1 and adapt it to the specialties of
certain types of gait (cf. Chapter 11).
For the description of the motion of a human’s body, we now introduce the three anatom-
ical planes and axes of the body: the coronal (or frontal) plane, the sagittal plane, and the
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Figure 10.1.: Illustration of a human’s gait cycle.
transverse plane. The axes include the longitudinal, the sagittal and the transverse axis.
The three planes and axes are illustrated in Figure 10.2. Each of the three main planes split
the human body into two parts: front (or anterior) and back (or posterior) part (coronal
plane), left and right part (sagittal plane), and upper (or superior) and lower (or inferior)
part (transverse plane). The longitudinal axis is the intersection of coronal and sagittal
plane, the sagittal axis is the intersection of sagittal and transverse plane, and the trans-
verse axis described the intersection of the coronal and the transverse plane.
We use the coordinate system shown in Figure 10.2 to describe the initial position of the
body. The following posture of the human body is called neutral zero joint position and is
used as reference to describe the motion of parts of the body:
• standing erect
• face forward
• arms at side, close to the body
• palms directed forward
• toes directed forward.
The neutral zero joint position is used in the next chapters as reference position for modeling
human gait. The rotation around the main anatomical axes are briefly described in the
following. Note that the terms left and right are always meant from the patient’s/subject’s
perspective.
Flexion/Extension Flexion and extension are motions in the sagittal plane around
the transverse axis. The bending of a joint around the transverse axis with an in-
creasing angle to the coronal plane is called flexion, whereas the straightening motion
that decreases the angle to the coronal plane is called extension. A typical exercise
based on flexion and extension is a squat.
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Figure 10.2.: Illustration of the coronal, transverse and sagittal plane, and the longitudinal,
transverse and sagittal axis.
Abduction/Adduction Abduction and adduction happen in the coronal plane around
the sagittal axis. Abduction is a motion that pulls a part of the body away from its
midline in the coronal plane. Adduction is the inverse motion, which pulls a part of
the body towards its midline. An example of abduction and adduction is lifting the
arms sideways away from the body, and dropping them back to the sides.
Internal rotation/External rotation Internal and external rotation are motions
in the transverse plane around the longitudinal axis. The internal rotation describes
a motion towards the body, which means clockwise rotation of the right arm and a
counterclockwise rotation of the left arm in a right-handed trihedron.
A human’s musculoskeletal system consists of a passive part including the skeleton, the joints
and the ligaments, and an active part, which includes the skeletal muscles (for details, see
[GL18]). In this thesis, we focus on models of the human’s musculoskeletal system that are
based on a human’s skeleton including joints (details can be found in the next section).
The skeleton consists of more than 200 bones (children have more than 270 bones) and is
illustrated in Figure 10.5. The skeleton’s axial part (along the longitudinal axis of the body)
maintains the upright posture. The main function of the skeleton include the support of
the body, the movement of the body via joints, the protection of vital organs, the blood-cell
production in the bone marrow, the storage of calcium and the regulation of endocrine.
The joints serve as contact point between two bones and allow the skeleton to move (cf.
[GL18]).
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Figure 10.3.: Illustration of a typical segmentation of the human body for multibody-system
models.
10.2. Multibody-system models
The body of an adult consists of more than 200 bones and 400 muscles, which makes it
indispensable for a model to approximate a human’s locomotor system, where the approx-
imation of course depends on the specific application. In literature, numerous models of
the locomotor system of a human can be founds reaching from very basic inverted pendu-
lum models [Kuo07, GCRC98] to models that include the majority of the skeletal muscles
[DAA+07].
Following the work of [Fel09, Kos08, Sch07, Sim98, Mom01], we do not model the skeletal
muscles and focus on the skeleton assuming that during walking, torques directly act at the
joints. We start with a definition of a multibody system following [vS99].
Definition 10.2.1. (Multibody system) A multibody system describes a mechanical sys-
tem via single bodies/segments, whose relative interaction is constrained by joints, where a
joint always connects two segments.
We focus on multibody-system models for the whole body, which means that we model
the human body as a composition of rigid segments that interact via joints. The analysis
of muscle forces during walking is a possible extension that is beyond the scope of thesis.
Two types of joints are illustrated in Figure 10.4: the revolute joint and the spherical/ball
joint. The motion of, e.g., the elbow joint can be approximated by a revolute joint, and the
motion of the hip joint can be approximating by a spherical joint.
A typical segmentation of the body is shown in Figure 10.3 with 14 rigid bodies connected
via joints. In the following, we use the term degrees of freedom, which we define as follows.
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Figure 10.4.: Illustration of two joint types: a revolute joint (left) and a spherical joint
(right).
Definition 10.2.2. (Degrees of freedom (DOFs)) The degrees of freedom of a me-
chanical system are defined as the minimum number of coordinates required to completely
describe the system’s motion.
A system of n segments that are not connected has 6n DOFs. Each segment has three
DOFs for the position in the three-dimensional space, and three DOFs for the segment’s
orientation. This is not true anymore for a multibody system with segments that are con-
nected via joints. In general, multibody systems can be separated into two classes: systems
with kinematic loops and systems without kinematic loops (cf., e.g., [vS99]). Systems with
kinematic loops include at least one circle, whereas systems without kinematic loops have
a tree structure. In the latter case, for a fixed root segment, the relative positions of the
segments are independent from each other and the relative description of the segments is
unique. Both is not the case for systems with kinematic loops. The joints illustrated in
Figure 10.4 have rotatory DOFs. A system of two segments coupled via a revolute joint
with a fixed base has 1 DOFs instead of 6 DOFs without any coupling. If the two segments
are coupled via a spherical joint and the base is fixed, the system has 3 DOFs.
In the derivation of a multibody-system model for the human body with the segmentation
shown in Figure 10.3, the segment representing the pelvis is usually chosen as root segment
with six DOFs, where the six DOFs describe the segment’s position and orientation in
the three-dimensional space. The global frame of reference of the root segment serves as








 1 0 00 1 0
0 0 1
 , (10.2)
where the columns of Rroot are the coordinate axes of the global inertial system/frame. We
refer to the global inertial frame by (Troot,Rroot).
We introduce a frame (Ti,Ri) of reference for each additional segment i, which is de-
fined relative to its parent frame. Like the root segment, each additional segment has its
own frame of reference with three translational DOFs and three rotational DOFs. The
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child frame (Tj,Rj) can be expressed in the coordinate system of the parent frame (Ti,Ri)
described by the matrix
R¯i :=
 Ri Ti
0 0 0 1
 (10.3)
by multiplying (10.3) with the following rotation and translation matrices (cf. [Cra89]):
R¯x(θ1) :=

1 0 0 0
0 cos θ1 − sin θ1 0
0 sin θ1 cos θ1 0




cos θ2 0 sin θ2 0
0 1 0 0
− sin θ2 0 cos θ2 0




cos θ3 − sin θ3 0 0
sin θ3 cos θ3 0 0
0 0 1 0
0 0 0 1
 ,
T¯(rx, ry, rz) :=

1 0 0 rx
0 1 0 ry
0 0 1 rz
0 0 0 1
 ,
(10.4)
where the first matrix in (10.4) is a rotation matrix of θ1 around the x-axis, the second
matrix performs a rotation θ2 around the y-axis, and the third matrix describes a rotation
θ3 around the z-axis. The last matrix in (10.4) performs a translation of (rx, ry, rz). The
labels of the axes are as follows:
The angles (θ1, θ2, θ3) can be referred to as Euler angles (cf. [Cra89]). Expressing the child
frame in the coordinate system of the parent frame is done by a multiplication of R¯i with
R¯x, R¯y, R¯z and T¯, where the order of the multiplication is important.
There are 24 possible Euler angle conventions for mapping a frame of reference to another
frame of reference: twelve possible mappings where after a rotation R¯i, the axes of the
rotated system are used (denoted by R¯′i) for the consecutive rotation, and twelve possible
mappings, where the original axes are used (denoted by R¯i). In this thesis, we use the








We furthermore have to determine coordinates to describe a certain point in a frame of ref-
erence. We choose generalized coordinates, which are the minimum number of independent
coordinates that completely describe the configuration of the mechanical system.
In general, mechanical multibody-system models can be separated into two main classes:
kinematic multibody-system models and multibody-system models that also include dy-
namic quantities. Kinematic models are concerned with geometric properties like position,
orientation, or velocities, and do not consider any forces. Dynamic models also include
forces like torques acting at the joints, masses, or inertia. In this thesis, we are interested
in dynamic multibody-system models. The basis for a dynamic multibody-system model of
the dynamics of human locomotion is Newton’s second law [TM04]:
F = m · a, (10.6)
stating that the acceleration of a body is directly proportional the overall force acting on
the body, where m is the mass of the body, F is the force, and a the body’s acceleration.
We describe the dynamics of a constrained multibody system by the following system of
ordinary differential equations (ODEs) (cf. [Sha05, Mom01]):
M(q)q¨ = τ −N(q, q˙) + G(q)ᵀκ (10.7)
g(q) = 0, (10.8)
which is described in detail in the following. Let nDOF denote the number of degrees of
freedom of the multibody system (e.g. the system illustrated in Figure 10.3), which leads
to nDOF generalized coordinates  q1(t)...
qnDOF(t)
 , (10.9)
where the argument of q is skipped in (10.7)-(10.8). We note that the coupling of the bodies
or segments via joints is implicitly modeled by choosing generalized coordinates. No further
constraints are necessary. The mass matrix is in (10.7)-(10.8) denoted by M mapping from
RnDOF to RnDOF × RnDOF . N describes the generalized nonlinear effects like the Coriolis,
centrifugal or gravitational force mapping from R2nDOF to RnDOF . The generalized forces




 = 0 (10.10)
with its derivative ∂∂qg(q) denoted by G(q). The vector κ = (κx,κy,κz)
ᵀ
describes the
Cartesian forces acting on the contact point, where these forces are mapped to generalized
coordinates by the matrix G(q). System (10.7)-(10.8) is a differential algebraic equation
(DAE) of index 3, which is now transformed into a DAE with index 1:
M(q)q¨ = τ −N(q, q˙) + G(q)ᵀκ (10.11)
G(q)q¨ = −ζ(q, q˙) (10.12)
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where equation (10.8) has been replaced by
d2
dt2








q˙ = G(q)q¨ + ζ(q, q˙) = 0, (10.14)
where the arguments of several functions are skipped for a compact presentation. Equation
(10.14) requires the second derivative of the contact constraints g(q) with respect to t to be
zero. If we additionally ensure that (10.10) and
d
dt
g(q) = G(q)q˙ = 0 (10.15)
are satisfied at the beginning of the contact phase, the ODE (10.13) combined with the
latter conditions describes the dynamics of the constrained multibody system. We note
that the linear system of equations (10.13) has a unique solution if G has full rank and M
is positive definite on the null space of the constraints g(q) = 0.
The previous paragraph derives an ODE describing the dynamics of a constrained multi-
body system. It remains to explain how the quantities M,N,G and ζ can be computed. We
therefore use the HuMAnS toolbox [INR05], which relies on the recursive Newton-Euler
algorithm. The exact algorithm, alternatives like, e.g., the composite rigid body algorithm
and the articulated body algorithm and their implementation can be found in [FO00, Fel12].
For more details about multibody-system dynamics we refer to [Fel09, MBLS01, Kos08,
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Cerebral palsy describes a large group of disorders of movement and posture that are due
to a damage or an abnormal development of the brain. The first section of this chapter
analyzes the causes, the symptoms and the treatment of cerebral palsy in detail. In the
second section, we discuss the gait of cerebral palsy patients and highlight special properties
that are important for identifying a model for the gait of a cerebral palsy patient.
11.1. Introduction
An overview of causes, symptoms and the treatment of cerebral palsy (CP) can be found in,
e.g., [Gag91, PS04, DMBG07, vdKDH09, Wik13] or [Do¨d07]. This chapter is based on the
latter references. CP stands for a wide range of disorders that are caused during birth or
in early childhood in the majority of cases. CP can result from a variety of different mech-
anisms, which mostly lead to a damage or an abnormal development of the brain affecting
muscle tone, posture, skeleton, movement and the sensory system. Often, such defects in
the brain’s development imply spastic muscles that are permanently contracting (e.g. the
calf muscle), which leads to deformed joints and a deformed skeleton. The abnormal muscle
tones combined with a deformed skeleton then cause the typical so-called crouched or scis-
sored gait. In industrialized countries, the prevalence of CP is about two to three per 1000
live births [Do¨d07]. Figure 11.1 shows pictures of a CP patient with Vicon motion capture
marker attached to the patient’s skin [VIC13] provided by the Heidelberg MotionLab
[Wol93]. In Figure 11.1, the spasticity mainly affects the patient’s left foot, which is in a
typical club foot posture (pes equinus).
We now briefly introduce the Heidelberg MotionLab. The Heidelberg MotionLab
has been founded in 1993 in the Department of Orthopedic Surgery of the Heidelberg
University Clinic in Heidelberg, Germany, with the goal of improving treatment planning
and treatment evaluation. The Heidelberg MotionLab mainly concentrates on gait
analysis, the development of new gait analysis techniques and of new biomechanical models
in order to improve the understanding of human motions/gaits. Furthermore, the laboratory
is used for clinical trials for a better evaluation of the effect of surgeries and of conservative
therapies, which also include the supply of ortheses and protheses. The development of an
optimal control gait model for CP patients in this thesis is supported by the Heidelberg
MotionLab [Wol93] by providing the pictures in Figure 11.1 and 11.3, motion capture
measurement data of CP patients and of subjects with a healthy gait described in Section
15.1, as well as expertise in CP gait analysis. We now continue with the introduction to
CP.
Typical causes of CP include prenatal, perinatal and postnatal mechanisms. Some ex-
amples are
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Figure 11.1.: Picture of the posture of a CP patient with Vicon motion capture marker,
provided by the Heidelberg MotionLab [Wol93].
• oxygen deficiency during birth
• brain bleeding
• infectious diseases of the mother
• umbilical cord complications
• genetic causes (only around two percent of all CP patients)
• etc.
For an extensive discussion of mechanisms causing CP, we refer to [Do¨d07, PS04]. CP can
be divided into five main classes reflecting the areas of the brain that are damaged:
Spastic CP: Spastic CP is the most common type of CP (more than 70%) and the
major impairment is due to tense and contracted muscles.
Ataxic CP: Ataxic CP is less common than spastic CP (5-10%) and can be caused
by damage to the cerebellum. Typical symptoms include a poor sense of balancing,
poor motor skills and difficulties with visual and auditory processing.
Athetoid CP: Athetoid CP is approximately as common as ataxic CP (around 10%)
and leads to involuntary, uncontrolled motions of the limbs, the head and the eyes.
Furthermore, patients with an athetoid CP often have trouble to hold themselves in
a steady position.
Rigidity: Typical signs of CP leading to rigidity are very tight muscles that resist to
move.
Tremor: Tremors describe involuntary muscle contractions and relaxations, and un-
controllable shaking of one or more parts of the body. The symptoms of CP patients
with tremors are often worsen by stress.
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Symptoms of all five classes of CP can also appear simultaneously, which makes the treat-
ment even harder because of the extremely heterogeneous causes. Additional symptoms
of CP include epilepsy (for around 50% of all patients), mental health problems or amy-
otrophia. Another way of classifying CP depends on the part of the body that is affected.
We consider hemiplegia, paraplegia and quadriplegia, which are briefly explained in the
following and illustrated in Figure 11.2.
Hemiplegia Paraplegia Quadriplegia
Figure 11.2.: Illustration of the parts of the body affected in case of spastic hemiplegia,
paraplegia and quadriplegia.
Hemiplegia: Spastic hemiplegia describes a type of spasticity that only affects one
part of the body being constantly under contraction (around 35% of all CP patients).
Paraplegia: Spastic paraplegia mainly affects the lower limbs of the body, whereas
the upper part of the body is nearly unaffected or less affected than the legs (around
40% of all CP patient).
Quadriplegia or tetraplegia: Spastic quadriplegia describes a generalized spasticity
that affects all parts of the body and is often combined with the loss of motor and
sensory functions. Spastic quadriplegia is one of the strongest forms of CP.
In general, one can say that CP cannot be cured. The main treatments of CP patients can
be separated into the class of conservative or interpersonal treatments, medication, surgeries
and orthotics. These four main classes are briefly described in the following.
Conservative treatments: Conservative treatments for CP patients include physio-
therapy, occupational therapy, speech therapy, conductive education (unified therapy
based on the work of A. Peto˝), etc.
Medication: The muscle hypertonus of CP patients is in some cases reduced by
antispasmodics like botulinum toxin, which has to be repeated after approximately
three month. Furthermore, in case of mental health problems, psychotropic drugs are
used.
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Surgeries: Surgeries mostly intend to correct contractures and deformed parts of
the skeleton or the joints in order to prevent pathological gaits. Typical examples
are loosening tight muscles in the hip, the knees or the ankle, the transfer of muscles,
derotation osteotomy (bones are broken and set in the correct alignment) to reduce
abnormal twists and forces on the bones (e.g. femur and tibia), or rhizotomy, which
means that nerves on the limbs that are most effected are cut.
Orthotics: Orthotic devices also play an important role in the treatment of CP
patients to stabilize the joints and to prevent contractures.
The posture of CP patient before and after multiple surgeries (as, e.g., the rectus femoris
transfer described in [DBW+12]) is shown in Figure 11.3.
Figure 11.3.: Picture of the posture of a CP patient before (first row) and after (second
row) multiple surgeries, provided by the Heidelberg MotionLab [Wol93].
In the remainder of this section, we state open questions in the current focus of research
in the field of CP (cf. [AD05, ALS+06, vdKDH09, DMBG07, DGW+12, DBV+13]). In
this thesis, our goal is to show how numerical techniques for solving hierarchical dynamic
optimization problems can be used as a first step in answering these open questions. In the
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following summary of open questions in the field of CP gait analysis, we also briefly discuss
the contribution of the techniques derived in this thesis to the process of answering these
questions.
General understanding of CP gaits The general understanding of the motion of
CP patients is a topic in current research. The main goal is to understand the exact
cause of certain motion patterns of patients. Furthermore, researchers are concerned
with the analysis of how, e.g., specific spastic muscles affect a patient’s gait. Moreover,
one part of CP research is to understand healthy and pathological gaits in general,
which means to get an idea of why humans move the way they move with limited or
unlimited mobility. Many works analyze very specific parts of a patient’s body as,
e.g., the hamstring length (cf. [vdKDH09]). However, there are only very few works
following a holistic approach, which considers the whole body at once (cf. [AD05]).
Our goal in this thesis is to improve the general, holistic understanding of human
motions and of healthy and pathological gaits.
Categories/classification of CP gaits Gait classification of healthy gaits and espe-
cially of CP gaits is an important topic in current research (cf. [DMBG07]). The task
is to develop classification schemes of CP gaits that can be used in clinical decision-
making. However, it is very difficult to find one clinically significant classification
scheme for most of the CP gaits because of the extremely high diversity of CP gaits.
Our goal is to assist in the development of classification schemes by providing a new
type of gait models presented in Chapters 12 and 15.
Criteria to evaluate the success of treatments One problem in the treatment of
CP patients is the high diversity of symptoms and types of CP. As described above,
there is a large variety of possible treatments including physiotherapy, occupational
therapy, speech therapy, conductive education, medication (e.g. based on antispas-
modics), surgeries (loosening tight muscles, muscle transfer, derotation osteotomy,
etc.) and orthotics. For clinical decision-making, it is very important to evaluate
the success of previous treatments. Therefore, one needs to derive criteria that imply
whether, e.g., the gait of a CP patient has improved after a specific treatment. In
literature, there are mainly trials investigating one specific aspect and one specific
treatment of CP (cf. [FRGS00]). Therefore, our goal is to use the gait models derived
in this thesis as basis for the derivation of holistic criteria for the evaluation of CP
treatments.
Model-based treatment planning The following quote about treatment planning
for CP patients in taken from Arnold and Delp in [AD05]:
The treatment of gait abnormalities in persons with CP is challenging. The-
oretically, gait abnormalities can be diminished by decreasing the muscle
forces that disrupt normal movement ... and/or increasing the muscle and
ground reaction forces that have the potential to improve movement ... .
However, different patients exhibit varying degrees of neurologic impair-
ment, spasticity, weakness, and bone deformity, suggesting that gait de-
viations arise from a variety of sources, each of which requires a different
treatment. Treatment planning is further complicated because there is cur-
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internal rotation
internal rotation
adduction (abduction) of the foot
plantar/dorsi 
flexion of the foot
Figure 11.4.: Illustration of possible differences of the skeleton of a CP patients.
rently no scientific basis for determining how patients’ neuromusculoskeletal
impairments contribute to abnormal movement.
As written in [AD05], the main problem in treatment planning for CP patients is to
derive a theoretical basis that is able to capture the main characteristics of CP gaits
and of possible treatments. Our goal in this thesis is to provide a gait model as main
first step in the derivation of such a theoretical basis. The idea is to use our gait
model (formulated as an optimal control problem) as non-invasive test environment
for treatment planning. Having a model that does not just describe the kinematics
(as in [AD05]) or the dynamics of a patient’s skeleton but the gait itself would allow
to get an idea of how one specific surgery, e.g., would affect the patient’s gait. This
idea is discussed in detail in Chapter 15.
To sum up, the basis of our contribution to the process of answering the four questions
described above is a new type of gait model in the form of an optimal control problem.
This novel type of model might lead to new insights into the characteristic of healthy and
pathological gaits by allowing to access information that cannot be accessed otherwise.
In the next Chapter, we derive gait models for CP patients and for able-bodied humans.
Unknown parameters in these models are identified in Chapter 15, followed by a discussion
and an interpretation of the results. The last section of this chapter in concerned with the
characteristics of CP gaits that have to be taken into account when modeling the gait’s
dynamics. Furthermore, the next section highlights the differences between healthy and
pathological gaits in the corresponding multibody-system model.
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11.2. Characteristics of cerebral palsy gaits
In this section, we briefly discuss the characteristics of CP gaits and compare it to healthy
gaits, especially in consideration of the multibody-system models that are derived in the
next chapter. We start with a discussion of differences in the skeleton with a focus on the
lower limbs, followed by an analysis of the foot contact.
Figure 11.4 illustrates some possible differences in the skeleton of a CP patient. In this
section, we always have in mind that we intend to derive a multibody-system model of the
patients skeleton. Hence, we do not consider all possible differences of the body of a CP
patient, we focus on some simplified characteristics of the patient’s skeleton that can be
captured by a multibody-system model. As shown in Figure 11.4, the transverse axis of a
patient’s body is rotated around the sagittal axis at various points along the midline of the
body (which is illustrated by the rotated horizontal lines in Figure 11.4). This, e.g., reflects
a deformed spine.
In general, one can say that the neutral zero joint position explained in Chapter 10 is
different for CP patients. Apart from the rotation of the transverse axis, CP patients
often have internally rotated thighs and shanks. The gait of able-bodied humans is often
modeled in only two dimensions – the transverse axis is neglected since the motion is mainly
performed in the sagittal plane. This is not true anymore for the gait of CP patients. In this
case, we have a truly three-dimensional gait with the main rotation in the hip joint. The
motion of the legs are primarily executed in a plane corresponding to the rotated sagittal
plane, where the rotation is around the longitudinal axis. A typical posture of the lower
body of a CP patient is illustrated in the first row of Figure 11.5 and compared to a human
with a healthy gait (second row of 11.5). CP patients often have so-called pes equinus, with
an adduction of both feet (a rotation around the sagittal axis such the soles point towards
the midline of the body), where often, only the forefoot is in touch with the ground. The
patients often also have a dorsi flexion (towards the shank) or a plantar flexion (away from
the shank) of the feet. The rotation of several parts of the skeleton, as well as the posture
and the ground contact of the feet are taken into account in the derivation of a gait model
for CP patients in the next Chapter.
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Figure 11.5.: Illustration of the posture of the lower limbs of a CP patient (first row) and a
human with a healthy gait (second row) based on a multibody-system model.
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Optimal control models for human
locomotion
This chapter is concerned with the derivation of a new type of model for human locomotion–
a model, which itself is an optimal control problem. In this chapter, we derive two gait
models: a cerebral palsy gait model and a healthy gait model. For both models, the
underlying dynamics are described by the equations of motions for a multibody system
that approximates the respective skeleton. We start with a general formulation of a gait
model in the first section. In the two remaining sections, a cerebral palsy gait model and a
healthy gait model are derived based on the first section’s general formulation.
12.1. General formulation
The general idea of modeling processes in nature that are assumed to be optimal in a certain
sense by optimal control problems is introduced in Chapter 4. In this chapter, we transfer
this approach to human gait. This means, we follow the basic idea of the field of bionics and
assume that human motions have been optimized in the course of evolution with respect to
certain criteria (cf. [BPS06, FMKB13, MS10]).
















φkiL (xk(t), uk(t), q, p) dt
)
subject to x˙k(t) = fk(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k ∈ SnS
xk+1(tk+1) = b(xk(tk+1), q, p), k ∈ SnS−1
0 ≤ ck(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k ∈ SnS
0 = reqk (xk(τk,0), . . . , xk(τk,nk), q, p), k ∈ SnS
0 ≤ rieqk (xk(τk,0), . . . , xk(τk,nk), q, p), k ∈ SnS
(12.1)
for given p ∈ Rnp and γ ∈ RnM+nL , with SnS := {0, . . . , nS − 1} and SnS−1 := {0, . . . , nS −
2}, x := (x0, . . . , xnS−1) and u := (u0, . . . , unS−1). The variables p and γ are unknown
and are identified from real-world measurements in Chapter 15. The remaining functions
and variables in (12.1) are defined at the beginning of Chapter 4. In the following, the
functions in problem (12.1) are explained in detail for optimal control gait models, where
the underlying dynamics are described by the equations of motions for a multibody system
approximating a human’s skeleton. Furthermore, the control functions in (12.1) model
torques acting at the skeleton’s joints.
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12.1.1. Differential states, control functions and control values
In Section 10.1, we describe the dynamics of multibody-system models using generalized
coordinates. In problem (12.1), the differential states are denoted by xk with k ∈ SnS ,





ᵀ ∈ R2nDOF , where qk describes the generalized coordinates
on model stage k with the first three entries qk,0, qk,1, qk,2 denoting the global position of
the basis segment, and qk,3, qk,4, qk,5 denoting the orientation of the basis segment. Fur-
thermore, the summarized degrees of freedom (DOFs) of all model stages are given by
q := (q0, . . . , qnS−1). We note that in this thesis, we solely use
Y ′X ′Z ′ Euler angles (cf. [Cra89]) (12.2)
with the following axes:
The remaining entries in qk describe the rotational DOFs of each joint in the local frame
as described in Section 10.1. The variable q˙k is of the same dimension as qk containing
the corresponding velocities: three global translational velocities, three global rotational
velocities, and the remaining rotational velocities in each segment’s frame. The controls in
(12.1) describe the torques acting at the joints. We assume to have one control for each
local DOF in a joint, which means that we have nDOF − 6 controls. Furthermore, we have
nS model stage in (12.1). Some of the model stages have a free end time, which is modeled
using the control values q (cf., e.g., Chapter 6).
12.1.2. Model stages
In Section 10.1, we describe the human gait cycle and its division into phases: two double
support phases, a single support phase right and a single support phase left. On average,
the double support phase is approximately 15% of the whole gait cycle and for some gaits, it
is even less. For many cerebral palsy (CP) gaits and also for some healthy gaits, we observe
that the double support phase is extremely short and thus, we only consider three single
support phases and their transition in this thesis: a single support phase of the right foot,
a single support phase of the left foot, and again a single support phase of the right foot.
At the end of a single support phase, the respective other foot touches the ground. This
transition between two single support phases has to be modeled carefully since we have to
deal with a jump in the differential states. In particular, we have a jump in the local joint
velocities, which is due to the forces of the ground acting on the foot that just entered the
contact phase and is modeled as a momentum acting on this foot. In (12.1), this jump in
the differential states can be formulated using the transition conditions
xk+1(tk+1) = b(xk(tk+1), q, p), k ∈ SnS−1. (12.3)
In detail, the transition conditions between two single support stages with, e.g., model stage






















with M being the mass matrix and Gonefoot the constraint Jacobian of the foot that enters
the contact phase defined in Section 10.1. The momentum acting on the foot entering
the contact phase is denoted by Λonefoot. This means, the momentum Λonefoot in (12.5)
is determined such that the Cartesian velocities in the contact point of the foot entering
the contact phase are zero: Gonefootq˙k,+ = 0 (where Cartesian refers to the global frame).
In order to have a consistent framework in the implementation ParaOCP of the direct
all-at-once approach for hierarchical dynamic optimization problems described in Chapter
9, we implement a discontinuous transition between two model stages as an extra model
stage with length zero, where the corresponding right-hand side executes the jump in the
differential states. This means in total, we have three single support phases (right, left,
right) and two transition stages as illustrated in Figure 12.1, with the time grid
t0 < t1 = t2 < t3 = t4 < t5. (12.6)
This means the first single support stage with model stage index k = 0 is on the interval
[t0, t1], at t1 = t2 we have a transition stage with index k = 1, the second single support
stage is on [t2, t3] with index k = 2 followed by a transition stage at t3 = t4 with index
k = 3, and the last single support stage is on [t4, t5] with model stage index k = 4. In
(12.1), this leads to nS = 5, SnS = {0, 1, 2, 3, 4} and SnS−1 = {0, 1, 2, 3}. The duration of
the single support phases is not fixed – each of the three single support phases has a free
end time, which means that t1 = t2, t3 = t4 and t5 are variable. In practice, however, we do
a time transformation of [t0, t1] on the fix horizon [0, 1], of [t1, t2] on the fix horizon [1, 2]
and of [t2, t3] on the fix horizon [2, 3], and the duration of the three single support phases
is described by the control values q0, q1 and q2, respectively. The end of a single support
phase is reached when, e.g., the respective other foot touches the ground (cf. Subsection
12.1.4). The two transition stages have the fixed length zero. As discussed in, e.g., [HSB12],
this leads to a linear transformation of the ordinary differential equation’s (ODE’s) right-
hand side as stated below, and the solution of the new problem formulation on the intervals
[0, 3] coincides with the solution of the old formulation on [t0, t5]. We finally note that the
control functions in the transition stage are set to the value of the control functions of the
subsequent model stage at the transition time: u1(1) = u2(1) and u3(2) = u4(2).
12.1.3. The dynamics
For each model stage, we have a different right-hand side of the ODE in (12.1). We note
that for a compact presentation, problem (12.1) only includes ODEs and no differential
algebraic equations (DAEs), which are used to model the dynamics of multibody systems
as explained in Chapter 10. In an algorithmic context, one could either directly treat the
DAE or resolve the DAE (10.13) with index 1 into an ODE by explicitly solving the linear
system of equations. We now define the functions fk(·) in (12.1) for k = 0, 1, 2, 3, 4.
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t0 t1 t2 t3 t4 t5
Figure 12.1.: Illustration of the model stages in optimal control gait models for human
locomotion.
First single support phase right
Based on the multibody-system dynamics explained in Chapter 10, we have the following
ODE in the first model stage:









, t ∈ [0, 1], (12.7)















In (12.8), M denotes the mass matrix, the contact Jacobian for the right foot is given by
Gright, the Cartesian forces at the contact point are described by κ, N are the nonlinear
effects, and ζright denotes the contact Hessian for the respective contact point (cf. Section
10.1). The torques in (12.8) are described by the controls from (12.1). The quantities
M,Gleft (the contact Jacobian of the left foot), Gright,N, ζleft (the contact Hessian of the left
foot) and ζright within this chapter are computed using the HuMAnS toolbox [INR05] based
on kinematic data like the definition of the exact frame of each segment, and dynamic data
including the human’s body weight and hight, gravitation or the inertia of each segment.
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Furthermore, the dynamic data consists of the following quantities for each segment: the
radius of gyration, the center of gravity and the mass. These quantities are then used to
compute the inertia based on the Huygens theorem [INR05, TM04]. The exact parameters
that enter the computation are provided in Section 12.2 and 12.3 for the respective model.
We finally note that the multiplication in the right-hand side of (12.8) with q0 is due to the
time transformation on the fix horizon [0, 1].
Transition phase left











, t ∈ [1, 2], (12.9)






















with the constraint Jacobian Gleft and the Cartesian momentum Λleft for the left foot, which
enters the contact phase.
Single support phase left
In the third stage with single support of the left foot we have









, t ∈ [1, 2], (12.12)














, t ∈ [1, 2]. (12.13)
Transition phase right












, t ∈ [2, 3], (12.14)
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Second single support phase right
The equations of motion for the last single support phase of the right foot are given by









, t ∈ [2, 3], (12.17)














, t ∈ [2, 3]. (12.18)
12.1.4. Constraints and stage transition conditions
We now explicitly formulate mixed control-state constraints and multi-point boundary con-
straints
0 ≤ ck(xk(t), uk(t), q, p), t ∈ [tk, tk+1], k ∈ SnS
0 = reqk (xk(τk,0), . . . , xk(τk,nk), q, p), k ∈ SnS
0 ≤ rieqk (xk(τk,0), . . . , xk(τk,nk), q, p), k ∈ SnS
(12.19)
from (12.1) for our optimal control gait model.
First single support phase right
As discussed in Section 10.2, we need to require that the right foot touches the ground at t =
0 and that the Cartesian velocities at the contact point are zero at t = 0 if the equations of
motion for the multibody-system dynamics are formulated as differential algebraic equation
with index 1. Therefore, we require
Gright(q0(0))q˙0(0) = 0. (12.20)
In the first stage, the single support phase of the right foot, we furthermore require that
the left foot does not penetrate the ground:
[Tleft(q0(t))]z ≥ 0, ∀t ∈ [0, 1), (12.21)
where [Tleft(q0(t))]z describes the z−component of the position of the contact point of the
left foot a time t in Cartesian coordinates of the global frame. In practice, this is realized via
so-called tags in the HuMAnS toolbox [INR05]. Tags are characteristic points in the model




The conditions for the first stage transition are required at the end of the single support
phase of the right foot. As explained above, the single support phase of the right foot is of
variable length and ends as soon as the transition conditions (or switching conditions) are
satisfied. The first condition is given by
[Tleft(q0(1))]z = 0, (12.22)
where [Tleft(q0(t)]z describes the trajectory of the z−component of the contact point of
the right foot in Cartesian coordinates of the global frame. Condition (12.22) requires the
contact point of the right foot to touch the ground. The second condition wants the z-
component of the Cartesian velocities at the contact point of the left foot to point into the
direction of the ground, which is denoted by
[Gleft(q0(1))q˙0(1)]z ≤ 0. (12.23)
Single support phase left
During the single support of the left foot, we require that the contact point of the right foot
does not penetrate the ground:
[Tright(q2(t))]z ≥ 0, ∀t ∈ [1, 2). (12.24)
Transition phase right
The switching condition between the single support phase of the left and the right foot are
given by
[Tright(q2(2))]z = 0 (12.25)
and
[Gright(q2(2))q˙2(2)]z ≤ 0, (12.26)
analogously to the switching condition of the transition of the left foot requiring that the
right foot enters the contact phase and the z-component of the Cartesian velocities at the
contact point of the right foot points into the direction of the ground.
Second single support phase right
In the second single support phase of the right foot, we simply require that the left foot
does not penetrate the ground:
[Tleft(q4(t))]z ≥ 0, ∀t ∈ [2, 3]. (12.27)
All remaining constraints needed in the optimal control gait model (like, e.g., simple
bounds on the variables) are stated for the respective model in the next two sections. The
objective function for (12.1) is also specified in the following two sections, which explain
the details of the CP gait model and the healthy gait model based on the general model
formulation derived in this section.
179



































































Figure 12.2.: Illustration of the segments of the gait model’s underlying multibody system
in (a) and a human’s posture, where the global and all local frames have the
same orientation in (b).
12.2. The cerebral palsy gait model
We now describe the details of our optimal control CP gait model based on the model
stages, the dynamics and the constraints described in the last section.
The multibody system
We start with the segmentation of the CP gait model’s underlying multibody system, which
is illustrated in Figure 12.2. The basis segment is the pelvis, where we have six global
DOFs– three variables qk,0, qk,1, qk,2 for the position of the segment in the global frame, and
three variables qk,3, qk,4, qk,5 for the orientation of the basis segment, again in the global
frame. We furthermore have three DOFs qk,6, qk,7, qk,8 in the right hip joint and three
DOFs qk,15, qk,16, qk,17 in the left hip joint. Due to the truly three-dimensional gait of CP
patients (cf. Section 11.2) and the analysis of motion capture data of CP patients, it is
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Frame Parent Rot Y Rot X Rot Z Trans X Trans Y Trans Z
Pelvis – qk,0 qk,1 qk,2 qk,3 qk,4 qk,5
Thigh R Pelvis qk,6 qk,7 qk,8 0. −0.0680 0.
Shank R Thigh R qk,9 qk,10 qk,11 0. 0. −0.3545
Foot R Shank R qk,12 + o1 qk,13 + o2 qk,14 + o3 0. 0. −0.3990
Thigh L Pelvis qk,15 qk,16 qk,17 0. 0.0680 0.
Shank L Thigh L qk,18 qk,19 qk,20 0. 0. −0.3616
Foot L Shank L qk,21 + o4 qk,22 + o5 qk,23 + o6 0. 0. −0.3792
Trunk M Pelvis 0.1002 −0.0500 0. 0. 0. 0.1350
Trunk U Trunk M 0.1700 0. 0. 0. 0. 0.
Arm U R Trunk U 0. 0. 0. 0. −0.0680 0.1700
Arm L R Arm U R 0. 0. 0. 0. 0. −0.1700
Arm U L Trunk U 0. 0. 0. 0. 0.0680 0.1700
Arm L L Arm U L 0. 0. 0. 0. 0. −0.1700
Head Trunk U 0.1500 0. 0. 0. 0. 0.
Table 12.1.: Overview of the multibody-system frames and their relation in rad (column
three, four and five) and in m (column six, seven and eight) with 24 DOFs and
14 segments based on measurement data of a CP patient from the Heidelberg
MotionLab, see Section 15.1), and the the Plug-In-Gait model in the Vicon
system [VIC13] rounded to four decimals.
important to also have three DOFs in the knee joint: qk,9, qk,10, qk,11 in the right knee joint
and qk,18, qk,19, qk,20 in the left knee joint. The same is true for the ankle joint, the three
DOFs in the right ankle joint are denoted by qk,12, qk,13, qk,14 and in the left ankle joint by
qk,21, qk,22, qk,23.
We note that our multibody-system model has point feet but an ankle joint, which is
rather unusual in literature. We choose this model in order to be able to capture the typical
club foot (pes equinus) gait of CP patients. For alternative foot models, we refer to, e.g.,
[MFS12]. In this thesis, we concentrate on the DOFs in the lower body and fix the joints
in the upper body in an average position. One reason for focusing on the DOFs in the
lower body is related to the motion capture measurement data of CP patients and subjects
obtained from the Heidelberg MotionLab (described in detail in Chapter 15), which
does not include data of the arm and head motion. However, we note that we do not
use a point mass for the upper body, we indeed model the upper body with the segments
illustrated in Figure 12.2 and the inertia of each segment is taken into account, we just keep
the upper body joints fixed.
An overview of the kinematic data of the CP gait model’s underlying multibody system
is provided in Table 12.1. The first column of Table 12.1 describes the segment whose frame
we are considering and the second column names the corresponding parent frame, where
the frame of the pelvis is the global root frame. The labels of the frames are explained in
Figure 12.2(a). Column three, four and five in Table 12.1 state the rotation of the respective
parent frame to obtain the child frame in Y ′X ′Z ′-Euler angles. The translation in X, Y
and Z direction for the transformation of the parent frame to the child frame is given in
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Offsets Value Description
o1 0.1011 right thigh rotation + offset1
o2 -1.5133 -1.57 rad foot rotation + right static plantar flexion - offset2
o3 -0.5932 right tibial torsion + right shank rotation + right static rotation
o4 -0.1843 left thigh rotation + offset3
o5 -1.5463 -1.57 rad foot rotation + left static plantar flexion + offset4
o6 0.5666 - left tibial torsion - left shank rotation - left static rotation
Table 12.2.: Description of the offset angles in Table 12.1.
column six, seven and eight. The data in Table 12.1 is taken from measurements of the
Heidelberg MotionLab [Wol93] of a CP patient using a Vicon motion capture system
and the corresponding Plug-In-Gait model [VIC13]. Details about the measurements can
be found in Section 15.1.
Table 12.1 also contains the 24 DOFs qk,0, . . . , qk,23 of the multibody system illustrated
in Figure 12.2(a) and offset angles o1, . . . , o6, which describe the patient’s neutral zero joint
position explained in Section 10.1 based on a human’s posture, where the global and all
local frames have the same orientation as illustrated in Figure 12.2(b). The values and
description for the offsets o1, . . . , o6 are given in Table 12.2, where the angles in the descrip-
tion are provided by the Plug-In-Gait model of the Vicon system from the Heidelberg
MotionLab based on measurements of the patient, and are given in Table 12.3. Table 12.2
furthermore contains the quantities offset1, offset2, offset3 and offset4. These offsets are
necessary for the multibody-system model to be able to reproduce the motion capture data
obtained from the Heidelberg MotionLab. However, these offsets are not explained
by the Vicon Plug-In-Gait model. Table 12.3 also contains the patient’s body mass and
hight, which are used for the derivation of the multibody-system’s equation of motion in
HuMAnS [INR05].
We note that all data provided by the Plug-In-Gait model of the Vicon system including
the angles shown in Table 12.3 follow different sign conventions based on whether the
rotation is flexion or extension, an abduction or an adduction, or an internal or external
rotation (defined in Section 10.1). Figure 12.3 shows some of the sign conventions for
rotations in the lower body, where, e.g., the signs of a rotation depend on the foot. Another
example are flexions, which always have a positive sign, even though a flexion in the hip joint
is in the opposite direction of a flexion in the knee joint. External rotations have a negative
sign, and internal rotations have a positive sign. For the global orientation of the pelvis
and the local rotation of the feet, there are additional, more complex rules. The values in
Table 12.3 are based on the Plug-In-Gait model conventions shown in Figure 12.3(a), and
the rotations in the remaining tables in this section are based on standard conventions in
physics explained in Section 10.1. For more details about sign conventions in Vicon motion
capture data, we refer to the Plug-In-Gait user manual, [VIC13] or [Ret12].
We are interested in a multibody-system model that includes dynamic quantities like
forces. Hence, we need additional knowledge like the inertia of each segment, which is
estimated based on the radius of gyration, the length, the mass and the location of the center
of gravity of each segment. The radius of gyration is taken from [dL96] and the HUMAN36
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Figure 12.3.: Illustration of some of the sign conventions of rotations of frames used in
the Plug-In-Gait model of Vicon [VIC13] in (a) and sign conventions in a
multibody-system model as described in Section 10.2 in (b).
model in HuMAnS, and the exact values are shown in Table 12.4. For the location of
the center of gravity (COG), we use data from [dL96] and adapt it if necessary. The exact
values are given in Table 12.5 in % of the segment length. The values we use to approximate
the length and the mass of each segment are shown in Table 12.6. The segment lengths are
computed from motion capture data of a CP patient from the Heidelberg MotionLab
and are given in m. The motion capture data we use is described in more detail in Section
15.1. Values for the segment mass are mainly taken from [dL96] and adapted if necessary,
and are provided in % of the total body mass.
Bounds and additional constraints
We now state simple bounds on the variables xk = (qk, q˙k), uk and q with k ∈ SnS used in
(12.1) starting with the bound on xk ∀k ∈ SnS . For all differential states, we initially choose
very loose bounds, since in the parameter identification described in Chapter 15, we intend
to track measurement data of the patient’s gait, which typically avoids that the rotation in
the joints and the corresponding velocities exceed natural bounds. The same is true for the
simple bounds on the torques/controls u. However, after identifying the unknowns p and
γ in (12.1) as described in Chapter 15, these bounds can be tightened based on the joint
limits in the measurement data in order to use the optimal control gait model for treatment
planning. We now state the simple bounds used in (12.1) for the parameter estimation in
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Quantity Value
body mass 39.2 kg
body height 1.46 m
right thigh rotation 0.0861 rad
offset1 0.015 rad
right static plantar flexion 0.1775 rad
offset2 0.12 rad
right tibial torsion -0.5236 rad
right shank rotation -0.0953 rad
right static rotation offset 0.0257 rad
left thigh rotation 0.1257 rad
offset3 -0.31 rad
left static plantar flexion 0.0845 rad
offset4 -0.06 rad
left tibial torsion -0.3490 rad
left shank rotation -0.2844 rad
left static rotation offset 0.0669 rad
Table 12.3.: Measurements and calculated values based on data of a CP patient from the
Heidelberg MotionLab, see Section 15.1, and the Plug-In-Gait model in
the Vicon system [VIC13] rounded to four decimals.
Chapter 15:
−1000 ≤ qk,i(t) ≤ 1000 i = {0, 1, 2}, k ∈ SnS , ∀t ∈ Ik
−1.5 ≤ qk,i(t) ≤ 1.5 i = {3, . . . , 23}, k ∈ SnS , ∀t ∈ Ik
−1000 ≤ q˙k,i(t) ≤ 1000 i = {0, . . . , 23}, k ∈ SnS , ∀t ∈ Ik
−500 ≤ ui(t) ≤ 500 i = {0, . . . , 17}, k ∈ SnS , ∀t ∈ Ik,
(12.28)
with I0 = [0, 1], I1 = [1, 1], I2 = [1, 2] , I3 = [2, 2], and I4 = [2, 3]. For the three control
values describing the lengths of the single support phases in seconds, we choose
0 ≤ q0 ≤ 10
0 ≤ q1 ≤ 10
0 ≤ q2 ≤ 10.
(12.29)
In the parameter estimation process in Chapter 15, we furthermore require that the joints
in the initial position qk,i(0) for i = {0, . . . , 23}, k ∈ SnS are fixed to the values obtained
from the motion capture measurements. At the end of the gait cycle (t = 3), we require the
orientation and the position of the pelvis, and the contact point of the left foot Tleft(q4(3))
is equal to the measured values. This initial and terminal constraint are removed after the
parameter estimation process and replaced by constraints, which, e.g., require the origin of
the root segment to be in a box centered around a certain value at the beginning (t = 0)
and at the end (t = 3) of the gait cycle.
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Radius of gyration X Y Z
(% of the segment length)
Pelvis 0.615 0.551 0.587
Thigh R 0.329 0.329 0.149
Shank R 0.251 0.246 0.102
Foot R 0.124 0.245 0.257
Thigh L 0.329 0.329 0.149
Shank L 0.251 0.246 0.102
Foot L 0.124 0.245 0.257
Trunk M 0.482 0.383 0.468
Trunk U 0.505 0.320 0.465
Arm U R 0.285 0.269 0.158
Arm L R 0.276 0.265 0.121
Arm U L 0.285 0.269 0.158
Arm L L 0.276 0.265 0.121
Head 0.303 0.261 0.315
Table 12.4.: Radius of gyration in % of the segment length based on [INR05] (HUMAN36
model) and [dL96].
The objective function
We finally describe the components φkiM and φ
kj
L for k ∈ SnS , i ∈ {1, . . . , nM} and j ∈













φkiL (xk(t), uk(t), q, p) dt
 . (12.30)
Discussions with experts from the Heidelberg Motionlab led to four types of criteria
resulting in nM = 0 and nL = 6, which are defined in the following.
Stability: The first criterion is a stability-maximization-type criterion, which we define
for the first model stage (single support right) as




[Thip right(q0(t))]y − [Tright(q0(t))]y
)2
dt, (12.31)
where Thip right describes the origin of the frame located in the right hip joint with the label
Thigh R in Figure 12.2 in global Cartesian coordinates of the root frame labeled Pelvis. In
practice, Thip right is obtained via a tag in HuMAnS like Tleft, which is explained above.
Criterion (12.31) minimizes the distance between the y-component of the right hip joint
and the contact point of the right foot in the global coordinates of the root frame. Common
stability criteria are based on the COG or the so-called Zero Moment Point (ZMP), as
described in, e.g., [Wie02, PH05] and used in, e.g., [DDW+08]. For more details about
stability optimization of open-loop controlled locomotion, we refer to [Mom01]. Criterion
(12.31) is a basic variant of the common criterion requiring that the ZMP/COG has to
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Location center of gravity X Y Z
(% of the segment length)
Pelvis 0. 0. 0.6115
Thigh R 0. 0. -0.4095
Shank R 0. 0. -0.4365
Foot R 0. 0. -0.4
Thigh L 0. 0. -0.4095
Shank L 0. 0. -0.4395
Foot L 0. 0. -0.4
Trunk M 0. 0. 0.4502
Trunk U 0. 0. 0.5066
Arm U R 0. 0. -0.5772
Arm L R 0. 0. -0.4574
Arm U L 0. 0. -0.5772
Arm L L 0. 0. -0.4574
Head 0. 0. 0.5002
Table 12.5.: Location of the center of gravity (COG) of each segment in % of the segment
length (taken from [dL96] and partly adapted).
strictly lie in the convex hull of the contact points, adapted to point feet. In the single
support phase of the left foot, we minimizes the distance between the y-component of the
left hip joint and the contact point of the left foot in the global coordinates of the root
frame:




[Thip left(q2(t))]y − [Tleft(q2(t))]y
)2
dt, (12.32)
where Thip left describes the origin of the frame located in the left hip joint with the label
Thigh L in Figure 12.2 in global Cartesian coordinates of the root frame labeled Pelvis. In
the last single support phase, the following criterion is minimized:




[Thip right(q4(t))]y − [Tright(q4(t))]y
)2
dt. (12.33)
Energy consumption: The second type of criterion minimizes the overall energy con-
sumption by minimizing the squared and summed up integrals over each torque on each
single support stage:






2 dt, k = {0, 2, 4}, (12.34)
which is an interesting criterion since in many areas of research, one assumes that humans
minimize the total energy consumption when they are moving (see, e.g., [Ale97, BC95]).
Abduction/adduction in the hip joints: The third type of criterion can be inter-
preted as a convenience-maximization criterion, which minimizes the squared and summed
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Segment length Segment mass
(m) (% of the body mass)
Pelvis 0.135 0.1117
Thigh R 0.3545 0.1279
Shank R 0.399 0.0433
Foot R 0.1405 0.0137
Thigh L 0.3616 0.1279
Shank L 0.3792 0.0433
Foot L 0.1175 0.0137
Trunk M 0.17 0.1633
Trunk U 0.17 0.1596
Arm U R 0.17 0.0271
Arm L R 0.17 0.0162
Arm U L 0.17 0.0271
Arm L L 0.17 0.0162
Head 0.15 0.0694
Table 12.6.: Length and mass of each segment in m and % of the total body mass, re-
spectively, based on measurement data of a CP patient from the Heidelberg
MotionLab, see Section 15.1, own estimates and [dL96].
up integrals over the torques corresponding to abduction/adduction in both hip joints for
each single support stage:






2 dt, k = {0, 2, 4}. (12.35)
As discussed in, e.g., [SAH75], CP patients often have an adduction deformity, which makes
a rotation in the hip joint around the sagittal axis impossible or very painful. Hence, the
minimization of the squared and summed up integrals over the torques corresponding to
abduction/adduction in both hip joints can be interpreted as a convenience criterion.
Rotation in the hip joints: The fourth type of criterion is related to the latter one, and
minimizes the squared and summed up integrals over the torques corresponding to internal
and external rotation in both hip joints for each single support stage:






2 dt, k = {0, 2, 4}. (12.36)
Arnold et al. discuss the excessive internal rotation of the hip of CP patients in [ALS+06].
Therefore, criterion (12.36) can also be interpreted as a convenience criterion, which avoids
torques implying additional hip rotations.
To complete the subject-specific CP gait model of type (12.1) derived in this Section, it
remains to identify the unknowns p and γ, which is done by solving a hierarchical dynamic
optimization problem based on motion capture measurement data for a CP patient obtained
from the Heidelberg MotionLab in Section 15.2.
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Frame Parent Rot Y Rot X Rot Z Trans X Trans Y Trans Z
Pelvis – qk,0 qk,1 qk,2 qk,3 qk,4 qk,5
Thigh R Pelvis qk,6 qk,7 qk,8 0. −0.0720 0.
Shank R Thigh R qk,9 qk,10 qk,11 0. 0. −0.3877
Foot R Shank R qk,12 + o¯1 qk,13 + o¯2 qk,14 + o¯3 0. 0. −0.38680
Thigh L Pelvis qk,15 qk,16 qk,17 0. 0.0720 0.
Shank L Thigh L qk,18 qk,19 qk,20 0. 0. −0.3972
Foot L Shank L qk,21 + o¯4 qk,22 + o¯5 qk,23 + o¯6 0. 0. −0.3764
Trunk M Pelvis 0.1200 −0.0500 0. 0. 0. 0.1350
Trunk U Trunk M 0.1700 0. 0. 0. 0. 0.
Arm U R Trunk U 0. 0. 0. 0. −0.0680 0.1700
Arm L R Arm U R 0. 0. 0. 0. 0. −0.1700
Arm U L Trunk U 0. 0. 0. 0. 0.0680 0.1700
Arm L L Arm U L 0. 0. 0. 0. 0. −0.1700
Head Trunk U 0.1500 0. 0. 0. 0. 0.
Table 12.7.: Overview of multibody-system frames for an able-bodied subject and their
relation in rad (column three, four and five) and in m (column six, seven and
eight) with 24 DOFs and 14 segments based on measurement data from the
Heidelberg MotionLab, see Section 15.1), and the Plug-In-Gait model in
the Vicon system [VIC13] rounded to four decimals.
12.3. The healthy gait model
In this section, we derive an optimal control gait model of the form (12.1) for the gait of
able-bodied subjects, which is based on the general formulation in Section 12.1 and closely
related to the CP gait model derived in the last section. We choose the segmentation
illustrated in Figure 12.2(a) with the same degrees of freedom as in the CP gait model:
(qk, q˙k) ∈ R48 and k ∈ SnS , and the torques/controls uk ∈ R18 with k ∈ SnS . The model
stages are chosen to be the same as for the CP gait model, we also have five model stages
as illustrated in Figure 12.1. The transformation of the frames of the multibody system are
adapted to the body of an able-bodied subject, which is shown in Table 12.7. The offsets
o¯1, . . . , o¯6 describe the patient’s neutral zero joint position explained in Section 10.1 on the
basis of the posture, where the global and all local frames have the same orientation as
illustrated in Figure 12.2(b). The values of o¯1, . . . , o¯6 are listed in Table 12.7 and depend
on measurements and calculated values based on motion capture data for an able-bodied
subject from the Heidelberg MotionLab using the Vicon system, and are stated in
Table 12.9. The values for the radius of the gyration and the location of the COG of each
segment are the same as for the CP gait model (based on [dL96]) shown in Table 12.4 and
12.5, respectively. The length of each segment has been adapted as stated in Table 12.10.
The simple bounds, additional constraints and the objective function of (12.1) are chosen
as described in the last section for the CP gait model, where the criteria φk,5L and φ
k,6
L
for k ∈ SnS can also be interpreted as convenience-maximization criteria, which imply an
almost two-dimensional gait in the sagittal plane for able-bodied subjects.
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Offsets Value Description
o¯1 0.0395 Right thigh rotation + offset1
o¯2 −1.4629 -1.57 rad foot rotation + right static plantar flexion - offset2
o¯3 −0.4523 Right tibial torsion + right shank rotation + right static rotation
o¯4 0.0285 Left thigh rotation + offset3
o¯5 −1.4178 -1.57 rad foot rotation + left static plantar flexion + offset4
o¯6 0.3904 - Left tibial torsion - left shank rotation - left static rotation
Table 12.8.: Description of the offset angles in Table 12.7.
Finally, it remains to identify the unknowns p and γ in the subject-specific healthy gait
model described in this section, which is done by solving a hierarchical dynamic optimization
problem based on motion capture measurement data for an able-bodied subject obtained
from the Heidelberg MotionLab in Section 15.3.
12.4. The difference to existing models
In literature, there is a variety of models to analyze human locomotion ranging from simple
inverted pendulum models or mass-spring systems ([Kuo07, GSB06]) to highly complex
multibody-system models including muscles [DAA+07]. A large class of these models just
involve kinematic quantities (like position or velocity of certain parts of the model) and
does not include dynamic quantities like forces. However, there is also a large class of
models, mostly based on multibody systems, which include dynamic quantities like gravity,
forces (torques), or inertia as, e.g., the ones described in [FM12, Mom01, SM10]. Dynamic
multibody-system models are often used to analyze the motion of the system for given forces
as, e.g. for given torques acting on the multibody-system’s joints, or for the generation of
motions with a certain objective (cf. [FM12]).
In this thesis, we propose a new type of gait model (12.1), which not just describes the
behavior of different parts of the model (or multibody-system segments) based on certain
inputs like forces or torques, it also allows to describe a human’s gait. This is based on the
assumption that humans move optimally minimizing a weighted sum of certain subcriteria,
and that the weights γ in the objective of (12.1) (and maybe additional parameters p) have
been identified from measurement data (cf. Chapter 15). However, this leads to a dynamic
multibody-system-based gait model, which allows to access new information that cannot
be accessed by existing models as, e.g., the constitution of the motion’s objective. Related
approaches can be found in [KML10, KAS+10, ALU12, APS+10, ARARU+11, PJJB12].
In the remainder of this section, we discuss how optimal control gait models contribute to
open questions in current research in the field of gait analysis, or more general, in the field
of biomechanics (which are already discussed for CP research in a more general framework
in Chapter 11).
General understanding of human motion: Optimal control gait models for
healthy or pathological gaits increase the general understanding of human motion due
to the new information provided by the models based on the optimality assumption.
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Quantity Value
body mass 51 kg
body height 1.560 m
right thigh rotation 0.0245 rad
offset1 0.015 rad
right static plantar flexion 0.2278 rad
offset2 0.12 rad
right tibial torsion -0.3491 rad
right shank rotation -0.1122 rad
right static rotation offset 0.090 rad
left thigh rotation 0.0285 rad
offset3 0. rad
left static plantar flexion 0.2130 rad
offset4 -0.06 rad
left tibial torsion -0.3490 rad
left shank rotation -0.0519 rad
left static rotation offset 0.0106 rad
Table 12.9.: Measurements and calculated values based on motion capture data of an able-
bodied subject [Wol93, VIC13] rounded to four decimals.
Knowing the constitution of the objective of a human motion and comparing these
results for different types of motions (as, e.g., simple arm motions, running or walk-
ing) and different groups of people (as, e.g., children, adults, disabled or able-bodied
people) provides new insights into human motion in general.
Categories/classification of gaits: The constitution of the optimality criterion of
human motion, which is part of an optimal control provides the possibility to use this
constitution for developing classes or categories of gaits, e.g., based on the leading
subcriterion in the objective of the gait model.
Criteria to evaluate the success of treatments: The evaluation of the success of
treatments is a very important issue, which is also in the focus of the research in the
Heidelberg MotionLab. Optimal control models could be used to, e.g., evaluate
the deviation of a CP gait and a healthy gait before and after CP treatments, which
have been successful if the deviation of the patient’s gait and a healthy gait has
decreased.
Model-based treatment planning: Our primal long-term goal is to use optimal
control gait models for model-based treatment planning. The idea is to identify a
subject-specific gait model for a patient, which then can be used as a non-invasive
test environment for possible treatments providing an idea of how the patient’s gait
changes after a specific treatment/surgery. For the use in treatment planning, it is
indispensable to derive an optimal control gait model. Treatment planning in this
form can not be done with, e.g., a dynamic multibody-system model since it would
require various types of input like, e.g., torques acting on the joints.
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Segment length Segment mass
(m) (% of the body mass)
Pelvis 0.135 0.1117
Thigh R 0.3877 0.1279
Shank R 0.3868 0.0433
Foot R 0.1344 0.0137
Thigh L 0.3972 0.1279
Shank L 0.3792 0.0433
Foot L 0.1314 0.0137
Trunk M 0.17 0.1633
Trunk U 0.17 0.1596
Arm U R 0.17 0.0271
Arm L R 0.17 0.0162
Arm U L 0.17 0.0271
Arm L L 0.17 0.0162
Head 0.15 0.0694
Table 12.10.: Length and mass of each segment in m and % of the total body mass, re-
spectively, based on measurement data of an able-bodied subject from the
Heidelberg MotionLab and [dL96].
The topics discussed above can be considered as motivating long-term goals and the con-
tribution of this thesis can be seen as a first step into that direction, which also reveals









Numerical results for regularizing bilevel
nonlinear programs by lifting
In this chapter, we present numerical results for the lifting technique derived in Chapter 8.
Our lifting approach is tested for nonlinear bilevel programs, as well as general mathemat-
ical programs with complementarity constraints from the MacMPEC collection [Ley00],
and the numerical results are discussed in detail (cf. [HLSB13]). The last section of this
chapter provides numerical results for the lifting technique applied to hierarchical dynamic
optimization problems for an illustrative benchmark problem (cf. Section 8.6). We start
this chapter with an introduction to the MacMPEC collection and performance profiles.
13.1. The MacMPEC collection and performance profiles
The MacMPEC collection contains mathematical programs with complementarity con-
straints (MPCCs) formulated in AMPL [FGK02], which is an algebraic modeling language
for linear and nonlinear optimization problems including discrete or continuous variables
with interfaces to common solvers like CONOPT, CPLEX, LANCELOT, LOQO, MI-
NOS, SNOPT, or filterSQP. A student version of AMPL is freely available and can
handle problems with up to 300 variables or constraints. The MacMPEC testset includes
193 problem, which are mainly academic examples and some real-world application prob-
lems. All problems are available on
http://wiki.mcs.anl.gov/leyffer/index.php/MacMPEC
for individual download or as gzip’ed tar archive, which includes all problem files.
We consider 165 of the 193 examples and skip problems for which the general structure





(x1 − 1)2 + (x2 − 1)2
)
0 ≤ x1 ⊥ x2 ≥ 0,
(13.1)
which is a general MPCC not arising from a bilevel nonlinear program (NLP), where the
complementarity constraint (CC) is the only constraint. Problem (13.1) satisfies MPCC-
LICQ (defined in 2.3) and there are no additional constraints to which lifting as described
in Chapter 8 could be applied.
We separate the 165 problems into two classes: 47 problems arising from bilevel NLPs
and 118 general MPCCs. In the next section, we present numerical results for the lifting
technique proposed in Section 8.2 applied to 47 bilevel NLPs from the MacMPEC collec-
tion. The third section of this chapter presents numerical results for the lifting approach
stated in Section 8.5 applied to 118 general MPCCs from the MacMPEC collection.
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We now briefly describe the concept of performance profiles, which are used to illustrate
the numerical results in the next two sections following [DM02]. Performance profiles can
be interpreted as a probability distribution that a solver outperforms all other solvers. Let
S denote the set of solvers and let P describe the set of test problems. For each problem
p ∈ P and solver s ∈ S, we define
tp,s := performance measure for problem p and solver s. (13.2)
Examples for the performance measure are run time or number of iterations. The perfor-
mance ratio is defined by
rp,s :=
tp,s
min{tp,s′ : s′ ∈ S} , (13.3)
and the probability for solver s ∈ S that a performance ratio rp,s is within a factor τ ∈ R
of the best possible ratio is denoted as
ρs(τ) :=
1
|P| |{p ∈ P : rp,s ≤ τ}|.
The performance profiles then illustrate τ versus ρs(τ).
13.2. Numerical results for lifting bilevel programs
We now analyze the performance of the lifting approach presented in Section 8.2 for 47
problems of the MacMPEC collection [Ley00] arising from bilevel problems (excluding
problems that are unchanged by the lifting) and for example (8.31) in Chapter 8. More in-
formation about the computing system can be found in Section 14.1. We consider the
performance of filterSQP without lifting (formulation (8.16) using slacks), with the
lifted `1-penalty approach (8.30a) including the additional constraint v ≥ 0 denoted by
the solver filterSQP lift l1 , and with the lifted `2-penalty (8.30b) denoted by the solver
filterSQP lift l2. We furthermore define the set of problems as P := {1, · · · , 48} and the
set of solvers as S := {filterSQP, filterSQP lift l1, filterSQP lift l2}.
The performance profile of filterSQP for the 48 bilevel test problems without lifting,
and with `1-lifting using the penalty function (8.30a) and `2-lifting (8.30b) is shown in
Figure 13.1.
Table 13.1 shows the number of iterations, the objective value in the solution and the
penalty parameter pi for each problem and each approach. The theoretical results from
Section 8.2 are confirmed for example (8.31) from Chapter 8. Without lifting, 12 iterations
are needed to solve the problem. Lifting with penalty (8.30b) ensures MPCC-LICQ for all
x ∈ R, y ∈ R and v ∈ R2 and the number of iterations decreases from 12 to 7 iteration. Using
penalty (8.30a) and the additional constraints v ≥ 0 leads to 8 iterations. The decrease is
even larger for ex9.2.2 from 22 to 9 iterations for penalty (8.30b).
Using the exact penalty (8.30a), for 28 of 48 problems we use pi = 1. The largest pi in
this setting is pi = 20. For both settings (penalty (8.30a) and penalty (8.30b)), the lifting
is not sensitive with respect to the initial value for v. It some cases it helps to choose the
initial for v such that h(x, y) ≥ v or even h(x, y) = v is satisfied at the initial point. For
penalty (8.30b), the largest value of pi for driving v to zero is 1E + 06. However, this is
only the case for 2 of 48 problems. For 13 problems, pi = 1 is sufficient. For most of the
remaining problems we use pi = 1E + 04 or pi = 1E + 05. Practical experience shows that
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Figure 13.1.: Performance profile of filterSQP for bilevel problems from MacMPEC.
for lifting with the inexact penalty, it is reasonable to choose pi to be in the same order of
magnitude as max(F (x0, y0),NVAR, 1E+04), where x0, y0 are the initial values for x, y and
NVAR is the total number of variables of the problem. For lifting with the exact penalty,
pi = 1 is a reasonable choice. If the initial penalty parameter pi is not sufficiently large to
drive v to zero in the solution, pi has to be increased. In Table 13.1, (I) means that the
problem is locally infeasible and (ERR) stands for an IEEE error in the AMPL function
evaluations. For problem design-cent2, design-cent3 and design-cent21, infeasibility
has been detected or an error occurred with and without lifting. For six other problems
without lifting the problem is locally infeasible, but after lifting the problem (independent
of the penalty we use), filterSQP converges to a solution. There are three problems that
could not be solved, neither the unlifted nor the lifted problem.
In total, for all bilevel test problems, the number of iterations with lifting has decreased
from 273 to 222 iterations for penalty (8.30a), and to 205 for penalty (8.30b) as shown
in Figure 13.1 and Table 13.1. Even though we loose MPCC-LICQ when using the exact
penalty with v ≥ 0 for points where hi(x, y) = zi = vi = 0 for at least one i ∈ {1, · · · , nh},
Figure 13.1 shows that the performance of filterSQP lift l1 is the best. The performance of
filterSQP lift l2 is worse than the `1-lifting, but still better than filterSQP without lifting.
filterSQP lift l1 filterSQP lift l2 filterSQP
iter. pen. objf. iter. pen. objf. iter. objf.
bard1m 3 3 17 3 1.50E+04 17 3 17
bard2m 3 2 -6598 3 1.00E+04 -6598 3 -6598
bard3m 4 2 -12.68 4 1.00E+04 -12.68 4 -12.68
design-cent-31 94 2 0 89 1.00E+00 0 126 0
desilva 2 1 -1 2 1.00E+00 -1 2 -1
hs044-i 4 1 17.09 4 1.00E+05 17.09 4 17.09
portfl1 6 1 1.50E-005 3 1.00E+04 1.50E-005 6 1.50E-005
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portfl2 5 1 1.46E-005 3 1.00E+04 1.46E-005 6 1.46E-005
portfl3 4 1 6.27E-006 4 1.00E+00 6.27E-006 4 6.27E-006
portfl4 4 1 2.18E-006 4 1.00E+02 2.18E-006 4 2.18E-006
portfl6 4 1 2.36E-006 3 4.00E+00 2.36E-006 4 2.36E-006
hs044-i 4 1 17.09 4 1.00E+05 17.09 4 17.09
liswet1-050 1 1 0.16 2 1.00E+05 0.14 1 0.16
liswet1-100 1 1 0.16 3 1.00E+04 0.14 1 0.16
liswet1-200 1 1 0.17 5 1.00E+04 0.15 1 0.17
sl1 1 1 0 1 1.00E+00 0 1 0
bard1 3 3 17 3 1.00E+05 17 3 17
bard2 1 1 6598 1 1.00E+06 6598 1 6598
bard3 2 1 -12.68 2 1.00E+04 -12.68 4 -12.68
bilevel1 3 3 0 3 1.00E+05 0 4 -60
bilevel2 2 1 -6600 2 1.00E+06 -6600 6 -6600
bilevel3 6 5 -20 5 1.00E+05 -20 7 -15.82
ex9.1.1 1 1 -13 1 1.00E+00 -13 1 -13
ex9.1.3 2 20 -29.2 2 1.00E+05 -29.2 2 -29.2
ex9.1.4 1 1 -37 2 1.00E+04 -37 4 -37
ex9.1.5 3 1 -1 2 1.00E+00 -1 3 -1
ex9.1.6 2 3 -21 2 1.00E+05 -21 2 -21
ex9.1.7 5 15 -23 6 1.00E+05 -23 3 -23
ex9.1.8 2 1 -3.25 2 1.00E+04 -3.25 2 -3.25
ex9.1.9 2 2 3.11 2 1.00E+04 3.11 2 3.11
ex9.1.10 1 1 -3.25 2 1.00E+04 -3.25 2 -3.25
ex9.2.1 1 1 2 1 1.00E+05 2 1 2
ex9.2.2 22 7 100 9 1.00E+05 100 22 100
ex9.2.4 3 1 0.5 3 1.00E+00 0.5 3 0.5
ex9.2.5 3 10 9 3 1.00E+00 9 7 9
ex9.2.6 3 1 -1 3 1.00E+00 -1 3 -1
ex9.2.7 2 10 17 2 1.00E+05 17 2 17
ex9.2.8 3 1 -1.5 3 1.00E+00 -1.5 3 -1.5
Example (8.31) 8 1 0 7 1.00E+03 0 12 0
ex9.2.3 3 1 5 3 1.00E+05 5 (I)
ex9.2.9 1 1 2 1 1.00E+00 2 (I)
bilin 3 8 5.6 4 1.00E+04 5.6 (I)
design-cent-1 5 2 1.86 5 1.00E+04 1.86 (I)
design-cent-4 1 1 0 1 1.00E+00 0 (I)
design-cent-2 (I) (I) (I)
design-cent-3 (ERR) (ERR) (ERR)
design-cent-21 (I) (I) (I)
Table 13.1.: Numerical results for bilevel problems from MacMPEC.
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Figure 13.2.: Performance profile of filterSQP for general MPCCs from MacMPEC.
13.3. Numerical results for lifting general mathematical
programs with complementarity constraints
We now consider general MPCCs from the MacMPEC collection which do not arise from
bilevel problem – 118 problems in total. Again, note that if lifting does not change the
problem formulation, the problem is skipped. Table 13.2 shows the number of iterations,
the objective value in the solution and the penalty parameter pi for each problem and each
approach, and the performance profile is illustrated in Figure 13.2. The total number of
iterations decreases from 1288 for the unlifted problem to 871 for the `1-lifted problem, and
to 1090 for the `2-lifted problem. The performance profile in Figure 13.2 clearly shows that
filterSQP lift l1 performs best. Ten problems could not be solved (neither lifted nor unlifted)
because of infeasibility. In Table 13.2, (no conv) means that the trust region becomes too
small, (v 6= 0) means that we were not able to drive v to zero, and (fail QP) means that
the QP solver exits with an error. For 14 problems, filterSQP detected infeasibility in
the unlifted problem, but after lifting (independent of the penalty), filterSQP converges
to a solution. There is one problem of special interest, which is problem scholtes4, known
for a solution which is a B-stationary point that is not strongly stationary. Without lifting,
filterSQP detects infeasibility. After lifting, the problem can be solved and filterSQP
converges to the reported solution. There are two problems, where filterSQP without
lifting converges, but we cannot get a solution for the lifted problem (independent of the
penalty we use).
For a better understanding of the convergence behavior of filterSQP applied to MPCCs
with and without lifting, we take a closer look at problem incidset1-8. Figure 13.3 shows
the convergence behavior without lifting and with `1-lifting, where the constraint violation
on the y-axis is plotted on a logarithmic scale. Except for the last iteration, Figure 13.3
indicates a linear rate of convergence for the unlifted problem, whereas with lifting, we
obtain a superlinear rate of convergence.
In summary, lifting the complementarity constraint (independent of the penalty function)
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Figure 13.3.: Convergence behavior of incidset1-8.
leads to a more stable method with a better convergence behavior, for bilevel programs,
but also for general MPCCs. Practical experience and the performance profiles in Figures
13.1 and 13.2 show, that lifting with the exact penalty performs best, and if we converge to
a KKT-point (cf. Chapter 2) of the `1-lifted problem with v
∗ = 0, we can guarantee that
this is also a KKT-point of the original unlifted problem. Furthermore, the lifting proposed
in this thesis does not require a tailored solver, standard SQP solvers can be used after
adapting the problem formulation.
filterSQP lift l1 filterSQP lift l2 filterSQP
iter. pen. objf. iter. pen. objf. iter. objf.
bar-truss 13 1000 10166.6 37 1.00E+06 10166.6 10 10166.6
dempe 39 1 28.25 8 1.00E+05 49 58 28.25
df-1 2 1 0 2 1.00E+00 0 2 0
flp2 1 1 0 1 1.00E+00 0 1 0
flp4-1 3 1 0 3 1.00E+00 0 3 0
flp4-2 3 1 0 3 1.00E+00 0 3 0
flp4-3 3 1 0 3 1.00E+00 0 3 0
flp4-4 3 1 0 3 1.00E+00 0 3 0
gnash10 7 1 -230.82 7 1.00E+05 -230.82 8 -230.82
gnash11 7 1 -129.91 7 1.00E+05 -129.91 7 -129.91
gnash12 8 1 -36.93 7 1.00E+05 -36.93 8 -36.93
gnash13 8 1 -7.06 8 1.00E+05 -7.06 12 -7.06
gnash14 14 1 -0.18 8 1.00E+04 -0.18 24 -0.18
gnash15 9 100 -354.7 8 1.00E+05 -354.7 17 -354.7
gnash16 12 1 -241.44 7 1.00E+05 -241.44 14 -241.44
gnash17 8 1 -90.75 9 1.00E+05 -90.75 12 -90.75
gnash18 14 100 -25.7 8 1.00E+05 -25.7 14 -25.7
gnash19 7 1 -6.12 8 1.00E+05 -6.12 9 -6.12
gnash10m 7 1 -230.82 8 1.00E+05 -230.82 11 -230.82
gnash11m 7 1 -129.91 7 1.00E+05 -129.91 12 -129.91
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gnash12m 8 1 -36.93 9 1.00E+05 -36.93 10 -36.93
gnash13m 8 1 -7.06 8 1.00E+04 -7.06 11 -7.06
gnash14m 8 1 -0.18 8 1.00E+04 -0.18 31 -0.18
hakonsen 10 1 24.37 10 1.00E+04 24.37 10 24.37
incid-set1-8 19 1 0.23 27 1.00E+00 0 29 0.23
incid-set1-16 40 1 0.17 39 1.00E+00 0 28 0.17
incid-set1c-8 23 1 0.23 19 9.00E+00 0 29 0.23
incid-set1c-16 37 1 0.17 22 1.00E+00 0 28 0.17
incid-set2-32 1 1 0 1 1.00E+00 0 169 0.02
monteiro 8 1000 37.53 10 1.00E+06 38.25 9 37.53
monteiroB 8 1000 827.86 10 1.00E+06 828.04 9 827.86
nash1 1 1 0 1 1.00E+00 0 5 0
outrata31 7 3 3.21 7 1.00E+04 3.21 8 3.21
outrata32 7 2 3.45 7 1.00E+04 3.45 8 3.45
outrata33 6 2 4.6 6 1.00E+04 4.6 7 4.6
outrata34 6 1 6.59 6 1.00E+04 6.59 6 6.59
pack-comb1-8 5 1 0.6 6 1.00E+03 0.6 8 0.6
pack-comb1-16 9 110 0.62 10 1.00E+03 0.6 19 0.62
pack-comb1c-8 6 1 0.6 8 1.00E+03 0.6 8 0.6
pack-comb1c-16 7 27 0.62 10 1.00E+03 0.82 5 0.62
pack-comb2-8 8 14 0.67 10 1.00E+05 0.67 8 0.67
pack-comb2-16 10 30 0.73 36 1.00E+05 0.72 37 0.73
pack-comb2c-8 9 15 0.66 9 1.00E+04 0.67 6 0.67
pack-comb2c-16 10 30 0.73 10 1.00E+04 0.7 15 0.73
pack-rig1-4 8 2 0.72 10 1.00E+05 0.72 8 0.72
pack-rig1-8 14 3 0.79 11 1.00E+05 0.79 14 0.79
pack-rig1-16 27 3 0.83 23 1.00E+05 0.82 62 0.83
pack-rig1c-4 5 10 0.72 5 1.00E+05 0.72 6 0.72
pack-rig1c-8 8 10 0.79 8 1.00E+05 0.79 9 0.79
pack-rig1c-16 7 1 0.83 11 1.00E+05 0.82 11 0.83
pack-rig1p-4 6 1 0.6 7 1.00E+04 0.6 7 0.6
pack-rig1p-8 16 3 35.94 22 1.00E+06 0.73 12 35.94
pack-rig1p-16 27 7 264.48 27 1.00E+06 0.72 18 264.5
pack-rig2-4 8 2 0.69 11 1.00E+05 0.69 9 0.69
pack-rig2-8 9 6 0.77 16 1.00E+05 0.78 9 0.78
pack-rig2c-4 4 2 0.71 8 1.00E+05 0.71 7 0.71
pack-rig2c-8 7 8 0.8 8 5.00E+05 7 0.8
pack-rig2p-4 6 1 0.6 6 1.00E+04 0.6 6 0.6
pack-rig2p-8 15 6 46.68 22 1.00E+07 0.76 19 46.68
pack-rig2p-16 19 400 625.94 31 1.00E+06 -14.44 25 625.93
qpec-100-1 6 2 0.1 5 1.00E+04 0.1 7 0.1
qpec-100-2 6 3 -6.59 9 1.00E+05 -3.84 7 -6.26
qpec-100-3 4 2 -5.48 5 1.00E+05 -5.38 5 -5.48
qpec-100-4 4 5 -4.06 4 1.00E+05 -1.44 5 -3.6
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qpec-200-1 4 5 -1.93 9 1.00E+05 -1.93 10 -1.94
qpec-200-2 11 3 -23.88 15 1.00E+05 -22.69 11 -24.04
qpec-200-3 10 3 -1.92 11 1.00E+06 -1.93 11 -1.95
qpec-200-4 4 3 -6.04 5 1.00E+06 -6.04 5 -6.22
ralphmod 59 1 -683.03 44 1.00E+01 -683.03 64 -683.03
scholtes1 3 1 2 3 1.00E+04 2 4 2
scholtes2 2 4 15 2 1.00E+07 15 2 15
stackelberg1 4 1 -3266.67 4 1.00E+06 -3266.67 4 -3266.67
tap-09 8 1 109.15 11 1.00E+04 109.15 8 109.13
TraficSignalCycle-1 3 1 56.73 8 1.00E+05 54.96 4 56.73
TraficSignalCycle-2 3 1 54.34 8 1.00E+04 52.57 4 54.34
TraficSignalCycle-3 2 1 88.84 16 1.00E+04 87.07 1 88.84
TraficSignalCycle-4 4 1 80.81 31 1.00E+05 79.04 9 80.84
TraficSignalCycle-5 3 1 103.24 25 1.00E+05 101.47 1 103.24
TraficSignalCycle-6 3 1 103.3 26 1.00E+04 101.53 3 103.3
TraficSignalCycle-9 3 1 54.98 6 1.00E+04 53.2 3 54.98
TraficSignalCycle-10 3 1 56.57 15 1.00E+04 54.8 3 56.57
TraficSignalCycle-11 2 1 103.34 20 1.00E+04 101.57 1 103.34
TraficSignalCycle-13 3 1 88.17 5 1.00E+04 86.4 4 88.17
water-net 95 5 974.39 136 1.00E+07 918.43 149 918.36
b-pn2 33 1 0.09 55 1.00E+06 1020.93 (I)
gauvin 3 7 20 3 1.00E+04 20 (I)
gnash15m 12 1 -354.7 8 1.00E+04 -354.7 (I)
gnash16m 9 1 -241.44 8 1.00E+05 -241.44 (I)
gnash17m 12 1 -90.75 8 1.00E+05 -90.75 (I)
gnash18m 13 1 -25.7 8 1.00E+04 -25.7 (I)
gnash19m 11 1 -6.12 8 1.00E+04 -6.12 (I)
scholtes4 19 1 0 18 1.00E+04 0 (I)
taxmcp 15 11 0.82 16 1.00E+04 0.82 (I)
incid-set1-32 115 1 0.15 51 1.00E+00 0 (I)
incid-set1c-32 56 1 0.15 147 1.00E+00 0 (I)
incid-set2-8 1 1 0 1 1.00E+00 0 (I)
incid-set2-16 1 1 0 1 1.00E+00 0 (I)
incid-set2c-8 21 1 0.02 45 1.00E+04 0.03 (I)
incid-set2c-16 131 100 0 (I) (I)
incid-set2c-32 (I) (no conv) (I)
TraficSignalCycle-7 (I) (v 6= 0) (I)
TraficSignalCycle-8 (I) (v 6= 0) (I)
TraficSignalCycle-12 (I) (v 6= 0) (I)
pack-comb1-32 (no conv) (I) (I)
pack-comb2-32 (fail QP) (fail QP) (I)
pack-comb2c-32 (fail QP) (I) (I)
pack-comb1c-32 (no conv) (no conv) (I)
pack-rig2-16 (I) 28 1.00E+05 0.83 (I)
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pack-rig2-32 (I) 145 1.00E+04 0.74 (I)
pack-rig2c-16 (I) 13 5.00E+05 0.92 (I)
pack-rig2c-32 (I) (I) (I)
tap-15 (I) (I) (I)
pack-rig1-32 (no conv) (no conv) 40 0.85
pack-rig1c-32 18 10 0.85 (I) 12 0.85
pack-rig1p-32 61 100 2242.07 (I) 101 2242.06
pack-rig2p-32 (I) (I) 23 871.75
tollmpec 31 100 208.26 (v 6= 0) 11 208.26
tollmpec1 19 100 979.39 (v 6= 0) (I)
Table 13.2.: Numerical results for general MPCCs from MacMPEC.
13.4. Lifting an illustrative hierarchical dynamic
optimization problem: the polar robot example
In this section, we present numerical results for an illustrative lifted hierarchical dynamic
optimization problem. We consider optimal point-to-point trajectories of a robot arm illus-
trated in Figure 13.4. The dynamics of the robot are modeled based on a multibody system
(cf. Chapter 10) with three degrees of freedom (DOFs) as illustrated in Figure 13.4:
A rotatory DOF (revolute joint):
the angle ϕ1 between the two segments of the robot.
A rotatory DOF (revolute joint):
the angle ϕ2 describing the rotation of the robot’s base.
A translatory DOF:







Figure 13.4.: Illustration of a robot arm with three degrees of freedom.
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The optimal control problem
Optimal point-to-point trajectories of the robot can be described as the solution of the







2 dt + γ2 q0 =: Φ
subject to x¨(t) = f(x(t), u(t), q), t ∈ [0, 1]
x0(0) = 0, x1(0) = 0, x2(0) = 0.7
x3(0) = 0, x4(0) = 0, x5(0) = 0
x0(1) = 0, x1(1) = 0, x2(1) = −0.1
x3(1) = 0, x4(1) = 0, x5(1) = 0
−1 ≤ x0(t) ≤ 1, −1 ≤ x1(t) ≤ 1, −0.5 ≤ x2(t) ≤ 0.7, t ∈ [0, 1]
−5 ≤ x3(t) ≤ 5, −5 ≤ x4(t) ≤ 5, −6 ≤ x5(t) ≤ 6, t ∈ [0, 1]
−1000 ≤ u0(t) ≤ 1000, t ∈ [0, 1]
−1500 ≤ u1(t) ≤ 1500, t ∈ [0, 1]
−1000 ≤ u2(t) ≤ 1000, t ∈ [0, 1]
(13.4)





















where the controls (u0(t), u1(t), u2(t)) describe the torques acting on (ϕ1, ϕ2, r), respectively.













where the argument t of ϕ1, ϕ2, ϕ˙1, ϕ˙2, ϕ¨1, ϕ¨2, r, r˙, r¨ is skipped for a compact presentation.
The parameter L describes the half length of the robot arm (cf. Figure 13.4) and g ≈ 9.81 m
s2
is the gravitational acceleration. The control value q0 in (13.6) describes the length of the
time horizon of the motion (the OCP (13.4) is transformed on the fix time horizon [0,1], cf.,
e.g., Chapter 12 or [Hat08]). The task of the robot is to find the optimal path between a
fixed initial rest position and a fixed final rest position, as illustrated in Figure 13.5. Bounds
on the differential states and on the controls are given in (13.4). The objective of (13.4)
includes two subcriteria. The first subcriterion is
∫ 1
0 u2(t)
2 dt, which can be interpreted as
the retraction energy, and the second one is denoted by q0, which is the duration of the
motion.
We now solve (13.4) for γ1 = 0.5, γ2 = 1E+04·0.5 and L = 0.75 with ParaOCP described
in Chapter 9 using six equally sized multiple shooting intervals, a piecewise constant control
discretization on the multiple shooting grid and a KKT tolerance of 1E-06 for filterSQP
in ParaOCP (see Chapter 9). As initial values, we use q0 = 1, all differential states are set
to 0 and all controls are set to 10 on the multiple shooting nodes. The differential states x
and the controls u in solution of (13.4) are shown in Figure 13.7. For the control values q0
representing the time horizon of the process, we have q0 = 1.1526E+00.
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initial position final position
Figure 13.5.: Illustration of the inital and final position of the desired point-to-point
trajectory.
The hierarchical dynamic optimization problem
We now simulate measurements using the solution of (13.4) for γ1 = 0.5, γ2 = 1E+04 · 0.5
and L = 0.75. Therefore, we assume that the measurement grid is equal to the multiple
shooting grid and we add normally distributed random numbers with mean 0 and the
standard deviations σij = 0.01 · 0.5 ∀i ∈ 0, . . . , nT , j ∈ 0, . . . , 5 and σij = 0.01 ∀i ∈
0, . . . , nT , j ∈ 0, . . . , 5 (which corresponds to an error of approximately 1%) to the solution
x∗(t) of the OCP (13.4) and obtain
η = [ (η0,1, η0,2, η0,3, η0,4, η0,5, η0,6) ,
. . . , (ηnT ,1, ηnT ,2, ηnT ,3, ηnT ,4, ηnT ,5, ηnT ,6) ]
ᵀ (13.7)
with η ∈ R(nT+1)×6, nT = 6, and measurement times τi = inT ∀i = 0, . . . , nT . We use sim-
ulated measurements in this section since they allow a better investigation of the proposed
methods: the direct all-at-once approach for hierarchical dynamic optimization problems
proposed in Chapter 5 and the lifting technique introduced in Chapter 8. We now consider
the following hierarchical dynamic optimization problem in order to identify the parameters
γ1, γ2 in the objective and the parameter L in the ODE’s right-hand side describing the half
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2 dt + γ2 q0 =: Φ
subject to x¨(t) = f(x(t), u(t), q), t ∈ [0, 1]
x0(0) = 0, x1(0) = 0, x2(0) = 0.7
x3(0) = 0, x4(0) = 0, x5(0) = 0
x0(1) = 0, x1(1) = 0, x2(1) = −0.17
x3(1) = 0, x4(1) = 0, x5(1) = 0
−1 ≤ x0(t) ≤ 1, −1 ≤ x1(t) ≤ 1, ∀t ∈ (0, 1)
−0.5 ≤ x2(t) ≤ 0.7, −5 ≤ x3(t) ≤ 5, ∀t ∈ (0, 1)
−5 ≤ x4(t) ≤ 5, −6 ≤ x5(t) ≤ 6, ∀t ∈ (0, 1)
−1000 ≤ u0(t) ≤ 1000, ∀t ∈ [0, 1]
−1500 ≤ u1(t) ≤ 1500, ∀t ∈ [0, 1]
−1000 ≤ u2(t) ≤ 1000, ∀t ∈ [0, 1]
0 ≤ γ1, γ2
γ2 = 1E+04 · 0.5,
(13.8)
where the detailed ODE in (13.8) is given in (13.6). Note that γ2 has been eliminated in
(13.8) by setting it to a fix value, which can be done if we know that the true value of
γ2 is not zero. We use six multiple shooting intervals, a Gauß-Newton Hessian approxima-
tion, efficient Hessian calculations for the lower-level OCP (explained in Chapter 5 and 9), a
piecewise constant control discretization on the multiple shooting grid and a KKT tolerance
of 1E-06 for filterSQP. We furthermore need to specify initial data for the differential
states, the controls, the control values, the upper-level parameters and the Lagrange mul-
tipliers of the lower-level OCP (cf. Chapter 5). Therefore, we solve the OCP (13.4) using
an initial guess for the true values of γ1, γ2 and L. We choose γ1 = 0.2, γ2 = 1E+04 · 0.5
and L = 0.6, which significantly changes the structure of the solution, and solve (13.4)
using these guesses. The resulting differential states, the controls, the control value and
the Lagrange multipliers of the equality and inequality constraints are then used as ini-
tial values for problem (13.8), as well as γ1 = 0.2 and L = 0.6. We solve the one-level
formulation of (13.8) (explained in Chapter 5) with ParaOCP and after 671 iterations,
ParaOCP terminates because of an infeasible quadratic program (QP) approximation with
γ1 = 1.9472E-02 and L = 5.9287E-01. The differential states, the measurements used in
the objective and the controls in the termination point are illustrated in Figure 13.6. The
value of the objective function in the termination point is 1.5611E+04. As discussed in
Chapter 8, the one-level formulation of (13.8) includes a complementarity constraint, which
leads to a lack of the linear independence constraint qualification (LICQ) at any feasible
point. In the termination point, the one-level formulation of (13.8) does not even satisfy
the adapted constraint qualification MPCC-LICQ (defined in Section 2.3), which might be
the reason for the infeasible QP. To remedy the lack of MPCC-LICQ, we lift problem (13.8)
as proposed in Section 8.6. Therefore, we define the parameterized differential states as
s := [(s0,0, s0,1, s0,2, s0,3, s0,4, s0,5), . . . , (s6,0, s6,1, s6,2, s6,3, s6,4, s6,5)]
ᵀ
, (13.9)
the discretized controls as
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and the lifting variables are given by
v :=
[
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The inequality constraints in the discretized one-level formulation of (13.8) are replaced by
−1 + vs,li,0 ≤ si,0 ≤ 1− vs,ui,0 , for i = 0, . . . , 6
−1 + vs,li,1 ≤ si,1 ≤ 1− vs,ui,1 , for i = 0, . . . , 6
−0.5 + vs,li,2 ≤ si,2 ≤ 0.7− vs,ui,2 , for i = 0, . . . , 6
−5 + vs,li,3 ≤ si,3 ≤ 5− vs,ui,3 , for i = 0, . . . , 6
−5 + vs,li,4 ≤ si,4 ≤ 5− vs,ui,4 , for i = 0, . . . , 6
−6 + vs,li,5 ≤ si,5 ≤ 6− vs,ui,5 , for i = 0, . . . , 6
(13.12)
and
−1000 + vw,li,0 ≤ wi,0 ≤ 1000− vw,ui,0 , for i = 0, . . . , 5
−1500 + vw,li,1 ≤ wi,1 ≤ 1500− vw,ui,1 , for i = 0, . . . , 5
−1000 + vw,li,2 ≤ wi,2 ≤ 1000− vw,ui,2 , for i = 0, . . . , 5.
(13.13)
We use the exact penalty function (8.30a) explained in Chapter 8 with the nonnegativity
constraint v ≥ 0 on the lifting variables. The penalty term is added to the objective function













We solve the lifted discretized formulation of (13.8) of the form (8.54) with ParaOCP and
the penalty parameter pi = 30. After 229 iterations, ParaOCP converges with an objective
value of 6.7863E-01, v = 0, γ1 = 4.8453E-01 and L = 7.4821E-01. The differential states x
and the controls u in the solution of the lifted discretized one-level formulation of (13.8) (cf.
Section 8.6) are illustrated in Figure 13.7. In the remainder of this thesis, we call the solution
of a discretized one-level formulation of a hierarchical dynamic optimization problem just
solution of a hierarchical dynamic optimization problem without explicitly mentioning that
we solve the discretized one-level formulation when using a direct all-at-once approach.
The numerical results for lifting a hierarchical dynamic optimization problem follow the
experience reported in the last section: Lifting helps to deal with the infeasible QP arising
from the lack of MPCC-LICQ.
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Figure 13.6.: Simulated measurements of the solution x of (13.4) (circles), differential states
x and controls u of (13.8), when ParaOCP exits because of an infeasible QP
approximation (solid line).
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Figure 13.7.: Simulated measurements of the solution x of (13.4) (circles), differential states
x and controls u in the solution of the OCP (13.4) (dashed line) and in the




Hierarchical dynamic optimization for a
new collection of benchmark problems
In this chapter, we introduce a benchmark test set for hierarchical dynamic optimization
problems consisting of four illustrative examples. Each example is solved with the direct
all-at-once approach presented in Chapter 5 and the numerical results are discussed in
detail. We furthermore show the performance of the two bilevel approaches for hierarchical
dynamic optimization problems described in Chapter 7, where one approach is based on a
derivative-free optimization technique, and the second approach is built on a bundle method.
14.1. Preliminaries
In the first section of this chapter, we briefly state some preliminaries like the exact com-
puting system we use. We furthermore discuss how we numerically deal with parameter
estimation problems with a variable time horizon.
Computing system
All computations in this chapter are performed on a PC with an Intel Xeon(R) W3565
processor with 3.2 GHz and 11.7 GB RAM with Ubuntu version 12.04. We furthermore use
the C++ compiler version 4.6 and the Fortran compiler gfortran version 4.6.3 to compile
ParaOCP and filterSQP.
Parameter estimation with variable time horizon
In this thesis, we consider parameter estimation problems constrained by an optimal control
problem (OCP) of the form (4.1). The total time horizon or the duration of several model
stages might be unknown and an optimization variable (if, e.g., one of the subcriteria in
the lower-level objective function is the duration of the process). However, in parameter
estimation, measurement times are often assumed to be fix since time can be measured
very accurately. Furthermore, a variable time horizon might lead to discontinuities in the
parameter estimation problem. We deal with these issues as follows. In all the computations
in this thesis where we have a variable time horizon or model stage duration, we apply
a time transformation and formulate the parameter estimation problem with an OCP as
constraint on a fix time horizon using a control value to describe the free final time (see, e.g.,
below in (14.3)). That way, we avoid the discontinuity that would appear without a time
transformation on a fix time horizon when the variable end time passes a measurement node
(i.e. when the time horizon of the parameter estimation problem is less than the measured
end time). Furthermore, the duration of the process is not expected to change significantly
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during the optimization since we have measured the end time of the process. However, if
the measured end time is significantly different from the end time (or model stage duration)
in the solution of the parameter estimation problem with an OCP as constraint, this is
indication for initial values far away from the solution, an incorrect optimal control model
or an incorrect solution method.
Miscellaneous
We finally note that in this section, our goal is to show the performance of the pure direct
all-at-once approach described in Chapter 5. Hence, we do not lift the complementarity
constraint as described in Section 13.4.
Furthermore, we call the solution of a discretized one-level formulation of a hierarchical
dynamic optimization problem where the discretized lower-level problem is replaced by
first-order optimality conditions just solution of a hierarchical dynamic optimization problem
without explicitly mentioning that we solve the discretized one-level formulation when using
a direct all-at-once approach.
14.2. The rocket car example
The first process we consider in this chapter is the optimal movement of a rocket car, which
is already described in Section 6.2 (cf. [HSB12]). For the sake of completeness, we briefly
recall the formulation of the OCP and the resulting hierarchical dynamic optimization
problem. The OCP is given by
minimize
x,u,q
−γ1 m(1) + γ2 q0
subject to 0 = z˙(t)− q0v(t), t ∈ [0, 1]
0 = v˙(t)− q0(u(t)− p1v(t)2)/m(t), t ∈ [0, 1]
0 = m˙(t) + q0p2u(t)
2, t ∈ [0, 1]
0 = z(0), 0 = v(0), 0 = m(0)− 1
0 = z(1)− 10, 0 = v(1)− 1
0 ≤ 1− u(t), t ∈ [0, 1]
0 ≤ 1 + u(t), t ∈ [0, 1],
(14.1)
where (14.1) is formulated based on a fix time horizon [0, 1] with t ∈ [0, 1], and q0 is a
control value representing the variable length of the true time horizon of the motion (cf.,
e.g., [Ger12, HSB12, Hat08]). The variables x := (z, v,m)
ᵀ
are the differential states, where
z(t) ∈ R describes the position, v(t) ∈ R the velocity and m(t) ∈ R the mass of the car.
p = (p1, p2)
ᵀ
are model parameters with the true value p1 = p2 = 0.1, and u(t) ∈ R is the
control function. The objective function −γ1 m(1) + γ2 q0 is a linear combination of Mayer
terms, where the first term describes energy consumption (the mass at the end of the time
horizon) and is weighted with γ1 and the second term denotes travel time and is weighted
with γ2.
Problem (14.1) is solved with ParaOCP (cf. Chapter 9) using 20 multiple shooting
intervals (on an equidistant time grid) and a termination tolerance for filterSQP of 1E-4.
The Hessian of the Lagrangian of the discretized OCP (cf. Chapter 9) is computed using
finite differences and we use a dense representation of the constraint Jacobian (due to the
relatively small problem). We furthermore use a piecewise constant control approximation
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OCP (14.1) Hier. problem (14.3)
# eq. sized multiple shooting intervals 20 20
# eq. sized control discr. intervals 20 20
control discretization type piecew. const. piecew. const.
# equid. measurement times – 21 (= nT + 1)
constraint Jacobian representation dense dense
termination tolerance filterSQP 1E-04 1E-04
upper-level Hessian type fin. diff. Gauß-Newton
lower-level Hessian type – efficient Hessian calculations
integration tolerance 1E-05 1E-05
Table 14.1.: Overview of the exact setting used in ParaOCP to solve the OCP (14.1) and
the hierarchical problem (14.3).
on the multiple shooting grid. The exact setting used in ParaOCP for solving the OCP
(14.1) is summarized in Table 14.1. The differential states and the control in the solution
of (14.1) for γ1 = 0.5, γ2 = 0.5, and p1 = p2 = 0.1 are shown in Figure 14.1, the control
value in the solution of (14.1) is q0 = 5.2663E+00, and the objective value is 2.3906E+00.
We now generate measurements for the position z, the velocity v, and the mass m. There-
fore, we add normally distributed random numbers with mean 0 and standard deviations
σi1 = 0.05 · 5, σi2 = 0.05 · 1.5, σi3 = 0.05 · 0.7 ∀i ∈ 0, . . . , nT (which corresponds to an
error of approximately 5%) to the solution x∗(t) of the OCP (14.1) for γ1 = 0.5, γ2 = 0.5,
p1 = p2 = 0.1. We use simulated measurements throughout this chapter since they allow
a better investigation of the proposed direct all-at-once approach for hierarchical dynamic
optimization problems (cf. Chapter 5). The simulated measurements are denoted by
η = [(η0,1, η0,2, η0,3) , . . . , (ηnT ,1, ηnT ,2, ηnT ,3)]
ᵀ ∈ R(nT+1)×3, (14.2)
with nT = 20 and measurement times τi :=
i
nT
∀i = 0, . . . , nT . The measurement values are
illustrated in Figure 14.1. The parameter estimation problem with (14.1) and conditions














−γ1 m(1) + γ2 q0
subject to 0 = z˙(t)− q0v(t), t ∈ [0, 1]
0 = v˙(t)− q0(u(t)− p1v(t)2)/m(t), t ∈ [0, 1]
0 = m˙(t) + q0p2u(t)
2, t ∈ [0, 1]
0 = z(0), 0 = v(0), 0 = m(0)− 1
0 = z(1)− 10, 0 = v(1)− 1
0 ≤ 1− u(t) t ∈ [0, 1]
0 ≤ 1 + u(t) t ∈ [0, 1]




Chapter 14. Hierarchical dynamic optimization for a new set of benchmark problems














































Figure 14.1.: Simulated measurements of the solution x of (14.1) (circles), differential states
x and control u in the solution of the OCP (14.1) (dashed line) and in the
solution of the hierarchical formulation (14.3) (solid line).
where γ2 is set to a fix value (instead of requiring γ1 + γ2 = 1), which can be done if
we know that the true value of γ2 is not zero. We now solve the parameter estimation
problem (14.3), which is constrained by (14.1) and additional constraints on γ1 and γ2 with
the direct all-at-once approach described in Chapter 5 and implemented in ParaOCP (cf.
Chapter 9). As initial values, we use the solution of the OCP (14.1) based on a guess of
the unknowns γ1, p1 and p2. Our guess is γ1 = 0.7 and p1 = p2 = 0.15. The resulting
values for the differential states, the control, the control value and the Lagrange multipliers
are used as initial values for (14.3). The termination tolerance for filterSQP is 1E-04,
we use a Gauß-Newton Hessian approximation and a dense representation of the constraint
Jacobian (due to the relatively small problem). The exact setting in ParaOCP is given in
Table 14.1. The differential states and the control in the solution of (14.3) are illustrated
in Figure 14.1. The direct all-at-once approach described in Chapter 5 converges after 145
iterations with an objective value of 2.4714E+01 and q0 = 5.2265E+00. The values of the
upper-level variables of (14.3) in the solution are γ1 = 5.7131E-01, p1 = 9.5561E-02 and
p2 = 1.0532E-01, and the computation time is 8.8791E+00 s. The results of (14.3) solved
with ParaOCP are summarized in Table 14.2.
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Solution of (14.3)
objective value 2.4714E+01
γ1 (true value: 0.5) 5.7131E-01
p1 (true value: 0.1) 9.5561E-02
p2 (true value: 0.1) 1.0532E-01
q0 (OCP: q0 = 5.2663E+00) 5.2265E+00
comp. time in s 8.8791E+00
# iterations 145
Table 14.2.: Summary of the solution of (14.3) obtained with ParaOCP.
14.3. The Rayleigh example
In this section, we consider the performance of a Rayleigh problem formulated as an OCP
from [MO02]. We consider a tunnel-diode oscillator as illustrated in Figure 14.2 with the
induction L, the capacity C, the resistance R, the electric current I and the diode D. The
differential state x0(t) denotes the electric current and the second differential state x1(t)
denotes the derivative of the first differential state with respect to t. We furthermore have
a scalar control function u(t), which describes the transformation of the voltage V0 at the









Figure 14.2.: Illustration of a tunnel-diode oscillator after [MO02].








subject to 0 = x˙0(t)− q0x1(t), t ∈ [0, 1]
0 = x˙1(t) + q0
(
x0(t)− x1(t)(1.4− 0.14x1(t)2)− 4u(t)
)
, t ∈ [0, 1]
−5 = x0(0), −5 = x1(0),
0 = x0(1), 0 = x1(1)
0 ≤ 1− u(t), t ∈ [0, 1]
0 ≤ 1 + u(t), t ∈ [0, 1].
(14.4)
As in the last section, (14.4) is formulated based on a fix time horizon [0, 1] with t ∈ [0, 1],
and q0 is a control value representing the variable length of the true time horizon of the
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OCP (14.4) Hier. problem (14.6)
# eq. sized multiple shooting intervals 100 100
# eq. sized control discr. intervals 100 100
control discretization type piecew. const. piecew. const.
# equid. measurement times – 101 (= nT + 1)
constraint Jacobian representation sparse sparse
termination tolerance filterSQP 1E-04 1E-04
upper-level Hessian type fin. diff. Gauß-Newton
lower-level Hessian type – efficient Hessian calculations
integration tolerance 1E-05 1E-05
Table 14.3.: Overview of the exact setting used in ParaOCP to solve the OCP (14.4) and
the hierarchical problem (14.6).
process. Problem (14.4) is of special interest since Maurer et al. analyze the solution of the
OCP (14.4) in detail for γ1 = 0, γ2 = 1 and γ1 = 1/16, γ2 = 1 in [MO02] using the code
BNDSCO (cf. [OG89]), and for the first one of these settings, the authors cannot verify
second-order sufficient conditions, which indicates that this is just a stationary point and
no local minimum. We are now interested in whether our direct-all-at-once approach, which
identifies γ1 and γ2 in (14.4) based on simulated measurements using γ1 = 1/16, γ2 = 1, is
attracted by γ1 = 0, γ2 = 1.
The algorithmic setting used in ParaOCP for solving (14.4) with γ1 = 1/16, γ2 = 1
is summarized in Table 14.3. The differential states x and the control u in the solution
of (14.4) are shown in Figure 14.3. In the solution of (14.4), we have an objective value
of 4.5004E-01 and q0 = 4.5361E+00. We now simulate measurements for the differential
states x adding normally distributed random numbers with mean 0 and standard deviations
σi1 = 0.05 · 3, σi2 = 0.05 · 2 ∀i ∈ 0, . . . , nT (which corresponds to an error of approximately
5%) with nT = 100 to the solution x
∗(t) of the OCP (14.4) for γ1 = 1/16, γ2 = 1. The
simulated measurements are denoted by
η = [(η0,1, η0,2) , . . . , (ηnT ,1, ηnT ,2)]
ᵀ ∈ R(nT+1)×2 (14.5)
with measurement times τi :=
i
nT
∀i = 0, . . . , nT , and are illustrated in Figure 14.3. The




















subject to 0 = x˙0(t)− q0x1(t), t ∈ [0, 1]
0 = x˙1(t) + q0
(
x0(t)− x2(t)(1.4− 0.14x2(t)2)− 4u(t)
)
, t ∈ [0, 1]
0 = x0(0), −5 = x1(0),
0 = x0(1), 0 = x1(1)
0 ≤ 1− u t ∈ [0, 1]
0 ≤ 1 + u t ∈ [0, 1]
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Figure 14.3.: Simulated measurements of the solution x of (14.4) (circles), differential states
x and control u in the solution of the OCP (14.4) (dashed line) and in the
solution of the hierarchical formulation (14.6) (solid line).
where γ2 is set to a fix value (instead of requiring γ1 + γ2 = 1) since we know that the true
value of γ2 is not zero. We now solve the hierarchical problem (14.6) with ParaOCP. As
initial values, we use the solution of the OCP (14.4) based on a guess of the unknown γ1. As
mentioned above, Maurer et al. report in [MO02] a solution of (14.4) found by BNDSCO
for γ1 = 0, γ2 = 1, which might be no local minimum. The measurements used in (14.6) are
generated based on γ1 = 1/16, γ2 = 1, and we now choose our initial guess close to 0 using
γ1 = 0.01 to check if our method described in Chapter 5 is attracted by the solution of
(14.6) corresponding to γ1 = 0, γ2 = 1, which might be no local minimum of the lower-level
problem. The OCP (14.4) is solved for γ1 = 0.01, γ2 = 1 and the resulting values for the
differential states, the control, the control value and the Lagrange multipliers are used as
initial values for (14.6). The exact setting in ParaOCP for solving (14.6) is summarized
in Table 14.3. The differential states and the control in the solution of (14.6) are illustrated
in Figure 14.3. The direct all-at-once approach described in Chapter 5 converges after 45
iterations. Further details of the solution of (14.6) are provided in Table 14.4.
We furthermore observe that the direct-all-at-once approach implemented in ParaOCP
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Solution of (14.3)
objective value 9.2207E+01
γ1 (true value: 6.25E-02) 6.0661E-02
q0 (OCP: q0 = 4.5361E+00) 4.5392E+00
comp. time in s 6.0839E+00
# iterations 45
Table 14.4.: Summary of the solution of (14.6) obtained with ParaOCP.
applied to (14.6) is not attracted to the solution of (14.6) corresponding to γ1 = 0, even if
we use initial values for the parameters, the differential states, the control, the control value
and the Lagrange multipliers corresponding to a solution of (14.4) for γ1 = 0.01, γ2 = 1.
14.4. The Reeds-Shepp car example
In this section, we consider the well-known Reeds-Shepp model, which is discussed in many
articles as, e.g, in [DS13] and originates from the article Optimal paths for a car that goes
both forwards and backwards by J. A. Reeds and L. A. Shepp [RS90]. Reeds et al. describe
the motion of a car in a plane with three degrees of freedom (DOFs): the position at time
t in a plane is described by (x0(t), x1(t)), and the orientation of the car at time t is given
by the angle x2(t) as illustrated in Figure 14.4.
The Reeds-Shepp car is of particular interest since it is the basis of the model of the
dynamics of human overall locomotion path generation in [KML10], which is used to identify
the objectives of human path generation via inverse optimal control with a bilevel approach
(cf. Chapter 4).
We consider the following OCP:
minimize
x,u,q
γ1 q0(t) + γ2q0
∫ 1
0 u0(t)




subject to 0 = x˙0(t)− q0 cos(x2(t))u0(t), t ∈ [0, 1]
0 = x˙1(t)− q0 sin(x2(t))u0(t), t ∈ [0, 1]
0 = x˙2(t)− q0u1(t), t ∈ [0, 1]
0 = x0(0), 0 = x1(0), 0 = x2(0)− pi2
0 = x0(1)− 1, 0 = x1(1)− 1, 0 = x2(1)− 1
0 ≤ 1− u0(t), 0 ≤ 1− u1(t), t ∈ [0, 1]
0 ≤ 1 + u0(t), 0 ≤ 1 + u1(t), t ∈ [0, 1],
(14.7)
with the controls u0(t), u1(t) and the control value q0 describing the duration of the process.
The objective of (14.7) is a weighted sum of three subcriteria describing the duration of the
process, the integral over the squared control u0 and the integral over the squared control
u1.
Problem (14.7) is solved with ParaOCP using 20 equally sized multiple shooting intervals
and a termination tolerance for filterSQP of 1E-4. Further details of the algorithmic
setting in ParaOCP are given in Table 14.5.
The differential states and the controls in the solution of (14.7) for γ1 = 1/3, γ2 = 1/3,
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Figure 14.4.: Illustration of the Reeds-Shepp car in a plane and it’s degrees of freedom (cf.
[DS13, RS90]).
and γ3 = 1/3 are shown in Figure 14.5, the control value in the solution of (14.7) is
q0 = 2.1140E+00, and the objective value is 1.4247E+00.
We generate measurements for the differential states x adding normally distributed ran-
dom numbers with mean 0 and standard deviations σi1 = 0.05 · 0.6, σi2 = 0.05 · 0.6, σi3 =
0.05 · 1 ∀i ∈ 0, . . . , nT (which corresponds to an error of approximately 5%) to the solution






, . . . , (ηnT ,1, ηnT ,2, ηnT ,3)
ᵀ] ᵀ ∈ R(nT+1)×3, (14.8)
with nT = 20 and measurement times τi :=
i
nT
∀i = 0, . . . , nT . The measurement values are
illustrated in Figure 14.5. The parameter estimation problem with (14.7) and conditions























subject to 0 = x˙0(t)− q0 cos(x2(t))u0(t), t ∈ [0, 1]
0 = x˙1(t)− q0 sin(x2(t))u0(t), t ∈ [0, 1]
0 = x˙2(t)− q0u1(t), t ∈ [0, 1]
0 = x0(0), 0 = x1(0), 0 = x2(0)− pi2
0 = x0(1)− 1, 0 = x1(1)− 1, 0 = x2(1)− 1
0 ≤ 1− u0(t), 0 ≤ 1− u1(t), t ∈ [0, 1]
0 ≤ 1 + u0(t), 0 ≤ 1 + u1(t), t ∈ [0, 1]
0 ≤ γ1, γ2, γ3
γ3 = 1/3,
(14.9)
where γ3 is set to a fix value (instead of requiring γ1 + γ2 + γ3 = 1) since we know that
γ3 6= 0.
We now solve the parameter estimation problem (14.9) with ParaOCP. As in the pre-
vious sections, we use the solution of the OCP (14.7) based on a guess of the unknowns
γ1, γ2 and γ3 as initial values for solving (14.9). Our guess is γ1 = 1. and γ2 = 0.1. The
resulting values for the differential states, the controls, the control value and the Lagrange
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OCP (14.7) Hier. problem (14.9)
# eq. sized multiple shooting intervals 20 20
# eq. sized control discr. intervals 20 20
control discretization type piecew. const. piecew. const.
# equid. measurement times – 21 (= nT + 1)
constraint Jacobian representation sparse sparse
termination tolerance filterSQP 1E-04 1E-04
upper-level Hessian type fin. diff. Gauß-Newton
lower-level Hessian type – efficient Hessian calculations
integration tolerance 1E-05 1E-05
Table 14.5.: Overview of the exact setting used in ParaOCP to solve the OCP (14.7) and
the hierarchical problem (14.9).
multipliers are used as initial values for (14.9). Further details about the algorithmic set-
ting in ParaOCP are provided in Table 14.5. The differential states and the controls in
the solution of (14.9) are illustrated in Figure 14.5. The direct all-at-once approach de-
scribed in Chapter 5 converges after 102 iterations with an objective value of 2.6106E+01
and q0 = 2.2101E+00. The values of the upper-level variables of (14.9) in the solution and
further details are given in Table 14.6.
Solution of (14.9)
objective value 2.6106E+01
γ1 (true value: 1/3) 3.0932E-01
γ1 (true value: 1/3) 3.4398E-01
q0 (OCP: q0 = 2.1140E+00) 2.2101E+00
comp. time in s 2.3945E+00
# iterations 102
Table 14.6.: Summary of the solution of (14.9) obtained with ParaOCP.
14.5. The polar robot example
The polar robot we consider in this section is modeled as a simple multibody system and
has already been described in Section 13.4. The multibody-system model of the polar robot
is based on the models analyzed in [Ste87, Mom01]. For the sake of completeness, we briefly
recall the problem formulation. The robot we consider has three DOFs, (ϕ1, ϕ2, r), which
are illustrated in Figure 13.4 and performs optimal point-to-point trajectories. In total, we
have six differential states
x(t) := (x0(t), x1(t), x2(t), x3(t), x4(t), x5(t))
ᵀ
= (ϕ1(t), ϕ2(t), r(t), ϕ˙1(t), ϕ˙2(t), r˙(t))
ᵀ (14.10)
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OCP (14.11) Hier. problem (14.14)
# eq. sized multiple shooting intervals 6 6
# eq. sized control discr. intervals 6 6
control discretization type piecew. const. piecew. const.
# equid. measurement times – 7 (= nT + 1)
constraint Jacobian representation dense dense
termination tolerance filterSQP 1E-04 1E-04
upper-level Hessian type fin. diff. Gauß-Newton
lower-level Hessian type – efficient Hessian calculations
integration tolerance 1E-05 1E-05
Table 14.7.: Overview of the exact setting used in ParaOCP to solve the OCP (14.11) and
the hierarchical problem (14.14).
and three controls u(t) := (u0(t), u1(t), u2(t))
ᵀ
describing the torques acting on (ϕ1, ϕ2, r),
respectively. Optimal point-to-point trajectories of the robot can be described as the solu-







2 dt + γ2 q0
subject to x¨(t) = f(x(t), u(t), q), t ∈ [0, 1]
x0(0) = 0, x1(0) = 0, x2(0) = 0.7
x3(0) = 0, x4(0) = 0, x5(0) = 0
x0(1) = 0, x1(1) = 0, x2(1) = −0.1
x3(1) = 0, x4(1) = 0, x5(1) = 0
−1 ≤ x0(t) ≤ 1, −1 ≤ x1(t) ≤ 1, −0.5 ≤ x2(t) ≤ 0.7, t ∈ [0, 1]
−5 ≤ x3(t) ≤ 5, −5 ≤ x4(t) ≤ 5, −6 ≤ x5(t) ≤ 6, t ∈ [0, 1]
−1000 ≤ u0(t) ≤ 1000, t ∈ [0, 1]
−1500 ≤ u1(t) ≤ 1500, t ∈ [0, 1]
−1000 ≤ u2(t) ≤ 1000, t ∈ [0, 1].
(14.11)
As in the last sections, (14.11) is formulated based on a fix time horizon [0, 1], and q0 is a
control value representing the variable length of the true time horizon of the motion. The













where the argument t is skipped for a compact presentation. Problem (14.11) is solved
with ParaOCP using 6 equally sized multiple shooting intervals, with γ1 = 2., γ2 =
1E+4 · 1., L = 0.75 and a termination tolerance for filterSQP of 1E-04. Further details
of the algorithmic setting in ParaOCP are given in Table 14.7. The differential states and
the controls in the solution of (14.11) for γ1 = 2., γ2 = E + 04 · 1., and L = 0.75 are shown
in Figure 13.7, the control value in the solution of (14.11) is q0 = 1.2595E+00, and the
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objective value is 1.2964E+04. The motion of the polar robot in the solution of (14.11) is
shown in Figure 14.6.
We generate measurements for the differential states x adding normally distributed ran-
dom numbers with mean 0 and standard deviations σi1 = 0.05 · 0.2, σi2 = 0.05 · 0.2, σi3 =
0.05 · 0.2 ∀i ∈ 0, . . . , nT and σi4 = 0.05 · 1., σi5 = 0.05 · 1., σi6 = 0.05 · 1. ∀i ∈ 0, . . . , nT to
the solution x∗(t) of the OCP (14.11) for γ1 = 2., γ2 = 1E+4, and L = 0.75 and denote the
measurement values by
η = [(η0,1, η0,2, η0,3, η0,4, η0,5, η0,6) , . . . ,




with η ∈ R(nT+1)×3, nT = 6 and measurement times τi := inT ∀i = 0, . . . , nT . The
measurement values are illustrated in Figure 13.7. The parameter estimation problem with


















2 dt + γ2 q0
subject to x¨(t) = f(x(t), u(t), q), t ∈ [0, 1]
x0(0) = 0, x1(0) = 0, x2(0) = 0.7
x3(0) = 0, x4(0) = 0, x5(0) = 0
x0(1) = 0, x1(1) = 0, x2(1) = −0.17
x3(1) = 0, x4(1) = 0, x5(1) = 0
−1 ≤ x0(t) ≤ 1, −1 ≤ x1(t) ≤ 1, ∀t ∈ [0, 1]
−0.5 ≤ x2(t) ≤ 0.7, −5 ≤ x3(t) ≤ 5, ∀t ∈ [0, 1]
−5 ≤ x4(t) ≤ 5, −6 ≤ x5(t) ≤ 6, ∀t ∈ [0, 1]
−1000 ≤ u0(t) ≤ 1000, ∀t ∈ [0, 1]
−1500 ≤ u1(t) ≤ 1500, ∀t ∈ [0, 1]
−1000 ≤ u2(t) ≤ 1000, ∀t ∈ [0, 1]
0 ≤ γ1, γ2
γ2 = 1E+04,
(14.14)
where γ2 is set to a fix value since we know that the true value of γ2 is not zero.
We now solve the hierarchical problem (14.14) with ParaOCP. As initial values, we
use the solution of the OCP (14.11) based on a guess of the unknowns γ1 and L. The
OCP (14.11) is solved for γ1 = 2.3, γ2 = 1E+04, L = 1.5, and the resulting values for the
differential states, the controls, the control value and the Lagrange multipliers are used as
initial values for (14.14). The exact setting in ParaOCP for solving (14.14) is summarized
in Table 14.7. The differential states and the controls in the solution of (14.14) are illustrated
in Figure 13.7. The direct all-at-once approach described in Chapter 5 converges after 649
iterations. Further details of the solution of (14.14) are provided in Table 14.8.
14.6. Bilevel approaches applied to the Reeds-Shepp car
example
In the last section of this chapter, we discuss the numerical performance of the bilevel
approaches described in Chapter 7 for identifying the objective of an optimal motion of the
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Solution of (14.14)
objective value 1.0522E+01
γ1 (true value: 2.) 2.2815E+00
L (true value: 0.75) 7.3888E-01
q0 (OCP: q0 = 1.2595E+00) 1.2698E+00
comp. time in s 4.3294E+01
# iterations 649
Table 14.8.: Summary of the solution of (14.14) obtained with ParaOCP.
Reeds-Shepp car analyzed in Section 14.4. We first show the performance of the derivative-
free optimization (DFO) technique explained in Section 7.2 and then discuss the results of
the trust region bundle approach described in Section 7.3. The performance of both bilevel
approaches is compared to the results of the direct all-at-once approach from Chapter 5.





























subject to 0 = x˙0(t)− q0 cos(x2(t))u0(t), t ∈ [0, 1]
0 = x˙1(t)− q0 sin(x2(t))u0(t), t ∈ [0, 1]
0 = x˙2(t)− q0u1(t), t ∈ [0, 1]
0 = x0(0), 0 = x1(0), 0 = x2(0)− pi2
0 = x0(1)− 1, 0 = x1(1)− 1, 0 = x2(1)− 1
0 ≤ 1− u0(t), 0 ≤ 1− u1(t), t ∈ [0, 1]
0 ≤ 1 + u0(t), 0 ≤ 1 + u1(t), t ∈ [0, 1]
0 ≤ γ1, γ2, γ3
γ3 = 1/3,
(14.15)
which is closely related to the problem described in Section 14.4. In this section, we simulate
measurements for the differential states x and the controls u by adding normally distributed
random numbers with mean 0 and standard deviations σxi1 = 0.05·0.6, σxi2 = 0.05·0.6, σxi3 =
0.05 · 1 ∀i ∈ 0, . . . , nT to the solution x∗(t) of the OCP (14.7) for γ1 = 1/3, γ2 = 1/3, and
γ3 = 1/3 and by adding normally distributed random numbers with mean 0 and standard
deviations σui1 = 0.05 · 0.5, σui2 = 0.05 · 0.2 ∀i ∈ 0, . . . , nT − 1 to the solution u∗(t) of the




























)] ᵀ ∈ RnT×2 (14.17)
with nT = 20 and measurement times τi :=
i
nT
∀i = 0, . . . , nT . The reason for including
measurements of the control u is to show that in principle, both bilevel approaches work.
If we do not add measurements of the control, both bilevel approaches have serious trouble
with finding a solution, which is discussed at the end of this section.
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Constants in POUNDerS Value
for solving the upper-level problem of (14.15)
# equid. measurement times 21
maximum number of function evaluations 1000
tolerance for the `2-norm of the model gradient 1E-04
positive trust region radius 10
number of objective function values known in advance 0
Table 14.9.: Overview of the algorithmic setting used in POUNDerS for solving the upper-
level problem of (14.15).
The derivative-free optimization approach
The DFO technique by Wild et al. [Wil08, KLM+10, MW09] explained in Section 7.2
is implemented in the software package POUNDerS (Practical Optimization Using No
DERivatives with Squares) and used to solve the upper-level problem of (14.15). In each
iteration of the DFO method, the lower-level OCP of (14.15) is solved with ParaOCP
described in Chapter 9. The algorithmic setting used in POUNDerS and in ParaOCP is
summarized in Table 14.9 and 14.10, respectively. We choose (1., 0.1) as initial values for
Constants in ParaOCP Value
for solving the lower-level OCP of (14.15)
# eq. sized multiple shooting intervals 20
# eq. sized control discr. intervals 20
control discretization type piecew. const.
constraint Jacobian representation sparse
termination tolerance filterSQP 1E-05
Hessian type finite differences
integration tolerance 1E-06
Table 14.10.: Overview of the algorithmic setting used in ParaOCP for solving the lower-
level OCP in (14.15).
the upper-level variables (γ1,γ2). As initial values for the differential states x, the controls
u and the control value q0 in ParaOCP for solving the lower-level OCP of (14.15) in each
iteration of the DFO method, we use the solution of the lower-level OCP of (14.15) for
γ1 = 1 and γ2 = 0.1. The differential states and the controls in the solution of (14.15)
obtained using the DFO technique for solving hierarchical dynamic optimization problems
are shown in Figure 14.8.
Furthermore, Figure 14.8 compares the result of the DFO technique applied to (14.15)
to the result of (14.15) obtained with the direct all-at-once approach from Chapter 5 using
ParaOCP with the settings summarized in Table 14.5 with one change: we use the same
integration tolerance as in the DFO approach, which is 1E-06 (DAAO in the legend of
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DFO method Direct all-at-once approach
objective value 4.3929E-01 4.3929E-01
γ1 (true value: 1/3) 3.3503E-01 3.3404E-01
γ2 (true value: 1/3) 3.3265E-01 3.3570E-01
q0 (OCP: q0 = 2.1140E+00) 2.1158E-00 2.1157E+00
# iterations 53 123
comp. time in s 6.9023E+01 3.2799E+00
Table 14.11.: Overview of the solution of (14.15) obtained with the DFO method from
Section 7.2 and the direct all-at-once approach from Chapter 5.
Figure 14.8 stands for the direct all-at-once approach). As initial values for the differential
states x, the controls u, the control value q0 and the Lagrange multipliers of the discretized
lower-level OCP we us the solution of (14.7) for γ1 = 1. and γ2 = 0.1. As reference, Figure
14.8 also shows the solution of the OCP (14.7) for γ1 = 1/3, γ2 = 1/3 and γ3 = 1/3.
Table 14.11 contains the resulting upper-level variables, the control value, the upper-level
objective value and the computation time of the DFO method and the direct all-at-once
approach in the solution of (14.15). The results presented above serve as proof of concept
that the DFO approach for solving hierarchical dynamic optimization problems stated in
Section 7.2 works in general. However, we observe the following:
• The performance of the DFO method is very sensitive with respect to the choice of
the initial trust region radius.
• If we do not use measurements for the controls in (14.15) and choose, e.g., (0.1, 0.1),
(1, 1) or (10, 10) as initial values for (γ1, γ2), the DFO method converges to a point
close to the initial value after often more than 100s. If we use, e.g., (10, 10) as ini-
tial value for (γ1, γ2) (and (1/3, 1/3) is the true value) and just measurements of the
differential states with the standard deviations stated above, the DFO method con-
verges to (9.3950E+00, 9.1035E+00) after 1.4108E+02s with an upper-level objective
value of 5.2201E+01. With the direct all-at-once approach from Chapter 5, we ob-
tain γ1 = 3.1982E-01 and γ2 = 3.3463E-01, also without using measurements of the
controls and with the same initial value (10, 10) for (γ1, γ2) in 3.8186E+00s (and the
remaining setting as above).
• For (14.15), which is a relatively small hierarchical dynamic optimization problem
with only two upper-level variables, the computation time of the DFO method is
already around 20 times larger than the one of direct all-at-once approach. We note
that the majority of computation time is spent to solve the lower-level OCP, which is
done with the C/C++ code ParaOCP. Hence, we do not expect significant changes
in the computation times if POUNDerS would have been implemented in C/C++
instead of Matlab.
• The DFO method seems to be less robust with respect to the initial values of the
upper-level variables and with respect to the amount/quality of measurement data,
which might be due to the lack of derivative information.
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Constants in the trust region bundle method Value
for solving the upper-level problem of (14.15)
# equid. measurement times 21
maximum number of subgradients (bundle size, Jmax in Section 7.3) 5
termination tolerance ( in Section 7.3) 1E-04
initial trust region radius (t0 in Section 7.3) 0.2
parameter to update trust region (ρ in Section 7.3) 0.3
m1,m2,m3, ν from Section 7.3 0.1, 0.2, 0.9, 0.1
Table 14.12.: Overview of constants used in the trust region bundle method for solving the
upper-level problem of (14.15).
• However, the general advantage of bilevel approaches is that they avoid the comple-
mentarity constraints that has to be treated in the framework of the direct all-at-once
approach if inequality constraints are present.
• Another advantage of the DFO approach is that it allows to use a black box optimal
control model, i.e. a black box OCP solver can be used to solve the lower-level OCP.
However, a reliable OCP solver is crucial for the success of this bilevel approach.
To sum up, the disadvantages of using a DFO-based bilevel approach outweigh the advan-
tages by far.
The trust region bundle approach
We now solve the hierarchical dynamic optimization problem (14.15) using the simulated
measurements (14.16) and (14.17) with the trust region bundle technique stated in Sec-
tion 7.3. We have implemented the bundle idea of Zowe and Schramm [SZ92] with some
extensions described in Section 7.3 in Matlab. The main constants used within the bun-
dle method are shown in Table 14.12. In each iteration of the bundle method applied to
(14.15), the lower-level OCP is solved with ParaOCP using the settings summarized in
Table 14.10. For the upper-level variables γ1 and γ2, we use γ1 = 1. and γ2 = 0.1 as initial
values. As initial values for the differential states x, the controls u and the control value
q0 in ParaOCP for solving the lower-level OCP of (14.15) in each iteration of the bundle
method, we use the solution of the lower-level OCP of (14.15) for γ1 = 1. and γ2 = 0.1.
The differential states and the controls in the solution of (14.15) obtained using the bundle
approach are shown in Figure 14.8.
Furthermore, Figure 14.8 compares the result of the bundle approach applied to (14.15) to
the solution of (14.15) obtained with the direct all-at-once approach from Chapter 5 using
ParaOCP with the settings summarized in Table 14.5. As already described above, we use
the differential states x, the controls u, the control value q0 and the Lagrange multipliers of
the discretized lower-level OCP in the solution of (14.7) for γ1 = 1. and γ2 = 0.1 as initial
values for the direct all-at-once approach. Table 14.13 shows the upper-level variables,
the control value, the upper-level objective value and the computation time of the bundle
method and the direct all-at-once approach in the solution of (14.15). We note that the
majority of computation time is spent to solve the lower-level OCP, which is done with the
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Bundle method Direct all-at-once approach
objective value 4.3929E-01 4.3929E-01
γ1 (true value: 1/3) 3.3509E-01 3.3404E-01
γ1 (true value: 1/3) 3.3265E-01 3.3570E-01
q0 (OCP: q0 = 2.1140E+00) 2.1158E-00 2.1157E+00
# iterations 30 123
comp. time in s 5.0612E+02 3.2799E+00
Table 14.13.: Overview of the solution of (14.15) obtained with the bundle method from
Section 7.3 and the direct all-at-once approach from Chapter 5.
C/C++ code ParaOCP. Hence, we do not expect significant changes in the computation
times if the bundle method would have been implemented in C/C++ instead of Matlab.
The results for the bundle method applied to (14.15) presented above serve as proof of
concept that the bundle approach for solving hierarchical dynamic optimization problems
stated in Section 7.3 works in general. We observe the following:
• Our implementation of the bundle method from [SZ92] is very sensitive with respect
to the algorithmic setting (like, e.g., the choice of the initial trust region).
• The bundle idea presented in [SZ92] does not include bounds on the variables. This
is not a problem for the results presented in this section, since we start relatively
close to the solution and γ1 and γ2 stayed positive throughout the iterations, but for
a more detailed study with initial values far away from the solution, one would have
to include bounds in the algorithm presented in Section 7.3.
• The bundle method seems to be very sensitive with respect to the measurement data.
If we do not include measurements for the controls, the bundle method converges to
a point very close to the initial value, whereas this is not a problem for the direct
all-at-once approach (see Section 14.4).
• For (14.15), the computation time of the bundle method is already around 150 times
larger than the one of the direct all-at-once approach. One reason for that is certainly
the computation of the gradient of the upper-level objective, which is currently done
with finite differences. However, the difference between the computation times of the
direct all-at-once approach and the bundle method is that large that we do not expect
a computation time of a few second of the bundle method for (14.15), even if the
derivatives are computed in a more efficient way.
• As for the DFO approach, the general advantage of bilevel methods is that they avoid
the complementarity constraints that has to be treated in the framework of the direct
all-at-once approach if inequality constraints are present.
• A further advantage of the bundle approach with its current gradient implementation
is that it allows to use a black box OCP model, i.e. a black box OCP solver can be
used to solve the lower-level OCP.
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As for the DFO approach, the disadvantages of using a bundle-based bilevel approach
outweigh the advantages by far.
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Figure 14.5.: Simulated measurements of the solution x of (14.7) (circles), differential states
x and controls u in the solution of the OCP (14.7) (dashed line) and in the
solution of the hierarchical formulation (14.9) (solid line).
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t = 1/6
t = 2/6 t = 3/6
t = 4/6 t =5/6
t = 6/6
t = 0
Figure 14.6.: The motion of the polar robot in the solution of (14.11) (using Javf for the
visualization [Win99]).
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Figure 14.7.: Simulated measurements of the solution x of (14.11) (circles), differential
states x and controls u in the solution of the OCP (14.11) (dashed line) and
in the solution of the hierarchical formulation (14.14) (solid line).
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Figure 14.8.: Illustration of the differential states and the controls in the solution of (14.15)
obtained by the DFO approach from Section 7.2, the bundle method from
Section 7.3 and the direct all-at-once approach (DAAO) from Chapter 5. Fur-
thermore, the solution of (14.7) for γ1 = γ2 = γ3 = 1/3 is shown as reference
(dash-dot line), and measurements (14.16) and (14.17) are plotted (circles).
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Chapter 15.
Estimating parameters in cerebral palsy
and healthy gait models from real-world
data
In this chapter, we solve a large-scale hierarchical dynamic optimization problem to estimate
parameters in an optimal control model for a cerebral palsy patient from real-word motion
capture data from the Heidelberg MotionLab in the Department of Orthopedic Surgery
of the Heidelberg University Clinic in Heidelberg, Germany, based on the optimal control
model derived in Section 12.2. We furthermore estimate parameters in an optimal control
model for an able-bodied subject based on the optimal control model derived in Section
12.3, also from motion capture data from the Heidelberg MotionLab. The results are
discussed in detail in the last section of this chapter. We start with a description of the
motion capture data provided by the Heidelberg MotionLab.
15.1. Motion capture data from the Heidelberg MotionLab
In general, motion capture describes the process of recording a movement and has its origin
in the field of biomechanics. Nowadays, tracking systems are not just used in biomechanics,
but also in fields like gaming, virtual reality, or animation. In this thesis, we use data
recorded with the Vicon motion capture system, which is one of the leading state-of-the-
art marker tracking systems produced by Vicon Motion Systems [VIC13]. The data is
collected at the Heidelberg MotionLab (more details can be found in Section 11.1 or in
[Wol93]). The setup of the Vicon motion capture system in the Heidelberg MotionLab
is shown in the left picture of Figure 15.1 with high-resolution cameras installed all over
the room, which capture the position of the reflecting markers on the subject’s skin over
time. The second picture in Figure 15.1 shows the placement of the reflecting markers on
the subject’s skin. The correct positioning of the markers is highly important for achieving
accurate data. The markers are placed at specific locations, which are easily identifiable
and close to joints/bones. The exact placement is described in the Vicon manual. After
recording the motion, the data can be processed and labeled in Vicon Workstation,
which is a software package supplied by Vicon with the hardware setup. Figure 15.2 shows
the recorded markers in Vicon Workstation as stick figure. Furthermore, Figure 15.2 shows
joint centers, which are computed based on the collected information (static and dynamic
measurements) using the Plug-In-Gait model provided by Vicon. The raw and processed
motion capture data is stored in acquisition files in, e.g., c3d format.
We need to access the acquisition files in order to transform and process the collected
data such that the measurements can be used to estimate parameters in an optimal control
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Figure 15.1.: The Vicon motion capture system in the Heidelberg MotionLab (left pic-
ture) and a subject with motion capture markers attached to the skin (right
picture) provided by [Wol93].
model with the software package ParaOCP described in Chapter 9. For accessing the c3d
files from Vicon, we use the biomechanical toolkit BTK [BTK13], which is an open-source
cross-platform library for biomechanical analysis. BTK allows to read, write and modify
acquisition files in, e.g., c3d format using the C++, Matlab or Scilab interface.
In this thesis, we use Vicon motion capture data of one gait cycle of a cerebral palsy (CP)
patient and of an able-bodied subject provided by the Heidelberg MotionLab including
• the position of lower-body and torso markers in the global coordinate system (cf.
Chapter 10)
• static measurements used in Chapter 12 including quantities like body mass, body
height and local angle offsets determining the neutral zero joint position explained in
Chapter 10 of the respective subject
• joint centers computed based on the Vicon Plug-In-Gait model
• the global marker data expressed as local joint angles (cf. Chapter 10) based on the
Vicon Plug-In-Gait model,
which are extracted from the acquisition files in Matlab using BTK. We then use our own
implementation of an interface between BTK in Matlab and ParaOCP that transforms
the motion capture data into a format that can be accessed by ParaOCP.
15.2. Estimating parameters in an optimal control gait
model for a cerebral palsy patient
The goal of this section is to estimate the unknowns γ in the optimal control model for
a CP patient derived in Section 12.2 from motion capture measurements of the gait of
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a CP patient. Therefore, we use local joint angle information and global position and
orientation information of the patient’s pelvis provided by the motion capture system from
the Heidelberg MotionLab as measurements and denote these measurements by
η0 = [(η0,0,1, . . . , η0,0,24) , . . . , (η0,23,1, . . . , η0,23,24)]
ᵀ ∈ R24×24,
η2 = [(η2,0,1, . . . , η2,0,24) , . . . , (η2,27,1, . . . , η2,27,24)]
ᵀ ∈ R28×24,
η4 = [(η4,0,1, . . . , η4,0,24) , . . . , (η4,10,1, . . . , η4,10,24)]
ᵀ ∈ R11×24,
(15.1)
where the first index of η refers to the model stage, the second index to the measurement time
on this model stage, and the third index to the differential state that has been measured.




















































































































































, t ∈ [2, 3]
q1(1) = q0(1), q˙1(1) = q˙0,+(1), q2(1) = q1(1), q˙2(1) = q˙1(1),















































































0 ≤ [Tright(q2(t))]z , ∀t ∈ [1, 2)
0 = [Tright(q2(2))]z
0 ≥ [Gleft(q2(2))q˙2(2)]z
0 ≤ [Tleft(q4(t))]z , ∀t ∈ [2, 3]
C3

−1000 ≤ qk,i(t) ≤ 1000 i = {0, 1, 2}, k ∈ {0, . . . , 4}, ∀t ∈ Ik
−1.5 ≤ qk,i(t) ≤ 1.5 i = {3, . . . , 23}, k ∈ {0, . . . , 4}, ∀t ∈ Ik
−1000 ≤ q˙k,i(t) ≤ 1000 i = {0, . . . , 23}, k ∈ {0, . . . , 4}, ∀t ∈ Ik
−500 ≤ ui(t) ≤ 500 i = {0, . . . , 17}, k ∈ {0, . . . , 4}, ∀t ∈ Ik
0 ≤ q0 ≤ 10
0 ≤ q1 ≤ 10




q4,i(3) = qend,i, i = {0, . . . , 5}
Tleft(q4(3)) = Pfoot left end
(15.5)
∑4
i=1 γi = 1, γ ≥ 0, (15.6)
which contains the optimal control model for CP gaits derived and explained in Section






4 ) = (1E+03, 1E-04, 1, 1) to compensate for the
different orders of magnitude of the subcriteria. We briefly recall the main definitions used
in (15.2)-(15.6). Problem (15.2)-(15.6) includes five model stages (i.e. nS = 5): the first
single support phase of the right foot, the first transition stage, the single support phase of
the left foot, the second transition stage and the second single support phase of the right





ᵀ ∈ R48 on each model stage
k ∈ {0, . . . , 4}, where the first 24 differential states qk(t) are the DOFs of the multibody
system modeling the patient’s skeleton illustrated in Figure 12.2. We use Y ′X ′Z ′ Euler
angles and the following coordinate system:
The meaning of the first 24 differential states is explained in Table 15.1, where k ∈ {0, . . . 4}.
Diff. state Meaning
qk,0 – x-position of the pelvis in the global coordinate system
qk,1 – y-position of the pelvis in the global coordinate system
qk,2 – z-position of the pelvis in the global coordinate system
qk,3 – y-angle of the orientation of the pelvis in the global coordinate system
qk,4 – x-angle of the orientation of the pelvis in the global coordinate system
qk,5 – z-angle of the orientation of the pelvis in the global coordinate system
qk,6 – y-angle of the orientation of the right hip joint in the local frame
qk,7 – x-angle of the orientation of the right hip joint in the local frame
qk,8 – z-angle of the orientation of the right hip joint in the local frame
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qk,9 – y-angle of the orientation of the right knee joint in the local frame
qk,10 – x-angle of the orientation of the right knee joint in the local frame
qk,11 – z-angle of the orientation of the right knee joint in the local frame
qk,12 – y-angle of the orientation of the right ankle joint in the local frame
qk,13 – x-angle of the orientation of the right ankle joint in the local frame
qk,14 – z-angle of the orientation of the right ankle joint in the local frame
qk,15 – y-angle of the orientation of the left hip joint in the local frame
qk,16 – x-angle of the orientation of the left hip joint in the local frame
qk,17 – z-angle of the orientation of the left hip joint in the local frame
qk,18 – y-angle of the orientation of the left knee joint in the local frame
qk,19 – x-angle of the orientation of the left knee joint in the local frame
qk,20 – z-angle of the orientation of the left knee joint in the local frame
qk,21 – y-angle of the orientation of the left ankle joint in the local frame
qk,22 – x-angle of the orientation of the left ankle joint in the local frame
qk,23 – z-angle of the orientation of the left ankle joint in the local frame
Table 15.1.: Explanation of the differential states describing the DOFs of the underlying
multibody system in (15.2)-(15.6).
The remaining 24 differential states q˙k,0, . . . , q˙k,23 are the velocities corresponding to the
angles qk,0, . . . , qk,23. In (15.2)-(15.6), we use x := (x0, . . . , x4), which summarizes the
differential states on all model stages. The argument t of x, q, q˙ or u is sometimes skipped
for the sake of a compact presentation. We furthermore have 18 controls uk,0, . . . , uk,17,
which are the torques acting on the angles qk,6, . . . , qk,23. Problem (15.2)-(15.6) includes
three control values q0, q1 and q2, which describe the length of the model stages with the
index 0, 2 and 4, respectively. We have 24 equidistant measurement times on the first model
stage (k = 0):
τm0,i = i ·
1
24
, i ∈ {0, . . . , 23}, (15.7)
28 equidistant measurement times on the third model stage (k = 2):
τm2,i = 1 + i ·
1
28
, i ∈ {0, . . . , 27}, (15.8)
and 11 equidistant measurement times on the last model stage (k = 4):
τm4,i = 2 + i ·
1
10
, i ∈ {0, . . . , 10}. (15.9)
The upper-level parameter estimation objective of (15.2)-(15.6) contains the standard de-
viation σ. The standard deviations are the same for all measurements in (15.1) and are
therefore chosen to be 1 in the implementation of (15.2)-(15.6) in ParaOCP since the
objective function is scale invariant. The lower-level objective function of (15.2)-(15.6) con-
tains four subcriteria on each model stage weighted by the upper-level variables γ1, . . . , γ4,
which are to be determined from measurements in (15.2)-(15.6). Tright and Tleft describe
the potential contact points of the right and the left foot in the global coordinate system,
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Figure 15.2.: A visual representation of the collected marker data in the Vicon software.
and Thip right and Thip left denote the right and left hip joint in the global coordinate system
(details are explained in Section 12.2).
Block C1 of the constraints in (15.2)-(15.6) contains the differential algebraic equation
for each model stage derived in Section 12.2, and the transition conditions with two jumps
between the five model stages, where in (15.2)-(15.6), M(·) describes the mass matrix of the
underlying multibody system model, Gright(·) and Gleft(·) are the contact Jacobians of the
right and left foot, N(·) denotes the nonlinear forces, and ζright(·) and ζleft(·) the contact
Hessians.
The constraints in block C2 in (15.2)-(15.6) are explained in detail in Section 12.2 and,
e.g., implicitly determine the length of the single support phases. Block C3 contains bounds
on the differential states, the controls and the control values. Block C4 includes initial and
end values for the differential states. The first 24 differential states are fixed to qinitial at
t = 0, where qinitial contains motion capture data for the respective quantities at t = 0. At
t = 3, the location and the y- and x-orientation of the patient’s pelvis is fixed to motion
capture data for the respective quantities denoted by qend. Furthermore, the potential
contact point of the left foot is fixed to the corresponding measurement value denoted by
Pfoot left end.
All computations in this chapter are performed on a compute server with 4 Intel Quad
Core Xeon E7330 CPUs with 2.4 GHz and 128 GB RAM in total. We note that only one
core is used for our computations.
Problem (15.2)-(15.6) is now solved with ParaOCP. The exact setting used in ParaOCP
is summarized in Table 15.2. In total, we use 62 multiple shooting and control discretiza-
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tion intervals. The multiple shooting grid and the control discretization grid are equal to
the measurement grid (15.7)-(15.9). Table 15.2 states the number of multiple shooting in-
tervals per model stage. As initial guess for γ1, γ2, γ3, γ4, we use (9.7195E-01, 2.7770E-02,
1.3885E-04, 1.3885E-04). The lower-level OCP of (15.2)-(15.6) is a highly nonlinear multi-
stage problem, which requires very good initial values in order to converge to a solution.
Our experience is that just using the motion capture data and the force data provided by the
Vicon system as initial values is not sufficient. We have carefully generated initial data for
the lower-level problem of (15.2)-(15.6) by building homotopies between the motion capture
data and a set of initial data that leads to a solution of (15.2)-(15.6). The resulting values
are used as initial data for problem (15.2)-(15.6). The measurements (15.1), the differen-
tial states and the controls in the solution of (15.2)-(15.6) obtained with ParaOCP are
shown in Figures 15.3, 15.4, 15.5 and 15.6. The upper-level least-squares objective value,
the upper-level variables γ, the control values, the computation time and the number of
iterations is given in Table 15.3. An important observation is that for problem (15.2)-(15.6),
the direct all-at-once approach derived in Chapter 5 leads to infeasible quadratic programs
(QPs) as discussed in Chapter 8, and not even the lifting approach presented in Chapter 8
helps to tackle this problem. In order to solve problem (15.2)-(15.6), the complementarity
constraint (CC) (5.67) is added as exact `1-norm penalty to the upper-level objective func-
tion as described in, e.g., [BSSV06]. The complementarity constraint is an inner product
of two vectors of size 8406, where in the solution, the largest summand is 1.5771E-03 and
6530 of 8406 summands are zero. As penalty parameter, we use 1000. The penalty term is
expected to become zero is the solution for a penalty parameter that is sufficiently large.
However, our experience is that it is not possible to completely drive the CC to zero in the
solution (even for much larger penalty parameters), which might be due to scaling issues
related to the high-dimensional problem. The treatment of infeasible QP approximations
due to the lack of a constraint qualification in large-scale hierarchical dynamic optimization
problems, where lifting the problem formulation does not help is investigated in continuing
research. The upper-level least-squares objective value in the solution of (15.2)-(15.6) is
2.4723E+00, which corresponds to a mean squared error of 1.6351E-03. The one-level NLP
resulting from (15.2)-(15.6) includes 15654 variables and 7243 nonlinear constraints. Table
15.2 shows the values of γ in the solution of (15.2)-(15.6).
For the visualization of the patient’s gait described by the optimal control model identified
in (15.2)-(15.6), we us the C++ package MeshUp [Fel13]. MeshUp is a visualization tool
for multi-body systems rendering motions directly to videos or image sequences. Figures
15.7 and 15.8 show such image sequences in two perspectives. Each of the figures shows the
local joint angle information and global position and orientation information of the patient’s
pelvis provided by the motion capture system, and the derived optimal control gait model
(the solution of (15.2)-(15.6)) as overlay.
15.3. Estimating parameters in an optimal control gait
model for an able-bodied subject
In this section, we estimate parameters in an optimal control model for an able-bodied sub-
ject, also from motion capture data provided by the Heidelberg MotionLab, based on
the optimal control model derived in Section 12.3. As in the last section, we use local joint
angle information and global position and orientation information of the subject’s pelvis
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Hier. problem
(15.2)-(15.6)
# model stages 5
# multiple shooting intervals per m. stage 24,0,28,0,10
# sized control discr. intervals per m. stage 24,0,28,0,10
control discretization type piecew. const.
# measurement times 63
# measurement values 63 · 24
constraint Jacobian representation sparse
termination tolerance filterSQP 1E-04
upper-level Hessian type Gauß-Newton
lower-level Hessian type efficient Hessian
calculations (cf. Chapter 5)
integration tolerance 1E-05
Table 15.2.: Overview of the exact setting used in ParaOCP to solve the hierarchical prob-
lem (15.2)-(15.6).
provided by the motion capture system from the Heidelberg MotionLab as measure-
ments and denote these measurements by
η0 = [(η0,0,1, . . . , η0,0,24) , . . . , (η0,34,1, . . . , η0,34,24)]
ᵀ ∈ R35×24, (15.10)
η2 = [(η2,0,1, . . . , η2,0,24) , . . . , (η2,59,1, . . . , η2,59,24)]
ᵀ ∈ R60×24, (15.11)
η4 = [(η4,0,1, . . . , η4,0,24) , . . . , (η4,20,1, . . . , η4,20,24)]
ᵀ ∈ R21×24, (15.12)
where the first index of η refers to the model stage, the second index to the measurement time
on this model stage, and the third index to the differential state that has been measured.
We again consider the hierarchical dynamic optimization problem (15.2)-(15.5) and re-
























which is then referred to as problem ((15.13), (15.3)-(15.6)) with 35 equidistant measure-
ment times on the first model stage (k = 0):
τm0,i = i ·
1
35
, i ∈ {0, . . . , 34}, (15.14)
60 equidistant measurement times on the third model stage (k = 2):
τm2,i = i ·
1
60
, i ∈ {0, . . . , 59}, (15.15)
and 20 equidistant measurement times on the last model stage (k = 4):
τm4,i = i ·
1
20
, i ∈ {0, . . . , 20}. (15.16)
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Solution of (15.2)-(15.6)








comp. time in s 6.45074E+05
# iterations 41
Table 15.3.: Summary of the solution of (15.2)-(15.6) obtained with ParaOCP.
All remaining adaptions of the underlying OCP of ((15.13), (15.3)-(15.6)) (like, e.g., the
adaption of Pfoot left end) are described in Section 12.3. The constraints in Block C4 of
((15.13), (15.3)-(15.6)) now fixes the first 24 differential states to qinitial at t = 0, where
qinitial contains motion capture data of the able-bodied subject for the respective quantities
at t = 0. And at t = 3, the location and the y- and x-orientation of the subject’s pelvis
is fixed to motion capture data of the able-bodied subject for the respective quantities
denoted by qend. We also fix the potential contact point of the left foot to the corresponding
measurement value denoted by Pfoot left end.
We now solve the problem ((15.13), (15.3)-(15.6)) with ParaOCP. The exact setting
used in ParaOCP is summarized in Table 15.4. In total, we use 115 multiple shooting and
control discretization intervals. The multiple shooting grid and the control discretization
grid are equal to the measurement grid (15.14)-(15.16), and Table 15.4 states the number
of multiple shooting intervals per model stage. We use σ = 1. in (15.13) since the standard
deviation is the same for all measurements and the objective function is scale invariant.
As initial guess for γ1, γ2, γ3, γ4, we use (6.0606E-09, 9.0909E-01, 6.0606E-02, 3.0303E-02).






4 ) = (1E+05, 1E-03, 1E-02, 1E-02). We fur-
thermore generate initial values for the differential states, the controls, the control values,
and the Lagrange multipliers by building homotopies between the motion capture data and
a set of initial data that leads to a solution of ((15.13), (15.3)-(15.6)). The upper-level
least-squares objective value in the solution of ((15.13), (15.3)-(15.6)) is 1.0599E+00, which
corresponds to a mean squared error of 3.8071E-04. The one-level nonlinear program re-
sulting from problem ((15.13), (15.3)-(15.6)) includes 15654 variables and 7242 nonlinear
constraints. The complementarity constraint is, as described in the last section, added as `1-
norm penalty with a penalty parameter of 1000. In the solution, the largest summand of the
inner product of two vectors of size 15488 in the complementarity constraint is 1.5649E-01,
and 11503 of 15488 summands are zero. The measurements (15.10), the differential states
and the controls in the solution of ((15.13), (15.3)-(15.6)) obtained with ParaOCP are
shown in Figures 15.9, 15.10, 15.11 and 15.12. Further details of the solution are given in
Table 15.5. Figures 15.13 and 15.14 show an image sequence in two perspectives, where each
of the pictures shows the local joint angle information and global position and orientation
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Hier. problem
((15.13), (15.3)-(15.6))
# model stages 5
# mult. shoot. int. per m. stage 35,0,60,0,20
# contr. discr. int. per m. stage 35,0,60,0,20
control discretization type piecew. const.
# measurement times 116
# measurement values 116 · 24
constraint Jacobian representation sparse
termination tolerance filterSQP 1E-04
upper-level Hessian type Gauß-Newton
lower-level Hessian type efficient Hessian calculations
integration tolerance 1E-05
Table 15.4.: Overview of the exact setting used in ParaOCP to solve the hierarchical prob-
lem ((15.13), (15.3)-(15.6)).
information of the subject’s pelvis provided by the motion capture system, and the derived
optimal control gait model as overlay using MeshUp.
15.4. Discussion and outlook
In this chapter, we have estimated parameters in an optimal control model for a CP patient
and for an able-bodied subject from motion capture data provided by the Heidelberg
MotionLab by solving two large-scale hierarchical dynamic optimization problems. We
provide visualizations of the measured gait data for the patient and the subject and compare
it to the respective derived gait model in Figures 15.7, 15.8, 15.13 and 15.14, which shows
that the gait of both derived gait models is very close to the motion capture data. This
means that both optimal control models presented in this Chapter are able to capture the
main characteristics of the measured gait.
Furthermore, the constitutions of the lower-level objectives of the CP gait model and the
able-bodied subject’s gait model provide new insights. In the CP gait model, the stability
criterion on the lower-level plays an important role and is mainly responsible for the typical
S-shape of the y-component of the pelvis location, which is observed in the CP patient’s
gaits. The stability criterion is much less important in the gait model for the able-bodied
subject, where the total energy consumption plays a much more important role. We note
that these insights cannot be obtained with pure multibody system models from literature.
In Section 12.4, we describe our long term goals concerning the use of optimal control
gait models, which include the improvement of the general understanding of human motion,
the development of categories of gaits and of criteria for evaluating gaits, and model-based
treatment planning. The results presented in this chapter are a first step into that direction.
The estimated constitution of the objectives of both gait models provides new insights
and a basis for the classification of gaits. Furthermore, comparing the CP gait model to
the able-bodied gait model and the estimation of parameters in the CP gait model from
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Solution of ((15.13), (15.3)-(15.6))








comp. time in s 1.10279E+06
# iterations 29
Table 15.5.: Summary of the solution of problem ((15.13), (15.3)-(15.6)) obtained with
ParaOCP.
measurements recorded after a treatment allows to establish gait evaluation criteria. The
CP gait model derived in this thesis can now be used as a first test environment for possible
treatments that change the patient’s skeleton. The gait model then allows to get idea of
how the patient’s gait changes after the treatment.
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Figure 15.3.: Motion capture data (called Meas.) and the differential states (called H. sol.)
in the solution of (15.2)-(15.6).
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Figure 15.4.: Motion capture data (called Meas.) and the differential states (called H. sol.)
in the solution of (15.2)-(15.6).
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Figure 15.5.: Differential states in the solution of (15.2)-(15.6).
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Figure 15.6.: Controls in the solution of (15.2)-(15.6).
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 optimal control  gait model
motion capturedata
Figure 15.7.: Visualization of the measured gait compared to the solution of (15.2)-(15.6)
(the optimal control CP gait model).
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 optimal control  gait model
motion capturedata
Figure 15.8.: Visualization of the measured gait compared to the solution of (15.2)-(15.6)
(the optimal control CP gait model) from a second perspective.
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Figure 15.9.: Motion capture data (called Meas.) and the differential states (called H. sol.)
in the solution of ((15.13), (15.3)-(15.6)).
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Figure 15.10.: Motion capture data (called Meas.) and the differential states (called H. sol.)
in the solution of ((15.13), (15.3)-(15.6)).
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Figure 15.11.: Differential states in the solution of ((15.13), (15.3)-(15.6)).
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Figure 15.12.: Controls in the solution of ((15.13), (15.3)-(15.6)).
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 optimal control  gait model
motion capturedata
Figure 15.13.: Visualization of the measured gait compared to the solution of ((15.13),
(15.3)-(15.6)) (the optimal control healthy gait model).
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 optimal control  gait model
motion capturedata
Figure 15.14.: Visualization of the measured gait compared to the solution of ((15.13),










DOF Degree Of Freedom
GGN Generalized Gauß-Newton
IND Internal Numerical Differentiation
IVP Initial Value Problem
KKT Karush-Kuhn-Tucker
LICQ Linear Independence Constraint Qualification
MFCQ Mangasarian-Fromowitz Constraint Qualification
MPBVP Multi-Point Boundary Value Problem
MPCC Mathematical Program with Complementarity Constraint
NLP Nonlinear Program
OCM Optimal Control Model
OCP Optimal Control Problem
ODE Ordinary Differential Equation
PMP Pontryagin’s Maximum Principle
SSOC Strong Second-Order Condition






‖ · ‖2 Euclidean `2-norm.
‖ · ‖1 Euclidean `1-norm.
x A column vector x.
∇xf(x) If f is a scalar function, ∇xf(x) is the gradient
(a column vector).
If f is a vector function, ∇xf(x) is the Jacobian
(the rows are the gradients ∇xfi(x)).
∇2xyf(x, y) The Hessian of the scalar function f with respect to x and y.
∇2xf(x) Short form for the Hessian of the scalar function f
with respect to x: ∇2xxf(x).
[a, b] The interval from a to b (including a and b).
(a, b) The interval from a to b (excluding a and b).
x˙(t) The derivative of x with respect to the time t.





The transpose of a matrix A or a vector a.
x ≥ 0 All components of vector x are greater than or equal to zero.
x = 0 All components of vector x are equal to zero.
x ⊥ y The vectors x and y of the same size are perpendicular, xT y = 0.
:= Denotes a definition.
I, In The identity matrix of appropriate size or size n× n.
R,R+,R+0 The set of real, positive real, nonnegative real numbers.
∂F (y) Subdifferential of F at y.
conv{X} Convex hull of a set X.
|X| Cardinality of a set X.
t→ 0 0 is the limit of t.
t ↑ 0 0 is the limit of t for t ≤ 0 (left-hand limit).
t ↓ 0 0 is the limit of t for t ≥ 0 (right-hand limit).
e Vector of ones.




For the sake of readability, we try to stay close to the standard notation used in the fields of
nonlinear programming, mathematical programs with complementarity constraints, optimal
control, parameter estimation, hierarchical dynamic optimization and multi-body systems.
Therefore, some symbols have different meanings in different chapters. In the following, we
provide a list of the main symbols used in this thesis and their meaning ordered by chapters.
We furthermore note that throughout this thesis, dependencies of functions or sets are in
some cases neglected for the sake of a compact presentation. The respective dependencies
can be derived from the context.
Chapter 2:
f The objective function of a nonlinear program.
g Equality constraints of an optimization problem.
h Inequality constraints of an optimization problem.
J+ Generalized inverse.
r Residual function of a least-squares problem.
x Unknown in a nonlinear program or a least-squares problem.
λ Lagrange multipliers corresponding to the equality constraints.
µ Lagrange multipliers corresponding to the inequality constraints.
A(x) Active set containing indices of inequality constraints
that are active at x.
B(x) Open ball with radius  around x.
E Set of indices of the equality constraints.
F(x) Feasible set of a nonlinear program at x.
I Set of indices of the inequality constraints.
L Lagrangian.
Chapter 3, Chapter 6:
c Mixed control-state constraints.
f Right-hand side of an ordinary differential equation.
G Derivative of a differential state x with respect to an initial value.




r Two-point boundary conditions.
req Multi-point equality conditions.
rieq Multi-point inequality conditions.
s Multiple shooting state parameterization variables.
t System time, t ∈ I := [t0, T ].
t0, · · · , tnT Time discretization.
u Control function.
w Control discretization variables.




γ Weights in the objective function
of the underlying optimal control problem.
λ Dual variables.
µ Dual variables corresponding to control constraints.
φM Optimal control objective function of Mayer-type.
φL Optimal control objective function of Lagrange-type.
Φ Optimal control objective function of Bolza-type.
Φ˜ Augmented objective function.
Chapter 4:
bupper Upper bounds on s, w, q.
blower Lower bounds on s, w, q.
bk Stage transition condition between model stage k and k + 1.
ck Mixed control-state constraints on model stage k.
fk Right-hand side of the ordinary differential equation
on model stage k.
hk Model response function on model stage k.
p Upper-level parameter.
q Control values.
reqk Multi-point equality conditions on model stage k.
rieqk Multi-point inequality conditions on model stage k.
t System time, t ∈ I := [t0, T ].
uk Control function on model stage k.
xk Differential state function on model stage k.
ηk Measurement data on model stage k.
γ Upper-level parameters.
σk Standard deviation on model stage k
corresponding to measurement ηk.
τk,0, · · · , τk,nk Time discretization on model stage k.
τmk,0, · · · , τmk,mk Measurement times on model stage k.
φkiM Optimal control objective functions of Mayer-type
on model stage k with i = 1, . . . , nM.
φkiL Optimal control objective functions of Lagrange-type
on model stage k with i = nM + 1, . . . , nM + nL.
Chapter 5, Chapter 9, Chapter 13.4, Chapter 14:
bupper Upper bounds on s, w, q.
blower Lower bounds on s, w, q.
c Mixed control-state constraints.
Ceq Summarized equality constraints.
C ieq Summarized inequality constraints (just simple bounds).
f Right-hand side of the ordinary differential equation.
GX Derivative of a differential state x with respect to an initial value X.
h Model response function.




MX Derivative of the lower-level objective with respect to X.
q Control values.
qs Slack variables.
q¯ Control values and slack variables.
req Multi-point equality conditions.
rˆeq Multi-point equality conditions with a special structure.
r˜eq Summarized equality constraints.
rieq Multi-point inequality conditions.
rˆieq Multi-point inequality conditions with a special structure.
ReqX Derivative of equality constraints with respect to X.
RieqX Derivative of inequality constraints with respect to X.
RˆeqX Derivative of structured equality constraints with respect to X.
RˆieqX Derivative of structured inequality constraints with respect to X.
s Multiple shooting state parameterization variables.
t System time, t ∈ I := [t0, T ].
t0, · · · , tnT Time discretization.
u Control function.
u¯ Approximation of the control function u described by ξi on Ii.
w Control discretization variables.
x Differential state function.
y Summary of lower-level variables.
z Summary of lower-level and upper-level variables.
η Measurement data.
γ Weights in the objective function
of the underlying optimal control problem.
λ Lagrange multipliers corresponding to equality constrains.
L Lagrangian.
µ Lagrange multipliers corresponding to inequality constrains.
φiM Optimal control objective function of Mayer-type
with i = 1, . . . , nM.
Φ˜ Discretized optimal control objective function.
F Residual in a constrained least-squares problem.
G Equality constraints in a constrained least-squares problem.
Chapter 7:
F¯/F Least-squares objective/least-squares residual.
gi Jacobian of Fi.
Hi Hessian of Fi.
m Quadratic model of F¯ .
q Quadratic model of Fi.
y Variables in a constrained least-squares problem.
Y Set of interpolation points.
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Chapter 8, Chapter 13.1-13.3:
f The objective function of a mathematical program
with complementarity constraint/a lower-level nonlinear program.
F Upper-level objective in a bilevel nonlinear program.
g Equality constraints of an optimization problem.
h Inequality constraints of an optimization problem.
P Penalty term.
v Lifting variables.
x Unknown in a mathematical program with complementarity
constraint/upper-level variable in a bilevel nonlinear program.
y Lower-level variable in a bilevel nonlinear program.
λ, µ Lagrange multipliers.
L Lagrangian.
ν1, ν2, ξ, ν, z Lagrange multipliers.
pi Penalty parameter.










R¯ Augmented rotation matrix.
T Translation.
T¯ Augmented translation matrix.
Chapter 12, Chapter 15:
bk Stage transition condition between model stage k and k + 1.
ck Mixed control-state constraints on model stage k.
fk Right-hand side of the ordinary differential equation
on model stage k.
hk Model response function on model stage k.
q Control values.
reqk Multi-point equality conditions on model stage k.
rieqk Multi-point inequality conditions on model stage k.
t System time, t ∈ I := [t0, T ].
Tright Position of the left contact point in the global coordinate system.
Tleft Position of the right contact point in the global coordinate system.
uk Control function on model stage k.
xk Differential state function on model stage k.
ηk Measurement data on model stage k.
σk Standard deviations on model stage k
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corresponding to measurements ηk.
κ Contact forces.
φkiM Optimal control objective function of Mayer-type
on model stage k with i = 1, . . . , nM.
φkiL Optimal control objective function of Lagrange-type
on model stage k with i = nM + 1, . . . , nM + nL.
γ Weights in the objective function of the underlying
optimal control problem.
Λonefoot Momentum acting on one foot at the touchdown.
Λleft Momentum acting on the left foot at the touchdown.
Λright Momentum acting on the right foot at the touchdown.
τk,0, · · · , τk,nk Time discretization on model stage k.
τmk,0, · · · , τmk,nk Measurement times on model stage k.
ζright Contact Hessian of the right foot.
ζleft Contact Hessian of the left foot.
Gonefoot Contact Jacobian of one contact point.
Gright Contact Jacobian of the right foot.
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