This paper studies distributed algorithms for the extended monotropic optimization problem, which is a general convex optimization problem with a certain separable structure. The considered objective function is the sum of local convex functions assigned to agents in a multi-agent network, with private set constraints and affine equality constraints. Each agent only knows its local objective function, local constraint set, and neighbor information. We propose two novel continuous-time distributed subgradient-based algorithms with projected output feedback and derivative feedback, respectively, to solve the extended monotropic optimization problem. Moreover, we show that the algorithms converge to the optimal solutions under some mild conditions, by virtue of variational inequalities, Lagrangian methods, decomposition methods, and nonsmooth Lyapunov analysis. Finally, we give two examples to illustrate the applications of the proposed algorithms.
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formulates a class of distributed extended monotropic optimization (EMO) problems with nonsmooth objective functions, while Section IV proposes two distributed algorithms based on projected output feedback and derivative feedback. Then Section V shows the convergence of the proposed algorithms with nonsmooth analysis. Following that, Section VI gives two application examples to illustrate the theoretical results. Finally, Section VII presents some concluding remarks.
II. MATHEMATICAL PRELIMINARIES
In this section, we introduce relevant notations, concepts, and preliminaries on graph theory, differential inclusions, convex analysis, and projection operators.
A. Notation
R denotes the set of real numbers; R n denotes the set of n-dimensional real column vectors; R n×m denotes the set of n-by-m real matrices; I n denotes the n × n identity matrix; and (·) T denotes the transpose. Denote rank A as the rank of the matrix A, range(A) as the range of A, ker(A) as the kernel of A, diag{A 1 , . . . , A n } as the block diagonal matrix of A 1 , . . . , A n , 1 n (1 n×q ) as the n × 1 vector (n × q matrix) with all elements of 1, 0 n (0 n×q ) as the n × 1 vector (n × q matrix) with all elements of 0, and A ⊗ B as the Kronecker product of matrices A and B. A > 0 (A ≥ 0) means that matrix A ∈ R n×n is positive definite (positive semi-definite). Furthermore, · stands for the Euclidean norm; S (S • ) for the closure (interior) of the subset S ⊂ R n ; B ǫ (x), x ∈ R n , ǫ > 0, for the open ball centered at x with radius ǫ. dist(p, M) denotes the distance from a point p to the set M (that is, dist(p, M) inf x∈M p − x ), and x(t) → M as t → ∞ denotes that x(t) approaches the set M (that is, for each ǫ > 0, there is T > 0 such that dist(x(t), M) < ǫ for all t > T ).
B. Graph Theory
A weighted undirected graph is described by G or G(V, E, A), where V = {1, . . . , n} is the set of nodes, E ⊂ V × V is the set of edges, A = [a i,j ] ∈ R n×n is the weighted adjacency matrix such that a i,j = a j,i > 0 if {j, i} ∈ E and a i,j = 0 otherwise. The weighted Laplacian matrix is L n = D − A, where D ∈ R n×n is diagonal with D i,i = n j=1 a i,j , i ∈ {1, . . . , n}. In this paper, we call L n the Laplacian matrix and A the adjacency matrix of G for convenience when there is no confusion.
Specifically, if the weighted undirected graph G is connected, then L n = L T n ≥ 0, rank L n = n − 1 and ker(L n ) = {k1 n : k ∈ R} [20] . August 
C. Differential Inclusion
Following [21] , a differential inclusion is given bẏ x(t) ∈ F (x(t)), x(0) = x 0 , t ≥ 0,
where F is a set-valued map from R q to the compact, convex subsets of R q . For each state x ∈ R q , system (1) specifies a set of possible evolutions rather than a single one. A solution of (1) be weakly invariant (resp., strongly invariant) with respect to (1) if, for every x 0 ∈ M, M contains a maximal solution (resp., all maximal solutions) of (1) . A point z ∈ R q is a positive limit point of a solution φ(t) to (1) with φ(0) = x 0 ∈ R q , if there exists a sequence {t k } ∞ k=1 with t k → ∞ and φ(t k ) → z as k → ∞. The set ω(φ(·)) of all such positive limit points is the positive limit set for the trajectory φ(t) with φ(0) = x 0 ∈ R q .
An equilibrium point of (1) is a point x e ∈ R q such that 0 q ∈ F (x e ). It is easy to see that x e is an equilibrium point of (1) if and only if the constant function x(·) = x e is a solution of (1). An equilibrium point z ∈ R q of (1) is Lyapunov stable if, for every ε > 0, there exists δ = δ(ε) > 0 such that, for every initial condition x(0) = x 0 ∈ B δ (z), every solution x(t) ∈ B ε (z) for all t ≥ 0.
Let V : R q → R be a locally Lipschitz continuous function, and ∂V the Clarke generalized gradient
Recall from reference [23] that, if φ(·) is a solution of (1) and V : R q → R is locally Lipschitz and regular (see [22, p. 39] ), thenV (φ(t)) exists almost everywhere, andV (φ(t)) ∈ L F V (φ(t)) almost everywhere.
Next, we introduce a version of the invariance principle (Theorem 2 of [24] ), which is based on nonsmooth regular functions.
Lemma 2.1: [24] For the differential inclusion (1), we assume that F is upper semicontinuous and locally bounded, and F (x) takes nonempty, compact, and convex values. Let V : R q → R be a locally Lipschitz and regular function, S ⊂ R q be compact and strongly invariant for (1), φ(·) be a solution of (1),
and M be the largest weakly invariant subset of R∩S, where R is the closure of R.
D. Convex Analysis
for all x, y ∈ R q , x = y and λ ∈ (0, 1). Let ψ : R q → R be a convex function. The subdifferential [25, Clarke generalized gradients coincide. Thus, the framework for stability theory of differential inclusions can be applied to the theoretical analysis in this paper.
The following result can be easily verified by the property of strictly convex functions.
Lemma 2.2:
Let f : R q → R be a continuous strictly convex function. Then
for all x = y, where g x ∈ ∂f (x) and g y ∈ ∂f (y).
E. Projection Operator
Define P Ω (·) as a projection operator given by P Ω (u) = arg min v∈Ω u − v , where Ω ⊂ R n is closed and convex. A basic property [26] of a projection P Ω (·) on a closed convex set Ω ⊂ R n is
Using (3), the following results can be easily verified.
Lemma 2.3:
If Ω ⊂ R n is closed and convex, then
Lemma 2.4: [11] Let Ω ⊂ R n be closed and convex, and define V :
is differentiable and convex with respect to x, and ∇V (x) = P Ω (x) − P Ω (y).
III. PROBLEM DESCRIPTION
In this section, we present the distributed extended monotropic optimization (EMO) problem with nonmsooth objective functions, and give the optimality condition for the problem. 6 Consider a network of n agents interacting over a graph G. There are a local objective function
The global objective function of the network is
Here we consider the following distributed EMO problem
where
, and information from neighboring agents.
The goal of the distributed EMO is to solve the problem in a distributed manner. In a distributed optimization algorithm, each agent in the graph G only uses its own local cost function, its local set constraint, the decomposed information of the global equality constraint, and the shared information of its neighbors through constant local communications. The special case of problem (4), where each component x i is one-dimensional (that is, q i = 1), is called the monotropic programming problem and has been introduced and studied extensively in [16] , [17] .
Remark 3.1:
The distributed EMO problem (4) covers many problems in the recent distributed optimization studies because of the general expression. For example, it generalizes the optimization model in resource allocation problems [3] , [14] by allowing nonsmooth objective functions and a more general equality constraint. Moreover, it covers the model proposed in [8] and generalizes the model in the distributed constrained optimal consensus problem [27] by allowing heterogeneous constraints.
For illustration, we introduce two special cases of our problem:
• Consider the following optimization problem investigated in [8] 
for all i ∈ {1, . . . , n}. Equation (5b) is the local equality constraint for agent i, and equation (5c) 7 is the global equality constraint. (5) can be written in the form of (4). Hence, the EMO problem described by (4) covers the optimization problem with local and global equality constraints given by (5).
• Consider the minimal norm problem of underdetermined linear equation [28] 
where To ensure the well-posedness of the problem, the following assumption for problem (4) is needed, which is quite standard.
Assumption 3.1:
1) The weighted graph G is connected and undirected.
2) For all i ∈ {1, . . . , n}, f i is strictly convex on an open set containing Ω i , and Ω i ⊂ R q i is closed and convex.
3) (Slater's constraint condition) There exists x ∈ Ω • satisfying the constraint W x = d 0 , where Ω
• is the interior of Ω.
Lemma 3.1: Under Assumption 3.1, x * ∈ Ω is an optimal solution of (4) if and only if there exist
Proof: Consider problem (4). By the KKT optimality condition (Theorem 3.25 of [30] ), x * ∈ Ω is an optimal solution of (4) if and only if there exist λ * 0 ∈ R m and g(x * ) ∈ ∂f (x * ) such that (8) holds and
where N Ω (x * ) is the normal cone of Ω at an element x * ∈ Ω. Note that (9) holds if and only if (7) holds. Thus, the proof is completed.
IV. OPTIMIZATION ALGORITHMS
In this section, we propose two distributed optimization algorithms to solve the EMO problem with nonsmooth objective functions. To our best knowledge, there are no distributed continuous-time algorithms for such problems with rigorous convergence analysis.
The resource allocation problem, a special case of the EMO problem, was studied for problems with smooth objective functions in [14] . An intuitive extension of the continuous-time algorithm given in [14] to nonsmooth EMO cases may be written as
, and a i,j is the (i, j)th element of the adjacency matrix of graph G. However, this algorithm involves the projection of subdifferential set (from ∂f i (x i ) to Ω i ), which makes its convergence analysis very hard in the nonsmooth case. To overcome the technical challenges, we propose two different ideas to construct effective algorithms for the EMO problem in the following two subsections.
A. Distributed Projected Output Feedback Algorithm (DPOFA)
The first idea is to use an auxiliary variable to avoid the projection of subdifferential set in the algorithm for EMO problem (4) . In other words, we propose a distributed algorithm based on projected output feedbacks, and the projected output feedback of the auxiliary variable is adopted to track the optimal solution. To be strict, we propose the continuous-time algorithm of agent i as follows:
with the auxiliary variable y i (t) for t ≥ 0, y i (0) = y i0 ∈ R q i , i ∈ {1, . . . , n} and other notations are kept the same as those for (10) . The term x i (t) = P Ω i (y i (t)) is viewed as "projected output feedback", which is inspired by [11] . In this way, we avoid the technical difficulties resulting from the projection of the subdifferential.
, and L n ∈ R n×n is the Laplacian matrix of graph G.
Remark 4.1:
In this algorithm, x(t) = P Ω (y(t)) is used to estimate the optimal solution of the EMO problem. Moreover, x(t) stays in the constraint set Ω for every t ≥ 0, though y(t) may be out of
Later, we will show that this algorithm can solve the EMO problem with nonsmooth objective functions and private constraints.
B. Distributed Derivative Feedback Algorithm (DDFA)
The second idea to facilitate the convergence analysis is to make a copy of the projection term by using the derivative feedback so as to eliminate the "trouble" caused by the projection term somehow.
To be strict, we propose the algorithm for the EMO problem (4) as follows:
where all the notations remain the same as in (10) . Note that there is a derivative termẋ i (t), viewed as "derivative feedback", on the right-hand side of the second equation. The derivative term can be found to be effective in the cancellation of the "trouble" term
in the analysis as demonstrated later. Denote x, λ, d, z, W , and W as in (14) . Then (15) can be written in a compact form
is the Laplacian matrix of graph G. 
Note that Assumption 4.1 is given to guarantee the existence of solutions to algorithm (15) . In fact, in many situations, it can be satisfied. For example, it holds if x i ∈ R, or if both Ω i and ∂f i i (x i ) are "boxes" for all i ∈ {1, . . . , n}.
Besides the different techniques in algorithms (11) and (15), the proposed algorithms are observed to be different in the following aspects:
• The application situations may be different: Although the convergence of both algorithms is based on the strict convexity assumption of the objective functions, algorithm (15) can also solve the EMO problem with only convex objective functions (which may have a continuum set of optimal solutions) when the objective functions are differentiable (see Corollary 5.1 in Section V).
• The dynamic performances may be different: Because algorithm (15) directly changes x(t) ∈ Ω to estimate the optimal solution, it may show faster response speed of x(t) than that of algorithm (11) (see simulation results in Section VI-A).
Furthermore, algorithms (11) and (15) are essentially different from existing ones. Compared with the algorithm in [31] , our algorithms need not exchange information of subgradients among the agents.
Unlike the algorithm given in [3] , ours use different techniques (i.e., the projected output feedback in (11) or derivative feedback in (15) ) to estimate the optimal solution. Moreover, our algorithms have two advantages compared with previous methods.
• Agent i of the proposed algorithms knows W i , which is composed of a subset of columns in W . This is different from existing results with assuming that each agent knows a subset of rows of the equality constraints [29] . If n is a sufficiently large number and m is relatively small, the proposed designs make the computation load at each node relatively small compared with previous algorithms in [29] .
• Agent i in the proposed algorithms exchanges information of λ i ∈ R m and z i ∈ R m with its neighbors. Compared with algorithms which require exchanging x i ∈ R q i , this design can greatly reduce the communication cost when q i is much larger than m for i ∈ {1, . . . , n} and the information of x i ∈ R q i is kept confidential.
V. CONVERGENCE ANALYSIS
In this section, we use the stability analysis of differential inclusions to prove the correctness and convergence of our proposed algorithms.
A. Convergence Analysis of DPOFA
Consider algorithm (11) (or (12)). Let (y * , λ * , z * ) ∈ R n i=1 q i × R nm × R nm be an equilibrium of (11) . Then
The following result reveals the relationship between the equilibrium points of algorithm (11) and the solutions of problem (4).
is a solution to problem (4). Conversely, if x * ∈ Ω is a solution to problem (4), then there exists
is an equilibrium of (11) with x * = P Ω (y * ).
Proof:
nm is an equilibrium of (11). Left-multiply both sides of (18b) by 1 T n ⊗ I m , it follows that
It follows from the properties of Kronecker product and L T n 1 n = 0 n that
In the light of (19) and (20), (8) holds.
Next, it follows from (18c) that there exists λ * 0 ∈ R m such that λ * = 1 n ⊗ λ * 0 . By taking into consideration (18a) and λ
, it follows that (7) holds.
By virtue of (7), (8) and Lemma 3.1, x * is the solution to problem (4).
(ii) Conversely, suppose x * is the solution to problem (4). According to Lemma 3.1, there exist λ * 0 ∈ R q and g(x * ) ∈ ∂f (x * ) such that (7) and (8) hold. Define λ * = 1 n ⊗ λ * 0 . As a result, (18c) holds.
Due to the properties of Kronecker product and
Note that ker(L) and range(L) form an orthogonal decomposition of R nm by the fundamental theorem of linear algebra [32] . It follows from
Hence, there exists z * ∈ R nm such that (18b) holds.
To sum up, if x * ∈ Ω is a solution to problem (4), there exists (y (18) holds and x * = P Ω (y * ). Hence, (y * , λ * , z * ) is an equilibrium of (11) with x * = P Ω (y * ).
Let x * be the solution to problem (4). It follows from Theorem 5.1 that there exist y * , λ * and z * such that (y * , λ * , z * ) is an equilibrium of (11) with x * = P Ω (y * ). Define the function
Lemma 5.1: Consider algorithm (11). Under Assumption 3.1 with V (y, λ, z) defined in (21), if
a ∈ L F V (y, λ, z), then there exist g(x) ∈ ∂f (x) and g(x * ) ∈ ∂f (x * ) with x = P Ω (y) and
Proof: It follows from Lemma 2.4 that the gradient of V (y, λ, z) with respect to y is ∇ y V (y, λ, z) =
x − x * where x = P Ω (y) and x * = P Ω (y * ). The gradients of V (y, λ, z) with respect to λ and z are
The function V (y, λ, z) along the trajectories of (11) satisfies that
Suppose a ∈ L F V (y, λ, z), then there is g(x) ∈ ∂f (x) such that
where x = P Ω (y).
Because (y * , λ * , z * ) is an equilibrium of (11) with
It follows from (22) and (23) that
Since x = P Ω (y) and x * = P Ω (y * ), we obtain from Lemma 2.3 that
The convexity of f implies that
The following result shows the correctness of the proposed algorithm.
Theorem 5.2: Consider algorithm (11). If Assumption 3.1 holds, then (i) every solution (y(t), x(t), λ(t), z(t)) is bounded;
(ii) for every solution, x(t) converges to the optimal solution to problem (4).
Proof: (i) Let V (y, λ, z) be as defined in (21) . It follows from Lemma 5.1 that
Note that V (y, λ, z) ≥
z − z * 2 in view of Lemma 2.4. It follows from (25) that (x(t), λ(t), z(t)), t ≥ 0 is bounded. Because ∂f (x) is compact, there exists m = m(y 0 , λ 0 , z 0 ) > 0 such that
for all g(x(t)) ∈ ∂f (x(t)) and all t ≥ 0.
The function X(y) along the trajectories of (11) satisfies that
Note that y T (t)(−y(t) + x(t) − g(x(t)) + λ(t)) ≤ − y(t) 2 + m y(t) , where t ≥ 0, m is defined by (26) and g(x(t)) ∈ ∂f (x(t)). Hence, max L F X(y(t)) ≤ − y(t) 2 + m y(t) = −2X(y(t)) + m 2X(y(t)).
It can be easily verified that X(y(t)), t ≥ 0, is bounded, so is y(t), t ≥ 0.
Part (i) is thus proved.
(
* because of the strict convexity assumption of f and
Let M be the largest weakly invariant subset of R. It follows from Lemma 2.1 that (y(t),
Part (ii) is thus proved.
B. Convergence Analysis of DDFA
Consider algorithm (15) (or (16)). (x * , λ * , z * ) ∈ Ω × R nm × R nm is an equilibrium of (15) if and only if there exists g(x * ) ∈ ∂f (x * ) such that
nm is an equilibrium of (15), then x * is a solution to problem (4) . Conversely, if x * ∈ Ω is a solution to problem (4), then there exists λ * ∈ R nm and z * ∈ R nm such that (x * , λ * , z * ) is an equilibrium of (15).
The proof is similar to that of Theorem 5.1 and, hence, is omitted.
Suppose (x * , λ * , z * ) ∈ Ω × R nm × R nm is an equilibrium of (15) . Define the function
Lemma 5.2: Let function V (x, λ, z) be as defined in (28) and Assumption 3.1 hold. For all (x, λ, z) ∈
and V (x, λ, z) → ∞ as (x, λ, z) → ∞.
By (28) and (29), it is straightforward that V (x * , λ * , z * ) = 0.
for all x ∈ Ω and g(x * ) ∈ ∂f (x * ). According to (9),
for all x ∈ Ω, where g(x * ) ∈ ∂f (x * ) is as chosen in (9). It follows from (29) and (30) that
for all x ∈ Ω, where g(x * ) ∈ ∂f (x * ) is as chosen in (9).
Therefore, V (x, λ, z) is positive definite, V (x, λ, z) = 0 if and only if (x, λ, z) = (x * , λ * , z * ), and
Lemma 5.3:
Consider algorithm (15) . Under Assumptions 3.1 and 4.1 with V (x, λ, z) defined in
Proof: The function V (x, λ, z) along the trajectories of (15) satisfies that
Suppose a ∈ L F V (x, λ, z), then there exists g(x) ∈ ∂f (x) such that
By (3), we represent (33) in the form of a variational inequality
Since (x * , λ * , z * ) is an equilibrium of (15), there is g(x * ) ∈ ∂f (x * ) such that
It follows from (32), (34) and (35) that
Because (ii) for every solution, x(t) converges to the optimal solution to problem (4).
be as defined in (28) . It follows from Lemma 5.3 that
be the largest weakly invariant subset of R. It follows from Lemma 2.1 that (x(t), λ(t), z(t)) → M as
* because of the strict convexity assumption of f and Lemma 2.2. Hence, x(t) → x * as t → ∞.
The following gives a convergence result when the objective functions of problem (4) (ii) the solution (x(t), λ(t), z(t)) is convergent and x(t) converges to an optimal solution to problem (4).
Proof: (i) The proof of (i) is similar to that of Theorem 5.4 (i). Hence, it is omitted.
(ii) It follows from similar arguments in the proof of Theorem 5.4 (ii) that
Let M be the largest invariant subset of R. It follows from the invariance principle (Theorem 2.41 of
Obviously, (x,λ,z) is an equilibrium point of algorithm (15) . , there exists (x,λ,z) ∈ M such that (x(t), λ(t), z(t)) → (x,λ,z) as t → ∞. Since (x,λ,z) ∈ M is an equilibrium point of algorithm (15),x is an optimal solution to problem (4) by Theorem 5.3.
VI. NUMERICAL EXPERIMENTS
In this section, we give two numerical examples to illustrate the effectiveness of the proposed algorithms.
A. Nonsmooth Optimization Problem
Consider the following nonsmooth optimization problem
where (11) and (15) for problem (38) and satisfy i∈N b i (s) = 0 for the feasibility of the problem, which have been studied in the literature (see [18] ).
The problem is to minimize (i,j)∈E f i,j (t i,j (1), . . . , t i,j (S)) subject to the constraints (39), where f i,j : R → R are continuous, strictly convex functions.
2) Reformulation of Problem:
Let n be the number of arcs in E. We assign an index k = k(i, j) ∈ {1, . . . , n} to every arc (i, j) ∈ E. We use x k = [t i,j (1), . . . , t i,j (S)] T ∈ R S to denote the flow vector on arc k. Then constraint (39) can be rewritten as
with A as the vertex-edge incidence matrix of the graph, A k as the kth column of A,
, where k is the index of arc (i, j) ∈ E. The optimization problem can be reformulated as
3) Numerical Simulation: Consider a network of 6 nodes and 12 arcs as shown in Fig. 7 , with
x k ∈ R be the flows on arc k, and Ω k = [0, 10] for k ∈ {1, . . . , 12}.
Problem (41) can be formulated as Simulation results using DPOFA algorithm (11) proposed in Section IV-A and DDFA algorithm (15) proposed in Section IV-B are shown in Figs. 8-12. 
VII. CONCLUSIONS
In this paper, the distributed design for the extended monotropic optimization (EMO) problem has been addressed, which is related to various applications in large-scale optimization and evolutionary computation. In this paper, two novel distributed continuous-time algorithms using projected output feedback design and derivative feedback design have been proposed to solve this problem in multi- The distributed EMO problem definitely deserves more efforts because of its broad range of applications. In the future, distributed EMO problems with more complicated situations such as parameter uncertainties and online concerns will be further investigated.
