Accelerating kinetic Monte Carlo simulations
• Mathematical framework for parallel algorithms in lattice kinetic Monte Carlo (kMC) simulations, that covers pre-existing methods.
• Easy to implement on GPUs or multicore processors.
• Numerical and statistical consistency rigorously justified • Rigorous error analysis and convergence of parallel approximation schemes.. 
Generator of the continuous time Markov process {σ
Simulation engine
• asynchronous parallel versions inefficient New approach: Partially Asynchronous kinetic Monte Carlo [1] Partially asynchronous parallel algorithm Lattice decomposition
...
cell 1 cell M Boundary terms
Operator decomposition
• The operator L is decomposed using the lattice decomposition
(1)
Approximation of backward Kolmogorov equation
• Short range interactions: the processes ∼ L k are independent and can be simulated exactly on separate processors:
• Lie splitting, u(∆t) = e ∆tL u(0) ≈ e ∆tL even e ∆tL odd u(0)
• Strang splitting,
L odd e ∆tL even u(0)
• Random splitting [4] ,
Random Trotter theorem, [3] :
• Processor Communication Schedule -ξ t
Unifying mathematical tools
• Operator spatial decomposition.
• Approximation of the Markov semigroup.
• Random Trotter Theorem, [3] .
• Mathematical framework, includes previous parallel methods, e.g., [4] . 2. Synchronize the boundary overlapping regions.
3. Run on even cells the SSA algorithm: execute events with random times δt up to time ∆t.
4.
Synchronize the boundary overlapping regions.
Repeat until time T = n∆t

Error analysis
Local Error • The local error for the Lie scheme is bounded by
and u solves Eq. (1) • The local error for the Strang scheme,
where
• For the Random scheme
Global Error • The global error for the Lie scheme at t n = n∆t:
• When the commutator, as well as the remainder term, is independent of the system size N ? Mesoscopic Observables for Extended Systems • Let f be a mesoscopic observable that satisfies
(e.g., mean coverage, spatial correlations) • Bernstein-type estimates, [2] yield the global error bound (2) for the solution u(σ, t) of Eq. (1).
and R L (u(t)) are independent from the size N of the system.
• Error for mesoscopic observables:
• For a given error tolerance:
Application performance
Weak scalling: nVidia-Fermi, SSA kernel, serial complexity O(N 2 )
• Processor Communication Schedule: Larger ∆t ⇒ larger error but less communication.
Load balancing
Treated as Monge-Kantorovich transport problem:
Mass transport W n∆t to a uniform distribution of jumps.
Example: (a) Workload imbalance in 1D unimolecular reaction system; (b) Workload redistribution in (a) using mass transport.
Hierarchical decomposition on multiple GPUs
Example: 2D system ≈ 1µm 2 -N = 10 8 -16 GPUs dt dt Dt CPU node 1 CPU node 2
Applications in catalysis modeling
Simulation of CO oxidation ZGB model on a catalytic surface with the following reactions CO ↓ , O 2 ↓ , CO + O → CO 2 ↑
Implementation and software development
General purpose parallel kMC environment in OPENCL, [6] , G. Arampatzis and A. Athanasopoulos • efficient and portable parallel (pseudo)-random number generator Parallel version of MT, [5] , named DCMT, ported to OpenCL available from http:www.math.udel.edu/˜plechac • portable parallel kMC simulator in OPENCL
