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Abstract
This work introduces the families of generalized energy operators(
[[.]p]+k
)
k∈Z and
(
[[.]p]−k
)
k∈Z (p in Z
+). One shows that with Lemma
1, the successive derivatives of
(
[[f]p−1]+1
)n
(n in Z, n 6= 0) can be
decomposed with the generalized energy operators
(
[[.]p]+k
)
k∈Z when
f is in the subspace S−p (R). With Theorem 1 and f in s
−
p (R),
one can decompose uniquely the successive derivatives of
(
[[f]p−1]+1
)n
(n in Z, n 6= 0) with the generalized energy operators ([[.]p]+k )k∈Z
and
(
[[.]p]−k
)
k∈Z. S
−
p (R) and s
−
p (R) (p in Z
+) are subspaces of the
Schwartz space S−(R). These results generalize the work of [12]. The
second fold of this work is the application of the generalized energy op-
erator families onto the solutions of linear partial differential equations.
The solutions are functions of two variables and defined in subspaces
of S−(R2). The theory is then applied to the Helmholtz equation. In
this specific case, the use of generalized energy operators in the general
solution of this PDE extends the results of [11]. This work ends with
some numerical examples. We also underline that this theory could
possibly open some applications in astrophysics and aeronautics.
1 Introduction and guidelines
Two decades ago, an energy operator (Ψ−R) was first defined in [7]. Since
then, this work has been extensively used in signal processing (e.g., [3] or
[5]) and image processing [4]. The bilinearity properties of this operator
were studied in [2]. More recently, the author in [11] introduced the energy
operators (Ψ+R, Ψ
−
R) and developed a general method for separating smooth
real-valued finite energy functions (f) in time and space with application to
the wave equation. In [12], the author introduced the family of differential
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energy operators (DEOs) (Ψ−k )k∈Z+ and (Ψ
+
k )k∈Z+ , and showed the decom-
position of the s-th derivative of fn (n in Z, n 6= 0) with the DEO families.
In addition, this work demonstrated some properties of the family of energy
operators and the application to the energy function E(fn).
This work starts with recalling the notations used with energy operators,
important definitions (e.g., Definition 1 and Definition 2) and results
( e.g., Lemma 0 and Theorem 0) from the recently published work of
[12]. It emphasizes the notion of decomposing finite energy functions f in a
Schwartz space (S−(R)) with families of energy operator. In the second part,
Definition 3 defines an energy space (E) subset of S−(R) which is used to
define other subspaces (e.g., S−p (R), s−p (R)). In Section 4, one allows to de-
fine families of generalized energy operators. Their properties are also shown
in Proposition 3 (e.g., bilinearity and derivative chain rule property). To
extend the work in [12], the statements of Lemma 0 and Theorem 0 are
generalized with Lemma 1 and Theorem 1. Thus in Lemma 1, the work
emphasizes in particular S−p (R) a subset of S−(R) where the decomposi-
tion of
(
[[f ]p−1]+1
)n
(n in Z, n 6= 0) with the generalized energy operators(
[[.]p]+k
)
k∈Z is valid. Whereas in Theorem 1, one shows the unique decom-
position of
(
[[f ]p−1]+1
)n
(n in Z, n 6= 0) with the generalized energy operators(
[[.]p]+k
)
k∈Z and
(
[[.]p]−k
)
k∈Z when f is in s
−
p (R) a subspace of S−(R). Note
that in Section 2 to 4, f is a function of time (∂t).
The second part of the work focuses on the application of the theory devel-
oped in [12] and in this paper with the generalized energy operators to the
linear PDEs. In this application, the solutions are functions of two variables
defined onto subspaces of S−(R2). The definition of these subspaces include
the energy operators and the generalized energy operators using Theorem
0 and Theorem 1. With the help of these subspaces, we define a new model
for the solutions of the linear PDEs on to S−(R2). This work ends with a
numerical application of this model in the case of the Helmholtz equation
and the particular case of evanescent waves. We also estimate the averaged
power using generalized energy operators.
2 Preliminaries
Throughout this work, fn for any n in Z+−{0} is supposed to be a smooth
real-valued and finite energy function, and in the Schwartz space S−(R)
defined as:
S−(R) = {f ∈ C∞(R), supt<0|tk||∂jt f(t)| <∞, ∀k ∈ Z+, ∀j ∈ Z+}
(1)
Sometime fn can also be analytic if its development in Taylor-Series is rele-
vant to this work. The choice of fn (for any n in Z+−{0}) in the Schwartz
space S−(R) is based on the work developed in [12], as we are dealing with
2
multiple integrations or derivatives of fn when applying the energy opera-
tors (Ψ−k )k∈Z+ , (Ψ
+
k )k∈Z+ and later on the generalized energy operators.
In the following, let us call the set F(S−(R),S−(R)) all functions/operators
defined such as γ : S−(R) → S−(R). Let us recall some definitions and
important results given in [12].
Definition 1: for all f in S−(R), for all v ∈ Z+ − {0}, for all n ∈ Z+ and
n > 1, the family of operators (Ψk)k∈Z (with (Ψk)k∈Z ⊆ F(S−(R),S−(R)))
decomposes ∂vt f
n in R, if it exists (Nj)j∈Z+∪{0} ⊆ Z+, (Ci)Nji=−Nj ⊆ R, and
it exists (αj) and l in Z+ ∪ {0} (with l < v)
such as ∂vt f
n =
∑v−1
j=0
(v−1
j
)
∂v−1−jt fn−l
∑Nj
k=−Nj CkΨk(∂
αk
t f).
Note that Definition 1 varies slightly from [12] (see updated version in Arxiv
[12]). In addition, one has to define s−(R) as:
s−(R) = {f ∈ S−(R)|f /∈ (∪k∈ZKer(Ψ+k )) ∪ (∪k∈Z−{1}Ker(Ψ−k ))} (2)
Ker(Ψ+k ) and Ker(Ψ
−
k ) are the kernels of the operators Ψ
+
k and Ψ
−
k (k in
Z) as defined in [12]. Following Definition 1, the uniqueness of the decom-
position in s−(R) with the families of differential operators can be stated as:
Definition 2: for all f in s−(R), for all v ∈ Z+ − {0}, for all n ∈ Z+
and n > 1, the families of operators (Ψ+k )k∈Z and (Ψ
−
k )k∈Z ((Ψ
+
k )k∈Z and
(Ψ−k )k∈Z⊆ F(s−(R),S−(R))) decompose uniquely ∂vt fn in R, if for any fam-
ily of operators (Sk)k∈Z ⊆ F(S−(R),S−(R)) decomposing ∂vt fn in R, there
exists a unique couple (β1, β2) in R2 such as:
Sk(f) = β1Ψ
+
k (f) + β2Ψ
−
k (f), ∀k ∈ Z (3)
Two important results shown in [12] are:
Lemma 0: for f in S−(R), the family of DEO Ψ+k (k = {0,±1,±2, ...})
decomposes the successive derivatives of the n-th power of f for n ∈ Z+ and
n > 1.
Theorem 0: for f in s−(R), the families of DEO Ψ+k and Ψ
−
k (k = {0,±1,±2, ...})
decompose uniquely the successive derivatives of the n-th power of f for
n ∈ Z+ and n > 1.
By definition if fn is analytic, there are (p,q) (p > q) in R2 such as fn can
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be developed in Taylor Series [8]:
fn(p) = fn(q) +
∞∑
k=1
∂kt f
n(q)
(p− q)k
k!
(4)
Let us define for n in Z+−{0}, for fn in S−(R) and finite energy, E(fn) (in
S−(R)) the energy function defined for (τ ,q) (q < τ) in R2 such as:
E(fn(τ)) =
∫ τ
q
(fn(t))2dt <∞ (5)
Proposition 1: If for any n in Z+, fn in S−(R) is analytic and finite
energy; for any (p,q) in R2 (with p > q) and E(fn) in S−(R) is analytic,
then E(fn(p)) is a convergent series.
Proof. From (5) and for (p,q) in R2 (with p > q), the development in Taylor
series of E(fn(p)) is convergent and can be written as:
E(fn(p)) = E(fn(q)) +
∞∑
k=0
∂kt (f
n(q))2
(p− q)k
k!
<∞
(6)
Now, let us assume that this series is divergent then from [8],
limk→∞
∣∣∣ ∂kt f2n(q)
∂k−1t f2n(q)
(p− q)
k + 1
∣∣∣ > 1 (7)
for k1 and k2 in Z+ − {0} such as k1 >> k2,∣∣∣ ∂k1t f2n(q)
∂k2−1t f2n(q)
(p− q)k1−k2
(k1 + 1)...(k1 − k2 − 1)
∣∣∣ >> 1 (8)
and thus we can conclude clearly that E(fn(p)) >∞. Finally, (6) is valid if
and only if the development in Taylor series of E(fn(p)) is convergent for p
in R.
3 Energy Space
Let us define the open sets Mi ⊆ S−(R) for i in Z+ such as:
Mi = {g ∈ S−(R)| g = ∂itfn, f ∈ s−(R), n ∈ Z+ − {0}} (9)
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Following Theorem 0, ∂itf
n (i in Z+ − {0}) can be decomposed uniquely
with the family of energy operators (Ψ+k )k∈Z+ and (Ψ
−
k )k∈Z+ . It then exists
αn in R such as:
∂itf
n = αn(∂
i−1
t f
n−2(Ψ+1 (f) + Ψ
−
1 (f))) (10)
Thus, the above relationship is a linear sum of the energy operators Ψ+1 and
Ψ−1 (and their derivatives) when n equal 2. By definition Ψ
−
1 (f) is equal
to 0 for any f in s−(R). As ∂itfn ⊆ F(s−(R),Mi), in the special case n
equal 2, we have ∂i−1t Ψ
+
1 (f) ( F(s−(R),Mi). This is not verified for n > 2,
because the above relationship becomes nonlinear.
One can define an energy space such as:
Definition 3: The energy space E is equal to E =
⋃
i∈Z+∪{0}M
i.
Note that the definition of M0 does not involve the family of DEO Ψ+k and
Ψ−k (k = {0,±1,±2, ...}). In this particular case, if g is a general solution of
some PDEs, then fn can be assimilated as some special form of the solution
(if it exists). That will be investigated in the last section of this document.
In some specific applications (e.g., solutions of some PDEs), It may be inter-
esting to use the energy function E(.) applied to ∂itfn if we want to restrict
the definition of E (not to all Z+). In this case, E(.) is said associated with
the energy space E.
Furthermore from [8], the energy of the function fn is directly connected to
the L1 norm with the Cauchy-Schwartz inequality (for (p, q) and q < p, R2,
(
∫ p
q f
ndt)2 ≤ (p− q)E(fn)).
Proposition 2 : for all f in S−(R), for all k ∈ Z+, E(Ψ+k+1(f))≤ E(∂kt Ψ+k (f))
Proof. From the properties of the derivative chain rules and with Cauchy-
Schwartz inequality [8] one can write :
Ψ+k+1(f) = ∂tΨ
+
k (f)−Ψ+k−1(∂tf)∫ +∞
−∞
|Ψ+k+1(f)|2dt ≤
∫ +∞
−∞
|∂tΨ+k (f)|2dt
E(Ψ+k+1(f)) ≤ E(∂kt Ψ+k (f))
(11)
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4 Generalized Energy Operators
From the introduction of the DEO families in [?] and as recalled in Section
1, it is possible to generalize the definition of the energy operators (Ψ+k )k∈Z
and (Ψ−k )k∈Z based on some operators defined as:
[., .]−k = ∂t.∂
k−1
t .− .∂kt , k ∈ Z
[., .]−k = [.]
−
k (12)
(13)
Let us call it the generalized energy operator [., .]−k ⊆ F(S−(R),S−(R)).
Note that in [2], the authors defined a similar operator using Lie bracket
restricted to signal processing applications (e.g., signal and speech AM-
FM demodulation). Similarly to the DEO families, one can introduce the
conjugate [., .]+k ⊆ F(S−(R),S−(R)) defined as:
[., .]+k = ∂t.∂
k−1
t .+ .∂
k
t ., k ∈ Z
[., .]+k = [.]
+
k (14)
(15)
To obtain the families of DEOs (Ψ+k )k∈Z and (Ψ
−
k )k∈Z defined in [12], one
can then apply [., .]+k and [., .]
−
k to f in S
−(R) such as:
[f, f ]+k = ∂tf∂
k−1
t f + f∂
k
t f
[f, f ]k
+ = Ψ+k (f)
[f, f ]k
− = ∂tf∂k−1t f − f∂kt f
[f, f ]k
− = Ψ−k (f)
(16)
Furthermore, one can write:
[[f, f ]+k , [f, f ]
+
k ]
+
k
= ∂tΨ
+
k (f)∂
k−1
t Ψ
+
k (f) + Ψ
+
k (f)∂
k
t Ψ
+
k (f)
= [[f ]1]+k
[[f, f ]−k , [f, f ]
−
k ]
−
k
= ∂tΨ
−
k (f)∂
k−1
t Ψ
−
k (f)−Ψ−k (f)∂kt Ψ−k (f)
= [[f ]1]−k
(17)
Here, we define the notation [[.]p]+k with k in Z and p in Z
+. k is the de-
gree of the derivative similar to the definition of Ψ+k (.), and p is the number
of ”iterations” of the operator [., .]+k . Thus following the equation above,
Ψ+k (f) is equal to [[f ]
0]+k , and Ψ
−
k (f) equal to [[f ]
0]−k . Now, let us show the
proposition:
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Proposition 3: for all p ∈ Z+, for all k in Z, the generalized energy op-
erators [[.]p]+k and [[.]
p]−k are bilinear and follow the derivative chain rule
property.
Proof. First, let us recall the properties of a bilinear map according to [10].
Let us define the set V ⊆ S−(R), and the map B : V×V→ S−(R). B is a
bilinear map if and only if:
B(v1 + v2, w) = B(v1, w) +B(v2, w), ∀v1, v2, w ∈ V
B(v1, w1 + w2) = B(v1, w1) +B(v1, w2), ∀v1, w1, w2 ∈ V
B(cv1, w) = B(v1, cw) = cB(v1, w), ∀v1, w ∈ V, c ∈ R
(18)
Previous works such as [2] and [12] showed that for any k in Z, Ψ+k (.) and
Ψ−k (.) are quadratic forms of a specific bilinear operator. Thus for any k in
Z, Ψ+k (.) and Ψ
−
k (.) are bilinear operators due to the quadratic superposi-
tion principle [2]. In addition, with the definition of the family of energy
operators (Ψ+k )k∈Z and (Ψ
−
k )k∈Z, it is straightforward that ([., .]
+
k )k∈Z and
([., .]−k )k∈Z are families of bilinear operators. In the following, the bilinearity
and the derivative chain rule property of the generalized energy operator
families are shown by induction on the index p in Z+.
A - Bilinearity
• Case p = 0
To refer to the previous paragraph, based on [., .]+k ([., .]
−
k ) in (14), this is
the generalization of the quadratic operator Ψ+k (.) (Ψ
−
k (.)). Therefore, [[.]
0]+k
and [[.]0]−k are bilinear operators.
• Case p = 1
By definition,
[[.]1]
+
k =
[
[.]0k, [.]
0
k
]+
k
[[.]1]
+
k =
[
Ψ+k ,Ψ
+
k
]+
k
(19)
With Ψ+k (.) (k in Z) and [., .]
+
k bilinear operators, we can conclude that
[[.]1]+k is a bilinear operator as well for any k in Z.
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• Case p = h+ 1
Now, we assume that [[.]h]+k is a bilinear operator for any k in Z. We can
write:
[[.]h+1]+k =
[
[.]hk , [.]
h
k
]+
k
(20)
As mentioned before, [[.]h]+k and [., .]
+
k are bilinear operators. Thus, we
can conclude that [[.]h+1]
+
k is also a bilinear operator for any k in Z. By
replacing + with − in the previous equations, it shows that the bilinearity
of the conjugate operator [[.]p]−k .
B - Derivative Chain Rule
Now, let us show the derivative chain rule property of [[.]p]−k and [[.]
p]+k for
any k in Z and p in Z+ with induction.
• Case p = 0
It was shown in [12] that [[.]0]+k and [[.]
0]−k (k in Z) follow the chain rules
derivative rule such as for any f in S−(R):
[[f ]0]
+
k = [[f ]
0]+k+1 + [∂t[f ]
0]+k−1
[[f ]0]
−
k = [[f ]
0]−k+1 + [∂t[f ]
0]−k−1
(21)
• Case p = 1
By definition of the generalized energy operator and with (20), one can write
for any f in S−(R):
[[f ]1]
+
k =
[
Ψ+k (f),Ψ
+
k (f)
]+
k
[[f ]1]
+
k = ∂
k−1
t Ψ
+
k (f)∂tΨ
+
k (f) + Ψ
+
k (f)∂
k
t Ψ
+
k (f)
∂t[[f ]
1]
+
k = ∂
k
t Ψ
+
k (f)∂tΨ
+
k (f) + ∂
k−1
t Ψ
+
k (f)∂
2
t Ψ
+
k (f) + ∂tΨ
+
k (f)∂
k
t Ψ
+
k (f) + Ψ
+
k (f)∂
k+1
t Ψ
+
k (f)
∂t[[f ]
1]
+
k = [[f ]
1]
+
k+1 + [∂t[f ]
1]
+
k−1
(22)
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• Case p = h+ 1
Let us assume that the derivative chain rule works for the generalize operator
[[.]h]+k (k in Z). Following the previous case, we write:
[[f ]h+1]
+
k =
[
[[f ]h]
+
k , [[f ]
h]
+
k
]+
k
[[f ]h+1]
+
k = ∂
k−1
t [[f ]
h]
+
k ∂t[[f ]
h]
+
k + [[f ]
h]
+
k ∂
k
t [[f ]
h]
+
k
∂t[[f ]
h+1]
+
k = ∂
k
t [[f ]
h]
+
k ∂t[[f ]
h]
+
k + ∂
k−1
t [[f ]
h]
+
k ∂
2
t [[f ]
h]
+
k + [[f ]
h]
+
k ∂
k+1
t [[f ]
h]
+
k + ∂t[[f ]
h]
+
k ∂
k
t [[f ]
h]
+
k
∂t[[f ]
h+1]
+
k = [[f ]
h+1]
+
k+1 + [∂t[f ]
h+1]
+
k−1
(23)
This is the end of the proof by induction of the derivative chain rule for
the generalized operator [[.]p]+k . The same induction can be done for the
generalized energy operator [[.]p]−k by simply replacing the sign. Note that
the derivative chain rule property of the generalized energy operators comes
from the general Leibniz derivative rules. This can be compared to similar
properties of fractal operators such as mentioned in [14].
Note that for p in Z+ and f in S−(R), [[f ]p]+k in S
−(R), and for n ∈ Z+
and n > 1
(
[[f ]p]±k
)n
in S−(R). With this property, it is possible to extent
Lemma 0 and Theorem 0 (e.g., [12]) established for the families of DEOs
(Ψ+k )k∈Z and (Ψ
−
k )k∈Z when using the generalized energy operators.
However following the energy space definition in Section 3, let us introduce,
for p in Z+, the energy space Ep =
⋃
i∈Z+∪{0}H
i with Hi ⊆ S−(R) such as
:
Hi = {g ∈ S−(R), p ∈ Z+| g = ∂it
([
[f ]p
]+
1
)n
,
[
[f ]p
]+
1
∈ S−(R), n ∈ Z+−{0}}
(24)
One can define for p in Z+, S−p (R) ⊆ S−(R), such as:
S−p (R) = { p ∈ Z+|Ep =
⋃
i∈Z+∪{0}
Hi 6= {0}} (25)
Similar to the comments in Section 3, the energy space Ep is said associated
with E([[.]p]+
1
). Note that Definition 3 does not involve directly the energy
operators. In other words, E is not equal to E0. As an example, the case
p = 0 is defined such as (i in Z+ ∪ {0}):
Hi = {g ∈ S−(R), p ∈ Z+| g = ∂it
(
Ψ+1 (f)
)n
,Ψ+1 (f) ∈ S−(R), n ∈ Z+−{0}}
(26)
Furthermore, one can define:
S−0 (R) = {p = 0|E0 =
⋃
i∈Z+
Hi 6= {0}} (27)
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Note that for the case i = 0, it is similar as in the previous case (e.g,
definition of M0) where
[
[f ]p
]+
1
could be considered as a special solution of
some PDEs.
Here is the Lemma:
Lemma 1: for f in S−p (R), p in Z+, the families of generalized energy
operators [[.]p]+k (k = {0,±1,±2, ...}) decompose the successive derivatives
of the n-th power of [[f ]p−1]+1 for n ∈ Z+ and n > 1.
Proof. With the convention that [[f ]−1]+1 equal f , one can see that if p equal
0, then Lemma 1 is reduced to the case with the families of generalized
energy operators [[.]0]
+
k (k = {0,±1,±2, ...}) decomposing the successive
derivatives of the n-th power of f for n ∈ Z+ and n > 1. This is exactly
the statement of Lemma 0. Thus,the proof of the Lemma 1 is given by
induction on the index p and the the n-th power of [[f ]p−1]+1 . The induction
is used to show the decomposition, and in a separated part on the non-
uniqueness. However, this can be long and repetitive compared with the
work already published in [12]. Thus, the Lemma 1 is demonstrated for
the case p = {0, 1, N} (N in Z+) and n in {2, 3, L} (L > 1, L in Z+).
>> A -Decomposition with generalized energy operators
• Case p = 0
Following exactly [12], the induction on n is separated in two parts: the
decomposition with the energy operator families and the non-uniqueness
of the decomposition. As all the results are already properly shown in a
previous work, we only remind here the main results. Note that f is in
S−0 (R) which according to [12], is equal to S−(R).
Case n = 2
We showed that when n = 2, one can decompose ∂st f
2 (s in Z+, s > 0) with
the energy operators [[.]0]+k (k = {0,±1,±2, ...}) following the Equation (15)
in [12]:
∂st f
2 = a+s (f)
∂st f
2 =
s−1∑
k=0
(s−1
k
)
[∂s−k−1t [f ]
0]
+
2(k+1)−s, ∀s ∈ Z+ − {0} (28)
Case n = 3
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From the Equation (20) in [12] and (28), one can write:
∂tf
3 = f
3
2
a+1 (f)
∂tf
3 = f
3
2
[[f ]0]+1
∂tf
3 = fA+1 (f)
A+s (f) =
3
2
∂s−1t a
+
1 (f), ∀s ∈ Z+ − {0}
A+s (f) =
3
2
∂s−1t [[f ]
0]+1 , ∀s ∈ Z+ − {0}
∂st f
3 =
s−1∑
k=0
(s−1
k
)
A+k+1(f)∂
s−1−k
t f, ∀s ∈ Z+ − {0} (29)
Case n = L, L > 1
With the notation of the generalized energy operators, as shown in Equation
(28) in [12]:
∂tf
L = pfL−1∂tf
∂tf
L =
L
2
fL−2[[f ]0]+1
∂tf
L =
L
L− 1B
+
1 (f)f
L−2
B+s (f) =
L− 1
2
∂s−1t [[f ]
0]+1 , ∀s ∈ Z+ − {0}
∂2t f
L =
L
L− 1B
+
1 (f)∂tf
L−2 +
L
L− 1B
+
2 (f)f
L−2
∂s+1t f
L =
s∑
k=0
(s
k
) L
L− 1B
+
k+1(f)∂
s−k
t f
L−2, ∀s ∈ Z+ (30)
That is all the main results shown in the case of Lemma 0. This then ends
the case p = 0.
• Case p = 1
In this case, the Lemma 1 should be stated as: for f in S−1 (R), the families
of generalized energy operators [[.]1]+k (k = {0,±1,±2, ...}) decompose the
successive derivatives of the n-th power of [[f ]0]+1 for n ∈ Z+ and n > 1.
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In other words, one can substitute fn with
(
[[f ]0]+1
)n
, and the family of
generalized operator
(
[[.]0]+k
)
k∈Z+ with
(
[[.]1]+k
)
k∈Z+ . It is then possible to
write according to the previous development:
Case n = 2
Following the same development as in the previous case,
∂st
(
[[f ]0]+1
)2
= a+s (f)
∂st
(
[[f ]0]+1
)2
=
s−1∑
k=0
(s−1
k
)
[∂s−k−1t [f ]
1]
+
2(k+1)−s, ∀s ∈ Z+ − {0} (31)
Case n = 3
From the (29), one can write:
∂t
(
[[f ]0]+1
)3
= f
3
2
[[f ]1]+1
∂t
(
[[f ]0]+1
)3
= f
3
2
a+1 (f)
∂t
(
[[f ]0]+1
)3
= fA+1 (f)
A+s (f) =
3
2
∂s−1t a
+
1 (f), ∀s ∈ Z+ − {0}
A+s (f) =
3
2
∂s−1t [[f ]
1]+1 , ∀s ∈ Z+ − {0}
∂st
(
[[f ]0]+1
)3
=
s−1∑
k=0
(s−1
k
)
A+k+1(f)∂
s−1−k
t f, ∀s ∈ Z+ − {0} (32)
Case n = L, L > 1
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With the notation of the generalized energy operators, it was shown in (30):
∂t
(
[[f ]0]+1
)L
= L
(
[[f ]0]+1
)L−1
∂t
(
[[f ]0]+1
)
∂t
(
[[f ]0]+1
)L
=
L
2
(
[[f ]0]+1
)L−2
[[f ]1]+1
∂t
(
[[f ]0]+1
)L
=
L
L− 1B
+
1 (f)
(
[[f ]0]+1
)L−2
B+s (f) =
L− 1
2
∂s−1t [[f ]
1]+1 , ∀s ∈ Z+ − {0}
∂2t
(
[[f ]0]+1
)L
=
L
L− 1B
+
1 (f)∂t
(
[[f ]0]+1
)L−2
+
L
L− 1B
+
2 (f)
(
[[f ]0]+1
)L−2
∂s+1t
(
[[f ]0]+1
)L
=
s∑
k=0
(s
k
) L
L− 1B
+
k+1(f)∂
s−k
t
(
[[f ]0]+1
)L−2
, ∀s ∈ Z+ (33)
• Case p = N
In this case, the Lemma 1 states that: for f in S−N (R), the families of
generalized energy operators [[.]N ]+k (k = {0,±1,±2, ...}) decompose the
successive derivatives of the n-th power of [[f ]N−1]+1 for n ∈ Z+ and n > 1.
As we see in the statement of the Lemma 1, one has to assume that S−N (R)
is not reduced to {0}. Thus, following the previous development:
Case n = 2
Following the same development as in the previous case,
∂st
(
[[f ]N−1]+1
)2
= a+s (f)
∂st
(
[[f ]N−1]+1
)2
=
s−1∑
k=0
(s−1
k
)
[∂s−k−1t [f ]
N ]
+
2(k+1)−s, ∀s ∈ Z+ − {0}
(34)
Case n = 3
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From (29), one can write:
∂t
(
[[f ]N−1]+1
)3
= f
3
2
[[f ]N ]+1
∂t
(
[[f ]N−1]+1
)3
= f
3
2
a+1 (f)
∂t
(
[[f ]N−1]+1
)3
= fA+1 (f)
A+s (f) =
3
2
∂s−1t a
+
1 (f), ∀s ∈ Z+ − {0}
A+s (f) =
3
2
∂s−1t [[f ]
N ]+1 , ∀s ∈ Z+ − {0}
∂st
(
[[f ]N−1]+1
)3
=
s−1∑
k=0
(s−1
k
)
A+k+1(f)∂
s−1−k
t f, ∀s ∈ Z+ − {0} (35)
Case n = L, L > 1 With the notation of the generalized energy operators,
it was shown in (30):
∂t
(
[[f ]N−1]+1
)L
= L
(
[[f ]N−1]+1
)L−1
∂t
(
[[f ]N−1]+1
)
∂t
(
[[f ]N−1]+1
)L
=
L
2
(
[[f ]N−1]+1
)L−2
[[f ]N ]+1
∂t
(
[[f ]N−1]+1
)L
=
L
L− 1B
+
1 (f)
(
[[f ]N−1]+1
)L−2
B+s (f) =
L− 1
2
∂s−1t [[f ]
N ]+1 , ∀s ∈ Z+ − {0}
∂2t
(
[[f ]N−1]+1
)L
=
L
L− 1B
+
1 (f)∂t
(
[[f ]N−1]+1
)L−2
+
L
L− 1B
+
2 (f)
(
[[f ]N−1]+1
)L−2
∂s+1t
(
[[f ]N−1]+1
)L
=
s∑
k=0
(s
k
) L
L− 1B
+
k+1(f)∂
s−k
t
(
[[f ]N−1]+1
)L−2
, ∀s ∈ Z+(36)
This ends the first part on the decomposition of functions with generalized
energy operators.
>> B - Non-uniqueness of the decomposition with generalized energy oper-
ators
• Case p = 0
In [12] in the proof of the Lemma 0, the non-uniqueness of the decomposition
of the successive derivatives ∂itf
n (n ∈ Z+, n > 1, i ∈ Z+) was shown with
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a simple counter example for f in S−0 (R):
ηk(f) = 3(∂tf∂
k−1
t f)− f∂kt f, ∀k ∈ Z
(37)
Note that the derivative chain rule property is applied to this operator. One
can verify:
∂tf
2 = 2f∂tf
∂tf
2 = η1(f)
η1(f) = [[f ]
0]
+
1
∂2t f
2 = 2(∂tf)
2 + 2f∂2t f
∂2t f
2 = ∂tη
+
1 (f)
∂t[[f ]
0]
+
1 = ∂tη
+
1 (f)
∂2t f
2 = η+2 (f) + η
+
0 (∂tf)
(38)
• Case p = 1
In the same way, one can also define the generalized energy operator [[.]1]+ηk
(k = {0,±1,±2, ...}) decomposing the successive derivatives of the n-th
power of [[f ]0]+1 for f in S
−
1 (R), for n ∈ Z+ and n > 1.
[[f ]1]+ηk = 3(∂t[[f ]
0]+1 ∂
k−1
t [[f ]
0]+1 )− [[f ]0]+1 ∂kt [[f ]0]+1 , ∀k ∈ Z
∂t
(
[[f ]0]+1
)2
= 2[[f ]0]+1 ∂tf
∂t
(
[[f ]0]+1
)2
= [[f ]1]+η1
[[f ]1]
+
η1 = [[f ]
1]+1
∂2t
(
[[f ]0]+1
)2
= 2(∂t[[f ]
0]+1 )
2 + 2[[f ]0]+1 ∂
2
t [[f ]
0]+1
∂2t
(
[[f ]0]+1
)2
= ∂t[[f ]
1]+η1
∂t[[f ]
1]+1 = ∂t[[f ]
1]+η1
∂2t
(
[[f ]0]+1
)2
= [[f ]1]+η2 + [∂t[f ]
1]+η0
(39)
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• Case p = N
One can generalize the case p = {0, 1} with the generalized energy operator
for f in S−N (R):
[[f ]N ]
+
ηk = 3(∂t[[f ]
N−1]+1 ∂
k−1
t [[f ]
N−1]+1 )− [[f ]N−1]+1 ∂kt [[f ]N−1]+1 , ∀k ∈ Z
Following the same development,
∂t
(
[[f ]N−1]+1
)2
= 2[[f ]N−1]+1 ∂tf
∂t
(
[[f ]N−1]+1
)2
= [[f ]N ]+η1
[[f ]N ]
+
η1 = [[f ]
N ]+1
∂2t
(
[[f ]N−1]+1
)2
= 2(∂t[[f ]
N−1]+1 )
2 + 2[[f ]N−1]+1 ∂
2
t [[f ]
N−1]+1
∂2t
(
[[f ]N−1]+1
)2
= ∂t[[f ]
N ]+η1
∂t[[f ]
N ]+1 = ∂t[[f ]
N ]+η1
∂2t
(
[[f ]N−1]+1
)2
= [[f ]N ]+η2 + [∂t[f ]
N ]+η0
(40)
Now, one can define the subset s−p (R) defined as:
s−p (R) = {f ∈ S−p (R), p ∈ Z+|f /∈ (∪k∈ZKer([[f ]p]+k )∪(∪k∈Z−{1}Ker([[f ]p]−k ))}
(41)
The subset s−p (R) is also defined such as Ep 6= {0}. Thus, one can see that
s−p (R) ⊆ S−p (R).
Theorem 1: for f in s−p (R), for p in Z+, the families of generalized operators
[[.]p]+k and [[.]
p]−k (k = {0,±1,±2, ...}) decompose uniquely the successive
derivatives of the n-th power of [[f ]p−1]+1 for n ∈ Z+ and n > 1.
Proof. The proof is an induction on the index p and the n-th power of
[[f ]p−1]+1 . It is separated in three parts: the decomposition with the gener-
alized energy operators, the existence and the uniqueness of the decomposi-
tion. However, that follows exactly the work of [12]. Similarly to the proof
of Lemma 1, one should notice that for the case p = 0 the Theorem 1 is
exactly the statement of Theorem 0 with s−0 (R) equal to s−(R) defined in
the first section. To keep the demonstration short, the induction is done for
n in {2, L} and p in {0, N}.
>> A -Decomposition with generalized energy operators
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• Case p = 0
Recall the definition of [[.]0]−1 from (17) and the proof of Theorem 0 (see
[12]), one can write for f in s−0 (R):
Case n = 2:
∂tf
2 = f∂tf + f∂tf + f∂tf − f∂tf
∂tf
2 = [[f ]0]+1 + [[f ]
0]−1
∂2t f
2 = 2(∂tf)
2 + 2f∂2t f
∂2t f
2 = ∂t([[f ]
0]+1 + [[f ]
0]−1 )
∂2t f
2 = [[f ]0]+2 + [∂t[f ]
0]+0 +
[[f ]0]−2 + [∂t[f ]
0]−0
(42)
There is a symmetry with the proof of the previous lemma. From (42), one
can define a−s (f) in the same way that a+s (f) was defined in (28) as:
∂st f
2 =
s−1∑
k=0
(s−1
k
)
[∂s−k−1t [f ]
0]
+
2(k+1)−s, ∀s ∈ Z+ − {0} (43)
With the property of the derivative chain rule, it is easy to calculate the
first terms of the DEO family a−s (f) such as :
a−1 (f) = [[f ]
0]−1 = 0
a−2 (f) = ∂t[[f ]
0]−1 = [[f ]
0]−2 + [∂t[f ]
0]−0
[[f ]0]
−
2 = −[∂t[f ]0]
−
0
(44)
The family of DEO [[f ]0]−0 (k ∈ Z) has the same derivative properties as
[[f ]0]+0 . A similar equation can then be established for a
−
s (f) following the
development written in (28) as:
a−s (f) =
s−1∑
k=0
(s−1
k
)
[∂s−k−1t [f ]
0]
−
2(k+1)−s, ∀s ∈ Z+ − {0}
a−s (f) = 0
(45)
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This formula has just been checked for s = {1, 2, 3, 4} with (44). The gen-
eralization of the formula for s = m is very similar to the one described in
(45) literally by changing + and − in the definition of the energy opera-
tor. It follows that the decomposition of the successive derivatives of f2 is
generalized for any n in Z+ − {0} as:
∂mt f
2 = ∂m−1t ([[f ]
0]+0 + [[f ]
0]−0 )
=
m−1∑
k=0
(m−1
k
)
[∂m−k−1t [f ]
0]
+
2(k+1)−m +
m−1∑
k=0
(m−1
k
)
[∂m−k−1t [f ]
0]
−
2(k+1)−m
(46)
Case n = L, L > 1
Following the same step as in the proof of Lemma 1, let us define B+s (f)
and B−s (f) ( s in Z+ − {0}) with the assumption that they decompose the
successive derivatives of fp−1 as:
∂tf
L = pfL−1∂tf
∂tf
L =
L
2
fL−2[[f ]0]+1
B+s (f) =
L− 1
2
∂s−1t [[f ]
0]+1 , ∀s ∈ Z+ − {0}
B−s (f) =
L− 1
2
∂s−1t [[f ]
0]−1 , ∀s ∈ Z+ − {0}
∂tf
L =
L
L− 1
(
B+1 (f) +B
−
1 (f)
)
fL−2
∂2t f
L =
L
L− 1
(
B+1 (f) +B
−
1 (f)
)
∂tf
L−2 +
L
L− 1
(
B+2 (f) +B
−
2 (f)
)
fL−2
(47)
There is again a symmetry with the proof of Lemma 1. One can define the
s+ 1-th derivative of
(
[[f ]N−1]+1
)L
using B−k+1(f) and B
+
k+1(f):
∂s+1t f
L =
s∑
k=0
(s
k
) L
L− 1
(
B+k+1(f) +B
−
k+1(f)
)
∂s−kt f
L−2, ∀s ∈ Z+ (48)
This equation has just been checked for s = {0, 1}. As the induction proof
follows exactly the proof of Lemma 1 as in (30) by only adding B−k+1(f)
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which has the same properties as B+k+1(f). It allows then to assume the
generalization to the case s+ 2.
Thus, (B+k )k∈Z and (B
−
k )k∈Z decompose the s-th derivative of f
L. From their
definition, one can conclude that
(
[[f ]0]+k
)
k∈Z and
(
[[f ]0]−k
)
k∈Z decompose
∂st f
L.
• Case p = N
This case follows the proof of the Lemma 1 and in particular (34) to (36)
and (44). One can then write for f in s−N (R):
Case n = 2:
∂st
(
[[f ]N−1]+1
)2
= a+s (f) + a
−
s (f)
∂st
(
[[f ]N−1]+1
)2
=
s−1∑
k=0
(s−1
k
)(
[∂s−k−1t [f ]
N ]
+
2(k+1)−s + [∂
s−k−1
t [f ]
N ]
−
2(k+1)−s
)
, ∀s ∈ Z+ − {0}
(49)
Case n = L, L > 1 With the notation of the generalized energy operators,
it was shown in (33):
∂t
(
[[f ]N−1]+1
)L
= L
(
[[f ]N−1]+1
)L−1
∂t
(
[[f ]N−1]+1
)
∂t
(
[[f ]N−1]+1
)L
=
L
2
(
[[f ]N−1]+1
)L−2(
[[f ]N ]+1 + [[f ]
N ]−1
)
∂t
(
[[f ]N−1]+1
)L
=
L
L− 1(B
+
1 (f) +B
−
1 (f))
(
[[f ]N−1]+1
)L−2
B+s (f) =
L− 1
2
∂s−1t [[f ]
N ]+1 , ∀s ∈ Z+ − {0}
B−s (f) =
L− 1
2
∂s−1t [[f ]
N ]−1 , ∀s ∈ Z+ − {0}
∂2t
(
[[f ]N−1]+1
)L
=
L
L− 1(B
+
1 (f) +B
−
1 (f))∂t
(
[[f ]N−1]+1
)L−2
+
L
L− 1(B
+
2 (f) +B
−
2 (f))
(
[[f ]N−1]+1
)L−2
∂s+1t
(
[[f ]N−1]+1
)L
=
s∑
k=0
(s
k
) L
L− 1(B
+
k+1(f) +B
−
k+1(f))∂
s−k
t
(
[[f ]N−1]+1
)L−2
, ∀s ∈ Z+
(50)
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>> B -Existence of the decomposition with generalized energy operators
In the proof of Lemma 1, it was shown that the non-uniqueness of the
decomposition using a counter-example. Here, the proof re-investigate these
examples. Then, it is generalized for p > 0 via induction on p.
• Case p = 0
With f in s−0 (R),
Case n = 2:
It was shown that the family of operators (ηk)k∈Z (proof of the Lemma,
(37)), decomposes ∂st f
2 (s ∈ Z+ − {0}). One can rewrite it as a sum of the
DEO family (Ψ−k )k∈Z and (Ψ
+
k )k∈Z as:
ηk(f) = Ψ
+
k (f) + 2Ψ
−
k (f), k ∈ Z
ηk(f) = [[f ]
0]+k + 2[[f ]
0]−k , k ∈ Z
(51)
Case n = L with L > 1:
Previously, (47) defined the decomposition of ∂st f
L (s ∈ Z+−{0}) with the
generalized energy operator [[.]0]+k . With the definition of [[.]
0]−1 , one can
define the operator θ+k and θ
−
k as:
∂tf
L = LfL−1∂tf
∂tf
L =
L
2
fL−2[[f ]0]+1
θ+k (f) =
L− 1
2
[[f ]0]+k
θ−k (f) =
L− 1
2
[[f ]0]−k
∂tf
L =
L
2
fL−2
(
[[f ]0]+1 + [[f ]
0]−1
)
=
L
L− 1f
L−2(θ+1 (f) + θ
−
1 (f)) (52)
Following the development in (47) and (50), one can see that B+s (f) =
∂s−1t θ
+
1 (f) and B
−
s (f) = ∂
s−1
t θ
−
1 (f) (s ∈ Z+ − {0}). Note that θ−k and
θ+k are bilinear operators and follow the derivative chain rule property by
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definition.
Using (50), one can easily show that θ−k and θ
+
k decomposes ∂
s
t f
L (s ∈
Z+−{0}). It is then possible to conclude the existence of the decomposition
of any operator by using ([[.]0]−k )k∈Z and ([[.]
0]+k )k∈Z.
• Case p = N
With f in s−N (R),
Case n = 2:
It was shown that the family of operators ([[.]N ]
+
ηk)k∈Z (proof of Lemma 1,
(40)), decomposes ∂st ([[f ]
N−1]+1 )
2 (s ∈ Z+ − {0}). One can rewrite it as a
sum of the DEO family ([[.]N ]−k )k∈Z and ([[.]
N ]+k )k∈Z as:
[[f ]N ]
+
ηk = 3(∂t[[f ]
N−1]+1 ∂
k−1
t [[f ]
N−1]+1 )− [[f ]N−1]+1 ∂kt [[f ]N−1]+1
[[f ]N ]
+
ηk = [[f ]
N ]+1 + 2[[f ]
N ]−1 , k ∈ Z
(53)
Case n = L with L > 1:
Previously, (47) defined the decomposition of ∂st
(
[[.]N−1]+1
)L
(s ∈ Z+−{0})
with the generalized energy operator [[.]N ]+k . With the definition of [[.]
N ]−1 ,
one can define the operator [[.]N ]+θk and [[.]
N ]−θk as:
∂t
(
[[f ]N−1]+1
)L
= L
(
[[f ]N−1]+1
)L−1
∂t
(
[[f ]N−1]+1
)
∂t
(
[[f ]N−1]+1
)L
=
L
2
(
[[f ]N−1]+1
)L−2
[[f ]N ]+1
[[f ]N ]
+
θk =
L− 1
2
[[f ]N ]
+
k
[[f ]N ]
−
θk =
L− 1
2
[[f ]N ]
−
k
∂t
(
[[f ]N−1]+1
)L
=
L
L− 1f
L−2fL−2
(
[[f ]N ]+θ1 + [[f ]
N ]−θ1
)
(54)
Following the development in (47) and (50), one can see that B+s (f) =
∂s−1t [[f ]N ]
+
θ1 and B
−
s (f) = ∂
s−1
t [[f ]
N ]−θ1 (s ∈ Z+ − {0}). Note that [[f ]N ]
−
θk
and [[f ]N ]
+
θk are bilinear operators and follow the derivative chain rule prop-
erty by definition.
With (54), one can easily show that [[.]N ]
−
θk and [[.]
N ]
+
θk decomposes ∂
s
t
(
[[.]N−1]+1
)L
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(s ∈ Z+ − {0}). It is then possible to conclude the existence of the decom-
position of any operator by using ([[.]N ]−k )k∈Z and ([[.]
N ]+k )k∈Z.
>> C - About the Uniqueness of the decomposition with generalized energy
operators
Following the previous sections, the proof by induction on the index p in
Z+ shows the uniqueness of the decomposition of any family of operators
decomposing ∂s+1t
(
[[f ]p−1]+k
)n
(f in s−p (R), s in Z+, n in Z+ and n > 1) with
the families of generalized operators [[.]p]+k and [[.]
p]−k (k = {0,±1,±2, ...})
. In other words for example for p is equal to 0, one wants to show that if
a family of operators (Sk)k∈Z ( Sk ( F(s−0 (R),S−(R))) decomposes ∂s+1t fn
(s in Z+, n in Z+ and n > 1), Sk (k in Z) can be written with an unique
sum of [[.]0]+k and [[.]
0]−k (k = {0,±1,±2, ...}). Thus, the induction is on the
index p and the k-th order of the generalized energy operators. Note that
for a matter of clarity, p is restricted to the case {0, N}.
• Case p = 0
This is the case already shown in the proof of Theorem 0. The same logic
of the proof is applied for the case p > 0.
Case k = 2: For f in s−0 (R) (or s−(R)) and n in Z+ and n > 1, one can
assume that (α1, α2, β1, β2) exist in R4 such as:
∂st f
n = ∂s−1t S1(f)
∂st f
n = α1∂
s−1
t [[f ]
0]+1 + α2∂
s−1
t [[f ]
0]−1
∂st f
n = β1∂
s−1
t [[f ]
0]+1 + β2∂
s−1
t [[f ]
0]−1
(55)
As with the operator family (Sk)k∈Z follows the derivative chain rule prop-
erty:
∂tS1(f) = S2(f) + S0(∂tf)
∂tS1(f) = α1∂t[[f ]
0]+1 + α2∂t[[f ]
0]−1
∂tS1(f) = α1([[f ]
0]+2 + [∂t[f ]
0]+0 ) + α2([[f ]
0]−2 + [∂t[f ]
0]−0 )
(56)
And then,
S2(f) = α1[[f ]
0]+2 + α2[[f ]
0]−2
S2(f) = β1[[f ]
0]+2 + β2[[f ]
0]−2
(α1 − β1)[[f ]0]+2 + (α2 − β2)[[f ]0]−2 = 0 (57)
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As f in s−0 (R), the images of [[.]0]
+
2 and [[.]
0]−2 (Im([[.]
0]+2 ) and Im([[.]
0]−2 ))
are not reduced to {0}. It follows that α1 = β1 and α2 = β2. Note that
it is not possible to do this simple check for k = 1 as Im([[.]0]−1 ) = {0} by
definition of the family
(
[[.]p]−k
)
k∈Z .
Case k = L: For f in s−0 (R), let us assume the uniqueness of the decompo-
sition for k = L− 1 (with k 6= 1). For k = L, following (56):
∂tSL−1(f) = SL(f) + SL−2(∂tf)
∂tSL−1(f) = α1∂t [[f ]0]+L−1 + α2∂t[[f ]
0]+L−1
∂tSL−1(f) = α1([[f ]0]+L + [∂t[f ]
0]+L−2) + α2([[f ]
0]−L + [∂t[f ]
0]−L−2)
(58)
And then,
SL(f) = α1[[f ]
0]+L + α2[[f ]
0]−L
SL(f) = β1[[f ]
0]+L + β2[[f ]
0]−L
(α1 − β1)[[f ]0]+L + (α2 − β2)[[f ]0]−L = 0 (59)
By definition for L 6= 1, Im([[f ]0]+L ) and Im([[f ]0]−L ) are not reduced to {0},
and it follows that α1 = β1 and α2 = β2.
Special Case k = 1: To complete the proof with the assumption that
α1 = β1 and α2 = β2 for k ∈ Z and k 6= 1 , the special case k = 1 can be
solved as:
∂t(α1[[f ]
0]+1 ) = α1([[f ]
0]+2 + [∂t[f ]
0]+0 )
= β1([[f ]
0]+2 + [∂t[f ]
0]+0 )
= ∂t(β1[[f ]
0]+1 )
∂t(α2[[f ]
0]−1 ) = α2([[f ]
0]−2 + [∂t[f ]
0]−0 )
= β2([[f ]
0]−2 + [∂t[f ]
0]−0 )
= ∂t(β2[[f ]
0]−1 )
(60)
To conclude in equation (53) in [12], it is shown that α1 = β1 = 1.
• Case p = N
In this case, f is in s−N (R). Following the previous development, one can as-
sume that there is a family of energy operators (Vk)k∈Z and Vk ( F(s−N (R),S−(R))
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which decomposes ([[f ]N−1]+1
)n
.
Case k = 2: For n in Z+ and n > 1, one can assume that (α1, α2, β1, β2)
exist in R4 such as:
∂st
(
[[f ]N−1]+1
)n
= ∂s−1t V1(f)
∂st f
n = α1∂
s−1
t [[f ]
N ]+1 + α2∂
s−1
t [[f ]
N ]−1
∂st f
n = β1∂
s−1
t [[f ]
N ]+1 + β2∂
s−1
t [[f ]
N ]−1
(61)
In addition, the family (Vk)k∈Z follows the derivative chain rule property:
∂tV1(f) = V2(f) + V0(∂tf)
∂tV1(f) = α1∂t[[f ]
N ]+1 + α2∂t[[f ]
N ]−1
∂tV1(f) = α1([[f ]
N ]+2 + [∂t[f ]
N ]+0 ) + α2([[f ]
N ]−2 + [∂t[f ]
N ]−0 )
(62)
And then,
V2(f) = α1[[f ]
N ]+2 + α2[[f ]
N ]−2
V2(f) = β1[[f ]
N ]+2 + β2[[f ]
N ]−2
(α1 − β1)[[f ]N ]+2 + (α2 − β2)[[f ]N ]−2 = 0 (63)
As f in s−N (R), the images of [[.]
N ]+2 and [[.]
N ]−2 are not reduced to {0}. It
follows that α1 = β1 and α2 = β2. Note that it is not possible to do this
simple check for k = 1 as Im([[.]N ]−1 ) = {0} by definition .
Case k = L: For f in s−N (R), let us assume the uniqueness of the decompo-
sition for k = L− 1 (with k 6= 1). For k = L, following (56):
∂tVL−1(f) = VL(f) + VL−2(∂tf)
∂tVL−1(f) = α1∂t [[f ]N ]+L−1 + α2∂t[[f ]
N ]+L−1
∂tVL−1(f) = α1([[f ]N ]+L + [∂t[f ]
N ]+L−2) + α2([[f ]
N ]−L + [∂t[f ]
N ]−L−2)
(64)
And then,
VL(f) = α1[[f ]
N ]+L + α2[[f ]
N ]−L
VL(f) = β1[[f ]
N ]+L + β2[[f ]
N ]−L
(α1 − β1)[[f ]N ]+L + (α2 − β2)[[f ]N ]−L = 0 (65)
By definition for L 6= 1, Im([[f ]N ]+L ) and Im([[f ]N ]−L ) are not reduced to
{0}, and it follows that α1 = β1 and α2 = β2.
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Special Case k = 1: To complete the proof with the assumption that
α1 = β1 and α2 = β2 for k ∈ Z and k 6= 1 , the special case k = 1 can be
solved as:
∂t(α1[[f ]
N ]+1 ) = α1([[f ]
N ]+2 + [∂t[f ]
N ]+0 )
= β1([[f ]
N ]+2 + [∂t[f ]
N ]+0 )
= ∂t(β1[[f ]
N ]+1 )
∂t(α2[[f ]
N ]−1 ) = α2([[f ]
N ]−2 + [∂t[f ]
N ]−0 )
= β2([[f ]
N ]−2 + [∂t[f ]
N ]−0 )
= ∂t(β2[[f ]
N ]−1 )
(66)
This concludes the proof of Theorem 1.
Discussion n < −1: In this case, one can define:
∀f ∈ S−p (R), ∀t ∈ R, p ∈ Z+, ([[f(t)]p]+1
)n 6= 0, ∀n ∈ Z+, n > 1, 1(
[[f(t)]p]+1
)n
(67)
This set of functions can also be described as: f in S−p (R) and f not in
Ker
(
[[f(t)]p]+1
)
for p in Z+. Note that one could also chose to have f
in s−p (R). However, this is more restrictive than the set defined in (67).
Using an intermediary function, h such as h = 1
[[f(t)]p]+1
, the problem of
decomposing ∂st
(
[[f(t)]p]+1
)−n
(s in Z+−{0}) is equivalent to resolving ∂st hn,
which has been demonstrated in the Lemma 1 and Theorem 1.
Discussion n = 1 or n = −1: As already underlined in [12], one can use a
general formula for f in the set defined in (67):
∂st
(
[[f(t)]p]+1
)
= ∂st
((
[[f(t)]p]+1
)3(
[[f(t)]p]+1
)2)
s = 1, ∂t
(
[[f(t)]p]+1
)
=
(
[[f(t)]p]+1
)−2
∂t
(
[[f(t)]p]+1
)3
+
(
[[f(t)]p]+1
)3
∂t
(
[[f(t)]p]+1
)−2
s = 2, ∂2t
(
[[f(t)]p]+1
)
= 2∂t
(
[[f(t)]p]+1
)−2
∂t
(
[[f(t)]p]+1
)3
+
(
[[f(t)]p]+1
)3
∂2t
(
[[f(t)]p]+1
)−2
+
(
[[f(t)]p]+1
)−2
∂2t
(
[[f(t)]p]+1
)3
(68)
The example for s = {1, 2} in (68) shows that ∂st
(
[[f(t)]p]+1
)
can be decom-
posed into a product of successive derivatives of
(
[[f(t)]p]+1
)3
and
(
[[f(t)]p]+1
)−2
.
Those derivatives can be decomposed into a sum of generalized energy oper-
ators based on the Lemma 1 and Theorem 1 plus the previous discussion
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(for the case n < −1 ).
Now for the case n = −1, it is easy to see that :
∂st
(
[[f(t)]p]+1
)−1
= ∂st
((
[[f(t)]p]+1
)2(
[[f(t)]p]+1
)3)
(69)
With the discussion for the case n = 1, we can conclude that ∂st
(
[[f(t)]p]+1
)−1
can be decomposed into a product of successive derivatives of
(
[[f(t)]p]+1
)2
and
(
[[f(t)]p]+1
)−3
.
5 Solutions of linear PDEs using the energy oper-
ators
In this section and the remainder of this work, the finite energy functions
of one variable described in Section 2 (e.g., (1)), are now functions of two
variables referring to the 1 space dimension (x) and time (t). Thus, one
has to add in the notation of the operators the symbol t or x to indicate
which variable the derivatives refer to. For example, the operators Ψ−,xk (.)
and [[.]p]+,xk (k in Z, p in Z
+) refer to their derivatives in space, whereas
Ψ−,tk (.) and [[.]
p]+,tk (k in Z, p in Z
+) refer to their derivatives in time. This
notation agrees with the work in [11]. One can then define the Schwartz
space S−(R2) for function of two variables such as:
S−(R2) = {f ∈ C∞(R), ∀(x0, t0) ∈ R+| supt<0|tk||∂jt f(x0, t)| <∞,
and supx<0|xk||∂jxf(x, t0)| <∞, ∀k ∈ Z+, ∀j ∈ Z+}
(70)
Following this definition, the extension of the subspace s−(R2) ⊆ S−(R2) is:
s−(R2) = {f ∈ S−(R2)| ∀ k ∈ Z, Ψ+,tk (f) 6= {0}
∀ k ∈ Z− {1}, Ψ−,tk (f) 6= {0}}
⋃
{f ∈ S−(R2)| ∀ k ∈ Z, Ψ+,xk (f) 6= {0}
∀ k ∈ Z− {1}, Ψ−,xk (f) 6= {0}}
We can redefine Definition 0, Definition 1 and the statements of Lemma 0,
Lemma 1, Theorem 0 and Theorem 1 with the function of two variables using
the above definitions. We will not state formally all the work previously done
for the case of the functions of two variables in S−(R2). It is only a matter
of replacing the variables from time to space. Note that in some case, if the
notations (Ψ+k )k∈Z and (Ψ
−
k )k∈Z are used, it means that we are dealing with
the families of energy operators in time and in space without making any
difference.
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With Theorem 1 in the case of a function of two variables, it is possible to
write the derivatives in space and time with the families of energy operators
(Ψ+k )k∈Z and (Ψ
−
k )k∈Z. One can state that it exists (αn1, αn2) in R
2 such as
for f ∈ s−(R2), n ∈ Z+ − {0}:{
∂itf
n = αn1(∂
i−1
t f
n−2(Ψt,+1 (f) + Ψ
t,−
1 (f))),
∂ixf
n = αn2(∂
i−1
t f
n−2(Ψx,+1 (f) + Ψ
x,−
1 (f)))
(71)
In addition, we did not use the generalized energy operator notation (see
Section 4 ) for the case of the functions of two variables in order to keep
it readable. Note that n the same way S−(R2) in (70) is defined for two
variables, it can be extended to functions of multiple variables with the
linearity of the definition.
The remainder of this section shows the definition of the sets of solutions
using energy operators and generalized energy operators for linear PDEs.
5.1 Application to linear PDEs with the families of DEOs
Let us consider the linear partial differential equation : a1∂
β
xg(x, t) + a2∂
β
t g(x, t) = h(x, t),
β ∈ Z+ − {0}, h ∈ C∞(R2), (a1, a2) ∈ R2,
x ∈ R, x0 ∈ R, t ∈ R+, t0 ∈ R+
(72)
g is the general solution of (72). Note that t is now in R+ as it is more
intuitive to define solutions in this interval. Let us define the open subset
Xi and Yi ( S−(R2) with i in Z+:
Xi = {g ∈ S−(R2), ∀t ∈ R+, x0 ∈ R|g(x0, t) = ∂itu(x0, t)n, u ∈ S−(R2), n ∈ Z+−{0}}
(73)
and,
Yi = {g ∈ S−(R2),∀x ∈ R, t0 ∈ R+|g(x, t0) = ∂ixu(x0, t)n, u ∈ S−(R2), n ∈ Z+−{0}}
(74)
Note that M0 ⊆ X0 following the discussion after the Definition 3 (p. 5).
The set of all solutions is then defined as S1(R2) =
(⋃
i∈Z+ X
i
)⋃ (⋃
i∈Z+ Y
i
)
.
With this definition, one can state that S1(R2) ( S−(R2). Following the
definition of the energy space E in Definition 3, S1(R2) can also be called
an energy space for functions of two variables.
It is important to underline that solutions in S−(R2) of (72) are finite
energy functions such as the ones decaying for large values of x. This is a
very limiting condition as we cannot include solutions such as planar waves.
Looking at the solutions of (72) in S1(R2) can get another meaning when
writing the Taylor series expansion of the solution u (in S−(R2)) in time and
in space such as for i in Z+, x0 in R, and t0 in R+ :{
un(x, t0) = u
n(x0, t0) +
∑∞
i=1 ∂
i
xu
n(x0, t0)
(x−x0)i
i! ,
un(x0, t) = u
n(x0, t0) +
∑∞
i=1 ∂
i
tu
n(x0, t0)
(t−t0)i
i!
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By definition, one can write ∂itu
n(x, t0) ∈ Xi and ∂ixun(x0, t) ∈ Yi.
In addition if u in s−(R2), the derivatives of un can be written with the
family of energy operators (Ψ+,tk )k∈Z, (Ψ
−,t
k )k∈Z, (Ψ
+,x
k )k∈Z and (Ψ
−,x
k )k∈Z
following Theorem 0 and the development of the proof of Theorem 1 (see
equations (46) and (48)). With the development in the previous section, one
can write (x0 in R, and t0 in R+):
∂βt u
n(x0, t) =
β−1∑
k=0
(β−1
k
)n
2
(∂kt Ψ
+,t
1 (u)(x0, t) + ∂
k
t Ψ
−,t
1 (u))(x0, t)
∂β−1−kt u
n−2(x0, t), ∀β ∈ Z+ − {0}, n > 1 (75)
∂βxu
n(x, t0) =
β−1∑
k=0
(β−1
k
)n
2
(∂kxΨ
+,x
1 (u)(x, t0) + ∂
k
xΨ
−,x
1 (u))(x, t0)
∂β−1−kx u
n−2(x, t0), ∀β ∈ Z+ − {0}, n > 1 (76)
Stating this problem in this way means that g = u is the particular case
when n = 1 and i = 0. Some interests lay in the solutions of this equation
for various values of i and n and understand the behavior of these solutions.
Finally, there are no conditions on the boundaries in the statement of (72)
as we are interested in the form of the general solutions such as decaying
waves [15].
5.2 Beyond the families of Energy operators
Looking at (79), one can wonder what is the set of solutions S2(R2) for (72).
If we define the subsets of S−(R2) for i in Z+:
Pi = {g ∈ S−(R2), ∀t ∈ R+, x0 ∈ R|g(x0, t) = ∂it(Ψt,+1 (u)(x0, t))n, u ∈ S−(R2),
n ∈ Z+ − {0}} (77)
and,
Qi = {g ∈ S−(R2),∀x ∈ R, t0 ∈ R+|g(x, t0) = ∂ix(Ψt,+1 (u)(x, t0))n, u ∈ S−(R2),
n ∈ Z+ − {0}} (78)
with S2(R2) =
(⋃
i∈Z+ P
i
)⋃ (⋃
i∈Z+ Q
i
)
. Note that one can define S˜2(R2)
a similar space as S2(R2) using the operator Ψx,+1 instead of Ψt,+1 .
We can decompose the successive derivatives of (Ψt,+1 (u))
n (respectively
(Ψx,+1 (u))
n) with the generalized energy operators, defined in (17), using
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Theorem 1 with u in s−1 (R2) such as ( x0 ∈ R , and t0 ∈ R+):
∂βt (Ψ
t,+
1 (u)(x0, t))
n =
β−1∑
k=0
(β−1
k
)n
2
(∂kt [[u(x0, t)]
1]t,+1 + ∂
k
t [[u(x0, t)]
1]t,−1 ∂
β−1−k
t u
n−2(x0, t),
∀β ∈ Z+ − {0}, n > 1 (79)
∂βx (Ψ
t,+
1 (u)(x, t0))
n =
β−1∑
k=0
(β−1
k
)n
2
(∂kx [[u(x, t0)]
1]t,+1 + ∂
k
x [[u(x, t0)]
1]t,−1 ∂
β−1−k
x u
n−2(x, t0),
∀β ∈ Z+ − {0}, n > 1 (80)
In the same way, we can define Sm(R2) ( S−(R2) (m in Z+−{0, 1}) associ-
ated with the generalized energy operators
(
[[.]m−2]t,+k
)
k∈Z and
(
[[.]m−2]t,−k
)
k∈Z,
and S˜m(R2) ( S−(R2) (m in Z+ − {0, 1}) associated with the generalized
energy operators
(
[[.]m−2]x,+k
)
k∈Z and
(
[[.]m−2]x,−k
)
k∈Z. However, this model
may define new sets of solutions for the linear PDEs thanks to the energy
operators and the generalized energy operators.
6 Application to the homogeneous Helmholtz equa-
tion
In the previous sections, we showed that it is possible to define the solu-
tions of linear PDEs (e.g, (72)) with the families of energy operator and to
some extent the families of generalized energy operators. The theory is now
applied to the particular case of the (homogeneous) Helmholtz equation.
6.1 The homogeneous Helmholtz equation with solutions in
the Schwartz space
From [12] and [13], the homogeneous equation can be formulated with α = 2,
h(x, t) = 0, a1 = 1 and a2 =
−1
c2
in (72) such as:{
∂2xg(x, t) − 1c2∂2t g(x, t) = 0,
x ∈ R, x0 ∈ R, t ∈ R+, t0 ∈ R+ (81)
c is the speed of light. It is well-known that the general solution g(x, t) of
this equation is a sum of two waves travelling in opposite direction such as
g(x, t) = u1(t−x/c) +u1(t+x/c) (e.g., [13]). In this model, u1(t−x/c) and
u2(t − x/c) are the particular case of g(x, t) = ∂itun(x, t) when n = 1 and
i = 0. A possible application of this theory is to look at the solutions for
various values of n and i. Applying the same development as in the previous
section and looking for the solutions g in S1(R2), one can write (81) with
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the energy operator using Theorem 1 (with u in s−(R2)):
∂2xu
n(x, t)− 1
c2
∂2t u
n(x, t) = 0
− 1
c2
n
2
(∂tΨ
+,t
1 (u(x, t))u
n−2(x, t) + Ψ−,t1 (u(x, t))∂tu
n−2(x, t))
+
n
2
(∂xΨ
+,x
1 (u(x, t))u
n−2(x, t) + Ψ−,x1 (u(x, t))∂xu
n−2(x, t)) = 0
(82)
if n = 2, (81) can be simplified such as:
∂2xu
2(x, t)− 1
c2
∂2t u
2(x, t) = 0
− 1
c2
(∂tΨ
+,t
1 (u(x, t))) + (∂xΨ
+,x
1 (u(x, t)) = 0
(83)
With the derivation chain rules property of the DEOs (e.g, [12]), we have
the equality
∂(Ψ+,xk (g))
∂x = Ψ
+,x
k+1(g) + Ψ
+,x
k−1(∂xg). Then, the previous equation
becomes:
Ψ+,x2 (g)−
1
c2
Ψ+,t2 (g) = 0
(84)
(84) agrees with the results previously published in [11]. Note that from
(83) when choosing some particular solutions u of (81) (see next section),
we can write Ψ+,t1 (u) ∝ HΨ
+,x
1 (u) (H in R). Then, S2(R2) and S˜2(R2) are
dual space.
Section 5.1 recalls how the energy operators (Ψt,+k )k∈Z and (Ψ
t,−
k )k∈Z
decomposes uniquely ∂ixu
n and ∂itu
n. By estimating the energy operators
(Ψt,+k )k∈Z, (Ψ
t,−
k )k∈Z, (Ψ
x,+
k )k∈Z and (Ψ
x,−
k )k∈Z for a given solution u (in
s−(R)), it is possible to estimate k1 and k2 in Z+ such as for for i > k1
Xi ∼ {0} and for j > k2 Yj ∼ {0}. In other words, the energy operators
should help to define a subset of solutions A(R2) ⊆ S1(R2), such as it exists
k1 and k2 in Z+ for A(R2) =
⋃
i∈[0,k1] X
i
⋃⋃
j∈[0,k2] Y
i
Furthermore, one can use the generalized energy operator families to define
the solutions of the Helmholtz equation in S2(R2) defined in Section 5.2.
Thus, one can write for g in S2(R2) (and u in s−1 (R2) ( S−(R2)):
∂2x(Ψ
+,t
1 (u))
2 − 1
c2
∂2t (Ψ
+,t
1 (u))
2 = 0
∂2x([[u(x, t)]
0]t,+1 )
2 − 1
c2
∂2t ([[u(x, t)]
0]t,+1 )
2 = 0
∂x
(
[[u(x, t)]1]t,+1 + [[u(x, t)]
1]t,−1
)− 1
c2
∂2t
(
[[u(x, t)]1]t,+1 + [[u(x, t)]
1]t,−1
)
= 0
(85)
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Furthermore, we can define other sets of solutions in S−(R2) similar to
the definitions of S1(R2) in Section 5.1 and S2(R2) in Section 5.2 with other
families of generalized energy operators such as
(
([[.]2]x,+k
)
k∈Z,
(
([[.]2]t,+k
)
k∈Z.
Finally, can we consider
(
([[u]m]x,+k
)
k∈Z,
(
([[u]m]t,+k
)
k∈Z,
(
([[u]m]x,−k
)
k∈Z,(
([[u]m]t,−k
)
k∈Z (m in Z
+) as ”wave” which are also propagating in time
and space? They are generally not the full solutions of the homogeneous
Helmholtz equation (see Section 5.1). Let us look at a case study.
6.2 Application to the case of the evanescent wave
According to the definition of the solutions of the Helmholtz equation given
in the previous section for the case when the PDE is solved in S−(R2), we
choose here the solutions of the type:{
u(x, t) = Real{A exp (−k1x) exp (j(ωt− k2x))},
t ∈ [0, T ], x ∈ [x1, x2], (x1, x2) ∈ R2, x1 < x2 (86)
k1 and k2 are the wave numbers, ω is the angular frequency and A is the
amplitude of this wave [15]. Assuming ω and k2 known, one can add some
conditions to the limits in order to estimate k1 and A. However, our interest
is just the general form assuming that all the parameters are known.
In addition, a travelling wave solution of (81) should satisfy some relation-
ship between k1, k2 and ω [15]. If we replace the general solution g of
(81) with solutions in S1(R2), S2(R2) or Sm(R2) (m in Z+ − {0, 1}), one
can show that we have always the relationship (k1 + jk2)
2 − ( jωc )2 = 0 (or
Real{(k1 + jk2)2 − ( jωc )2} = 0).
It is also possible to estimate the average power of the wave through a
section (S) such as ([1], p. 74):
Pa =
w
T
=
∫
S |g|2dS
T
(87)
replacing with the evanescent waves (for (a, b, L, t0) in R4, k in Z+, n in
Z+ − {0}),
Pa =
∫ b
a |∂kt un(x, t0)|2Ldx
T
Pa =
∫ b
a Real{(njω)2(k+1)u2n(x, t0)}Ldx
T
Pa =
1
T
Real{ 1
2n(−k1 − jk2)L(njω)
2(k+1)[u2n(x, t0)]
b
a} (88)
Thus, comparing P =
∫ b
a |u(x,t0)|2Ldx
T with Pa, we can write Pa = αP (α in
R). We can also estimate the power Pa with g in S2(R2) or Sm(R2). This
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will change the value of α. Thus, it turns out that we are ”demultiplying”
the averaged power.
Finally, this work ends with the computation of (86) in 2D for some
solutions in S1(R3) and S2(R3) in S−(R3). The figures below show some
examples with ∂3t u
n(x, t) and ∂3t
(
Ψt,+1 (u(x, t))
)n
(n in {2, 5, 8}). Note that
k1 is equal to −50 cm−1, k2 is equal to 100 cm−1 and A equal to 10 cm. The
values are chosen arbitrarily. One can see that for fixed values of t, x and
y, the wave is contracting when using higher and higher values of n. This
result is expected, because when n increases the attenuation coefficient in
(86) is equal to exp (−nk1x).
7 Conclusions
This work generalizes the Lemma 0 and Theorem 0 shown in [12] using
the families of generalized energy operators
(
[[.]p]+k
)
k∈Z and
(
[[.]p]−k
)
k∈Z (p
in Z+) defined in Section 4 (e.g, (14) and (16)). Lemma 1 shows that the
successive derivatives of
(
[[f ]p−1]+1
)n
(n in Z+, n > 1) can be decomposed
with the generalized energy operators
(
[[.]p]+k
)
k∈Z when f is in the subspace
S−p (R). With Theorem 1 and f in s−p (R), one can decompose uniquely the
successive derivatives of
(
[[f ]p−1]+1
)n
(n in Z+, n > 1) with the generalized
energy operators
(
[[.]p]+k
)
k∈Z and
(
[[.]p]−k
)
k∈Z. S
−
p (R) and s−p (R) (p in Z+)
are subspaces of the Schwartz space S−(R). Their definitions involve the
so called energy spaces defined in Definition 3. The proofs of Lemma 1
and Theorem 1 follow a similar structure : an induction on both p and n.
Note that the special case n < −1 and n = ±1 are discussed at the end of
Section 4. It is worth emphasizing that in the case p = 0, Lemma 1 and
Theorem 1 are the same statements as Lemma 0 and Theorem 0. This
demonstrates that this work generalizes the previous work of [12].
The second part of the work focuses on the application of the theory devel-
oped in [12] and with the generalized energy operators to the linear PDEs.
In this application, the solutions are functions of two variables defined onto
Sm(R2) ( S−(R2) (m in Z+ − {0, 1}) S−(R2). The definition of these sub-
spaces include the energy operators and the generalized energy operators
using Theorem 0 and Theorem 1. These subspaces define a new model
for the solutions of the linear PDEs on to S−(R2). We show the applica-
tion of this model in the case of the Helmholtz equation and the particular
case of evanescent waves. This opens possible applications of this theory in
astronautic and astrophysics in ”demultiplying” the averaged power of the
energy operators and generalized energy operators (e.g. [9]).
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(a) (b)
(c) (d)
(e) (f)
Figure 1: Computation of ∂3t u
n(x, t) (n in {2, 5, 8})
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(a) (b)
(c) (d)
(e) (f)
Figure 2: Computation of ∂3t
(
Ψt,+1 (u(x, t))
)n
(n in {2, 5, 8})
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