Abstract Binary code is a kind of special representation of data. With the binary format, hashing framework can be built and a large amount of data can be indexed to achieve fast research and retrieval. Many supervised hashing approaches learn hash functions from data with supervised information to retrieve semantically similar samples. This kind of supervised information can be generated from external data other than pixels. Conventional supervised hashing methods assume a fixed relationship between the Hamming distance and the similar (dissimilar) labels. This assumption leads to too rigid requirement in learning and makes the similar and dissimilar pairs not distinguishable. In this paper, we adopt a large margin principle and define a Hamming margin to formulate such relationship. At the same time, inspired by support vector machine which achieves strong generalization capability by maximizing the margin of its decision surface, we propose a binary hash function in the same manner. A loss function is constructed corresponding to these two kinds of margins and is minimized by a block coordinate descent method. The experiments show that our method can achieve better performance than the state-of-the-art hashing methods.
Introduction
Nearest neighbor (NN) search plays an important role in machine learning and information retrieval. It can be used to recognize patterns [7] or as a procedure in other algorithms. A large number of information retrieval frameworks query the most relevant instances through NN search. However, NN search is inefficient for large scale applications, and its time complexity O(n) can not meets the realtime requirement. Because of this defect, hashing was introduced [12] to retrieve the approximate nearest neighbors (ANN) by mapping the data to binary embeddings. Compared with other indexing methods, hashing needs little storage and attains constant or sublinear time complexity. Early hashing methods were proposed based on certain mathematical properties to generate hash functions without any training data. These methods are called data-independent methods, in which locality sensitive hashing (LSH) [5, 8] is the most representative example.
Using training data to learn hash functions can improve the hashing performance and generate compact codes [36] . This leads to the development of data-dependent hashing. Based on the training strategy, data-dependent hashing methods can be divided into unsupervised hashing [10, 11, 15, 18, 21, 24, 35, 36, 40, 41, 43] and supervised hashing [19, 23, 27-29, 32, 37, 42] . In addition, some methods are considered as semi-supervised hashing [33, 34] because they do not require all training data to be labeled. Severa methods can adapt to both unsupervised and supervised scenario by incorporating different similarities [1, 17, 25, 34] or dimensionality reduction methods [9] .
Unsupervised hashing method is the most basic prototype of this area. In fact, dataindependent method, i.e. locality sensitive hashing [8] is also under the unsupervised settings. Unsupervised hashing is based on the requirement of approximate similarity search, i.e., finding the nearest neighbors according to a given metric. The objective of unsupervised hashing is defined by certain similarity function, e.g., the Euclidean distance. Their performance is usually evaluated based on Euclidean neighbor search. K-means hashing [10] extends the idea of product quantization to using clustering methods to generate hash functions. Spherical hashing [11] uses sphere to model hash function. In [38, 39] , the authors proposed a feature aggregating hashing method to achieve image copy detection on large scale data. If we can represent each image as a feature vector, e.g., GIST feature [30] , we can do efficient content based image retrieval by directly applying unsupervised hashing.
Recently, researchers also develop product quantization methods [13, 45] to get more accurate Euclidean neighbors than using hashing, sacrificing not much efficiency. However, the performance of using unsupervised indexing methods in image retrieval system largely relies on the image feature, which is usually cannot be optimally extracted. On the other hand, if we take use of the external data besides pixel information, we do not have this limitation any more.
Supervised hashing just follows this strategy and it aims at training hash functions which output similar binary codes for data which are labeled similar. One can use many external information to label the data, e.g., the human handed annotation, the distance under other features. This kind of information is widely used in computer vision problems [44] . Therefore, supervised hashing is not only an indexing method for boosting the retrieval speed, but also can be treated as a special representation learning method [2] . Recently, by using multiple features or involving multi-view application, there are lots of hashing methods are proposed with the multimedia background [3, 14, 20, 22, 25] . This paper focuses on learning hash functions in supervised manner. Recently, some methods incorporate the specific representation into hashing framework, e.g., multimodal [42] and deep convolutional network feature [37] . However, we aim at learning hash functions with any vectorized data. For supervised hashing, the supervised information is often provided as a similar set S and a dissimilar set D. Each set contains a number of pairs (i, j ) which indicate instances i and j are similar or dissimilar. Although the supervised information can be given in other formats (e.g., class labels), they can be easily transformed to this form. If there are n instances in the training set, let Y be an n × r matrix whose i-th row is the binary code of the i-th instance, and d H (i, j ) be the Hamming distance between the binary codes of i and j , then the objective is that d H (i, j ) should be small for (i, j ) ∈ S, and d H (i, j ) should be large for (i, j ) ∈ D. However, this objective is not definite, because it does not define explicitly on how small (large) the Hamming distance d H (i, j ) should be.
In [23] , the defined objective forces the similar pairs to have the smallest Hamming distance 0 and the dissimilar pairs to have the largest Hamming distance r (the code length). In [28] , Norouzi and Fleet proposed a loss function with an additional parameter ρ. It requires that the similar pairs have Hamming distance no more than ρ and the dissimilar pairs have Hamming distance no less than ρ. Nevertheless, the first definition is too strict to comply with and the second one is so slack that could make the Hamming distances of the similar pairs and dissimilar pairs not discriminative. Since each hash function maps the data to a binary code in {−1, +1}, the binary classifier is suitable for the modeling. Furthermore, because support vector machine (SVM) [6] shows high generalization capability by maximizing the margin of its decision surface, an intrinsic idea is using the similar model as the hash function. In [43] , SVM is used to train hash functions, but the binary codes and hash functions are learned in two separate stages.
In this paper, we propose a novel hashing method to overcome the problems mentioned above. To well formulate the consistency of the Hamming distance and supervised affinity between each pair (i, j ), we define a Hamming margin which equals the lower bound of
Instead of splitting into two separate stages, our method simultaneously learns the binary codes and hash function so as to maximize the margin of the hash function. For discriminating this margin from the Hamming margin mentioned before, we refer to it as the hyperplane margin, and illustrate these two margins in Fig. 1 . Because our key idea is based on these two kinds of margin maximization, we name our method maximum margin hashing (MMH).
Formulation
The goal of our method is simultaneously maximizing the Hamming margin and the hyperplane margin. In this section, we formulate the loss functions to maximize these two margins respectively, and concatenate them into an integrated loss function. 
Hamming margin loss
We first define two tolerance variables t s and t d . As shown in Fig. 1 
(1)
where [α] + is the same as max(0, α). The Hamming margin loss is defined as:
where η is a positive number for tuning the weight of the penalization. Because the supervised information is symmetric, we only count the i < j pairs in. The first term (t d + t s ) 2 corresponds to Hamming margin maximization. The increase of t m or t d will enlarge the first term and reduce the second term, and the parameter η makes a trade off between them.
What should be noted is that d H (i, j ) is a function of the rows in Y , and matrix Y is also variables in our problem.
Hyperplane margin loss
As mentioned in the introduction section, we use the hyperplane based decision surface to model the hash function, so the k-th hash function h (k) (·) is defined as:
where w (k) and b (k) are the variables in h (k) (·) , and x i is the representation vector of instance i. This definition is the same as in the kernel-based SVM. The hyperplane margin loss is analogous to the loss function used in SVM:
where C is a positive parameter used to penalize the violation caused by using the soft margin, Y ik is the element in i-th row, k-th column of Y , and
is the set of r hash functions. The difference between our objective in equation (4) and the objective in SVM is that for i = 1, 2, . . . , n, Y ik are also variables that need to be optimized, so our objective is a more complex problem.
Finally, our integrated objective is minimizing the Hamming margin loss in equation (2) and the hyperplane margin loss in equation (4) simultaneously. We combines them as a weighted sum:
where positive parameter λ provides the trade off between these two margins.
Optimization
In Section 2, we have presented the objective (5). It is not differentiable because of the [·] + operator. Moreover, it has a large number of variables including real-valued numbers, nonnegative integers, and binary numbers. This leads to a complex and discontinuous feasible set. It is difficult to find an efficient method that can solve it directly. In this section, we propose to use the block coordinate descent (BCD) approach and enable some relaxation to get a good solution. The principle of BCD is separating the variables into several groups, and optimizing the problem with respect to each group of variables iteratively. 
Optimizing with fixed tolerance variables
Then we can iteratively optimize the subproblems with k = 1, 2, . . . , r until Y converges. This is also a difficult problem, so we simplify it by using BCD again.
Fix y (k) and update w
There are many SVM solvers that can be used to solve this optimization problem. Here we use its subgradient and L-BFGS method for efficiency.
. This situation is more complex. We first simplify the terms with the following propositions. 
where W is an n × n matrix and
Merging these two situations into one expression, we get equation (8) .
Proof It is easy to get the piecewise formulation that 1 − y 
for |γ i | ≥ 1.
Using the above equation for summing, we get the equation (9) .
With the Propositions 1, 2 and the fact that l (k) ij (t s ,t d ) and γ i are constants here, the subproblem defined in equation (6) with fixed w (k) , b (k) becomes:
Furthermore, we can represent this problem as an unconstrained binary quadratic programming (BQP):
with the n × n matrix L and n dimensional vector a:
where Diag(W e) is a diagonal matrix with the i-th diagonal element being the sum of the i-th row in W . Although equation (10) has a very compact form, it is an NP-hard problem [31] . Some relaxation solutions have been proposed for it [31] . To optimize our integrated objective, we need to solve this kind of BQP many times, so the efficiency of the BQP solver is crucial. In this paper, we use a simple approximation:
where tanh(·) is used as a smooth approximation of sign(·). Equation (12) is an unconstrained optimization problem, so we use its gradient and the L-BFGS method to optimize it. The binary variables can be obtained by sign(z * ), where z * is the minimum point. Our solution iteratively updates w (k) , b (k) and {y
until they converge, then goes on to the optimization with the (k + 1)-th hash function and bit.
Updating the tolerance variables
Following the above procedures, we can get H and Y in equation (5) 2 
The objective function is a nonnegative weighted sum of several convex functions, so it is also a convex function. However, its feasible set is a triangular lattice which is discrete. Here we propose a steepest direction search method which is analogous to gradient descent, but is applicable to discrete optimization. Let f denote the objective function in (13), the steepest direction search method consists of following steps:
1. Select four points (t s ± 1, t d ) and (t s , t d ± 1), and choose the feasible points (maintain the constraint in equation (13) 
With the above procedure, we can get the point (t s , t d ) which has the minimal f in its adjacencies (t s ± 1, t d ) and (t s , t d ± 1). Furthermore, because of the convexity of function f , we have f (t s , t d ) ≤ f (t s ± t, t d ) and f (t s , t d ) ≤ f (t s , t d ± t), where t is an arbitrary
integer. Although this is not a global optimal solution, it is usually good enough for our problem. After updating t s , t d , we can optimize H, Y according to Section 3.1. Finally, the whole procedure for solving our objective in equation (5) is shown in Algorithm 1.
Implementation details
Initialization Some variables in Algorithm 1 need to be initialized. At the beginning of the whole process, we initialize t s = 0, t d = 0 so as to start with the largest Hamming margin. The matrix Y is initialized with random projections of {x i } n i=1 . In the first round, since w (k) , b (k) are not given, we can initiate a = 0. To proceed the L-BFGS method for equation (12) , we also need an initial point z. Here we set it as √ n · u where u is the eigenvector of L corresponding to the least eigenvalue and a T u < 0. At the end of iteration 1, we use the previous t s and t d to start the steepest direction search.
Convergency
In Algorithm 1, all stop criteria are the variables to be converged. For the BCD method, the value of objective function will decrease after each iteration if the global minima of the subproblem is attained. In our method, we usually can not get the global minima, but we can guarantee that the value of objective function does not increase after each iteration. In practice, if the solved variables for the subproblem will increase the overall loss, we do not update the corresponding variables. Therefore, the variables will be converged when the loss is small enough.
Parameters
The main parameters in our method are the tradeoff parameters λ, η and C. λ controls the balance between L 1 and L 2 , and C is similar to the soft margin weight in SVM. As in many algorithms, these parameters need to be tuned on different datasets. In our experiments, we set η = n(n − 1)/2, and tuned λ and C.
Experiments

Experiments set up
Datasets We evaluated the performance of the proposed method on two popular image datasets, MNIST, 1 CIFAR-10 [16] and one multi-modal dataset Wiki. 2 They are widely used in hashing evaluations [9, 17, 23, 27, 28, 33, 34] .
MNIST dataset consists of 70,000 28 × 28 gray scale images of handwritten digits. This dataset has 10 classes corresponding to the 0∼9 digits, with all images being labeled. The digit in each image is well aligned, so the pixel values can be treated as a 784-dimension feature vector. Because a large portion of pixels are clean background pixels in each image, each feature vector is sparse.
CIFAR-10 dataset consists of 60,000 32×32 color images in 10 classes including airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. Each class has 6,000 images. For CIFAR-10, the images are too small to extract adequate local features such as SIFT [26] . Since they have the same size, we use a 512-dimensional GIST descriptor [30] to represent each image.
Wiki dataset contains images and texts from Wikipedia. The size of whole dataset is 2,886, and every sample is a image-text pair. In our experiment, we use the 128-dimensional SIFT based bag-of-visual word representation for the image, and 10-dimensional topic vector for the text content.
For the two image datasets, the image label is actually the supervised information which can be seen as the external data for pixel data of images. For dataset Wiki, we compute the Euclidean distance between the texts' features and set an threshold τ to decide whether two images are similar(< τ) or dissimilar(≥ τ ).
Evaluation protocols and baseline methods
In the experiments, we assess the proposed maximum margin hashing (MMH) method. Each image has a single class label in MNIST and CIFAR-10. Images in the same class are considered as the semantic neighbors to each other. For fair comparison, we compare our methods with some state-of-the-art supervised hashing methods, which include kernel-based supervised hashing (KSH) [23] , minimal loss hashing (MLH) [28] , binary reconstructive embedding (BRE) [17] , semi-supervised sequential projection learning hashing (S3PLH) [34] , and iterative quantization based on CCA (CCA-ITQ) [9] . In the end of the training procedure, we can learn the kernelized hash function by LIBSVM [4] with labels in Y . We denote the linear version and kernelized version as MMH-linear and MMH-kernel, respectively. For the methods which use kernel-based hash functions, we adopt the same Gaussian RBF kernel exp(− x i − x j 2 /σ ), where σ is set as the mean of squared Euclidean distances of the training set. For MNIST and CIFAR-10, we randomly choose 1,000 samples as the query images, and use the rest of the dataset as the target of the search, and for Wiki, the number of query is 100. For MMH,KSH,MLH, and BRE, the scale of the training set can not be too large because they are based on pairwise supervised information, we randomly choose 1,000 instances for training. S3PLH is a semi-supervised method, we choose 1,000 labeled images and take the rest images in training set as unlabeled for training. CCA-ITQ can be trained on large scale dataset since its training time is mainly dependent on the dimensionality of the data, so we randomly choose 50,000 instances for training. All the other parameters are set according to the original papers reporting these methods.
Evaluation of retireval performance
Evaluation with the overall measure To demonstrate the overall performance, the precision-recall curves are shown in Figs. 2 and 3 . For the given queries, we increase the Hamming radius from 0 to r, and compute the precision and recall values of the retrieved instances, then the precision-recall curve is plotted according to the r + 1 points. It can be seen that our method MMH-kernel achieves the best results on both datasets, while the superiority on MNIST is more significant. Using the linear hash functions, our method MMH-linear has a lower performance compared with MMH-kernel and another kernelbased method KSH, but outperforms the others. Almost all methods get better results when using longer hash codes, except for CCA-ITQ. The reason is that CCA-ITQ is based on the Canonical Correlation Analysis which is for generating low dimensional output, so the useful information will be diluted if too long hash codes are used. For all the methods, the performances on MNIST are better than on CIFAR-10. We think this is due to the differences on low level representations and the difficulty of the retrieval tasks. For dataset Wiki, we show the mean average precision (mAP) in Fig. 4 , which is the area under the precision-recall curve, with different value of τ . Evaluation for the practical usage In practice, there are two major applications for the hash codes, i.e. Hamming ranking and hash lookup. Hamming ranking compares the hash code of the query with all samples in the database, which leads to linear complexity but can be efficient thanks to the efficiency of comparison between binary codes. Hash lookup retrieves samples that fall in the buckets within a given Hamming radius. In Table 1 , we show the mean precisions (MP) for the top 500 Hamming neighbors (for Hamming ranking) and samples whose Hamming distances to the query is less than 2 (for hash lookup). In most situations, our method MMH-kernel has the highest precision. When the hash code length r is too large, the performance of hash lookup may be worse with longer codes because the hash table becomes too sparse in this situation. 
Time efficiency comparison
Since the specific number of iterations is not determined, the theoretical training complexity of our method is not definite. In Algorithm 1, we can see there are three kinds of iterations. Usually, iteration 1 and 3 only repeat less than ten times. Iteration 2 usually repeats less than 2r times. In our implementation, we limit the maximal number of iteration of solving problem (12) and (7). The elapsed time for training are shown in Table 2 . All the experiments are conducted on a PC with Core-i7 3.4GHz CPU and 16GB RAM. We can see that our methods MMH-kernel and MMH-linear consume less time than most methods, and only longer than CCA-ITQ and S3PLH whose retrieval performances are much lower. 
Conclusion
In this paper, we present a supervised hashing based on two kinds of margins, i.e. the Hamming margin and the hyperplane margin. Our Hamming margin loss is a more general definition of the requirement on the relationship between Hamming distance and the supervised labels, whereas many other methods only use a fixed Hamming margin. At the same time, we require the decision surface of hash function having a large margin to enhance the generalization capability as SVM. Experiments have shown the superiority of our approach. 
