Abstract. Let il be a bounded pseudoconvex domain in C" with smooth denning function r and let zo 6 bCl be a point of finite type. We also assume that the Levi form ddr(z) of bil has (n -2)-positive eigenvalues at z0 . Then we get a quantity which bounds from above and below the Bergman kernel function in a small constant and large constant sense.
Introduction
Let Q c C be a bounded domain in C" . A natural operator on Q, is the orthogonal projection P : L2(fl) -» H(Q) n L2(ß) = A2 (Sl) where H(£l) denotes the holomorphic functions on ß. There is a corresponding kernel function K(z, z), the Bergman kernel function, given by Ka(z, z) = sxin{\f(z)\2;f£A2(Q), ||/||i2(il) < 1}. Since the important paper of Fefferman [11] , the singularity of the Bergman kernel function and the asymptotic behavior of the Bergman metric on strongly pseudoconvex domains at the boundary are quite well known. For weakly pseudoconvex domains, however, much less is known. Herbort [12] obtained estimates of the Bergman kernel function for the pseudoconvex domains of homogeneous finite diagonal type in C (see section 1 of [12] for the definition). Also McNeal [ 1S] obtained lower bounds on the Bergman metric near a point where a subelliptic estimate of order e holds on (0, l)-forms for the d-Neumann problem. He used lower bounds of the Bergman kernel function near a point of finite type. Estimates also have been obtained for some weakly pseudoconvex domains in C" , but in each case the lower bounds are different from the upper bounds [1, 8, 9, 10, 16] . In [3], Catlin got a result which completely characterized the boundary behavior of Ka(z, z) for weakly pseudoconvex domains of finite type in C2. Let Q be a smoothly bounded pseudoconvex domain in C" with smooth defining function r and let z0 e b£l be a point of finite type m in the sense of D'Angelo [7] . The purpose of this paper is to characterize the boundary behavior of K(z, z) for z near a point zq £ bil where the Levi form of bCl has (n -2)-positive eigenvalues. Note that the type m at zo is an even integer in this case. A particular case has been handled by D'Angelo [6] . He got an exact formula of K(z, z) for the domains defined by r(z) = |z"|2'» + E?="i1N2-l.
We assume that £*-(z) # 0 for all z in a neighborhood U of zq . After a linear change of coordinates, we can find coordinate functions zt,..., z" defined on U such that (i.i) Ll = âzT' Li = dTj+bilk> Ljrm0> b>{Zo) = 0' j = 2,... , n, which form a basis of cr(1,0)(17) and satisfy We can state the main result as follows.
Theorem 1. Let Í2 be a smoothly bounded pseudoconvex domain in C and let zo be a point of finite type m on bil. Also assume that the Levi-form of bSl has (n -2)-positive eigenvalues at zq . Then there exist a neighborhood U of zq and a constant C such that
for all z£U, where C¡(z) is defined as in (1.3). [14] conjectured that Kq(z , z) > c^z)!-*-2-* where e > 0, and k is the number of positive eigenvalues of the Levi form of bSl at zo G bCl. In [10] , Diederich, Herbort, and Ohsawa proved that the Bergman kernel function satisfies (1.5) Ka(z, z) > c\r(z)\-k-2-<> [log {J£j\ near z0 G bSi if the Levi-form of biï at z0 has k positive eigenvalues and Í2 is uniformly extendable in a pseudoconvex way of order N (This means that there are neighborhoods U, V of z0 £ bSl, Kccl/,so that for each z' G V n bCl, there is a pseudoconvex hypersurface that meets bSl only at z' and escapes from bCl at least of polynomial order N in U. See [10, Definition 1] for a detailed definition). Here e¿ = 2(n -k -l)/N if k < n -2 and e"_i =0. If z0 e b£l is a point of finite type, then A/ > m. In [8] , Diederich and Fornaess proved that a pseudoconvex domain with real analytic boundary is uniformly extendable of some order. Recently, the author showed the same result in case bSl is pseudoconvex and finite type [5] . The main theorem completely characterizes the boundary behavior of Kq(z , z) in C, in case zo G ¿>ß is of finite type and the Levi form has (n-2)-positive eigenvalues, while (1.5) gives a lower bound of Kq(z , z) in this case.
A key idea to prove Theorem 1 is that the terms mixed with strongly pseudoconvex directions and weakly pseudoconvex directions can be negligible. This result will be proved in several propositions in section 2. Then the proof of Theorem 1 is based on the construction of special polydiscs and weighted Lrestimates of Hörmander which Catlin has employed to get a result for Kq(z , z) in C2.
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Special coordinates and polydiscs
In this section we want to show that about each point z' in U, there is a polydisc (more precisely, the biholomorphic image of a polydisc) of maximal size on which the function r(z) changes by no more than some prescribed small number Ô > 0. First we show how to construct the coordinates about z' which will be used to define a polydisc.
Let us take the coordinate functions zx,..., z" about z0 so that ( 1.2) holds. Therefore |Lir(z)| > c> 0 for all z G U, and ddr(z)(L¡, Lj)2<íj<h-x has (n -2)-positive eigenvalues in U where + cf(\wx\\w\ + \w"\2\w\ + \w"\\w"\1+1 + \w"\m+x),
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where w" = (0, w2,... , w"-x, 0). It is standard to perform the change of coordinates^
Zj=Wj, j = 2,... ,n, which serves to remove the pure terms from (2.5), i.e., it removes wk, wt erms as well as wkwa, w^Wa terms from the summation in (2.5). We may also perform a change of coordinates,^ For each Ô > 0, we define t(z' ,S) as follows:
(2.7) T(z',<5) = min{(<J/^/(z'))^, (S^/B,,(z'))^ ; 2 < I < m, 2 < I' < m/2}. Since ^m(zo) > c> 0, it follows that Am(z') > d > 0 for all z' £ U if U is sufficiently small. This gives the inequality,
The definition of t(z' , S) easily implies that if S' < S", then (2.9) (S'/S")It(z' , 6") < x(z', S') < (S'/S")ix(z', S").
Now set Tx -â ,T2 = ••■ = Tfi-i =Si, x" = x(z', ô) = t and define .2 10Ï RS(z') = {UC;\Ck\<Xk, k=l,2,... ,«}, and 1 ' ' ßi(2') = {4>r'(i);C€Ärf(z')}.
In the sequal we denote DL any partial derivative operator of the form -fgX» , where p + v = I, k = 1,2,... , n . In order to study how t(z , Ô) depends on z for z G Qs(z'), it is convenient to introduce an analogous quantity n(z, S) that is defined more intrinsically. Recall that L" is given by
For any j, k with j,k>0, define
O'-l) times (/c-1) times and define (2.12) C/(z) = max{|.25)fc0Fr(z)| ;;+* = /}, / = 2,...,m,
Set L'n = (d®z>)-xL", and define and hence one obtains that \&j,kddr(z)\<ôx-W), z£Qs(z'), by a simple Taylor's theorem argument and (2.14). Since this means that Q(z) ~ ^T_/ > z e Qs(z') » l = 2,..., m, one concludes that (2.19) n(z,S)>x(z',S), when z £ Qs(z'). In the rest of this section we will show the opposite relation of (2.19). We first show that the quantities B¡<(z') in (2.6) are less important than Using this lemma, one can show that the coefficients of Ba6 can be made arbitrarily small provided 5 is sufficiently small. Lemma 2.5. Let Pk(z, z) = 2^,i+j=k<iijz'z~j be a homogeneous polynomial of order k in z and z, and suppose that |P*(z, z)| < e for all z on the unit circle on C1. Then \atj\ < c . Proof. Pk(z,~z) = 2Zi+j=kaiJe'{'~j)e on tne unit circle in C1. So a,j\ -|¿ f Pk(z, z-)e'(l-»edd\ < ¿ /* |PU¿0 < Proposition 2.6. Let P(z, z) = £,+,<" ûjyZ'z"-' be a polynomial of order n with \&ij\ < 1 • Suppose \P(z, z)\ < e2 for all \z\ < 1 for some small number e > 0. Then \a¡j\ < C"ea, where a = ¿.
Proof. Let P = ¿3*=o ?k « where P* is a homogeneous polynomial of order k. It is clear that |P0| < e2. Since | Y!}=2 P/l ^ e2 on |z| = e, we have |P. (z, z)| < 1^1 + l^ol + I E"=2 pi\ £ f2 on \z\<£-This implies that \Px(z, z)| < e for all |z| < 1, and therefore |a,;| < e , /' + j < 1, by Lemma 2.5. Similarly one can prove that |P2(z, z)| < ei for all |z| < 1 and hence \a¡j\ < ci, i + j<2. Let k > 2 and suppose by induction that |a,;| < e& for all i + j <k. Then I ÏÏU+2^1 S <^ on |z| < cvbv, and so for all e<bS.
Estimates of the Bergman kernel function
In this section we prove the main theorem of this article. The following proposition is the local version of the problem constructing a function with large Hessian near the boundary. For z near the boundary of ß, we denote the closest point in ¿>ß to z by n(z). Let us take the vector fields Lx,... ,L" as in (1.1).
Proposition 3.1. Suppose z' £ UnbCl. Then there exist a small constant a>0 and a smooth Junction gz< >($ on ß that satisfies (i) I** ,*(*)| < 1 and g,tâ G C0°°(ß*(z')).
(ii) If -aô < r(z) < ad and if gz< f<j is not plurisubharmonic at z, then (3.1) T(n(z),aS)<T(z',S).
(iii) If z £ Qas(z'), -ad < r(z) < aS, and if the inequality
fails to hold at z for L = jyj=l bjLj, then T(n(z),aS)<T(z',ö).
(iv) For all z£ Q¿(z') and all L = £?=. bjLj at z, Combining (3.5)-(3.8), one will get (3.9) ddWe»-ïr){L, I) « A ( S-2\bx |2 + S~x £ \bk\2 + x-2\bnA provided A is sufficiently large and *¥(z) > £. Let h denote a convex increasing smooth function such that h(t) = 0 for t < \ and h(t) > 0 for t > \, and set gz.,s(z) = AfTíz)^'lfW). If -aS < r(z) < aô, one has | < rw~,r(z) < | provided a > 0 is sufficiently small. This implies that ^V(z) > \ if z g supp £2Í>¿ and -a<$ < r(z) < aô. Therefore gZ',s(z) is smooth plurisubharmonic with support in Qj(z'). It also satisfies property (v) in Proposition 3.1 and hence this proves for the case of T(z', S) = 2.
When T(z', Ô) = / > 2, one has \3jtkddr(z')\ « ôx~' for some positive integers j, k with j + k = /. This implies that at least one of the inequalities 
provided e > 0 is sufficiently small. Also from (2.15), (2.18), and Proposition 2.3, one has |I*G<*)| < ôix-'+x, for / = 2,... , m, k = 2,... , n -1. The inequality \ddG2(L¡, Lj)\ < 1 is trivial fox i, j = \,... ,n. Therefore we get
and set gz<,s(z) = h(Gz> ,¿(z)), where <£(r) is a smooth function that satisfies <t>(t) = t, t < -L, <t>(t) = 0 for / > 1, and (p(t) < \ for all t. If one combines (3.5), (3.6), (3.8), (3.13), and the fact that <J-2t2/-2G(z)2 < ^, provided e is sufficiently small, one will get (3.2) and (3.3) and hence gz< j is plurisubharmonic for those z G Qbs(z') with T(z, ea) = /. Now take e < b. Then Proposition 2.9 implies that T(ii(z), e2S) < T(z, eâ) < T(z' ,S) = l for z G Qas(z'), and |r(z)| < aô, where a < e2. Therefore if T(z, eô) < I then T(n(z), aô) < I and hence this proves (ii)-(iv). For (i), we divide gz< j by some constant. Since gz-,s(z) is a composition of the functions which satisfy (3.4), it also satisfies (3.4) and this proves (v). D Using Proposition 3.1, we can prove the following proposition which says that there is a bounded plurisubharmonic weight function such that the Hessian satisfies certain essentially maximal bounds in a thin strip near the boundary of ß. For e > 0, we let ße = {z ; r(z) < e} and set S(e) = {z:-e< r(z) < e}. The proof of Theorem 1 is now complete.
Remark 3.1. Theorem 3.2 says that the optimal subelliptic estimates (of order m) hold near z3 according to the Catlin's theorem in [2] . Also the functions constructed in Theorem 3.2 will be useful for other purposes. These include unform extendability in a pseudoconvex way of maximal order m and the estimates of Bergman kernel function off the diagonal.
