In this paper, a comparison among Particle swarm optimization (PSO), Bee Colony Optimization (BCO) and the Bat Algorithm (BA) is presented. In addition, a modification to the main parameters of each algorithm through an interval type-2 fuzzy logic system is presented. The main aim of using interval type-2 fuzzy systems is providing dynamic parameter adaptation to the algorithms. These algorithms (original and modified versions) are compared with the design of fuzzy systems used for controlling the trajectory of an autonomous mobile robot. Simulation results reveal that PSO algorithm outperforms the results of the BCO and BA algorithms.
Introduction
Bio-inspired optimization algorithms have proven that they are really good at numerical optimization and finding good results from a defined search space, no matter how many parameters they are looking for. In this paper, a comparison of most popular bio-inspired methods is presented in the problem of optimization of membership functions for a fuzzy controller.
In this paper, three bio-inspired methods are used for a comparison in the optimization of a fuzzy system used as a controller of an autonomous mobile robot. These methods are selected because they use the same methodology for parameter adaptation, as these three methods use a fuzzy system with the same inputs, but with different outputs, because the outputs are the parameters to be dynamically adjusted over the iterations of each algorithm.
PSO (Particle Swarm Optimization), inspired by collective intelligence, can handle complex problems and gives very good results, but lacks the ability to dynamically control its parameters, and a methodology for parameter adaptation is presented.
The Bat Algorithm is a bio-inspired metaheuristic based on the characteristics of micro-bats, essentially echolocation. This echolocation is used by a bat to locate its prey; this algorithm was formulated in 2010 by Xin-She Yang in [1] , and has since been used to solve global optimization problems.
PID (Proportional-Integral-Derivative)-fuzzy controllers are tuned in [2, 3] using PSO and tested on an electrical DC drive benchmark and a laboratory micro air vehicle controller, respectively. A hybrid PSO and pattern search optimized PI-fuzzy controller is applied in [4] to the automatic generation control of multi-area power systems. The Gravitational Search Algorithm (GSA) is employed in [5, 6] for the optimal tuning of PI-fuzzy and PID-fuzzy controllers for DC servo systems and load frequency control in power systems. Charged System Search algorithms are applied in [7] to the optimal tuning of There are in the literature many variants and improvements of this algorithm, for example, in [32] , the authors present a work, where the algorithm is combined with techniques of processing and acquisition of images and the algorithm is able to obtain fine points of a visual image obtained by infrared.
In addition, in [33] , an empirical study of the Bee Colony Optimization (BCO) algorithm is presented, where authors present a comparative study between different meta-heuristics, and the obtained results are compared with the results achieved by the Artificial Bee Colony, Genetic Algorithm, Differential Evolution, and Particle Swarm Optimization.
We consider it important to mention that, in [34] , an optimization of fuzzy controller design using a new bee colony algorithm with fuzzy dynamic parameter adaptations was presented, where authors propose a new variant of BCO to optimize the membership functions of a fuzzy controller.
At present the works related to the dynamic adjustment of parameters in BCO are: in [35] , a Sets in Dynamic Adaptation of Parameters of a Bee Colony Optimization for Controlling the Trajectory of an Autonomous Mobile Robot is shown; in [36] , an improved artificial bee colony algorithm for solving constrained optimization problems is presented; in [37] , a survey of swarm intelligence for dynamic optimization: algorithms and applications is shown; and, in [21] , an Efficient cooperative relaying in flying ad hoc networks using fuzzy-bee colony optimization is presented, among others.
The bat algorithm has been implemented in several problems on the optimization area; some of these applications are briefly described next.
In [38] , a Type-1 and Interval Type-2 Fuzzy Systems used in BA with the final purpose of selecting the best parameters for these algorithms applied in optimization of benchmark mathematical functions is presented.
Another modification to the BA was proposed by Yang et al. in 2017, which consist in the application of a directional echolocation with the objective of improving the exploration and exploitation capabilities to avoid premature convergence in [39] .
In addition, BA was used to solve engineering optimization tasks, using eight nonlinear engineering optimization problems in [40] .
The idea of adapting BA in the autonomous mobile robot is based in other examples: Azar et al. [41] present a hybrid heuristic to build software quality estimation models that can be used to predict software quality attributes of new systems using Ant Colony Optimization and Simulated Annealing; Johanyak et al. [42] introduce a new hybrid search algorithm for global search; Precup et al. [43] present the performance improvement of fuzzy control systems (FCSs) for three tank systems using iterative feedback tuning (IFT); and Solos et al. [44] introduce the application of a stochastic variable neighborhood algorithm to solve a problem: optimization problem and relates to shift scheduling of tank trucks for oil company, in these articles they mentioned the abstract idea on the selection of the parameters to modify the algorithms.
PSO has been applied to a great variety of problems, such as benchmark mathematical functions [45, 46] , and the optimization of fuzzy systems for different types of problems, such as fuzzy classifiers [47] , fuzzy controllers [48] , and, in this case, the optimization of a fuzzy system for controlling the trajectory of an autonomous mobile robot.
In the literature, there are several applications of the original PSO method to the optimization of fuzzy systems, and some of these applications are mentioned below.
In 2001, Shi et al. [49] proposed a modification to PSO with a fuzzy system to adjust the inertia weight, which is compared with our proposed fuzzy PSO in [46, 50] .
In 2010, Castillo et al. [51] proposed a comparison between Genetic Algorithms (GA) and PSO for the optimization of a type-1 and type-2 fuzzy controllers, applied to the same problem that we consider here.
In 2010, Niknam [52] used a modified PSO in the economic dispatch problem where the modification of PSO is the use of a fuzzy system to calculate the new values for C 1 , C 2 and the inertia weight. The main difference between our proposed fuzzy PSO method is the inputs and outputs of the fuzzy system: while Niknam uses the best fitness and the number of generations of the best unchanged fitness as inputs for the fuzzy system, our inputs are the percentage of elapsed iterations and the diversity of the population.
In 2012, Khosla et al. [53] proposed an optimization of interval type-2 fuzzy system for time series prediction using PSO as optimization method.
In 2013, Maldonado et al. [54] proposed an implementation of interval type-2 fuzzy systems for FPGA applications using PSO and GA to optimize the fuzzy systems; in this case, they used the fuzzy system to control the speed of a DC motor.
In 2016, Krzeszowski et al. [55] proposed an improvement over PSO where a fuzzy system is used to update the values of C 1 , C 2 and inertia weight as in [52] , but, in this case, these values are different for each particle, which is the main difference between our proposed fuzzy PSO method, as, in our approach, the values of C 1 , C 2 and constriction factor are the same for all particles and is used for all the swarm.
Bio-Inspired Optimization Methods
Bee colony optimization is a meta-heuristic developed by Dušan B. Teodorovic and is bio-inspired method that explores based on the collective intelligence applied by the honeybees during the nectar collecting process [22, 56] . This algorithm has some unique characteristics that make it interesting and efficient, for example forward pass and backward pass, and assigning roles for bee, e.g., follower bees and scout bees; for more detail please consult [22, 57] .
The dynamics of BCO are defined by Equations (1)- (4); Equation (1) shows the probability that a bee has located the best solution, and α and β are parameters that determine the heuristics of BCO [16] :
Equation (1) indicates the probability that bee k located on a node i selects the next node denoted by j, where N k i is the set of feasible nodes (in a neighborhood) connected to node i with respect to bee k, and β is the probability to visit the following node. d ij indicates the distance of node i to node j, and for this algorithm indicates the total dance that a bee has in this moment. Finally, α is a binary variable that is used to find better solutions in the algorithm. Equation (2) represents the fact that a waggle dance will last for a certain duration, determined by a linear function, where K denotes the waggle dance scaling factor, Pf i denotes the profitability scores of bee i as defined in Equation (3) and Pf colony denotes the bee colony's average profitability, as in Equation (4) and is updated after each bee completes its tour.
The pseudocode of the original BCO method is illustrated in Algorithm 1: Algorithm 1. Bee Colony Optimization.
01.
Initialize parameters 02.
Determine initial solutions 03.
Evaluate the initial solutions 04.
S← the best solution of the bees. 05.
for each iteration do 06.
for each bee do 07.
Set an initial solution 08.
Evaluate modified solutions generated by possible changes 09.
By roulette wheel selection choose one of the modified solutions 10.
Evaluate new solutions 11.
Make a decision whether the bee is loyal 12.
if the bee is not loyal then 13.
Choice one of the loyal bees to be followed by the i-th bee. 14.
if the best solution of the bees better the solution S 15.
S← the best bee's solution
The pseudocode of the modified BCO with parameter adaptation is illustrated in Algorithm 2, where the main difference with respect to Algorithm 1 is the calculation of iteration and diversity in line 06 and the use of a fuzzy system to calculate new Alpha and Beta in line 07. 
Calculate iteration and diversity using Equations (10) and (11) 07.
Use a fuzzy system to calculate the new Beta and Alpha parameters 08.
for each bee do 09.
Set an initial solution 10.
Evaluate modified solutions generated by possible changes 11.
By roulette wheel selection choose one of the modified solutions 12.
Evaluate new solutions 13.
Make a decision whether the bee is loyal 14.
if the bee is not loyal then 15.
Choice one of the loyal bees to be followed by the i-th bee. 16 .
if the best solution of the bees better the solution S 17.
S← the best bee's solution Particle Swarm Optimization, an optimization algorithm first developed by Kennedy and Eberhart in 1995 [58, 59] , inspired by the behavior of schools of fish and flock of birds, and using the collective intelligence of these animals to maintain individuals (known as particles) in the search space. Each position represents a solution to a problem; PSO uses Equations (5) and (6) to update the position and velocity of each particle. PSO guides its particle through a multidimensional space using the collective intelligence of animals described in Equations (5) and (6) .
Equation (5) represents the movement of a particle i from its actual position x i (t) to the new position x i (t + 1) adding its new velocity v i (t + 1). Equation (6) represents the velocity of a particle i in its dimension j. This equation is an update of the velocity from actual velocity v ij (t) to its new velocity v ij (t + 1), adding the cognitive component c 1 r 1 (t)[y ij (t) − x ij (t)] and the social component c 2 r 2j (t)[ŷ j (t) − x ij (t)]; this new velocity is also weighted with a constriction factor C.
The pseudocode of the original PSO method is illustrated in Algorithm 3. 01. Initialize size of the particle swarm n, and other parameters 02.
Initialize positions and velocities for all particles randomly 03.
While (end criterion is not met) do 04.
Increment iteration counter 05.
Calculate fitness value of each particle 06.
Update new local and global best particle 07.
Calculate new velocity of each particle 08.
Update new position of each particle 09.
End While
The pseudocode of the modified PSO with parameter adaptation is illustrated in Algorithm 4. The main difference between Algorithm 3 and Algorithm 4 is the calculation of iteration and diversity from line 07 and the use of a fuzzy system to calculate the new C 1 , C 2 and Constriction factor from line 08. 
Initialize size of the particle swarm n, and other parameters 02.
Update new local and global best particles 07.
Calculate iteration and diversity using Equations (10) and (11) 08.
Calculate new C 1 , C 2 , and Constriction factor using a fuzzy system 09.
Calculate new velocity of each particle 10.
Update new position of each particle 11.
The Bat Algorithm uses echolocation to get the best value from the search space, all bats use echolocation and start iterations flying randomly with velocity v i at position x i , wavelength and frequency values are varied in each iteration, the BA is idealized in the pseudocode shown in Algorithm 5 [60, 61] .
The pseudocode of the modified BA with parameter adaptation is shown in Algorithm 6; the main difference between Algorithms 5 and 6 is that, in the last one, we have the calculation of iteration in line 04, the calculation of diversity in line 14 and the use of a fuzzy system to calculate the new Pulse Rate and Loudness.
To update velocities and locations of bats, Equations (7)- (9) are used: Equation (7) adjusts the frequency, while Beta is a random value in the range [0, 1]; Equation (8) updates velocities of all bats; and Equation (9) updates positions of all bats [62] .
Algorithm 5. Bat Algorithm.
Initialize the bat population x i (i = 1, 2, ..., n) and v i 02.
Initialize frequency f i , pulse rates r i and the loudness A i 03.
While (t < Max numbers of iterations) 04.
Generate new solutions by adjusting frequency 05.
and updating velocities and locations/solutions (Equations (7)- (9)) 06.
if (rand > r i ) 07.
Select a solution among the best solutions 08.
Generate a local solution around the selected best solution 09.
end if 10.
Generate new solutions by flying randomly 11. if (rand < A i &f (x i ) < f (x*)) 12.
Accept the new solutions 13.
Increase r i and reduce A i 14.
end if 15.
Rank the bats and find the current best x* 16.
End While Algorithm 6. Fuzzy Bat Algorithm.
Normalize Iterations Equation (10) 05.
Generate new solutions by adjusting frequency 06.
and updating velocities and locations/solutions (Equations (7) to (9)) 07.
if (rand > r i ) 08.
Select a solution among the best solutions 09.
Generate a local solution around the selected best solution 10.
end if 11.
Generate new solutions by flying randomly 12. if (rand < A i &f (x i ) < f (x*)) 13.
Accept the new solutions 14.
Size Diversity Equation (11) 15. Assign Values r i and A i using fuzzy system 16.
end if 17.
Rank the bats and find the current best x* 18.
Methodology for Dynamic Parameter Adaptation
All bio-inspired methods used in these works use the same methodology for parameter adaptation, but adjustment is applied to each bio-inspired optimization method, because this methodology applies a fuzzy logic system to update one or more parameters during the execution of each algorithm, and on each iteration the fuzzy system is evaluated to calculate new parameters.
To perform the calculation of new parameter values, the fuzzy system uses as input the percentage of elapsed iterations and the degree of dispersion of individuals from each bio-inspired method, and these metrics are now used as inputs for the fuzzy system as defined by Equations (10) and (11), respectively.
To put the methodology in perspective, the iteration number give us a percentage of what iteration we are currently in, so we can design rules to update the parameters depending if the algorithm is in early iterations or if is in final iterations, and, based on this knowledge, update the parameters of the bio-inspired optimization algorithm accordingly.
The diversity give us a degree of how much are the individuals close to the global best individual, and with this we can control if we want that individuals get closer together or if we want that individuals move far away from the rest, in other words, we can control if the algorithm will use a global search (individual get separated for the rest) or if it use a local search (individual get close together).
Combining these two metrics we can much better control the behavior of a bio-inspired optimization algorithm by controlling its parameters, this of course based on previous knowledge of the algorithm.
Bio-Inspired Methods with Parameter Adaptation
The BCO algorithm has proven to be a good technique to optimize parameters [35, 63] , which is why we perform an automated search that allows better performance of the BCO algorithm.
For the studied case of the fuzzy controller, the fitness function in the BCO algorithm is represented with the Mean Square Error (MSE) shown in Equation (12) . For each Follower Bee for N Cycles, the Type-1 FLS design for the BCO algorithm is evaluated and the objective is to minimize the error.
Therefore, for designing the fuzzy systems, which dynamically adjust the alpha and beta parameters, the iteration and diversity metrics are considered as inputs.
The distribution of membership functions in the inputs and outputs is realized in a symmetrical way. The design of input variables can be appreciated in Figure 1 for the type-1 fuzzy logic system. To put the methodology in perspective, the iteration number give us a percentage of what iteration we are currently in, so we can design rules to update the parameters depending if the algorithm is in early iterations or if is in final iterations, and, based on this knowledge, update the parameters of the bio-inspired optimization algorithm accordingly.
The distribution of membership functions in the inputs and outputs is realized in a symmetrical way. The design of input variables can be appreciated in Figure 1 for the type-1 fuzzy logic system. The fuzzy system illustrated in Figure 1 is type-1, has iteration and diversity as inputs and has the Beta and Alpha parameters as outputs. In this case, the inputs were granulated into three The fuzzy system illustrated in Figure 1 is type-1, has iteration and diversity as inputs and has the Beta and Alpha parameters as outputs. In this case, the inputs were granulated into three trapezoidal membership functions and outputs into five trapezoidal membership functions. It contains nine rules that were designed to control the behavior of BCO.
The fuzzy system in Figure 2 is an interval type-2 system, has the same number of membership functions per input and output as the type-1 fuzzy system, but now, as type-2 trapezoidal membership functions, the fuzzy rule base is the same as in type-1 because the knowledge is not changing only the type of membership functions. trapezoidal membership functions and outputs into five trapezoidal membership functions. It contains nine rules that were designed to control the behavior of BCO. The fuzzy system in Figure 2 is an interval type-2 system, has the same number of membership functions per input and output as the type-1 fuzzy system, but now, as type-2 trapezoidal membership functions, the fuzzy rule base is the same as in type-1 because the knowledge is not changing only the type of membership functions. Table 1 contains the fuzzy rules used for both fuzzy systems in Figures 1 and 2 ; these rules were designed based on several experiments to create knowledge from parameters of BCO and how to control its behavior or model a proper behavior. The distribution of membership functions from the type-1 FLS is taken as reference to design the interval type-2 FLS. In addition, membership functions from interval type-2 FLS were designed symmetrically. T1FLS and IT2FLS have the same rules and are of Mamdani style. Table 1 contains the fuzzy rules used for both fuzzy systems in Figures 1 and 2 ; these rules were designed based on several experiments to create knowledge from parameters of BCO and how to control its behavior or model a proper behavior. The distribution of membership functions from the type-1 FLS is taken as reference to design the interval type-2 FLS. In addition, membership functions from interval type-2 FLS were designed symmetrically. T1FLS and IT2FLS have the same rules and are of Mamdani style.
Using the described methodology for parameter adaptation presented in Section 4, some parameters in PSO are dynamically adjusted using a type-1 and interval type-2 fuzzy systems. Based on several experiments, the best parameters were selected to be adjusted over the iterations, in this case, C 1 , C 2 and the constriction factor C from Equation (6), which are the most important and have a big impact in the behavior of the algorithm, so controlling these parameters allows to control the entire algorithm.
Figures 3 and 4 present the type-1 fuzzy system and the interval type-2 fuzzy system used to dynamic parameter adaptation of the parameters of PSO, using as inputs metrics iteration and diversity.
The fuzzy system illustrated in Figure 3 is type-1, has iteration and diversity as inputs and has the parameters C 1 , C 2 and constriction factor as outputs. In this case, the inputs were granulated into three triangular membership functions, and the outputs into five triangular membership functions. It contains nine rules that were designed to control the behavior of PSO.
The fuzzy system in Figure 4 is an interval type-2, has the same number of membership per input and output, but now as type-2 triangular membership functions, the fuzzy rule base is the same as in the type-1 because the knowledge is not changing only the type of membership functions. Table 2 contains the fuzzy rules used for the fuzzy systems in Figures 3 and 4; these rules were designed based on several experiments to create knowledge of the parameters of PSO and how to control its behavior. Using the described methodology for parameter adaptation presented in Section 4, some parameters in PSO are dynamically adjusted using a type-1 and interval type-2 fuzzy systems. Based on several experiments, the best parameters were selected to be adjusted over the iterations, in this case, C1, C2 and the constriction factor C from Equation (6), which are the most important and have a big impact in the behavior of the algorithm, so controlling these parameters allows to control the entire algorithm. Figures 3 and 4 present the type-1 fuzzy system and the interval type-2 fuzzy system used to dynamic parameter adaptation of the parameters of PSO, using as inputs metrics iteration and diversity.
The fuzzy system illustrated in Figure 3 is type-1, has iteration and diversity as inputs and has the parameters C1, C2 and constriction factor as outputs. In this case, the inputs were granulated into three triangular membership functions, and the outputs into five triangular membership functions. It contains nine rules that were designed to control the behavior of PSO.
The fuzzy system in Figure 4 is an interval type-2, has the same number of membership per input and output, but now as type-2 triangular membership functions, the fuzzy rule base is the same as in the type-1 because the knowledge is not changing only the type of membership functions. Table 2 contains the fuzzy rules used for the fuzzy systems in Figures 3 and 4 ; these rules were designed based on several experiments to create knowledge of the parameters of PSO and how to control its behavior. The implementation of the bat algorithm integrated with a type-1 and interval type-2 fuzzy systems, in this case fuzzy systems aim to control the Beta and Pulse Rate parameters from BA, Figures 5 and 6 illustrate the fuzzy systems used for parameter adaptation, a type-1 fuzzy system and an interval type-2 fuzzy system, respectively; both fuzzy systems are Mamdani type, and the construction of these fuzzy systems is based in previous works [64] . The implementation of the bat algorithm integrated with a type-1 and interval type-2 fuzzy systems, in this case fuzzy systems aim to control the Beta and Pulse Rate parameters from BA, Figures 5 and 6 illustrate the fuzzy systems used for parameter adaptation, a type-1 fuzzy system and an interval type-2 fuzzy system, respectively; both fuzzy systems are Mamdani type, and the construction of these fuzzy systems is based in previous works [64] . The First output in the type-1 and interval type-2 fuzzy systems is beta (β) and the second output is pulse rate (ri), both are granulated into five fuzzy sets (Low, MediumLow, Medium, MediumHigh and High). The First output in the type-1 and interval type-2 fuzzy systems is beta (β) and the second output is pulse rate (ri), both are granulated into five fuzzy sets (Low, MediumLow, Medium, MediumHigh and High). The First output in the type-1 and interval type-2 fuzzy systems is beta (β) and the second output is pulse rate (r i ), both are granulated into five fuzzy sets (Low, MediumLow, Medium, MediumHigh and High).
Inputs and outputs of the two fuzzy systems use triangular membership functions; the first input variable iteration is granulated into three fuzzy sets (Low, Medium and High). The second input variable diversity is granulated into three fuzzy sets (Low, Medium and High). Table 3 shows the fuzzy rules used in both type-1 and interval type-2 fuzzy systems. 
Problem Statement
To test the proposed methods with dynamic parameter adaptation, a complex problem was selected. In this case, the optimization of a fuzzy system design used for controlling an autonomous mobile robot, the task of the fuzzy controller is to provide a way to control the two motors of the robot in order to minimize the trajectory error.
The robot body illustrated in Figure 7 has two wheel motors and one passive wheel for stabilization. The motion of the passive wheel can be ignored in the dynamics represented by the following set of equations from [65] :
.
where q = (x, y, θ) T is the vector of the configuration coordinates; v = (v, w) T is the vector of velocities; τ = (τ 1 , τ 2 ) is the vector of torques applied to the wheels of the robot, where τ 1 and τ 2 denote the torques of the right and left wheel, respectively; P ∈ R 2 is the uniformly bounded disturbance vector; M(q) ∈ R 2x2 is the positive-definite inertia matrix; C q, . q v is the vector of centripetal and Coriolis forces; and D ∈ R 2x2 is a diagonal positive-definite damping matrix. Equation (13) represents the kinematics of the system, where (x, y) is the position in the X-Y (world) reference frame; θ is the angle between the heading direction and the x-axis; and v and w are the linear and angular velocities, respectively. Figure 8 shows the complex plant for the autonomous mobile robot, where a fuzzy system is used to control the trajectory of a robot to follow a desired reference trajectory.
The fuzzy system is shown in Figure 9 and is used for the complex plant to control the trajectory of the autonomous mobile robot. This is the fuzzy system that the bio-inspired optimization algorithms will optimize; in this case, only the parameters of the membership functions are optimized.
The fuzzy controller of Figure 9 has two inputs, the Linear error and Angular error, and two outputs, Torque 1 and Torque 2, for each motorized wheel of the robot. The inputs are granulated into two trapezoidal membership functions in the ends and one triangular membership function in the middle, the outputs are granulated into three triangular membership functions. Also this fuzzy controller uses the fuzzy rule set from Table 4 .
The desired reference trajectory is illustrated in Figure 10 , where it starts from the (0,0) point and makes turns creating that "U" shape trajectory, in order to create a complex problem.
The main difference between the type-1 and interval type-2 fuzzy systems is the ability of the latter to handle uncertainty, thus, to simulate this problem and to provide better tools to perform the comparison, a modification of the original plant is added, where a level of noise is added to the desired reference trajectory and the same noise added to the inputs of the fuzzy controller.
The modified plant is illustrated in Figure 11 , where two random number generators were added to simulate noise; the level of noise used is 5%.
With the noise added to the plant, the desired reference trajectory is changed; the reference with noise is illustrated in Figure 12 , where it can be notice the level of noise added.
With these two desired reference trajectories, a comparison of proposed methods against original methods can be performed, and appreciate the difference with and without noise.
The optimization problem can be stated as follows: to optimize all the points of the membership functions of the fuzzy system used for control from Figure 9 , this is illustrated in Figure 13 where for each membership function the bio-inspired methods will try to find the best values for each point. In this case, the fuzzy controller has two inputs with two trapezoidal membership functions and one input each, and two outputs with three triangular membership functions, this is for each trapezoidal membership function the bio-inspired methods need to find four values and three values for each triangular membership function, with a total of 40 points (values) for these particular fuzzy system for control as optimization problem. In this case the fuzzy rule set from Table 4 was not modified and only the membership functions were optimized. The main difference between the type-1 and interval type-2 fuzzy systems is the ability of the latter to handle uncertainty, thus, to simulate this problem and to provide better tools to perform the comparison, a modification of the original plant is added, where a level of noise is added to the desired reference trajectory and the same noise added to the inputs of the fuzzy controller.
The optimization problem can be stated as follows: to optimize all the points of the membership functions of the fuzzy system used for control from Figure 9 , this is illustrated in Figure 13 where for each membership function the bio-inspired methods will try to find the best values for each point. In this case, the fuzzy controller has two inputs with two trapezoidal membership functions and one input each, and two outputs with three triangular membership functions, this is for each trapezoidal membership function the bio-inspired methods need to find four values and three values for each triangular membership function, with a total of 40 points (values) for these particular fuzzy system for control as optimization problem. In this case the fuzzy rule set from Table 4 was not modified and only the membership functions were optimized. The objective function is to minimize the trajectory error created by the optimized fuzzy controller using Equation (14) , this means that each bio-inspired method will try to find the best values for each point of each membership function and with this the optimized fuzzy controller creates a trajectory with the lowest possible error.
Simulation Results
The problem described in Section 6 is now used to test the proposed bio-inspired optimization algorithms with parameter adaptation illustrated in Section 5 as well as to test original methods shown in Section 3, and a comparison with the results of traditional methods and proposed methods is presented.
The bio-inspired optimization algorithms were applied to the optimization of the fuzzy system ( Figure 9 ) for control of the autonomous mobile robot, using the same parameters, such as population, iterations and number of experiments described in Tables 5-7 for the PSO, BCO and BA. The objective function is to minimize the trajectory error created by the optimized fuzzy controller using Equation (14) , this means that each bio-inspired method will try to find the best values for each point of each membership function and with this the optimized fuzzy controller creates a trajectory with the lowest possible error.
The bio-inspired optimization algorithms were applied to the optimization of the fuzzy system ( Figure 9 ) for control of the autonomous mobile robot, using the same parameters, such as population, iterations and number of experiments described in Tables 5-7 for the PSO, BCO and BA. These parameters were selected based on several experiments with all the methods applied to the optimization of some benchmark mathematical functions, such as Rastrigin, De Jong first function, Rosenbrock, and Ackley, just to search for the best parameters, while also trying to use almost the same parameters for all the bio-inspired methods. For the BCO and BA methods, these parameters were taken from recommended values from the authors of the original methods, but, in the case of PSO, we first take the typical values for each parameter (such as the values recommended by Eberhart et al. [66] ), but then changes were made to improve the results, taking into account that the constriction factor is not used in the original PSO and only in the proposed PSO method (this is why the value of the constriction in the original PSO is equal to 1, from Equation (6); if C is equal to 1, this does not affect the rest of the equation because it is a multiplier).
The metric used to evaluate the performance of all methods is the Mean Square Error described in Equation (14) , calculated from the desired reference trajectory and the trajectory created by the optimized fuzzy controller. In addition, each method is applied 30 times to each problem, and presents the average, best, worst and standard deviation of those experiments.
Equation (14) is presented in the field of fuzzy control as follows; Y i is the estimated value of the control-signal reference; Y i is the observed value control-signal; and n represents the total number of observed samples.
With the goal of realizing a comparison, the three variants of BCO algorithm were used: Original BCO, which is the original method by Dušan B. Teodorovic; BCO + T1FS, which is the BCO algorithm with type-1 fuzzy system with dynamic adaptation parameters; and BCO + IT2FS, which is the BCO algorithm with interval type-2 fuzzy system with dynamic adaptation parameters. Results for the BCO and Fuzzy BCO algorithms are presented in Tables 8 and 9 .
For comparison purposes, there are three variations of PSO, which are described below. All of these variations use the parameters described in Table 5 .
Original PSO is the original PSO method with linear decreasing inertia weight. PSO + T1FS is the PSO method with parameter adaptation using the type-1 fuzzy system illustrated in Figure 3 .
PSO + IT2FS is the PSO method with parameter adaptation using the interval type-2 fuzzy system illustrated in Figure 4 . Table 10 contains the results of applying the variations of PSO to the optimization of the membership functions from the fuzzy controller illustrated in Figure 9 , using the plant without noise shown in Figure 8 . In this case, results in bold are the best from all methods on each category.
From results in Table 10 , the proposed PSO + IT2FS method obtains the best results on average, best, worst and standard deviation, when compared with the original PSO and PSO + T1FS. In addition, the PSO + T1FS obtains better results than the original PSO. Table 11 contains the results of applying the variations of PSO to the optimization of the membership functions from the fuzzy controller illustrated in Figure 9 , using the plant with noise shown in Figure 11 . Results highlighted in bold are the best from all methods on each category.
From the results in Table 11 the proposed PSO + IT2FS method obtains better results than the other two methods, also PSO + T1FS obtains better results than original PSO.
For comparison, there are three variants of the bat algorithm: Original BA, which is the original method by X.S. Yang; BA + T1FS, which is the bat algorithm with type-1 fuzzy system for dynamical parameter adaptation; and BA + IT2FS, which is the bat algorithm with interval type-2 fuzzy system for dynamical parameter adaptation. Table 12 contains the results of applying the variations of the BA to the optimization of the membership functions from the fuzzy controller illustrated in Figure 9 , using the plant without noise shown in Figure 8 . Table 13 contains the results of applying the variations of the BA algorithm to the optimization of the membership functions from the fuzzy controller illustrated in Figure 9 , using the plant with noise shown in Figure 11 .
After presenting each method separately, we now present two tables to compare the best results from each of the BA, BCO and PSO methods, applied to the optimization of fuzzy controllers for a plant with and without noise. Table 14 contains a comparison of the best methods with the plant without noise. In this case, the best method from Bat Algorithm is the original BA; from Bee Colony Optimization, it is BCO + IT2FS; and, from Particle Swarm Optimization, it is PSO + IT2FS.
Results in Table 14 show that the PSO, which uses an interval type-2 fuzzy system for parameter adaptation, can obtain on average better results than BA and BCO as well as the lowest MSE. This is the best of all controllers; its worst results is lower on MSE than the other methods and finally also obtains the lowest standard deviation. In addition, note that original BA can obtain better results than BCO + IT2FS, but BCO can obtain a lower MSE than the original BA. Table 15 contains a comparison of results with the best methods using the plant with noise. In this case, from the Bat Algorithm, it is BA + T1FS; from Bee Colony Optimization, it is BCO + T1FS; and, from Particle Swarm Optimization, it is PSO + IT2FS. Results in Table 15 show that the PSO, which uses an interval type-2 fuzzy system for parameter adaptation, can obtain the best results when compared with BA and BCO. In addition, BA + T1FS can obtain better results than BCO + T1FS, but again BCO obtains a lower MSE than BA.
The next figures illustrate the best trajectories from each method, for visual comparison purpose; note that, in each figure, all trajectories from the optimized fuzzy system used for control are very similar to desired trajectory. Figure 14 contains the best trajectory from all variations of BA, in this case using original BA with a MSE of 4 × 10 −3 . Figure 15 shows the best trajectory from all variations of BCO, in this case, BCO + IT2FS with a MSE of 2.80 × 10 −3 . Figure 16 illustrates the best trajectory from all variations of PSO, in this case, this trajectory was created by the fuzzy controller optimized by the method PSO + IT2FS with a MSE of 1.9081 × 10 −4 , which can obtain a better fuzzy controller than compared to methods BA and BCO algorithms. Figure 15 shows the best trajectory from all variations of BCO, in this case, BCO + IT2FS with a MSE of 2.80 × 10 −3 . Figure 16 illustrates the best trajectory from all variations of PSO, in this case, this trajectory was created by the fuzzy controller optimized by the method PSO + IT2FS with a MSE of 1.9081 × 10 −4 , which can obtain a better fuzzy controller than compared to methods BA and BCO algorithms. Figure 15 shows the best trajectory from all variations of BCO, in this case, BCO + IT2FS with a MSE of 2.80 × 10 −3 . Figure 16 illustrates the best trajectory from all variations of PSO, in this case, this trajectory was created by the fuzzy controller optimized by the method PSO + IT2FS with a MSE of 1.9081 × 10 −4 , which can obtain a better fuzzy controller than compared to methods BA and BCO algorithms. Figure 15 shows the best trajectory from all variations of BCO, in this case, BCO + IT2FS with a MSE of 2.80 × 10 −3 . Figure 16 illustrates the best trajectory from all variations of PSO, in this case, this trajectory was created by the fuzzy controller optimized by the method PSO + IT2FS with a MSE of 1.9081 × 10 −4 , which can obtain a better fuzzy controller than compared to methods BA and BCO algorithms. The results shows that an interval type-2 fuzzy system used for parameter adaptation can help PSO to obtain better quality results than other methods such as BA and BCO, even when all these methods use the same methodology for dynamic parameter adaptation and also use a type-1 or interval type-2 fuzzy system for the same task.
Aside from the results with the autonomous mobile robot, a comparison against a fuzzy PSO is also presented. In this case, a comparison against a modified PSO proposed by Shi et al. in [49] , where they proposed a PSO that is updated with a fuzzy system, using the current best performance evaluation and the current inertia weight to control or adjust the inertia weight from PSO is performed. The main difference from our proposed fuzzy PSO is that our fuzzy system updates the parameters C 1 , C 2 and constriction factor, using iteration and diversity as inputs in an interval type-2 fuzzy system.
The following results (contained in Tables 16-18 ) were obtained using the same parameters and restrictions as the ones published in [49] ; the only difference is the dynamic parameters and the fuzzy system used to update these parameters. In addition, results highlighted in bold are the best results. Table 16 contains the results with the Rosenbrock function using the results from [49] and our proposed PSO method with parameter adaptation using an interval type-2 fuzzy system.
From the results in Table 16 , it is clear that our proposed approach obtains on average better results when compared with the results of the other method. Table 17 illustrates the results of the comparison between the proposed PSO method against Shi et al. from [49] , with the Rastrigin function.
The results in Table 17 clearly show that our proposed approach, which uses an interval type-2 fuzzy system to update the parameters of PSO, can obtain on average better results when compared with the results from [49] . Table 18 shows the results of the comparison between the methods of Shi et al. from [49] and our proposed approach with an interval type-2 fuzzy system. The results contained in Tables 16-18 illustrate a comparison between our proposed fuzzy PSO method against the fuzzy PSO method proposed by Shi et al. in [49] , where, in all experiments using the same parameters and constrictions, our proposed approach can obtain on average better results.
Conclusions
Particle Swarm Optimization is an excellent bio-inspired optimization algorithm, capable of handling complex problems and obtaining very good results; in this case, the optimization of membership functions from a fuzzy controller. From the results in the comparison of different variants of PSO, the PSO + IT2FS variant, which uses an interval type-2 fuzzy system for dynamic parameter adaptation, can obtain better results than all other variants of PSO and also better results than BA and BCO.
The Bee Colony Optimization algorithm is used to optimize membership functions of a fuzzy logic controller applied to track the trajectory of an autonomous mobile robot, with the objective of minimizing an error. After observing and analyzing the obtained results, we can conclude that BCO is efficient in optimization problems. In this case, it can achieve acceptable results; however, the algorithm presents stability problems, and does not always finds acceptable results, i.e., some experiments are good and some are bad.
The integration of Type-1 and Interval Type-2 fuzzy systems into the bat algorithm represents a high level of difficulty for the solution of optimization problems and, analyzing the results that the fuzzy bat algorithm obtained, the MSE is acceptable in following an established trajectory, but the results can be improved by optimizing other parameters in the original bat algorithm method or by optimizing the rules in the fuzzy systems.
The motivation for the development of this paper was to verify the improvement with our methodology for parameter adaptation through fuzzy logic, applied to different bio-inspired methods. The main contribution of this paper is a comparative study based on three bio-inspired algorithms for the design and implementation of fuzzy controllers. In addition, a comparative study of traditional methods, proposed methods with parameter adaptation using type-1 and interval type-2 fuzzy logic systems as tools for modeling complex problems in control.
For future work, we want to extend the proposed methodology for parameter adaptation to other bio-inspired methods as well as use other applications, such as the optimization of neural networks, fuzzy systems applied to other problems, or even a hybridization between two or more of the proposed modified bio-inspired methods.
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