Sparse superposition codes, or sparse regression codes (SPARCs), are a recent class of codes for reliable communication over the AWGN channel at rates approaching the channel capacity. Approximate message passing (AMP) decoding, a computationally efficient technique for decoding SPARCs, has been proven to be asymptotically capacity-achieving for the AWGN channel. In this paper, we refine the asymptotic result by deriving a large deviations bound on the probability of AMP decoding error. This bound gives insight into the error performance of the AMP decoder for large but finite problem sizes, giving an error exponent as well as guidance on how the code parameters should be chosen at finite block lengths. For an appropriate choice of code parameters, we show that for any fixed rate less than the channel capacity, the decoding error probability decays exponentially in n/(log n)
Introduction
A long-standing goal in information theory is to construct efficient codes for the memoryless additive white Gaussian noise (AWGN) channel, with provably low probability of decoding error at rates close to the channel capacity. The input-output relationship of the real-valued AWGN channel is given by y = u + w, (1.1) where u is the input symbol, y is the output symbol, and w is independent Gaussian noise with zero mean and variance σ 2 . There is an average power constraint P on the input: if u 1 , u 2 , . . . , u n are transmitted over n channel uses, it is required that 1 n n i=1 u 2 i ≤ P . Then the signal-to-noise ratio is given by snr = P/σ 2 and the channel capacity is C := 1 n ). Here n is the block length, and M and L are integers whose values will be specified below in terms of n and the rate R. As shown in Fig. 1 , we think of the matrix A as being composed of L sections with M columns each.
Each codeword is a linear combination of L columns, with one column selected from each of the L sections. The codeword is formally expressed as Aβ, where β is an M L × 1 vector (β 1 , . . . , β M L ) with the following property: there is exactly one non-zero β j for 1 ≤ j ≤ M , one non-zero β j for M + 1 ≤ j ≤ 2M , and so forth. The non-zero value of β in section is set to √ nP , where P 1 , . . . , P L are positive constants that satisfy L =1 P = P . Denote the set of all β's that satisfy this property by B M,L (P 1 , . . . , P L ). For the main result in this paper, we use an exponentially decaying allocation of the form P ∝ e −2C /L , for ∈ {1, 2, . . . , L}.
Both the design matrix A and the power allocation are known to the encoder and the decoder before communication begins.
As each of the L sections contains M columns, the total number of codewords is M L . To obtain a rate of R nats/sample, we require
or L log M = nR.
( 1.2) (Throughout the paper, rate will be measured in nats unless otherwise mentioned.) An important case is when M equals L a , for some constant a > 0. Then (1.2) becomes aL log L = nR. In this case, L = Θ( n log n ), and the size of the design matrix A (given by n × M L = n × L a+1 ) now grows polynomially in n.
Given a sequence of information bits, the encoder maps them to a message vector β 0 ∈ B M,L and generates the codeword Aβ 0 ∈ R n . At the decoder, the task is to recover β 0 from the channel output sequence y = Aβ 0 + w.
Assuming that the transmitted message vector is uniformly distributed over B M,L , the maximumlikelihood decoder minimizes the probability of the decoded message vector not being equal to the transmitted one. The maximum-likelihood decoding rule for a SPARC is given by
where · denotes the 2 -norm. This decoder was analyzed in [1] and shown to have probability of error decaying exponentially in n for any fixed R < C. However, it is infeasible as the decoding complexity is exponential in n. This motivates the need for low-complexity SPARC decoding techniques such as AMP.
Notation
For a positive integer m, we use [m] to denote the set {1, . . . , m}. Throughout the paper, we use boldface to denote vectors or matrices, plain font for scalars, and subscripts to denote entries of a vector or matrix. Bold lower case letters or Greek symbols are used for vectors, and bold upper case for matrices. For example, x denotes a vector, with x i being the i th element of x. Similarly, X is a matrix,and its (i, j) th entry is denoted by X i,j . The transpose of X is denoted by X * . The number of columns in the design matrix A is denoted by N = M L, so A has dimensions n × N .
For length-N vectors such as β, we will need to refer to specific entries as well as sections. Indices such as j will be used to denote specific entries, while the subscript ( ) will be used to denote the entire section ∈ [L]. Therefore β j denotes the jth entry of β, for j ∈ [M L], and β ( ) denotes the length-M vector containing the entries in the th section of β, for ∈ [L]. For example, β (2) = {β M +1 , . . . , β 2M } is the vector containing the entries in the second section of β.
We will use a mapping ind : In the analysis, we will treat the message as a random vector β which is uniformly distributed over B M,L (P 1 , . . . , P L ). We will denote the true message vector by β 0 , noting that β 0 is a realization of the random vector β.
The indicator function of an event A is denoted by 1(A). The t × t identity matrix is denoted by I t and we suppress the subscript if the dimensions are clear from context. log and ln are both used to denote the natural logarithm. We will use k, K, κ, κ 0 , κ 1 , . . . , κ 8 to denote generic universal positive constants.
The AMP channel decoder
Approximate message passing refers to a class of iterative algorithms obtained via quadratic or Gaussian approximations of standard message passing algorithms such as belief propagation or minsum. Approximations of loopy belief propagation were first used for CDMA multiuser detection [9, 10] . AMP was then proposed in the context of compressed sensing [11] [12] [13] [14] [15] , and has since been applied to other high-dimensional estimation problems represented by dense factor graphs where standard message passing is infeasible, e.g. low-rank matrix estimation [16] [17] [18] [19] .
AMP techniques were used to develop efficient SPARC decoders in [6] [7] [8] . The problem of recovering the SPARC message vector β from the channel output sequence y in (1.3) is similar to the compressed sensing recovery problem, with one key difference: in a SPARC we know that β ∈ B M,L , and an effective decoder must take advantage of this structure.
We now describe the AMP decoder from [7] and give some insight into its working. Given the received vector y = Aβ 0 + w, the AMP decoder generates successive estimates of the message vector, denoted by {β t } t≥0 , where β t ∈ R M L . We initialize the algorithm with β 0 = 0, the all-zeros vector. For t = 0, 1, . . ., the decoder computes where quantities with negative indices are set equal to zero. The constants {τ t } t≥0 , and the estimation functions {η t i (·)} t≥0 are defined as follows. Define 6) where x t+1 = x(τ t ), with
In (1.7), the expectation is over {U j }, which are i.i Notice that η t i (s) depends on all the components of s in the section containing i, i.e. all components of s belonging to ind(sec(i)).
For any rate R < C, the AMP decoder is run for a finite number of iterations T , where T is specified later in Section 2.1. After T iterations, the maximum value in each section ∈ [L] of β T is set to √ nP , and remaining entries to 0 to obtain the decoded messageβ. The relation (1.6), which describes how τ t+1 is obtained from τ t , is called "state evolution". We now explain the significance of the state evolution parameters x t , τ 2 t , and the choice of the estimation function η t .
State evolution interpretation
To understand the decoder, first consider the AMP update step (1.5) in which β t+1 is generated from the "effective observation" s t := β t +A * z t . The update in (1.5) is underpinned by the following key property of the effective observation: s t is approximately distributed as β 0 + τ t Z, where Z is a length-M L standard Gaussian random vector independent of the message vector β 0 .
In light of the above property, a natural way to generate
t+1 is the Bayes optimal estimate of β given the observation s t = β + τ t Z. This conditional expectation can be computed using the independence of β and Z, with Z being a standard normal vector, and the location of the non-zero entry in each section of β uniformly distributed within the section. Then, for i ∈ [M L], we obtain 9) which is the expression in (1.8). Furthermore, β t+1 i (s)/ nP sec(i) is the posterior probability of β i being the non-zero entry in its section, conditioned on the observation s = β + τ t Z.
It is shown in [7, Proposition 1] that under the assumption that s t has the distributional representation β + τ t Z, we have
The expectation in (1.10) is again computed over β and Z, which are independent. Using (1.10) in (1.6), we see that the effective noise variance τ 2 t is the sum of the channel noise variance and the expected squared error in the estimate after step t. The parameter x t can be interpreted as the power-weighted fraction of sections correctly decodable after step t: starting from x 0 = 0 we wish to ensure that at the termination step T , the parameter x T is very close to one, implying that the expected squared error 1 n E β − β T 2 ≈ 0 under the distributional assumption for s t . This is done in Lemma 2.2, which provides a strictly positive lower bound on the difference (x t+1 − x t ) for each iteration t until x t reaches a value close to 1.
The other part of the proof is establishing the validity of the key distributional assumption on the effective observation s t . The asymptotic result in [7] is proven by showing that the distributional assumption holds in the large system limit (with a suitable notion of convergence). The large system limit refers to taking L, M, n → ∞, while satisfying L log M = nR. In this paper, we obtain a nonasymptotic bound on the probability of decoding error by showing that the average squared error in each iteration t, given by 1 n β 0 −β t 2 , concentrates around the state evolution prediction P (1−x t ). This concentration inequality also specifies the performance trade-offs incurred by different scaling choices for M vs. L, as both tend to infinity.
Structure of the paper and main contributions
• In Section 2, we derive a lower bound on the minimum increase in each step of the state evolution parameter x t , for an exponentially decaying power allocation (Lemma 2.2). This in turn yields an upper bound on the number of iterations T . This upper bound is inversely proportional to ∆ R + ∆ 2 R , where ∆ R := (C − R)/C is the fractional gap from capacity.
• The main result of the paper (Theorem 3.1) is a large deviations bound on the probability of AMP decoding error. Using this bound, in Section 3.2 we investigate the error exponent with AMP decoding, i.e., how fast does the error probability decay with growing block length, with R < C held fixed. We show that for an appropriate choice of code parameters, the complexity of the AMP decoder scales as a low-order polynomial in the block length n, while the decoding error probability decays exponentially in n/(log n) 2T . Here T , the number of AMP iterations required for successful decoding, is bounded in terms of the gap from capacity. In Section 3.3, we examine how fast the error probability can decay when R approaches C as n → ∞.
• The proof of the main result is given in Section 4, and has two main ingredients: a conditional distribution lemma (Lemma 4.3) specifying distributional representations for the iterates (vectors) produced by the AMP decoder, and a concentration lemma (Lemma 4.5), which uses these distributional representations to obtain concentration inequalities for various inner products involving the AMP iterates. The conditional distribution lemma was already proved in [7] , so the key technical contribution is Lemma 4.5.
• The proof of the concentration lemma (Lemma 4.5) is given in Section 5. In addition to strengthening the asymptotic convergence results in [7] , Lemma 4.5 also simplifies some technical aspects of the proof. The techniques used to derive the concentration inequalities in Lemma 4.5 are broadly similar to those used for the non-asymptotic analysis of the standard AMP recursion in [20, Lemma 4.5] . However, there are a few important differences: due to the SPARC message vector β having a section-wise structure (with one non-zero per section), the results derived in [20] for i.i.d. signal priors cannot be directly applied here.
We mention that in this paper, we only consider the standard SPARC construction described in Section 1.1. Extending the analysis to the spatially-coupled SPARCs proposed in [8, 21, 22] is an interesting research direction and part of ongoing work.
Bounds for state evolution parameters
We first derive a lower bound for x(τ ) defined in (1.7). This lower bound will be used to specify the number of AMP iterations T required for successful decoding (in terms of L, M, R). The number of iterations T determines how the error probability bound in Theorem 3.1 depends on the rate R.
Lemma 2.1. Consider any non-increasing power allocation {P } ∈[L] , and let ν := LP /(Rτ 2 ). Assume that there exist absolute positive constantsā, a (not depending on L) such thatā
, where x L (τ ) is defined as follows in terms of constants α ∈ [0, 1), υ > 0, that may be arbitrarily chosen.
where κ is a universal positive constant, and Q(·) is the complementary distribution function of a standard Gaussian, i.e.,
(b) For sufficiently large M and any δ ∈ (0,
where κ 2 , κ 3 are universal positive constants.
Proof. In Appendix A.
Eq. (2.2) can be interpreted as follows for large M, L: if the effective noise variance at the end of step t is τ 2 t = τ 2 , then any sections that satisfy LP > 2Rτ 2 will be decodable in step t + 1, i.e., β t+1 ( ) ∈ R M will have most of its mass on the correct non-zero entry. We now evaluate the lower bound of Lemma 2.1 for the following exponentially decaying power allocation:
For this allocation, we have
The next lemma uses Lemma 2.1 to obtain a lower bound on how much the state evolution parameter x t increases in each iteration, for the exponentially decaying power allocation.
, where κ 2 is the universal constant in Lemma 2.1(b). Consider the sequence of state evolution parameters x 0 = 0, x 1 , . . . computed according to (1.6) and (1.7) with the exponentially decaying power allocation in (2.3). For sufficiently large L, M , we have: 5) and for t > 1:
Proof. In Appendix B.
Number of iterations and the gap from capacity
We want the lower bounds χ 1 and χ in (2.5) and (2.6) to be strictly positive and depend only on the gap from capacity
Therefore, the quantities on the RHS of (2.5) and (2.6) can be bounded from below as
We take δ = ∆ R , which gives the smallest value for f (M ) among δ ∈ (0, ∆ R ]. 1 We denote this value by
will be the dominant term in χ for large enough L, M . The condition f R (M )/∆ R → 0 will be satisfied if we choose ∆ R such that
where κ 2 is the universal constant from Lemma 2.1(b) and Lemma 2.2. From here on, we assume that ∆ R satisfies (2.11). Let T be the number of iterations until x t exceeds (1 − f R (M )). We run the AMP decoder for T iterations, where 12) where o(1) → 0 as M, L → ∞. In (2.12), inequality (a) holds for sufficiently large L, M due to Lemma 2.2, which shows for large enough L, M , the x t value increases by at least χ in each iteration. The equality (b) follows from the lower bound on χ in (2.9), and because
After running the decoder for T iterations, the decoded messageβ is obtained by setting the maximum of β T in each section ∈ [L] to √ nP and the remaining entries to 0. For a given snr, from (2.12) we note that the number of iterations T depends only on the gap from capacity ∆ R = (C − R)/C, and does grow with the problem dimensions M, L, or n. The number of iterations increases as R approaches C. The definition of T guarantees that x T ≥ (1 − f R (M )). Therefore, using τ 2 T = σ + P (1 − x T ) we have
(2.13)
1 As Lemma 2.2 assumes that δ ∈ (0, min{ 1 2 , ∆R}], by taking δ = ∆R we have assumed that ∆R ≤ , i.e., R ≥ C/2. This assumption can be made without loss of generality -as the probability of error increases with rate, the large deviations bound of Theorem 3.1 evaluated for ∆R = 1 2 applies for all R such that ∆R < 
Performance of the AMP decoder
The section error rate of a decoder for a SPARC S is defined as
Our main result is a bound on the probability of the section error rate exceeding any fixed > 0.
Theorem 3.1. Fix any rate R < C. Consider a rate R SPARC S n with block length n, design matrix parameters L and M determined according to (1.2) , and an exponentially decaying power allocation given by (2.3). Furthermore, assume that M is large enough that
where κ 2 is the universal constant used in Lemmas 2.1(b) and 2.2. Fix any
. Then, for sufficiently large L, M , the section error rate of the AMP decoder satisfies
where T is defined in (2.12). The constants κ T and 11 where c, C > 0 are universal constants (not depending on AMP parameters L, M, n, or ) but are not explicitly specified.
Proof. The proof is given in Section 4.
In the discussion that follows we refer to the probability P (E sec (S n ) > 0 ) on the left side of (3.1) as the 'deviation probability' (of the section error rate), and the upper bound given by the right side of (3.1) as the 'bound on the deviation probability'.
Remarks:
1. The probability measure in (3.1) is over the Gaussian design matrix A, the Gaussian channel noise w, and the message
2. Given L, M , the bound on the deviation probability given in (3.1) depends on the rate R only through T .
3. Asymptotic convergence results of the kind given in [7] are implied by Theorem 3.1. Indeed, for any fixed R < C, consider a sequence of SPARCs {S n } n≥0 indexed by block length n with M = L a for some constant a > 0. Then, from Theorem 3.1 we have
We note that for a fixed R < C, there are many choices for scaling M vs. L that guarantee that lim n→∞ E sec (S n ) a.s. = 0. Some examples, along with the tradeoffs they imply, are discussed in the following subsection.
4. The dependence of the constants K T , κ T on T ! arises due to the induction-based proof of the concentration lemma. These constants have not been optimized, but we believe that the dependence of these constants on T ! is inevitable in any induction-based proof of the result.
5. As described in [1] , one can obtain a small probability of codeword error, i.e., P (β = β), by using a concatenated code with the SPARC as the inner code and an outer Reed-Solomon code. A suitably chosen Reed-Solomon code of rate (1 − 2 ) ensures thatβ = β whenever the section error rate E sec < , for any > 0. For such a concatenated code, the overall rate is (1 − 2 )R and the probability P (β = β) is bounded by the RHS of (3.1).
6. The deviation probability of the section error rate for the Cho-Barron adaptive successive softdecision decoder has also been shown to decay exponentially in L/(log M ) 2T −1 [4, Lemma 7] . When implemented with Gaussian design matrices, both the AMP decoder and the adaptive successive soft-decision decoder have running time and memory of O(nM L). However, the latter requires an orthonormalization step in each iteration, hence the AMP decoder is faster in practice. Moreover, the complexity and memory requirement of the AMP decoder can be greatly improved by replacing the Gaussian design matrix with a Hadamard-based one [7, 8] . However, there is currently no theoretical analysis of the section error rate with a Hadamardbased AMP decoding scheme.
7. Though Theorem 3.1 is stated and proved for the exponentially decaying allocation with P ∝ e −2C /L , a result similar to (3.1) holds for any power allocation for which a state evolution lower bound analogous to Lemma 2.2 can be established. More precisely, consider a fixed R < C and an allocation {P } ∈ [L] such that the state evolution parameter x t monotonically increases until it reaches (1 − f (M )) in a finite number of iterations T . Then the deviation probability bound (3.1) holds for that allocation, with T replaced by T .
Effects of L, M on decoding performance
We now examine how varying the parameters L, M affects the performance of the AMP decoder.
Recall from (1.2) that L, M determine the block length via n = (L log M )/R. For a fixed M and a target section error rate 0 > 2snr C f R (M ), the bound on the deviation probability given in (3.1) shows that the probability of decoding greater than a fraction 0 of sections in error decreases exponentially in L.
Next, consider fixing L and increasing M . This has several effects. First, M controls how small the target section error rate in Theorem 3.1 can be, via the requirement > 2snr C f R (M ). Hence, in order to bound the deviation probability P (E sec (S n ) > 0 ) for a fixed R, there is a corresponding requirement that M is large enough that 0 > 2snr C f R (M ). Thus, the larger the M , the smaller we can make the target section error rate. Also notice from Lemmas 2.1 and 2.2 that increasing M tightens the lower bound on the state evolution parameter x t in each step.
On the other hand, the bound on the deviation probability in Theorem 3.1 Eq. (3.1) worsens with increasing M (with L fixed). Moreover, as R gets closer to C, the weakening of the bound in (3.1) due to increasing M is more acute since T increases with ∆ (2.12) ). Therefore, increasing M allows the AMP decoder to have a smaller target section error rate, but increases the probability of the observed section error rate deviating from the target by a large amount. This prediction, based on Theorem 3.1, has been empirically verified recently in [23, Sec. III.A]. Fig. 2 shows a plot from [23] , with the solid curve representing the empirical section error rate for different values of M with L = 1024. We observe that the dashed curve, representing the state evolution prediction for the section error rate, approaches zero with increasing M . However, beyond a certain value of M , the empirical performance begins to diverge sharply from the state evolution prediction. This is due to the benefit of a lower predicted section error rate being outweighed by the loss of concentration around the prediction. As M increases with L held fixed, numerical simulations for a range of rates suggest that the empirical section error rate starts diverging from the state evolution prediction close to M = L (as in Fig. 2 ). However, a theoretical analysis of how M should be chosen for a fixed L in order to ensure the smallest section error rate (while maintaining concentration around the state evolution prediction) remains open. The challenge here is that the constants κ T , K T in Theorem 3.1 are not optimal, and the exact dependence of the deviation probability on T is not known.
In the next two subsections, we consider the behavior of the deviation probability bound of Theorem 3.1 in two different regimes. The first is where R < C is held constant as L, M → ∞ (with n = L log M/R) -the so-called "error exponent" regime. In this case, ∆ R is of constant order, so f R (M ) in (2.10) decays polynomially with growing M . The other regime is where R approaches C as L, M → ∞ (equivalently, ∆ R shrinks to 0), while ensuring that the error probability remains small or goes to 0. Here, (2.11) specifies that ∆ R should be of order at least log log M log M .
Error exponent of AMP decoding
For any ensemble of codes, the error exponent specifies how the codeword error probability decays with growing code length n for a fixed R < C [24] . In the SPARC setting, we wish to understand how the bound on the deviation probability in Theorem 3.1 decays with n for fixed values of > 0 and R < C. (As explained in Remark 5 following Theorem 3.1, concatenation using an outer code can be used to extend the result to the codeword error probability.) With optimal encoding, it was shown in [1] that deviation probability decays exponentially in n min{ ∆, ∆ 2 }, where ∆ = (C − R). For the AMP decoder, we consider two choices for (M, L) in terms of n to illustrate the trade-offs involved:
Therefore, the bound on the deviation probability in Theorem 3.1 decays exponentially in n/(log n) 2T .
2. L = κn/log log n, for some constant κ, which implies M = R κ log n. With this choice the bound on the deviation probability in Theorem 3.1 decays exponentially in n/(log log n) 2T .
Note from (2.12) that for a fixed R < C, the number of AMP iterations T is an Θ(1) quantity that does not grow with L, M, or n. The deviation probability decays more rapidly with n for the second choice above, but this comes at the expense of much smaller M (for a given n). Therefore, the first choice allows for a much smaller target section error rate (due to smaller f R (M )), but has a larger probability of deviation from the target. One can also compare the two cases in terms of decoding complexity, which is O(nM LT ) with Gaussian design matrices. The complexity in the first case is O(n 2+a /(log n) 1+a ), while in the second case it is O(n 2 log n/log log n).
Gap from capacity with AMP decoding
We now consider how fast R can approach the capacity C with growing n, so that the deviation probability still decays to zero. Recall that lower bound on the gap from capacity is already specified by (2.11): for the state evolution parameter x T to converge to 1 with growing M (predicting reliable decoding), we need ∆ R ≥ log log M κ 2 log M . When ∆ R takes this minimum value, the minimum target section error rate f R (M ) in Theorem 3.1 is
(We note that in the lower bound for ∆ R in (2.11), we can replace κ 2 by κ 2 /κ 0 , for any κ 0 > 1 2 . This would change the factor of log M in the denominator of (3.2) to (log M ) κ 0 . We do not pursue this generalization in the interest of keeping the exposition simple. We just note that increasing κ 0 allows a smaller target section error rate f R (M ) at the expense of a larger gap ∆ R .)
We evaluate the bound on the deviation probability of Theorem 3.1 with ∆ R at the minimum value of
. From (2.12), we have the bound
for large enough L, M . Then, using Stirling's approximation to write log(T !) = T log T − T + O(log T ), Theorem 3.1 yields
where the last inequality above follows from (3.3).
We now evaluate the bound in (3.4) for the case M = L a considered in Sec 3.2. We then have
. Substituting these in (3.4), we obtain
Therefore, for the case M = L a , with a gap from capacity (∆ R ) that is of order log log n log n , we can achieve a deviation probability that decays as exp{−κn
2) we see that must be of order at least 1 log n √ log log n . We note that this gap from capacity is of a larger order than polar codes, which have a polynomial gap to capacity [25] . Guruswami and Xia showed in [25] that for binary input, symmetric memoryless channels, polar codes of block length n with gap from capacity of order 1 n µ can achieve a block error probability decaying as 2 −n 0.49 with a decoding algorithm whose complexity scales as n · poly(log n). (Here 0 < µ < 1 2 is a universal constant.) We remark that for AWGN channels, there is no known coding scheme that provably achieves a polynomial gap to capacity with efficient decoding.
Recall the lower bound on the gap to capacity arises from the condition (2.9) which is required to ensure that the (deterministic) state evolution sequence x 1 , x 2 , . . . is guaranteed to increase by at least an amount proportional to ∆ R in each iteration. It was shown in [26, Sec. 4.18] that for the iterative hard-decision decoder that the gap to capacity can be improved to O( log log M log M ) by modifying the exponential power allocation: the idea is to flatten the power allocation for a certain number of sections at the end. We expect such a modification to yield a similar improvement in the capacity gap for the AMP decoder, but we do not detail this analysis as it is involves additional technical details.
To summarize, the AMP decoder (as well as the adaptive hard-decision/soft-decision decoders) are efficient and achieve near-exponential decay of error probability in the regime where R < C remains fixed. When ∆ R shrinks to 0 with growing M , these decoders are no longer efficient as they require M to increase exponentially in 1/∆ R (cf. (2.11) ). An interesting open question is whether spatially coupled SPARCs with AMP decoding have a smaller gap from capacity. The analysis of the state evolution equations for spatially coupled SPARCs (via potential functions) in [21, 22] indicates that they achieve capacity with AMP decoding, but a rigorous analysis of the error probability of these spatially coupled SPARCs is still an open question.
Proof of Theorem 3.1
The main ingredients in the proof of Theorem 3.1 are two technical lemmas (Lemma 4.3 and Lemma 4.5). After laying down some definitions and notation that will be used in the proof, we state the two lemmas and use them to prove Theorem 3.1.
Definitions and Notation for the Proof
For consistency with earlier analyses of AMP, we use notation similar to [7, 13] . Define the following column vectors recursively for t ≥ 0, starting with β 0 = 0 and z 0 = y.
Recall that β 0 is the message vector chosen by the transmitter. The vector h t+1 is the noise in the effective observation A * z t + β t , while q t is the error in the estimate β t . The proof will show that
. Define S t 1 ,t 2 to be the sigma-algebra generated by 
We then have
which follows from (1.4) and (4.1). From (4.3), we have the matrix equations
where for t ≥ 1
is used to denote the matrix with columns c 1 , . . . , c k . We define M 0 , Q 0 , B 0 , H 0 , and Λ 0 to be all-zero vectors. We use m t and q t to denote the projection of m t and q t onto the column space of M t and Q t , respectively. Let α t := (α t 0 , . . . , α t t−1 ) * and γ t := (γ t 0 , . . . , γ t t−1 ) * be the coefficient vectors of these projections, i.e.,
The projections of m t and q t onto the orthogonal complements of M t and Q t , respectively, are denoted by m
Lemma 4.5 shows that for large n, the entries of α t and γ t concentrate around constants. We now specify these constants. With τ 2 t and x t as defined in (1.6) and (1.7), for t ≥ 0 define
The concentrating values for γ t and α t arê
(4.10)
To see that (a) holds, we observe that (
, and (τ
For sufficiently large L, M , the constants (σ ⊥ k ) 2 and (τ ⊥ k ) 2 are bounded below by a positive constant c * > 0 for 0 ≤ k < T . The value of c * depends on the ratio R/C, with c * approaching 0 as the rate approaches the capacity.
Proof. For k = 0, the lower bounds are immediate since (
where κ 0 > 0 is a universal constant. Here, (a) is due to (2.6), and (b) follows from (2.9) for large enough L, M because f (M ) is of smaller order than ∆ R when (2.11) is satisfied. The lower bound on (σ ⊥ k ) 2 follows in a similar manner by writing 13) where (a) is obtained as follows. Since T is the first iteration in which the x value exceeds (1−f (M )), and the increase in each iteration is at least χ, for 1 ≤ k < T we have 1 > x k ≥ x k−1 + χ. The inequality (b) follows from the same argument as the last inequality in (4.12). From (4.12) and (4.13), it is clear that the bounds tend to 0 as R approaches C. We use the following notation. Given two random vectors X, Y and a sigma-algebra S , X| S d = Y implies that the conditional distribution of X given S equals the distribution of Y. For a matrix A with full column rank, P A := A(A * A) −1 A * denotes the orthogonal projection matrix onto the column space of A, and P ⊥ A := I − P A . We also recall that N = M L. The following lemma, which was also used for the asymptotic result in [7] , characterizes the conditional distribution of the vectors h t+1 and b t given the matrices in (4.5) as well as β 0 and w. [7, Lemma 4] ). For the vectors h t+1 and b t defined in (4.1), the following hold for 1 ≤ t ≤ T , provided n > T , and M t and Q t have full column rank.
where Z 0 , Z t ∈ R N and Z 0 , Z t ∈ R n are i.i.d. standard Gaussian random vectors that are independent of the corresponding conditioning sigma algebras. The deviation terms are ∆ 0,0 = 0, 16) and for t > 0,
The next lemma uses the representation in Lemma 4.3 to show that for each t ≥ 0, h t+1 is the sum of an i.i.d. N (0, τ 2 t ) random vector plus a deviation term. Similarly b t is the sum of an i.i.d. N (0, σ 2 t ) random vector and a deviation term. Lemma 4.4. For t ≥ 0, the conditional distributions in Lemma 4.3 can be expressed as
20)
Here Z r ∈ R N , Z r ∈ R n are the independent standard Gaussian vectors defined in Lemma 4.3.
Consequently,h t+1 d = τ tZt , andb t d = σ tZt , whereZ t ∈ R N andZ t ∈ R n are standard Gaussian random vectors such that for any j ∈ [N ] and i ∈ [n], the vectors (Z 0,j , . . . ,Z t,j ) and (Z 0,i , . . . ,Z t,i ) are each jointly Gaussian with
Proof. We give the proof for the distributional representation of h t+1 , with the proof for b t being similar. The representation in (4.19) can be directly obtained by using Lemma 4.3 Eq. (4.14) to recursively write h t in terms of (h t−1 , Z t−1 , ∆ t,t−1 ), then h t−1 in terms of (h t−2 , Z t−2 , ∆ t−1,t−2 ), and so on. Using (4.
where (a) follows from the independence of Z u j and Z v j and (b) from the calculation in (4.23).
The next lemma shows that the deviation terms in Lemma 4.3 are small, in the sense that their section-wise maximum absolute value and norm concentrate around 0. Lemma 4.5 also provides concentration results for various inner products and functions involving {h t+1 , q t , b t , m t }.
Let c, C > 0 be universal constants not depending on n, , or t. For t ≥ 0, let
(4.25)
To keep the notation compact, we use K, K , κ, and κ to denote generic positive universal constants throughout the lemma statement and proof.
Lemma 4.5. The following statements hold for 1 ≤ t < T , where T is defined in (2.12) and
(4.38)
For all 1 ≤ i, j ≤ t + 1 and 1 ≤ i , j ≤ t:
TermsC t+1 andC t are defined in (4.9) andγ t+1 andα t are defined in (4.10).
(g) For terms (σ ⊥ t+1 ) 2 and (τ ⊥ t ) 2 defined in (4.11) and shown to be positive in Lemma 4.1,
The lemma is proved in Section 5.
Comments on Lemma 4.5
The proof of Lemma 4.5 is inductive: the concentration results for time step t depend on the results at times t = 0, 1, . . . , t − 1. To prove Theorem 3.1, the main result we need from Lemma 4.5 is that for each t ≤ T , the squared error
to find the conditional distribution of h t , and then using other parts of the induction to show that the terms in the conditional distribution of h t concentrate.
While the concentration inequalities in Lemma 4.5 are broadly similar to those in [20, Lemma 4.5], there are a few important differences. The first is that the denoising functions {η t } t≥0 (defined in (1.8)) act section-wise on their vector input due to the fact that the message vector β 0 has a section-wise structure. In contrast, the analysis in [20] considers only separable denoising functions that act component-wise on vector inputs. This is because it is assumed in [20] that the signal has i.i.d. entries. However, the "signal" (the message vector) considered here is only section-wise independent, with the section size M approaching infinity in the large system limit. (In the large system limit L, M, n all tend to infinity, with the constraint L log M = nR.) A related consequence is that the sampling ratio (n/N ) of the measurement matrix [20] is assumed to be of constant order, while in the SPARC setting, n N = n M L → 0 in the large system limit. The concentration constants: The dependence on t of the constants κ t , κ t , K t , K t in (4.25) is determined by the induction used in the proof: the concentration results for step t depend on those corresponding to all the previous steps. The t! terms in the constants arise due to quantities that can be expressed as a sum of t terms with step indices 1, . . . , t, e.g., ∆ t,t and ∆ t+1,t in (4.17) and (4.18). The concentration results for such quantities have 1/t and t multiplying the exponent and pre-factor, respectively, in each step t (see Lemma C.2), which results in the t! terms in K t and κ t . Similarly, the (C 2 ) t and (c 2 ) t terms in κ t , K t arise due to quantities that are the product of two terms, for each of which we have a concentration result available from the induction hypothesis. (see Lemma C.3).
Finally, the log M factor in the denominator of the exponent in each of the concentration inequalities is due to a dependence on the magnitude of the largest entry in each section of ∆ t+1,t .
(Each section has M entries, and the maximum of M i.i.d. standard Gaussians is close to √ 2 log M .)
Proof of Theorem 3.1
The event that the section error rate exceeds is
where β T is the AMP estimate at the termination step T . (Recall that the largest entry within each section of β T is chosen to produceβ.) Now, from (4.31) of Lemma 4.5(c), we know that for any˜ ∈ (0, 1):
From the definition of T and (2.13), we have
Hence, (4.48) implies
, noting that this˜ is strictly positive whenever > 2snrf R (M )/C, the condition specified in the theorem statement. Finally, combining (4.47) and (4.49) we obtain
Proof of Lemma 4.5
The proof proceeds by induction on t. hold for all r ≤ t and s ≤ t, then H t+1 holds. Appendix C lists a few basic concentration inequalities, and Appendix D contains other lemmas that are used in the proof. To keep the notation compact, we use K, K , κ, and κ to denote generic positive universal constants throughout the proof, with the values changing as the proof progresses. = σZ, where Z 0 , Z ∈ R n are independent standard Gaussian random vectors. Then applying Lemma C.7, we obtain = σZ, where Z ∈ R n is standard Gaussian, we have
Using the above,
Step (a) follows from Lemma C. We now prove (4.27) . From the definition of ∆ 1,0 given in Lemma 4.3 (4.16), and noting that q 0 2 = nP , we can write
where we have used the fact that 
Using (5.2), we have the following bound:
where the inequality follows from Lemma C.2, and the fact that nP /P ≤ c log M for all ∈ [L], where c > 0 is an absolute constant. Label the terms on the RHS of (5.3) as T 1 , T 2 , T 3 . To complete the proof, we show that each term is upper bounded by K 0 exp{−κ 0 L }. First,
The above follows from Lemma C.4, result B 0 (e), and Lemma C.7. Next, the second term T 2 in (5.3) has the desired bound from B 0 (d). Finally, for the last term T 3 we have
Step (b) follows from result B 0 (e), and Lemma C.6. This completes the proof of (4.27). 
Label the two terms on the right side of the above as T 1 and T 2 . To complete the proof we will show each term is upper bounded by K 0 exp{−κ 0 L 2 }. Since q 0 is independent of Z 0 , we have
where Z is a N (0, 1) random variable. Therefore,
where the last inequality follows from Lemma C.6. Finally,
Step (a) follows from the fact that for all ∈ [L], √ nP ≤ c √ log M for some constant c > 0 and the fact that nR = L log M and step (b) from H 1 (a). (c) [Eq. (4.31) for t = 0]. We begin by showing the result for q 1 2 /n . Recalling that q 1 = η 0 (β 0 − h 1 ) − β 0 , and using the conditional distribution of h 1 stated in Lemma 4.3, we write
Label the two terms on the RHS as T 1 and T 2 . We will show that each of these is upper bounded by
The bound for T 1 is obtained using Hoeffding's inequality (Lemma C.1). To verify the conditions to apply Hoeffding's inequality, first write
and note that for each ∈ [L]:
for some absolute constant c > 0. Next, the expectation given by Hoeffding's inequality can be written as
where the first equality is true for each β 0 ∈ B M,L because of the uniform distribution of the nonzero entry in each section of β over the M possible locations and the i.i.d. distribution of Z 0 . The second equality follows from Lemma D.6. Next, we bound term T 2 . First, write
Now using the above and Lemma C.2,
Label the terms on the right side of the above as T 2,a and T 2,b . Then,
Step (a) follows from Lemma D.5 applied to each section using (nP ) 3/2 ≤ c(log M ) 3/2 for ∈ [L], for some constant c > 0.
Step (b) follows from H 1 (a). Term T 2,b has the same upper bound which can be shown as above using Lemma D.5. This proves the result for q 1 2 /n. Proving the concentration result for (q 0 ) * q 1 /n is similar: we use Lemma C.2 followed by Hoeffding's inequality and Lemma D.5.
By H 1 (b), the second term in (5.4) is bounded by K 0 exp{−κ 0 n 2 }. To bound the first term, using the conditional distribution of h 1 stated in Lemma 4.3 we write
Label the terms of the above as T 1 , T 2 , T 3 . To complete the proof, we will show that each term is bounded by
We begin by bounding T 1 .
Step (i) follows from the fact that √ nP ≤ c √ log M for some constant c > 0 and all ∈ [L], and step (j) from H 1 (a).
Next consider T 2 . Because of the uniform distribution of the non-zero entry in each section of β over the M possible locations and the i.i.d. distribution of Z 0 , for any β 0 ∈ B M,L , we have 
Finally consider the term T 3 .
Step (e) follows from Lemma D.5 applied to each section and the fact that nP ≤ c log M for some constant c > 0 and all ∈ [L].
Step (f ) is obtained as follows.
Step (g) follows from Cauchy-Schwarz and step (h) from Lemma C.7 and H 1 (a). Using the bounds for T 1 , T 2 , T 3 , the three terms in (5.5), completes the proof. , and so it follows that:
Note that,
where the last inequality follows from H 1 (c). nP . Then using H 1 (c) we have
Using this and the fact that (σ ⊥ 1 ) 2 = σ 2 1 (1 − (σ 2 1 /σ 2 0 )), we find the following upper bound.
Step (a) follows from Lemma C.2 and step (b) from H 1 (c) and H 1 (f ) along with Lemma C.5. 
We then have the following upper bound:
where the last inequality is obtained using Lemma C.7 and H 1 (a). The result for the squared terms can be shown similarly.
Step 3: Showing B t holds
We prove the statements in B t assuming that B 0 , . . . , B t−1 , and H 1 , . . . , H t hold due to the induction hypothesis. We begin with a lemma that is used to prove B t (a). Parts (a)−(g) of step B t assume the invertibility of M M M 1 , . . . , M M M t , but for the sake of brevity, we do not explicitly specify the conditioning.
Proof. The proof is similar to that of [20, Lemma 5 .1] and is therefore omitted. 
Label the three terms on the right side of the above as T 1 , T 2 , T 3 . The proof is completed by showing each is upper bounded by t 3 KK t−1 exp
has the desired upper bound by inductive hypothesis B t−1 (b). For T 2 , we recall that Z t is independent of w, and σ ⊥ t is bounded from below (Lemma 4.1). Hence, using Lemma C.7, T 2 is upper bounded by 2 exp{−κn 2 } . Finally, using ∆ * t,t w ≤ ∆ t,t w , T 3 can be bounded as
Step (a) follows from Lemma C.3, and step (b) from B t (a) and Lemma C.7. Now consider concentration for (m t ) * w/n. By definition, m t = b t − w and so the result follows from Lemma C.2, the concentration result for (b t ) * w/n, and Lemma C.7. (c) [Eq. (4.32)]. We prove the concentration result for b t 2 /n, with the proof for (b t ) * b r /n with 0 ≤ r ≤ t − 1 following similarly. Using the conditional distribution of b t from Lemma 4.3 Eq. (4.15), we have b t 2 = (σ 2 t /σ 2 t−1 )β t−1 + σ ⊥ t Z t + ∆ t,t 2 . Expanding this expression for b t 2 , and recalling that (σ ⊥ t ) 2 = σ 2 t (1 − σ 2 t /σ 2 t−1 ), we use Lemma C.2 to write
Label the probabilities in (5.8) as T 1 , T 2 , T 3 , T 4 . To prove the result we show each term is upper bounded by t 3 KK t−1 exp
. This is true for term T 1 and T 3 using inductive hypothesis B t−1 (c) and B t (a), respectively. Next, T 2 ≤ 2 exp{−κn 2 } using Lemma C.7.
For T 4 , we note that
where Z,Z are standard normal random variables. We therefore have
Letting c 1 =
, the first term on the RHS of (5.9) can be written as
where step (a) follows from Lemma C.4, inductive hypothesis B t−1 (c), and Lemma C.6.
Letting c 2 = 1 24σ ⊥ t , the second term on the RHS of (5.9) can be bounded as 11) where the last inequality follows from B t (a) and Lemma C.6. The concentration inequality for the last term in (5.9) follows in a similar manner using the concentration results for ∆ t,t / √ n and b t−1 / √ n. We have therefore shown that T 4 is bounded by t 3 KK t−1 exp
, which completes the proof of the concentration result for b t 2 /n.
. We show concentration of (b r ) * m s /n for 0 ≤ r, s ≤ t when either r = t, s = t, or both
Step (a) follows from Lemma C.2 and step (b) using B t (c) and Eq. (4.36) ]. By definition, m t = b t − w, and so it follows:
Step (a) follows from Lemma C.2 and step (b) from B t (d) and 
Step 4: Showing H t+1 holds
We begin with a lemma that is used in the proof of H t+1 (a). Parts (a)−(h) of step H t+1 assume the invertibility of Q Q Q 1 , . . . , Q Q Q t+1 , but for the sake of brevity, we do not explicitly specify the conditioning. 
where we have used that
which follows by Lemma D.3 whereZ ∈ R t+1 is a vector of i.i.d. standard Gaussians and
Consider a single element j ∈ [N ] of ∆ t+1,t . Using the triangle inequality to bound the expression in (5.12), we obtain
(5.14)
In the last term above, we have used the fact that for each for i ∈ [N ] we have the upper bound |q r i | ≤ 2 nP ind(sec(i)) ≤ c √ log M for constant c > 0. Squaring (5.14) and applying Lemma D.1 to bound the RHS, we obtain
Therefore, setting = 9(t+1) 2 and using Lemma C.2, we have the following upper bound:
Label the terms on the RHS of (5.15) as T 1 , T 2 , T 3 , T 4 . To complete the proof, we will show that each term is upper bounded by t 3 KK t−1 exp
(5.16)
Step (b) follows from B t (f ) and inductive hypotheses H 1 (h) -H t (h). Next consider T 2 .
(5.17)
Step (c) follows from B t (g), Lemma C.4, and Lemma C.7. From Lemma 5.2, term T 4 is upper bounded by t 3 KK t exp
for a universal constant c > 0. Recalling = 9(t+1) 2 , we therefore have 19) where step (d) is obtained using B t (g) Lemma C.6 (and recalling that nR/ log M = L). Thus, using the definitions of κ t , κ t in (4.25), we have the required bound for each of the terms in (5.15).
Using the conditional distribution of h t+1 in Lemma 4.3 Eq. (4.14), and Lemma C.2, we have
Label the terms on the right side of the above as T 1 , T 2 , T 3 . First, by the induction hypothesis
Since q 0 and Z t are independent, we have Z * t q 0 d = q 0 Z, where Z ∈ R is standard Gaussian. Therefore, using Lemma C.6 and recalling that q 0 2 = nP , we obtain
Step (a) follows since nR = L log M with i∈ind( ) q 0 i = √ nP and √ nP ≤ c √ log M for some constant c > 0 and each ∈ [L] and step (b) from H t+1 (a). (c) [Eq. (4.31)]. We will show the concentration result for (q r ) * q t+1 /n when 0 ≤ r ≤ t + 1. Recalling that q r = η r−1 (β 0 − h r ) − β 0 , it follows that
Using the representation in Lemma 4.4 Eq. (4.19), and Lemma C.2 we write
We label the three terms on the RHS of (5.20) as T 1 , T 2 , T 3 and bound each term separately. We first note the following bound about∆ r that will be used repeatedly. For 1 ≤ r ≤ t + 1,
In the above, step (a) follows by the triangle inequality, Lemma C.2, and the fact that τ 2 r−1 /τ 2 k ≤ 1 for k ≤ r − 1, and step (b) from H t+1 (a) and the fact that r ≤ (t + 1).
First consider T 1 , the first term of (5.20) . Finally, consider the last term T 3 of (5.20) . Using the definition ofh r in (4.20), we have 23) where the last inequality is obtained using Hoeffding's inequality (Lemma C.1), which can be applied after verifying two conditions. First,
, where the first equality is true for each β 0 ∈ B M,L because of the uniform distribution of the nonzero entry in each section of β over the M possible locations and the entrywise i.i.d. distributions ofZ r−1 andZ t and the second equality by Lemma D.6. Second, for each section ∈ [L], there exists a constant c > 0 such that,
We have thus shown that each term of (5.20) is upper bounded by t 4 KK t−1 exp
Using the above and Lemma C.2, we obtain 24) where the last equality is obtained using the representation in Lemma 4.4, Eq. (4.19). The second term on the RHS of (5.24) is upper bounded by t 3 KK t−1 exp
In what follows we upper bound the first term of (5.24), denoted by T 1 . Using Lemma C.2, we have
We label the terms on the RHS of (5.25) as T 1a , T 1b , T 1c , and bound each separately. Using Lemma 4.4, the first term can be written as , for j ∈ [N ]. We then observe that Next consider T 1b :
Here, step (a) follows from the fact that
and nR = L log M , and step (b) from (5.21). Finally, consider the last term T 1c of (5.25) .
In the above, step (c) follows from Lemma D.5 applied to each section ∈ [L], using nP ≤ c log M for a universal constant c > 0; step (d) holds sinceh u d = τ u−1Zu−1 whereZ u−1 ∈ R N is standard Gaussian, as shown in Lemma 4.4. Now considering the probability on the RHS of (5.28), we find:
Step (e) follows by Cauchy-Schwarz and step (f ) from Lemma C.7 and the fact that for 0 ≤ s ≤ t,
In the above, step (g) follows by Lemma D.1, Lemma C.2, and the fact that τ 2 s /τ 2 i ≤ 1 for 0 ≤ i ≤ s and step (h) from H t+1 (a) and the fact that 0 ≤ s ≤ t. We have now shown that the three terms of (5. . This result follows similarly to H 1 (e) by noting β t+1 2 − nP = q t+1 2 − 2(q 0 ) * q t+1 and appealing to H t+1 (c). 
The term on the RHS of the above, we have:
In step (a), the first term on the RHS follows from Lemma C.7 sinceh t+1 d = τ tZt where τ t < τ 0 andZ t ∈ R N is standard Gaussian. The second term on the RHS follows from the bound in (5.29). where the final inequality follows since τ t /τ 0 ≤ 1. The result for the squared terms follows similarly.
Appendix
A Proof of Lemma 2.1 (a) Recall the definition of x(τ ) given in (1.7) which can be written as
(A.1) Using the relation nR = L ln M , we write nP τ 2 = ν ln M , where ν = LP /(Rτ 2 ). Then E (τ ) in (A.1) can be expressed as
we use iterated expectation and the independence of X, V to write
where the last step follows from Jensen's inequality. The expectation of X is
where (a) is obtained using the moment generating function of a Gaussian random variable. We therefore have
. Using this in (A.5), for such that ν > 2 we have
where step (a) follows from the definition of V in (A.3). Next consider such that
, for some constant υ > 0. Then, as (1 − ν /2) ≤ ε M , from (A.5) we have
2 } for x > 0, the relevant term in (2.1) can be bounded from below as
where the second inequality is obtained using
. Now choose α as follows:
Using this α in (A.8), for ν ≥ 2 + δ we obtain
for a suitably chosen universal positive constant κ 2 . Next, if 2 < ν ≤ (2 + δ), using α = 0 in (2.1) yields E (τ ) ≥ 1/4. Finally there exists a universal constant κ 3 such that
B Proof of Lemma 2.2
). We will use Lemma 2.1(b) with ν determined by (2.4). We only need to consider the case where ν L < (2 + δ), because otherwise ν ≥ (2 + δ) for ∈ [L], and (2.2) guarantees that
where we have used the expression in (2.4) for LP . Using (B.1) in (2.2),
In the above, (a) is obtained using the expression for ν in (B.1), and inequality (b) by noting that
Inequality (c) is obtained by using the geometric series formula: for any ξ ∈ (0, 1), we have
is strictly less than 1, and the RHS of (B.3) is strictly decreasing in x. Using the upper bound of x < (1 − f (M )) in (B.3) and simplifying, we obtain
This completes the proof for t > 1. For t = 1, we start with x = 0, and we get the slightly stronger lower bound of χ 1 by substituting x = 0 in (B.3).
C Concentration lemmas
In the following > 0 is assumed to be a generic constant, with additional conditions specified whenever needed. The proofs of Lemmas C.2-C.5 can be found in [20] . 
Lemma C.3 (Concentration of products). For random variables X, Y and non-zero constants
then the probability
Lemma C.4 (Concentration of square roots). Let c = 0. Then
Lemma C.5 (Concentration of powers). Assume c = 0 and 0 < ≤ 1. Then for any integer k ≥ 2,
Lemma C.6. For a standard Gaussian random variable Z and > 0, P (|Z| ≥ ) ≤ 2e
Gaussian random variables and 0 ≤ ≤ 1. Then the following concentration results hold.
Proof. Using a Cramér-Chernoff bound [27, Sec. 2.2], for any t > 0 we have
Then using the moment-generating function of a Chi-square random variable, we obtain
We choose t = 2/5 to obtain the desired bound:
The bounds in (C.2) and (C.3) can be similarly obtained using Cramér-Chernoff bounds. The relevant moment generating functions are Proof. We first note that Y is a (scalar) random variable with an dependence. (It is not an M -length vector.) We represent Y as a sum of a bounded random variable and an unbounded random variable.
where we specify the value of x later. Label the first term on the right side of (D.1) as Y b for 'bounded' and the second term as Y u for 'unbounded'. Therefore, using Lemma C.2,
From (D.2) and (D.3) we have
Label the terms on the right side of (D.4) as T 1 , T 2 , and T 3 . The rest of the proof proceeds as follows:
1. We show that −M −c 0 ≤ ζ L ≤ M −c 0 for some universal constant c 0 > 0.
2. We apply Hoeffding's inequality to show that T 1 and T 3 are bounded by exp{−κ 1 L 2 } for some universal constant κ 1 > 0.
3. We show that T 2 is also exponentially small in L.
To show item (1), recalling that ζ L = 
where we have used √ nP ≤ c √ log M for some constant c > 0. Let W = max i∈ind( ) |Z i |, and definẽ W = W 1{W ≥ x}. Then sinceW is non-negative, we have E[W ] = ∞ 0 P (W ≥ w)dw. Note that
Then it follows from (D.5) and (D.6), Inequality (D.8) also uses the above bound for the Gaussian tail probability. Now choose x = k √ 2 log M for k > 1 to be fixed later. Then (D.8) implies
We have therefore shown E[Y u ] ≤ 2cM −(k 2 −1) for M large enough (M > e 4 suffices). So it follows
Next we bound the terms T 1 and T 3 in (D.4) using Hoeffding's inequality (Lemma C.1). First notice that for ∈ [L], the random variable
log M ], where x = k √ 2 log M . To apply Hoeffding's inequality, we also note that
Therefore it follows that
wherec = 4k 2 P/R. From (D.9), ζ L can be made arbitrarily small by choosing M large enough. Therefore, we have T 1 ≤ exp{−κ 1 L 2 } for large enough M . Similarly, for sufficiently large M we also have
Finally we bound the second term in (D.4) . Using the Cramér-Chernoff bound, for t > 0 we have
log Ee
We bound Ee t|Y u | as follows. We have
where we have defined U := exp ct √ 2 log M max i∈ind( ) |Z i | 1 max i∈ind( ) |Z i | ≥ x and used √ nP ≤ c √ log M . Also recall that x = k √ 2 log M . As before, let W = max i∈ind( ) |Z i |, and notice that
It follows that exp − v 2 log M 2c 2 t 2 e v dv = exp c 2 t 2 2 log M Q k 2 log M − 1 ≤ c 1 M −k 2 , (D.14)
for some absolute positive constant c 1 < 2. In (D.14), Q(a) = (2π) −1/2 ∞ a e −v 2 /2 dv is the Gaussian upper tail probability function. Using (D.14) in (D.13) and taking t = 1 √ 2c
, we obtain Ee t|Y u | ≤ 1 + c 2 M −(k 2 −1) , where c 2 > 0 is an absolute positive constant. Substituting this into (D.10) we find: 
