Markov kernels play a decisive role in probability and mathematical statistics theories, conditional distributions being the main example; as it is noted below, every Markov kernel is a conditional distribution of some random variable given another. In statistical decision theory, randomized procedures are Markov kernels; it is well known that, in some situations, the optimum procedure is randomized. In Bayesian inference, sampling probabilities and posterior distributions are Markov kernels.
Introduction
Markov kernels (also referred to as stochastic kernels or transition probabilities) play an important role in probability theory and mathematical statistics. Indeed, the conditional distribution of one random variable given another is a Markov kernel (here, we use the term random variable as being synonymous of a measurable function between two arbitrary measurable spaces). In fact, as we shall show below, every Markov kernel is the conditional distribution of some random variable given another. A transition matrix in Markov chains theory defines a Markov kernel. Sampling probabilities and posterior distributions in Bayesian inference are Markov kernels.
A Markov kernel can also be considered as a generalization of the concepts of σ-field and random variable (or statistic, in a statistical framework). For instance, in statistical decision theory, randomized procedures (also named decision rules or, even, strategies) are Markov kernels, while nonrandomized procedures are statistics. It is well known that, in some situations, the optimum procedure is a randomized one: for example, the fundamental lemma of Neyman and Pearson shows how randomization is necessary to obtain a most powerful test; Lehmann (2005) also describes many other statistical situations where the use of randomization is properly justified. Pfanzagl (1994, Example 4.2.2) shows a testing problem where there is no nonrandomized test at least as good as a certain randomized test.
Following this point of view, we introduce the conditional expectation for Markov kernels; other well known concepts of the theory of probabilities or mathematical statistics, such as independence, completeness, ancillarity or conditional distribution have been extended to Markov kernels in Nogales (2012a) and Nogales (2012b). The reader is referred to Heyer (1982) for the corresponding extension to the concept of sufficiency in the context of informativity for statistical experiments.
Moreover, in this paper we extend to Markov kernels the theorems of Rao-Blackwel and LehmannScheffé. These well known theorems are major milestones of mean unbiased estimation theory, going back to Rao (1945) and Blackwell (1947) regard to the Theorem of Rao-Blackwell, and to Lehmann and Scheffé (1950) regard to the Theorem of Lehmann-Scheffé. The reader is referred to Pfanzagl (1994, p. 105) for a version for statistics of these theorems; it is assured even there that a more general version of the Rao-Blackwell theorem can be proved in the same way for randomized estimators. In this paper both results are generalized for randomized estimators when a sufficient and complete Markov kernel is known. Among other tools, this requires the extension of conditional expectation (and conditional distribution) to Markov kernels. Finally, as the conditional expectation of a Markov kernel given another is a statistic, we obtain a generalization of a result about the completeness of the family of nonrandomized estimators.
Basic definitions
The concepts presented in this section can be found in Heyer (1982) , although the notation has been modified to highlight the analogy with similar concepts for random variables. In the next, (Ω, A), (Ω 1 , A 1 ), and so on, will denote measurable spaces. A random variable is a map X : (Ω, A) → (Ω 1 , A 1 ) such that X −1 (A 1 ) ∈ A, for all A 1 ∈ A 1 . Its probability distribution (or, simply, distribution) P X with respect to a probability measure P on A is the image measure of P by X, i.e., the probability measure on A 1 defined by P X (A 1 ) := P (X −1 (A 1 )). We will write × instead of ⊗ for the product of σ-fields or measures. R k will denote the Borel σ-field on R k .
Remarks. 1) Given two random variables
, for all A 1 ∈ A 1 and A 2 ∈ A 2 . We write
Reciprocally, every Markov kernel is a conditional distribution; namely,
, where π : Ω × Ω 1 → Ω and π 1 : Ω × Ω 1 → Ω 1 are the coordinatewise projections and P ⊗ M 1 stands for the only probability measure on the product space (
2) The concept of Markov kernel extends the concepts of random variable and σ-field. A random variable T 1 : (Ω, A) → (Ω 1 , A 1 ) will be identified with the Markov kernel
, where δ T1(ω) denotes the Dirac measure -the degenerate distribution-at the point T 1 (ω) and I A1 is the indicator function of the event A 1 . The sub-σ-field B ⊂ A will be identified with the Markov kernel
Definition 2. (Image of a Markov kernel) The image (or probability distribution) of a Markov kernel M 1 : (Ω, A, P )≻ −→(Ω 1 , A 1 ) on a probability space is the probability measure P M1 on A 1 defined by
Remark. Note that
Definition 3. (a) (Composition of Markov kernels) The composition of two Markov kernels
(b) (Composition of a Markov kernel and a random variable) Let X 1 : (Ω, A) → (Ω 1 , A 1 ) be a random variable and
Remark. When M X1 is the Markov kernel corresponding to the random variable X 1 , we have that
3 Extension to Markov kernels of sufficiency and completeness and a first generalization of the Lehmann-Scheffé theorem Now, we position ourselves in a statistical context. Let (Ω, A, P) be a statistical experiment (i.e., P is a family of probability measures on the measurable space (Ω, A)). The concepts defined above can be extended to a statistical framework in a standard way. The next definition extend the concept of sufficiency to Markov kernels (see Heyer (1982, p.163) ). First, recall that, given a Markov kernel M 1 : (Ω, A, P)≻ −→(Ω 1 , A 1 ) and P ∈ P, the conditional probability P (A|M 1 ) of an event A ∈ A given M 1 is defined as the Radon-Nikodym derivative d(I A · P )
M1 /dP M1 , where I A · P denotes the measure defined on A by (I A · P )(B) = P (A ∩ B). In other words, P (A|M 1 ) is the (equivalence class of) real random variable(s) on (Ω 1 , A 1 ) such that, for every A 1 ) is said to be sufficient if, for every A ∈ A, there exists a common version f A : (Ω 1 , A 1 ) → [0, 1] to the conditional probabilities P (A|M 1 ), P ∈ P.
Remarks. 1) The previous definition generalizes that of a sufficient statistic in the sense that a statistic T 1 is sufficient if, and only if, the corresponding kernel M T1 (ω, A 1 ) = δ T1(ω) (A 1 ) is sufficient. Also, a sub-σ-field B ⊂ A is sufficient if, and only if, its corresponding kernel
2) Theorem 22.3 of Heyer (1982) shows that a Markov kernel M 1 : (Ω, A, P)≻ −→(Ω 1 , A 1 ) is sufficient if, and only if, the σ-field π
, where π 1 denotes the coordinatewise projection over Ω 1 .
Let us recall from Nogales (2012a) the generalization of the concept of completeness to Markov kernels.
Definition 5. (Completeness of Markov kernels) A Markov kernel M 1 : (Ω, A, P)≻ −→(Ω 1 , A 1 ) is said to be complete (respectively, boundedly complete) if, for every (respectively, bounded) real statistic f : (Ω 1 , A 1 , {P M1 : P ∈ P}) → R,
Remark. It is readily shown (see Nogales (2102a)) that a Markov kernel
is (respectively, boundedly) complete if, and only if, the σ-field π
is also, where π 1 denotes the coordinatewise projection over Ω 1 , which in turn is equivalent to the (bounded) completeness of π 1 . Moreover, if M 1 is the Markov kernel corresponding to a statistic T 1 , then M 1 is (boundedly) complete if, and only if, T 1 is also. Now we are ready to obtain a first extension to Markov kernels of the theorem of Lehmann-Scheffé. Theorem 6 yields a more general result. Theorem 1. Let M 1 : (Ω, A, P)≻ −→(Ω 1 , A 1 ) be a sufficient and complete Markov kernel and T : (Ω, A, P) → R k be an unbiased estimator of a function f : P → R k . If T is a measurable function of M 1 (i.e., there exists a measurable map S :
, then T is the minimum variance unbiased estimator of f .
Proof. Let T ′ : (Ω, A) → R be an arbitrary unbiased estimator of f and denote T ′ (ω, ω 1 ) := T ′ (ω). Hence T ′ is an unbiased estimator of f in the statistical experiment (Ω×Ω 1 , A×A 1 , {P ⊗M 1 : P ∈ P}). Since the coordinatewise projection π 1 is sufficient, there exists a version of the conditional expectation X ′ of T ′ given π 1 which is independent of P ∈ P. The Rao-Blackwell theorem shows that X ′ • π 1 has less covariance matrix than T ′ . Since M T = M S M 1 , we have that, for all Borel set B ∈ R k and all ω ∈ Ω,
Hence, for all ω ∈ Ω, S = T (ω), M 1 (ω, ·)-a.s. It follows that
where T (ω, ω 1 ) = T (ω), for all ω ∈ Ω. So, S is a conditional expectation of T given π 1 for all P ∈ P.
The completeness of π 1 shows that S • π 1 = X ′ • π 1 , {P ⊗ M 1 : P ∈ P}-a.s., and this finish the proof.
Expectation and conditional expectation for Markov kernels
Let us return provisionally to a probabilistic context to introduce the concept of conditional expectation for Markov kernels: let (Ω, A, P ) be a probability space.
Definition 6. (Expectation of a Markov kernel) A Markov kernel M 1 : (Ω, A, P )≻ −→R
k is said to be P -integrable if the map ω → R k xM 1 (ω, dx) is P -integrable, i.e., if there exists and is finite the integral
or, which is the same, if the distribution (P ⊗ M 1 ) π2 has finite mean, where π 2 : Ω × R k → R k denotes the second coordinatewise projection. In this case, we define the expectation of the Markov kernel M 1 as
Definition 7. Let M 1 : (Ω, A, P )≻ −→R k be a P -integrable Markov kernel. We define a set function
Definition 8. (Conditional expectation of a Markov kernel given another) Let M 1 : (Ω, A, P )≻ −→R k be a P -integrable Markov kernel and M 2 : (Ω, A, P )≻ −→(Ω 2 , A 2 ) be a Markov kernel. The conditional expectation E P (M 1 |M 2 ) is defined by:
i.e., E P (M 1 |M 2 ) is the (equivalence class of) real function(s) on (Ω 2 , A 2 ) such that, for every
The next result yields an integral representation of such a conditional expectation. First, we refer the reader to Nogales (2012b) for the definition and existence of the conditional distribution P M1|M2 of a Markov kernel M 1 : (Ω, A, P )≻ −→(Ω 1 , A 1 ) with respect to another Markov kernel M 2 : (Ω, A, P )≻ −→(Ω 2 , A 2 ). Namely, it is defined as a Markov kernel L : (Ω 2 , A 2 )≻ −→(Ω 1 , A 1 ) such that, for every pair of events A 1 ∈ A 1 and A 2 ∈ A 2 ,
Theorem 2. Let M 1 and M 2 be two Markov kernels as in the previous definition. Then
(in the sense that the last integral defines a version of the conditional expectation of M 1 given M 2 ). More generally, if f : R k → R m has nonnegative components or is P M1 -integrable function, then
Proof. First note that there exists a regular conditional probability P M1|M2 (see Nogales (2012b) ). It will be enough to show that, given
But, by definition of P M1|M2 , for all A 1 , A 2 ,
It follows in a standard way that, for any nonnegative or P M1 -integrable measurable function f :
which gives the proof.
Note that
where π : Ω 2 × R k → R k is the coordinatewise projection and
This way we obtain the following corollary, which generalizes a known property of usual conditional expectations.
Corollary 1. Let M 1 and M 2 be two Markov kernels as in the previous Definition 8. Then
We can have a representation of conditional expectations for Markov kernels in terms of conditional expectations for statistics.
, and π 2 is the second coordinatewise projection on Ω × Ω 2 .
; M 1 is the extension to Ω×Ω 2 of M 1 . We will prove that (P ⊗M 2 )
M1|π2
is a regular conditional P -probability of M 1 given M 2 . We will use the following result from Nogales (2012b): "If T 2 : (Ω, A) → (Ω 2 , A 2 ) is a random variable and K 2 (ω, A 2 ) = δ T2(ω) (A 2 ) is its corresponding Markov kernel then, writing P M1|T2 := P M1|K2 , we have P M1|T2 (·, A 1 ) = E P (M 1 (·, A 1 )|T 2 )." Applying this result in the probability space (Ω × Ω 2 , A × A 2 , P ⊗ M 2 ), we have that, for ω 2 ∈ Ω 2 and B ∈ R k ,
which proves that
Moreover, (2) can be rewritten in the form
It follows that, for a nonnegative or integrable measurable function f :
In particular, for m = k and f (x) = x,
Using (3), we obtain E P (M 1 |M 2 ) = E P ⊗M2 (M 1 |π 2 ).
Rao-Blackwell and Lehmann-Scheffé theorems for Markov kernels
Back in a statistical framework, let (Ω, A, P) be a statistical experiment.
Definition 9. (Unbiased estimator) An unbiased estimator of a function f :
(Ω, A, P)≻ −→R k and M 2 : (Ω, A, P)≻ −→(Ω 2 , A 2 ) be Markov kernels. If M 2 is sufficient, then there exists a regular conditional probability P M1|M2 of M 1 given M 2 which is independent of P ∈ P. There exists also a common version of the conditional expectations E P (M 1 |M 2 ), P ∈ P; it will be denoted E(M 1 |M 2 ).
Proof. According to Heyer (1982, Theorem 22. 3), M 2 is sufficient if, and only if, the coordinatewise projection π 2 : (Ω × Ω 2 , A × A 2 , {P ⊗ M 2 : P ∈ P}) → (Ω 2 , A 2 ) is sufficient. Landers and Rogge (1972, Theorem 7) shows the existence of a common regular conditional probability on R k given π 2 . The result follows from this fact and the following representation of the conditional distribution of M 1 given M 2 obtained in the proof of Theorem 3:
The second assertion follows from this and Theorem 2.
The next theorem extend to Markov kernels the Rao-Blackwell theorem.
Theorem 5. (Theorem of Rao-Blackwell generalized) Let M 1 : (Ω, A, P)≻ −→R k be an estimator of f : P → R and M 2 : (Ω, A, P)≻ −→(Ω 2 , A 2 ) be a sufficient Markov kernel for P. Then E(M 1 |M 2 ) is an estimator of f with less convex risk than M 1 . If the loss function is strictly convex then, given P ∈ P, the risk at P of E(M 1 |M 2 ) is strictly less than the risk at P of
Proof. E(M 1 |M 2 ) is well defined by the previous theorem and it is an unbiased estimator of f by Corollary 1. Moreover, if W :
is a convex function for every P ∈ P) then applying the Jensen inequality (see Pfanzagl (1994, Theorem 1.10.11)), we obtain from Theorem 2 that W (P, E P (M 1 |M 2 )) = W P,
where W (P, M 1 ) denotes the kernel W (P, ·)M 1 . The result follows by integration with respect to P M2 . Corollary 1 completes the proof in the unbiased case.
Remark. Since E(M 1 |M 2 ) is a statistic, this theorem shows that the class of non-randomized unbiased estimators of f is complete in the sense that, for every randomized unbiased estimator M 1 of f , there exists a non-randomized unbiased estimator E(M 1 |M 2 ) with less convex risk than M 1 . Note that this assertion remains true if the assumption of unbiasedness is dropped. This result generalizes a similar result when M 2 is a statistic rather than a Markov kernel (for instance, see Pfanzagl (1994, p. 105) ).
Theorem 6. (Theorem of Lehmann-Scheffé generalized) Let M 1 : (Ω, A, P)≻ −→R k be an unbiased estimator of f : P → R and M 2 : (Ω, A, P)≻ −→(Ω 2 , A 2 ) be a sufficient and complete Markov kernel for P. Then E(M 1 |M 2 ) is the estimator of f which minimizes the convex risk among all unbiased estimators of f .
Proof. If the Markov kernel M ′ 1 : (Ω, A, P)≻ −→R k is an arbitrary unbiased estimator of f then, according to the previous theorem, X ′ 1 := E(M ′ 1 |M 2 ) is a nonrandomized unbiased estimator of f with less convex risk than M ′ 1 . Moreover X 1 := E(M 1 |M 2 ) is an unbiased estimator of f ; so E P M 2 (X 1 − X ′ 1 ) = 0 for all P ∈ P. Since M 2 is complete, we have that X 1 = X ′ 1 , {P M2 : P ∈ P}-a.s. So X 1 has less convex risk than M ′ 1 .
