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We study the problem of detecting a maximum embedded network submatrix in a {1,0,+1}-matrix.
Our aim is to solve the problem to optimality. We introduce a 0–1 integer linear programming
formulation for this problem based on its representation over a signed graph. A polyhedral study is
presented and a branch-and-cut algorithm is described for ﬁnding an optimal solution to the problem.
Some computational experiments are carried out over a set of instances available in the literature as
well as over a set of random instances.
& 2011 Elsevier Ltd. Open access under the Elsevier OA license.1. Introduction
The knowledge of a special structure in a matrix deﬁning a
linear programming problem can be used to speed up its resolu-
tion. It is well known that one of these special structures is a
network matrix. A matrix B is called a network matrix if the
elements of B belong to the set {1,0,+1} and, additionally, if
every column of B contains at most one element +1 and at most
one element 1. Given a row of matrix B, the operation of
changing the signs of all non-zero row elements is called a
reﬂection of this row. A matrix B is called a reﬂected network
matrix if there exists a set of row reﬂections that transforms
matrix B into a network matrix.
In this work, we consider the problem of detecting a maximum
embedded reﬂected network (DMERN). Given a {1,0,+1}-matrix
A, the DMERN problem consists of ﬁnding the maximum number
of rows that deﬁne a submatrix B of A such that B is a reﬂected
network matrix. Let nðAÞ denote this number. In the remainder of
this paper, we assume that A is a {1,0,+1}-matrix.
The DMERN problem is known to be NP-hard [5]. Heuristic
approaches to solve this problem are of particular interest since,
from a practical point of view, we need to extract large embedded
networks quickly. In fact, a number of heuristics have been studied in
the literature [1,6–9] for the DMERN problem. These heuristics were
always evaluated by comparing their relative performance. InDepartment of Mathematics,
ortugal.
(R.M.V. Figueiredo),
. de Souza).
sevier OA license.addition to not knowing how far the solution obtained lies from the
global optimum, this method of evaluation may cause wrong
decisions that lead to incorrect conclusions. An absolute evaluation
would only be possible if the optimal solution was known for a set of
instances. To our knowledge, this paper is the ﬁrst to present an exact
approach to solve the DMERN problem.
In [9], Gulpinar et al. showed that the DMERN problem is
closely related to that of balancing subgraphs in signed graphs.
A signed graph is a graph whose edges are labeled by signs. The
authors proved that the problem of ﬁnding a maximum
embedded reﬂected network can be formulated as an optimiza-
tion problem over the set of all cuts of a graph.
In this work, we propose an integer programming formulation
to the DMERN problem based on the results of Gulpinar et al. We
also investigate the structure of the polytope associated with the
problem. Finally, based on this study, we propose a branch-and-
cut method to solve the DMERN problem to optimality.
We now give some notations and deﬁnitions to be used through-
out the paper. Let G¼(V,E) be an undirected graph. For an edge set
BDE, let G[B] (V[B]) denote the subgraph of G (subset of vertices)
induced by B. For a vertex set SDV , let E½S ¼ fði,jÞAEji,jASg denote
the subset of edges induced by S. Also, for a vertex set SDV , we
deﬁne dðSÞ ¼ fði,jÞAEjiAS,jAV\Sg and NðSÞ ¼ fjAV jði,jÞAdðSÞg. We
say that dðSÞ is the cut deﬁned by S. A set KDV is called a clique if
each pair of vertices in K is joined by an edge. A set IDV is called a
stable set if no pair of vertices in I is joined by an edge. Let aðGÞ denote
the cardinality of a maximum stable set of vertices in G. We represent
a cycle by its vertex set CDV and denote by EC its edge set.
A chordless cycle is called a hole; an odd hole is a hole with an odd
number of vertices. Now, consider a function s : E-fþ ,g that
Fig. 1. Existing conﬂicts in matrix A are represented in signed graph G(A), as well
as possible conﬂicts after row reﬂections. By applying the Theorem 2.1 we obtain
the value of nðAÞ. The matrix obtained after reﬂecting rows 1 and 3 is represented
by signed graph G(A)S. The maximum stable set in graph (G(A)S) gives us the set
of rows deﬁning the maximum embedded reﬂected network in A.
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a function s is called a signed graph. Let G¼(V,E,s) denote a signed
graph. In this text, a signed graph is allowed to have parallel edges
but no loops. Also, we assume that parallel edges always have
opposite signs. An edge eAE is called negative if s(e)¼ and positive
if s(e)¼ +. Let E and E+ denote, respectively, the set of negative and
positive edges in a signed graph. Notice that, according to the
deﬁnitions above, E¼ E [ Eþ and E \ Eþ is the set of parallel
edges in G. We deﬁne G¼(V,E). Also, for a vertex set SDV ,
we deﬁne dðSÞ ¼ dðSÞ \ E, dþ ðSÞ ¼ dðSÞ \ Eþ , NðSÞ ¼ fjAV jði,jÞ
AdðSÞg and Nþ ðSÞ ¼ fjAV jði,jÞAdþ ðSÞg. A signed graph G¼(V,E,s)
is balanced if the vertex set V can be partitioned into the sets W and
V\W in such a way that E½W  [ E½V\W  ¼ Eþ . A set KDV is called a
negative clique if each pair of vertices in K is joined by a negative edge.
For the sake of conciseness, i stands for {i} and we say that an edge
(i,j) belongs to cycle C (C contains edge (i,j)), if ði,jÞAEC .
The remainder of the paper is structured as follows. In Section 2,
we relate the problem of extracting an embedded network matrix to
an optimization problem deﬁned over an associated signed graph. An
integer programming formulation based on signed graphs is pre-
sented in Section 3. In Section 4, we investigate the polyhedral
structure of the polytope associated with the formulation introduced.
A branch-and-cut algorithm to solve the DMERN problem is outlined
in Section 5. In Section 6, preliminary computational results are
reported for test problems available in the literature as well as for a
set of random instances. Finally, in Section 7 we present concluding
remarks and discuss directions for further investigation.2. Network matrices and signed graphs
Consider a matrix A¼[aik] with n rows. Two rows of matrix A
are said to be in conﬂict if they both have a +1 or they both have a
1 in the same column. A signed graph G(A) can be used to
represent existing conﬂicts in a matrix A [9]. The vertex set of G(A)
is deﬁned as V¼{1,y,n}. The set of negative and positive edges of
G(A) are deﬁned as follows: an edge ði,jÞAE if and only if
aik ¼ ajka0 for some column k of matrix A; an edge ði,jÞAEþ if
and only if aik ¼ajka0 for some column k of matrix A. A signed
graph G is called a network graph if and only if there exists a
reﬂected network matrix A such that G¼G(A).
Notice that, an edge (i,j) belongs to E if rows i and j are in
conﬂict. Likewise, an edge (i,j) belongs to E+ if the reﬂection of
either row i or row j will create a conﬂict in the resulting matrix.
Therefore, if an edge (i,j) is a parallel one, i.e., ði,jÞAE \ Eþ , then
rows i and j cannot belong at the same time to a reﬂected network
submatrix of A.
Gulpinar et al. [9] showed that the DMERN problem deﬁned by
a matrix A can be solved as a stable set problem deﬁned over the
signed graph G(A). This result is stated in the following and Fig. 1
illustrates this.
Theorem 2.1. For a {1,0,+1}-matrix A, we have
nðAÞ ¼max
SDV
faððGðAÞSÞÞg, ð1Þ
where GS is the graph obtained from G by changing the signs of each
edge in the cut dðSÞ.
A signed graph based solution approach to the DMERN
problem was also described in [9]. It is a heuristic approach that
uses a spanning tree of G(A) to construct a vertex set SAV and
obtain a lower bound for the value nðAÞ, namely, aððGðAÞS ÞÞ. The
argument in favor of using a spanning tree in the construction of
S is the fact that every signed tree is a network graph [17].
Therefore, this heuristic approach is able to ﬁnd the optimal
solution whenever A is a network matrix.Let SDV be an argmax of (1) and let IDV be a stable set such
that nðAÞ ¼ aððGðAÞS ÞÞ ¼ jIj. The subgraph of G(A) induced by I is a
maximum network subgraph according to the number of vertices.
As a result, the DMERN problem can also be formulated as the
problem of ﬁnding a maximum network subgraph of G(A).
An equivalent deﬁnition of a network graph was also given by
Gulpinar et al. in [9]. This is stated in the next theorem.
Theorem 2.2. Let G be a connected signed graph with no parallel
edges. G is a network graph if and only if G is a balanced graph.
According to the deﬁnition of G(A), matrices of different
dimensions can yield the same signed graph. Furthermore, huge
matrices can deﬁne very sparse signed graphs. Thus, signed
graphs are the appropriate structure to compare the size of
different DMERN problem instances.
In the next section we introduce an integer programming
formulation to the DMERN problem in which we explore the
relations between network matrices and signed graphs.3. An integer programming formulation based on signed
graphs
Consider a signed graph G¼(V,E,s). Our formulation looks
for a maximum network subgraph in G which, according to
Theorem 2.2, is equivalent to looking for a maximum balanced
subgraph in G. It is well known that a signed graph is balanced if
and only if it does not contain a parallel edge or a cycle with an
odd number of negative edges [4,9,17]. Let Co(E) be the set of all
cycles in G with no parallel edges and with an odd number of
negative edges. From now on, a cycle CACoðEÞ is called an odd
negative cycle. In this formulation, we use binary decision vari-
ables yAf0,1gjEj deﬁned in the following way. For all iAV ,
yi ¼
1 if vertex iAV belongs to the network subgraph;
0 otherwise:
(
Throughout this text, we use the vector notation y¼(yi), iAV , and
the notation yðV uÞ ¼PiAV uyi for V uDV . The formulation follows:
maximize yðVÞ
subject to yiþyjr1, 8 ði,jÞAE \ Eþ , ð2Þ
yðCÞr jCj1, 8 CACoðEÞ, ð3Þ
yiAf0,1g, 8 iAV : ð4Þ
Let us refer to this formulation as Y(G,s). Consider a parallel edge
ði,jÞAE \ Eþ . Constraints (2) ensure that vertices i and j cannot
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cycles with an odd number of negative edges in the subgraph
described by variables y. As a consequence, these constraints
force variables y to deﬁne a network subgraph. Finally, the
objective function looks for a maximum network subgraph.
Formulation Y(G,s) has n variables and might have an expo-
nential number of constraints in the worst case. As we have
mentioned before, our aim is to solve the DMERN problem to
optimality by using a branch-and-cut algorithm, a solution
technique based on a linear relaxation of the problem we intend
to solve. By dropping the integrality constraints in formulation
Y(G,s), we obtain a linear relaxation to the DMERN problem.4. On the network matrix polytope
The network matrix polytope PG,s associated with formulation
Y(G,s) is deﬁned here as
PG,s ¼ convfyARnjy satisfies ð2Þ2ð4Þg:
Now, we turn our attention to the structure of PG,s in order to
describe classes of valid and facet-deﬁning inequalities to be used
later as cutting planes in an exact solution approach to the
DMERN problem. A partial description of this polytope is pre-
sented in [4], including the introduction of some classes of facet-
deﬁning inequalities.
Additional notations will be necessary before we can proceed.
Given a vertex set IDV , the incidence vector yIARn of I is deﬁned
as: yIi¼1, if iA I, and yIi¼0, if i=2I. Also, for iAV , let Ii¼{i}.
The ﬁrst results show that PG,s is full-dimensional and establish
which trivial inequalities deﬁne facets of PG,s, [4].
Theorem 4.1. The polytope PG,s is full-dimensional, i.e., dim(PG,s)¼n.
Proof. Since PG,s contains the null vector, it is sufﬁcient to present
other n linearly independent solutions yARn in PG,s. The n linear
independent solutions yIi , iAV , clearly belong to PG,s. &
Remark 4.2. The non-negativity of the coefﬁcients in constraints
(2) and (3) implies that aZ0 and aZ0 for each facet-deﬁning
inequality aTyra that is not a trivial constraint.
Theorem 4.3 (Trivial inequalities).(a) For all iAV , yiZ0 deﬁnes a facet of PG,s;
(b) for all iAV , yir1 deﬁnes a facet of PG,s if and only if
dðiÞ \ E \ Eþ ¼ |;Proof.(a) Consider the n+1 afﬁnely independent vectors deﬁned in the
proof of Theorem 4.1. The result follows from the fact that
only vector yIi does not belong to the face deﬁned by the
inequality yiZ0.(b) Suppose there is a vertex j such that ði,jÞAE \ Eþ . In this
case, the inequality is not facet-deﬁning since constraint (2)
dominates the inequality yir1. Now suppose this is not the
case. For a vertex jAV\fig, deﬁne Ii,j¼{i,j}. The n1 solutions
yIi,j , jAV\fig together with the solution yIi guarantee the
result. &Constraints (2) and (4) in formulation Y(G,s) deﬁne the well-
known edge formulation of the stable set problem [10] for the
subgraph G½E \ Eþ . Let PE\Eþ be the polytope associated with
this formulation. The next theorem demonstrates that we can use
some facets of PE\Eþ in the description of PG,s. Consider an
inequality aTyra valid for the polytope PG,s. We deﬁne thesupport graph of such inequality to be the graph Ga¼(Va,E[Va]),
where Va ¼ fiAV jaia0g.
Theorem 4.4. Let G¼(V,E,s) be a signed graph with E¼ E [ Eþ and
let aTyra be a facet-deﬁning inequality for the polytope PE\Eþ . The
inequality aTyra is valid for PG,s. If, for all ði,jÞAE½Va,
ði,jÞAE \ Eþ , then aTyra deﬁnes a facet of PG,s.
Proof. The inequality aTyra is clearly valid for PG,s since
PG,sDPE\Eþ . Let nu¼ jV ½E \ Eþ j and let B1ARnunu be a matrix
composed of nu afﬁnely independent solutions belonging to the
facet of PE\Eþ deﬁned by inequality aTyra. We can assume
w.l.o.g. that the vertex set V is ordered in such a way that
iAV ½E \ Eþ  if and only if 1r irnu. We denote by b1,b2, . . . ,bnu
the nu rows of matrix B1. From the properties of the stable set
polytope we can assume that B1 satisﬁes the following conditions:(i) row b1 has entry b1j ¼0 for each vertex j=2Va;
(ii) for each k¼ 2, . . . ,nu, row bk satisﬁes the conditionP
j=2Vab
k
j r1. When this condition is satisﬁed with equality,
let vkAV ½E \ Eþ \Va be the vertex such that bkvk ¼ 1.Deﬁne a matrix B2AR
ðnnuÞnu such that all rows of B2 are equal
to b1. We now argue that the row vectors of matrix,
M¼
B1 0
B2 I
" #
ARnn
are afﬁnely independent and belong to the face of PG,s deﬁned by
aTyra. By the deﬁnition of matrix M, it is clear that its row
vectors are afﬁnely independent. Moreover, remembering the
deﬁnition of matrices B1 and B2, we can conclude that these n
vectors satisfy inequality aTyra with equality. We are left to
prove that all of them belong to the polytope PG,s, which means
that they satisfy constraints (2) and (3). Since constraints (2)
belong to the deﬁnition of polytope PE\Eþ , we can conclude that
these constraints are satisﬁed by the row vectors of matrix M. It
now remains to be shown that they also satisfy constraints (3).
Let yk, kAf1, . . . ,ng, denote the row vectors of matrix M. First,
consider a row vector yk with kAf1, . . . ,nug, that means yk¼(bk,0).
According to conditions (i) and (ii), a cycle C (jC jZ3) deﬁning a
constraint (3) violated by yk must be composed of at least two
vertices i,jAVa such that ði,jÞAE½Va. But this cannot happen since
ði,jÞAE \ Eþ , for all ði,jÞAE½Va. Now, consider a row vector yk
with k¼ nuþ1, . . . ,n. According to the deﬁnition of matrix M and
since condition (i) is satisﬁed, we have yk¼yI, where I¼ Iu [ fjg for
a jAV\V ½E \ Eþ , and Iu is a stable set in G[Va]. Again, a cycle C
(jC jZ3) deﬁning a constraint (3) violated by yk must be com-
posed of at least two vertices in Va linked by a negative edge and,
for the same reason, this is not possible. &
Clique inequalities [10,11,13] play an important role in the
description of the stable set polytope. According to the previous
theorem, clique inequalities are always facet deﬁning to PG,s.
Corollary 4.5 (Clique inequality). Consider a subset KDV such that
K is a maximal clique in the graph G½E \ Eþ . The clique inequality
yðKÞr1 ð5Þ
deﬁnes a facet of PG,s.
This result was obtained in [4] by a direct proof. Lifted hole
inequalities [11] have also been shown to be very effective in
some cutting plane approaches proposed in the literature for the
stable set problem [10,13].
Fig. 2. Consider C¼{1,2,3,4,5,6}. (a) The odd negative cycle C induces a facet-
deﬁning inequality of PG,s. For vertex i¼7, the choice of j¼3 makes condition (iii)
satisﬁed. (b) The odd negative cycle C is a composition of cycles Cu¼ f2,3,4,5g and
C00 ¼ f5,6,1,2g, where C00ACoðEÞ. The odd negative cycle inequality written to C00
deﬁnes a facet of PG,s. (c) Since ð2,7Þ,ð3,7ÞAE \ Eþ , y(C)¼5 implies y7¼0. (d) The
graph induced by C [ f7g contains more than two odd negative cycles; y(C)¼5
implies y7¼0.
R.M.V. Figueiredo et al. / Computers & Operations Research 38 (2011) 1483–14921486Corollary 4.6 (Lifted hole inequality). Consider a subset HDV such
that H is an odd hole in the graph G½E \ Eþ  of size jHj ¼ 2kþ1.
The lifted odd hole inequality
yðHÞþ
X
jAV\H
bjyjrk, ð6Þ
is valid for the polytope PG,s where the coefﬁcients bj are as large as
possible while the validity of the inequality is preserved. If the support
graph of this inequality satisﬁes the condition in Theorem 4.4, then the
lifted odd hole inequality deﬁnes a facet of PG,s.
In the literature we can ﬁnd other classes of facet-deﬁning
inequalities for the stable set polytope [16] which can also be
used to tighten the network matrix polytope.
Next, we investigate particular substructures of G that give rise
to classes of valid and facet-deﬁning inequalities for the polytope
PG,s. In formulation Y(G,s), constraints (3) are deﬁned over the set
of cycles with an odd number of negative edges. The next result
establishes the conditions for these valid inequalities to provide
facets of PG,s.
Theorem 4.7 (Odd negative cycle inequality). Let CACoðEÞ. The
inequality
yðCÞr jCj1 ð7Þ
deﬁnes a facet of PG,s if and only if the following conditions are
satisﬁed:(i) C is chordless.
(ii) For each vertex iAV\C, jNðiÞ \ Nþ ðiÞ \ Cjr1.
(iii) For each vertex iAV\C, G½E½C [ fig contains at most two odd
negative cycles; if jNðiÞ \ Nþ ðiÞ \ Cj ¼ 1, the vertex j such that
NðiÞ \ Nþ ðiÞ \ C ¼ fjg is contained in each odd negative cycle in
G½E½C [ fig.Proof. First, we show that there exists at least n linearly inde-
pendent zero-one solutions satisfying this inequality with equal-
ity. For each iAC, deﬁne the vertex set Ii ¼ C\fig. These jCj
incidence vectors satisfy the odd negative cycle inequality with
equality and, since C has no chord (condition (i)), they belong to
PG,s. Now consider a vertex i=2C. Conditions (ii) and (iii) guarantee
that there exists a vertex jAC such that Ii ¼ C\fjg [ fig deﬁnes a
solution yIiAPG,s satisfying the odd negative cycle inequality with
equality (see Fig. 2(a)). The n incidence vectors constructed here
are afﬁnely independent. Next, we show that conditions (i)–(iii)
are necessary conditions. If cycle C ¼ fv1,v2, . . . ,vjCjg has a chord
(vk,vl), 1rko lr jCj, then, C is a composition of two other cycles
Cu¼ fvk, . . . ,vlg, C00 ¼ fvl, . . . ,vjCj,v1, . . . ,vkg, where exactly one of
them belongs to Co(E), w.l.o.g., let C00ACoðEÞ. In this case, the
odd negative inequality written for C is obtained by adding the
same inequality written for C00 with inequalities yir1 written for
each vertex iAC\C00 (see Fig. 2(b)). Now suppose that condition (ii)
is not satisﬁed for a vertex iAV\C, i.e., there are at least two
vertices j,kANþ ðiÞ \ NðiÞ \ C (see Fig. 2(c)). In this case, each
solution satisfying the odd negative cycle inequality written for C
with equality also satisﬁes yir0 with equality. Finally, assume
that condition (iii) is not satisﬁed. There are two cases: either
G½E½C [ fig contains at least three odd negative cycles (see
Fig. 2(d)) or there is a vertex jAC such that NðiÞ \ Nþ ðiÞ \
C ¼ fjg and j is not contained in each odd negative cycle in
G½E½C [ fig. Again, in these two cases, each solution satisfying
the odd negative cycle inequality written for C with equality also
satisﬁes yi¼0. &
In [4], this result was partially proved since condition (ii) and
part of condition (iii) are missing. In fact, the authors establishedthe conditions for an odd negative cycle inequality to be facet
deﬁning if G(A) has no parallel edges.
As it happens for the odd hole inequalities in the deﬁnition of
the stable set polytope, the conditions for an odd negative cycle
inequality to be facet-deﬁning are related to the cycle neighbor-
hood. Thus we can use the same lifting procedure applied to the
odd hole inequalities [11] to try to strengthen an odd negative
cycle inequality.
The connection between the DMERN problem and the stable
set problem starts with Theorem 2.1. This suggests the existence
of more similarities between the polytope PG,s and the stable set
polytope than those described in Theorem 4.4. Thus we decide to
investigate new classes of valid inequalities described over a
clique, which is a substructure that plays an important role in the
description of the stable set polytope.
In a signed graph a clique with k vertices can occur in different
forms depending on the sign of each edge in the clique. In the
following results, we present new valid inequalities for PG,s which
are related to some different clique structures in G¼(V,E,s).
In [4], it is shown that a negative clique induces a facet of
P(G,s) if G is a negative graph, i.e., G has no positive edge. Next, we
generalize this result for every signed graph.
Theorem 4.8 (Negative clique inequality). Let KDV be a negative
clique in G with jKjZ3. The inequality
yðKÞr2 ð8Þ
is valid for PG,s. Assume that, for all i,jAK , ði,jÞ=2Eþ , (i.e., there is no
parallel edge in clique K). In this case, the inequality is facet-deﬁning
if and only if the following conditions are satisﬁed:(i) K is a maximal negative clique in G[E].
(ii) For each vertex iAV\K , jNþ ðiÞ \ Kjr jKj1.
(iii) For each vertex iAV\K , jNðiÞ \ Nþ ðiÞ \ Kjr jKj2.Proof. We use induction on the length of clique K for the validity
proof. If jKj ¼ 3, then K is an odd negative cycle and we can
conclude that the inequality is valid. Assume that the inequality is
valid for all negative cliques with a given size pZ3. Now let K be a
negative clique with size equal to p+1. Consider any three
vertices k,l,mAK . The following inequalities are valid:
yðK\figÞr2, i¼ k,l,m,
ykþylþymr2:
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we obtain
yðKÞr8=3,
and the validity of the negative clique inequality follows from
rounding down the right-hand side of the above inequality. In
order to prove that this inequality is facet-deﬁning under the
previously mentioned conditions, let F ¼ fyAPG,sjyðKÞ ¼ 2g be the
face of PG,s deﬁned by the negative clique inequality written for
clique K. We assume that there is an inequality aTyra valid for
PG,s such that FDFa ¼ fyAPG,sjaTy¼ ag and show that the inequal-
ity deﬁning Fa can be written as a positive scalar multiple of the
negative clique inequality deﬁning F. Observe that F is a proper
face of PG,s since 0APG,s\F. Consider a vertex iAK. Now, consider
j,kAK\fig, jak, and deﬁne the vertex sets I1¼{i,j} and I2¼{i,k}. It is
easy to check that the incidence vectors yI
1
and yI
2
satisfy all the
inequalities in formulation Y(G,s ), so that these solutions belong
to PG,s. From solutions y
I1 and yI
2
in aTy¼ a we can conclude that
aj¼ak. Repeating this argument for every kAK\fi,jg and given that
vertex iAK is chosen arbitrarily we conclude that ai ¼ g, for all
iAK. Now consider a vertex iAV\K. Since we assume conditions
(i)–(iii) are satisﬁed, there exist two vertices j,kAK such that
j=2NðiÞ and k=2Nþ ðiÞ. Deﬁne the vertex sets I1¼{j,k} and I2¼{j,k,i}.
It is not difﬁcult to check that the incidence vectors yI
1
and yI
2
satisfy all the inequalities in formulation Y(G,s) and, as a conse-
quence, these vectors belong to the network matrix polytope PG,s
(see Fig. 3(a)). These solutions lead to ai¼0, for all iAV\K. Next,
we argue that (i)–(iii) are necessary conditions. First, assume that
the negative clique K is not maximal in G[E], i.e., there is a vertex
iAV\K such that K [ fig is a negative clique. In this case the
negative clique inequality written for K is not facet-deﬁning since
this inequality is dominated by the same inequality written for
K [ fig. Now, assume that there is a vertex i=2K such that
jNþ ðiÞ \ Kj ¼ jKj. This implies that, for all j,kAK , there is a cycle
fi,j,kgACoðEÞ (see Fig. 3(b)). We observe that each solution y
satisfying the negative clique inequality with equality has
yj ¼ yk ¼ 1 for some pair of vertices j,kAK and, as a consequence,
also satisﬁes yir0 with equality. Finally, assume that condition
(iii) is not satisﬁed for a vertex iAV\K . Constraints (2) written for
each parallel edge (i,j), jANðiÞ \ Nþ ðiÞ \ K , imply that each
solution satisfying the negative clique inequality with equality
also satisﬁes yir0 with equality. &
The next result enumerates some cases where the negative
clique inequality does not deﬁne a facet because of the existence
of parallel edges in E[K].
Remark 4.9. Let K be a negative clique. The negative clique
inequality written for K does not deﬁne a facet of PG,s if,(i)Fig. 3
guara
nega
C¼{ithere exists a vertex iAK such that dðiÞ\E½KDEþ ;
(ii) there exists a partition K1, K2 of K such that E½K1[ E½K2DEþ ;. Consider the negative clique K¼{1,2,3,4}. (a) Conditions in Theorem 4.8
ntee the existence of vertices j,k such that {i,j,k} does not deﬁne an odd
tive cycle. (b) For any choice of vertices j,kAK there is an odd negative cycle
,j,k}.(iii) there exist vertex sets K1 ¼ K\fig, K2 ¼ K\fjg, for some i,jAK
such that E½K1 [ E½K2DEþ .Proof. In case (i) all the solutions that satisfy the negative clique
inequality with equality also satisfy yi¼0. In case (ii) we obtain
the negative clique inequality by adding clique inequalities
written for K1 and K2. Finally, in case (iii) the negative clique
inequality is a linear combination of clique inequalities written
for K1 and K2, and trivial inequalities yir1 and yjr1. &
Notice that in cases (ii) and (iii) of Remark 4.9, clique inequal-
ities dominate the negative clique inequality. In Section 5,
we will see that this fact is taken into consideration in the
deﬁnition of the separation strategy for the branch-and-cut
algorithm.
The next family of inequalities can be seen as a generalization
of the clique inequalities described in Theorem 4.8.
Theorem 4.10 (Partitionable clique inequality). Let KDV be a
partitionable clique in G, i.e., a clique with jKjZ3 and such that
there exists a partition K1,K2a| of K satisfying(i) E½K1 [ E½K2DE,
(ii) dðK1,K2Þ ¼ fði,jÞAEjiAK1,jAK2gDEþ .The inequality
yðKÞr2 ð9Þ
is valid for PG,s. Assume that, E½K \ E \ Eþ ¼ |. The inequality is
facet-deﬁning if and only if, K1 and K2 are both maximal negative
cliques in G.
Proof. The validity proof follows exactly the lines of the validity
proof in Theorem 4.8. Notice that, K\fig can be now a negative
clique, in which case, we use the validity of inequality (8) for the
induction step. The methodology to be used in the facet-deﬁning
proof is also the same as in the proof of Theorem 4.8. Using the set
of solutions deﬁned in the proof of this theorem, we can conclude
that ai ¼ g, for all iAK. Now consider a vertex i=2K . Since K1 and K2
are both maximal negative cliques in G, there exist two vertices
jAK1 and kAK2 such that ði,jÞ,ði,kÞ=2E. Deﬁne the vertex sets
I1¼{i,j,k} and I2¼{j,k}. Since clique K has no parallel edges and set
I1 does not deﬁne a negative cycle in G, we have yI
1
,yI
2
APG,s. These
solutions lead to ai¼0, for all iAV\K. Finally, if either K1 or K2 is
not a maximal clique, each solution satisfying the partitionable
clique inequality with equality also satisﬁes yir0 with equality,
for some vertex iAV\K. &
The negative clique inequality is a particular case of the
partitionable clique inequality where K1 ¼ |. Another family of
clique inequalities is introduced in the following theorem.
Theorem 4.11 (Cycle negative odd clique inequality). Let KDV be
a cycle negative odd clique in G, i.e., a clique such that jKj is odd and
there exists a cycle C such that C¼K, ECDE and E½K\ECDEþ . The
inequality
yðKÞrmaxfbjKj=2c,3g
is valid for PG,s.
Proof. We may assume w.l.o.g. that K ¼ fv0,v1, . . . ,vjKj1g and that,
for all i,jAK , if ði,jÞ ¼ ðvt ,vðtþ1Þ mod jKjÞ, for some tAf0, . . . ,jKj1g,
then ði,jÞAEC , otherwise ði,jÞAE½K\EC . First, we prove the validity for
the case where jKj ¼ 5. Consider the odd negative cycle inequalities
written for the cycles fvt ,vðtþ1Þ mod 5,vðtþ3Þ mod 5g, tAf0, . . . ,4g (see
Fig. 4(a)). Adding up these ﬁve inequalities and dividing the result by
three we obtain
yðKÞr10=3,
Fig. 6. Fractional solutions to the LP relaxation of formulation Y(G,s) cutted off by
cycle (a) negative and (b) positive clique inequalities.
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of this last inequality. Now consider the case where jKjZ7.
Adding the partitionable clique inequalities written for the cliques
fvt ,vðtþ1Þ mod jKj,vðtþ3Þ mod jKj,vðtþ4Þ mod jKjg, tAf0, . . . ,jKj1g (see
Fig. 4(b)) and dividing the result by four we obtain the inequality
yðKÞr jKj=2:
Again, the validity of the cycle negative odd clique inequality
follows from rounding down the right-hand side of the inequality
obtained. &
The next result shows that the change of signs in the clique
structure deﬁned in Theorem 4.11 gives rise to another class of
valid inequalities for PG,s.
Theorem 4.12 (Cycle positive odd clique inequality). Let KDV be a
cycle positive odd clique in G, i.e., a clique such that jKj is odd and
there exists a cycle C such that C¼K, ECDEþ and E½K\ECDE. If
jKj ¼ 5 the inequality
yðKÞr3
is valid for PG,s. For the cases where jKjZ7 the inequality
yðKÞr4
is valid for PG,s.
Proof. We make the same assumptions as in the proof of Theorem
4.11. When jKj ¼ 5 the inequality is clearly valid since K also satisﬁes
the conditions in Theorem 4.11 (see Fig. 5(a)). Now consider the case
where jKjZ7. Adding the negative clique inequalities written for
the cliques fvt ,vðtþ2Þ mod jKj,vðtþ4Þ mod jKj, . . . ,vðtþjKj3Þ mod jKjg, tA
f0, . . . ,jKj1g (see Fig. 5(b)) and dividing the result by ðjKj1Þ=2Fig. 4. Cycle negative odd cliques with jKj ¼ 5 and 7. Signs of positive edges are
omitted. Dotted edges deﬁne (a) an odd negative cycle when t¼0 and (b) a
partitionable clique when t¼0; both of them used in the proof of Theorem 4.11.
Fig. 5. Cycle positive odd cliques with jKj ¼ 5 and 7. Signs of negative edges are
omitted. (a) A cycle positive odd clique inequality is equivalent to a cycle negative
odd clique inequality if jKj ¼ 5. (b) Dotted and dashed edges deﬁne, respectively,
negative cliques used in the proof of Theorem 4.12 when t¼0 and 1.we obtain the inequality
yðKÞr4jKj=ðjKj1Þ:
Finally, rounding down the right-hand side of this inequality ﬁnishes
the validity proof. &
As depicted in Fig. 6, cycle negative (positive) clique inequal-
ities are able to cut off fractional solutions to the LP relaxation of
formulation Y(G,s) that cannot be cut by the inequalities intro-
duced so far.5. A branch-and-cut algorithm
In this section, we describe a simple branch-and-cut algorithm
for the DMERN problem. The algorithm has three basic compo-
nents: the initial formulation, the cut generation and the primal
heuristic. We outline these further in the section. Before that, we
give some information about the strategies adopted in the
branch-and-cut implementation.
After an LP has been solved in the branch-and-cut tree, we
check if the solution is integer feasible. If this is not the case, the
primal heuristic is executed. The cut generation procedure is then
called and all the separation routines described below are
executed (a limit of 100 cuts per iteration is set). If no violated
inequality is found or if a limit of 10 cut generations rounds is
reached, we enter the branching phase of the algorithm.
A standard 0–1 branching rule is applied. The same branching
priority is assigned to each variable and the branch-and-cut tree
is investigated with the best-bound-ﬁrst strategy.
These strategies were deﬁned after a number of computational
experiments has been performed. Concerning the branching
strategy, we have also implemented a version of the branching
rule proposed in [2]. Although it has been successfully applied to
solve the stable set problem [12–14], we obtained better results
with the standard 0–1 branching rule.5.1. Initial formulation
The initial formulation is composed of a set of clique inequal-
ities (5), odd negative cycle inequalities (7), partitionable clique
inequalities (9) (remember that negative clique inequalities (8)
are a special case thereof) and by all the trivial inequalities.
Using the greedy procedure CLQ1 described in [10], we
generate a set of cliques L in graph G½E \ Eþ  such that each
edge ði,jÞAE \ Eþ is contained in at least one clique.
Likewise, we generate a set of odd negative cycles M such that
each vertex iAV is contained in at least one odd negative cycle.
For each vertex iAV , we ﬁnd the minimum odd negative cycle C
passing through i with respect to the total number of edges
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described in Subsection 5.2). Cycle C is included in M.
We also generate a set of partitionable cliques N. For each
negative edge ði,jÞAE\Eþ that is not contained in any partition-
able clique generated so far, let us deﬁne K1¼{i,j}. Applying the
greedy strategy used in CLQ1, we expand K1 to a maximal
negative clique. Deﬁne S¼TiAK1Nþ ðiÞ. Once again, we apply the
CLQ1 greedy strategy to try to generate a maximal negative clique
K2DS. The partitionable clique K1 [ K2 is included in N.
The initial formulation is then deﬁned as
maximize yðVÞ
subject to yðKÞr1, 8 KAL,
yðCÞr jCj1, 8 CAM,
yðKÞr2, 8 KAN,
0ryir1, 8 iAV :
5.2. Cut generation
The cut generation phase contains two separation routines: an
exact separation routine for the odd negative cycle inequalities
(7) and a heuristic separation routine for inequalities (5) and (9)
deﬁned over cliques. In the following, let yARn be a fractional
solution.
Odd negative cycle inequalities: This separation routine is based
on a polynomial algorithm described in [3] to solve the separation
problem for cut inequalities. We deﬁne a weight pi ¼ 1yi for
each vertex iAV . Clearly, an odd negative cycle inequality is
violated for a cycle CACoðEÞ if and only if pðCÞo1. Thus, theTable 1
Results on DMERN instances by using only inequalities in formulation Y(G,s).
Instance Solution
Name Cols n jEj %Gap Time (s)
agg2 223 141 348 39.77 –
agg3 223 141 348 40.32 –
modszk1 625 148 184 0.00 0
perold 613 150 97 0.00 0
fffff800 780 157 712 0.00 331
nesm 1635 190 90 0.00 0
pilot.we 1046 202 84 0.00 0
pilot.ja 766 205 101 0.00 0
pilotnov 839 209 102 0.00 0
25fv47 911 224 335 0.00 0
bnl1 690 275 220 0.00 0
pilot 903 275 268 0.00 75
scfxm2 784 282 412 0.00 0
woodw 3545 301 24 0.00 0
maros 1281 305 366 0.00 1
pilot87 1090 339 329 0.00 20
seba 825 402 27885 138.30 –
ship12s 2187 456 3960 0.00 0
sctap2 1410 470 0 0.00 0
shell 1476 483 1391 0.00 4
cycle 2350 505 663 0.00 0
gfrd-pnc 1066 590 809 0.00 4
ganges 1481 631 783 0.00 0
czprob 3102 719 2900 0.00 13
ship12l 5223 828 10032 0.00 3
d2q06c 3177 844 1016 0.00 3
greenbea 4549 915 1722 0.00 19
greenbeb 4542 915 1721 0.00 20
stocfor2 1690 1262 1690 0.00 2
80bau3b 2348 1374 2348 0.00 106
bnl2 1474 1418 1474 0.00 8
degen3 1818 1503 50178 59.60 –
dﬂ001 11536 6019 32364 44.04 –
stocfor3 13190 9632 12480 0.00 97separation problem is solved by looking for a minimum weighted
odd negative cycle with respect to the vertex weights pARn.
From the given signed graph G we deﬁne a new signed graph L(G)
with vertices i and iu, for every vertex iAV . The sets of positive and
negative edges of the new graph are deﬁned as follows:
LðEÞþ ¼ fði,jÞ,ðiu,juÞjði,jÞAEþ \Eg and LðEÞ ¼ fðiu,jÞ,ði,juÞjði,jÞAE\Eþ g.
We deﬁne the new graph with no parallel edge since odd negative
cycles have no parallel edges. Now, for each vertex iAV we ﬁnd a
shortest path from i to iu. The minimum over all shortest paths we
have found is the weight of the minimum weighted odd negative
cycle in G. It is easy to check that this procedure takes a
polynomial number of iterations to end.
Clique inequalities: This separation routine tries to ﬁnd violated
clique inequalities (5) and violated partitionable clique inequal-
ities (9). A greedy strategy is used, as is usually done for the
separation of clique inequalities for the stable set problem
[10,13]. Let us deﬁne a weight pi ¼ yi for each vertex iAV . First
of all, we try to discover violated clique inequalities by using the
greedy procedure CLQ2 proposed in [10]. To avoid the generation
of redundant inequalities (see Remark 4.9), we eliminate from the
weighted graph any vertex contained in at least one clique that
has been found. Then, we try to ﬁnd a set of violated partitionable
clique inequalities in the reduced graph by adapting the CLQ2
procedure. Starting with a vertex of maximum weight in the
reduced graph, we try to expand a maximal negative clique K1.
If such a clique is found, we apply the same steps to try to expand
a maximal negative clique K2D\iAK1Nþ ðiÞ. Finally, we check if
K1 [ K2 deﬁne a violated partitionable clique inequality. We
repeat this process recursively until the reduced graph is empty.%Gap Cuts B&C Tree
InitForm Root #C #Nod NodB
91.93 55.90 934014 818717 78
91.93 55.90 1096324 827264 10
6.15 1.02 78 11 5
0.00 0.00 0 1 1
16.8 6.0 51677 8719 7244
0.00 0.00 0 1 1
0.00 0.00 0 1 1
0.25 0.25 0 2 2
0.25 0.25 0 2 2
0.94 0.25 50 5 3
0.38 0.00 6 1 1
4.96 3.43 29160 10915 1184
0.79 0.39 10 5 3
0.00 0.00 0 1 1
0.33 0.22 6 5 3
3.10 2.12 4562 1445 207
184.32 173.52 195154 709 29
20.00 0.00 548 1 1
0.00 0.00 0 1 1
0.00 0.00 0 1 1
0.00 0.00 0 1 1
0.00 0.00 0 1 1
0.00 0.00 0 1 1
0.00 0.00 0 1 1
9.83 0.00 719 1 1
0.37 0.16 50 21 14
0.78 0.22 48 39 39
0.78 0.22 48 39 39
1.17 0.00 111 1 1
0.37 0.18 102 61 6
0.14 0.08 122 19 10
88.73 59.91 4404 40 1
47.75 44.38 4200 3 3
0.95 0.00 313 1 1
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With the information of a fractional LP solution, we construct
vertex sets S1 and S2 such that yS
1[S2AYðG,sÞ. For this purpose, it is
sufﬁcient to generate these vertex sets in such a way that
EðS1Þ,EðS1ÞDEþ and dðS1,S2ÞDE (in that case, there will be no
odd negative cycle in EðS1 [ S2Þ). We use a rounding heuristic to
deﬁne S1 and S2. First of all, we sort the vertex set V in a non-
increasing order v1,v2,y,vn according to the values of yAR
n. We
start with S1 ¼ S2 ¼ |. At each iteration 1rtrn, we try to insert
vertex vt in either S1 or S2 checking, respectively, if N
ðiÞ \ S1 ¼ |
or NðiÞ \ S2 ¼ |. In the event of a tie, we choose the set of
minimum cardinality.6. Computational experiments
In this section, we report some computational experiments
carried out with formulation Y(G,s) introduced in Section 3 and
with the branch-and-cut algorithm described in Section 5.
The branch-and-cut algorithm is coded in C++ on a Sony Vaio
Computer with a processor Intel Core 2 Duo of 2.10 GHz and 3 GB
of RAM memory. We use Xpress-Optimizer 20.00.21 [15] to
implement the components of the enumerative algorithm. The
CPU time limit is set to 1 h.
As we have mentioned before, Gulpinar et al. proposed in [9] a
heuristic approach based on signed graphs to the solution of
the DMERN problem. They reported the computational perfor-
mance of their method over a set of 44 instances from Netlib
(http://www.netlib.org/lp/data/). Before solving each instance,Table 2
Results of the branch-and-cut on DMERN instances.
Instance Solution Init form
Name OptVal Time(s) #L #M #N
agg2 62 0 0 134 23
agg3 62 0 0 134 23
modszk1 130 0 0 56 12
perold 143 0 7 13 0
fffff800 125 0 0 146 234
nesm 190 0 0 0 0
pilot.we 202 0 0 0 0
pilot.ja 198 0 2 17 1
pilotnov 203 0 1 17 1
25fv47 212 0 0 102 11
bnl1 261 0 0 44 1
pilot 252 0 0 45 13
scfxm2 252 0 6 108 2
woodw 301 0 0 0 0
maros 300 0 0 21 1
pilot87 306 0 0 91 13
seba 140 7 0 330 61
ship12s 360 0 0 456 0
sctap2 470 0 0 0 0
shell 482 4 0 15 0
cycle 504 0 0 3 0
gfrd-pnc 522 4 0 326 0
ganges 534 1 0 303 0
czprob 718 13 0 4 0
ship12l 732 3 0 828 0
d2q06c 804 1 6 227 15
greenbea 890 2 2 148 37
greenbeb 890 2 2 148 37
stocfor2 1106 2 0 784 0
80bau3b 1346 26 0 226 2
bnl2 1367 1 0 257 11
degen3 796 110 80 1502 1469
dﬂ001 3366 – 45 5998 2387
stocfor3 8516 113 0 5836 0they applied a preprocessing in order to reduce the size of the
coefﬁcient matrix and a scaling procedure in order to increase the
dimension of the {1,0,+1}-matrix. From the set of instances
used in [9], 34 instances can be found in http://www.cs.rhul.ac.
uk/zvero/thesis/sga_ref/all_models.tar.gz already preprocessed
and scaled. The size of these instances range from the smallest to
the largest among the 44 instances. We deﬁne this set of instances
as our test set.
Computational experiments over the test set showed that the
automatic cut generation of Xpress-MP Optimizer is useless to
solve these instances. Thus, this strategy is deactivated in the
experiments reported next.
Before evaluating the branch-and-cut algorithm described in
Section 5, we investigate how strong formulation Y(G,s) is. For
that purpose, we try to solve all the instances in the test set by
using a simple version of the branch-and-cut algorithm in which
only constraints in formulation Y(G,s) are used: initial formulation
is composed by constraints (2) and by odd negative cycle inequal-
ities (7) deﬁne over M; only odd negative cycle inequalities (7)
are considered in the cut generation phase; other implementa-
tion strategies (including primal heuristic) are as described in
Section 5. Table 1 displays the results obtained as well as some
information about the instances.
The ﬁrst four columns in this table give us information about
the instances: the Netlib instance name, the number of columns
in the matrix, the number of rows/vertices and the number of
edges. The next two columns, ‘‘%Gap’’ and ‘‘Time’’, give us the ﬁnal
gap (between the best solution found and the upper bound, in
percentage) and the time (in seconds) spent to solve the instances
to optimality (‘‘–’’ means the instance was not solved within the%Gap Cuts B&C Tree
InitForm Root #C #K #Nod NodB
0.00 0.00 3 0 1 1
0.00 0.00 3 0 1 1
0.00 0.00 12 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 6 0 1 1
0.00 0.00 0 0 1 1
0.79 0.39 10 0 5 3
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.71 0.00 13 4 1 1
20.00 0.00 500 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
9.83 0.00 700 0 1 1
0.00 0.00 13 0 2 2
0.00 0.00 0 0 1 1
0.00 0.00 0 0 1 1
1.17 0.00 125 0 1 1
0.29 0.11 43 1 7 4
0.00 0.00 0 0 1 1
0.00 0.00 19 0 1 1
35.37 34.76 3900 1 3 3
0.95 0.00 313 0 1 1
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signed graph is not included. One observes that matrices with a
big number of columns can give rise to sparse signed graphs and
that the size of a matrix is not necessarily related to the effort
required to solve an instance. For a methodology based on a
signed graph representation of the problem, the dimension and
sparsity of the associated signed graph are factors that indicate
the complexity of solving the problem. Instances are presented in
the table in increasing order of number of vertices. By using only
inequalities in formulation Y(G,s), we were unable to solve ﬁve of
the instances including the smallest one. Furthermore, the ﬁnal
percentage gap was very big for the unsolved instances.
The meaning of the other columns in this table is as follows: in
‘‘%Gap’’, ‘‘InitForm’’ and ‘‘Root’’ are, respectively, the gap (between
the best solution found and the upper bound, in percentage)
obtained for the initial formulation and for the last LP solved in
the root of the branch-and-cut tree; ‘‘Cuts #C’’ is the total number
of odd negative cycle cuts (7) generated; in ‘‘B&C Tree’’, ‘‘#Nod’’
and ‘‘NodB’’ are, respectively, the total number of nodes in the
branch-and-cut tree and the node where the best solution was
found. One observes that, for some instances, it is necessary to go
deep in the branch-and-cut tree to ﬁnd the optimal solution, even
if the percentage gap in the root is very small.
Next, we run the branch-and-cut algorithm described in
Section 5 over the test set. Table 2 reports the results obtained.
In the solution of 14 instances, we obtain the same results as in
Table 1 since no inequality deﬁned for a clique was generated
either in the initial formulation or in the cut generation phase.
The other 20 instances are displayed in bold in this table. For
these instances, except for ‘‘scfxm2’’, at least one of the following
improvements was achieved; the instance was now solved to
optimality, the percentage gap was smaller or the size of the
branch-and-cut tree was reduced.
In Table 2, Column ‘‘OptVal’’ gives us the value of the optimal
solution. Whenever the time limit is reached, the column reports
the value of the best integer solution found. Multicolumn ‘‘Init
Form’’ gives us information about the number of inequalities in
the initial formulation: ‘‘#L’’—clique inequalities (5); ‘‘#M’’—odd
negative cycle inequalities (7); and ‘‘#N’’—partitionable clique
inequalities (9). In multicolumn ‘‘Cuts’’, ‘‘#K’’ is the total number
of partitionable clique cuts (9) generated. All other notations in
Table 2 are the same as in Table 1.
The branch-and-cut algorithm is able to solve almost all
instances in the test set in just a few seconds. Only instance
‘‘dﬂ001’’ was not solved within the time limit (the ﬁnal gap was
equal to the gap in the root). Most instances were solved to
optimality at the root of the branch-and-cut tree. Moreover, the
percentage gap of the ﬁrst formulation was very small for all
instances except for instances ‘‘ship12s’’, ‘‘ship12l’’ and ‘‘dﬂ001’’.
Regarding the cut generation phase, we can observe that the
number of computed clique inequalities was quite small. This is
explained by the fact that most of these instances have no parallel
edges. For that reason, at this stage of our work, we have not used
separation routines for lifted hole inequalities (6). It is clear that
inequalities deﬁned for clique substructures are very important
for the solution of instances in the test set. However, few of these
inequalities were necessary except for instances ‘‘fffff800’’,
‘‘degen3’’ and ‘‘dﬂ001’’. This is why we have not yet implemented
separation routines for cycle negative/positive clique inequalities
described in Theorems 4.11 and 4.12.
In order to better measure the effectiveness of our exact
approach, we also provide numerical results for a set of random
instances of the DMERN problem. We generated random signed
graphs (instead of random matrices) by varying the number of
vertices n and the graph density d¼ jEj=ðn2nÞ. We considered a
set of 48 random signed graphs having n ranging in the set
R.M.V. Figueiredo et al. / Computers & Operations Research 38 (2011) 1483–14921492{50,100,150,200} and having d varying in the set {0.1,0.3,0.5,0.7}.
For each combination of n and d values three different signed
graphs were generated; each edge having an equal probability to
be positive, negative or parallel.
Table 3 reports the experiments with a number of different
strategies, namely: a ﬁrst one, denoted as ‘‘Y(G,s) + Xpress cuts’’,
is the simple version of the branch-and-cut algorithm (in which
only constraints in formulation Y(G,s) are used) having Xpress-MP
Optimizer automatic cuts activated; a second one, denoted as
‘‘Branch-and-cut’’, is our branch-and-cut algorithm (described in
Section 5) having Xpress-MP Optimizer automatic cuts deacti-
vated; and a third one, denoted as ‘‘Branch-and-cut + Xpress
cuts’’, is our branch-and-cut algorithm having now Xpress-MP
Optimizer automatic cuts activated.
The meaning of columns in Table 3 are the same as in the previous
tables except for column ‘‘d’’ that reports the graph density. Each line
of this table corresponds to the mean value obtained from the three
randomly generated instances. The mean value in column ‘‘Time (s)’’
involves only the instances solved to optimality within the time limit;
the value in brackets reports the number of instances not solved to
optimality. The last line compares the different strategies by present-
ing some statistics over the 48 random instances. Column ‘‘NodB’’
counts the number of times each strategy ﬁnds the better
feasible solution; in the event of a tie the winner strategy is the
one obtaining the better feasible solution with a less number of
branches. The other columns count the number of times each strategy
ﬁnds the better gap.
One observes that for most instances the strategy ‘‘Branch-
and-cut + Xpress cuts’’ exhibited the smallest gaps. Comparing
the other two strategies, the ‘‘Branch-and-cut’’ strategy presented
the worst gaps for the ﬁrst formulation but the best ﬁnal gaps.
Moreover, the ‘‘Branch-and-cut’’ strategy was able to solve two
instances not solved by the others. As it was expected, in most
cases, the ‘‘Y(G,s) + Xpress cuts’’ investigated more nodes in the
branch and bound tree. The difference in columns ‘‘#Nod’’
indicates that our separation routines are not extremely time-
consuming. We also observe that, in most cases, the strategy
‘‘Branch-and-cut’’ found the better integer solution with less
branches. The computational results obtained for the set of
random instances conﬁrm the strength of our cuts.7. Concluding remarks
The DMERN problem is a combinatorial problem with applica-
tion in the efﬁcient solution of linear programming problems. In
[9] this problem was reformulated as a graph problem deﬁned
over a signed graph. While the literature proposes various
heuristics for the solution of this problem, there does not yet
exist, to the best of our knowledge, an efﬁcient exact approach.
We attempt to ﬁll this gap in the literature by presenting a
branch-and-cut algorithm for the solution of the DMERN problem.
Some computational experiments are carried out over a set of
instances that can be found in the literature as a test set for the
problem and also over a set of random instances. The numericalresults reported in Section 6 show that the branch-and-cut
algorithm is an efﬁcient approach for the exact solution of the
DMERN problem; most of the instances found in the literature
were solved to optimality in a few seconds. We believe the
instances used in [9] are not appropriate for assessing the quality
of a heuristic approach to the problem; indeed more difﬁcult
instances should be used. In a forthcoming study, we will present
the optimal solution for a set of larger instances. The numerical
experience over random instances indicates that, in order to
handle the enlarged instances, we ﬁrst need to develop other
separation routines. We also need to implement preprocessing
and scaling procedures such as in [8,9].Acknowledgments
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