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Abstrat
In this paper exursions of a stationary diusion in stationary state
are studied. In partiular, we ompute the joint distribution of the
oupation times I
(+)
t and I
(−)
t above and below, respetively, the
observed level at time t during an exursion. We onsider also the
starting time gt and the ending time dt of the exursion (straddling
t) and disuss their relations to the Lévy measure of the inverse loal
time. It is seen that the pairs (I
(+)
t , I
(−)
t ) and (t − gt, dt − t) are
identially distributed. Moreover, onditionally on I
(+)
t + I
(−)
t = v,
the variables I
(+)
t and I
(−)
t are uniformly distributed on (0, v). Using
the theory of the Palm measures, we derive an analoguous result for
exursion bridges.
MSC: 60J60; 60G10
Keywords: Diusion; Ex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1 Introdution
In the literature there are many examples of ases suh that the oupation
time for one diusion is idential in law with the rst hitting time for another
1
diusion. For these see, e.g., [7, 3, 12, 20, 34, 9, 10, 25, 31℄. The last one of
these referenes ontains a survey of known identities.
In this paper we prove a new kind of identity between hitting and ou-
pation times for stationary diusions in stationary state. An example of suh
a diusion is reeting Brownian motion on R+ with drift −µ < 0. As is well
known, this proess is stationary having the exponential distribution with
parameter 2µ as its stationary probability distribution. We take the whole
of R to be the time axis and use, for a moment, the notation {Xt : t ∈ R}
for this proess. For xed t ∈ R let
gt := sup{s ≤ t : Xs = 0}, dt := inf{s > t : Xs = 0}, (1.1)
and
I
(+)
t :=
∫ dt
gt
1{Xs>Xt} ds, I
(−)
t :=
∫ dt
gt
1{0<Xs≤Xt} ds.
Then from [29℄ it an be dedued that
(I
(+)
t , I
(−)
t )
d
= (t− gt, dt − t). (1.2)
For an expliit form of this distribution and its Laplae transform, see Setion
5, Example 5.1. The main result of the present paper states that (1.2) is valid
for all stationary diusions in stationary state. By time reversal, the variables
I
(+)
t , I
(−)
t , t − gt, and dt − t are identially distributed. Our proof of (1.2) is
purely omputational and does not, unfortunately, provide any probabilisti
explanation of the identity. In the ase of the reeting Brownian motion
with drift we have an alternative, more probabilisti, proof based on the Ray
Knight theorems. It is fairly easy to dedue also in the general ase using
the symmetry and time reversal as is done in [29℄, that the expetations of
I
(+)
t , I
(−)
t , t− gt, and dt − t are equal.
It is of interest to reall the identity due to [3℄ and [12℄ beause the
variable dt − t an also be found in this identity. Let {B(µ)t : t ≥ 0} be a
Brownian motion with drift µ > 0 starting from 0 and
Hx(B
(µ)) := inf{t : B(µ)t = x}
the rst hitting time of the level x > 0. Then the BianeImhof identity states
that ∫ ∞
0
1
{B
(µ)
s <0}
ds
(d)
= Hλ(B
(µ)), (1.3)
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where λ is exponentially (with parameter 2µ) distributed random variable
independent of B(µ). By spatial homogeneity, we have
Hλ(B
(µ))
(d)
= dt − t
sine the distribution of Xt is exponential with parameter 2µ.
From the identity (1.2) using the theory of Palm measures applied for
exursions we derive a new interesting result for exursion bridges. To explain
this, let X(0,l,0) be an exursion bridge of length l for exursions from 0 to 0
for an arbitrary diusion X. Further, let U be a random variable having the
uniform distribution on (0, l) and assume that U is independent of X(0,l,0).
Then the oupation times
I(l,+) :=
∫ l
0
1
{X
(0,l,0)
s >X
(0,l,0)
U
}
ds, I(l,−) :=
∫ l
0
1
{X
(0,l,0)
s <X
(0,l,0)
U
}
ds
are identially uniformly distributed on (0, l). For a standard Brownian ex-
ursion, i.e., for the 3-dimensional Bessel bridge, this fat an also be ex-
plained via Vervaat's path transformation.
The paper is organized so that there are two main setions and two shorter
setion with remarks and examples. The rst main setion is devoted to the
identity (1.2) and is divided into four subsetions. In the rst subsetion some
preliminaries on stationary diusions are given. After this the joint distri-
bution of g0 and d0 is derived. In partiular, it is seen that this distribution
belongs to a speial lass of two-dimensional distributions haraterized by
the fat that the density (when it exists) is a funtion of the sum of the
arguments only. The proof of the main identity (1.2) is presented in Setion
2.3. After this, in Setion 2.4 we give an alternative proof of (1.2) for RBM
with drift based on the RayKnight theorems. In the seond main setion
the orresponding identity for the exursion bridges is disussed. Here we
start with by relating the distribution of (−g0, d0) to the Lévy measure of the
inverse loal time preparing in this way the onnetion of the It exursion
measure and the Palm measure. In Setion 3.2 we make some observations
onerning the spetral representations of d0 and d0−g0. The result onern-
ing exursion bridges is proved in Setion 3.3 by utilizing the onnetions of
the It exursion measure and the Palm measure. In Setion 4 we disuss
the null reurrent ase and, nally, in Setion 5 we give some examples.
3
2 Stationary exursions straddling t
2.1 Preliminaries
Let X◦ = {X◦t : t ≥ 0} be a one-dimensional reurrent onservative diusion
living in the interval I. We assume that I = [0, b], b < +∞, or I = [0, b),
b ≤ +∞, where 0 is a reeting boundary and b is either reeting or natural
or entrane-not-exit. For bakground on one-dimensional diusions we refer
to [13℄ and [6℄.
The diusionX◦ is haraterized in I by its sale funtion S(x) and speed
measure m(dx). Suppose, moreover, that X◦ is positively reurrent, that is
M := m{I} < ∞. Let p(t; x, y) be the symmetri transition density of X◦
with respet to m(dx) and let
G = d
dm
d
dS
be the innitesimal generator of X . Assume that m(dx) = m(x)dx, S(dx) =
S ′(x)dx suh that m(x) and S ′(x) are ontinuous and positive. The Green
funtion is dened as
Gα(x, y) :=
∫ ∞
0
e−αtp(t; x, y) dt.
Let Px and Ex denote the probability measure and the expetation, respe-
tively, assoiated with X◦ started at x and Hy(X
◦) denote the rst hitting
time of y for X◦. Reall from [13℄ p. 129 that
Ex
(
e−αHy(X
◦)
)
=
Gα(x, y)
Gα(y, y)
. (2.1)
Let now {X(1)t : t ≥ 0} and {X(2)t : t ≥ 0} be two opies of X◦ suh that
X
(1)
0 = X
(2)
0 with the ommon law m˜(dx) := m(dx)/M but let X
(1)
and X(2)
be otherwise independent. Dene for t ∈ R,
Xt :=
{
X
(1)
t , t ≥ 0,
X
(2)
−t , t ≤ 0.
The proess X = {Xt : t ∈ R} is alled a stationary diusion in stationary
state living in I and having the generator G. Notie that the law of Xt is m˜
for every t ∈ R.
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2.2 Joint distribution of g0 and d0
For the proess X dened above let g0 and d0 be as in (1.1). In this setion we
derive the joint distribution of −g0 and d0 and show that the pair (−g0, d0) is
an element of a speial lass K of two-dimensional random variables studied
in [30℄ and [17℄. We start with the denition and some properties of this
lass K.
Denition 2.1. A two-dimensional random variable (ξ1, ξ2), where both ξ1
and ξ2 are non-negative, belongs to K if
(ξ1, ξ2)
d
= (U, V − U),
where V is an arbitrary non-negative random variable and the onditional
distribution of U given V is uniform on (0, V ).
Proposition 2.2. (Properties of the elements in K)
1) Let (ξ1, ξ2) ∈ K. Then ξ1 d= ξ2, ξ1 + ξ2 d= V , and the density of ξ1 (and
ξ2) exists and is given by
F ′ξ1(x) =
∫
[x,∞)
v−1FV (dv).
If the density F ′V (v) =: p(v) exists then
P(ξ1 ∈ dx, ξ2 ∈ dy) = p(x+ y)
x+ y
dx dy. (2.2)
2) Let ξ1 and ξ2 be non-negative random variables. Then (ξ1, ξ2) ∈ K if and
only if for all α 6= β,
E
(
e−αξ1−βξ2
)
=
1
α− β
∫ α
β
E
(
e−γ(ξ1+ξ2)
)
dγ. (2.3)
Proof: For the proof, see [30℄ and [17℄.
Proposition 2.3. The pair (−g0, d0) belongs to the lass K with the joint
Laplae transform given by
E
(
e−αd0+βg0
)
=
1
M(α− β)
(
1
Gα(0, 0)
− 1
Gβ(0, 0)
)
. (2.4)
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Moreover, the joint density of (−g0, d0) exists and is given by
P(d0 ∈ dt,−g0 ∈ ds)
=
1
M
(
d
dS(y1)
d
dS(y2)
p̂(t+ s; y1, y2)
) ∣∣∣
y1,y2=0+
dt ds, (2.5)
where p̂(t; x, y) is the transition density of the proess X̂ obtained from X◦
by killing X◦ when it hits zero.
Proof: Using onditional independene of X(1) and X(2), formula (2.1), and
the Chapman-Kolmogorov equation, we write
E
(
e−αd0+βg0
)
=
∫
I
m˜(dx)Ex
(
e−αH0(X
(1))
)
Ex
(
e−βH0(X
(2))
)
=
∫
I
m˜(dx)Gα(x, 0)Gβ(x, 0) /(Gα(0, 0)Gβ(0, 0))
=
∫
I
m˜(dx)
∫ ∞
0
dt e−αtp(t; x, 0)
×
∫ ∞
0
ds e−βsp(s; x, 0)/(Gα(0, 0)Gβ(0, 0))
=
∫ ∞
0
dt
∫ ∞
0
ds e−αt−βs
×
∫
I
m˜(dx) p(t; x, 0)p(s; x, 0)/(Gα(0, 0)Gβ(0, 0))
=
1
M
∫ ∞
0
dt
∫ ∞
0
ds e−αt−βsp(t + s; 0, 0) /(Gα(0, 0)Gβ(0, 0))
=
1
M(α− β)
(
1
Gα(0, 0)
− 1
Gβ(0, 0)
)
.
To show that (−g0, d0) ∈ K we use Proposition 2.2. Letting α→ β in (2.4),
it is seen that the derivative
d
dα
(
1
Gα(0,0)
)
exists and
E
(
e−αd0+βg0
)
=
1
M(α − β)
∫ α
β
d
dγ
( 1
Gγ(0, 0)
)
dγ
=
1
M(α − β)
∫ α
β
E
(
e−γ(d0−g0)
)
dγ.
To ompute the joint density reall the formula (see [13℄, p. 154)
Px(H0(X
◦) ∈ dt)/dt = dp̂(t; x, y)
dS(y)
∣∣∣
y=0+
=: p̂+(t; x, 0) (2.6)
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and, hene,
P(d0 ∈ dt,−g0 ∈ ds)/dt ds
=
∫
I
m˜(dx)p̂+(t; x, 0)p̂+(s; x, 0)
=
1
M
(
d
dS(y1)
d
dS(y2)
∫
I
m(dx) p̂(t; x, y1)p̂(s; x, y2)
) ∣∣∣
y1,y2=0+
=
1
M
(
d
dS(y1)
d
dS(y2)
p̂(t+ s; y1, y2)
) ∣∣∣
y1,y2=0+
,
where it is used that p̂(t; x, y) is ontinuous in t, x, y and that p̂+(t; x, y) is
ontinuous in t, x and right ontinuous in y (see [13℄ p. 149).
Remark 2.4. To nd the density (2.5) we used formula (2.6) and the
Chapman-Kolmogorov equation. There is also an alternative approah. For
this, let Ĝα(x, y) be the Green funtion for the killed proess X̂ . Then (f.
[8℄ p. 185)
d
dS(x)
d
dS(y)
Ĝα(x, y)
∣∣∣
x,y=0+
= − 1
Gα(0, 0)
(2.7)
and we have
1
α− β
(
1
Gα(0, 0)
− 1
Gβ(0, 0)
)
=
1
α− β
d
dS(x)
d
dS(y)
(
Ĝβ(x, y)− Ĝα(x, y)
) ∣∣∣
x,y=0+
=
1
α− β
∫ ∞
0
dt
(
e−βt − e−αt) d
dS(x)
d
dS(y)
p̂(t; x, y)
∣∣
x,y=0+
=
∫ ∞
0
∫ ∞
0
e−αt−βs
d
dS(x)
d
dS(y)
p̂(t+ s; x, y)
∣∣
x,y=0+
dt ds.
2.3 Main identity in law
The rst main result of the paper is presented in the following theorem.
Theorem 2.5. Let X be a stationary diusion in stationary state. Then for
all t ∈ R, the two-dimensional random variables (t−gt, dt−t) and (I(+)t , I(−)t )
are identially distributed and, from Proposition 2.3,
E
(
e−αI
(+)
t −βI
(−)
t
)
=
1
M(α − β)
(
1
Gα(0, 0)
− 1
Gβ(0, 0)
)
, (2.8)
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P
(
I
(+)
t ∈ dr, I(−)t ∈ ds
)
=
1
M
(
d
dS(y1)
d
dS(y2)
p̂(s+ r; y1, y2)
) ∣∣∣
y1,y2=0+
dr ds. (2.9)
Proof: We prove the theorem only for the ase when the state spae is I =
[0,+∞) and leave other ases to the reader.
By the stationarity, it sues to onsider the ase t = 0. To simplify the
notation, let I(+) := I
(+)
0 and I
(−) := I
(−)
0 . For y ∈ (0,∞) introdue
u(x) := Ex
(
exp
(
− α
∫ H0(X)
0
1{0≤Xs≤y}ds− β
∫ H0(X)
0
1{Xs>y}ds
))
.
From the Feynman-Ka formula it follows that u(x) is the unique bounded
smooth solution of the equation
Gu(x) =
{
αu(x), 0 < x < y,
β u(x), x > y
with the boundary ondition u(0) = 1. The funtion u(x), therefore, has the
following form
u(x) :=
{
Aψ̂α(x) + ϕ̂α(x)/ϕ̂α(0), x ≤ y,
Bϕ̂β(x), x ≥ y,
for some onstants A and B, where ψ̂α and ϕ̂α are the inreasing and dereas-
ing fundamental solution, respetively, of the generalized dierential equation
Gu = αu (2.10)
suh that ϕ̂α is bounded and the "killing" ondition holds
ψ̂α(0) = 0. (2.11)
Both u and its derivative u+ should be ontinuous at y, i.e.,{
Aψ̂α(y) + ϕ̂α(y)/ϕ̂α(0) = Bϕ̂β(y)
Aψ̂+α (y) + ϕ̂
+
α (y)/ϕ̂α(0) = Bϕ̂
+
β (y).
(2.12)
8
From (2.12),
B =
ψ̂+α (y)ϕ̂α(y)− ψ̂α(y)ϕ̂+α (y)
ϕ̂α(0)
(
ψ̂+α (y)ϕ̂β(y)− ψ̂α(y)ϕ̂+β (y)
)
=
ψ̂+α (0)
ψ̂+α (y)ϕ̂β(y)− ψ̂α(y)ϕ̂+β (y)
,
where it is used that the Wronskian (a onstant)
ŵα := ψ̂
+
α (x)ϕ̂α(x)− ψ̂α(x)ϕ̂+α (x) (2.13)
equals ψ̂+α (0)ϕ̂α(0). Consequently, at point y,
u(y) =
ψ̂+α (0)ϕ̂β(y)
ψ̂+α (y)ϕ̂β(y)− ψ̂α(y)ϕ̂+β (y)
.
The joint Laplae transform of I(−) and I(+) is given then as
E
(
e−αI
(−)−βI(+)
)
=
∫ ∞
0
m˜(dy) (u(y))2
=
(
ψ̂+α (0)
)2 ∫ ∞
0
m˜(dy)
(
ϕ̂β(y)
ψ̂+α (y)ϕ̂β(y)− ψ̂α(y)ϕ̂+β (y)
)2
. (2.14)
Let
r(y) := ψ̂+α (y)ϕ̂β(y)− ψ̂α(y)ϕ̂+β (y)
denote the denominator in the expression for u(y) and notie that
d
dm
r(y) =
d
dm
(
ϕ̂β(y)
d
dS
ψ̂α(y)− ψ̂α(y) d
dS
ϕ̂β(y)
)
= (α− β)ψ̂α(y)ϕ̂β(y), (2.15)
where we used that m(dx) = m(x)dx and S(dx) = S ′(x)dx and that ψ̂α(x)
and ϕ̂β(x) satisfy the equations
Gψ̂α = αψ̂α and Gϕ̂β = βϕ̂β,
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respetively. The equality (2.15) is the key to obtain
E
(
e−αI
(−)−βI(+)
)
=
(
ψ̂+α (0)
)2 ∫ ∞
0
m˜(dy)
(
ϕ̂β(y)
)2(
r(y)
)2
=
(
ψ̂+α (0)
)2
M(α − β)
∫ ∞
0
m(dy)
ϕ̂β(y)
ψ̂α(y)
d
dm
r(y)(
r(y)
)2
=
(
ψ̂+α (0)
)2
M(α − β) limε→0
{∫ ∞
ε
m(dy)
ϕ̂β(y)
ψ̂α(y)
d
dm
r(y)(
r(y)
)2
}
.
Let F (ε) denote the integral above. Using that ϕ̂β(x) is bounded and ψ̂α(x)→
+∞ as x→ +∞, we have
F (ε) =
∫ ∞
ε
m(dy)
ϕ̂β(y)
ψ̂α(y)
d
dm
(
− 1
r(y)
)
=
∫ ∞
ε
m(dy)
d
dm
(
1
r(y)
)∫ ∞
y
S(dx)
d
dS
(
ϕ̂β(x)
ψ̂α(x)
)
=
∫ ∞
ε
S(dx)
d
dS
(
ϕ̂β(x)
ψ̂α(x)
)∫ x
ε
m(dy)
d
dm
(
1
r(y)
)
=
∫ ∞
ε
S(dx)
d
dS
(
ϕ̂β(x)
ψ̂α(x)
)(
1
r(x)
− 1
r(ε)
)
.
Sine
r(x) = −(ψ̂α(x))2 d
dS
(
ϕ̂β(x)
ψ̂α(x)
)
,
we obtain
F (ε) = −
∫ ∞
ε
S(dx)(
ψ̂α(x)
)2 + ϕ̂β(ε)
ψ̂α(ε)r(ε)
.
By denition (2.13) of the Wronskian,
1
ŵα
d
dS
(
ϕ̂α(x)
ψ̂α(x)
)
= − 1(
ψ̂α(x)
)2 ,
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and, hene,
F (ε) = − 1
ŵα
ϕ̂α(ε)
ψ̂α(ε)
+
ϕ̂β(ε)
ψ̂α(ε)
(
ψ̂+α (ε)ϕ̂β(ε)− ψ̂α(ε)ϕ̂+β (ε)
)
=
1
ψ̂α(ε)
(
−ϕ̂α(ε)
ψ̂+α (ε)ϕ̂α(ε)− ψ̂α(ε)ϕ̂+α (ε)
+
ϕ̂β(ε)
ψ̂+α (ε)ϕ̂β(ε)− ψ̂α(ε)ϕ̂+β (ε)
)
=
ϕ̂α(ε)ϕ̂
+
β (ε)− ϕ̂β(ε)ϕ̂+α (ε)
ŵα
(
ψ̂+α (ε)ϕ̂β(ε)− ψ̂α(ε)ϕ̂+β (ε)
) .
Consequently, using boundary ondition (2.11),
E
(
e−αI
(−)−βI(+)
)
=
(
ψ̂+α (0)
)2
M(α− β) limε→0F (ε)
=
(
ψ̂+α (0)
)2
M(α− β)
(
ϕ̂α(0)ϕ̂
+
β (0)− ϕ̂β(0)ϕ̂+α (0)
)
ŵαψ̂+α (0)ϕ̂β(0)
=
1
M(α− β)
(
ϕ̂+β (0)
ϕ̂β(0)
− ϕ̂
+
α (0)
ϕ̂α(0)
)
. (2.16)
Finally, the Green funtion of X an be represented as
Gα(x, y) = w
−1
α ψα(x)ϕα(y), x ≤ y
(see, e.g., [6℄ p. 19), where ψα, ϕα are the fundamental solutions of (2.10)
suh that ϕα is bounded and ψ
+
α (0) = 0 (ondition for the reetion). Sine
ϕ̂α = ϕα, we have
1
Gα(0, 0)
= −ϕ
+
α (0)
ϕα(0)
= − ϕ̂
+
α (0)
ϕ̂α(0)
.
Thus, the right-hand sides of (2.16) and (2.4) are equal and the proof is
omplete.
Although we do not have any probabilisti explanation for the equality
in law in Theorem 2.5 (but for RBM with drift, see the next setion), the
following lemma (f. [29℄, Proposition 3.11 p. 330) explains why the variables
I
(+)
t , I
(−)
t , t− gt, and dt − t all have the same expetation.
Lemma 2.6. For a given s > 0 the events {Xs > X0} and {d0 > s} are
independent.
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Proof: By the symmetry of the transition densities,
P(Xs > X0 ; s < d0) =
∫ b
0
m(dx)
M
Px(X
(1)
s > x ; s < H0(X
(1)))
=
1
M
∫ b
0
m(dx)
∫ b
x
m(dy) p̂(s; x, y)
=
∫ b
0
m(dy)
M
∫ y
0
m(dx) p̂(s; y, x)
= P(Xs < X0 ; s < d0). (2.17)
Noting that, by the reversibility and the stationarity,
P(Xs > X0) = P(X−s > X0) = P(X0 > Xs) = 1/2
ompletes the proof.
Corollary 2.7. The expetations of I(+), I(−), and d0 are equal.
Proof: By (2.17),
E
(
I(+)
)
= 2E
(∫ d0
0
1{Xs>X0} ds
)
= 2
∫ ∞
0
P(Xs > X0 ; s < d0) ds
=
∫ ∞
0
P(d0 > s) ds = E(d0).
Similarly, we an show that E
(
I(−)
)
= E(d0).
2.4 Probabilisti explanation of the identity when X is
a RBM with drift
In the ase when X is a stationary reeting Brownian motion with drift
−µ < 0 we prove the fat that I(+) d= I(−) d= d0 by onsidering the loal time
proess of an exursion instead of applying the Feynman-Ka formula as in
the proof of Theorem 2.5.
Let {L(t, y) : t ≥ 0, y ≥ 0} denote the loal time of {X◦s : s ≥ 0} up to t
at the level y with respet to the Lebesgue measure, i.e., we have∫ t
0
g(X◦s ) ds =
∫
E
g(x)L(t, x) dx (2.18)
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for any non-negative Borel funtion g. The following RayKnight theorem
(see [6℄ pp. 9091) desribes the behaviour of the loal time proess L up
to H0(X). Let Z
(n,2µ)
denote the squared radial part of an n-dimensional
OrnsteinUhlenbek proess with parameter µ and reall that the generator
of Z(n,2µ) is
2z
d2
dz2
+ (n− 2µz) d
dz
.
Theorem 2.8. Conditionally on X0 = x,
{L(H0(X), y) : 0 ≤ y ≤ x} d= {Z(2,2µ)y : 0 ≤ y ≤ x},
{L(H0(X), x+ y) : y ≥ 0} d= {Z(0,2µ)y : y ≥ 0},
where the proess Z(0,2µ) is started from the position of Z(2,2µ) at time x but
otherwise Z(2,2µ) and Z(0,2µ) are independent.
For the stationary exursion {Xt : g0 < t < d0} straddling zero introdue
its total loal time proess by
L(e)(y) := L(1)(H0(X
(1)), y) + L(2)(H0(X
(2)), y), y ≥ 0,
where L(1)(H0(X
(1)), y) and L(2)(H0(X
(2)), y) are the loal times at y up to
the rst hitting times of zero for X(1) and X(2), respetively. Sine X(1) and
X(2) are independent, given X0 = x, it follows that L
(1)
and L(2) are also
independent, given X0 = x.
Reall (see [32℄ and [6℄ p. 72) that if Y (1) and Y (2) are two independent
non-negative time-homogeneous diusions then Y (1) + Y (2) is a diusion if
and only if the generators of Y (1) and Y (2) are of the forms
ax
d2
dx2
+ (bx+ ci)
d
dx
, i = 1, 2,
respetively, where a > 0, ci ≥ 0, b ∈ R. The generator of Y (1) + Y (2) is
ax
d2
dx2
+ (bx+ (c1 + c2))
d
dx
.
From Theorem 2.8 we obtain now the RayKnight theorem for L(e).
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Theorem 2.9. Conditionally on X0 = x,
{L(e)(y) : 0 ≤ y ≤ x} d= {Z(4,2µ)y : 0 ≤ y ≤ x},
{L(e)(x+ y) : y ≥ 0} d= {Z(0,2µ)y : y ≥ 0},
where the proess Z(4,2µ) is started from 0 and the proess Z(0,2µ) is started
from the position of Z(4,2µ) at time x but otherwise Z(4,2µ) and Z(0,2µ) are
independent.
Lemma 2.10. Let H0(L) := inf{y ≥ 0 : L(e)(X0+y) = 0}. Then the random
variables H0(L) and L
(e)(X0) are exponentially distributed with parameters
2µ and µ, respetively.
Proof: Dene
M (1) := sup{Xt : 0 ≤ t ≤ d0} andM (2) := sup{Xt : g0 ≤ t ≤ 0}.
The distribution of M (i) (i = 1, 2) is given by (see [6℄ p. 14)
Px(M
(i) < y) = Px(H0(X) < Hy(X)) =
S(y)− S(x)
S(y)− S(0) .
Let M˜ (i) := M (i) − x. Then
Px(M˜
(i) < y) = Px(M
(i) < x+ y) =
e2µ(x+y) − e2µx
e2µ(x+y) − 1 ,
where we used that for RBM with drift
S(x) =
1
2µ
(1− e2µx).
Hene, by integration,
P(H0(L) < y) =
∫ ∞
0
2µe−2µxPx(M˜
(1) < y)Px(M˜
(2) < y) dx
=
∫ ∞
0
2µe−2µx
(
e2µ(x+y) − e2µx
e2µ(x+y) − 1
)2
dx
= 1− e−2µy .
14
Next we show that L(e)(X0) ∼ Exp(µ), that is L(e)(X0) is exponentially
distributed with parameter µ. Reall that for Brownian motion with drift
−µ killed at zero
Ĝ0(x, x) =
1
2µ
(
e2µx − 1) .
The Laplae transform of L(H0, x) is (see [6℄ p. 32)
Ex
(
e−αL(H0(X), x)
)
=
1
Ĝ0(x, x)m(x)α + 1
=
µ
(1− e−2µx)α + µ. (2.19)
From (2.19) we nd
E
(
e−αL
(e)(X0)
)
=
∫ ∞
0
2µe−2µx
( µ
(1− e−2µx)α+ µ
)2
dx =
µ
µ+ α
.
Proposition 2.11. The random variables I(+), I(−), and d0 have the same
law.
Proof: We show rst that I(+)
d
= I(−). By Proposition 2.9 and (2.18),
E
(
e−αI
(+))
= E
(
exp
(
− α
∫ ∞
0
1{Xs>X0}ds
))
= E
(
exp
(
− α
∫ ζ
0
Z(0,2µ)y dy
))
,
where Z
(0,2µ)
0 ∼ Exp(µ) and ζ ∼ Exp(2µ) is the life time of Z(0,2µ). Note
that (f. [6℄ p. 90)
{Z(0,2µ)(ζ − y) : 0 ≤ y ≤ ζ} d= {Z(4,2µ)(y) : 0 ≤ y ≤ τ},
where τ ∼ Exp(2µ) is independent of Z(4,2µ). Consequently, by Proposition
2.9,
E
(
e−αI
(+))
= E
(
exp
(
− α
∫ ζ
0
Z(0,2µ)y dy
))
= E
(
exp
(
− α
∫ ζ
0
Z
(0,2µ)
(ζ−y) dy
))
= E
(
exp
(
− α
∫ τ
0
Z(4,2µ)y dy
))
= E
(
e−αI
(−))
.
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To dedue that I(+)
d
= d0, we adopt the argument in [31℄ used in the proof
of the BianeImhof identity. First reall that
I(+) =
∫ ∞
0
Zs ds,
where the proess Z = Z(0,2µ) is the solution of the SDE
dZt = 2
√
Zt dWt − 2µZt dt, Z0 ∼ Exp(µ). (2.20)
Introdue next
At :=
∫ t
0
Zs ds
and let αt be the right-ontinuous inverse of At. Sine the quadrati variation
of the loal martingale Yt =
∫ t
0
√
Zs dWs is given by
〈Y, Y 〉t =
∫ t
0
Zs ds = At,
it follows from Lévy's haraterization theorem that Yαt is a Brownian mo-
tion, say Bt, started at zero and stopped at A∞. Hene, for t < A∞,
Zαt − Z0 = 2
∫ αt
0
√
Zs dWs − 2µ
∫ αt
0
Zs ds
= 2Yαt − 2µAαt
= 2Bt − 2µt.
Letting t → A∞ gives Z0/2 = B(µ)A∞ , where B
(µ)
t := −Bt + µt. Thus, taking
into aount that
0 < Zαt = Z0 + 2Bt − 2µt, 0 ≤ t < A∞,
yields
A∞ = inf{t : B(µ)t = Z0/2}. (2.21)
Sine Z0 ∼ Exp(µ) and is independent of B(µ), (2.21) is equivalent with
I+ = A∞
d
= Hλ(B
(µ)), (2.22)
where λ ∼ Exp(2µ) is independent of B(µ). Noting that the right-hand side
of (2.22) is idential in law to H0(X) gives I
(+) d= d0, as laimed.
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3 Relation to It exursion theory
3.1 Distribution of (−g0, d0) in terms of Lévy measure
Consider the distribution of d0 (and −g0). From (2.4),
E
(
e−αd0
)
= E (eαg0) =
1
MαGα(0, 0)
. (3.1)
Next let ℓ(t, 0) be the loal time at zero up to time t (with respet to the
speed measure) of {Xs : s ≥ 0}, X0 = 0. Let A = {At : t ≥ 0} be the
right-ontinuous inverse of ℓ. The proess A is a subordinator and
E0
(
exp(−αAt)
)
= exp(−tΨ(α)),
where the Laplae exponent Ψ is given by
Ψ(α) =
∫ ∞
0
(
1− e−αt)n+(dt) = α ∫ ∞
0
e−αtn+(t,∞) dt
with the assoiated Lévy measure n+(dt).
Proposition 3.1. The Laplae exponent Ψ(α) of A is given by
Ψ(α) =
1
Gα(0, 0)
= − d
dS(x)
Ex
(
e−αH0
) ∣∣∣
x=0+
. (3.2)
Proof: See [13℄ p. 214.
Proposition 3.2. Let n+(dt) be the Lévy measure of A. Then
P(−g0 ∈ dt) = P(d0 ∈ dt) = n
+(t,∞)
M
dt; (3.3)
P(V ∈ dv) = v
M
n+(dv), where V := d0 − g0; (3.4)
P(d0 > v,−g0 > w) = 1
M
∫ ∞
v+w
n+(t,∞) dt; (3.5)
P(d0 ∈ dt,−g0 ∈ ds)/dt ds = − 1
M
d
dt
n+(t+ s,∞). (3.6)
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Proof: Formula (3.3) is a onsequene of (3.1) and Proposition 3.1, and is
given in [23℄ and [24, 25℄ (the global formula). Formulae (3.4), (3.5), and
(3.6) follow immediately from (3.3) and Proposition 2.2.
Remark 3.3. It is interesting to ompare the right-hand sides of (3.6) and
(2.5). For this, notie rst from (3.2) that
n+(t,∞) = d
dS(x)
Px(H0 ≥ t)
∣∣∣
x=0+
. (3.7)
Thus, we have
− d
dt
n+(t+ s,∞) = d
dt
d
dS(x)
Px(H0 < t+ s)
∣∣∣
x=0+
=
d
dS(x)
d
dt
Px(H0 < t+ s)
∣∣∣
x=0+
=
d
dS(x)
d
dS(y)
p̂(t+ s; x, y)
∣∣∣
x,y=0+
.
3.2 Spetral representations for d0 and V = d0 − g0
In this setion we show that the distribution of d0 (and −g0) is a mixture of
exponential distributions and the distribution of V = d0 − g0 is a mixture of
gamma distributions. The mixing measures are the same and losely related
to the so alled prinipal spetral measure of the proess X , as dened in
Krein's theory of strings, see [14, 16, 18℄. Our starting point is the result due
to Knight (see [15℄) whih states that the Lévy measure n+(dt) is absolutely
ontinuous with respet to the Lebesgue measure and there exists a unique
measure ∆ suh that
ν(t) := n+(dt)/dt =
∫ ∞
0
e−zt∆(dz). (3.8)
Moreover, ∆ has the properties∫ ∞
0
∆(dz)
z(z + 1)
<∞ (3.9)
and ∫ ∞
0
∆(dz)
z
=∞. (3.10)
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We remark (f. [15℄) that (3.9) is equivalent with the dening property of
the Lévy measure of a subordinator, i.e.,∫ ∞
0
(1 ∧ t)n+(dt) <∞.
The property in (3.10) is a onsequene of the fat that the speed measure is
stritly positive everywhere and, in partiular, in a right neighbourhood of
0, see [14℄ p. 82. For another proof of (3.10) see [19℄, where ∆ is interpreted
as the prinipal spetral measure of a killed string.
Proposition 3.4. Let ∆ be the measure introdued above and assoiated with
the proess X.Then the measure
∆˜(dz) = ∆(dz)/(Mz2)
is a probability measure. Moreover,
P(d0 ∈ dt)/dt =
∫ ∞
0
ze−zt ∆˜(dz), (3.11)
and
P(V ∈ dv)/dv =
∫ ∞
0
z2v e−zv ∆˜(dz). (3.12)
Proof: Reall that in the reurrent ase (see [28℄ p. 220 and [6℄ p. 20),
lim
αց0
αGα(x, x) =
1
m{I} , for all x ∈ I. (3.13)
By (3.13), (3.8), and Fubini's theorem,
M := m{I} = lim
αց0
1
αGα(0, 0)
=
∫ ∞
0
n+(t,∞) dt
=
∫ ∞
0
dt
∫ ∞
t
ν(s) ds
=
∫ ∞
0
dt
∫ ∞
0
∆(dz)
e−zt
z
=
∫ ∞
0
∆(dz)
z2
,
and, therefore, ∆˜ is a probability measure. Formulae (3.11) and (3.12) follow
now from Proposition 3.2 and spetral representation (3.8).
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Remark 3.5. From the proof of Proposition 3.4 a new test for positive
reurrene emerges: a reurrent diusion X is positively reurrent if and
only if ∫ ∞
0
∆(dz)
z2
<∞.
3.3 Exursion bridges
In this setion we use the theory of the Palm measures to show that the
result in Theorem 2.5 has a ounterpart in the framework of exursions from
0 to 0 of the stationary non-negative diusion X. Let
M := {t ∈ R : Xt = 0}
be the zero set of X and
L := {t ∈M : ∃ ε > 0 ∀ 0 < s < ε Xt+s > 0}
be the set of the starting times of exursions from 0 to 0 on a path of X.
We introdue next the spae E onsisting of ontinuous funtions e :
R+ 7→ R+ suh that e(0) = 0 and for whih there exists ζ = ζ(e) > 0 with
the property e(t) > 0 for 0 < t < ζ and e(t) = 0 for t ≥ ζ. The spae (E, E),
where E is the σ-algebra generated by the ylinder sets in the usual way, is
alled the anonial exursion spae for exursions from 0 to 0 (assoiated
with X). For t ∈ L dene X(ex,t) = {X(ex,t)s : s ≥ 0} where
X(ex,t)s :=
{
Xt+s, for t + s < R
0, for t + s ≥ R,
and R := inf{u > t : Xu = 0}. Clearly, X(ex,t) ∈ E and ζ(X(ex,t)) = R.
We follow now [23℄ and dene the onept of equilibrium exursion mea-
sure whih is a partiular ase of the Palm measure onstrution. See [23℄
for general results on Palm measures and further referenes. For bakground
on Palm measures, espeially in queueing, see, e.g., [1℄.
Denition 3.6. For B ∈ E let
Q(B) := E
(∣∣{t : 0 < t < 1, t ∈ L, X(ex,t) ∈ B}∣∣) , (3.14)
where | · | denotes the number of elements in the set under the onsideration.
The measureQ is alled the equilibrium exursion measure for the exursions
of X from 0 to 0.
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The next proposition and its orollary are adopted from [23℄ (Theorem
p. 290) where a more general statement originating from [21℄ and [22℄ is
given. Beause of the key importane of this result for our appliation, we
restate and formulate it espeially for exursions (f. Setion III in [23℄ where
onnetions with the Maisonneuve formula are disussed).
Proposition 3.7. The measure Q is σ-nite and for all measurable f :
R× E → [0,∞),
E
(∑
t∈L
f(t, X(ex,t))
)
=
∫
R
∫
E
dsQ(de) f(s, e). (3.15)
Proof: For the proof of the rst laim, see [23℄. To prove formula (3.15),
observe from the denition of Q, that (3.15) is equivalent with
E
(∑
t∈L
f(t, X(ex,t))
)
= E
( ∑
t∈L∩(0,1)
∫
R
dsf(s,X(ex,t))
)
. (3.16)
Let θ = {θt : t ∈ R} be the usual shift operator dened in the underlying
probability spae via
Xs ◦ θt(ω) = Xt+s(ω) ∀t, s ∈ R.
Notie that the law of X is invariant under θ; this is, in our ase, equivalent
with the stationarity of X . Consequently, by stationarity,
E
( ∑
t∈L∩(0,1)
∫
R
ds f(s,X(ex,t))
)
=
∫
R
ds E
( ∑
t∈L◦θs∩(0,1)
f(s,X(ex,t) ◦ θs)
)
=
∫
R
ds E
( ∑
t∈(0,1),t+s∈L
f(s,X(ex,t+s))
)
=
∫ 1
0
dt E
( ∑
s∈R,s∈L◦θt
f(s,X(ex,s) ◦ θt)
)
=
∫ 1
0
dt E
(∑
s∈L
f(s,X(ex,s))
)
= E
(∑
s∈L
f(s,X(ex,s))
)
,
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hene (3.16) is proved giving (3.15).
Corollary 3.8. For a jointly measurable h : R×E 7→ [0,∞)
E
(
h(−g0, X(ex,g0))
)
=
∫
E
Q(de)
(∫ ζ(e)
0
h(s, e) ds
)
. (3.17)
In partiular, for a > 0, v > 0, and e ∈ E
P(−g0 ∈ da, X(ex,g0) ∈ de) = daQ(de) 1(a<ζ(e)), (3.18)
P(X(ex,g0) ∈ de) = Q(de)ζ(e), (3.19)
P(−g0 ∈ da)/da = Q(ζ > a), (3.20)
and
P(V ∈ dv) = vQ(ζ(e) ∈ dv). (3.21)
Proof: To prove formula (3.17), we set in (3.15)
f(t, e) = h(−t, e)1(0<−t<ζ(e))
with h jointly measurable (f. [23℄ p. 291 and [22℄ p. 332). Then, due to the
partiular form of f,
E
(∑
t∈L
f(t, X(ex,t))
)
= E
(
h(−g0, X(ex,g0))
)
=
∫
E
Q(de)
(∫ ζ(e)
0
h(s, e) ds
)
. (3.22)
Choosing h appropriately in (3.17) yields (3.18), (3.19), and (3.20). Finally,
take in (3.22) h(s, e) = 1B(e), B = {ζ > v}, v > 0, to obtain
P (V > v) = Q (ζ(e) ; ζ(e) > v)
whih is equivalent with (3.21).
Remark 3.9. 1)From (3.18) and (3.19) it follows that the distribution of
−g0 given the exursion is uniform on (0, V ) and, in partiular, (−g0, d0) ∈ K
(f. Proposition 2.3).
2) It is seen from Proposition 3.2 and Corollary 3.8 that
Q(ζ(e) ∈ dv) = n
+(dv)
M
.
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To proeed, let M denote the It exursion law for the exursions of X
from 0 to 0. Then it is well-known that
M(ζ > a) = c
∫ ∞
0
m(dx)nx(0, a),
where c is a normalizing onstant and
nx(0, a) := P(H0 ∈ da)/da
is the density of the rst hitting time H0 := inf{t : Xt = 0} given that
X0 = x. Now (3.20) yields
M(ζ > a) = c′Q(ζ > a)
for some (normalizing) onstant c′. In fat, as an be dedued from (3.18),
the measures M and Q are the same (up to a onstant):
Proposition 3.10. There exists a onstant c′ suh that for all B ∈ E
M(B) = c′Q(B). (3.23)
We refer to [23℄ for a disussion about (3.23) and the assoiated normal-
izations. See also [5℄ for the Brownian motion ase.
To formulate the main result of this setion, we need the onept of
exursion bridge of X. For reeting Brownian motion the exursion bridge
is a 3-dimensional Bessel bridge from 0 to 0 (of some length l). In general,
the exursion bridge of X from 0 to 0 of the length l an be desribed as
the proess X(0,l,0) obtained from X with X0 = x > 0 onditioned to hit 0
for the rst time at time l by letting x→ 0. Clearly, dening X(0,l,0)t = 0 for
t ≥ l it holds X(0,l,0) ∈ E.
Theorem 3.11. Let X(0,l,0) = {X(0,l,0)t : t ≥ 0} be the exursion bridge as
dened above and let U be a uniformly on (0, l) distributed random variable
independent of X(0,l,0). Let
I(l,+) :=
∫ l
0
1
{X
(0,l,0)
s >X
(0,l,0)
U
}
ds
and
I(l,−) :=
∫ l
0
1
{X
(0,l,0)
s <X
(0,l,0)
U
}
ds.
Then I(l,+) and I(l,−) are identially and uniformly on (0, l) distributed ran-
dom variables.
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Proof: We use formula (3.17) and let therein
h(s, e) = F (ζ(e))G
(∫ ζ(e)
0
1{et>es}dt
)
1{s<ζ(e)}
with Borel-measurable funtions F and G. Reall the notation V = d0 − g0,
and onsider rst the left-hand side of (3.17) with h as above:
E
(
h(−g0, X(ex,g0))
)
= E
(
F (V )G
(∫ V
0
1
{X
(ex,g0)
t >X
(ex,g0)
−g0
}
dt
)
1{−g0<V }
)
= E
(
F (V )G
(∫ V
0
1{Xg0+t>X0}dt
))
= E
(
F (V )G(I(+))
)
, (3.24)
where, as before,
I(+) :=
∫ d0
g0
1{Xt>X0}dt.
For the right-hand side of (3.17) we have∫
E
Q(de)
(∫ ζ(e)
0
h(s, e) ds
)
= Q
(
F (ζ(e)) ζ(e)
∫ ζ(e)
0
G
(∫ ζ(e)
0
1{et>es}dt
) ds
ζ(e)
)
=
1
c′
M
(
F (ζ(e)) ζ(e)
∫ ζ(e)
0
G
(∫ ζ(e)
0
1{et>es}dt
) ds
ζ(e)
)
, (3.25)
where in the last step Proposition 3.10 is used. Next reall that the desrip-
tion of the It measure via the lengths of the exursions (see, e.g., [26℄ p.
497, [6℄ p. 60, [27℄ p. 421) says that for all B ∈ E ,
M(B) =
∫ ∞
0
M(ζ ∈ dl)P(0,l,0)(B),
where P(0,l,0) is the probability measure assoiated with the exursion bridge
proess X(0,l,0) dened in the anonial exursion spae E. Consequently, we
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obtain
M
(
F (ζ(e)) ζ(e)
∫ ζ(e)
0
G
(∫ ζ(e)
0
1{et>es}dt
) ds
ζ(e)
)
=
∫ ∞
0
M(ζ(e) ∈ dl)F (l) l E(0,l,0)
( ∫ l
0
G
(∫ l
0
1{et>es}dt
) ds
l
)
=
∫ ∞
0
M(ζ(e) ∈ dl)F (l) l E(0,l,0)
(
G
(∫ l
0
1{et>eU}dt
))
, (3.26)
where U is uniformly on (0, l) distributed random variable independent of
X(0,l,0). By (3.17), the right-hand sides of (3.24) and (3.25) are equal. Con-
sequently, using (3.21) in Corollary 3.8 and (3.26), we obtain∫ ∞
0
P(V ∈ dl)F (l)E (G(I(+))|V = l) = ∫ ∞
0
P(V ∈ dl)F (l)E(0,l,0) (G(I(l,+)))
giving
E
(
G(I(+))|V = l) = E(0,l,0) (G(I(l,+))) .
Combining this with the result in Theorem 2.5 ompletes the proof.
4 Remarks on the null reurrent ase
Remark 4.1. Suppose now thatX is null reurrent. Then the speed measure
m(dx) serves still as the stationary measure of X but beause m{I} = ∞
it annot be normalized to a probability measure. However, the result in
Theorem 2.5 is also valid in this ase:∫
I
m(dx)Ex
(
e−αI
(+)−βI(−)
)
=
∫
I
m(dx)Ex
(
e−αd0+βg0
)
=
1
α− β
(
1
Gα(0, 0)
− 1
Gβ(0, 0)
)
. (4.1)
In partiular, given that V := d0 − g0 = v, I(+) and I(−) are uniformly
distributed on (0, v). In the ase when X is a stationary reeting Brownian
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motion living above zero (4.1) gives∫
I
m(dx)Ex
(
e−αI
(+)−βI(−)
)
=
∫
I
m(dx)Ex
(
e−αd0+βg0
)
=
1
α− β
(√
2α−
√
2β
)
=
√
2√
α +
√
β
.
It is also easily heked that niteness of m is not needed in the proof
of Theorem 3.11 and, hene, for all diusion exursion bridges X(0,l,0) of
length l the random variables I(l,+) and I(l,−) (dened as in Theorem 3.11)
are uniformly distributed on (0, l).
Remark 4.2. For a Brownian exursion there is an alternative simple proof
of the result in Theorem 3.11 based on Vervaat's path transformation (see
[33, 4, 2℄). Indeed, letX(0,l,0) denote a standard Brownian exursion of length
l, that is a 3-dimensional Bessel bridge of length l, and U be a random variable
uniformly distributed on (0, l) and independent of X(0,l,0). Then the proess
Xbr = {Xbrt : 0 ≤ t ≤ l} dened as
Xbrt =
 X
(0,l,0)
t+U −X(0,l,0)U , t+ U ≤ l,
X
(0,l,0)
t+U−l −X(0,l,0)U , t+ U ≥ l
equals in distribution to a standard Brownian bridge of length l. Clearly,
with the notation in Theorem 3.11,
I(l,+) =
∫ l
0
1{Xbrs >0} ds =: I
(br,+)
and
I(l,−) =
∫ l
0
1{Xbrs <0} ds =: I
(br,−).
The laim follows now from the well-known result due to Lévy, saying that
I(br,+) and I(br,−) are uniformly distributed on (0, l) (see, e.g., [6℄ p. 163 and
[35℄ p. 43).
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5 Examples
To illustrate the results in Setion 2 we onsider some examples of stationary
diusions in stationary state.
Example 5.1. (Reeting Brownian motion with drift) Let X be a
stationary reeting Brownian motion with drift −µ < 0 living above zero.
The speed measure is
m(dx) = 2e−2µx dx,
the sale funtion is
S(x) =
1
2µ
(1− e2µx),
and the Green funtion at (0, 0) is
Gα(0, 0) =
1√
2α + µ2 − µ.
Hene by Theorem 2.5 and (2.4) (f. [29℄),
E
(
e−αI
(+)−βI(−)
)
= E
(
e−αd0+βg0
)
=
µ
α− β
(
(
√
2α+ µ2 − µ)− (
√
2β + µ2 − µ)
)
=
2µ√
2α+ µ2 +
√
2β + µ2
. (5.1)
The transition density for the killed proess is
p̂(t; x, y) =
1
2
√
2πt
eµ(x+y)−
µ2t
2
(
e−
(x−y)2
2t − e− (x+y)
2
2t
)
.
Thus by (2.5), the joint density of (−g0, d0) and (I(+), I(−)) is
f(t, s) = µ
(
d
dx
d
dy
p̂(s+ t; x, y)/(S ′(x)S ′(y))
)∣∣∣
x,y=0
=
µ√
2π(t+ s)3
e−
µ2
2
(t+s).
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To hek the obtained formulae we give here also the following expressions
for the orresponding Laplae transforms when X started at x:
Ex
(
exp
(
− α
∫ H0(X)
0
1{0≤Xs<x} ds− β
∫ H0(X)
0
1{Xs>x} ds
))
√
2α + µ2eµx√
2α + µ2 cosh(x
√
2α+ µ2) +
√
2β + µ2 sinh(x
√
2α + µ2)
(see [6℄, formula 2.2.6.1 p. 300), while
Ex
(
e−αH0(X)
)
= e(µ−
√
2α+µ2)x.
Example 5.2. (Brownian motion reeted at 0 and 1) Consider now a
stationary Brownian motion X living in the interval I = [0, 1] and reeted
at 0 and at 1. The speed measure of X is m(dx) = 2 dx, the sale funtion
S(x) = x, and the Green funtion at (0, 0) is (see [6℄, p. 122)
Gα(0, 0) =
coth(
√
2α)√
2α
.
Hene the Laplae transform of (−g0, d0) and (I(+), I(−)) is (α 6= β)
E
(
e−αI
(+)−βI(−)
)
= E
(
e−αd0+βg0
)
=
1
α− β
(√
α/2 tanh(
√
2α)−
√
β/2 tanh(
√
2β)
)
and
E(e−α(d0−g0)) =
1
4
√
2α cosh2(
√
2α)
(
sinh(2
√
2α) + 2
)
.
Example 5.3. (Squared radial Ornstein-Uhlenbek proess) Let X =
{Xt : t ∈ R} be a stationary squared radial Ornstein-Uhlenbek proess with
parameters ν = n/2− 1 and γ. The generator of {Xt : t ≥ 0} is
G = 2x d
2
dx2
+ (n− 2γ x) d
dx
.
The proess X an be dened as
X(t) = e−γtSQBES(e2γt/2γ), t ∈ R, (5.2)
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where SQBES is a squared Bessel proess of dimension n = 2ν+2 (see [24℄).
Assume that −1 < ν < 0 and 0 is a reeting boundary. Then the proess is
positively reurrent with the speed measure given by (see [6℄ p. 140)
m(dx) =
1
2
xνe−γx dx,
that is (after normalization) the gamma-density with parameters γ and ν+1.
The Green funtion at (0, 0) is given by (see [6℄ p. 141)
Gα(0, 0) = γ
ν
B( α
2γ
,−ν)
Γ(1 + ν)
,
where Γ(x) and B(x, y) denote the gamma and beta funtions, respetively.
By Theorem 2.5,
E
(
e−αI
(+)−βI(−)
)
= E
(
e−αd0+βg0
)
=
1
M(α − β)
( 1
Gα(0, 0)
− 1
Gβ(0, 0)
)
=
2γ
α− β
( 1
B( α
2γ
,−ν) −
1
B( β
2γ
,−ν)
)
.
Letting β = 0 and taking the inverse Laplae transform (see [11℄ p. 261)
gives the density of d0 (and I
(±)
) and the expression for n+(t,∞)/M :
P(d0 ∈ dt)/dt = n
+(t,∞)
M
=
2γ
Γ(−ν)Γ(1 + ν)e
2µνt
(
1− e−2µt)ν . (5.3)
Formula (5.3) an be also obtained using (5.2) as in [24℄. The joint density
of d0 and g0 (and I
(±)
) is given then by
f(t, s) = − 1
M
d
dt
n+(t+ s,∞) = − 4µνγ
Γ(−ν)Γ(1 + ν)e
2µν(s+t)
(
1− e−2µ(s+t))ν−1 .
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