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Abstract
In this paper, the problem of whether a given matrix can be decomposed into the sum of
stable matrices is studied. The necessary and sufficient condition for this problem is given in
terms of the trace of a given matrix. © 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
In this paper, we consider the problem of whether a given matrix can be expressed
as the sum of stable matrices. We give the necessary and sufficient condition for
this problem in terms of the trace of a given matrix. We also show that how the
decomposition is carried out when it is possible.
We give the notation used in this paper. Complex number field is denoted by
C. The class of n-dimensional square matrices whose elements all belong to C is
denoted by Cn. Sn stands for the class of stable matrices that belong to Cn, where a
matrix is said to be stable if all its eigenvalues are contained in the open unit circle.
The trace of a square matrix X is denoted by trace.X/. The absolute value of x is
denoted by jxj. In stands for the n-dimensional identity matrix.
Now, we state the problem considered in this paper.
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Problem. For a given matrixA 2 Cn and an integerm > 2, find, if exist, m matrices
Ai 2 Sn .i D 1; : : : ;m/ such that
A D A1 C    CAm: (1)
2. Main result
The main result of this paper is as follows, which is the answer to the above
problem.
Theorem 1. SupposeA 2 Cn and m > 2. Then, A can be decomposed into the sum
of m stable matrices if and only if jtrace.A/j < nm.
This result can be regarded as a natural extension of the trivial result for the scalar
case (with p D 1) given below.
Lemma 1. a 2 C can be expressed as the sum of m numbers whose absolute values
are less than p, if and only if jaj < mp.
To prove Theorem 1, we use the following three lemmas.
Lemma 2. If X 2 Sn, then jtrace.X/j < n.
Lemma 3. SupposeA 2 C2 andA 6D I2 (8 2 C). Then, there exists an invertible
matrix T that assigns the diagonal elements of the matrix T −1AT arbitrarily so far
as its trace is unchanged.
Lemma 4. Suppose A 2 Cn, A 6D In (8 2 C) and let p be an arbitrary positive
real number. If jtrace.A/j < p, then there exists an invertible matrix T that makes
the absolute value of each diagonal element of T −1AT less than p=n.
Lemma 2 is obvious. Lemma 3 is proved in Appendix A. Here we prove
Lemma 4.
Proof of Lemma 4. For n D 1, the statement is trivial. First, we show that the
statement of Lemma 4 is true for n D 2. Suppose that trace.A/ D a and jaj < p. By
Lemma 1, a can be expressed as a D a1Ca2 where the absolute values of a1 and a2
are less than p=2. 1 By Lemma 3, we can assign the diagonal elements of T −1AT to
a1 and a2. This means that the statement of Lemma 4 is true for n D 2.
1 One of the simplest way to carry out such decomposition is to set a1 D a2 D a=2.
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Next, we assume that the statement of Lemma 4 is true for n D k .k > 2/, and
show that this is also true for n D k C 1. Since A 6D IkC1, there exist such i and j
that the matrix
aii aij
aji ajj

;
which we denote by QA, is not a scalar multiple of the identity I2. By an appropriate
permutation T0, we obtain
A0 D T −10 AT0 D
26664
a1 
: : :
ak−1
 QA
37775 D
266666664
a1
: : : 
ak−1
ak

akC1
377777775
; (2)
where ak D aii; akC1 D ajj . Applying Lemma 3 to QA, we can change, by an
appropriate transformation T1, ak and akC1 into a0k and a0kC1, respectively, where a0k
and a0kC1 satisfy
ja0kC1j <
p
k C 1 ; ja1 C    C ak−1 C a
0
kj <
p
k C 1k; a
0
k 6D ak−1: (3)
From the above transformation, we obtain
T −11 A0T1 D
2666664
a1
: : : 
ak−1
a0k a0kC1
3777775 DV
 OA 
 a0kC1

: (4)
By the second constraint in (3), the matrix OA2Ck satisfies jtrace. OA/j<.p=.kC1//k.
Also, by the third constraint in (3), OA is not a scalar multiple of the identity. From
the above, together with the assumption that the statement of Lemma 4 is true for
n D k, there exists a transformationTk that makes the absolute value of each diagonal
element of T −1k OATk less than p=.k C 1/. Therefore, the transformation T VD T0T1Tk
makes the absolute value of each diagonal element of T −1AT less than p=.k C 1/.
This means the statement of Lemma 4 is true also for n D k C 1. By induction, we
can conclude that Lemma 4 is true for any integer n. This completes the proof. 
We can extend Lemmas 3 and 4 to stronger results. Namely, the following pro-
position holds.
Proposition 1. Suppose A 2 Cn and A 6D In (8 2 C). Then, there exists an in-
vertible matrix T that assigns the diagonal elements of the matrix T −1AT arbitrarily
so far as its trace is unchanged.
180 Y. Ito et al. / Linear Algebra and its Applications 297 (1999) 177–182
The proof of this proposition is a little complicated, but it is proved in a similar
way to Lemma 4. So, we omit the proof.
Now, we are in a position to prove Theorem 1.
Proof of Theorem 1. When A is equal to In .9 2 C/, Theorem 1 is reduced to
Lemma 1. Here, we assume that A does not satisfy that condition.
The necessity part of Theorem 1 can be proved easily by using triangular inequal-
ity and Lemma 2, and so is omitted. We only prove the sufficiency part.
Now, suppose that A satisfies the condition jtrace.A/j < nm. By this, together
with Lemma 4, T −1AT can be set as follows by an appropriate choice of the trans-
formation T :
T −1AT D
264a1 : : :
 an
375 ; jai j < m .i D 1; : : : ; n/: (5)
By Lemma 1, each ai .i D 1; : : : ; n/ can be decomposed as follows: 2
a1Da.1/1 C a.2/1 C    C a.m/1 ;
a2Da.1/2 C a.2/2 C    C a.m/2 ;
:::
anDa.1/n C a.2/n C    C a.m/n ;
where
ja.j/i j < 1 .i D 1; : : : ; n; j D 1; : : : ;m/: (6)
By using above a.j/i , we decompose the right-hand side of (5) as follows:264a1 : : :
 an
375 D
264a
.1/
1 
: : :
0 a.1/n
375C    C
264a
.m/
1 0
: : :
 a.m/n
375 ; (7)
where each matrix in the right-hand side is an upper or lower triangular matrix. By
this, together with (6), each matrix in the right-hand side of (7) is stable. This means
that A can be expressed as the sum of stable matrices. 
Remark 1. We have obtained Theorem 1 by employing the definition of the stability
stated in the previous section. We refer to this stability as discrete-time stability. On
the other hand, there is an alternative definition of stability, that is, a matrix is said
to be stable if all its eigenvalues are contained in the open left half plain. We refer to
the above stability as continuous-time stability. If we employ this definition instead,
2 One of the simplest way to carry out such decomposition is to set a.j/
i
D ai=m.
Y. Ito et al. / Linear Algebra and its Applications 297 (1999) 177–182 181
we can obtain the continuous-time counterpart to Theorem 1 in a similar way to the
above derivation.
Theorem 2. Suppose A 2 Cn and m > 2. Then, A can be decomposed into the
sum of m stable matrices (in the sense of continuous-time stability) if and only if
trace.A/ < 0.
Remark 2. All the above results are developed on the complex number field C.
However, it is clear that the same argument can be applied even if we consider the
real number field R instead of complex number field C. Namely, if A is real and
satisfies the condition of Theorem 1, the decomposition can be carried out within the
real number field.
3. Conclusion
In this paper, we gave the necessary and sufficient condition for the decompos-
ability of a given matrix into the sum of stable matrices and suggested that how the
decomposition is carried out if it is possible. This result can be applied to the problem
of finding the time-sharing sample-hold controllers [2] that attain reliable stability of
closed-loop systems [1,3].
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Appendix A.
Proof of Theorem 3. Let
A D

a b
c d

:
It is sufficient to show for the following three cases: (i) b 6D 0, (ii) c 6D 0, and (iii)
b D c D 0. (In this case, a 6D d by assumption.)
For (i),
T D

1 0
t 1

yields
T −1AT D

a C bt b
 d − bt

:
This means that one of the diagonal elements can be assigned arbitrarily by appro-
priate choice of t . (ii) can be reduced to (i) by transposing A.
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For (iii),
T D

1 t
0 1

yields
T −1AT D

a .a − d/t
0 d

:
Therefore, (iii) can also be reduced to (i). This completes the proof of Lemma 3. 
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