The phase of the complex output of a narrow band Gaussian filter is taken to define the latency of the auditory evoked response M100 recorded by magnetoencephalography. It is demonstrated that this definition is consistent with the conventional peak latency. Moreover, it provides a tool for reducing the number of averages needed for a reliable estimation of the latency. Singleevent latencies obtained by this procedure can be used to improve the signal quality of the conventional average by latency adjusted averaging.
Introduction
Electroencephalographic (EEG) and magnetoencephalographic (MEG) recordings of evoked or event related responses are contaminated by perturbations originating from various sources such as instrumental noise, environmental interference and the brain's own background activity. To suppress the contribution of such perturbations, evoked and event related EEG and MEG responses are usually analysed in terms of their average. Averaging is a widely accepted and very successful data processing concept for studying all kinds of brain function.
By definition, the average only reflects the reproducible part of single events, and information on possible variations is lost. But biosignals are not necessarily fully reproducible. Knowledge about their variation may contribute to a deeper understanding of higher cognitive functions, and maybe even of short latency responses (Liu and Ioannides 1996, Kisley and Gerstein 1999) . In order to retrieve such information several approaches have been suggested (von Spreckelsen and Bromm 1988 , Karjalainen et al 1999 , Heinrich et al 1999 , Jung et al 2001 , most of which characterize single events by their amplitude and latency deviation from a signal template (Woody 1967 , Tuan et al 1987 , Jaskowski and Verleger 1999 .
Our approach does not refer to a template, but is based on the assumption that relevant information can be found in a narrow frequency band. In most cases, a suitable bandwidth is evident from a simple-frequency analysis of the averaged signal. After applying an adequate narrow band Gaussian filter to an evoked response, the phase signal is derived from the complex filter output. This nonlinear transformation provides a measure for the latency that remains robust in the presence of a high-noise level (Salajegheh et al 2004) .
Here, we show how latencies determined by this method depend on the number of events taken for averaging. In addition, we demonstrate how knowledge of single-event latencies may help us to improve the signal-to-noise ratio of the averaged signal by adjusting the latency of each single event before averaging. To this end we analysed MEG recordings of the auditory M100, sometimes also referred to by the notion Nm100, which is known to vary in latency as a function of the stimulation tone frequency (Jacobson et al 1992 , Roberts et al 2000 .
Methods

Data acquisition
A total of 600 binaural stimulations of three pseudorandomly interleaved sinusoidal tones (125 Hz, 250 Hz, 1000 Hz) of 400 ms duration and matched loudness were presented to the subject. Auditory evoked fields were recorded in a magnetically and acoustically shielded room (AK3b, VAC, Hanau, Germany) by a whole-head MEG containing 93 axial gradiometers (Eagle Technology, Kanazawa, Japan) (Kado et al 1999) . Magnetic fields were recorded continuously using a sampling rate of 500 Hz and a high pass of 0.1 Hz. A frequency analysis of the recorded evoked fields showed that the M100 intensity peaks around 10 Hz. So we focused our analysis on a frequency band of F = 3 Hz width around a centre frequency of F 0 = 10 Hz.
Signal processing
The Gaussian band-pass filter characterized by the coefficients
has an optimal time-bandwidth product and does not generate a phase shift (Link et al 2001) .
For a large number of filter coefficients, e.g., for L = 40, both transfer function and impulse response receive a Gaussian shape, and the bandwidth of the transfer function depends on β by the approximation f = 0.13/β. The response of this filter to a real input function x(n) is a complex output function
where the real and the imaginary component, defined by the convolutions
Due to the narrow bandwidth of the filter and the properties of the Hilbert transformation, ψ(n) can be decomposed into a fast and a slowly varying part (Papoulis and Pillai 2002) 
For epochs which are short compared to 1/ f , we can use the linear approximation ψ(n) = ω 0 n − ϕ, so that every single epoch, i, is characterized by a constant individual phase ϕ i , or, in terms of the centre frequency ω 0 , by a latency
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Figure 1. Signal processing scheme. A single event, x(n), is filtered, real and imaginary parts of the filter output, y re (n) and y im (n), are decomposed into envelope and phase, R(n) and ψ(n), from sin ψ(n) the individual latencies, n i , are determined. After compensating the latency shift for each single event, the resulting average, x(n − n i ) , can be compared to its conventional counterpart, x(n) . Encircled numbers refer to the other figures of this note, for y(n) and sin ψ(n), figures 2(b) and (c) do not reflect the single events, but the average over all samples.
This defines the relative shift between the latencies of individual events, but leaves their absolute value open by the choice of n 0 = ψ(n)/ω 0 . Figure 1 summarizes the signal processing scheme.
Results and discussion
By averaging separately some 200 events for each stimulation frequency, the signal-to-noise ratio of the auditory evoked response is high enough to show a pronounced deflection of the MEG trace 100-200 ms after presenting the stimulus (figure 2(a)). As is known from earlier studies, the latency of this deflection decreases with the frequency of the stimulation tone (Jacobson et al 1992 , Roberts et al 2000 . A quantitative measure of the latency can be defined as the time interval that has passed from stimulus onset to a somewhat arbitrarily chosen distinguished feature of the deflection, such as its peak or its maximum slope. Real and imaginary parts of the output of the complex 40th order Gaussian filter are much smoother, due to the suppression of contributions from outside the narrow band pass at 10 Hz ( figure 2(b) ). Within the chosen band pass, the intensity is the highest within an interval from 100 to 200 ms after stimulation, indicating that the signal energy in the selected frequency range concentrates on the duration of the studied evoked response. The maximum of the real part coincides approximately with the position of the peak of the unfiltered signal. In terms of the complex phase, this instant corresponds to the intersection of sin ψ(n) with the ψ = 0 axis (figure 2(c)) and we define this instant as the fiducial point of the M100 latency. Note that this implicitly defines n 0 = 0 in equation (4).
The smoothness of the trace in figure 2(c) indicates that a reduced number of averages may still provide meaningful results. The box plots of figure 3 show how latency information derived from the zero crossing of sin ψ(n) is successively broken down to averages of less and less events and even down to single responses. Average blocks of 36 responses unambiguously reflect the frequency dependence of the latency ( figure 3(a) ). A break down to blocks of six events still results in only a few overlapping latencies ( figure 3(b) ), and even the latencies determined for single events are fairly well clustered around distinct average values for the latency, so that most of the single responses to 125 Hz can be distinguished from the 1000 Hz responses ( figure 3(c) ).
This information on single-event latencies can be utilized to improve the conventional view of the unfiltered evoked response by latency adjusted averaging (LAA) (Brown et al 1998) . Averaging unfiltered epochs, which are shifted in time according to their individual latency, results in a much sharper and two times higher peak than conventional averaging (figures 2(a) and (d)). But note that LAA is an appropriate procedure only if the observed fluctuations of the single latencies are generated mainly by the investigated physiological process itself rather than by noise of other sources. This condition is by no means justified a priori, nor should the resulting improvement of the signal-to-noise ratio be considered an In this presentation, the median value is represented by the horizontal dash in the middle of the distribution, the notches indicate its confidence interval, upper and lower border of the box indicate the 25% and 75% percentiles, the outer two dashes the 10% and 90% percentiles of the distribution. In addition, outliers beyond these limits are indicated by single crosses. a posteriori justification. If the latency fluctuations in the repetitively recorded signals were solely caused by external noise, LAA would also increase the peak amplitude, but this peak would be an overestimation of the signal due to the inclusion of deliberately collected noise contributions which do not add further information.
A little more insight into what happens during LAA is given by looking at the temporal development of the variances across the epochs of the underlying single-event recordings (figure 2(e)). Without latency adjustment, the variance level between 100 ms and 200 ms is slightly higher than outside of this interval, indicating that there are indeed fluctuations of the evoked response which contribute to the noise during this interval. By adjusting the latency of the epochs, the variance level around 150 ms decreases significantly. This is exactly what we expect from a reduction of the latency fluctuations of the signal and it can be taken for evidence that LAA indeed compensated for the inherent instability of the evoked response and improved the signal-to-noise ratio.
Conclusion
By narrow band complex Gaussian filtering, noise in the MEG of the M100 evoked response is dramatically reduced, leaving the information relevant for its latency untouched. This is illustrated by evoked responses to tones of different frequencies which preserve the well-known latency shift in small blocks of averages and even in signals of single events. This tool could be particularly helpful for studying event related responses reflecting higher cognitive function for which the number of repetitions may be limited.
On the condition that latency fluctuations are caused mainly by the temporal instability of the response itself and not by noise, knowledge on individual latencies can be used by LAA to improve the signal-to-noise ratio of averaged responses. Note that a similar assumption is the background for the well-established template approach for studying single events. Inspecting the variance of the individual responses with and without latency adjustment may help us to identify situations where this condition is not met and LAA would generate 'more heat than light' for MEG or EEG recordings of evoked responses.
