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The usefulness in control theory of the geometric theory of motion on Lie groups and 
homogeneous spaces will be shown. We quickly review some recent tesults concerning two 
methods to deal with these systems, namely, a generalization of the method pmpoaed by 
Wei and Norman for linear systems, and a reduction procedure. This last method allows us 
to reduce the equation on a Lie group G to that on a subgroup H, provided a particukr 
solution of an associated problem in G/H is known. These methods are shown to be very 
appmpriate to deal with control systems on Lie groups and homogeneous spaces, thtough the 
specific examples of the planar rigid body with two oscillators and the front-wheel driven 
kinematic car. 
Keywnrvlsr Drift-free control systems, Wei-Norman method, motion in Lie groups and ho- 
mogeneous spaces, reduction. 
1. Introduction 
Mechanical systems whose con@uration space is a Lie group are known to be of 
great relevance both in mechanics and control theory. The simplest example is that 
of a point particle moving freely on W 3, for which the con6guration space can be 
identified with the Abelian group of translations in a three-dimensional space. The 
motions of the rigid body are described by the Euclidean group in three dimensions, 
[I591 
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E3 = T3 OSO(3, Iw), and for the rigid body with a fixed point the configuration space 
is SO(3, R). However, there are also other systems which appear often in control 
theory which can be formulated in homogeneous spaces and reduced to problems of 
motion on Lie groups. The techniques used here have been developed in [2-4,8], 
and firstly applied in control theory in [9, lo]. The paper is organized as follows. 
In the next section we review briefly the geometric theory of motion on Lie groups 
and homogeneous spaces. In Section 3 we recall two basic methods for dealing 
with such systems, and in Section 4 we illustrate the theory through its application 
on two control systems, namely, the planar rigid body with two oscillators and the 
front-wheel driven kinematic car. 
2. Motion on Lie groups and homogeneous spaces 
Given an r-dimensional connected Lie group G, the set of curves y : R -+ G, 
t I+ g(t), can be endowed with a group structure by means of the point-wise 
composition law, y2 * yi : t H g2(t) gi(t), for all t E R. Moreover, G acts by right 
and left translations on itself, and if g(t) defines a curve y starting from g(0) = e, 
thenforeachgoEGthemapsy*yo:tHg(r)goandyo*y:tI-,gog(t)aretwo 
curves starting from go, which are called, respectively, the right and left translation 
of Y by go. 
In addition, the map i, : W -+ G given by t H g(t) defines a vector field along 
the curve g(t), and then, using the right translation by g-‘(t), we obtain a curve in 
T,G which can be written as 
k?(t) s-‘(0 = - 2 h&)u, 3 (1) 
(Y=l 
where {al,..., a,} is a basis of the tangent space T,G at the neutral element e E G. 
The minus sign on the right-hand side is a matter of convention. The left hand side 
should be understood as R,-I cl,*gct,(g(t)), although for the particular case in which 
G c GL(n, W) for certain n it reduces to the above expression. 
A first important point is that the curve g(t) can be recovered as the only solution 
of Eq. (1) starting from e E G. Any other solution is obtained from the previous 
g(t) by right translation and, in this sense, (1) is right invariant. In other words, 
g(t) is the integral curve starting from e E G of the t-dependent vector field in G 
where X: is the right-invariant vector field in G whose value in e E G is a,, 
X$(g) = Rger(u,). Similarly, Xi(g) = L,,,(u,) denotes the left-invariant vector 
field on G determined by a,. The left-invariant vector fields in G close on a finite- 
dimensional Lie subalgebra hg of bX(G), which is called the Lie algebra of G. The 
right-invariant vector fields close on a finite-dimensional Lie algebra opposite to hg. 
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Let us consider now a transitive action Q : G x M + M of G on a manifold M 
(which is then cakd a homogeneous space of G). Each choice of a point xa E A4 
allows us to identify M with a space of left cosets, i.e. M = G/H, where H is 
the stability subgroup of the point x0 with respect to a. Different choices for x0 
lead to conjugate subgroups. We recall that G can be regarded as the total space of 
the principal bundle (G, t, G/H) over G/H, where 7 : G H G/H is the canonical 
projection. 
The important point now is [4] that the right-invariant vector fields Xi are 
t-projectable, the projections being the fundamental vector fields in M associated 
to the natural left action of G on M = G/H, identified with a. More explicitly, 
we have X,(x) = X%(x) = Qx*e(-ucr), where x = gH, and r*gXt(g) = -X,(gH). 
Consequently, the vector field (2) projects onto the t-dependent vector field in M 
X(x,0 = ~b,(r)Xdx), (3) 
ccl 
giving rise in this way to a system of differential equations 
r 
x’ = c W) x:(x) 9 i = l,..., n=dimM. (4) 
This relation between both systems tell us that the solution of (4) starting from 
the point xa E M, arbitmry but fixed, is given by x(t) = @(g(t),xa), where g(t) 
is the solution of (1) starting from the identity. Note that the vector fields arising 
in (4) close on the Lie algebra $g. 
Conversely, if a system of type (4) is defined by complete vector fields closing 
on a finite-dimensional Lie algebra bg, then it can be regarded as a system of the 
described type, taking a Lie group G such that the vector fields are the fundamental 
vector fields of its action on the manifold M given by the integration of their flows. 
In this sense Eq. (1) has a universal character, since the knowledge of its solution 
starting from the identity is enough to write the general solution of each associated 
system of type (4) on each homogeneous space for G. Unfortunately, finding the 
desired particular solution of (1) may be a difficult problem. We briefly recall 
here two methods for dealing with such equations. The first one is based on a 
generalization [S, 81 of the method proposed by Wei and Norman for linear systems 
[ 17, 181. The second one is a reduction procedure allowing us to reduce the problem 
to a similar one in a subgroup, when a solution of the associated problem in the 
corresponding homogeneous space is known [2, 3, 4, 81. 
3. The generalized Wei-Norman method and the reduction procedure 
The main idea of the generalization of the Wei-Norman method consists on 
writing the curve g(t) solution of (1) starting from the identity, in terms of the 
second kind canonical coordinates with respect to a basis of the Lie algebra gg, 
Ia, a**, a,}, for all t, i.e. we write g(t) = nL=, exp(-u,(t)u,). Then, the differ- 
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ential Eq. (1) transforms into a system of differential equations for the u,(t), and 
we have to find the solution determined by the initial conditions u,(O) = 0 for all 
M = 1, . ..) r. A simple calculation shows [8] that 
and then, substituting into Rq. (1) we obtain the fundamental expression of the 
Wei-Norman method 
with v,(O) =O, o = 1, . . . . r. The resulting system of differential equations for the 
functions va(t) is integrable by quadratures if the Lie algebra is solvable [17, 181, 
and in particular, for nilpotent Lie algebras. 
On the other hand, given an equation like (1) on a Lie group G, it may happen 
that the only nonvanishing coefficients b,(t) are those corresponding to a subalgebra 
hh of hg. In that case, the equation reduces to a simpler equation on a subgroup, 
involving less coordinates. 
Now, the important result is that the general situation can be reduced to this 
simpler one under certain conditions. In fact, we can show that the problem of 
finding the solution of (1) starting at e E G can be reduced to the one of solving 
a similar equation in a subgroup H, provided that one particular solution it(t) for 
the system defined by the left action @ of G on the homogeneous space M = G/H 
is given. The result is as follows [4]. 
‘THEOREM 1. Every integral curve of the time-dependent vector field (2) in the 
group G can be written in the form g(t) = gl(t) h(t), where gl(t) is a curve 
projecting onto a solution &(t) of the system of type (4) associated to the left 
action Q on the homogeneous space G/H, and h(t) is a solution of an equation 
of type (1) but for the subgroup H, given explicitly by 
(iz h-‘)(t) = -Ad(g;l(t)&bu(t)a, + (&g;‘)(t)) E T,H. 
lx=1 
This result allows us to understand from a group theoretical point of view, as an 
example, the classical integration theorems for the Riccati equation involving one, 
two or three of its particular solutions [7], see also [4, 81. 
4. Some illustrative examples in control theory 
We will apply the previous techniques to problems appearing in the context of 
control theory, after a very brief description of such kind of problems. 
Roughly speaking, a control system is a dynamical system which depends on 
a set of control functions, uU, which model magnitudes to be varied somehow 
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externally to the system, in order to modify its behaviour according to a specific 
purpose. For example, it could be desired to reach one point from another one of 
the confIguration space, or to minimize some cost functional along the evolution of 
the system with prescribed initial and final conditions. 
From a geometric point of view, we can describe the framework of a control 
system as a bundle B (usually a trivial vector bundle) on the state space manifold 
M, with projection Kg : B + M. The control dynamical system corresponds then 
to the integral curves of a vector field along the projection ns, which in local 
coordinates, (xi, uu), reads 
-i x =X’(x,u), XEM, u E B, = nil(x) . (7) 
A special class is those of the control systems afhne in the controls: 
xi = Xi(x) + 2 uu XL(x), i = 1 ),..) n=dimM. (8) 
n=l 
The vector field X&a/ax’ E bX(M) is called the drifr of the system. In principle, 
the control functions u, are supposed to depend on time (in the control theory 
terminology the system is then operating in open loop). 
We are now interested in those which are drift-less, i.e. X0 = 0, since they 
become a system of type (4) as soon as the set of vector fields {Xka/ax’} closes 
on a finite-dimensional Lie algebra. 
It may also happen that starting .with a control system that is of the form (4), 
but where the vector fields {X~a/ax’} do not close on a Lie algebra, an appropriate 
feedback trunsfirmtion u,(x, t) = c’,=, f& (x)up (t) could lead to a new system 
written as r 
xi = 
c uU (6 YA (x) , i = I,..., n=dimM, (9) 
cd=1 
where Ya(x) = & f~~(x)Xg(x) do close a finite-dimensional Lie algebra. 
We will illustrate by means of simple examples how systems of type (4), both 
directly and as a consequence of a feedback transformation, appear in control theory. 
In addition, with the general theory developed in previous sections, we will show 
how it is possible to solve, reduce, or relate systems of this kind formulated on 
different homogeneous spaces. 
4.1. Planar rigid body with two oscillators 
This example comes from the consideration of the optimal control problem of a 
planar rigid body with two oscillators [ 191. The control system of interest has the 
state space l&t* x S’, with coordinates (xi, x2, 0) 
XI = h(t) , i2 = b*(t), 6 = x&(r) - x;b&) , 00) 
where bl(t) and b*(t) are the control functions. This system is similar to the 
celebrated Brockett nonholonomic integrator system [I], but where the third equation 
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is quadratic in the coordinates instead of linear, and the meaning of the third 
coordinate is now an angle. 
The solutions of the system (10) are the integral curves of the time-dependent 
vector field bl(t) X1 + b*(r) X2, with 
(11) 
The Lie brackets 
a 
x3 = [Xl, x21 = 2(x1 +x&@ ) x4 = [Xl, x31 = 2:) 
jointly with Xl, X2, make up a linearly independent set in points with xi # -x2, 
and the set {Xl, X2, X4} spans the tangent space at every point of R2 x S’. Accord- 
ing to Chow’s theorem [l 11, every two such points can be joined by appropriate 
piecewise constant controls bt(t) and &(t), therefore the system is controllable. In 
addition, the set {Xl, X2, X3, X4} closes on the nilpotent Lie algebra defined by 
the nonvanishing Lie brackets 
[Xl, x21 = x3 9 [Xl, x31 = x4 I [X2, x31 = x4 7 (12) 
isomorphic to a nilpotent Lie algebra, denoted as $g4, which can be regarded as 
a central extension of the Heisenberg Lie algebra hh(3) by JR.. In fact, taking the 
basis {at, ~2, us, all} of hg4 for which the nonvanishing Lie products are 
bl, a21 = a3 9 bl, a31 =a4, b2r a31 = a4, (13) 
then the center hz of the algebra is generated by {us}, and the factor Lie algebra 
fjg&z is isomorphic to the Heisenberg Lie algebra l@(3). 
Let G4 be the connected and simply connected nilpotent Lie group such that 
its Lie algebra is the previous $g4. The right-invariant system of type (1) on G4 
corresponding to (10) is 
&,)-I *g(t) (k(t)) = -h wa1 - bz(t)az * (14) 
Let us solve it by the Wei-Norman method. We write the solution of (14) starting 
from the identity as the product of exponentials 
s(r) = exp(-ut(M) exp(--u2(t)u2) exp(-2)3(t)@ exp(-v4(t)u4) , (15) 
and using the expression of the adjoint representation of hg4, and its exponentiation, 
and applying then (5), we find the system 
Cl = h(t) , c2 = bz@), fi3 = b2W Ul 9 V4 = b20) ~1(u1/2 + uz), (16) 
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with initial conditions VI(O) = ~(0) = 113(o) = ~(0) = 0. The solution is easily 
found by quadratures: if we denote Bi (r) = & hi(s) ds, i = 1, 2, then 
t 
VW = h(t) 7 Q(t) = B2V) 1 u3w = 
s 
b2(~)&(s) ds . 
0 
2)4(t) = 
1 2 
?B’(s) + &(s)Bz(s) (17) 
Other orderings in the factorization (15) are possible, with similar results. 
Now, we can find the expressions of the action Cp of G4 on the configuration 
manifold W2 x S’ such that Xi be the infinitesimal generator associated to oi for each 
i E (1, . . . . 4}, and of the composition law of G4. We will use canonical coordinates 
of the second kind in G4 defined by g = exp(uul) exp(bu2)exp(cas)exp(du& and 
then, integrating and composing accordingly the flows of the vector fields X;, the 
action reads @ : G4 x (lR2 x S’) + R2 x S’, 
@((a, b, c, d), (x1, x2, 0)) = (xl -a, x2 -b, 
8 + ax; - bx; - 2(ub + c)x2 - 2cx, + ub2 - 2d), (18) 
and the composition law of G4 reads 
(a, b, c, d)(u’, b’, c’, d’) = (a + a’, b + b’, c + c’ - bu’, 
d + d’ - c(u’ + b’) + bu’(b + 2b’ + u’)/2). 
The neutral element is represented by (0, 0, 0, 0) in these coordinates. 
The general solution of (10) can be calculated by means of the solution of the 
Wei-Norman system (16) as 
@‘((--Ulr -u2, --u3, -u4), ho, X209 00)) = ho + Ulr x20 + u2, 
00 - vlx;O + v&O - 2(vlv2 - udx20 -k h3xlO - vlvi + h&d, 
where ur = 111(t), uz = 112(t), u3 = us(t) and LJ~ = ud(t) are given by (17), 
(x10, ~20, 00) E W2 x S’ are the initial conditions and @ is given by (18). 
We will show the way the previous reduction theorem applies to the control 
system (10). Several possibilities of reduction exist, as many as (nonequivalent) 
subgroups of G4. Specifically, we will show how the system (14) can be reduced 
to a control system of Brockett type plus a system on the real line, performing the 
reduction with respect to the center of G4. 
For a better illustration we parametrize now G4 by canonical coordinates of first 
kind defined by g = exp(ua1 + bu;! + tug + du4), being then the composition law 
(a, b, c, d)(u’, b’, c’, d’) = (a + a’, b + b’, c + c’ + (ub’ - bu’)/2, 
d + d’ + (UC’ - ~a’)/2 + (bc’ - cb’)/2 + (ub’ - bu’)(u - a’ + b - b’)/12). 
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Thus, the adjoint representation of the group reads 
1 0 0 0 
1 0 
Ad@, b, d) 
0 0 
c, = / . (19) 
-b a 1 0 
-$(a+b)-c z(a+b) -c a+b 1 
1 
If g(t) = (a(t), b(t), c(t), d(t)) is a curve in G4 expressed in the previous coor- 
dinates, we obtain 
&l*,(k) = 
c- ’ ;(bh-a&) 
;1-+b+b*+3c)h++*+.b-3c)t,+;(a+b)t 1. 
To perform the reduction we select the subgroup H to be the center of G4, 
which is generated by ~4. The relevant factorization is (a, b, c, d) = (a, b, c, 0) 
(0, 0, 0, d). Therefore, we can describe the homogeneous space M = G,JH by 
means of the projection 
t:G4--+G4/H, 
(a, b, c, 4 w (a, b, c) , 
associated to the previous factorization. We take coordinates (yr, ~2, y3) in M. 
Thus, the left action of G4 on such a homogeneous space reads 
0:G4xM-+M, 
((a, b, c, d), (~1, ~29 ~3)) M (~1 + a, ~2 + b, ~3 + c + (a~2 - bydb’) . 
The corresponding fundamental vector fields are 
which span the tangent space at each point of M and, in addition, satisfy the Lie 
brackets [Xr , Xr] = X& [Xr, X;] = X,H = 0 and [X,H, Xf] = XT = 0. 
Now, let the desired solution of (14) be factorized as the product 
g1(tM) = (n(t). Y*(f), Y3OL wo, 0, 0, d(t)) 9 
where gi(t) projects onto the solution r(gr(t)) = (yi(t), yz(t), yj(t)), with initial 
conditions (0, 0, 0), of the Lie system on the homogeneous space M associated 
to (14), 
jl = -h 0) 1 j2 = -+2(t), L3 = +(OYI - h@)y2). cw 
Then, we reduce the problem to a Lie system in the subgroup H for h(r) = 
(0, 0, 0, d(t)), with h(0) = e, i.e. d(0) = 0. The expression of this last system is 
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given by Theorem 1, i.e. 
. 
d = &yl + y2>@1~2 - b2y1) - 6~3@1 + b2)) 7 
which is a system on H Z R, solvable by one quadrature. The system (20) is 
of Brockett type [l] (indeed they are related by the simple change of coordinates 
x = -yl, y = -y2 and z = -2ys), and therefore we obtain two interesting results. 
Firstly, that solving a system of type (10) can be reduced to solving first a system 
of Brockett type and then to solving a Lie system in IR, which is immediate. 
Secondly, that the Brockett system can be regarded as a Lie system on H(3) 
written, moreover, in terms of canonical coordinates of ftrst kind of such a group. 
As an interesting open problem, it remains to investigate the interrelations the 
corresponding optimal control problems might have with respect to this reduction. 
4.2. Front-wheel driven kinematic car 
The front-wheel driven kinematic car has been considered by a number of au- 
thors, mainly with regard to the nonholonomic motion planning problem, and as 
such is made nilpotent by a state space feedback transformation [ 12-161. It is a 
simple model of a car with front and rear wheels. The distance between the rear 
and front axies is 1, which we will take as 1 for simplicity. 
The configuration of the car is determined by the Cartesian coordinates (x, y) 
of the rear wheels, the angle of the car body 8 with respect to the horizontal 
coordinate axis, and the steering front wheel angle r$ E I = (-n/2, n/2) relative 
to the car body. The configuration space is therefore W2 x S’ x I, with coordinates 
(x, y, 8, 4). The controls of the system are the velocity of the rear (or sometimes 
front) wheels and the turning speed of the front wheels. For a schematic picture 
of the system, see e.g. [14, 161. 
The control system for this model can be written as [14, 161 (compare with 
I129 Eq. (13.7)1) 
i=c1(t), j=ci(t)tane, $=c&), 8 = ci(t)tan4sec8. (21) 
Note that this system is defined for angles 0 with cos0 # 0. We therefore restrict 
8 E I as well. The solutions of (21) are the integral curves of the time-dependent 
vector field ci(t)Yi + cz(t)Y2, where 
Taking the Lie brackets 
Y3=[Y1, Y21= -secesec2&, Y4 = [Yi , Y3] = sec2 8 sec2 C# i , 
we see that {Yi, Y2, Y3, Y4} generate the full tangent space at points of the (re- 
stricted) configuration space lR2 x I x I, thus the system is controllable there. How- 
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ever, (21) is not a system of type (4), since the iterated Lie brackets 
v2, v2, . . .V2, Y~l~..ll or VI, WI, . ..[Yl. Y21...11 
generate at each step vector fields linearly independent from those obtained at the 
previous stage, therefore they do not close a finite-dimensional Lie algebra. 
Notwithstanding, it can be transformed into a nilpotent system of type (4). In 
[12, 14, 161 it is proposed the following state space feedback transformation (it 
seems that in [14, 161 there are some minor misprints, for their expressions do not 
do the work) 
cl(t) = h(f) 9 C20) = -3 sin2 4 sec2 8 sin 8 br (t) + cos3 8 cos2 C$ bz(t) , (23) 
and then the change of coordinates 
x1=x, x2 = sec38tan@, x3 =tan0, x4=y, (24) 
with inverse 
x = Xl )  Y = x4, 8 = arctanxg, 
d=-arcm((l+X;;)3,2)’ 
which transforms (21) into the control system in R4 with coordinates (xi, x2, x3, x4) 
given by 
Xl =hO), x2 = b20> f x3 = h(OX2 9 x4 = hG)X3 9 (25) 
where the control functions are now bi (t) and bz(t). In other words, we take the 
new input vector fields 
X1 = Yi -3sin2#sec28sin8 Y2, x2 = cos3 8 cos2 4 Y2 . 
The system (25) is usually said to be in chained form, see [14, 161. Let us 
show that it is a system of type (4). The new input vector fields read, in the 
coordinates (xl, x2, x3, x4), as 
Xl =$+X2$+X3-$, X2=-$. 
1 3 4 2 
(26) 
The Lie brackets 
x3 = [Xl, x21 = -$7 
3 
x4 = [Xl, x31 = $3 
4 
are linearly independent from Xi and X2, and {Xl, X2, X3, X4} generate the full 
tangent space at every point of the configuration space R4, so the system is control- 
lable. On the other hand, the same set closes on the nilpotent Lie algebra defined 
by the nonvanishing Lie brackets 
[xl, X21=X3, [Xl, x31 = x4 * (27) 
MOTION ON LIE GROUPS AND ITS APPLICATIONS IN CONTROL THEORY 169 
7Jris Lie algebra is isomorphic to a four-dimensional nilpotent Lie algebra, denoted by 
hg4, which is also a central extension of the Lie algebra hh(3) by W. Indeed, taking 
the basis {at, ~22, ag, (24) of t)g4 such that the nonvanishing defining relations are 
[al, a21 = a3 , bl, a31 = a4 9 (28) 
then the center bz of the algebra is generated by (Q}, and the factor Lie algebra 
hg4/bz is isomorphic to hh(3). However, this extension is not equivalent to the ex- 
tension appearing in the case of the planar rigid body with two oscillators, compare 
(28) with (13). 
We give now briefly some results concerning the solution of (25) by the Wei- 
Norman method and its reduction to a system of Brockett type plus a system in 
R. The calculations are similar to that of the previous subsection. 
Let G4 be the connected and simply connected nilpotent &ie group whose 
Lie algebra is cg4. The right-invariant system of type (1) on G4 coFsponding 
to (25) reads as (14) but where now g(t) is the solution curve in G4 starting 
from the identity, and {al, ~2, ~3, ~24) is the previous basis of t)g4. Writing g(t) = 
exp(-vlul) exp(-vzuz) exp(-usus) exp(-v4u4), the Wei-Norman method gives the 
system 
61 = h(t) 3 G2 = bz(t) 1 fi3 = b2O)Ul 7 
U: 
c4 = b20) -y 9 (29) 
with initial conditions IQ(O) = v2 ($I) = v3 (0) = ~(0) = 0, which is easily integrable 
by quadratures. The action Q, of G4 on lR4 corresponding to the infinitesimal gener- 
ators (Xi} reads, parametrizing g E G4 by g = exp(aal) exp(bU2) exp(CU3) eqWU4), 
a : G4 x IIt4 + R4, 
((U, b, C, a, (Xl, X2, X3, X4)) H Gl, z2, 2.3, X4), 
where 21 =X1-U, i2=X2-b, :3=X3-UX2+Ub+C and X4=X4-UX3+U2X2/2- 
u2b/2 - UC - d. The composition law reads 
(a, b, c, d)(u’, b’, c’, d’) = (a + a’, b + b’, c + c’ - bu’, d + d’ - cu’ + bu’2/2), 
the neutral element being represented by (0, 0, 0, 0). 
Thus, the general solution of (25) is 
a)((--w, --u2, -v3, -v4), (X10? x20, X30, X40)) = ho + Vl, X20 + v2, 
X30 + ul~zo+ u19 - v3, X40 + VlX30 + $x20/2 + u&2 - VlV3 + v4), 
where v1 = VI(~), v2 = v2(t), v3 = v3(t) and v4 = 114(t) are the solution of (29) 
and the initial conditions are (x10, XU), xxa, x.& E lR4. 
Due to the Lie algebra structure of hg4, by quotienting by the center, we can 
reduce the solution of the equation in the group G4 (and hence of (25)) to two 
other problems: one, a system in H(3) which is of Brockett type, and then we 
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have to integrate a system in R. Taking canonical coordinates of first kind, and 
following analogous steps to that of the previous subsection, we have to solve first 
(20) and then 
- &2tt)y;(I). 
which is integrable by one quadrature. 
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