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Працюючи з традиційними нейронними мережами, ми припускаємо що 
всі входи та виходи мережі не залежать один від одного. Але для багатьох задач 
це не є найкраща ідея. Наприклад, якщо необхідно передбачити наступне слово 
в послідовності, необхідно врахувати попередні слова. Для вирішення подібних 
задач використовують рекурентні нейронні мережі (далі РНМ). 
РНМ називаються рекурентними, бо вони виконують одну і ту ж 
операцію для кожного елемента послідовності, при цьому значення на виході 
залежать від попередніх обчислень [1]. На практиці ж РНМ використовують 
для пошуку рішень найрізноманітніших проблем, а не тільки в ситуаціях з 
послідовними даними. Автори поставили перед собою завдання розглянути 
якнайбільше можливих галузей застосування РНМ. 
В першу чергу, зроблено огляд використання РНМ для завдань обробки 
природних мов, а саме для моделювання мови та передбачення наступних слів в 
послідовності, аналізу тональності текстів, відповідання на запитання, 
машинного перекладу [2], розробки чат-ботів, визначення об’єктів тощо. 
Розглянуті можливі застосування РНМ для роботи з послідовними 
нетекстовими даними, зокрема для розпізнавання мовлення, генерації музики 
[3], класифікації відео та аналізу даних датчиків. Зазначено, що зв’язці зі 
згортковими нейронними мережами РНМ можуть бути використані для 
генерації опису зображень [1]. 
Також приділено увагу методам використання РНМ для обробки даних, 
що не представляють собою послідовності [4]. 
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