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1.1:  Production trends from Intel corporation with respect to the number of 
transistors per CPU (A) and minimum feature size of transistor 
components (B).  These trends were predicted by Intel cofounder Gordon 
Moore in 1965.  Moore’s law, as it has been coined, has persisted for over 
40 years.  Many scientists and engineers agree that Moore’s law will not 
continue forever.  Therefore, alternative materials for transistors that 
display novel quantum properties are of increasing interest in today’s 
research.  These materials will be geared to replace the aging silicon 
technology. (Figure from Ref. 4) 2 
1.2:  Graphene has been coined the “Mother of all Graphitic Forms”.16  Made 
up of a honeycomb lattice of sp
2
-bonded carbon atoms, graphene forms 
the basic building block of many technologically interesting graphitic 
forms.  Graphene can be rolled into a ball (fullerenes) or into a cylinder 
(carbon nanotubes); or graphene layers can be stacked (graphite).  
Electronically all these graphitic forms span the possible dimensions; 
fullerenes (0D), nanotubes (1D), graphene (2D), and graphite (3D). 
(Figure from Ref. 16) 4 
2.1:  Schematic drawing of a STM probe (red circles) close to a surface (blue 
circles).  When the probe/surface separation approaches ≈ 10 Å, electrons 
can quantum mechanically tunnel from the probe to the surface.  This 
effectively forms a tunnel junction resistor in the vacuum region, where 
the impedance (V/I) of the junction is dependent only on the probe/surface 
separation.  By varying the applied bias (V) or desired current (I), the 
impedance will change and so will the probe/surface separation.  Surface 
topography is conducted by holding the impedance fixed and rastering the 
probe laterally in the plane of the surface.  The measured probe height will 
yield information about the structural and electronic characteristics of the 
sample.  Spectroscopy is performed by holding the probe at a particular 
impedance (out of feedback), then measuring the current as the voltage is 
ramped.  Differential conductance curves, dI/dV vs. V, are obtained by 
lock-in detection of a small AC voltage modulation on top of the DC 
voltage bias.  This yields spectra of the differential conductance 
proportional to the local density of states of the sample. 11 
 x 
2.2:  STM topographies yield both structural and electronic information about 
the sample.  (A)  STM image (15 Å x 15 Å) showing the normal and 
expected atomic structure of graphene.  Away from abnormalities on the 
surface, most of the time the local charge density is centered on atoms at 
the surface (tunneling conditions are 0.4 V and 0.1 nA).  (B)  STM image 
(43 Å x 43 Å) showing the contributions to the topography from electronic 
origins (tunneling conditions are 0.3 V and 0.1 nA).  Single point defects 
(red arrows) cause scattering (see chapter 7) which give rise to electronic 
disturbances in the STM topographies on the order of 20 Å.   16 
2.3:  Different STM and STS measurement techniques.  (A) STM topography 
(125 Å x 125 Å) of 48 carbon monoxide molecules manipulated by the 
STM to form a square grid on a Cu(111) substrate (tunneling conditions 
are -330 mV and 5 nA).  (B)  Single STS (dI/dV vs. V) performed at the 
center of the CO grid, labeled with a red dot in A.  Tunneling conditions 
before STS are -0.5 V and 5 nA.  (C) dI/dV map (125 Å x 125 Å) at -330 
mV in open loop mode along with 5 other energies (marked by arrows in 
B).  Lock-in amplifier time constant of the open loop map is 10 ms and 
was performed over 12 hrs.  (D) dI/dV map (125 Å x 125 Å) at -330 mV 
in closed loop mode, energy labeled with blue arrow in B.  The closed 
loop map was performed in 2 hr. This image has less noise than the open 
loop map of C due to the longer lock-in amplifier time constant of 30 ms 
and lower tunneling impedance. 18 
2.4:  3D-computer-aided drawing of the NIST-LTSTM apparatus.  The drawing 
illustrates all the large external components of the LTSTM system, 
including the UHV chambers, the active vibration system, and the liquid 
He Dewar.  All of the different components are described in detail in the 
text. 24 
2.5:  3D-computer-aided cross sectional view of the LTSTM module.  The 
entire module can be lifted (via the STM translator) from a LHe 
environment to a room temperature environment.  Inside module is housed 
the tip and sample stage, which allows for full operation of the STM in the 
LHe cryostat.  Electrical contact is made in the cryostat by Cu spring 
loaded pins at the bottom of the module.  All of the different components 
of the module are described in detail in the text.   26 
 xi 
3.1:  Two different types of integer quantum Hall effect.  (A) Schematic plot of 
the Hall conductivity vs. carrier density.  Conventional 2DES (with no 
spin degeneracy) has plateaus in the Hall conductivity that correspond to 
integer values of 2e h  centered at a carrier density equal to integer values 
of the Landau level degeneracy, eB h .  (B) Single-layer graphene has 
plateaus in the Hall conductivity that correspond to half integer multiplies 
of 24 /e h , with the center shifted by one half of the Landau level 
degeneracy, 4 /eB h .  This new quantum Hall behavior is solely unique to 
single-layer graphene and is related to its novel electronic structure.  
Figures A & B are adapted from Ref. 111.  (C)  Schematic plot of the 
density of states versus energy for a 2DES, where the peak positions 
indicate Landau level location.  Landau levels for a conventional 2DES 
are equally displaced by values of eB m .  Color indicates whether the 
Landau level is populated by electrons (blue) or holes (red).  (D)  Landau 
level spacing for single-layer graphene has a characteristic spacing that is 
proportional to nB .  In addition, at zero energy there is a Landau level 
that is equally populated by both electrons and holes.  Figures C & D are 
adapted from Ref. 16.   35 
3.2:  Real and reciprocal space geometry of single-layer graphene.   (A)  The 
lattice structure of ideal single layer graphene is made up of two 
sublattices, A and B.  The unit cell (white diamond), enclosing these two 
atoms, is comprised of two hexagonal vectors 1a and 2a (gold arrows), with 
length 2.46 Å.  Nearest neighbor atoms are defined by three translation 
vectors
j
R (green arrows), with length 1.42 Å.  (B) Reciprocal lattice of 
single-layer graphene, defined by the vectors 1b and 2b  (red arrows).  Blue 
hexagon outlines the first Brillouin zone of graphene, where the points of 
high symmetry areΓ , K , and K . 40 
3.3:  Electronic structure of single-layer graphene.  (A)  Electron energy versus 
wavevector dispersion for an infinite graphene sheet, derived from the 
tight-binding formalism discussed in the text.  The plot shows the conical 
nature of graphene’s electronic bands close to the Dirac point (ED), where 
the electron and hole states meet.  Seen in the plot are the two inequivalent 
points, K and K , at the corners of the Brillouin zone (black hexagon).  
The other four corners are equivalent to either K or K .  (B)  Slice of the 
energy dispersion for an infinite graphene sheet along K Γ K . The 
pseudospin (arrow) points either parallel or anti-parallel to right moving 
(red circle) or left moving (blue circle) particles.  The pseudospin depends 
on whether the particle is in the electron band (below ED) or in the hole 
band (above ED) and whether the particle is in the K or K valley.   46 
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3.4:  Dependence of ribbon width and edge configuration on the electronic 
structure of graphene.  (A) Slice of the energy dispersion for a confined 
graphene ribbon with zigzag edges.  The confined geometry yields 
discrete energy levels for the valleys, indicated by orange arrows.  The 
pseudospins for the valleys are the same as the case for an infinite 
graphene ribbon.  Due to the zigzag edge configuration, there appears a 
single band near the Dirac point that has only one pseudospin represented.  
(B)  A graphene ribbon can have two different edge terminations, armchair 
or zigzag, where each configuration has profound effects on the electronic 
structure.   53 
3.5:  3D rendering of the lattice structure of bilayer graphene in a side view.  
Bilayer graphene is made up of two graphene planes stacked one on top of 
another.  The most common form of bilayer, Bernal stacking, involves the 
top-most graphene plane being rotated 180˚ with respect to the first.  This 
aligns the A atoms of the bottom layer with A´ atoms in the top layer.  In 
this configuration, there is a weak inter-layer coupling ( ≈ 0.4 eV) 
between the two graphene layers.
163,164
  This weak coupling breaks the 
sublattice symmetry of ideal graphene. 55 
3.6:  Electronic structure of bilayer graphene.  (A)  Energy vs. wavevector 
dispersion for Bernal stacked bilayer graphene with interlayer 
interaction 0.4eV .  The dispersion was derived from a simplified 
tight-binding formalism described in the text.  At low energy the bilayer 
bands (a total of four levels) are hyperbolic, while the single-layer remains 
linear.  (B)  Electronic dispersion for bilayer graphene when a potential 
difference ( ) is introduced between the layers.  Plotted here is the 
dispersion with 0.4eV .  This type of dispersion as been observed on 
bilayer epitaxial graphene, where charge transfer from the underneath 
substrate induces the potential difference between the layers. 58 
3.7:  Sublattice dependent LDOS for single-layer (A) and bilayer (B) graphene.  
For the single-layer case, when the sublattice symmetry is intact, the 
LDOS is the same at all energies for the A and B sublattices.  For the 
bilayer case, when the sublattice symmetry is broken, there is a reduction 
in the LDOS of the A sublattice as compared to the B sublattice.  This 
reduction arises from the interlayer coupling between the two layers, but 
only over the interval .  At energies above the sublattice symmetry is 
once again recovered.     61 
 xiii 
3.8:  Schematic of the 2D Brillouin zone (blue), constant energy contours 
(green) at the K  points, and the two dominant classes of scattering 
vectors that create interference patterns in graphene.  Scattering 
wavevectors 
1q (red) are seen to connect points on a single constant-
energy circle, and 
2q (red) connects points on constant-energy circles 
between adjacent K and K points.   64 
4.1:  Large scale RTSTM topography (1 μm x 1 μm) showing the surface 
morphology of the SiC (tunneling conditions are 1.0 V and 0.1 nA).  There 
are many triangular etched pits (red arrows) on the surface after annealing.  
The angle of the pits follows closely the preferred directions of the 
hexagonal SiC reconstruction.  In the center of the image is a large trench 
(blue outline), which is common when annealing the Si-face of the SiC.  
There are many smaller triangular pits in the trench as compared to the 
outside the trench. 68 
4.2:  RTSTM topographies reveal that some graphene grows from SiC step 
edges.  (A) 0.25 μm x 0.25 μm RTSTM topography shows that areas 
covered by graphene are smoother as compared to the regions of exposed 
SiC (tunneling conditions are 1.0 V and 0.1 nA).  Using the gradient-
enhancement (left side of A) reveals more information on the texture of 
the surface that is absent from the raw topography data (right side of A).  
(B)  Magnified RTSTM image of the area in (A) highlighted by the white 
box (tunneling conditions are 0.5 V 0.1 nA).  Three different regions are 
clearly resolved in this image: SiC reconstruction, single-layer graphene, 
and bilayer graphene. (Inset of B) High resolution image of the single-
layer graphene region of (B) clearly resolving the honeycomb lattice.  (C) 
300 Å x 150 Å RTSTM image of another single-layer graphene to SiC 
reconstruction step, (tunneling conditions are 2.0 V 0.1 nA).  As shown by 
the blue lines, separated by 120º, the graphene edges follow the directions 
of the SiC reconstruction. 69 
 xiv 
4.3:  RTSTM topographies reveal that graphene forms small nanoscale islands, 
and that armchair edges are preferred.  (A) 1000 Å x 1000 Å RTSTM 
topography showing a small graphene island (white protrusion) 
surrounded by SiC reconstruction (tunneling conditions are 0.5 V and 0.1 
nA).  (B) Higher resolution RTSTM image (200 Å x 200 Å) of the same 
graphene island (tunneling conditions are 0.5 V and 0.1 nA).  This 
particular island has 6 sides all separated by 120º as shown by the blue 
lines, again the same directions of the SiC reconstruction.  (C) A line 
profile shows that the island of (B) is about 110 Å wide at the center.  (D) 
Atomic-resolved RTSTM image (25 Å x 25 Å) showing the lattice 
structure of the island (tunneling conditions are 0.3 V and 0.1 nA).  
Overlaid on this image are the two lowest energy edge configurations: 
zigzag (yellow line) or armchair (blue lines).  Armchair and zigzag edges 
are separated by 30º.  Since the island has edges 120º apart, the island is 
solely made up of either zigzag or armchair edges.  As one can see the 
blue lines accurately show the directions of the island edges, meaning the 
island is entirely made up of armchair edges. 71 
4.4:  RTSTS shows differences between the graphene island and graphene 
terraces.  (A) 0.25 μm x 0.25 μm gradient enhanced RTSTM topography 
(tunneling conditions are 1.0 V and 0.1 nA) showing a graphene island 
(black square) and a graphene terrace (red arrow).  (B) Atomic resolution 
(100 Å x 100 Å) RTSTM clearly shows the graphene lattice structure of 
the terrace seen in A (tunneling conditions are 0.3 V and 0.1 nA).  (C) 
RTSTM topography (100 Å x 87 Å) of the triangular graphene island in A 
(tunneling conditions are 0.3 V and 0.1 nA).  From atomic resolved STM 
images (not shown), this triangular island is solely made up of armchair 
edges.  (D)  Spatially-averaged RTSTS taken from the graphene island of 
C (black curve) and the graphene terrace of B (red curve). The conditions 
for the RTSTS are 0.3 V and 0.1 nA.  From the plot, it is clear that the 
LDOS of the graphene island is different than on the graphene terraces.  
The local minimum observed on the terrace STS (indicated by the red 
arrow) is believed to be the location of the Dirac point.  If there were 
quantum confinement effects at play in the graphene island, an energy gap 
over the range of Δ would be present.  No such gap feature is seen in the 
dI/dV over this range.  (E) A schematic for a graphene island made up of 
only armchair edges with three unit cells per side.  A procedure for 
counting the number of carbon atoms in a large island is discussed in the 
text. 74 
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4.5:  Differences in RTSTS between a graphene island and SiC reconstruction.  
(A) 150 Å x 150 Å RTSTM topography (tunneling conditions are 0.3 V 
and 0.1 nA) showing another triangular graphene island.  This graphene 
island is again made up armchair edges.  (B) Spatially-averaged RTSTS 
from the center of the graphene island in A (red curve) and SiC 
reconstruction from the bottom right area of A (black curve).  The two 
spectra are strikingly similar (deviating at high bias).  A possible 
interpretation of the similarities is proposed in the text. The conditions for 
the RTSTS are 0.3 V and 0.1 nA. 76 
4.6:  RTSTM reveals the morphology of the SiC reconstruction. (A) 300 Å x 
300 Å RTSTM image showing the quasi-ordered SiC-6√3 reconstruction 
(tunneling conditions are 0.5 V and 0.1 nA).  (B) Higher resolution 
RTSTM topography of the boxed region in A.  Seen in this image are the 
two predominate features of the SiC reconstruction, tetramers and 
hexagon.  (C) Schematic geometry of possible Si adatom features 
consisting of one tetramer and hexagon.  The gold atoms represent the Si 
atoms in the SiC(0001)-1x1 substrate.  The tetramers fall on the 
SiC(0001)-1 x 1 lattice, while the hexagons fall on the SiC(0001)-√3 x √3 
lattice.    78 
4.7:  High resolution LTSTM image showing the registry of the hexagons of 
the SiC reconstruction with the different √3 x √3 sublattices (tunneling 
conditions are 1.0 V and 0.1 nA). Three hexagons are observed to lie on 
the three different SiC(0001)-√3 x √3 sublattices, denoted by the three 
different colors. Tetramer features (yellow triangles) are what allow 
hexagons to switch to different √3 x √3 sublattices.  Equal occupation of 
all three √3 x √3 sublattices helps explain the complicated 6√3 patterns in 
diffraction studies. 80 
5.1:  Hydrogen is used to successfully passivate the dangling bonds of the SiC 
reconstruction (A) RTSTM (200 Å x 200 Å) image of the surface 
following exposure to hydrogen (tunneling conditions are 2.0 V and 0.1 
nA).  This image clearly shows that the once quasi-order SiC-6√3 now 
looks amorphous and disordered.  The SiC-6√3 underneath the graphene 
appears unchanged by the hydrogen exposure.  (B) RTSTS measured over 
the H-SiC regions and graphene regions of A (spectra servo conditions are 
1V and 0.1 nA).  RTSTS from clean SiC before hydrogen exposure is 
shown for reference.  The hydrogen exposure causes a large energy gap (≈ 
1.5 V) to open up in the LDOS over regions of H-SiC.  We believe this 
gap arises from the successful passivation of the SiC-6√3 dangling bonds. 85 
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5.2:  Temperature dependence of the hydrogen passivation.  We performed the 
hydrogen exposure at four different sample temperatures: (A) 200 °C, (B) 
377 °C, (C) 600 °C, and (D) 800 °C.  RTSTM images (held at a fixed 
tunneling current of 0.1 nA) were performed with conditions: (A & B) 300 
Å x 300 Å at -2.5 V and 2.0 V, respectively, (C & D) 400 Å x 400 Å at 1 
V.  SiC regions (lower regions in A & B) appear passivated for 
temperatures below 600 °C.  At temperatures above 600 °C, the SiC 
(lower regions in C & D) appears quasi-ordered once again.  This 
temperature dependence offers insight into the chemical composition of 
the SiC-6√3, and suggests that the dangling bonds originate from silicon 
atoms. 86 
5.3:  Hydrogen adsorption to single-layer graphene (A) RTSTM image (200 Å 
x 200 Å) of six different hydrogen pairs highlighted with red circles 
(tunneling conditions are -1.5 V and 0.1 nA). The bright contrast of the 
hydrogen might arise from either a structural height difference or a 
charging of the hydrogen.  (B) The same area imaged at different 
tunneling conditions (-1.0 V and 0.1 nA ) reveals a dramatic LDOS 
change in the area around adsorbed hydrogen dimers (highlighted with a 
yellow outline).  This indicates that the hydrogen changes the electronic 
structure of the single-layer graphene. 90 
5.4:  Hydrogen dimer formation on graphene.  (A) Schematic drawing of the 
two most favorable adsorption sites for hydrogen dimers on graphene.  
The hydrogen dimers can form across a graphene honeycomb (i) or 
nearest neighbor sites (ii).  (B) RTSTM (50 Å x 50 Å) image showing a 
hydrogen dimer (tunneling conditions are 1 V and 0.1 nA), yellow arrows 
indicate the two distinct lobes of the hydrogen dimer.  (C) High resolution 
RTSTM image (25 Å x 25 Å) indicate that this hydrogen dimer is of the 
type I variety.  The graphene lattice is included to help determine the 
bonding configuration (tunneling conditions are 0.5 V and 0.1 nA).  (D) 
Single-STS spectrum performed on the top hydrogen atom of the dimer in 
C and compared with spectrum performed on bare graphene roughly 1 nm 
away from the dimer (spectra conditions are 0.5 V and 0.1 nA).  It is clear 
from the plot that the dI/dV over the hydrogen atom has a larger LDOS as 
compared to the bare-graphene at higher negative energy, which is 
consistent with the contrast change of the STM images of Fig. 5.3. 91 
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6.1:  (A) LTSTM topographic image (200 Å x 200 Å) of the first layer of 
epitaxial graphene (tunneling conditions are 400 mV and 50 pA).  The 
image shows a combination of SiC interface features along with the 
graphene lattice due to the transparency of the graphene.  Parts B-D show 
magnified views of the image of A.  (B) The honeycomb graphene lattice 
structure is clearly imaged surrounded by SiC interface features.  The 
interface features can be put into one of two categories either tetramers or 
hexagons.  (C)  Tetramer feature is highlighted by three red spheres 
(bottoms orbitals) and one blue sphere (top orbital).  Typically, orbitals 
that surround tetramers fall on the SiC √3 sublattice (yellow spheres).  (D) 
Hexagon feature is highlighted by six yellow spheres to indicate that it 
also falls on a SiC √3 sublattice.  Both of these features were introduced in 
Chapter 4 as part of the SiC substrate reconstruction. 96 
6.2:  Bias-dependent LTSTM topographic images show the progression from 
imaging the SiC interface structure at high bias to imaging the graphene 
overlayer at low bias.  The tunneling current is fixed at 100 pA, and the 
bias voltages are (A) 1.0 V, (B) 0.5 V, (C) 0.25 V, (D) -1.0 V, (E) -0.5 V, 
and (F) -0.25 V.  Red arrows indicate that different features (tetramers in 
A and trimers in E) are imaged at the same surface location, dependent on 
bias voltage.  In addition, we have found that the interfacial reconstruction 
influences the morphology of the graphene.  Tetramers locations (red 
arrows) correspond to protrusions in the graphene, while hexagons 
locations (yellow circle) correspond to depressions in the graphene. 97 
6.3:  Iso-wave-function contours for a 5 x 5 SiC periodic cell with a Si tetramer 
and neighboring Si adatom underneath a graphene layer.  The states are 
summed over energy windows of (A) roughly -0.8 to -0.1 eV below EF, 
(B) within ≈ 0.1 eV of EF, and (C) about 0.1-0.8 eV above EF.  The color 
scheme denotes the phase of the orbital.  (D) Top-down view of the 5 x 5 
cell (repeated for ease of viewing) with a tetramer and neighboring adatom 
at the interface displayed in red. (E) Slice of the total charge density above 
the graphene layer with carbon atomic sites indicated.  Here, red indicates 
regions of highest charge density, and blue corresponds to lowest charge 
density. 99 
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6.4:  LTSTS spectra taken over interface states show large resonance peaks in 
the dI/dV. (A) 100 Å x 100 Å STM topography displaying the graphene 
lattice imaged alongside the interface states (tunneling conditions are 300 
mV and 30 pA).  (B) dI/dV map at -300 mV performed in the area of A.  
There are many trimer features in the dI/dV map pointed out by the yellow 
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tetramers, even though the tetramers are not imaged in A.  (C)  Spatially-
averaged STS spectra taken from the dI/dV map in B.  STS spectra from 
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The peaks are very large compared to the signal from an averaged dI/dV 
over the entire region of B, shown as the black curve.  (D) High-resolution 
spatially-averaged dI/dV over the area of A (tunneling conditions are 300 
mV and 60 pA).  It is clear from the plot that there is a reduction in signal 
over the range of ± 50 meV.  This reduction in the LDOS of graphene is 
commonly referred to as a pseudogap, and arises from excitation of a 
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6.5:  LTSTS of regions of SiC show a gap centered on the Fermi energy.  (A) 
500 Å x 200 Å STM topography displaying a patch of exposed SiC 
reconstruction surrounded on either side by graphene (tunneling 
conditions are 0.6 V and 0.1 nA). (B) Spatially-averaged dI/dV spectra 
taken on the regions of SiC (blue curve) and the left and right graphene 
regions, (red and black curve, respectively).   104 
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scattering of electron states. (A) 300 Å x 158 Å LTSTM topography at a 
tunneling bias and current of 0.3 V and 0.1 nA, respectively.  This 3.1 Å 
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the transmission of the interface states through the single-layer graphene, 
discussed earlier in this chapter. 106 
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6.7:  STM-measured apparent height differences between graphene basis atoms 
show Bernal stacking in bilayer epitaxial graphene.  (A-C) 15 Å x 15 Å 
STM topographs of the same area at a constant current of  0.1 nA and 
tunneling bias of (A) 0.1 V, (B) 0.3 V and (C) 0.4 V.  A schematic of a 
graphene lattice, showing approximate atomic positions, is overlaid on 
each image.  Atoms on the B sublattice are shown in red and atoms on the 
A sublattice are shown in black.  (D) Plot of the apparent height difference 
between atoms on the B and A sublattices.  Experimental heights (black 
squares) were averaged from multiple line scans across several unit cells 
of the image A-C.  Additional data at other biases (blue circles) are 
measured from another area of the sample with a different probe tip.  
These relative heights are plotted alongside the data from A-C for 
consistency and reproducibility.  The data is compared with the calculated 
height difference (red line), obtained using independently measured 
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underneath bilayer epitaxial graphene on SiC.  (A) 1000 Å x 1000 Å STM 
topograph at tunneling conditions 0.4 V and 0.1 nA.  Yellow arrows are 
drawn to indicate surface steps (labeled a) and tubular mounds (labeled b).  
The tubular mounds may be the initial formation of carbon nanotubes.  (B) 
500 Å x 500 Å STM topograph at a tunneling conditions 0.3 V and 0.1 
nA.  Indicated in this image are round mounds of possibly accumulated 
interface adatoms (labeled c) and the SiC interface reconstruction (height 
modulations seen in the white box).   113 
7.2:  STM topographic images of defects in the bilayer epitaxial graphene 
sample.  (A) 250 Å x 250 Å STM topograph showing a variety atomic-
scale defects (tunneling conditions are 300 mV and 100 pA).  Parts B-E 
are higher magnification images from the color-coded boxed regions in A.  
(B & C) Type I defects arise from the SiC substrate roughness such as (B) 
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topograph and (B-E) simultaneously-acquired spectroscopic dI/dV maps 
performed in open-loop mode.  Type I defects (round mounds) are labeled 
with red arrows and type II with white arrows.  Sample biases are: (B) -90 
mV, (C) -60 mV, (D) -30 mV, and (E) 30 mV. I = 500 pA, V = 100 mV, 
AC modulation ∆V = 1 mVRMS.  It is clear from the dI/dV maps that type 
II defects cause the largest perturbation to the local density of states of the 
graphene.  The presence of these defects causes a standing wave pattern in 
the electronic states, which changes wavelength with respect to energy. 116 
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7.4:  100 Å x 100 Å STM topography of  bilayer epitaxial graphene (A), and 
simultaneous open-loop dI/dV maps at sample bias voltages of (B) -
31mV, (C) -13 mV, (D) 1.0 mV, and (E) 21 mV.  The type II scattering 
centers lie outside the image region (see lower left corner of A).  (F-I) 
dI/dV (color scale) versus sample bias (horizontal axis) and distance 
(vertical axis) along corresponding red lines in (B to E).  The blue-white-
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line-averaged dI/dV spectra obtained from regions marked by red lines in 
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dI/dV spectra correlate with maxima in the long-wavelength modulation 
of the 3x 3  interference pattern.  Blue arrows indicate the bias (energy) 
position of the corresponding conductance images in (B to E).  I = 500 pA, 
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7.5:  (A) Schematic of the 2D Brillouin zone (blue), constant energy contours 
(green) at the  K  points, and the two dominant classes of scattering 
vectors that create the interference patterns.  Scattering wavevectors 
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K and K points.  (B) q -space map of scattering amplitudes, obtained 
from the Fourier transform power spectrum of the dI/dV map in Fig. 7.3D.  
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7.6:  ARPES data taken from Zhou et al.
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  performed on bilayer epitaxial 
graphene prepared similarly to that studied in this work.  The dispersion 
from the ARPES shows the band structure predicted in chapter 3 for 
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angle-averaged radii of the scattering rings at K points as shown in (C), 
and are plotted with the bilayer values (red squares and blue triangles) 
from Fig. 7.5D.  The dashed line is a linear fit to the bilayer data. 123 
7.8:  (A) Histograms of conductance values for the data set in Fig. 7.3 at 
selected values of the sample bias.  The method for determining the 
minimum value of conductance is shown by the intersection of the two 
lines.  Curves are offset for clarity.  (B) Corresponding conductance 
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function of sample bias. 125 
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SUMMARY 
Graphene, a honeycomb lattice of sp
2
-bonded carbon atoms, has received 
considerable attention in the scientific community due to its unique mechanical and 
electronic properties.  Distinct symmetries of the graphene wave functions lead to 
unusual quantum properties, such as a unique half-integer quantum Hall effect and weak 
antilocalization.  As an added consequence of these symmetries, back-scattering in 
graphene is strongly prohibited leading to long coherence lengths of carriers.  These 
charge carriers at low energy exhibit linear energy-momentum dispersion, much like 
neutrinos.  Thus carriers in graphene can be described as massless Dirac fermions.  
Graphene grown epitaxially on semiconducting substrates offers the possibility of large-
scale production and deterministic patterning of graphene for nanoelectronics. 
In this work, epitaxial graphene is created on silicon carbide wafers by annealing 
in vacuum.  Sequential scanning tunneling microscopy (STM) and spectroscopy (STS) 
are performed in ultrahigh vacuum at a temperature of 4.2 K and 300 K.  These atomic-
scale studies address the growth, interfacial properties, stacking order, and quasiparticle 
coherence in epitaxial graphene.  STM topographic images show the atomic structure of 
successive graphene layers on the SiC substrate, as well as the character of defects and 
adatoms within and below the graphene plane.  STS differential conductance (dI/dV) 
spectra, acquired at each point in a topographic image, provide spatially and energy 
resolved maps of the local density of states, an important quantity for any electronic 
material.  Such maps clearly show that scattering from atomic defects in graphene gives 
rise to energy-dependent standing wave patterns.  We derive the carrier energy dispersion 
of epitaxial graphene from these data sets by quantifying the dominant wave vectors of 
the standing waves for each tunneling bias.   
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CHAPTER 1 
INTRODUCTION 
“Carbon has this genius of making a chemically stable two-dimensional, one-atom-
thick membrane in a three-dimensional world.  And that, I believe, is going to be 
very important in the future of chemistry and technology in general.”  
 
-Richard E. Smalley, Nobel Prize address
1
 
  
1.1 The Big Picture 
 A key benchmark of the modern computer industry’s performance is the empirical 
“Moore’s law”, formulated by Gordon Moore in 1965.2  Moore predicted that the number 
of transistors inexpensively placed on a central processing unit (CPU), the brain of 
today’s computers, would increase exponentially every year.3  This trend is most readily 
seen in the transistor count of Intel Corporation CPUs from the last 30 years (Fig. 1.1A).
4
  
In essence, the accuracy of Moore’s law is fueled by the miniaturization in size of 
transistor components.  Figure 1.1B shows that the minimum feature size of transistor 
elements and interconnects has experienced an exponential decrease over the past 30 
years.
4
  However, it is widely felt that the current miniaturization cannot continue 
forever.
5,6
  At some point the discreteness of matter itself will force a halt to Moore’s 
law.
7
 
 In the near future, the small distances between transistors will result in parasitic 
resistances and capacitances that will be detrimental to the performance of any CPU.
8
  
This inevitable failure of Moore’s law has prompted the semiconductor industry to 
investigate alternative non-silicon based materials for transistors and interconnects.
9
  The 
limitations of modern-day semiconductor technology stem from a sole dependence of 
computational variables based on electron charge, which is intimately connected to the 
parasitic effects mentioned above.
8
  Research advancements in new materials with novel 
quantum properties has been driving the field of nanotechnology.
10,11
  Recently, inherent 
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Figure 1.1  
  Production trends from Intel corporation with respect to the number of transistors 
per CPU (A) and minimum feature size of transistor components (B).  These trends were 
predicted by Intel cofounder Gordon Moore in 1965.  Moore’s law, as it has been coined, 
has persisted for over 40 years.  Many scientists and engineers agree that Moore’s law 
will not continue forever.  Therefore, alternative materials for transistors that display 
novel quantum properties are of increasing interest in today’s research.  These materials 
will be geared to replace the aging silicon technology. (Figure from Ref. 4) 
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quantum properties of electrons have been used as additional computational variables in 
novel scientific research.  One such quantum property is the electron’s spin, which has 
given rise to the growing field of “spintronics”.12  Another promising candidate for 
device applications is a material based on graphitic carbon.  Graphitic carbon, such as 
carbon nanotubes and graphene, have similar transport properties to silicon-based 
devices, but also have many unique quantum properties.
13
  This may prove to be 
advantageous for future nanoelectronic devices and allow for potential substitution of 
carbon for silicon in modern-day electronics.   
1.2 Interest in Graphitic Systems 
 In current scientific research, graphitic systems amass a tremendous amount of 
attention.
14
  At the turn of the last century, the main three graphitic systems of interest 
were bulk graphite, carbon fullerenes, and carbon nanotubes (but many more existed).
15
  
The basic building block of all these forms is a two dimensional layer of sp
2
-bonded 
carbon atoms, commonly known as graphene (Fig. 1.2).
16
  Though three dimensional in 
physical structure, these four graphitic materials span all the possible electronic 
dimensions, from the zero dimensional fullerenes to 3D graphite.
16
  Although carbon 
fullerenes, carbon nanotubes, and graphite have been characterized for decades, the 
isolation and study of graphene has proved more challenging and elusive.
17
  It was only  
in 2004 that for the first time graphene was experimentally isolated on an insulating 
substrate.
18
  In this chapter, I will highlight some of properties of these graphitic systems.  
This will lay the ground work to help explain the present interest of graphene. 
1.2.1 Graphite 
Graphite (stacked graphene layers) is the most stable form of carbon, and creates 
the stiffest known material.
14
  Carbon has four valence electron orbitals, 2s, 2px, 2py and 
2pz.  In sp
2
-bonding, the 2s, 2px, and 2py form in-plane hybridized orbitals, while the  
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Figure 1.2 
Graphene has been coined the “Mother of all Graphitic Forms”.16  Made up of a 
honeycomb lattice of sp
2
-bonded carbon atoms, graphene forms the basic building block 
of many technologically interesting graphitic forms.  Graphene can be rolled into a ball 
(fullerenes) or into a cylinder (carbon nanotubes); or graphene layers can be stacked 
(graphite).  Electronically all these graphitic forms span the possible dimensions; 
fullerenes (0D), nanotubes (1D), graphene (2D), and graphite (3D). (Figure from Ref. 16) 
 
2pz orbital points out-of plane and is not hybridized.
19
  The extreme stiffness of graphite 
(in-plane) is related to absence of structural defects and the sp
2
-hybridization of the 
valence electrons.
20
  On the other hand, the out-of-plane coupling between carbon atoms 
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is considerably weaker than in-plane coupling.  This manifests in graphite being a 
particularly effective lubricant and writing material.
21
  The electronic properties of 
graphite are mediated by the weakly bound 2pz orbital electrons, which gives rise to some 
of the excitement about these graphitic systems (elaborated more below).
1
  These 
electronic properties of graphite are transferred into the low-dimensional structural 
configurations of graphite.
14
  The most technologically relevant graphitic configurations 
are carbon fullerenes, carbon nanotubes, and graphene. 
1.2.2 Carbon Fullerenes 
A carbon fullerene (short for a buckminsterfullerene) is a caged, spheroidal 
molecule comprised entirely of carbon atoms.
22
  The most common form of carbon 
fullerene is made of 60 carbon atoms (C60) forming a truncated icosahedron (closely 
resembling a soccer ball) with 20 hexagonal faces and 12 pentagonal faces.
23
  The initial 
production of C60 involved irradiating graphite with a focused pulsed laser under high-
pressure helium flow.
23
  To measure many of the chemical and physical properties of C60, 
high-yield production methods were developed based on producing graphite soot from 
high voltage arcing of graphite rods (a process later used to discover carbon nanotubes).
24
 
The structure and stability of the C60 was postulated well before its initial 
scientific discovery.
25
  However, the real achievement of the experimental discovery of 
C60 was the realization that carbon self-assembles into stable clusters, such as enclosed 
cages and tubes.
1
  Due to the scientific impact of this achievement, the 1996 Nobel prize 
in chemistry was awarded to the fathers of the C60 molecule: Smalley, Kroto, and Curl.  
Despite the Nobel Prize, device applications in science and industry based on fullerenes 
have been lacking due to difficulties in processing C60.
26
  However, one cousin of 
fullerenes, carbon nanotubes, offers a possible path for device applications based on 
graphitic carbon.
27
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1.2.3 Carbon Nanotubes 
 A carbon nanotube (CNT) is essentially a graphene sheet rolled up into a cylinder.  
CNT can sometimes contain one graphene sheet (single-walled CNT) or more than one 
graphene sheet (multiwalled CNT).
19
  CNTs were initially discovered using a similar 
method used in the production fullerene (arcing of graphite rods).
28,29
  A more common 
approach for making CNT involves using metal impurities (such as Ni or Co) in the 
fullerene growth process.
30,31
  While a single sheet of graphene is characterized as a zero 
band gap semiconductor, the electronic properties of CNT are strongly dependent on the 
helicity (how the tubes are wrapped).
32-35
  The helicity determines whether a CNT is 
metallic (no energy gap) or semiconducting (varying sizes of energy band gaps).
36,37
  
Each type of CNT has their own unique role for device applications.
27
 
 Metallic nanotubes have been regarded as exceptional quantum wires,
38
 with 
measured current densities far larger than other metallic or superconducting wires.
39
  In 
addition, they behave as ballistic conductors, where charge carriers experience little heat 
dissipation due to lack of scattering.
39,40
  In contrast to metallic nanotubes, the 
semiconducting CNT are poor electrical wires due to non-ohmic electrical response.  
However, these tubes can be used as effective transistors at room temperature, similar to 
silicon devices in the semiconductor industry.
41,42
  Connected three terminal 
semiconducting CNT transistors have been successfully fabricated, and have performed 
basic logical functions.
43,44
  It has been proposed that the ultimate device would be 
comprised entirely of CNTs, where semiconducting CNT transistors would have metallic 
CNT interconnects.
45
  The major problem with using CNTs for mass production circuitry 
involves the difficulty to accurately place a desired CNT in a specific location.  This 
equates to making large-scale device production very difficult, if not impossible, which 
has stalled the use of CNTs in large scale nanoscale device applications.
46
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1.2.4 Graphene 
 Recently, the isolation and characterization of single sheets of graphene has 
opened a new door for the future carbon-based nanoelectronics.
13,47
  Graphene shares 
many of the same novel electronic properties of CNTs.  Theory shows that graphene 
sheets have electrical behavior (either metallic or semiconducting) that depends on how 
the edges of the sheet are terminated.
48,49
  This property is very similar to the dependence 
of CNT on the helicity.  It is proposed that a single graphene sheet can make a series of 
nanoscale devices just by lithographically cutting the edges.
16
  However, this level of 
control over the graphene edges has not been experimentally tested.   
 In addition, graphene flakes produced via mechanical
50
 or chemical
51
 exfoliation 
encounter the same placement problem that has plagued CNT devices.  Single graphene 
flakes have to be found with a Hunt-and-Peck method via an optical microscopy.  In 
contrast, graphene grown on a substrate (epitaxial graphene) offers a viable solution for 
integrating graphene on wafer length scales.
52
  However, many questions have been 
raised about the microscopic properties of epitaxial graphene.  In particular, the 
correlation between macroscopic transport characteristics and microscopic structural and 
electronic properties has yet to be addressed in literature; this will be the main theme of 
this thesis. 
1.3 Structure of this Work 
   In this work, scanning tunneling microscopy (STM) and scanning tunneling 
spectroscopy (STS) are used to investigate microscopic properties of graphene grown on 
SiC(0001) substrate, known as epitaxial graphene, and how these properties relate to 
macroscopic transport phenomena.  Experimental procedures will be addressed in 
Chapter 2.  A casual reader not interested in the experimental details of the sequential 
experiments performed in this work can omit this chapter for a quicker reading.  For 
those of us not faint at heart, I start by introducing STM and STS with a brief historical 
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review.  I describe different types of STM measurement processes and how they are 
performed, as well as the two STM apparatuses that I have used for this work.  Finally, I 
discuss how we prepared our STM probe tips and graphene samples. 
 A detailed introduction to graphene will be given in Chapter 3.  I will review 
some of the many pioneering works performed on the graphene system, which sparked 
the interest graphene has received in the scientific community.  In later sections, I explain 
the electronic and structural properties of graphene and multilayer graphene and 
introduce graphene grown on a SiC substrate. 
 Discussion will then turn to the initial stages of graphene growth on SiC in 
Chapter 4.  In particular, I show how graphene films grow by nucleating at step edges and 
forming graphene islands.  In addition, I will illustrate how epitaxial graphene prefers 
armchair edges and follows the directions of the SiC reconstruction.  I investigate the 
difference in the spectroscopy between the graphene terraces, graphene islands, and the 
SiC reconstruction.  The composition of the 6H-SiC(0001)-6√3 x 6√3R30° reconstruction 
is also discussed due to this structure’s importance for the morphology and electronic 
properties of epitaxial graphene.  
 In Chapter 5, I introduce why hydrogen annealing of devices is a useful 
processing step in the semiconductor industry.  The role hydrogen plays in passivating 
the dangling bonds of the 6H-SiC(0001)-6√3 x 6√3R30°reconstruction is very important 
for our work.  The reason why hydrogen does not passivate the dangling bonds between 
the graphene and the SiC is investigated.  In addition, hydrogen adsorption on single-
layer epitaxial graphene and its electronic effect on the graphene are addressed.   
 LTSTM characteristics of single-layer graphene, graphene/SiC interfacial region 
and bilayer epitaxial graphene will be discussed in Chapter 6.  We have found that the 
first layer of graphene becomes transparent to tunneling electrons at bias voltages larger 
than 1 V.  The interface structure is observed underneath thin graphene layers at high bias 
voltages and its relation to the substrate reconstruction.  Following these experimental 
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observations, I describe electronic structure calculations that provide additional insight 
into the phenomena giving rise to our STM images.  I will also discuss spectroscopic 
measurements performed on regions of graphene with interface states, in particular the 
large localized states observed in the spectrum over these regions.  Spectra taken from 
regions with graphene and SiC reconstruction are then compared, and interpretations of 
the differences are offered.   
 The remaining parts of the chapter will discuss the structure and electronic 
properties of bilayer epitaxial graphene.  In this section I show how multilayer epitaxial 
graphene follows the contours of the surface, in particular atomic steps separating 
adjoining terraces.  Bias-dependent STM images of bilayer graphene are consistent with 
Bernal ABAB stacking, as found in the most common form of graphite.  Using a simple 
model combining the bilayer density of states and a STM tunneling model, I calculate 
height differences between the two different carbon sublattices. 
 Chapter 7 deals with the role defects play on the electronic properties of epitaxial 
graphene.  I describe the different types of defects that commonly appear on the surface 
and show how lattice defects, as opposed to interfacial defects, cause increased scattering 
of charge carriers in graphene.  I find via high resolution differential conductance maps 
that the lattice defects induce electron standing wave patterns.  Using Fourier transform 
analysis I extract an ( )E dispersion from the standing wave patterns for both single and 
bilayer epitaxial graphene.  I conclude with a discussion of how the standing wave 
patterns are related to localization.  The final chapter (Chapter 8) recapitulates the thesis 
with specific conclusions based on the findings from previous chapters.  
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CHAPTER 2 
EXPERIMENTAL PROCEDURES 
2.1 Introduction to STM 
Since the early 1980’s, scanning tunneling microscopy (STM) has been used as a 
powerful technique in the field of surface science.
53
  STM is able to explore the electronic 
characteristics of atoms on surfaces with ultimate mechanical precision (on the scale of 
picometers).
54
  In 1986, the Nobel prize in physics was awarded to the inventors of the 
STM (Gerd Binnig and Heinrich Rohrer), cementing its importance in the field of 
scientific research.
54
  The invention of the STM has opened the door for many other 
scanning probe techniques, such as atomic force microscopy (AFM), magnetic force 
microscopy, and others.
55
  STM is used extensively today, unearthing novel structural 
and electronic properties on the atomic scale.    
STM works by bringing a sharp metal probe with a small radius (≈ 100 Å) close 
to a conducting  surface (≈ 10 Å) that one wishes to characterize (Fig. 2.1).56  When a 
voltage difference is applied between the tip and the sample, electrons can quantum 
mechanically tunnel through vacuum barrier from the STM probe tip into the sample 
(shown schematically as a resistor of Fig. 2.1).  The tunneling process can be reversed 
when the polarity of the bias is inverted and electrons can tunnel from the sample into the 
tip.  The tunneling mechanism is well covered in undergraduate textbooks on quantum 
mechanics and will not be discussed here.
57
  A more general approach (more relevant for 
STM research) to vacuum tunneling from two electrodes was proposed by Bardeen.
58
  
Even though the STM probe tip has a large radius, the ability to image individual atoms 
is possible.
56
  The STM tunneling current, the amount of electrons flowing across the 
tunneling barrier, is strongly dependent on the separation between probe tip and the 
surface.
59
  For every 0.1 nm of distance the probe tip is away from the sample, the 
tunneling current decreases approximately by an order of magnitude.
59
  Therefore, the  
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Figure 2.1 
Schematic drawing of a STM probe (red circles) close to a surface (blue circles).  
When the probe/surface separation approaches ≈ 10 Å, electrons can quantum 
mechanically tunnel from the probe to the surface.  This effectively forms a tunnel 
junction resistor in the vacuum region, where the impedance (V/I) of the junction is 
dependent only on the probe/surface separation.  By varying the applied bias (V) or 
desired current (I), the impedance will change and so will the probe/surface separation.  
Surface topography is conducted by holding the impedance fixed and rastering the probe 
laterally in the plane of the surface.  The measured probe height will yield information 
about the structural and electronic characteristics of the sample.  Spectroscopy is 
performed by holding the probe at a particular impedance (out of feedback), then 
measuring the current as the voltage is ramped.  Differential conductance curves, dI/dV 
vs. V, are obtained by lock-in detection of a small AC voltage modulation on top of the 
DC voltage bias.  This yields spectra of the differential conductance proportional to the 
local density of states of the sample. 
 
tunneling path has the highest probability to transverse through the atom at the very apex 
of the tip that is closest to the sample.
60
  All atoms beyond the tip apex atom contribute 
little to the overall tunneling current.  This is the reason for relatively blunt tips resolving 
surfaces with atomic resolution.
54
 
~ 10 Å
Tip
Sample
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The dependence of the tunneling current with respect to the tip/sample separation, 
z, is seen in I vs. z  measurements.
61
   In general, performing this measurement yields 
other important electronic information about a system.  According to a simple quantum 
tunneling model, the tunneling current can be written as exp( 2 )I z , where z is the 
tip/sample separation and  is the tunneling decay constant.
56
  The decay constant is 
strongly dependent on the average tunneling barrier height in a triangular barrier 
approximation.
62,63
  The barrier height gives information about the relative work 
functions of tip and sample.
62
  In addition,  is also dependent on the parallel momentum 
of the electronic states.
64
  To extract quantitatively the barrier height, an I vs. z  
measurement is performed by controllably pulling the STM probe tip away from the 
surface.
61
  The tunneling current is measured at each incremental change of the 
tip/sample separation.  By plotting ( )ln I vs. z , the slope of the curve gives .  Measuring 
( )I z at different tunneling biases will give a plot of values for ( )V , which has been 
shown to yield important information about the system of study.
64
 
Due to the large influence of the tip/sample separation on the tunneling current, 
most STM engineering is centered around keeping any deviation from the desired 
tip/sample height to a minimum.
59
  To achieve this stability, many stages of vibration 
isolation are required in an STM experiment, as described later in this chapter.  In 
addition to isolation systems, sophisticated electronics are utilized to constantly measure 
the small tunneling current (typically ≈ 1 nA), adjust the tip/sample separation, and 
perform a 3D raster of the probe tip.
65
  The central part of the electronic system is known 
as a feedback or servo loop, which keeps the tunneling current constant.  When changing 
tunneling conditions (i.e. impedance level), the servo loop adjusts the tip/sample distance 
accordingly.  In addition, to the feedback loop, another part of the STM electronics 
allows for the rastering of the tip in the plane of sample.  This rastering of the tip results 
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in a STM topographic image, which yields both structural and electronic information 
about the surface.
65
 
 One of the first times the STM topograph was used to extract structural 
information happened when the Binnig and coworkers at IBM-Zurich used it to image the 
complicated reconstruction of the Si(111)-7 x 7 surface (7 x 7 hereafter).
66
  These STM 
images allowed for a unique determination of the exact atomic configuration of the 7 x 7 
surface reconstruction, which was contested by many conflicting theories prior to this 
discovery.
67
  Interpretation of the STM data gave rise to the dimer-adatom-stacking 
theory proposed by Takayanagi; now a well accepted theory for the atomic configuration 
of the 7 x 7 Si surface.
68
  Since then, STM experiments have been used to complement 
other surface science techniques, such as diffraction and photoelectron spectroscopy.
54
  In 
contrast to STM, these other techniques have the inherent flaw of macroscopically 
averaging over all the microscopic details of the sample; details that STM can sometimes 
clearly resolve.
69
  It is this reason that STM has found its niche in the field of surface 
science.  
2.2 Theory of STM  
There are many theories describing how an STM works depending on the level of 
approximation.  The most notable is the model by Tersoff and Hamann of Bell Labs, who 
came up with a theory that was both simple and applicable.
70
  The researchers found that 
the STM tunneling current was proportional to the local density of states of the sample at 
the Fermi energy for tunneling at low bias.  We find later that this is an over 
simplification, but a valid zeroth order approximation.  They used their simple theory to 
simulate STM line traces of Binnig et al.
71
  The scientists also came up with an 
expression for the lateral resolution x ,  
2Å (r + d)x      (2.1) 
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where r is the radius of the tip and d is the tip/sample distance.
70
  Therefore, with a 
typical tip radius of around 100 Å and a tip/sample separation around 10 Å, 15Åx .  
Since feature sizes around 1 Å are sometimes clearly resolved with the STM, this 
expression for x (Eq. 2.1) gives only an upper limit to the lateral resolution.  As it turns 
out, the lateral resolution of STM exhibits a higher dependence on the atomic orbitals at 
the tip apex (which can be quite small) than on the overall curvature of the tip.
53
 
The Tersoff -Hamann model does not take into account finite bias effects of the 
tunneling current on the STM images.  More generally the STM current (at zero 
temperature) should be regarded as an integral over the local density of states of both the 
tip ( [ ]T E ) and the sample ( [ ]S E ) from the applied voltage bias (V)  to the Fermi 
energy (EF):
62,63
 
[ , ] [ ] [ ]exp( 2 [ ] )
F
eV
S T
E
I E z dE E E E z .   (2.2) 
 
Now the term exp( 2 )z (otherwise known as the tunneling probability) appears inside 
the integral of Eq. 2.2, because the decay constant depends on E.
62
  It is clear from Eq. 
2.2 that the electronic structure of the tip can contribute as much information to the 
tunneling current as the electronic structure of the sample.  One main challenge of STM 
measurements is deconvoluting the contribution of the probe tip in the tunneling current.  
For this reason, experiments are performed with different probe tips and samples to rule 
out abnormalities in the STM data.   
The quantity of interest in Eq. 2.2 is the density of states of the sample.  Two 
approximations can be made to simplify Eq. 2.2.  First, probe tip materials are chosen 
(W, Pt, Ir) that have constant density of states near the Fermi energy.  Secondly, the 
inverse decay length is assumed not to have any energy dependence.  Typically, the tip 
density of states and the tunneling probability expressions can be taken out of the integral 
of Eq. 2.2, which than simplifies to: 
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where the integral now is just the sample charge density right underneath the probe tip. 
From Eq. 2.3 it is clear that constant current STM topographies will involve the 
averaging of states away from Fermi energy, proving the Tersoff-Hamann model is 
overly simplified.
72
   
2.3 Measurement Techniques 
STM incorporates many different measurement techniques.  In this next section, I 
will discuss four of them: STM topography, spectroscopy, dI/dV mapping, and atomic 
manipulation. 
2.3.1 Topography  
 One of the advantages of STM is the ability to image the surface topography.  
Essentially, a topography is made up of densely packed line traces from a raster of the 
STM probe tip.
65
  The raster is performed by two piezo drives, one dedicated to the x  
motion and the other to the y motion, both moving with respect to the plane of the 
sample.  The raster is conducted at slow speeds (≈ 100Å/s) to allow servo electronics on 
the z piezo to keep the tunneling current constant during the raster.
59
  Figure 2.2A shows 
a STM topography of structure induced features of graphene.  It is naive to assume that 
the STM images are only a structural map of atomic configuration.
62
  More generally the 
STM image is a complicated mix of electronic and structural characteristics.
73,74
  Figure 
2.2B shows the STM image dominated by electronic effects due to scattering from 
defects (red arrows).  Deconvoluting the structural from the electronic contributions in 
such topographies proves to be challenging.   
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Figure 2.2 
STM topographies yield both structural and electronic information about the 
sample.  (A)  STM image (15 Å x 15 Å) showing the normal and expected atomic 
structure of graphene.  Away from abnormalities on the surface, most of the time the 
local charge density is centered on atoms at the surface (tunneling conditions are 0.4 V 
and 0.1 nA).  (B)  STM image (43 Å x 43 Å) showing the contributions to the topography 
from electronic origins (tunneling conditions are 0.3 V and 0.1 nA).  Single point defects 
(red arrows) cause scattering (see chapter 7) which give rise to electronic disturbances in 
the STM topographies on the order of 20 Å.   
 
2.3.2 Spectroscopy 
To gather information about the local density of states of the sample, generally the 
tunneling current is differentiated.  Differentiating Eq. 2.3 and setting eV E  yields  
 
[ ] [ ]S
dI
V V
dV
.     (2.4) 
 
I(V) or dI/dV measurements are commonly referred to as scanning tunneling 
spectroscopy (STS), but in this work STS will only mean dI/dV.  Experimental 
measurement of the dI/dV vs. V (dI/dV hereafter) can be achieved by a simple numerical 
differentiation of the tunneling current with respect to voltage, I(V).
64,75
  To achieve 
better resolution and higher signal to noise, the dI/dV is obtained via application of a 
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small AC voltage (modulated at high frequency) to the existing DC voltage bias, and 
measuring the AC current on a lock-in amplifier.
59
   
Point STS is performed by positioning the STM probe tip over the area of the 
surface where the I(V) or dI/dV measurement is to take place.  The next step involves 
opening the servo loop and holding the probe tip in position.
64,75
  Inherent drift in the 
piezo drives has to be carefully taken into account as it causes the probe-tip/sample 
separation to change.  The voltage is then ramped from one setpoint (setpoint A) to 
another (setpoint B), stopping at designated step increments to record the current.  If an 
I(V) curve is desired, the STS curves can be taken very quickly (a few seconds).   
To perform a dI/dV measurement (with lock-in detection), at each voltage step 
there are significant time delays inherent in the lock-in detection method.  These delay 
times are strongly dependent on the time constant of the lock-in amplifier.  The length of 
the time constant determines the amount of data averaging, with a longer time constant 
resulting in a better signal-to-noise ratio.  Time constants are dependent on the AC 
voltage modulation frequency and noise conditions in the tunneling current.  To average 
over multiple cycles of the modulation, a frequency of 500 Hz would generally require a 
time constant of 10 or 30 ms, depending on the strength of the signal.  At each voltage 
increment of the dI/dV measurement, there is a delay of up to 10 time constants before 
data is recorded.  Depending on the application, these delays can be optimized with the 
time of a single dI/dV measurement varying from 5 sec to 5 minutes.  As a common 
practice, the STS measurement is limited to less than 5 minutes to prevent the probe tip 
from drifting.  Therefore, a compromise has to be made between allowed time and a 
reasonable signal-to-noise ratio for a particular dI/dV measurement.   
Figure 2.3 illustrates the different STM measurement techniques.  Figure 2.3A 
shows a standard STM topography measuring 125 Å x 125 Å.  The image is of 48 carbon 
monoxide molecules moved to form a regular square lattice array on a copper substrate 
with one carbon monoxide missing in the center.  The carbon monoxide molecules appear  
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Figure 2.3 
 Different STM and STS measurement techniques.  (A) STM topography (125 Å x 
125 Å) of 48 carbon monoxide molecules manipulated by the STM to form a square grid 
on a Cu(111) substrate (tunneling conditions are -330 mV and 5 nA).  (B)  Single STS 
(dI/dV vs. V) performed at the center of the CO grid, labeled with a red dot in A.  
Tunneling conditions before STS are -0.5 V and 5 nA.  (C) dI/dV map (125 Å x 125 Å) at 
-330 mV in open loop mode along with 5 other energies (marked by arrows in B).  Lock-
in amplifier time constant of the open loop map is 10 ms and was performed over 12 hrs.  
(D) dI/dV map (125 Å x 125 Å) at -330 mV in closed loop mode, energy labeled with 
blue arrow in B.  The closed loop map was performed in 2 hr. This image has less noise 
than the open loop map of C due to the longer lock-in amplifier time constant of 30 ms 
and lower tunneling impedance. 
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dark in the topography, because they have low electron density near the Fermi energy.  
Therefore, the tip has to push in over a carbon monoxide to achieve the desired current.
76
  
In contrast, the atomic corrugation is not seen on the copper surface, because the electron 
density corrugation is very small.
77,78
  Therefore, STM topographic images of copper 
only display the standing wave patterns of the electrons near Fermi energy.
77,78
  Figure 
2.3B shows a single dI/dV spectrum in the center of the CO grid.  There is a large peak at 
-330 mV as well as other peaks, which arise from localized states due to scattering from 
the boundary conditions of the CO grid.   
2.3.3 dI/dV mapping 
Binnig et al. showed that two dimensional images of the dI/dV displayed features 
that are not evident in the STM topography.
59
  The researchers imaged the surface states 
of Si(111)-7 x 7, with the first spatially-resolved dI/dV maps.
59
  dI/dV maps are energy 
and spatially resolved maps of the local density of states (LDOS).  In this work, I will use 
the terms dI/dV maps and LDOS maps interchangeably.  There are two types of dI/dV 
maps: open servo loop and closed servo loop.
72
  Open loop maps are widely used to 
achieve large amounts of information at many different energies.
72
  A closed loop is a 
“quick and dirty” dI/dV map, used mainly when the time required for a full open loop 
map is unavailable.  In my research, I found that both types of maps are complementary 
when used together. 
Open loop dI/dV mapping involves performing a dI/dV measurement while the 
tip is in a hold position (open servo loop) at every point of a simultaneously acquired 
STM topography.
79
  At every spatial point, the servo adjusts the tip/sample separation as 
for a normal STM topography.  Next, the tip is put into a hold position, and the voltage is 
ramped while the I(V) and dI/dV(V) are recorded.  Before moving to the next spatial 
point, the tip is taken out of the hold position, and the servo once again adjusts the 
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tip/sample separation. The open servo loop dI/dV map is very informative and it gives an 
accurate picture of the LDOS in two dimensions.
62
   
There is one drawback to open loop dI/dV maps.  The maps usually take a very 
long time to complete.  It is tempting to take a large area map with high spatial resolution 
and each dI/dV curve having high energy resolution.  More than likely this kind of 
desired map would take longer than the time capabilities of a typical instrument (for the 
NIST-LTSTM the time is limited to < 80 hr due to helium cryostat refills). Therefore, 
compromises have to be made both in spatial and energy resolution.  However, the open 
loop mapping at a single energy is an excellent choice if one has the time (overnight or 
over a weekend) to take a scan or if one is trying to gather information about the system.  
 Figure 2.3C shows LDOS map at -330 mV (indicated by the blue arrow in Fig. 
2.3B) from an open loop dI/dV data set.  There were 5 other maps extracted at the same 
time, with energies marked by the black arrows of Fig. 2.3B.  This set of data was 
performed over a 12 hr period.  As one can see, at the vacancy site in the center of the CO 
grid there is a central maximum indicating large density of states (Fig. 2.3C).  It is 
interesting to note that this large maximum is absent from the STM topography (Fig. 
2.3A). 
     The closed loop dI/dV map is a quick alternative to a long open loop dI/dV map, 
but results in a map at only one energy value.  This type of map involves performing a 
STM topography with an AC voltage modulation turned on for the entire time of the 
scan.
59
  As the tip is rastered across the surface, a dI/dV signal is recorded (via lock-in 
amplifier) at the STM topography voltage bias setpoint.  At every spatial point the servo 
is continuously measuring and adjusting the tip/sample separation.  Therefore, the tip is 
never in a hold position and the voltage is not ramped, which is very different than the 
open loop dI/dV map.  Therefore, this type of map can suffer from topographic 
feedthrough effects due to the very dI/dV signal one is trying to measure.  However, this 
type of map can also be informative; the map is only performed at the energy of the 
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sample bias of the STM topography and, therefore, the spatial resolution and area in a 
closed loop map can be quite large.   
Figure 2.3D shows a closed loop dI/dV map taken at the same energy and area as 
Fig. 2.3C.  Despite showing the same features, the noise level of the closed loop map is 
quite lower than the open loop map at the same energy due to the longer time constant 
and higher signal from lower tunneling impedance.  There are still time delays associated 
with the closed loop dI/dV map.  A delay of a certain number of time constants is 
required, because the dI/dV signal is still being measured with the lock-in amplifier.  The 
closed loop map of Fig. 2.3D was performed in 2 hours.  There is one drawback to a 
closed loop dI/dV map, this being that the map can display some unwanted topographic 
features, since the servo loop is always closed at the setpoint of the topographic image.
72
   
In addition to looking for individual features in a dI/dV map, Fourier transform 
analysis can yield information about periodic structures that maybe hidden or not obvious 
in the map.
80-82
  By breaking the dI/dV map down into its Fourier components and 
displaying them as a two dimensional picture, one can extract the different periodicities 
in a particular dI/dV map.  These periodicities can arise from many sources; one of 
interest is elastic scattering.  From the power spectrum the scattering wave vectors can be 
extracted.  Combining with the fact that the dI/dV map is energy resolved, the scattering 
wave vectors from a series of dI/dV maps can be plotted versus energy, which will result 
in an ( )E  dispersion, or the electronic band structure.  Therefore, STS mapping can give 
a unique determination of the band structure on the nanometer scale.  Chapter 7 will 
explain in detail the use of Fourier transform analysis with regard to dI/dV maps of 
graphene, to determine an E(k) dispersion.   
2.3.4 Atomic Manipulation  
All the processes that I have described so far use STM as a characterization 
technique.  However, the STM can be used to make nanoscale structures via moving 
 22 
atoms or molecules into exact atom configurations.
83
  Essentially, this is the ultimate 
bottom-up fabrication method.  Atomic manipulation was pioneered at the IBM-Almaden 
laboratory, where it was shown that an STM tip can form a trapping potential for surface 
adatoms when the tunneling impedance is lowered.
84
   As the tip is moved across the 
surface the adatom follows the trapping potential.  When the adatom is in its final 
location, the tunneling impedance is raised allowing for the adatom to be released from 
the potential.
84
  This process needs to be conducted at low temperatures, where the atoms 
on the surface have low surface mobility.    The CO grid of Fig. 2.3A was made using 
atom manipulation techniques described in this section. 
2.4 Description of STM Apparatuses 
STM measurements can be conducted at a wide range of temperatures from 20 
mK to 300 K and higher.
85
   In my work, I will focus on two of these temperatures: 4.2 K 
and 300 K.  There are clear advantages and disadvantages in operating at either of these 
temperatures.  One particular advantage of low temperature STM and STS measurements 
is seen in the experimental broadening of dI/dV features due to the thermal smearing of 
the tip and sample density of states.  The energy resolution in STS measurements taking 
into account thermal and experimental broadening is given by:  
 
2 2
mod(3.3 ) (2.5 )BE k T V     (2.5) 
 
where T is temperature, 
Bk is the Boltzmann constant and modV is the root mean square 
(RMS) of the AC modulation voltage.
86
  From Eq. 2.5 it is clear that the temperature 
broadening ( mod 0V ) is considerably smaller at 4.2 K ( 1.2E meV ) than at 300 K 
( 85E meV ).  In addition, at low temperature the drift from the piezo electric 
actuators is significantly lower than at room temperature.  Another advantage is that at 
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low temperature the sample stays free of containments for a longer period of time due to 
the enhanced cryopumping of the cryogenic environment.  The key disadvantage of low 
temperature is that samples and tips cannot be exchanged as easily and frequently as 
room temperature measurement systems.  For a room temperature STM (RTSTM) system 
multiple samples and tips can be studied in one day.  RTSTM systems are generally 
smaller, less expensive, and do not require periodic filling of cryogenic liquids. 
To utilize the advantages of both temperature ranges, my thesis will incorporate 
data from two different microscopes.  The instrument in which a majority of my thesis 
work was performed on was the 4.2 K STM (LTSTM) located in the Center for 
Nanoscale Science and Technology (CNST) at the National Institute of Standards and 
Technology (NIST) in Gaithersburg, MD.  Some of the other STM measurements were 
performed in a room temperature microscope also at NIST.  In the rest of this section, I 
will give a brief introduction to the LTSTM and RTSTM at NIST.   
The LTSTM system at NIST is made up of seven independent ultrahigh vacuum 
(UHV) chambers.  Each individual chamber can be valved off from the other chambers 
and UHV can be maintained by individual pumping.  This allows for the ability to vent 
each chamber independently to fix problems and install upgrades.  The seven chambers 
(shown in Fig. 2.4) are made up of two molecular beam epitaxiay (MBE) growth 
chambers, a load lock chamber, sample and tip storage chamber, a field ion microscopy 
(FIM) chamber, a rotary transfer chamber, and a STM chamber.  The system has a 100 
liter helium (LHe) cryostat, equipped with two superconducting magnets: one is a 10 T 
vertical solenoid magnet (parallel to sample normal) and the other is a 1.5 T split pair  
solenoid magnet (perpendicular to sample normal).  The combined magnets can rotate a 
field of 1.5 T in a 2D plane 
To perform STM measurements with sub-picometer stability, there needs to be 
put in place many different overlapping layers of vibration isolation, which will decouple 
harmful fluctuations of the environment.  In the LTSTM described above, the zeroth  
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Figure 2.4 
  3D-computer-aided drawing of the NIST-LTSTM apparatus.  The drawing 
illustrates all the large external components of the LTSTM system, including the UHV 
chambers, the active vibration system, and the liquid He Dewar.  All of the different 
components are described in detail in the text. 
 
order stage of isolation is enclosing the system with an acoustic enclosure, which damps 
out acoustic sound waves.  The enclosure also shields the STM from outside radio 
frequency noise.  All the controls for the STM originate from outside the shielded 
enclosure in an external control room. 
The large enclosure only shields noise sources in the air, but offers little 
protection from vibrations that originate from the floor.  To damp these floor vibrations, 
we stack three different stages of isolation.  The first stage is an active vibration isolation 
stage that holds the table above the floor (Fig. 2.4).  Each leg of the table (three total) has 
a piezo driven mechanism and a 3 axes geophone system that simultaneously measures 
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and cancels the floor vibrations.  The second stage involves isolating the helium cryostat 
from any extra unwanted vibration.  The actual cryostat is lifted off the table with passive 
damping air legs.  The third stage of vibration isolation involves similar air legs on the 
UHV insert, which fits inside the He cryostat.  The air springs on the UHV insert have 
individual RC damping elements made using needle valves and expansion tanks.  These 
can be tuned to reduce the positive gain at resonance yielding a critically damped 
isolator. 
Next, I will discuss the details of the STM module.  A cross sectional picture of 
the STM module is shown in Fig. 2.5.  The entire STM module is translated from the top 
of the STM chamber all the way down into the LHe cryostat for operation.  When the 
module is positioned in the top part of the STM chamber, samples and probe tips can be 
introduced into the STM module.  In the STM module we apply the tunneling voltage 
from the sample to the tip.  The tunneling current is measured from the tip lead.  The  
sample sits on a special stage with its normal pointing up.  Underneath the sample are 
two piezo tube scanners: one for the x-y motion and one for the z-motion.  The x-y 
scanner is used for the STM topography raster and the z-piezo acts as the mechanism to 
servo the tip-sample separation.  The relative height of the z-piezo during a measurement 
is seen as the height variations in the STM topography.  Coarse motion of the sample is 
performed by Z-piezo walker, which works in a stick-slip motion.
87
 
The tip is positioned in a separate 2D stage that is above the sample, with the tip 
apex is pointing down.  Since during an STM topography the tip is held fixed, there are 
no capabilities of any fine control of the tip position.  However, there are two 
independent coarse motions that can move the tip in-plane.  The tip stage has isolated X- 
and Y-piezo walkers, very similar to what was described for the Z-piezo walker on the  
sample stage.  The tip coarse positioning system can move the tip ± 3 mm in-plane on a 
square.  We use the coarse positioning of the tip in two ways: first, for overall lateral 
alignment of the tip/sample, and second for moving the tip off the sample for  
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Figure 2.5 
  3D-computer-aided cross sectional view of the LTSTM module.  The entire module 
can be lifted (via the STM translator) from a LHe environment to a room temperature 
environment.  Inside module is housed the tip and sample stage, which allows for full 
operation of the STM in the LHe cryostat.  Electrical contact is made in the cryostat by 
Cu spring loaded pins at the bottom of the module.  All of the different components of the 
module are described in detail in the text.   
 
metal/molecule deposition onto the cooled sample.  The tip holder has a hole through the 
base to allow for evaporation of metals/molecules onto the sample surface from the upper 
part of the STM vacuum system.  
The RTSTM system at NIST has been described elsewhere,
88
 a similar system is 
located in the physics department of the Georgia Institute of Technology.  However, I 
will give a brief description of the RTSTM in this section.  The STM and sample 
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preparation techniques are located in the same UHV chamber.  The system is equipped 
with a load lock chamber for fast entry of samples and tips.  The STM stage is designed 
with a double spring vibration isolation system along with eddy current damping.  Coarse 
positioning of the sample is conducted by two inchworm piezo electric drives (both on 
the sample stage).  A high powered telescope is utilized to observe the tip/sample 
separation, while manually coarse positioning the sample using the inchworms.  Using 
this optical setup, the separation can be as close as 10 μm.  To get the sample into 
tunneling range, the rest of the coarse approach is performed by a computer.  Using this 
method of a fast coarse approach allows for high throughput of samples and tips.  During 
STM operation, the sample is held fixed and the tip is rastered via a XYZ scanner.  In 
addition, the tunneling current now is measured on the sample electrode. 
2.5 Tip preparation 
One of the main challenges of STM is making reliable probe tips.  In this section, 
I will describe the procedure of electrochemical polishing probe tips.  We make our tips 
out of 0.01” iridium (Ir) wire.  Before introducing the tip into UHV, we perform an 
electrochemical etch to sharpen the tip to a radius of 100 Å.  When the tip is in UHV, 
cleaning of the tip is performed to get the probe tip ready for a STM measurement.  The 
cleaning involves outgassing the tip at elevated temperatures and performing field 
evaporation using field ion microscopy (FIM).   
Before we introduce the tips into UHV, we electrochemically etch the Ir to a 
microscopically fine point.  The first step, called a coarse etch, involves shaping the apex 
of the tip into a conical point. This coarse etch is conducted by dipping the STM probe in 
and out of the etching solution with a large bias (≈ 35 VRMS) applied to it.  The bias is 
applied to the solution through a graphite rod that is placed into the solution. The etching 
solution is made from anhydrous CaCl salt dissolved in deionized water, until it saturates 
the water.  This saturated solution is then diluted once more for the final solution with 
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proportions: 1/3 of the saturated solution and 2/3 deionized water.  The coarse etching 
only takes about 5 to 10 minutes.  After the coarse etch, we perform a much finer etching 
or polishing under a high power optical microscope.  This time the electrical connection 
is made via a small platinum loop that has been dipped in the etching solution.  The 
solution on the loop will form a film that will serve as our etching mechanism.  The tip is 
held fixed in the microscope and the position of the loop can be changed via a fine 
translation stage.  A smaller AC voltage (≈ 5 VRMS) is applied between the loop and the 
tip as the loop is rastered back and forth on the tip apex.  Eventually the tip apex will 
become polished to a point that cannot be seen with the microscope.  After this step the 
tip is cleaned with solvents and deionized water to remove the etching solution, and can 
be introduced in UHV. 
The first stage in the UHV cleaning of an STM probe tip is to outgas the probe via 
high voltage electron bombardment.  This involves bringing the STM tip close (1/4”) to a 
hot tungsten (W) filament with ≈ 5 amps running through it.  By applying a large voltage 
(≈ 1200 V) between the filament and tip, high energy electrons passing through the W 
filament emit straight to the apex of the tip.  We can monitor the cleaning process by 
measuring the emission current of these electrons.  We try to keep the emission current at 
around 2 mA, since larger values of emission current will result in a duller tip.  Annealing 
of this type causes considerable outgassing of the tip, and requires a large turbomolecular 
pump to keep the pressure in the chamber from degrading.  
After outgassing, we position the tip in front of a channel plate/phosphor screen 
flange to perform field emission microscopy (FEM) and field ion microscopy.  Firstly, 
FEM is used to achieve proper tip alignment in front of the screen, and also to estimate 
the tip’s radius.  FEM involves applying a negative bias (around 0.1 to 1 kV) to the tip.  
Electrons from the tip are accelerated from the apex and focused via a channel plate 
toward the imaging screen.  When the electrons hit the phosphor screen, it illuminates 
showing an image of where the electrons originated.  By noting the voltage threshold of 
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the FEM pattern, an estimate of the radius of the tip can be obtained.  The low voltages of 
the FEM process does not allow for any cleaning of the tip.  Therefore, we only use FEM 
for a measure of the tip radius and alignment for the final cleaning step. 
As a final step of cleaning, we perform field evaporation by using field ion 
microscopy on the tip.  Firstly, the entire chamber is back filled with helium gas to the 
pressure of 3 x 10
-5
 Torr.  Next, we apply a very large positive bias (1-10 kV) to the tip.  
The helium atoms near the tip apex are ionized by the large voltage, and repelled from 
the tip.  The ions generate an electron cascade in the channel plates and then are imaged 
on the phosphor screen.  Containments and the outer layers of the tip are evaporated as 
the voltage is increased, which can be observed on the screen in real time.  We use the 
FIM image as an indicator of how sharp, clean, and well ordered the STM probe tip is.  
The tip preparation procedure is similar for both the RTSTM and the LTSTM at NIST.  
The only difference is that the field evaporation procedure in the RTSTM is not 
conducted with a helium imaging gas. 
2.6 Sample Preparation 
The sample preparation of the epitaxial graphene on SiC(0001) will now be 
explained in detail.  The starting SiC wafers were purchased from Cree Inc. and diced 
into small pieces.  Before graphitization, samples were etched for 30 min under a flow of 
molecular hydrogen near atmospheric pressure at a temperature of 1550 ˚C.  This process 
has been shown to remove polishing scratches that appear as nanometer deep gouges in 
atomic force microscopy (AFM) images.
89
  The etching leaves an ordered SiC step array, 
with terraces for nominally on-axis SiC samples typically 0.4 μm in size and separated by 
1 nm steps (the height of a 4H-SiC unit cell).
89
  Terrace size is determined by the miscut 
angle of the wafer.  It is clear the etching increases the initial quality of the SiC substrate 
substantially for the graphene growth with regard to domain size
90
 and defect 
concentration.
91
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For LTSTM studies the epitaxial graphene was grown on the silicon-terminated 
face of 4H-SiC(0001) in a graphitization process involving the thermal desorption of 
silicon at high annealing temperatures.  After hydrogen etching, samples (3 mm x 4 mm).  
were graphitized by annealing to above 1200 ˚C in UHV using electron bombardment 
heating in a procedure described elsewhere.
92
  The base pressure of the system was 1 x 
10
-10
 Torr with a maximum pressure of 3.5 x 10
-8
 Torr during graphitization.  The 
thickness of the graphene films was determined by analyzing the ratio of silicon to carbon 
intensities obtained from in-situ Auger electron spectroscopy measurements.
52
  The 
overall quality of the epitaxial graphene was evaluated in-situ by low energy electron 
diffraction (LEED).  Epitaxial graphene samples were grown at the Georgia Institute of 
Technology and then transferred to the NIST for low-temperature STM measurements. 
After introduction into the LTSTM system at NIST, samples were annealed at 800 
˚C for 5 min, monitored with an optical pyrometer.  The base pressure of the system was 
1 x 10
-10
 Torr and 1 x 10
-9
 Torr during annealing.  Sample heating is achieved through a 
small pyrolytic boron nitride (PBN) heater directly beneath the sample.  Essentially, the 
heater is a ceramic-isolated filament that is touching the graphene sample through a metal 
support.  By passing a current through the filament, the heater will raise the temperature 
of the sample though direct heat conduction.  PBN heaters are an accurate and effective 
way to anneal a sample in UHV.   
Before the start of the experiment, graphene samples and iridium probe tips were 
loaded into the cryogenic STM system, described earlier in this chapter.  STM 
measurements were performed at constant tunneling currents after cooling to 4.2 K.  
Differential conductance, dI/dV, was measured with a lock-in amplifier, using a small 
voltage modulation, typically 0.4 mVRMS to 1 mVRMS, at a frequency of ≈ 500 Hz. 
 In chapters 4 and 5, I will show results from a low coverage in-situ grown 
epitaxial graphene sample (3.3 mm x 8.7 mm) studied by RTSTM.  The sample was 
highly doped to allow heating via direct current flow.  The sample holder is made of 
 31 
molybdenum (Mo), which is sliced in two pieces to allow for direct heating.  Two Mo 
pieces are held together with a Mo screw with electrical isolation via alumina washers.  
The sample was fixed with Mo clips (0.005” thick foil) that pinch the sample edges.  The 
clips are spot welded to each side of the holder base.  After introduction of the holder into 
the RTSTM, the sample was annealed for 12 hours at 600 ºC under UHV conditions.  The 
temperature was measured by an optical pyrometer, accurately calibrated to the melting 
temperature of Au.  This initial outgas is necessary to remove any hydrocarbons and 
contamination from the sample and its holder.   
To achieve a very small coverage of graphene, we annealed the sample to 1200 ºC 
very quickly (≈ 30 sec ramp) and held it at this temperature for 30 sec.  This temperature 
has been shown to be on the cusp of graphene formation in LEED patterns.
89,93
  During 
annealing, the pressure in the chamber increased from its base pressure of 1 x 10
-11
 Torr 
to 1 x 10
-8
 Torr.  This process was repeated five times to induce more growth on the 
surface.  Before STM operation, graphene samples and iridium probe tips were loaded 
into the RTSTM system.  STM measurements were performed at constant tunneling 
currents at 300 K.  Differential conductance, dI/dV, was measured with a lock-in 
amplifier, using a voltage modulation, typically 20 mVRMS, at a frequency of ≈ 1.4 kHz.  
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CHAPTER 3 
GRAPHENE: A NEW MATERIAL FOR NANOELECTRONICS 
3.1 Introduction  
 The study of graphene is a significant step towards a future with carbon-based 
nanoelectronics.  However, many experimental graphene studies are still in their infancy, 
due to the many challenges in graphene synthesis.  Therefore, electronic integration of 
graphene will have to take hold of what was learned in the characterization of carbon 
nanotubes and other graphitic forms, introduced in Chapter 1.  This chapter will expand 
upon what was discussed in Chapter 1, where graphene was only briefly introduced.   In 
the sequential sections, I will give a general review of graphene from both a historical 
and technological point of view.  In addition, I will spend a considerable amount of time 
deriving the electronic structure of both single-layer and bilayer graphene.  These 
derivations will be the ground work for the rest of this thesis, which I attempt to elucidate 
atomic scale electronic properties of graphene. 
3.1.1 Historical Review  
 Since the early part of last century, it was widely accepted that free-standing 
perfect 2D structures like graphene were both chemically and physically unstable.
94-96
  
This idea was put into question when single sheets of graphene were successfully isolated 
from bulk graphite.
50,97
  In 2005, the isolation and electrical transport of graphene was 
performed independently by two groups; one at the University of Manchester,
18,98
 and the 
other at Columbia University.
99
  The exfoliation technique these groups used to isolate 
graphene is now well known and has been described in detail elsewhere.
18
  To 
summarize, what the researchers did was use common adhesive tape, found at any office 
supply store, to peel off the top layers of a bulk graphite crystal.  Although a crude 
technique of crystal growth, the peeling of graphite to produce graphene is truly on art 
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form that takes many hours of practice (a perfect job for a graduate student).  The quality 
and size of the graphene flakes is dependent on the type of starting graphite: whether the 
starting material is natural graphite, highly ordered pyrolytic graphite (HOPG), or Kish 
graphite.  In addition, the type of adhesive type is also a contributing factor in the quality 
of the graphene.   It appears that from my colleague’s experience the best quality of 
graphene flakes are produced with high-purity HOPG or natural graphite peeled with 
Nupro brand adhesive tape. 
 After exfoliation from the bulk graphite crystal, the tape is rubbed against a 
degenerately doped Si wafer with a 300 nm SiO2 overlayer.  The SiO2 serves as a gate 
dielectric between the Si substrate and graphene.   The 300 nm oxide thickness is 
extremely important, since it allows for the locating of graphene flakes with optical 
microscopy due to optical interference from the underlying silicon wafer and graphene 
layers.
18
  The rubbing of the tape onto the SiO2 results in a random assortment of 
graphitic flakes of various thicknesses plus tape residue, and other objects of unknown 
origin.  Hunting for a single-layer of graphene in a sea of debris is a tedious task, but can 
be achieved with many hours of searching with the optical microscope.  However, single-
layer graphene and thicker flakes cannot be distinguished with 100% confidence via 
optical microscopy alone.  Ferrari and coworkers showed that Raman spectroscopy can 
accurately determine the thickness of the flakes.
100
  Using this technique, single-layers 
can be distinguished from bilayer, trilayer and thicker graphene layers by analyzing the 
carbon 2D Raman spectra peak.
101
 
 Although the successful isolation of a two dimensional crystal is remarkable, the 
truly amazing thing about single-layer graphene is the macroscopic electronic transport 
characteristics.  Once a single-layer of graphene is successfully isolated, several electrical 
contacts can be fabricated using conventional microelectronics techniques adapted from 
the semiconductor industry.
18
  One of the first electronic transport measurements of 
single-layer graphene flakes showed evidence of a new form of the integer Hall effect.  
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As a review, the classical Hall effect is used mainly in research as an accurate way to 
determine the density and type of charge carriers.
102
  The four probe electrical transport 
technique (two parallel and two antiparallel to current flow) in an perpendicular magnetic 
field was developed by Edwin Hall more than 100 years.  Closely related to the classical 
version, the quantum Hall effect (QHE) is only witnessed in pure and quasi-pure two-
dimensional electron systems (2DES).  The hallmarks of the QHE are plateaus in the Hall 
conductivity (measurement of current across antiparallel probes), which is in essence 
linear for the classical Hall.
103,104
  More details of quantum Hall effect are extensively 
discussed elsewhere.
105
  The plateaus of the QHE occur when the electrons (from the 
classical Lorentz force) form quantized circular orbits.
106,107
  Under a large magnetic 
field, the once dense sea of electrons in the 2D system are condensed into highly 
degenerate levels, commonly known as Landau levels
102
.  Two types of QHE exist, which 
are the integer- and fractional-Hall effect.  The discoveries and interpretations of both 
types of QHE have resulted in Nobel prizes.
105,108-110
  For the sequential sections, the 
integer QHE will only discussed.  So far the fractional QHE has not been observed in 
graphene.   
 It was found experimentally that the graphene QHE has Hall conductivity 
plateaus located at different places than the plateaus from 2DES based on 
semiconductors.  For a conventional 2DES the Hall plateaus and Landau level spacing 
(Figs. 3.1A &C) would occur at:
107
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where e is the electron charge, *m is the effective mass of the electron, B is the magnetic 
field, and h is plank’s constant with 2h   .  For single-layer graphene the plateaus 
Landau level spacing (Figs. 3.1B &D) were found to occur at:
16
 
 35 
Figure 3.1   
 Two different types of integer quantum Hall effect.  (A) Schematic plot of the 
Hall conductivity vs. carrier density.  Conventional 2DES (with no spin degeneracy) has 
plateaus in the Hall conductivity that correspond to integer values of 2e h  centered at a 
carrier density equal to integer values of the Landau level degeneracy, eB h .  (B) Single-
layer graphene has plateaus in the Hall conductivity that correspond to half integer 
multiplies of 24 /e h , with the center shifted by one half of the Landau level 
degeneracy, 4 /eB h .  This new quantum Hall behavior is solely unique to single-layer 
graphene and is related to its novel electronic structure.  Figures A & B are adapted from 
Ref. 111. (C) Schematic plot of the density of states versus energy for a 2DES, where the 
peak positions indicate Landau level location.  Landau levels for a conventional 2DES 
are equally displaced by values of eB m .  Color indicates whether the Landau level is 
populated by electrons (blue) or holes (red).  (D) Landau level spacing for single-layer 
graphene has a characteristic spacing that is proportional to nB .  In addition, at zero 
energy there is a Landau level that is equally populated by both electrons and holes.  
Figures C & D are adapted from Ref. 16.   
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where 
Fv is the Fermi velocity.  The “half-integer” Hall effect, as it is often called, is 
solely unique to single-layer graphene.
98,99
  The reason for the difference in the Hall 
plateaus and Landau level spacing can be traced back to the unique electronic structure of 
graphene, as described later in this chapter.  It is interesting to note that the graphene 
bilayer (two slightly coupled graphene sheets) also has a unique QHE, discussed later is 
this chapter.
111
  Remarkably, of the three types of integer QHE, two are related to 
graphene systems.
16
   
 In addition to having a brand new QHE, the carrier mobility in the electron 
transport in graphene can be quite large.
98,99
  Carrier mobility, typically extracted from 
the slope of the magnetoresistance (resistance over parallel contacts), can give 
information about carrier lifetimes, or how long before the charge carrier experiences an 
elastic scattering event.
112
  The low temperature mobilities of single-layer graphene (on a 
substrate) can reach up to 2 x 10
4
  cm
2
/Vs,
98,113,114
 still much lower than the state of the 
art strained Si/SiGe devices (5 x 10
5
  cm
2
/Vs)
115
 or AlGaAs/GaAs heterostructures (1 x 
10
7
 cm
2
/Vs).
116
  Recently, suspended graphene (dangling above a substrate) has shown 
mobilities approaching 2 x 10
5
 cm
2
/Vs.
117,118
  This is clear evidence that the substrate is 
actually one of the limiting factors in the transport properties of graphene.   
 In contrast to many semiconductor devices, both the QHE and the high mobilities 
of graphene are persistent at low carrier densities and room temperature.
119
  This offers a 
clear advantage of graphene over conventional semiconductors, since most mainstream 
electronic devices will operate under these conditions.  These exciting room temperature 
electronic transport results have raised interest from the technology and computer 
industry for device applications based on graphene.
13
  However, the clear disadvantage of 
the graphene exfoliation technique is that the sample size is limited to around 10 μm x 10 
μm.16  This is quite small when considering that modern day Si transistors are fabricated 
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on an 8” wafers or larger.120  To scale up to meet the demands for the computer industry, 
graphene grown epitaxially over an entire substrate offers one viable avenue.
16
   
 Epitaxial graphene on SiC offers a possible path for device applications and 
integration with mainstream electronics based on graphene.
16,47
  Since the epitaxial 
graphene project was proposed in a 2001 (a National Science Foundation proposal later 
rejected), my colleagues at the Georgia Institute of Technology have developed 
techniques to grow unparalleled high quality epitaxial graphene films.  Graphene of this 
type is grown in registry with the SiC substrate and electronic devices can be patterned 
with well-established lithographic procedures.
47,121
  Electronic transport results from the 
Georgia Tech group and others have shown that the epitaxial graphene films on SiC 
retain most of the novel properties of isolated single-layer graphene flakes.
52
  Very recent 
far infrared transmission measurements indicate that the epitaxial graphene might be of 
better quality than the exfoliated graphene with lower defect density and higher 
mobilities.
122
  From these observations it is clear that the exfoliation technique has a role 
as a test of graphene’s novel properties, but epitaxial graphene is better suited to solve the 
problem of electronic device miniaturization in the modern computer industry.  However, 
both types of graphene have been used for devices for technical applications.  In the next 
section, I will give a brief review of proposed and tested devices that have been designed 
for graphene.  
3.1.2 Technological Interest  
 The first graphene-based devices were electrostatic-gate controlled conducting 
channels and simple Hall bars.
98,99
  Making graphene into a device that can effectively 
switch on and off a source-drain current (essentially a transistor) was the first goal of 
researchers trying to make graphene nanoelectronics.  However, with a similar electronic 
structure to metallic carbon nanotubes, large graphene sheets cannot make effective 
transistors due to the lack of an inherent band gap.
1
  Some research efforts have been 
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focused on making graphene semiconducting for the purpose of fabricating transistors.  
The most promising avenue is band gap engineering based on confinement of the 
graphene, first demonstrated via electron beam lithography.
123
  However, electron beam 
lithography is plagued with limitations to the lateral size of a ribbon.  When the width of 
the ribbon (≈ 20 nm) becomes comparable to the line roughness of the lithography 
technique, the ribbon effectively becomes a graphene quantum dot.
124
  Chemically 
derived graphene nanoribbons show potential for improved lateral confinement with 
smoother more well defined edges, resulting in an energy band gap around 0.4 eV.
51
  
Field effect transistors based on these graphene nanoribbon have shown promising 
performance, with a room temperature on-off ratio of around 10
6
,
125
 comparable to CNT 
and Si transistors.
10
  The on-off current ratio is used as a benchmark of the performance 
of a transistor.
10
    
 The next step for graphene device formation was to fabricate bipolar transistors.  
Bipolar Si transistor were the choice for integrated circuits (IC) in the semiconductor 
industry until 1970 before the switch was made to the superior complementary metal–
oxide–semiconductor (CMOS) technology.126  Bipolar transistors are a three terminal 
device, where two P-N junctions (diodes) are connected with either the P or the N 
electrode shared, making a PNP or a NPN junction.
127
  These types of devices can be 
made on the graphene with strategically placed top-mounted gate electrodes.
128-130
  
However, figuring out a recipe for an effective top-gate dielectric that could stick to the 
graphene has proved difficult for some groups.
131
  However,  due to the lack of a band 
gap in graphene, the current on-off ratio of these graphene bipolar transistors were poor, 
the best value reported was only a ratio of 6.
132
  Chemically alternating the graphene to 
open up a bandgap before putting down a top-gate electrode has improved performance 
of the bipolar graphene transistor tremendously.  One study has shown, perhaps due to 
water adsorption to the graphene, chemically altered graphene bipolar-transistors have a 
current on-off ratio of around 10
6
, similar to what was achieved via lateral confinement 
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alone.
133
  This type of device has the advantage of using only top-down fabrication 
methods without relying on chemically derived graphene flakes, which has the same 
fabrication problems of carbon nanotubes.
133
   Similar to exfoliated graphene, a band gap 
can even be formed in epitaxial graphene by lateral confinement
121
 and chemical 
alteration such as oxidation.
134
  In contrast to single transistors on exfoliated graphene, it 
has been shown that hundreds of transistors can be fabricated from epitaxial graphene on 
a single wafer.
135
   
 Graphene has many uses for nanoelectronics that are not geared for mainstream 
transistors.  Some research efforts have centered around using graphene for devices that 
act as a molecular sensors.
136
  Since the purity of graphene is so high, with very little 
structural and lattice defects, added molecular adsorbates drastically change the 
electronic properties of the graphene.
132,137
  Graphene has even been used as a transparent 
conductor for liquid crystal displays, opening the door for the use of graphene for 
optoelectronics.  Sheets of graphene are also an effective grid material for transmission 
electron microscopy (TEM) measurements.
97
   This line of research has allowed the study 
of such properties as the dynamics of adsorbed hydrogen,
138
 and given a novel method to 
determine the fine structure constant.
139
  
 Many more graphene electronic devices have been theoretically proposed, 
however, the majority of them rely on the ability to accurately cut the graphene edges, 
which has proved challenging experimentally.  It is clear that to fully unleash the 
potential of graphene for device applications, there has to be a more detailed 
understanding of the microscopic properties of graphene and how these properties relate 
to the macroscopic transport.  This will be the foundation of the rest of this thesis.  But 
first, I will talk about the actual physical and electronic properties of single-layer and 
bilayer graphene that have made all this excitement possible. 
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Figure 3.2 
 Real and reciprocal space geometry of single-layer graphene.   (A)  The lattice 
structure of ideal single layer graphene is made up of two sublattices, A and B.  The unit 
cell (white diamond), enclosing these two atoms, is comprised of two hexagonal 
vectors 1a and 2a (gold arrows), with length 2.46 Å.  Nearest neighbor atoms are defined 
by three translation vectors
j
R (green arrows), with length 1.42 Å.  (B) Reciprocal lattice 
of single-layer graphene, defined by the vectors 1b and 2b  (red arrows).  Blue hexagon 
outlines the first Brillouin zone of graphene, where the points of high symmetry are Γ , 
K , and K . 
3.2 Single-Layer Graphene 
In this section, I will discuss the properties of ideal-single layer graphene.  In 
particular, I will define the real and reciprocal space geometry of single-layer graphene.  
Next, I will give a derivation of the electronic band structure via the tight-binding model.   
I will then show how this model can be approximated to describe carriers in graphene as 
Dirac Fermions.  In this approximation, the matter of the pseudospin will be addressed.  
Finally, I will discuss the role of ribbon width and edge termination on the graphene.  
3.2.1 Geometry 
 As it turns out, many of the structural and electronic properties of graphene arise 
directly from the lattice structure.
19,34,35,140-142
  The basic lattice structure of graphene 
(Fig. 3.2A) is made up of two interpenetrating hexagonal carbon sublattices, labeled A 
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(black spheres) and B (red spheres), forming a honeycomb pattern.  The unit cell (white 
dotted diamond) contains two atoms, and is defined by the lattice vectors 1a and 2a (gold 
arrows) where  
    1 1, 3
2
a
a       (3.5) 
     2 1, 3
2
a
a       (3.6) 
 
with the distance between honeycombs, 1 2  2.46 Åa a a .  Nearest-neighborhood 
carbon atoms are defined by translation vectors 
j
R (green arrows) where 1,2,3j . 
j
R can be written for the B atoms as: 
 
    
1
3
1,
2 3
a
R      (3.7) 
    
2
3
1,
2 3
a
R      (3.8) 
    
3
3
0,
3
aR      (3.9) 
 
with the distance between A and B atoms equal to 1.42 Å.
19
  The bonds between the A 
and B carbon atoms have a strong interatomic coupling, 3.0eV .  The large value 
of is the reason for the strength and robustness of the in-plane sp
2
-hybridized bonds.
14
   
Since the A and B atoms are identical carbon atoms, the graphene lattice has what is 
called sublattice symmetry.  This sublattice symmetry influences the electronic structure 
of the graphene greatly.  For example, it is well known that the crystal structure of boron 
nitride has a similar honeycomb lattice to graphene.  However, since there are two 
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different atoms in the lattice (no sublattice symmetry), the electronic properties are very 
different from that of graphene.
143
  
 The 2D hexagonal real space lattice of graphene gives rise to a 2D hexagonal 
reciprocal space lattice, shown schematically as a red dotted hexagon in Fig. 3.2B.  The 
reciprocal space lattice of graphene is defined by the vectors 
1b and 2b , red arrows of Fig. 
3.2B, as 
      1
2 3
1,
3a
b      (3.10) 
    2
2 3
1,
3a
b .     (3.11)    
 
The first Brillouin zone (BZ), defined as the area enclosed by the perpendicular bisectors 
of these vectors, is shown as a blue hexagon in Fig. 3.2B.  In the graphene reciprocal 
lattice, there exist a few points of high symmetry.  The first high symmetry point is the 
center of the BZ (labeled Γ in Fig 3.2B), where 0k .  The other symmetry points are 
the six corners of the BZ (labeled
iK , where i is + or - in Fig 3.2B).  However, of the six 
total points there exist only two inequivalent points, K or K , since a translation by a 
reciprocal lattice vector renders four of the points redundant.  These points are defined as: 
 
    
4
( 1,0)
3a
K      (3.12) 
    
4
(1, 0)
3a
K      (3.13) 
 
The electronic structure, discussed in a later section, will be localized around these six 
points in reciprocal space.  
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3.2.2 Electronic Structure of Graphene 
 As pointed out in Chapter 1, the electronic properties of all graphitic materials are 
mediated by the pz-orbitals arising from the sp
2
-bonding of the graphene lattice.  Using 
only the pz-orbitals contribution, the electronic structure of graphene was first calculated 
by Wallace in 1947 (≈ 60 years ago) to simplify the more complicated structure of 
graphite.
140
  It was found that a simple tight binding formalism can be used to 
approximate the low energy electronic structure of an infinite graphene lattice.
19
  To get 
information about the electronic structure or the energy vs. wavevector dispersion, ( )E k , 
we first have to solve the Schrödinger equation: 
 
( )EHΨ k Ψ ,     (3.14) 
      
where H is the Hamiltonian matrix and Ψ  are the wavefunctions.   For the tight binding 
formalism, it is assumed that Ψ is a linear combination of Bloch functions , where 
19
  
 
   
1
( ), ( 1, , )
N
i
j
e j n
N
k r
R
r R ,   (3.15) 
 
where ( )
j
r R denotes the actual atomic wavefunction in atomic orbital j (with total n), 
R is the atomic locations and N is the number of unit cells.  In the tight bind model, it is 
assumed that the wavefunction, Eq. 3.15, is centered around or tightly bound to lattice 
sites.
102
  To use any localized wavefunction for an infinite periodic lattice, the 
wavefunction would have to satisfy Bloch’s theorem, which with a little algebra Eq. 3.15 
clearly does.
19
  The next step to achieve ( )E k  is to solve the secular equation: 
 
    det[ ( ) ] 0EH k S ,     (3.16) 
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here S is the overlap integral matrix with elements defined as 
,i j i j
S Ψ Ψ , where ,i j  = 
lattice sites A and B.
140
  At this point the Slater-Koster scheme is typically used, where S 
is replaced with I, the identify matrix.  In this scheme it is assumed that the 
wavefunctions are properly normalized ( 1
i i
Ψ Ψ ), and the wavefunction do not overlap 
on the two lattice sites ( 0
i j
Ψ Ψ ).
19
  In determining the Hamiltonian, we assume that 
only pz-orbitals contribute to the low energy electronic structure, resulting in 2 energy 
bands (each spin degenerate), reducing the Hamiltonian to a 2 x 2 matrix:
19
 
 
       
AA AB
BA BB
H .     (3.17)  
 
where 
,i j i j
ΨHΨ .  The terms 
AA
and
BB
turn out to be just the pz-orbital energy 
( ), but for simplicity we can define 0  as an energy reference.
144
   Since H is a 
Hermitian matrix, we can set BA AB , where AB is the complex conjugate of AB .
19
  
The off-diagonal terms are calculated by assuming the Bloch wavefunctions, Eq. 3.15, in 
the product 
A BΨ HΨ , described in detail elsewhere.
19
  Therefore, this term becomes        
 
  
1 2 3
exp[ ] exp[ ] exp[ ]( ) ( )AB i i i fk R k R k R k   (3.18)  
 
where the terms jR are defined as the three translation vectors between nearest neighbor 
carbon atoms (Fig. 3.2A) ,and is the interlayer coupling constant.
19
  Plugging in the 
vectors jR  (Eq. 3.7 - 3.9) into ( )f k yields:
19
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  ( ) exp 2exp cos
23 2 3
y y x
ik a ik a k a
f k .   (3.19) 
 
Incorporating all this information yields a new form of H: 
 
              
0 ( )
( ) 0
f
f
k
H
k
.     (3.20)  
 
Next step is to solve the secular equation (Eq. 3.16), which yields the desired energy 
dispersion: 
 
  2
3
( ) 1 4cos( )cos( ) 4cos ( )
2 2 2
y x x
k a k a k a
E k   (3.21) 
 
where the “+” denotes bonding states and “ ” denotes antibonding states.19  Equation 
(3.21) is plotted three dimensionally in Fig. 3.3A.  The band structure of graphene at low  
energy (Fig. 3.3A) consists of upright and inverted cones that meet at the charge-
neutrality point 
19,34,35
  This particular energy position is commonly referred to as the 
Dirac point (
DE ), for reasons explained below.
145
  The conical hourglass structure is 
repeated at each of the six corners of the hexagonal BZ (hexagon of Fig. 3.3A), which 
includes the two inequivalent points labeled
+K or K .  The cones on these two points are 
also referred to as the valleys of graphene. 
16
  
 A conical dispersion, similar to what was predicted from the tight binding 
dispersion model (Eq. 3.21), has been observed in single-layer graphene on SiC(0001) by 
angle resolved photoemission spectroscopy (ARPES).
146
  However, the nature of the 
electronic structure near the Dirac point is still a matter of debate.  There are two  
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Figure 3.3 
 Electronic structure of single-layer graphene.  (A)  Electron energy versus 
wavevector dispersion for an infinite graphene sheet, derived from the tight-binding 
formalism discussed in the text.  The plot shows the conical nature of graphene’s 
electronic bands close to the Dirac point (ED), where the electron and hole states meet.  
Seen in the plot are the two inequivalent points, K and K , at the corners of the 
Brillouin zone (black hexagon).  The other four corners are equivalent to either K or K .  
(B)  Slice of the energy dispersion for an infinite graphene sheet along K Γ K . The 
pseudospin (arrow) points either parallel or anti-parallel to right moving (red circle) or 
left moving (blue circle) particles.  The pseudospin depends on whether the particle is in 
the electron band (below ED) or in the hole band (above ED) and whether the particle is in 
the K or K valley.   
 
conflicting theories (by two different groups) that have attempted to describe the 
dispersion near the Dirac point.  It is clear that both groups agree that the dispersion at 
low energy is not a simple linear relation.  One of the models suggests that the deviation 
from a linear dispersion is due to the opening of a band gap near the Dirac point.
147
  It is 
felt that a substrate interaction between the graphene and the SiC substrate would lift the 
sublattice symmetry of graphene, essentially making the diagonal terms of the 
Hamiltonian (Eq. 3.20) non-zero.  Similarly, due to the lack of sublattice symmetry in 
boron-nitride, a large energy gap exists.
143
  The ARPES measurements have indicated 
that the lifting of the sublattice symmetry in graphene results in small energy band gap 
(roughly 0.4 eV).
147
  Another theory postulates that the lack of a linear dispersion of 
epitaxial graphene on SiC(0001) at the Dirac point is related to electron-phonon 
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scattering.
148
  The dispersion plots from this group show a kink in the dispersion near the 
Dirac point, which they explicitly say is not due to an energy gap.  Each group, on 
occasion, have had the opportunity to refute the arguments of the other.
149,150
  At the time 
of writing this review, the issue (kink vs. gap) of the energy dispersion near the Dirac 
point is still an open question and more measurements are needed to solve this debate.  
 Despite having wide appeal the simple tight binding model described above has a 
few shortcomings.  Some studies have suggested that the above model does not reproduce 
the correct higher energy characteristics determined from lengthy first principles 
calculations.
151
  To get a better agreement with these calculations, it was proposed that up 
to third-order lattice interactions and contributions from the overlap matrixSare 
necessary additions to the simple tight binding formalism.
151
  However, for describing the 
low energy electronic structure, the simple tight binding method accurately models the 
graphene system.  Moreover, other theoretical studies, only interested in the low energy 
properties of graphene, have simplified the full tight binding Hamiltonian further, 
outlined in the next section.   This approximation is commonly used to extract many of 
the novel properties of graphene and carbon nanotubes.
152
 
3.2.3 Dirac Fermions in Graphene 
 Since the low energy the electronic bands of graphene are linear in wavevector, 
the tight-binding Hamiltonian can be expanded to only include these terms.   In addition, 
we can expand Eq. 3.18 around one of the corners of the BZ by making the 
transformation 
+k K κ , where κ is a vector with origin at +K .  A similar procedure is 
used to describe the K valley.  To simplify Eq. 3.18, we use the fact that from Fig.  
3.2A:
153
 
 
    
1 3 1R R a       (3.22) 
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2 3 2R R a       (3.23) 
    
3 3
R R ,      (3.24) 
 
combined with the mathematical result that 
    
1
2
exp[ ] exp[ ]
3
i iΚ a     (3.25) 
    
2
2
exp[ ] exp[ ]
3
i iΚ a     (3.26) 
    
3
exp[ ] 1iΚ R .     (3.27) 
 
Eq. 3.18 can then be rewritten   
 
 
3 1 2
exp[ ] exp[ ] exp[ ](1 )AB i i iC Cκ R κ a κ a   (3.28) 
 
where 
2
exp[ ]
3
C i .  Now AB can be expanded using the approximation: 
 
    exp[ ] 1x x .     (3.29)  
 
then Eq. 3.28 becomes: 
 
  
3 1 2
(1 ) (1 (1 ) (1 ))AB i i iC Cκ R κ a κ a .  (3.30)  
 
Using the fact that   
    1 0C C       (3.31)  
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and removing higher than linear order terms, Eq. 3.30 becomes: 
 
   
1 2
2( )) ( )AB i C C Oκ a κ a κ .    (3.32) 
 
By plugging in 
1
a and 
2
a  (Eq. 3.5 and 3.6), this equation transforms into:  
 
   κ κ
3
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2
AB x y
a
i .     (3.33) 
 
The new form of the Hamiltonian for single-layer graphene is: 
 
   
κ κ
κ κ
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x y
x y
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i
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The next step is to define the Fermi velocity: 
 
      
3
2
F
a
v

      (3.35) 
  
as well as remember the x and y Pauli matrices are:
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The Hamiltonian can now be simply written: 
            
   ( )
F x x y y F
v vH κ σ  .    (3.38) 
 
For the K valley the Hamiltonian is similar except σ  is replaced by σ , the complex 
conjugate ofσ .153  Eq. 3.38 closely resembles a Dirac Hamiltonian for relativistic 
particles, but replacing the speed of light by
Fv , where
6
1 10
300
Fv
c m
s
.
16
    It is also 
clear from the Hamiltonian that the mass of the carriers is irrelevant in the electronic 
properties of graphene.  It is for these reasons why carriers in graphene are referred to as 
massless Dirac fermions, and why the charge neutrality point in the dispersion is called 
the Dirac point.  Many theoretical studies have used the relativistic properties of 
neutrinos (uncharged Dirac-Weyl fermions) as an analogy to help describe the electrons 
in graphene.
152
  One such property is pseudospin, which specifies the wavefunction 
amplitude on each of the two equivalent carbon sublattices, analogous to the two-
component spinor describing electron spin.
154-156
   
3.2.4 Pseudospin 
 Similarly to what is observed in neutrino physics, where a neutrino can have 
chirality that is either right-handed or left-handed, electrons in graphene have a similar 
sense of chirality, known as pseudospin.  Chirality refers to the projection of σ on the 
direction of motion κ in Eq. 3.38.
154-156
  The pseudospin is most readily seen in the 
wavefunctions that solve the graphene Dirac Hamiltonian.  If we make the 
transformation: 
    κ κ
i
x yi e      (3.39) 
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where tan
y
x
, to Eq. 3.34, then  
    
κ
κ
0
0
i
F i
e
v
e
H  .    (3.40) 
 
Next, we solve the secular equation to find the eigenenergies: 
 
    ( ) FvE k  .     (3.41) 
    
We assume wavefunctions are of the Bloch form: 
 
    ie κ rΨ .     (3.42) 
 
Solving for the two wavefunctions yields 
 
    
1
2
i
iK
s
e
eA
κ rΨ     (3.43) 
 
where the 1s is for unfilled electron states, 1s  represents electron filled states, and 
A is the area of the system.
152,153
  The two component spinor associated with the 
wavefuntion is the pseudospin, which is closely related to the momentum vector κ .  
Figure 3.3B pictorially describes the pseudospin component in the wavefunction of 
single-layer graphene.  As the Fermi level moves through 
DE  due to doping or an applied 
electric field, the Fermi surface becomes circular with radius centered at K .  Seen in 
Fig. 3.3B is a vertical slice through the two Dirac cones.   The chirality of electron states 
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around K  is right-handed, where the pseudospin (arrow) is parallel to κ .  In the Fig. 
3.3B, right moving states are colored red and left moving states are colored blue.  
Electron states around K  are left-handed, where the pseudospin (arrow) is antiparallel 
to κ .  For hole states, the sense of chirality is reversed for both valleys.   The pseudospin 
plays an important role in the macroscopic transport of graphene.  When the electrons in 
graphene undergo a circular orbit (from say an applied magnetic field), the rotation of the 
pseudospin by 360° results in an additional phase of wavefunction of ; this quantum 
effect is known as a Berry’s phase.154  The combination of the linear dispersion of 
graphene and the Berry’s phase of  gives rise to the half integer quantum Hall effect, 
described in earlier sections.   
3.2.5 Ribbon Width and Edge Configuration 
 Some of the electronic properties of graphene are strongly dependent on the width 
of a graphene sample (ribbon) and how the edges are cut.
157
  A finite size graphene 
ribbon, due to quantum confinement in the ribbon, has energy levels that are quantized 
into discrete values (indicated by orange arrows of Fig. 3.4A).  The energy levels have a 
separation that is inversely proportional to the ribbon width (Fig. 3.4A).
49,158
  This is 
similar to the quantum mechanical problem of a “particle in a box”, where the energy 
levels are also quantized and the spacing is dependent on the spatial box size.
57
  Recent 
transport measurements on graphene ribbons have shown that the gap between valence 
and conduction states varies inversely with the graphene width, but some complications 
in defining the “exact” width of the ribbon remain.51,123 
 A graphene ribbon has two low-energy configurations for the edges, labeled in 
Fig. 3.4B as armchair and zigzag.  For the case of a zigzag edge, a single low-energy 
electronic band appears near the Fermi energy (Fig. 3.4A).
48
  This energy level is only 
represented by one pseudospin with the same pseudospin characteristics as K or  
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Figure 3.4 
Dependence of ribbon width and edge configuration on the electronic structure of 
graphene.  (A) Slice of the energy dispersion for a confined graphene ribbon with zigzag 
edges.  The confined geometry yields discrete energy levels for the valleys, indicated by 
orange arrows.  The pseudospins for the valleys are the same as the case for an infinite 
graphene ribbon.  Due to the zigzag edge configuration, there appears a single band near 
the Dirac point that has only one pseudospin represented.  (B)  A graphene ribbon can 
have two different edge terminations, armchair or zigzag, where each configuration has 
profound effects on the electronic structure.   
 
K valley.
159
  In contrast, for an armchair edge the lowest energy levels would be 
represented by both pseudospins, similar to an infinite graphene ribbon (Fig. 3.3A).
48
  
This single energy level of a zigzag edge arises from more dangling bonds on one 
sublattice as compared to the other sublattice (Fig. 3.3 B).  In the case of an armchair 
edge, Fig. 3.4B, there is the same number of broken edge-bonds for each sublattice.  
Recently, it has been shown experimentally that a zigzag edge yields a localized state in 
the density of states near the Dirac point, where an armchair edge does not.
160
  A zigzag 
edge nanoribbon has even been proposed to filter out the pseudospin component of the 
graphene wavefunction all together.
159
  A potential device could use this inherent degree 
of freedom of graphene as a computational variable for future electronic devices.
159
 
3.3 Bilayer Graphene 
 In this section, I will discuss the properties of bilayer graphene, and how they 
relate to those of single-layer graphene.  First, I will discuss the lattice structure of bilayer 
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graphene and multilayer graphene.  Second, I will discuss the electronic structure of 
bilayer graphene.  Finally, I will discuss the differences between single-layer graphene 
and bilayer graphene with respect to the local density of states. 
3.3.1 Geometry 
 When a second graphene layer is added to form bilayer graphene, the sublattice 
symmetry can be broken, resulting in variations of the electronic properties that depend 
on the stacking.
111,161,162
  Figure 3.5 shows the lattice structure of  bilayer graphene, 
illustrated in a Bernal stacking configuration, the most common form of graphite.
21
  The 
bilayer is comprised of two graphene planes vertically offset by 3.35 Å.
19
  The second 
plane of graphene is rotated 180º so as to line up the A atoms (black atoms) in the top 
layer (labeled A΄) and the A atoms in the bottom layer.  In this stacking configuration, the 
B΄ and B carbon sublattices (red atoms) are located in the hollow sites of the bottom and 
top graphene layer, respectively.  This stacking configuration results in a weak coupling  
between only the A atoms of the two layers, and is described by the inter-layer coupling 
constant , where 0.4eV . 
163,164
   
 Depending on the layer orientation, graphene stacks with two or more layers are 
either described as ultrathin graphite or multilayer graphene.  For the ultrathin graphite 
variety, the stacking can continue the Bernal stacking trend, where the next layer would 
be aligned with the first graphene layer, so ABA stacking.  However, there are other 
types of stacking that can also occur.  The third layer can have different position as 
compared to the A and B layers, which is called rhombohedral stacking or ABC stacking.  
In rhombohedral stacking, the third layer of graphene couples only with the B atoms of 
the second layer, leaving the A atoms of the second layer over hollow sites.
21
   
 For the samples that are characterized as multilayer graphene, the relative layers 
are believed to be uncoupled.  The decoupling between the layers is proposed to isolate 
the layers, so each layer can be thought of as a single-layer of graphene.  Graphene layers  
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Figure 3.5  
 3D rendering of the lattice structure of bilayer graphene in a side view.  Bilayer 
graphene is made up of two graphene planes stacked one on top of another.  The most 
common form of bilayer, Bernal stacking, involves the top-most graphene plane being 
rotated 180˚ with respect to the first.  This aligns the A atoms of the bottom layer with A´ 
atoms in the top layer.  In this configuration, there is a weak inter-layer coupling ( ≈ 
0.4 eV) between the two graphene layers.
163,164
  This weak coupling breaks the sublattice 
symmetry of ideal graphene. 
 
that are rotated with respect to one another have been calculated to conserve single-layer 
graphene properties.
165-167
  This rotational layer orientation is seen in turbostratic 
graphite, where the layers are randomly rotated.
14
  Of particular interest to epitaxial 
graphene studies is that the stacking sequence of graphene layers does not necessarily 
have to be well defined.  The stacking of multilayer graphene on the carbon rich face of 
the SiC grows in a similar turbostratic-like configuration, where the interleaved layers are 
rotationally offset from one another with lateral domains are far larger than turbostratic 
graphite.
166
  It has been proposed that this rotation is what essentially makes multilayer 
graphene on carbon faced-SiC have single-layer graphene properties, discussed 
elsewhere.
166
  For the silicon rich face of the SiC, the graphene bilayers grow in a Bernal 
 56 
stacking configuration.  In the next section, the effect of Bernal stacking on the electronic 
properties of bilayer graphene will be addressed. 
3.3.2 Electronic Structure of Bilayer Graphene 
 Bilayer graphene (with Bernal stacking seen in Fig. 3.5) has a different electronic 
structure as compared to the ideal single-layer graphene.  The stacking of the second 
graphene layer causes hybridization of the bonding orbital between the A and A΄ atoms, 
which essentially adds two more energy bands (each spin degenerate).
168
  This means for 
bilayer graphene we expect four low energy bands total, in contrast to the two seen in 
single-layer graphene.  The tight binding Hamiltonian is determined by the different 
electron coupling paths between the layers.
168
  For example, an electron can hop from the 
lattice sites B→A→A΄→B΄, this coupling path goes directly through the bond between A 
and A΄ atom.  A more general calculation would take into account the direct coupling 
B→B΄, but this is neglected in the derivation that follows.161  To determine the energy 
dispersion, first we need to define the Hamiltonian for bilayer graphene.  The 
approximated tight-binding Hamiltonian expanded around a K point can be written:168  
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v
v
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H     (3.44) 
 
where is the induced asymmetry between the layers (described below), Fv is the in-
plane velocity defined in Eq. 3.35., 1 for K , and ( )x yi .  Solving the 
secular equation (Eq. 3.16) gives four solutions, one for each of the energy bands in 
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bilayer graphene.  Determining ( )E k (with 1,2 , and for the unfilled and filled 
electron states, respectively) yields an expression:
168
 
 
   
1/2
2 42
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 Results from Eq. 3.45 for an isolated graphene bilayer ( 0 ) are plotted in Fig. 
3.6A.  The plot takes into account typical values for  and
Fv , described in previous 
sections.  From the plot in Fig. 3.6A, it is clear that the energy vs. wavevector dispersion 
is very different from that of a single-layer of graphene.  In particular, the dispersion is 
hyperbolic near the Fermi energy, while the single-layer remains linear.  In addition, the 
separation between the two hyperbolic bands on either side of the Fermi energy is the 
interlayer coupling, .
169
  Another interesting aspect of Bernal stacked bilayer graphene 
electronic structure is that a controllable energy gap can be induced by an electric field 
perpendicular to the layers.
170
  Figure 3.6B shows a plot of the dispersion with a large  
value of asymmetry between the layers, with .   The size of the energy gap is 
essentially determined by the potential difference between the layers.  This property, as 
well as other inherent characteristics, make bilayer graphene also enticing for potential 
device applications.
16,17,171
    
 ARPES measurements of bilayer graphene on SiC have verified the predicted 
bands of the energy dispersion.
147,172
  In addition, a gap is also observed that is similar to 
what is predicted for a biased bilayer graphene.
173
  In epitaxial graphene, the graphene 
layer closest to the substrate will be doped due to charge transfer from the interfacial 
reconstruction, where the top layer is essentially neutral.  This equates to a potential 
difference between the two graphene layers, and a gap opens up in the dispersion.   In 
addition, the adsorption of charged metal atoms on the top most graphene layer will  
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Figure 3.6 
Electronic structure of bilayer graphene.  (A)  Energy vs. wavevector dispersion for 
Bernal stacked bilayer graphene with interlayer interaction 0.4eV .  The dispersion 
was derived from a simplified tight-binding formalism described in the text.  At low 
energy the bilayer bands (a total of four levels) are hyperbolic, while the single-layer 
remains linear.  (B)  Electronic dispersion for bilayer graphene when a potential 
difference ( ) is introduced between the layers.  Plotted here is the dispersion with 
0.4eV .  This type of dispersion as been observed on bilayer epitaxial graphene, 
where charge transfer from the underneath substrate induces the potential difference 
between the layers. 
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reduced the potential difference and closes the gap.  This is what was seen on bilayer 
epitaxial graphene with different amounts of adsorbed potassium atoms on the surface.
173
 
 From an electronic transport point of view the Hamiltonian of bilayer graphene 
can be simplified back to a 2 x 2 matrix with the form: 
 
    
2
2
0 ( )1
2 0m
H      (3.46) 
 
where 22 Fm v .
161
  The Hamiltonian for bilayer graphene somewhat resembles the 
usual form for conventional free electrons, 
2( )
2m
H

.  However, the fact the Eq. 3.46 
still has an analogous matrix single-layer form suggests that the carriers in bilayer  
graphene are still quasiparticles, and they are commonly referred to as massive Dirac 
fermions.  To make the analogy between single-layer and bilayer graphene complete, 
both of the Hamiltonians can be written in the form: 
 
    ( ) ( )j EH σ η      (3.47) 
with 
    ( ) (cos ,sin )J Jη     (3.48) 
 
where ( )η is the pseudospin vector with tan
y x
, and 1J for single-layer 
graphene and 2J for bilayer graphene.
111
  Therefore, the quasiparticles in bilayer 
graphene are still considered chiral, but now the wavefunction acquires a Berry’s phase 
of 2 upon a closed orbit.
111
   It is this new Berry’s phase that gives rise to the novel 
bilayer graphene integer QHE, introduced earlier in this chapter.  In this case, for  
 
 60 
 
electronic transport (where the higher energy bands are irrelevant) the Hall plateaus and 
Landau levels are:
161
  
   2(4 / )xy N e h  , where 1, 2,...N    (3.49)  
   ( 1)n
eB
E n n
m

, where 2n     (3.50) 
 
There are two degenerate Landau levels at 0E , which correspond to the 0,1n .  The 
values of Eq. 3.49 are similar to those for a conventional semiconductor except the Hall 
plateau at zero energy is missing due the filling of a doubly degenerate Landau level 
(made up from 0,1n ).
111
  A more general approach considering higher energy bands 
would lead to a Landau level spacing: 
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where 1, 2,...n and
22 FeBv  .
169,174
   
 There are other key differences that arise between the single-layer graphene and 
bilayer graphene, one in particular is seen in the local density of states (LDOS).
163,164
  For 
a single-layer of graphene when both the A and B carbon atoms are indistinguishable, the 
LDOS for the A and B atom are:  
   
2
( ) ( )
( )
A B
F
A E
LDOS E LDOS E
v
,    (3.52) 
 
where A is the area of the graphene unit cell, 
23 3
2
a
A .
157
  The LDOS for single-layer 
graphene, identical for both carbon atoms, is linear with respect to energy and goes to  
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Figure 3.7 
Sublattice dependent LDOS for single-layer (A) and bilayer (B) graphene.  For the 
single-layer case, when the sublattice symmetry is intact, the LDOS is the same at all 
energies for the A and B sublattices.  For the bilayer case, when the sublattice symmetry 
is broken, there is a reduction in the LDOS of the A sublattice as compared to the B 
sublattice.  This reduction arises from the interlayer coupling between the two layers, but 
only over the interval .  At energies above the sublattice symmetry is once again 
recovered.     
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zero at the Dirac point, E= 0 (Fig. 3.7A).
164
   Due to a weak coupling between the layers 
of strength , bilayer graphene has a remarkably different LDOS as compared to the 
monolayer.   For bilayer graphene the LDOS for the A and B atom are given by the 
expressions:
164
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The LDOS for isolated bilayer graphene is plotted in Fig. 3.7B.  The coupling between 
the layers results in a reduction of the LDOS for the A atoms as compared to the B atoms  
over the interval ± .  We propose that since the STM can probe the local density of 
states of the sample, we should be able to accurately measure the differences in the 
LDOS for bilayer graphene (discussed in Chapter 6).  This concludes our derivation of 
the electrical properties of single-layer and bilayer graphene.  Next, we will move to a 
discussion of the scattering properties of graphene. 
3.4 Scattering in Graphene  
 Understanding the role that defect scattering plays in the transport properties is 
pivotal for any system used for electronic devices; this is no different for the case of  
graphene.  Defect scattering is a process where an electron experiences a change in 
momentum after interacting with disorder.  There are two main two types of defect 
scattering: elastic and inelastic scattering.  Inelastic scattering involves the loss of energy 
in addition to the change in momentum; for simplicity this type will not be discussed  
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further.  We will only concern ourselves with elastic scattering, where the energy of the 
electron doesn’t change.  To illustrate elastic scattering in graphene, we use two-
dimensional constant energy contours in reciprocal space (Fig. 3.8).  For graphene the 
constant energy contours near 
FE  cut through the electron and hole conical dispersions 
resulting in small circles of radius , centered at the wavevectors K  and  
K .  The scattering wavevectors q  connect different points on the constant energy 
contours (Fig. 3.8).  Two dominant families of scattering vectors, labeled 
1q and 2q , are 
allowed in graphene.  Wavevectors 
1q  connect points on a single constant-energy circle 
(intravalley scattering) while wavevectors 
2q  connect constant-energy circles at adjacent 
K  and K  points (intervalley scattering). 
 Since graphene shares many of the transport characteristics of carbon nanotubes 
(CNTs), we can use the extensive theoretical work for scattering in CNTs and relate that 
to graphene.  In particular, elastic intravalley scattering of CNTs has been studied  
extensively.
154,155,175
  These studies predict that for metallic CNTs, elastic scattering is 
greatly reduced for surface potential variations that are large compared to the atomic 
scale.  Disorder of this type can arise from structural ripples in CNT or coulomb 
potentials from distant charged impurities. When an electron experiences disorder in the 
sample, an extra potential (2 x 2 matrix) is added to the existing Hamiltonian.  This 
potential energy matrix only has diagonal elements that can be written: 
 
   
2 1
2 2 2
1 2( ) ( ) cos
2
V Vr    (3.55) 
 
where ( )V r is the potential energy from the disorder , 1 is the initial state 
wavevector,
2
is the final wavevector after the scattering event, and is the angle  
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Figure 3.8 
Schematic of the 2D Brillouin zone (blue), constant energy contours (green) at the K  
points, and the two dominant classes of scattering vectors that create interference patterns 
in graphene.  Scattering wavevectors 
1q  (red) are seen to connect points on a single 
constant-energy circle, and 
2q  (red) connects points on constant-energy circles between 
adjacent K  and K  points.   
 
between 
1
and
2
.
155
  For metallic CNT the dispersion is identical to what is plotted in 
Fig. 3.3B.
155
  The Fermi surface, made up of only two points, has
1
as a right moving 
electron and 
2
as a left moving electron, where .  This angle between the 
scattering vectors will result in a vanishing matrix element (Eq. 3.55), resulting in 
suppressed intravalley scattering. This suppressed scattering is a consequence once again 
of the pseudospin and -Berry’s phase.  For a semiconducting CNT (non-linear 
dispersion), even though the Fermi surface is still comprised of two points, .  
Therefore, the scattering in semiconducting CNT is not strongly suppressed.
155
   It is 
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interesting to note that scattering due to disorder with size on the order or smaller than the 
unit cell will not be suppressed for any type of CNT.  This disorder will lead to off-
diagonal matrix elements to the Hamiltonian.   Disorder of this type is represented by 
point defects and vacancies that occur in or under the lattice.    
 For single-layer graphene, like CNT, it is predicted that weak potentials will not 
allow intravalley scattering events, while short range scatters will result in such 
scattering.  This result has been noted in many theoretical studies.
156,176-178
  Many of the 
transport properties in graphene are affected by the conservation of chirality and 
pseudospin in long-wavelength scattering processes.  In particular, for monolayer 
graphene the reduction in backscattering can even lead to weak antilocalization.
156,179
  
High mobilities and long-coherence lengths in graphene and carbon nanotubes can then 
be traced to the conservation of pseudospin and lack of intervalley and intravalley 
scattering. 
154
 
  The matter of testing intervalley and intravalley scattering can be done with the 
help of Fourier transform scanning tunneling spectroscopy (FTSTS), which is discussed 
in the last chapter of this thesis.
180,181
  Fourier transforms of dI/dV maps are essentially 
q -space images of the allowed scattering vectors in graphene.  It has been proposed that 
reduced intravalley scattering of monolayer graphene is seen as a reduction in the  
intensity close to 0q ,  where normally 1q  scattering would exist.
182,183
  Even though 
1q scattering is suppressed, intervalley scattering ( 2q ) will always appear as features 
centered at the K and K .  Chapter 7 will talk more about the scattering measurement of 
epitaxial graphene with FTSTS.    
3.5 Epitaxial Graphene on SiC 
 Epitaxial graphene offers the first potential avenue for the use of graphene with 
mainstream electronic applications.  The fact that thin graphite films form on the surface 
SiC has been known for 30 years.
184
  SiC is a bilayer crystal that forms into over a 
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hundred different polytypes, distinguished only by the stacking of the SiC bilayers.
185
  
The most common polytopes for graphene growth are 4H-SiC and 6H-SiC.
185
  Under 
vacuum conditions it has been shown that when annealed to sample temperatures in 
excess of 1200 ºC, graphitization occurs at the surface of SiC.
93
  Epitaxial graphene can 
be studied by a variety of surface science techniques, such as STM, STS, LEED, Auger 
electron spectroscopy, x-ray diffraction, among many others.   
 It is interesting to note that SiC has two polar faces, corresponding to a Si 
terminated face (0001)  or a C terminated face (0001) .  The graphene growth mechanism 
is quite different on either face.  The growth on the carbon-rich face is far less 
understood, the films are thicker (10 to 100 ML of graphene) and they also have 
interleaved rotational stacking faults.
186
  Si-face graphene can be grown thinner and with 
a higher degree of control.
186
  Si-face epitaxial graphene grows in perfect registry with 
the underlying substrate, and multiple layers are Bernal stacked.  It has been shown that 
the electronic transport properties are different on either polar face.
52
  The carbon face 
films usually have higher mobility and longer mean free paths as compared to the Si-face 
type.
52
  For the rest of my work, I will focus on the atomic scale properties of epitaxial 
graphene grown on the silicon face, to study the growth and electronic properties of very 
thin graphene films.  To unearth these properties, I employ scanning tunneling 
microscopy (STM) and scanning tunneling spectroscopy (STS) at room temperature 
(300K) and low temperature (4.2 K). 
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CHAPTER 4 
INITIAL STAGES OF EPITAXIAL GRAPHENE GROWTH 
 
4.1 Introduction 
To fully characterize the electronic properties of epitaxial graphene, a clear 
understanding of the growth mechanisms is vital.  The properties of initial epitaxial 
graphene formation will be characterized by RTSTM and RTSTS measurements.  From 
our studies, we have found that graphene on SiC(0001) mimics the growth processes of 
metallic thin films.  Metal thin films have been studied extensively using STM and other 
surface science techniques.  From these studies it was found that metallic films grow 
from deposited adatoms through nucleation on step edges or islands.
187
  The nucleation 
process depends on many factors such as the number of surface step edges, the metal 
atom flux, the surface diffusion coefficients, as well as others.
188
   
In epitaxial graphene growth, instead of a flux of atoms like in metal deposition, 
carbon is introduced by desorbing Si atoms from the surface at temperatures well over 
1000 ºC.
189
  The desorption of silicon results in a carbon rich environment, where mass 
transport of carbon can occur.  The combination of high temperatures (large diffusion 
coefficient) and high step density equates to a heighten nucleation of a film on a step 
edge instead in the form of islands.
190
  In this chapter, I will show that this type of growth 
is prevalent for the case of epitaxial graphene on SiC(0001) .  However, we have found 
evidence of graphene island formation, though less frequent than terrace growth.  To my 
knowledge, this is the first study that characterizes the properties of epitaxial graphene 
islands.  In a later section of this chapter, I will discuss the composition of the SiC 
reconstruction, and discuss how it contributes to the growth of the epitaxial graphene.   
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Figure 4.1 
 Large scale RTSTM topography (1 μm x 1 μm) showing the surface morphology 
of the SiC (tunneling conditions are 1.0 V and 0.1 nA).  There are many triangular etched 
pits (red arrows) on the surface after annealing.  The angle of the pits follows closely the 
preferred directions of the hexagonal SiC reconstruction.  In the center of the image is a 
large trench (blue outline), which is common when annealing the Si-face of the SiC.  
There are many smaller triangular pits in the trench as compared to the outside the trench.  
4.2 Graphene Step Edge Growth 
When graphene forms on the surface ofSiC(0001) , the morphology of the sample 
changes greatly from the ordered step array seen in hydrogen-processed SiC 
samples
191,192
  Figure 4.1 shows an STM topograph (1 µm x 1 µm) of the 
SiC(0001) surface after UHV graphitization.  This image shows that the surface is 
decomposing as the silicon of the first few SiC layers desorbs from the sample.  The 
surface now has many triangular pits indicated by red arrows in Fig. 4.1.  This type of 
decomposition is common for the Si-face-SiC(0001) graphitization.
191,193
  The triangular 
pits are all shaped with edges that follow the SiC reconstruction’s hexagonal directions, 
with edges that are either 60º or 120º apart.  Another interesting feature of the STM 
topography is a large trench found in the middle of the image, highlighted by the blue  
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Figure 4.2 
 RTSTM topographies reveal that some graphene grows from SiC step edges.  (A) 
0.25 μm x 0.25 μm RTSTM topography shows that areas covered by graphene are 
smoother as compared to the regions of exposed SiC (tunneling conditions are 1.0 V and 
0.1 nA).  Using the gradient-enhancement (left side of A) reveals more information on 
the texture of the surface that is absent from the raw topography data (right side of A).  
(B)  Magnified RTSTM image of the area in (A) highlighted by the white box (tunneling 
conditions are 0.5 V 0.1 nA).  Three different regions are clearly resolved in this image: 
SiC reconstruction, single-layer graphene, and bilayer graphene. (Inset of B) High 
resolution image of the single-layer graphene region of (B) clearly resolving the 
honeycomb lattice.  (C) 300 Å x 150 Å RTSTM image of another single-layer graphene 
to SiC reconstruction step, (tunneling conditions are 2.0 V 0.1 nA).  As shown by the 
blue lines, separated by 120º, the graphene edges follow the directions of the SiC 
reconstruction. 
 
outline in Fig. 4.1.  Inside of this trench there are more etched pits (smaller in size) than 
above the trench.  This suggests that decomposition of the surface, as gauged by the 
formation of the triangular pits, is enhanced in the trenched region. 
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A closer look at the sample reveals that only a small percentage of the surface is 
graphitized, as seen in Fig. 4.2A.  The left half of Fig. 4.2A shows a gradient enhanced 
topography in the scan direction (X direction), while the right side is the colorized raw 
data.  We use the gradient enhancement to help find graphitic regions since the gradient 
highlights the local texture of the surface more than the raw data.
194
  The areas that are 
visibly smoother are graphene, and the areas that appear corrugated are the SiC 
reconstruction.   Figure 4.2B (a magnified image of the white box in Fig. 4.2A) shows the 
differences between areas on the surface that are single-layer graphene, bilayer graphene, 
and the SiC reconstruction.  The inset of Fig. 4.2B shows a higher resolution image of the 
single-layer graphene, clearly resolving the honeycomb lattice structure.  Analysis of the 
regions of Fig 4.2B reveal the single-layer graphene has a corrugation (span of gray 
scale) ≈ 1 Å over a 100 Å x 100 Å area compared to the SiC reconstruction corrugation ≈ 
3.6 Å over a 400 Å x 400 Å area, more than 3 times larger. 
Figures 4.2 A & B show that the growth of single-layer and bilayer epitaxial 
graphene is mediated by step edges.  This result is not surprising since the step edge 
density of the surface is quite large, as evidenced by Fig 4.1.  It is interesting to note the 
step heights between the graphene thicknesses are different than bulk graphite (3.35 Å).  
The step height from the SiC up to the graphene is typically 2.5 Å ± 0.5 Å, while the step 
height between single-layer graphene and bilayer graphene is 3.0 Å ± 0.25 Å.  Figure 
4.2C shows a different region of graphene separated by a step down to the SiC 
reconstruction.  The two blue lines (120º apart) indicate that the graphene step edges 
follow the protrusions of the SiC reconstruction.  The directions of the protrusions are 
aligned to the hexagonal lattice vectors of the SiC lattice vectors. 
4.3 Graphene Island Growth 
At particular places on the sample there appear very small (~10 nm wide) islands 
of graphene.  One particular island is shown in Fig. 4.3A.  The island locations are found  
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Figure 4.3 
RTSTM topographies reveal that graphene forms small nanoscale islands, and 
that armchair edges are preferred.  (A) 1000 Å x 1000 Å RTSTM topography showing a 
small graphene island (white protrusion) surrounded by SiC reconstruction (tunneling 
conditions are 0.5 V and 0.1 nA).  (B) Higher resolution RTSTM image (200 Å x 200 Å) 
of the same graphene island (tunneling conditions are 0.5 V and 0.1 nA).  This particular 
island has 6 sides all separated by 120º as shown by the blue lines, again the same 
directions of the SiC reconstruction.  (C) A line profile shows that the island of (B) is 
about 110 Å wide at the center.  (D) Atomic-resolved RTSTM image (25 Å x 25 Å) 
showing the lattice structure of the island (tunneling conditions are 0.3 V and 0.1 nA).  
Overlaid on this image are the two lowest energy edge configurations: zigzag (yellow 
line) or armchair (blue lines).  Armchair and zigzag edges are separated by 30º.  Since the 
island has edges 120º apart, the island is solely made up of either zigzag or armchair 
edges.  As one can see the blue lines accurately show the directions of the island edges, 
meaning the island is entirely made up of armchair edges. 
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by examining the gradient enhanced topography, similar to what was described above for 
graphene terraces.  Finding the graphene island is quite challenging without a gradient-
enhanced topography, since there might only be one island in a 0.5 μm x 0.5 μm area.  
The infrequency of graphene island formation is again due to the high density of steps on 
the surface.  More graphene islands would form if the step density was reduced via 
optimizing the graphene growth parameters.
190
  It is clear from Fig. 4.3B, the graphene 
island follows closely the directions of the SiC reconstruction, similar to the graphene 
terraces near step edges.  This is evidenced by overlaying on this image two lines, 120º 
apart, that show the lattice directions of the SiC lattice vectors.  Figure 4.3C shows a line 
scan across a graphene island.  This island is roughly 110 Å wide and has a step height of 
≈ 3 Å, the upper limit for graphene/SiC step edges.   
 Atomic resolution STM images of graphene islands can be used to determine the 
termination of graphene step edges.  This is most easily seen in lines drawn on the lattice 
structure of Fig. 4.3D, the blue lines correspond to armchair edges of the graphene, while 
the yellow line corresponds to a zigzag edge.  The lines have to be drawn in the middle of 
the island since there is scattering at the edges (explained more below).
195
  Combining the 
fact that a zigzag edge and an armchair edge are 30º apart and all the edges of our 
graphene islands are 120º or 60º apart, a graphene island must be entirely surrounded by 
zigzag or armchair step edges.  If one of the edges of the island can be accurately 
determined, then the entire island will be successfully characterized.  By comparing the 
lines of Fig. 4.3D and the island edges of Fig. 4.3B, one can see that the blue (armchair) 
lines accurately describe the island.  Therefore this graphene island is solely made up of 
armchair edges.   
It is interesting to note that we have found other islands on the surface and they 
are also comprised of armchair edges.  This finding is surprising since one would expect 
zigzag edges to be preferred, due to this type of edge having fewer broken bonds (0.41 
bonds/Å) as compared to armchair edges (0.47 bonds/Å).  Recent calculations show that 
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stability of the edge is determined by the sublattice symmetry of the broken bonds instead 
of the density.
196
  Density function theory (DFT) calculations have concluded that clean 
graphene armchair edges have a formation energy roughly 1 eV less than zigzag edges.
196
  
The larger formation energy for zigzag edges arises from high density of states (edge 
states) near the boundary, compared with absent edge states for an armchair 
termination.
196
  It was also proposed that zigzag edges might even be unstable at room 
temperature.
196
  This work shown in this section highlights the first experimental 
evidence that epitaxial graphene islands and terraces grow with preferred armchair step 
edges. 
4.4 Spectroscopic Characteristics of Ultrathin Epitaxial Graphene 
We have performed STS measurements on the graphene islands and compared the 
spectra to STS of graphene terraces.  The results are summarized in Fig. 4.4.  Figure 4.4A 
shows a large scale gradient-enhanced STM topograph (0.25 μm x 0.25 μm area) with 
both a single-layer graphene terrace (red arrow) and a graphene island (black square).  
Figure 4.4B is a magnified STM image of the graphene terrace (red arrow of Fig. 4.4A) 
showing the graphene lattice structure.  The superstructure with period of ≈ 20 Å 
superimposed on the graphene lattice will be discussed latter in this chapter.  Figure 4.4C 
shows an STM image of an island (black box of Fig. 4.4A) similar in size to the one 
discussed in Fig. 4.3.  This graphene island forms an equilateral triangle (≈ 100 Å on 
each side with a step height of ≈ 2 Å).  The island is again solely made up of armchair 
edges, 60º apart.  The determination of the edge configuration was conducted with the 
same procedure outlined above for atomic resolution STM images of this island (not 
shown).  Figure 4.4C shows that near the island edges there is significant scattering (blue 
arrows),  which is evidence that graphene is terminated abruptly at this step edge.
160,197
  
The scattering periodicity masks the atomic configuration of the graphene island edge  
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Figure 4.4 
 RTSTS shows differences between the graphene island and graphene terraces.  
(A) 0.25 μm x 0.25 μm gradient enhanced RTSTM topography (tunneling conditions are 
1.0 V and 0.1 nA) showing a graphene island (black square) and a graphene terrace (red 
arrow).  (B) Atomic resolution (100 Å x 100 Å) RTSTM clearly shows the graphene 
lattice structure of the terrace seen in A (tunneling conditions are 0.3 V and 0.1 nA).  (C) 
RTSTM topography (100 Å x 87 Å) of the triangular graphene island in A (tunneling 
conditions are 0.3 V and 0.1 nA).  From atomic resolved STM images (not shown), this 
triangular island is solely made up of armchair edges.  (D)  Spatially-averaged RTSTS 
taken from the graphene island of C (black curve) and the graphene terrace of B (red 
curve). The conditions for the RTSTS are 0.3 V and 0.1 nA.  From the plot, it is clear that 
the LDOS of the graphene island is different than on the graphene terraces.  The local 
minimum observed on the terrace STS (indicated by the red arrow) is believed to be the 
location of the Dirac point.  If there were quantum confinement effects at play in the 
graphene island, an energy gap over the range of Δ would be present.  No such gap 
feature is seen in the dI/dV over this range.  (E) A schematic for a graphene island made 
up of only armchair edges with three unit cells per side.  A procedure for counting the 
number of carbon atoms in a large island is discussed in the text. 
 
(discussed in more detail in chapter 7).  This is the reason why the edge configuration has 
to be determined from atomic resolution STM images away from the edge.
195
 
Figure 4.4D shows spatially-averaged STS taken from the regions of Fig. 4.4C & 
D.  RTSTS taken over the graphene terrace (Fig. 4.4D, red curve) is typical for single-
 75 
layer graphene regions.  Suppression of the dI/dV near -300 mV, indicated with the red 
arrow, is believed to be the location of the Dirac point.  The shift of the Fermi energy 
(zero sample bias) with respect to the Dirac point by ≈ 300 meV is understood as charge 
transfer from the SiC substrate to the graphene.
146,173
  A similar suppression in the dI/dV 
of graphene terraces has been seen by other groups.
198,199
  Spatially- averaged RTSTS 
taken over the graphene island (Fig. 4.4D, black curve) appears very different to the 
spectrum from the graphene terrace.  The STS spectrum taken from the island shows a 
reduction in dI/dV at the Fermi level as compared to STS the terrace.  This result is 
indicative of the terrace being more metallic than the island.  A possible explanation for 
the difference in spectra might be quantum confinement effects from the small size of the 
graphene island.  
It has been shown both theoretically 
200,201
 and experimentally
202
 that small 
islands of graphene show evidence of a band gap at the Dirac point due to quantum 
confinement.  Estimates for the band gap of an armchair triangle island with ~10,000 
carbon atoms is roughly 0.4 eV, centered at the Dirac point.
203
  The number of carbon 
atoms of an armchair triangle island ( CN ) is determined by counting the number of unit 
cells on one side of a triangle (N) and using the formula, 
CN 3N(N + 1) .  Figure 4.4E 
shows a graphene armchair island with 3 unit cells per side (36 carbon atoms total) where 
each unit cell is separated by 3a .  For the armchair island of Fig. 4.4C with a side length 
of ≈ 100 Å, I estimate ≈ 23 unit cells per side with the entire island totaling ≈ 1700 
carbon atoms.  Therefore, we can infer that the band gap of the island (Fig. 4.4C) should 
be greater than 0.4 eV, assuming the band gap would scale inversely with size of the 
island.  We will use the value of 0.4 eV as the lower bound for the energy gap.  In the  
dI/dV curves over the island, (Fig. 4.4D) Δ shows the range of 0.4 eV centered at the 
Dirac point ≈ -300mV.  Clearly, no evidence of an energy gap is seen in the dI/dV over 
this range.  It even appears that the density of states is higher on the graphene island than  
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Figure 4.5 
Differences in RTSTS between a graphene island and SiC reconstruction.  (A) 
150 Å x 150 Å RTSTM topography (tunneling conditions are 0.3 V and 0.1 nA) showing 
another triangular graphene island.  This graphene island is again made up armchair 
edges.  (B) Spatially-averaged RTSTS from the center of the graphene island in A (red 
curve) and SiC reconstruction from the bottom right area of A (black curve).  The two 
spectra are strikingly similar (deviating at high bias).  A possible interpretation of the 
similarities is proposed in the text. The conditions for the RTSTS are 0.3 V and 0.1 nA. 
 
on the graphene terrace over the range of Δ (Fig. 4.4D).  This concludes that the graphene 
island in Fig. 4.4C does not display the quantum confinement characteristics of an 
isolated graphene island.  To understand the nature of the STS on the graphene island 
(compared to the terrace), the interactions of the graphene island and the SiC substrate 
need to be considered.  Indeed, the tunneling to the SiC interface may dominate the 
differential conductance measurements, as evidenced in voltage dependent imaging 
discussed in Chapter 6.    
We have performed STS comparing graphene islands and the surrounding SiC 
reconstruction.  Figure 4.5A shows a graphene island that is triangular, roughly 100 Å on 
a side with a step height of 2 Å.  The island, again, is solely made up of armchair edges.  
A spatially-averaged STS spectrum was taken near the center of the island (red circle) 
and compared with a spatially-averaged STS spectrum from the SiC reconstruction (black 
circle) as shown in Fig. 4.5B.  As seen from the plot, there are only small differences 
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between the dI/dV of the SiC reconstruction and the graphene island, deviating only at 
higher voltages.  It is clear from the data, that the density of states of the graphene island 
more closely resembles the SiC rather the larger graphene terrace.  A possible 
interpretation is that the graphene islands are strongly bound to the SiC substrate, while 
the graphene terrace is more isolated.   
Photoemission spectroscopy studies of the early stages of epitaxial graphene 
growth show that the SiC reconstruction displays graphitic sp
2
-bonding (σ bands), but 
with no π bands, a signature of graphene.204,205  This result has been verified by many 
theoretical studies, which show that the pz orbitals of the first graphene layer are 
covalently bonded to the SiC substrate.
206-208
  Experiment and theory conclude that even 
though the first graphene layer might show the graphene lattice structure, it will not 
display the low energy characteristics of graphene, such as a linear dispersion.  In my 
opinion, this explains the spectroscopic data of the graphene islands from the previous 
sections.  Hydrogen adsorption studies suggest that the edges of epitaxial graphene are 
strongly bonded to the SiC substrate (elaborated on in Chapter 5).  The strongly bound 
nature of the edges might affect the graphene island more than the graphene terrace, just 
based on the distance between step edges.  This suggests that the graphene islands might 
not have the necessary area to produce the graphene-like low energy characteristics, 
where a larger terrace might display such properties.   
Even though there are no graphene-like states at low energy for the SiC 
reconstruction and the graphene island, photoemission studies conclude that surface 
states are present on the surface at low energy.
205
  The surface states, arising from 
unpassivated dangling bonds, contribute to the low energy density of states where  
normally there would be an energy band gap.
209
  From the plots in Figure 4.5B, it is 
apparent that the SiC reconstruction and the graphene island have density of states near 
the Fermi energy that arise from these surface states.  Similar surface states are also seen 
in other semiconductor surface reconstructions.
209
  Characterization of the SiC  
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Figure 4.6 
 RTSTM reveals the morphology of the SiC reconstruction. (A) 300 Å x 300 Å 
RTSTM image showing the quasi-ordered SiC-6√3 reconstruction (tunneling conditions 
are 0.5 V and 0.1 nA).  (B) Higher resolution RTSTM topography of the boxed region in 
A.  Seen in this image are the two predominate features of the SiC reconstruction, 
tetramers and hexagon.  (C) Schematic geometry of possible Si adatom features 
consisting of one tetramer and hexagon.  The gold atoms represent the Si atoms in the 
SiC(0001)-1x1 substrate.  The tetramers fall on the SiC(0001)-1 x 1 lattice, while the 
hexagons fall on the SiC(0001)-√3 x √3 lattice.    
 
reconstruction, offering insight into the nature of the dangling bonds, will be discussed in 
the next section. 
4.5 SiC Reconstruction 
SiC(0001) forms a couple of stable surface reconstructions before reaching the 
graphitization temperature.  A starting SiC(0001)-1x 1 will form a √3 x √3 R30º 
reconstruction at around 1000 ºC.
89,93
  When the starting 1 x 1 surface is deposited with a 
few layers of silicon, a 3 x 3 reconstruction is observed after annealing to 800 ºC.
210
  
Further annealing causes the 3 x 3 to turn into the √3 x √3 R30º.211  Additional annealing 
of surface gives rise to a complicated reconstruction with a periodicity of 6√3 x 6√3 R30º 
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(6√3 hereafter) as well as graphene growth.89,93  The actual 6√3 structure and 
composition has been extensively characterized by both experimental
89,93,189,199,205,212-214
 
and theoretical studies.
206-208,214
  In this section, I will discuss the structure of the 6√3 
surface, which will offer insight to the origin of the dangling bonds near and underneath 
the graphene.   
Figure 4.6A shows an empty state image with a 400 Å x 400 Å field of view of 
the 6√3 reconstruction.  The magnified region (Fig. 4.6B) shows two predominant 
features, labeled tetramers and hexagons.  Shown in Fig. 4.6C is a possible atomic 
configuration for these two types of features.  In this ball model, the gold atoms show 
bulk-terminated SiC(0001).  However, for clarity only Si atoms are displayed in the 
model (it is understood that each silicon would be paired with a carbon atom).
185
  The 
6H-SiC(0001) bulk forms a hexagonal lattice in-plane and the vertical axis is stacked in 
an ABCACB configuration.
185
   
Tetramers appear as pyramidal structures that have three adatoms in registry with 
the SiC-1 x 1 lattice (red arrows in Fig. 4.6C indicate 1 x 1 lattice vectors), while the 
fourth adatom rests on top.  The tetramers form a quasi-ordered superstructure with 
periodicity of 6 x 6 with respect to silicon carbide lattice vectors.  The tetramers actually 
give rise to small ripples in the graphene, which is the corrugation measured in the 
graphene of Fig. 4.2.  Similar tetramer type features are known to exist on the Si-rich 
SiC(0001)-3 x 3reconstruction.
210,213
  The STM work of Starke et al. proposed that the 3 
x 3 is comprised of tetramer-type features.
210
  We feel that the features seen in the 6√3  
reconstruction are related to the features of the 3 x 3.  Therefore, we assume that the 
tetramer features of Fig. 4.6 are comprised of silicon.  This result is in contradiction to  
many groups who suspect that at the very high annealing temperatures, silicon adatoms 
would not remain on the top surface.
189,205
  For comparison, the annealing temperature for 
the 3 x 3 reconstruction is ≈ 800 ºC, while the annealing temperature for this sample was 
≈ 1200 ºC.  However, further experimental evidence for the 6√3 having Si adatoms has  
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Figure 4.7 
High resolution LTSTM image showing the registry of the hexagons of the SiC 
reconstruction with the different √3 x √3 sublattices (tunneling conditions are 1.0 V and 
0.1 nA). Three hexagons are observed to lie on the three different SiC(0001)-√3 x √3 
sublattices, denoted by the three different colors. Tetramer features (yellow triangles) are 
what allow hexagons to switch to different √3 x √3 sublattices.  Equal occupation of all 
three √3 x √3 sublattices helps explain the complicated 6√3 patterns in diffraction studies. 
 
been proposed by our group and others, details will be discussed in the following 
chapter.
186
   
As shown in the structural model of Fig. 4.6C, the hexagons fall on the SiC-√3 x 
√3R30 lattice with the center adatom missing (blue arrows in Fig. 4.6C indicate √3 x 
√3R30 lattice vectors).  The hexagons closely resemble corner-hole type features of the 
Si(111)-7 x 7.  In both cases the STM images of the hexagons and corner holes resemble 
adatoms forming a ring with the central adatom missing.
68
  The similarity of the 
hexagons to the silicon-rich corner holes is another piece of evidence that the adatom 
features on the SiC-6√3 substrate could be comprised of silicon atoms.  Figure 4.7, a high 
resolution image of three hexagons, shows how the hexagons help give rise to the 
substrate 6√3 periodicity.  Overlaid on the image of Fig. 4.7 are the three SiC-√3 x 
√3R30º sublattices (red, blue, and green crosses), which together occupy all of the SiC 
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1x1 lattice sites.  Color-coded circles show the registry of adjacent hexagonal rings with 
the underlying sublattices.  The reconstruction is not perfectly ordered, but areas such as 
these where adjacent hexagons fall on different sublattices are typically seen in these 
samples.  This reconstruction structure, comprised of equivalent structures on each of the 
three SiC-√3 x √3R30º sublattices, explains many features of the 6√3 pattern observed in 
LEED measurements.
92
 
4.6 Conclusion 
In this chapter, I discussed that the prevalent growth mechanism of graphene on 
SiC is one mediated by SiC bulk step edges.  I also showed, under these growth 
conditions (annealing temperature and time), a small amounts of graphene islands form 
on the surface with roughly the same size (≈ 100 Å).   Different growth graphene 
parameters will result in different island formation characteristics.   It was found that all 
the edges of the graphene islands and even the graphene terraces prefer an armchair edge 
configuration.  Recent calculations prove that armchair edges require less energy to form 
as compared to zigzag edges.
196
  STS was performed on graphene terraces, graphene 
islands, and the SiC reconstruction.  Comparing the spectra over all three areas revealed a 
large difference in the STS between the graphene terrace and the island.  A slight 
difference is seen between the island and the SiC reconstruction. The origin of these 
differences is proposed to arise from the bonding nature of the graphene edges to the SiC.  
The STS taken over the SiC reconstruction and graphene islands revealed dangling bond 
states in the SiC band gap, common for semiconductor surface reconstructions.  The 
surface structure, giving rise to the dangling bonds, was proposed from a detailed STM 
study of the SiC reconstruction.  It was found that the reconstruction consists of two 
different types of adatom features, tetramers and hexagons.  Both types of features 
resemble Si-rich reconstructions on different surfaces, which offers insight into their 
composition.  
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CHAPTER 5 
ATOMIC HYDROGEN ADSORPTION 
Hydrogen has been used extensively in scientific research for many different 
purposes, including interface state passivation for electronic devices and energy storage 
for fuel cells.  In this chapter, these two processes will be investigated for the case of 
epitaxial graphene via atomic microscopy.  In particular, discussion will focus on the role 
that hydrogen plays in passivating the dangling bonds of the 6H-SiC(0001)-6√3 
reconstruction, which gives insight into the chemical composition.  In addition, hydrogen 
adsorption on single-layer epitaxial graphene and its electronic effect on graphene will 
also be addressed.   
5.1 Hydrogen Passivation 
In the modern computer industry, metal–oxide–semiconductor field-effect 
transistor (MOSFET) devices based on silicon are preferred over other materials, such as 
GaAs and other III-V semiconductors.  The main reason rests in the fact that silicon 
grows a native gate oxide (SiO2) with a low interfacial defect density.
215
  However, 
unbonded Si defects do exist at the silicon-oxide boundary, yielding unsatisfied dangling 
bonds (otherwise known as charge traps) with large localized density of states.
216
  A large 
amount of charge traps can be detrimental to the performance of any MOSFET device.
217
  
Due to its small size, atomic hydrogen can diffuse through metallic and oxide layers of a 
MOSFET device to satisfy the dangling bonds at the Si/SiO2 interface.
218-220
  Passivation 
of these charge traps has been shown to increase drain current flow in a MOSFET device 
by up to 400%.
221
  
It is clear that atomic hydrogen plays a vital role (sometimes good or bad) in the 
processing of MOSFET devices.
222
  A large scientific effort has focused understanding 
the advantages and disadvantages of having excess hydrogen at the interface of a 
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MOSFET.
223
  Despite satisfying dangling Si-bonds, excess hydrogen at the Si-SiO2 
interface can also decrease the performance of the device in many ways, one in particular 
is from hot electron degradation.
127
  Recently, it was found that deuterium (heavy 
hydrogen) solves many problems that exist when using hydrogen to passivate the Si-
dangling bonds.
215,224
 
In this work, we have investigated whether the possibility exists that interface 
state passivation would improve the performance of epitaxial graphene devices, similar to 
MOSFET devices.  Considering potential diffusion paths of hydrogen either through the 
graphene or under a graphene edge, we chose a sample with a low coverage of graphene, 
identical to the sample characterized in the previous chapter.  As it turns out, we were 
unsuccessful in passivating the dangling bonds underneath the graphene.  We believe that 
there is a strong chemical bond between the graphene and the substrate at the edges of the 
graphene regions.  Effectively, the edges of the graphene are sealed shut from any 
adsorbate, including hydrogen.  This type of sealing behavior has been observed for other 
gases (such as helium and argon) in exfoliated graphene flakes over SiO2 wells. 
225
  In 
spite of this negative result, we were able to unearth some novel hydrogen adsorption 
properties about the graphene/SiC system.  
Under normal conditions, hydrogen is a nonreactive, diatomic gas.  To utilize 
hydrogen for dangling bond passivation, the hydrogen molecule has to be cracked to form 
atomic hydrogen.  To crack the hydrogen, we installed in our UHV chamber a coiled 
tungsten filament (similar to one found in a modern light bulb).  The filament was 
mounted on a high current UHV feedthrough and positioned about 3” away from the 
sample.  Diatomic hydrogen in the vicinity of a hot filament has been shown to crack into 
atomic hydrogen.
226
  After being cracked, the atomic hydrogen is extremely reactive so 
the proximity of the filament to the sample is very important.    
To start the hydrogen passivation process, the sample was first annealed to an 
elevated temperature to prevent etching from the incident atomic hydrogen.  Later in this 
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section I will address how sample temperature changes surface passivation.  The range of 
sample temperatures was between 200 °C to 800 °C.  When the sample is stable at the 
desired temperature, molecular hydrogen is backfilled into the chamber at a pressure of 5 
x 10
-6
 Torr.  The next step is to pass enough current through the tungsten filament to 
cause the temperature to reach 1400 º C, measured with an optical pyrometer.  The 
filament is at the elevated temperature for 10 minutes, which results in a hydrogen dose 
of 3000 Langmuir (1 Langmuir = 10
-6
 Torr-sec).  After the desired dose of hydrogen, 
three steps remain: the filament is turned off first, then the UHV chamber is pumped back 
down to base pressure, and the sample is cooled to room temperature.  For consistency, 
room temperature-STM measurements are performed on both pre- and post-hydrogen 
dosed surfaces.  Unfortunately, since the sample has to be removed from the microscope 
at each hydrogen dose cycle, it is virtually impossible to show STM images of the same 
region before and after a hydrogen dose. 
Discussion of Chapter 4  described how the dangling bonds of the 6√3 introduce 
localized states in the large bulk band gap of 6H-SiC(0001), which is in agreement with 
ARPES measurements.
205
  The incorporation of atomic hydrogen into the SiC 
reconstruction is clearly observed in our RTSTM measurements.  Regions of 6√3 SiC 
that have been successfully passivated image differently than STM images of virgin 6√3 
SiC (Fig. 4.6A of last chapter).  The effect of hydrogen is clearly seen in Fig. 5.1A, 
where the once quasi-ordered 6√3 now looks amorphous and disordered.  Figure 5.1B 
displays STS measurements taken over 6√3 regions before and after hydrogen dosing.  A 
spectrum performed over single-layer graphene is also included for comparison.  The 
introduction of atomic hydrogen has satisfied the dangling bonds of the 6√3, causing a 
removal of the localized states around the dangling bonds.  This quenching allows for the 
reemergence of a large energy band gap, which is readily seen in Fig. 5.1B.  Before the 
hydrogen dose, there was just a small gap in dI/dV of the 6√3, which is hard to resolved  
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Figure 5.1 
Hydrogen is used to successfully passivate the dangling bonds of the SiC 
reconstruction (A) RTSTM (200 Å x 200 Å) image of the surface following exposure to 
hydrogen (tunneling conditions are 2.0 V and 0.1 nA).  This image clearly shows that the 
once quasi-order SiC-6√3 now looks amorphous and disordered.  The SiC-6√3 
underneath the graphene appears unchanged by the hydrogen exposure.  (B) RTSTS 
measured over the H-SiC regions and graphene regions of A (spectra servo conditions are 
1V and 0.1 nA).  RTSTS from clean SiC before hydrogen exposure is shown for 
reference.  The hydrogen exposure causes a large energy gap (≈ 1.5 V) to open up in the 
LDOS over regions of H-SiC.  We believe this gap arises from the successful passivation 
of the SiC-6√3 dangling bonds. 
 
at room temperature.
214
  STS spectra performed on graphene terraces have more of a 
metallic appearance, with no signs of a band gap.  The STS spectra of bare-graphene 
regions after the hydrogen dose (not shown) are effectively unchanged by the hydrogen 
dosing. 
From a detailed study of the passivation characteristics vs. temperature, we have 
gained insight into the chemical composition of the 6√3.  We have preformed hydrogen 
dosing measurements at four different sample temperatures to see the thermal effects on 
the incorporation of the atomic hydrogen into the 6√3.  This series of measurements is 
summarized in the Figs. 5.2A-D.  In all four images of Fig. 5.2, the upper terrace is a 
single layer of graphene and lower is the 6√3 reconstruction.  In the  
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Figure 5.2 
Temperature dependence of the hydrogen passivation.  We performed the 
hydrogen exposure at four different sample temperatures: (A) 200 °C, (B) 377 °C, (C) 
600 °C, and (D) 800 °C.  RTSTM images (held at a fixed tunneling current of 0.1 nA) 
were performed with conditions: (A & B) 300 Å x 300 Å at -2.5 V and 2.0 V, 
respectively, (C & D) 400 Å x 400 Å at 1 V.  SiC regions (lower regions in A & B) 
appear passivated for temperatures below 600 °C.  At temperatures above 600 °C, the 
SiC (lower regions in C & D) appears quasi-ordered once again.  This temperature 
dependence offers insight into the chemical composition of the SiC-6√3, and suggests 
that the dangling bonds originate from silicon atoms.  
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previous section, the passivation was conducted at a sample temperature of 377 ºC (Figs. 
5.1 and 5.2B).  This temperature is known to effectively passivate the Si dangling bonds 
of a Si(100) surface.
227
  In our measurements it appears that the passivation is only  
successful when the sample temperature is less than ~ 400 ºC (Figs. 5.2 A & B).  This is 
seen in the disordered and amorphous STM images of the 6√3 at sample temperatures of 
200 ºC and 377 ºC (Figs. 5.2 A & B).  At temperatures of 600 ºC and 800 ºC (Figs. 5.2 C 
& D), the 6√3 looks well ordered, similar to images of the virgin 6√3.  It is clear from all 
four STM images of Fig. 5.2 that the interface structure below the graphene layer is 
unchanged.  Therefore, we can conclude that the hydrogen is not penetrating under the 
edges or diffusing through the epitaxial graphene.   
The temperature threshold of when the hydrogen no longer satisfies the 6√3 
dangling bonds gives some insight into the chemical composition of the reconstruction. 
From previous studies by other groups, who have attempted to passivate the surfaces of 
Si(100) and diamond or C(100), a temperature dependence for the hydrogen adhering to 
the substrate was shown.  For the silicon-rich surfaces [Si(100)] the passivation 
temperature was ≈ 400 ºC.226,228  At temperatures larger than 400 ºC the silicon-hydrogen 
bond is easily broken.  In stark contrast, it was found that the passivation for the carbon-
rich surfaces [C(100)] was more robust, since the carbon-hydrogen bond would not break 
until the sample temperature was ≈ 800 ºC.229  Figure 5.2 clearly shows that by 600 ºC in 
our experiment the atomic hydrogen was no longer bonding to the 6√3 reconstruction. 
Therefore, we can effectively rule out carbon as the origin of the 6√3 dangling bonds.  
Recently, X-ray reflectivity measurements performed on similar Si-face graphitized 
samples have suggested that the top layer of the 6√3 substrate reconstruction might be 
comprised of silicon atoms.
230
  This study also suggests that the sequential layers 
supporting the top layer of silicon adatoms might very well be carbon rich.  Our work is 
the first definitive evidence via local atomic scale measurements that the SiC 
reconstruction is comprised in part of silicon atoms.   
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5.2 Adsorption of Hydrogen to Single-Layer Graphene 
Hydrogen, packaged in the form of fuel cells, has been proposed as a source for 
the world’s future supply of energy.231  This could be the long awaited eco-friendly 
energy source that will replace carbon-based fossil fuels, such as coal and petroleum.  
The industry appeal of hydrogen rests in its ability as an extremely efficient source of 
energy, which is related to its chemical mass (the amount of dispensable energy per 
mass).
232
  The chemical mass of hydrogen is roughly three times larger than that of 
petroleum-based fuels.  Therefore, the operation of an automobile powered by hydrogen 
will result in a reduction of the fuel mass by 66%.  Moreover, hydrogen is the most 
abundant element on the planet and when hydrogen is burnt in an oxygen environment 
the byproduct is water, as opposed to harmful green house gases.
233
    All these 
characteristics make hydrogen a viable solution to the world’s energy troubles.   
Problems do arise with the potential use of hydrogen as an energy source.
233
  In 
particular, a problem arises that involves the issue of hydrogen storage, which I plan to 
address in this work.  Even though less weight is needed to run a hydrogen car, a gaseous 
hydrogen source would take up a larger volume compared to a standard gasoline tank.  
One solution arises with the condensation of hydrogen on large surface area materials, 
which will greatly reduce the volume.  Ironically, the material that hydrogen might 
replace as a fuel source, carbon, is one promising candidate to store hydrogen for fuel 
cells.  Recently, there has been a large scientific effort in the research of hydrogen 
storage in carbon-based materials.
234
  Most studies have focused on the adsorption of 
hydrogen to either graphite nanofibers
235
 or carbon nanotubes bundles.
236,237
  Where the 
adsorption process of hydrogen to carbon nanotubes is mostly likely a chemisorption 
process, instead of a physisorption.
238
  Increased hydrogen absorption can be observed in 
these carbon systems through the doping of alkali metals such as lithium.
239
   
Calculations suggest that the curvature of carbon nanotubes heightens the 
adsorption characteristics of hydrogen over a planar surface such as graphene.
240,241
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However, to study the chemisorption process of hydrogen to carbon nanotubes, graphene 
offers a useful test bed for useful calculations and experiments.  The effect of hydrogen 
bonding to single-layer graphene has been studied theoretically (due to the recent press 
that graphene has received), but experimental investigations such as STM studies have 
been lacking.  Hydrogen and deuterium adsorption studies characterized with STM have 
been performed on bulk graphite, and insight can be gathered from these experiments.
242-
244
  In this work, we offer a preliminary study of the properties of hydrogen 
chemisorption to single-layer graphene with atomic-resolved STM. 
We have observed in our STM images that after hydrogen dosing a very low 
coverage of hydrogen adheres to single-layer graphene regions.  These are the same 
dosing parameters that essentially saturate the SiC reconstruction with hydrogen.   From 
our STM images it is clear that the hydrogen adsorbed to the graphene causes a change in 
the electronic structure of the graphene.  Figures 5.3 A & B shows two images of the 
same area taken at two different bias voltages.  Figure 5.3A, taken at -1.5 V, illustrates 
where the hydrogen is absorbed, highlighted by the red circles.  However, when the bias 
is lowered to -1 V (shown in Fig. 5.3B), there are regions of the image with different 
contrast.  The yellow outline shows the boundary between light and dark regions.  The 
dark regions are close to the adsorbed hydrogen and the light regions are far away. This 
bias dependence offers insight into the effect hydrogen has on the single-layer graphene.   
The electronic perturbation of hydrogen on single-layer graphene has been 
investigated by many theoretical studies.  It has been suggested that chemisorbed 
hydrogen will change the bonding configuration of the graphene from a sp
2
-bonding 
configuration to a diamond-like sp
3
-bonding character.  This would result in the absence 
of the low energy π-electron states, and the opening of a substantial energy bandgap.245  
Additional properties of hydrogen adsorption to graphene rest on the specific bonding 
configuration of the hydrogen to the carbon atoms. 
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Figure 5.3 
Hydrogen adsorption to single-layer graphene (A) RTSTM image (200 Å x 200 
Å) of six different hydrogen pairs highlighted with red circles (tunneling conditions are -
1.5 V and 0.1 nA). The bright contrast of the hydrogen might arise from either a 
structural height difference or a charging of the hydrogen.  (B) The same area imaged at 
different tunneling conditions (-1.0 V and 0.1 nA ) reveals a dramatic LDOS change in 
the area around adsorbed hydrogen dimers (highlighted with a yellow outline).  This 
indicates that the hydrogen changes the electronic structure of the single-layer graphene. 
 
As it turns out, hydrogen prefers to chemisorb to graphene (and graphite) in the 
form of molecular hydrogen dimers.
245
  Although energetically unfavorable, many 
theoretical studies have suggested that atomic hydrogen bonded to graphene could result 
in spontaneous ferromagnetism, which arises from the breaking of the sublattice  
symmetry of graphene.
246,247
  Similar magnetism (arising from vacancies instead of 
hydrogen adsorption) has been observed experimentally in proton-irritated graphite.
248
  
However, to achieve the lowest energy state, hydrogen dimers adhere to the graphene on 
different carbon sublattices (preserving the sublattice symmetry).
245
  This is shown 
systematically in Fig. 5.4A, where there are only two configurations, either hydrogen 
bonded across a honeycomb ring (type i) or bonded to nearest neighbors (type ii).  To 
determine the bonding configuration of the hydrogen dimer, atomic resolution STM 
images are required.  Figure 5.4B is an STM image showing the two separate lobes of  
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Figure 5.4 
Hydrogen dimer formation on graphene.  (A) Schematic drawing of the two most 
favorable adsorption sites for hydrogen dimers on graphene.  The hydrogen dimers can 
form across a graphene honeycomb (i) or nearest neighbor sites (ii).  (B) RTSTM (50 Å x 
50 Å) image showing a hydrogen dimer (tunneling conditions are 1 V and 0.1 nA), 
yellow arrows indicate the two distinct lobes of the hydrogen dimer.  (C) High resolution 
RTSTM image (25 Å x 25 Å) indicate that this hydrogen dimer is of the type I variety.  
The graphene lattice is included to help determine the bonding configuration (tunneling 
conditions are 0.5 V and 0.1 nA).  (D) Single-STS spectrum performed on the top 
hydrogen atom of the dimer in C and compared with spectrum performed on bare 
graphene roughly 1 nm away from the dimer (spectra conditions are 0.5 V and 0.1 nA).  
It is clear from the plot that the dI/dV over the hydrogen atom has a larger LDOS as 
compared to the bare-graphene at higher negative energy, which is consistent with the 
contrast change of the STM images of Fig. 5.3.  
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the hydrogen dimers, highlighted by the yellow arrows.  A higher resolution STM image 
of the hydrogen dimer (Fig. 5.4C) can actually reveal the bonding configuration.  From a 
careful analysis, it is concluded that this hydrogen dimer is type i, where the bonding 
configuration is across a graphene unit cell.  A ideal graphene lattice is drawn over the 
hydrogen dimer for clarity, but this might be misleading since there is considerable lattice 
deformation when the hydrogen chemisorbs to the graphene.
245
  This relates to the 
hydrogen changing the graphene sp
2
-bond to a sp
3
-bond, as mentioned above.  
To give more information about the electronic structure of the hydrogen bonding, 
we have performed STS spectra on the hydrogen dimer and compared the results to 
spectra taken over the bare graphene.  This is illustrated in Fig. 5.4 D, where the red 
curve was a single spectrum performed on the top hydrogen of the dimer in Fig. 5.4 C 
and the black curve was a single spectrum taken over bare graphene roughly 1 nm away 
from the hydrogen dimer.  It is clear from the plot that at large negative bias the LDOS 
over the hydrogen is enhanced compared to over the bare graphene.  This result is in 
contrast to the theoretically-predicted band gap from the sp
3
-bonding of the hydrogen.  
This dI/dV plot is more suggestive that the hydrogen dimer is absorbing charge from the 
surrounding environment, making the hydrogen an acceptor.  This would help explain 
why the hydrogen dimer appears bright only at high negative bias along with a charge 
density reduction around the adsorption site.  
5.3 Conclusion 
In this chapter, I have discussed the passivated of the bare SiC reconstruction with 
atomic hydrogen.  The passivation causes a quenching of the localized states from the 
reconstruction’s dangling bonds.  The quenching of the localized states results in the 
emergence of a large gap in the STS spectra, roughly 1.5 eV wide.  I showed that the 
temperature at which the sample was held during hydrogen dosing was important for a 
successful passivation.  It was found that temperatures in the excess of 600 ºC resulted in 
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unpassivated SiC dangling bonds, ruling out the top region of the reconstruction being 
comprised of carbon.  Finally, I discussed hydrogen dimer formation on top of single-
layer epitaxial graphene.  The structural configuration of the hydrogen dimer was found 
to be similar to what had been proposed for hydrogen adsorption on graphite.  This work 
highlights the first successful adsorption of hydrogen to single-layer graphene. We also 
showed that the hydrogen locally dopes the graphene with holes, with depressions clearly 
seen in filled state images around hydrogen adsorption sites. 
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CHAPTER 6 
EPITAXIAL GRAPHENE STUDIED WITH LTSTM 
 
Previous chapters have discussed the characteristics of single-layer epitaxial 
graphene and the SiC reconstruction probed with room-temperature STM.  In the 
remaining two chapters of this thesis, I will discuss results from our investigations of 
epitaxial graphene with a low temperature STM operated at 4.2 K.  A detailed description 
of the apparatus was given in Chapter 2.  Moreover, Chapter 2 outlined the advantages of 
performing STM measurements at low temperatures.  One of the main advantages is the 
heightened energy resolution of spectroscopic data as compared to room temperature 
measurements.  Using this heighted energy resolution, this chapter offers an in-depth 
study of novel properties from single-layer epitaxial graphene, graphene/SiC interface, 
and bilayer epitaxial graphene.  In particular, I will address the STM imaging and 
spectroscopic characteristics of the graphene/SiC interface and how these relate to the 
electronic properties of single-layer epitaxial graphene.  In addition, I will discuss the 
morphology of epitaxial graphene bilayers on the Si-terminated SiC.  Finally, I will 
describe a unique way to determine the interlayer coupling that arises from the stacking 
sequence of bilayer epitaxial graphene. 
 
Contents of this chapter have been discussed in the following publications: 
G. M. Rutter et al., "Imaging the interface of epitaxial graphene with silicon carbide via 
scanning tunneling microscopy." Phys. Rev. B 76, 235416 (2007). 
 
G. M. Rutter et al., "Structural and electronic properties of bilayer epitaxial graphene." 
Journal of Vacuum Science & Technology A 26, 938 (2008). 
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6.1 Imaging Characteristics of Single-layer Epitaxial Graphene 
What seems to be a unique feature of epitaxial graphene, we have found that 
simple STM topographic images display a wealth of structural and electronic information 
pertaining to both the single-layer epitaxial graphene and the interface.  In particular, the 
first layer of epitaxial graphene appears to become “transparent” in our STM images 
when the applied bias is far from the Fermi level, this result has been verified by other 
groups.
189,194,198,199
  The imaging behavior is evidenced in the STM topography of Fig. 
6.1A.  In the topography there appear many adatom-type features that might be 
misconstrued as being on top of the epitaxial graphene surface.  Imaged alongside the 
adatom features is the graphene honeycomb structure, which is shown explicitly in Fig. 
6.1B.   
Under close inspection it is found that the adatom features resemble the 
components of the SiC reconstruction, introduced in Chapter 4.  It appears that both 
components of the SiC reconstruction, tetramers (Fig. 6.1C) and hexagons (Fig. 6.1D), 
are present in the image.  Atomic configuration of the tetramer in Fig. 6.1C is highlighted 
by three red spheres (bottom orbitals) and one blue sphere (top orbital).  Typically, orbital 
features are found surrounding tetramers that fall on one of the SiC √3 sublattices (yellow 
spheres).  Atomic configuration of the hexagon in Fig. 6.2 D is highlighted by 6 yellow 
spheres, which indicates the hexagon also falls on a SiC √3 sublattice.  From the above 
observations we can conclude that these features do arise from orbitals of the 
reconstructed SiC substrate, which remarkably contribute strongly to the local density of 
states even above the graphene layer, roughly 2.5 Å away.   
It is interesting to note that STM topographic measurements performed on 
exfoliated graphene over a SiO2 substrate do not display any similar interfacial 
features.
249,250
  This lack of interface transmission arises directly from the insulating and 
amorphous nature of the SiO2 (band gap of roughly 9 eV), which does not allow for the 
tunneling of electrons in the typical voltage range of STM operation.  However,  
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Figure 6.1 
(A) LTSTM topographic image (200 Å x 200 Å) of the first layer of epitaxial 
graphene (tunneling conditions are 400 mV and 50 pA).  The image shows a combination 
of SiC interface features along with the graphene lattice due to the transparency of the 
graphene.  Parts B-D show magnified views of the image of A.  (B) The honeycomb 
graphene lattice structure is clearly imaged surrounded by SiC interface features.  The 
interface features can be put into one of two categories either tetramers or hexagons.  (C)  
Tetramer feature is highlighted by three red spheres (bottoms orbitals) and one blue 
sphere (top orbital).  Typically, orbitals that surround tetramers fall on the SiC √3 
sublattice (yellow spheres).  (D) Hexagon feature is highlighted by six yellow spheres to 
indicate that it also falls on a SiC √3 sublattice.  Both of these features were introduced in 
Chapter 4 as part of the SiC substrate reconstruction.  
 
interfacial SiO2 disorder in these exfoliated graphene samples does result in one of the 
major limitations of the carrier mobility.
113
  It seems that STM will not be able to 
investigate why the disorder plays such a critical role in exfoliated graphene devices.  On 
the other hand, even though the SiC surface at low temperatures should have a very 
similar insulating behavior, we still observe the dangling bonds localized around the 
interfacial reconstruction.  This offers us a unique opportunity to investigate the  
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Figure 6.2 
Bias-dependent LTSTM topographic images show the progression from imaging 
the SiC interface structure at high bias to imaging the graphene overlayer at low bias.  
The tunneling current is fixed at 100 pA, and the bias voltages are (A) 1.0 V, (B) 0.5 V, 
(C) 0.25 V, (D) -1.0 V, (E) -0.5 V, and (F) -0.25 V.  Red arrows indicate that different 
features (tetramers in A and trimers in E) are imaged at the same surface location, 
dependent on bias voltage.  In addition, we have found that the interfacial reconstruction 
influences the morphology of the graphene.  Tetramers locations (red arrows) correspond 
to protrusions in the graphene, while hexagons locations (yellow circle) correspond to 
depressions in the graphene. 
 
interfacial structure underneath graphene using atomic microscopy at low temperature.  
In what follows, I will offer further discussion about the transparency of the single-layer 
epitaxial graphene using the techniques of bias-dependent STM topographic imaging and 
density-functional theory (DFT) calculations.   
A series of bias-dependent STM images offers some insight into how the 
interfacial region contributes to the morphology of the epitaxial graphene.  STM images 
of the first graphene layer obtained at different tunneling biases (Fig. 6.2) show that the 
transparency of the first layer is dependent on the energy of the tunneling electrons.  
Interfacial features dominate the STM images for both the unoccupied states (Fig. 6.2A) 
 98 
and occupied states (Fig. 6.2D).  The presence of the interface in these images is so 
pronounced that the graphene does not appear in the field of view.  From the empty-state 
image at +1 V (Fig. 6.2A), we can identify the two predominant features of the SiC 
reconstruction: tetramers (a couple indicated with red arrows) and hexagons (one 
indicated with a yellow circle).  At high voltage the tetramers appear as one circular 
object, but at lower tunneling bias the three bottom orbitals of the tetramer become 
visible (Figs. 6.1 and 6.2B).  Filled state imaging (Fig. 6.2 E) at tetramer locations reveals 
a different feature with only three lobes, we refer to these features as trimers (red arrows 
in Fig. 6.2E).  From a careful analysis of the location of these lobes, it is found that they 
also fall on the SiC √3 lattice.  The configuration of the trimers is essentially the 
antibonding orbitals of the tetramers.  We feel that the tetramers are more characteristic 
of the actual atomic structure at these locations. 
 From the bias dependence of the STM images, it is apparent that the tetramers 
and hexagons play a key role in the surface morphology of the graphene.  Figures 6.2 A 
& C show that there is a direct correspondence between the tetramer features and maxima 
in the graphene dominated images.  Highlighted by the red arrows of Figs. 6.2 A & C, we 
find that at locations of a tetramer in the interface reconstruction, there will be a 
protrusion in the graphene.  Therefore, we propose that the tetramers cause a structural 
rippling by acting as tent posts to support the flexible graphene layer.  Between the 
tetramers locations, the hexagons of the interface reconstruction (yellow circle of Figs. 
6.2 A & C) yield depressions in graphene layer.  The combination of the tetramers and 
hexagons equates to a structural modulation of a 6 x 6 periodicity (referenced to the SiC 
lattice vectors) in the epitaxial graphene that has an experimental corrugation of ≈ 1 Å.  
This indicates that the 6 x 6 periodicity observed in the graphene layers grown on SiC is 
most likely due to a SiC interfacial reconstruction, and not a single Moiré effect as 
previously suggested.
93,251
  It is interesting to note that the rippling of the 6 x 6  
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Figure 6.3 
Iso-wave-function contours for a 5 x 5 SiC periodic cell with a Si tetramer and 
neighboring Si adatom underneath a graphene layer.  The states are summed over energy 
windows of (A) roughly -0.8 to -0.1 eV below EF, (B) within ≈ 0.1 eV of EF, and (C) 
about 0.1-0.8 eV above EF.  The color scheme denotes the phase of the orbital.  (D) Top-
down view of the 5 x 5 cell (repeated for ease of viewing) with a tetramer and 
neighboring adatom at the interface displayed in red. (E) Slice of the total charge density 
above the graphene layer with carbon atomic sites indicated.  Here, red indicates regions 
of highest charge density, and blue corresponds to lowest charge density. 
 
periodicity (≈ 1 Å)  is considerably smaller than the ripples observed in the STM images 
of exfoliated graphene on SiO2, which has a corrugation of around 5 Å.
249,250
    
For added support of effective imaging the interfacial structure below single-layer 
graphene, we have performed a first-principles density-functional theory (DFT) 
calculation of this system.  Our DFT calculation has incorporated an atomic configuration 
of a single-layer of graphene above a simplified interfacial region on top of a bulk-
terminated SiC.  Essentially, the interfacial region consists of one Si tetramer and one Si 
additional atom, where the additional Si atom is one of the yellow atoms neighboring the 
tetramer in Fig. 6.1C.  Full details of the DFT calculation can found in the reference: G. 
M. Rutter et al. Phys. Rev. B 76, 235416 (2007). 
Results from the DFT calculation have given insight into the nature of STM 
imaging of the
 
first epitaxial graphene layer.  Figure 6.3 shows a series of iso-wave-
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function contours for three different energies (A) below, (B) near, and (C) above EF.  Iso-
wave-function amplitude contours can be thought of as molecular orbitals describing the 
local density of states.  SiC interface orbitals dominate the contours for energies above 
and below EF, in agreement with the experimental findings (Figs. 6.2, A & D).  In 
contrast, graphene states dominate the contours for energies within 0.1 eV of EF, which 
accounts for the trend toward imaging the graphene lattice at low bias (Figs. 6.2, C & F).  
A large isocontour value was chosen to highlight the difference between the graphene 
states at EF and the apparent gap in the SiC substrate density of states.  A smaller 
isocontour value shows finite graphene density away from EF.  Interestingly, this orbital 
analysis also displays the difference observed in the appearance of the tetramers for filled 
versus empty states.  Specifically, the on-top site of the tetramer has no orbital 
contribution over the displayed energy range for the filled states (red arrow in Fig. 6.3A), 
but is apparent in the empty states (Fig. 6.3C) leading to the appearance of trimers rather 
than tetramers in the STM images (Figs. 6.2, A & E). 
These calculations also give insight into the 6 x 6 corrugation observed in the 
graphene STM images.  Figure 6.3D shows a top view of the atomic positions for the 
calculated interface, while Fig. 6.3E shows the corresponding total charge density for a 
slice parallel to the interface positioned just above the graphene layer.  We observe 
qualitatively good agreement between the charge density image and the graphene STM 
images (Figs. 6.2, C & F).  The larger charge density in the vicinity of the Si tetramers 
arises from the buckling of the graphene lattice over the Si adatoms.  This suggests that 
the 6 x 6 corrugation observed in the STM images is largely due to the graphene lattice 
draping over features of the interface reconstruction.  In fact, the experimental 
corrugation amplitude of ≈ 1 Å is close to the geometric calculated displacement ≈ 0.6 Å.  
This is not surprising, since it is a common feature of the graphene lattice to deform and 
cover the surface, this will discussed more in Chapter 7. 
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6.2 Spectroscopic Characteristics of Single-Layer and Bare-SiC  
To gain further insight into the electronic properties of this material, we have 
performed STS measurements over regions of the surface with both high and low 
interface state transmission.  These measurements investigate further the role of the 
interface and the properties of single-layer epitaxial graphene at low temperature.  We 
have found that the interface state features contribute a tremendous amount of 
information to the spectroscopy data.  Figure 6.4 shows an area over single-layer 
graphene in which we performed an open loop dI/dV map.  Figure 6.4A is the  
simultaneous STM topography at 0.3 V, while Fig. 6.4B is a dI/dV map taken at -0.3 V.  
From Fig. 6.4A it is clear that this area has a relatively disordered interface, since there 
are no signs of any hexagons and tetramers.  In the dI/dV map (Fig. 6.4B) there are many 
trimer type features, pointed out by the yellow arrows.  The green and blue curves, shown 
in Fig. 6.4C, are spatially-averaged spectra taken from the corresponding circles in the 
dI/dV image.  These spectra show pronounced peaks that are large compared to the 
average differential conductance of the entire area, shown as the black plot of Fig. 6.4C.  
The empty-state contribution to the dI/dV signal appears similar between the averaged 
spectra taken over the interface states and over the whole region.  The interface state 
peaks in the dI/dV spectra have been verified by another group.
198
  The peak energy of 
the localized state is close to the voltage onset where imaging occurs in the STM 
topography.  The energy of the peak should give insight into the electronic structure of 
the interface state, such as chemical composition and bonding arrangement, but the 
required theoretical calculations are not yet available.  
 Interestingly, high-resolution dI/dV measurements averaged over the entire 
image (Fig. 6.4D) show a reduction in the dI/dV signal within ± 50 mV about the Fermi  
energy.  This feature, which has been observed by others,
198
 is referred to as a pseudo-
energy gap in the dI/dV spectrum.  The term pseudo energy gap arises from having a 
reduced but nonzero dI/dV signal, where a zero differential conductance signal would be  
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Figure 6.4 
LTSTS spectra taken over interface states show large resonance peaks in the 
dI/dV. (A) 100 Å x 100 Å STM topography displaying the graphene lattice imaged 
alongside the interface states (tunneling conditions are 300 mV and 30 pA).  (B) dI/dV 
map at -300 mV performed in the area of A.  There are many trimer features in the dI/dV 
map pointed out by the yellow arrows.  These trimer features arise from the empty state 
imaging of the tetramers, even though the tetramers are not imaged in A.  (C)  Spatially-
averaged STS spectra taken from the dI/dV map in B.  STS spectra from trimer regions 
(blue and green circles of B) have large peaks in the dI/dV.  The peaks are very large 
compared to the signal from an averaged dI/dV over the entire region of B, shown as the 
black curve.  (D) High-resolution spatially-averaged dI/dV over the area of A (tunneling 
conditions are 300 mV and 60 pA).  It is clear from the plot that there is a reduction in 
signal over the range of ± 50 meV.  This reduction in the LDOS of graphene is 
commonly referred to as a pseudogap, and arises from excitation of a characteristic 
phonon mode in graphene. 
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expected for a true energy gap.  Outside of the pseudogap there is a step in the differential 
conductance signal.  Such steps in the dI/dV are typically attributed to additional inelastic 
tunneling channels, such as molecule vibrational
252
 or atomic spin excitations.
253
  
Similarly to these inelastic tunneling events, the step up observed here has been proposed 
as an increase in the final states of the tunneling electrons due to the excitation of a 
characteristic phonon mode of the graphene.
254
  We have found that the observation of 
the phonon coupling is highly dependent on the tip geometry and tunneling impedance 
conditions.  Future spectroscopic studies are needed to investigate this tip dependence 
further. 
In addition to spectroscopic measurements from buried interface states, we have 
also investigated the bare-SiC reconstruction and compared the results from the room 
temperature measurements discussed in the Chapter 4.  The sample studied in the 
previous sections was made with a relatively large coverage of single-layer graphene, 
about 90% of a monolayer.  In the remaining 10% area, we have found small patches of 
exposed SiC reconstruction next to single-layer epitaxial graphene.  Figure 6.5A shows 
an STM topography of one area where a strip of SiC is exposed and sandwiched on either 
side by single-layer graphene.  Figure 6.5B shows spatially-averaged STS spectra taken 
over the two areas of single-layer graphene (red & black curves) and compared with STS 
spectra performed over the SiC (blue curve).  The STS spectra taken from the SiC 
consistently shows a ≈ 300 mV gap centered at the Fermi energy.  However, it is clear 
that this spectra does not show localized peaks that were observed buried at the 
graphene/SiC interface (discussed more below).  The dI/dV spectra taken from the left 
and right graphene regions are essentially identical, showing a linear spectral behavior.  
These spectra do not show the pseudo energy gap, because the tip geometry is different 
from the data in Fig. 6.4.    
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Figure 6.5 
 LTSTS of regions of SiC show a gap centered on the Fermi energy.  (A) 500 Å x 
200 Å STM topography displaying a patch of exposed SiC reconstruction surrounded on 
either side by graphene (tunneling conditions are 0.6 V and 0.1 nA). (B) Spatially-
averaged dI/dV spectra taken on the regions of SiC (blue curve) and the left and right 
graphene regions, (red and black curve, respectively).   
 
The imaging and spectroscopic data performed at low temperature over the SiC 
reconstruction are in direct contrast to room temperature measurements over similar 
regions (Chapter 4 & 5).  In particular, the low temperature imaging of the SiC  
reconstruction looks more disordered than topographic images performed at room 
temperature over bare SiC (e.g. Fig. 4.6A).  The low temperature STM and STS 
measurements do resemble similar effects seen on hydrogen passivated SiC discussed in 
last chapter.  However, it is hard to determine whether the lower sample temperature has 
induced these changes in the SiC or there are other factors.  This concludes our 
discussion on the properties of single-layer graphene and the SiC.  The rest of this chapter 
will discuss characteristics of bilayer epitaxial graphene, starting first with the structural 
morphology of epitaxial graphene bilayer. 
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6.3 Morphology of Graphene Bilayers 
Previous chapters have addressed the growth of single-layer graphene and its 
registry to the underlying SiC.  This section will discuss the structural properties of the 
second layer of graphene with respect to the first layer.  An example of how graphene 
transitions from single-layer and bilayer epitaxial graphene is illustrated in Fig. 6.6.  
Figure 6.6A is an STM topograph showing a surface step separating the two different 
graphene layers.  Figure 6.6B shows a gradient-enhanced STM image magnified from the 
white box in Fig. 6.6A.  It is clear from this image that the graphene lattice is continuous 
over the step edge, though partially obscured in places by interface states from the 
underlying SiC (white arrows of Fig. 6.6B).  Typically, the second layer (right side of 
Fig. 6.6B) shows little sign of the interface states in the topographic images.  This is due 
to the second graphene layer being offset from the first by over 3 Å, which equates to a 
decrease of the interface state contribution in the tunnel current by three orders of 
magnitude.   
The continuity of epitaxial graphene from the top of the bilayer to the single layer 
implies a break in the graphene layer closest to the SiC interface.  We know this because 
in STM studies of bulk graphite, when the top graphene layer terminates at a step edge (a 
geometry that can be created by tearing the layer during mechanical cleavage), strong 
scattering with a √3 x √3R30º periodicity relative to the graphite in-plane lattice vectors 
is observed.
195
  We note an absence of √3 x √3R30º patterns at epitaxial graphene step 
edges separating single-layer and bilayer (Fig. 6.6B), due to the continuity of the 
graphene.  Similar graphene continuity is observed over abnormalities in the interface 
layer found in the initial stages of graphene growth; this will be discussed further in the 
next chapter.  In addition, we have found the blanketing nature of epitaxial graphene is 
similar over steps in the SiC substrate.  It is interesting to note that a √3 x √3R30º 
scattering pattern is imaged between terraces of single-layer graphene and the SiC  
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Figure 6.6 
Epitaxial graphene is shown to overlay surface steps, with little apparent 
scattering of electron states. (A) 300 Å x 158 Å LTSTM topography at a tunneling bias 
and current of 0.3 V and 0.1 nA, respectively.  This 3.1 Å step separates a region of 
single-layer and bilayer epitaxial graphene.  (B) 75 Å x 75 Å gradient-enhanced STM 
image that was cropped from (A) as indicated by the white box.  As shown by the white 
lines, the top most layer of graphene is essentially unperturbed by the step edge.  Similar 
behavior is seen when epitaxial graphene overlays substrate SiC steps.  The bumps that 
appear on the bottom terrace (white arrows) are actually the transmission of the interface 
states through the single-layer graphene, discussed earlier in this chapter. 
 
reconstruction, see e.g. Fig. 4.4C.  The result of a continuous top layer of graphene has 
some serious implications for device applications based on epitaxial graphene.  If the SiC  
is graphitized with multiple layers of graphene, there is a high probability that the top 
layer will be continuous across the entire sample.  The fabrication goal would be grow 
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continuous graphene on the wafer length scale, which has made epitaxial graphene 
appealing for mainstream integration of graphene in nanoelectronics.  
6.4 Bias-Dependent Imaging of Bilayer Graphene 
The ability to accurately determine the graphene thickness has allowed for the 
study of many structural and electronic properties that are dependent on the layer in 
question.  In the case of bilayer graphene, we have developed a novel way to accurately 
determine the interlayer coupling between the layers, a very important quantity.  Using a 
series of bias-dependent STM images, we have been able to identify the stacking of 
epitaxial graphene bilayers as Bernal, found commonly in bulk graphite.  Bias-dependent 
imaging is sensitive to spatial variations in the energy dependence of the local density of 
states for the two sublattices in graphene.  Figures 6.7A-C shows three STM images from 
a bilayer terrace, the sample bias is clearly marked on the image.  At a sample bias of 0.1 
V the graphene lattice appears triangular (Fig. 6.7A), indicating that only one of the two 
graphene sublattices is imaged.  Similar images have been observed in STM studies of 
bulk graphite
255
 and multilayer graphene surfaces.
181,194,198,249,250
  An ideal graphene 
lattice, composed of the A (black circles) and B (red circles) sublattices, is displayed on 
the image to help illustrate the atomic positions.  As the sample bias is increased to 0.3 V 
(Fig. 6.7B), STM images begin to show the second carbon sublattice at a lower intensity.  
At an even higher tunneling bias of 0.4 V (Fig. 6.7C), the images show a honeycomb 
structure similar to that observed for single-layer graphene, where both sublattices are 
imaged at almost the same intensity.
194,198,214,249,250
 
This bias-dependent imaging occurs when the sublattices of graphene (equivalent 
for a single layer) become distinguishable due to the stacking of the two graphene layers, 
this concept was introduced in Chapter 3.  In Bernal stacking, one sublattice of atoms in  
the top layer (A sublattice) is positioned directly over atoms in the bottom layer.  
However, atoms in the other top-layer sublattice (B sublattice) lie over hollow sites in the  
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Figure 6.7 
STM-measured apparent height differences between graphene basis atoms show 
Bernal stacking in bilayer epitaxial graphene.  (A-C) 15 Å x 15 Å STM topographs of the 
same area at a constant current of  0.1 nA and tunneling bias of (A) 0.1 V, (B) 0.3 V and 
(C) 0.4 V.  A schematic of a graphene lattice, showing approximate atomic positions, is 
overlaid on each image.  Atoms on the B sublattice are shown in red and atoms on the A 
sublattice are shown in black.  (D) Plot of the apparent height difference between atoms 
on the B and A sublattices.  Experimental heights (black squares) were averaged from 
multiple line scans across several unit cells of the image A-C.  Additional data at other 
biases (blue circles) are measured from another area of the sample with a different probe 
tip.  These relative heights are plotted alongside the data from A-C for consistency and 
reproducibility.  The data is compared with the calculated height difference (red line), 
obtained using independently measured parameters (see text).  
 
bottom layer, making the two sublattices inequivalent.  This configuration results in a 
reduction in the low-energy density of states for the A sublattice as compared to the B 
sublattice, which suppresses the A sublattice imaging at low tunneling energies.
163,164
  At 
energies larger than the interlayer hopping energy, the two sublattices have essentially 
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identical density of states.  Since the STM tunneling current can be approximated as an 
integral over the density of states from zero volts (Fermi energy) to the applied bias 
voltage (e.g. Eq. 2.3), the transition can be seen in the experimental data.  The STM 
images show qualitative agreement with the theory:  At low bias the A sublattice density 
of states is suppressed, yielding images of only the B sublattice (Fig. 6.7A).  At higher 
bias, both sublattices image equivalently in the topography (Fig. 6.7C). 
A more quantitative analysis can be made by measuring the apparent height 
difference between atoms on the A and B sublattices (seen in Figs. 6.7A-C) and 
comparing to estimates based on the theoretical local density of states.
164
  The apparent 
height difference corresponds to the actual change in the tip/sample separation between 
the two carbon atoms, or
B Az z .  To achieve this quantity, we combine a simple 
tunneling model
62,70
 and the sublattice densities of states for ideal bilayer graphene (Eqs. 
3.53 & 3.54).  In Chapter 2, I introduced the approximation for the STM tunneling 
current with respect to the tip/sample separation.  Here I rewrite that approximation for 
the sublattice-dependent tunneling current: 
exp( 2 )oi i iI I z       (6.1) 
 
where ,i A B and 
o
iI is the initial tunneling current on sublattice i .  The expression 
o
iI  
can be written for each sublattice as: 
( )
s
F
eV
o
i i
E
I E dE ,      (6.2) 
 
where ( )i E is the density of states on sublattice i .  In Chapter 3, the local density of 
states for bilayer graphene was explicitly defined for the two energy regions: E  and 
E  (Eqs. 3.53 & 3.54), where is the interlayer hopping energy.  By incorporating 
the two expressions of Eq. 6.1 such that 
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B AI I       (6.3) 
 
(due to constant current imaging), we can derive an expression for the difference in the 
apparent height  on the two sublattices:  
 
    
1
ln ( ) / ( )
2
s s
F F
eV eV
B A B A
E E
z z E dE E dE .    (6.4) 
 
Figure 6.7D shows as black squares the measured values of 
B Az z from the 
topography in Figs. 6.7A-C.  Also included in the plot are relative heights at biases not 
shown in Figs. 6.7A-C (blue circles).  These data are taken on another area of the sample 
with a different probe tip, which verifies the consistency and reproducibility of the 
analysis.  The solid red line in Fig. 6.7D corresponds to Eq. 6.4 with 2 = 2 Å
-1
, 
FE = 0.3 
eV, = 0.4 eV, and ( )i E  from Eqs. 3.53 & 3.54.  Although the data is not extensive, 
the agreement between experiment and theory is remarkable, using parameters that have 
been determined independently.  In particular, the value for the Fermi energy is precisely 
what is expected for epitaxial graphene via electronic transport,
52
 ARPES,
146
 and STS 
measurements.
181
  In addition, the interlayer coupling is exactly the same as the 
experimentally observed value for bulk graphite samples.
162
  The value of the decay 
constant has also been shown to be constant (≈ 1 Å-1) over the energies in Fig. 6.7.254     
Remarkably, using this simple model we find good agreement with experiment, which 
implies that the stacking order of bilayer epitaxial graphene is Bernal and that the 
interlayer coupling energy is very similar to graphite.  However, we would like to point 
out that the specific imaging transition can be tip dependent, but it is usually observed 
within the energy range shown in Fig. 6.7. 
 
 111 
6.5 Conclusion 
 In this chapter, I have talked about many different properties of single-layer 
epitaxial graphene, graphene/SiC interface, and bilayer epitaxial graphene.  To 
characterize these properties, we utilized STM and STS measurements performed at 4.2 
K.  I showed that the first monolayer of graphene becomes transparent to tunneling 
electrons at energies ± 1V.  This transparency allows for a unique study of the role the 
interface plays in the graphene’s electronic properties and morphology.  Bias-dependent 
STM images of single-layer epitaxial graphene have shown that structural ripples in the 
graphene originate from the corrugations in the SiC reconstruction.  A first principles 
DFT calculation verifies the energy dependence of the graphene transparency and offers 
an explanation to the observed corrugation of the experimental STM images.  
Spectroscopy measurements indicate that there are large localized states at the 
graphene/SiC interface.  Such states arise from dangling Si bonds, and will most likely be 
detrimental to the operation of any epitaxial graphene device.   Areas of exposed SiC 
show no signs of such large localized states in the spectroscopy, but we do observe a 
band gap roughly on the order of 300 mV.  Further test are need to investigate the origin 
of the energy gap seen on the exposed SiC.  
In addition to STM studies of single-layer epitaxial graphene, I also showed many 
different properties of bilayer epitaxial graphene.  In particular, I have observed the 
continuity of graphene over thickness changes and SiC step edges.  This indicates that the 
top layer across an entire multilayer graphene sample is made from the same sheet of 
graphene.  Next, I discussed how bias-dependent STM imaging can confirm the stacking 
of bilayer graphene as Bernal, the most common form of bulk graphite.  Finally, using a 
simple tunneling model and the density of states for ideal bilayer graphene, I was able to 
fully describe the images of bilayer epitaxial graphene and extract the interlayer coupling 
between the graphene layers.   
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CHAPTER 7 
SCATTERING AND INTERFERENCE IN EPITAXIAL GRAPHENE 
 
 It is well known that defects play an influential role in the macroscopic transport 
characteristics of graphene.  Specifically, graphene samples with a large quantity defects, 
especially charged impurities at the surface and interface, will have poor device 
performance.
113,137
  On the other hand, the absence of defects quenches the half-integer 
quantum Hall effect, which is the hallmark of graphene.
256
  In what follows, I discuss the 
first microscopic study of scattering in graphene that relates the presence of atomic-scale 
defects to macroscopic transport phenomena.  It is important to note that for monolayer 
epitaxial graphene, the interface contribution to the STM topography can complicate the 
scattering studies.  Therefore, I have mainly focused our investigations on bilayer 
epitaxial graphene, but I will discuss single-layer scattering later in the chapter.   
 To start this chapter, we offer an introduction to the different types of disorder 
found on the epitaxial graphene surface.  Next, we discuss how certain defects in 
graphene can give rise to the two types of elastic scattering, intra- and intervalley 
scattering, which was introduced in Chapter 3.   Using Fourier transform-STS techniques, 
we are able to measure the energy vs. wave vector dispersion of graphene on the atomic-
scale.  Finally, I offer discussion on how the scattering observed in our measurements 
relates to macroscopic transport characteristics.   
 
Contents of this chapter have been discussed in the following publication:   
G. M. Rutter et al., "Scattering and interference in epitaxial graphene." Science 317, 219 
(2007) 
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Figure 7.1  
Survey STM images display the different forms of extended features underneath 
bilayer epitaxial graphene on SiC.  (A) 1000 Å x 1000 Å STM topograph at tunneling 
conditions 0.4 V and 0.1 nA.  Yellow arrows are drawn to indicate surface steps (labeled 
a) and tubular mounds (labeled b).  The tubular mounds may be the initial formation of 
carbon nanotubes.  (B) 500 Å x 500 Å STM topograph at a tunneling conditions 0.3 V 
and 0.1 nA.  Indicated in this image are round mounds of possibly accumulated interface 
adatoms (labeled c) and the SiC interface reconstruction (height modulations seen in the 
white box).   
7.1 Types of Defects in Epitaxial Graphene 
Survey STM topographs reveal different structures that are large compared to the 
graphene lattice and occur commonly on this surface, as seen in Fig. 7.1.  These 
structures that originate from the SiC substrate are: atomic steps (labeled a in Fig. 7.1A), 
tubular mounds (perhaps an early stage of carbon nanotube growth; labeled b in Fig. 
7.1A), round mounds (labeled c in Fig. 7.1B) and the superstructure modulation (seen as 
a small regular height modulation in the white box of Fig. 7.1B).  The superstructure 
modulation has a period of ≈ 2 nm caused by a reconstruction of the SiC interface 
beneath the graphene.  Interestingly, the b and c type mounds are rarely found on samples 
studied by room temperature STM after in-situ graphene growth, as seen in Chapter 4.  
We believe that they are a consequence of atmospheric exposure, and subsequent UHV 
annealing.  Despite their large size, all the structures of Fig. 7.1 cause little scattering of 
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Figure 7.2  
STM topographic images of defects in the bilayer epitaxial graphene sample.  (A) 
250 Å x 250 Å STM topograph showing a variety atomic-scale defects (tunneling 
conditions are 300 mV and 100 pA).  Parts B-E are higher magnification images from the 
color-coded boxed regions in A.  (B & C) Type I defects arise from the SiC substrate 
roughness such as (B) the SiC interface reconstruction or (C) subsurface irregularities. 
The graphene blankets type I defects seemly unaware of their existence.  (D & E) Type II 
defects are atomic-scale defects located in or under the graphene lattice.  STM images 
show complex scattering patterns around type II defects.  The symmetry of the scattering 
pattern gives insight into the atomic structure of the defect.  
 
charge carriers in the graphene.  Strong scatterers of the electronic states are easily 
discernable in STM images from the appearance of a √3 x √3R30º pattern with respect to 
the graphene lattice (discussed more below) whereas no such patterns are observed in the 
vicinity of the aforementioned structures.   
STM topographic images (Figs. 7.2, A - E) show different types of disorder for 
bilayer epitaxial graphene on SiC(0001) at the atomic scale.  At this length scale, the 
bilayer graphene is imaged as a triangular lattice (Fig. 7.2B), characteristic of imaging 
only one of the two graphene sublattices.  Figure 7.2A reveals two categories of defects, 
which we call type I and II.  Type I defects, such as the SiC reconstruction and interfacial 
disorder (Figs. 7.2, B & C, respectively), have an unperturbed graphene overlayer that is 
continuous across them, akin to a blanket.  As discussed in the previous section, these 
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defects are due to irregularities in the interface layer between graphene and the SiC.  In 
contrast, type II defects are atomic defects within or underneath the graphene lattice itself 
(Figs. 7.2, D & E) and are accompanied by strong distortions in the local lattice images.  
These distortions are of electronic origin and are accompanied by large increases in the 
local density of states at the defect site.
145,257,258
  Quasiparticle scattering from type II 
defects gives rise to spectacular patterns in the topographic images (Figs. 7.2, D & E), 
resulting from the symmetry of the graphene Bloch states.
259-261
   
The atomic structure of defects is related to the symmetry of the scattering pattern 
observed in topographic images.
262
  It is well known from STM studies of graphite that a 
vacancy (missing carbon atom) in the graphene layer will give rise a three-fold scattering 
pattern.
259
  In addition, information can be gathered about the particular sublattice of the 
vacancy just by the rotation of the three-fold pattern.
260
  Two-fold scattering patterns in 
STM images of carbon nanotubes (e.g. left defect in Fig. 7.2D) have been known to arise 
from graphene honeycombs with a different number of carbon atoms instead of 6.
263
  
These defects are often referred to as Stone-Wales or inverse Stone-Wales defects, and 
are of present interest for device nanoengineering of graphene.
264
  In addition, we have 
observed a defect that seems to be unique to epitaxial graphene.  This defect gives rise to 
the six-fold scattering pattern in Fig. 7.2E, which has been observed by another group.
265
  
Through a careful analysis of the atomic configuration of this defect, we have found that 
the scattering originates from the center of the graphene honeycomb.  Therefore, we 
suspect that this defect is positioned in the underlying graphene layer on a B sublattice 
site.  Due to the Bernal stacking of the bilayer, the scattering symmetry would originate 
from the center of the honeycomb of the top layer. 
7.2 Scattering dI/dV maps 
Detailed information on scattering from both types of defects is obtained from 
STS maps of the differential conductance, dI/dV (Fig. 7.3), which is determined by the  
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Figure 7.3  
Defect scattering in bilayer epitaxial graphene.  (A) 400 Å x 400 Å STM 
topograph and (B-E) simultaneously-acquired spectroscopic dI/dV maps performed in 
open-loop mode.  Type I defects (round mounds) are labeled with red arrows and type II 
with white arrows.  Sample biases are: (B) -90 mV, (C) -60 mV, (D) -30 mV, and (E) 30 
mV. I =  500 pA, V = 100 mV, AC modulation ∆V = 1 mVRMS.  It is clear from the dI/dV 
maps that type II defects cause the largest perturbation to the local density of states of the 
graphene.  The presence of these defects causes a standing wave pattern in the electronic 
states, which changes wavelength with respect to energy. 
 
LDOS.  By comparing the topographic and spectroscopic images we find that type II 
defects in the graphene lattice are the dominant scattering centers.  Over much of the  
energy range studied, these atomic-scale defects have a large central density of states 
surrounded by a strong reduction in the LDOS that appears to pin the phase of the 
scattering pattern nearby.  For example, the type II defects labeled by white arrows in 
Fig. 7.3, show a bright central spot encircled by a dark region and a bright ring (Figs. 7.3, 
B - E).  Circular conductance maxima can be seen centered at the point defect sites.  
These prominent features may be a consequence of nonlinear, and potentially ambipolar, 
screening in this low-density system.  In contrast, the dI/dV maps show that type I 
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defects, over which the graphene is continuous (red arrows), have dramatically less 
influence on the LDOS.  
Over large length scales, the dI/dV maps exhibit long-wavelength fluctuations 
that change with sample bias voltage (Figs. 7.3, B - E).  As the sample voltage increases 
from -100 mV to +100 mV, the dominant wavelength decreases correspondingly from 9  
nm to 5 nm.  Fluctuations of much shorter wavelength are also present in these dI/dV 
maps, but they are not apparent over such a large displayed area.  Figure 7.4 shows the  
short wavelength modulations in dI/dV maps taken with atomic-scale spatial resolution.  
The interference patterns in these maps display a local √3 x √3R30º structure (Figs. 7.4, 
B - E) with respect to the graphene lattice, with a superimposed long-wavelength 
modulation.   
In addition to states localized on defect sites, sharp conductance peaks, 5 meV  
in width, are found several nanometers from the nearest type II defect (Fig. 7.4).  The 
peaks are clearly associated with LDOS modulation, as can be seen in the dI/dV maps 
(Figs. 7.4, B - E) and the spectral line profiles (Figs. 7.4, F - I).  Furthermore, the data 
shows that these conductance peaks are spatially localized, with maximum intensity in 
regions of constructive interference (i.e. over broad maxima modulating the pattern in 
Figs. 7.4, B - E).  We attribute these conductance peaks to scattering resonances, which 
localize quasiparticles due to constructive interference in scattering from the random 
arrangement of defects found within a phase coherence length, discussed in detail later in 
this chapter.   
In support of these conclusions, Figs. 7.4F - I, display sequences of dI/dV spectra 
taken along the red lines shown in Figs. 7.4B - E, (note that the red lines are in  
regions of maximum intensity modulation for the four different energies of the dI/dV 
maps in parts B through E).  Each of the figures shows a very prominent modulation 
along the vertical (distance) axis at the energy of the corresponding dI/dV map (B - E).  
The lower set of panels (J - M) show dI/dV spectra obtained at positions of the maxima,  
 118 
Figure 7.4 
100 Å x 100 Å STM topography of  bilayer epitaxial graphene (A), and 
simultaneous open-loop dI/dV maps at sample bias voltages of (B) -31mV, (C) -13 mV, 
(D) 1.0 mV, and (E) 21 mV.  The type II scattering centers lie outside the image region 
(see lower left corner of A).  (F-I) dI/dV (color scale) versus sample bias (horizontal axis) 
and distance (vertical axis) along corresponding red lines in (B to E).  The blue-white-red 
color scale spans the conductance values observed in (J-M).  (J-M) line-averaged dI/dV 
spectra obtained from regions marked by red lines in (B to E).  The spectra are averages 
of nine curves acquired at positions of the 3x 3  interference maxima in the region of 
the red lines.  Peaks in the dI/dV spectra correlate with maxima in the long-wavelength 
modulation of the 3x 3  interference pattern.  Blue arrows indicate the bias (energy) 
position of the corresponding conductance images in (B to E).  I = 500 pA, V = 100 mV, 
AC modulation ∆V = 0.7 mVRMS. 
 
 119 
in the general areas of constructive interference (i.e. near the red lines).  Clearly, the 
energy-dependent standing-wave patterns are associated with conductance peaks of 
different energies.  Across the series of maps and spectra, resonances decrease in 
intensity as new ones acquire increased spectral strength; each corresponding to a 
particular spatial location of constructive interference in B - E.  Resonances are seen in 
parts F/J at -31 mV, in G/K at -13 mV, straddling the Fermi energy at ±1 mV in H/L, and 
at several energies above the Fermi level in parts I/M.  Many more spectral peaks are 
observed for different spatial locations in the data set in Fig. 7.4, with equally narrow line 
widths.   
Both the long wavelength standing-wave modulations (Fig. 7.3) and the √3 x 
√3R30º periodicity (Fig. 7.4) are due to quasiparticle scattering from type II defects 
through wavevectors determined by the electronic structure of epitaxial graphene.  The 
two-dimensional constant energy contours in reciprocal space (Fig. 7.5A) are used to 
understand the scattering vectors that define the interference patterns observed in the STS 
maps of Figs. 7.3 and 7.4.  For graphene the constant energy contours near 
FE  cut 
through the electron and hole conical sheets resulting in small circles of radius , 
centered at the wavevectors K  and K that each locate 3 symmetry-equivalent corners 
of the 2D Brillouin zone.  The scattering wavevectors q  connect different points on the 
constant energy contours (Fig. 7.5A).  Two dominant families of scattering vectors, 
labeled 
1q and 2q , give rise to the patterns observed in the spectroscopic conductance 
maps.  Wavevectors 
1q  connect points on a single constant-energy circle (intravalley  
connect constant-energy circles at adjacent K  and K  points (intervalley scattering), 
yielding scattering wavevectors close in length to K .  K  ( )K  is related to the 
reciprocal lattice vectors G  by a rotation of 30º(-30º) and a length that is shorter by  
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Figure 7.5   
(A) Schematic of the 2D Brillouin zone (blue), constant energy contours (green) 
at the K  points, and the two dominant classes of scattering vectors that create the 
interference patterns.  Scattering wavevectors 
1q  (red) are seen to connect points on a 
single constant-energy circle, and 
2q  (red) connects points on constant-energy circles 
between adjacent K  and K  points.  (B) q -space map of scattering amplitudes, 
obtained from the Fourier transform power spectrum of the dI/dV map in Fig. 7.3D.  
1q  
scattering forms the small ring at q 0 , while 2q  events create the six circular rings at 
K  points.  (C) Angular averages of the central 1q  ring from the q -space maps, at bias 
voltages from -100 mV to -20 mV shown in 10 mV increments.  (D) Energy dispersion as 
a function of  for bilayer graphene determined from the q -space profiles in (C) and 
similar data.  Values shown are derived from the radii of the central 
1q scattering rings 
(red squares) and from the angled-averaged radii of the scattering rings at K and K  
(blue triangles).  Dashed line shows a linear fit to the data with a Fermi velocity of 
59.7 0.6 x 10  m/sFv , and an energy intercept of 330 20 meV .  Similar results are 
found for a single monolayer of graphene (see Fig. 7.7).   
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1/ 3  in reciprocal space.  This gives rise to the 3x 3  R30º real space superstructures 
observed in the high resolution maps (Figs. 7.4, B to E).  The vectors 
2q  will differ from 
the exact K  wavevector due to the finite size of the Fermi circle contours.  The 
scattering) and determine the observed long wavelength patterns.  Wavevectors 
2q  
combination of different lengths contributing to 
2q  leads to the modulation of the 
3x 3  R30º scattering patterns in Fig. 7.4. 
To quantify the observed interference patterns and deduce the local band 
structure, we obtain q -space images of the scattering vectors (Figure 7.5B) from Fourier 
transform power spectra of the spectroscopic dI/dV maps.
80,81
  Here, 
1q scattering appears 
as a bright ring centered at 0q .  This is consistent with theoretical FTSTS predictions 
for bilayer graphene.
182
  The ring is a consequence of the enhanced phase space for 
scattering near spanning vectors of the constant-energy circle.  Circular rings also appear 
centered at the K and K  points due to the distribution of 2q  wavevectors.  We 
determined ring radii for the central ring (Fig. 7.5C) and the K  point rings using angular 
averages to maximize the signal-to-noise ratio.  Both features change radius as a function 
of bias voltage due to dispersion in the graphene electronic states, and for these extremal 
q  values, the scattering geometry determines 2q or 2q K .  The resulting -
values vary linearly with energy (Fig. 7.5D) with a Fermi velocity of 
59.7 0.6 x 10  m/sFv .  The 0  energy intercept gives the Dirac energy, 
330 20 meVF DE E .  
In the previous section, we were able to determine the band dispersion for bilayer 
epitaxial graphene with STS on the atomic scale.  Now, I would like to compare directly 
this STS dispersion to dispersions obtained via angle resolved photoemission 
spectroscopy (ARPES).  Figure 7.6 shows a plot of the ARPES dispersion of bilayer  
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STS data
 
Figure 7.6 
 ARPES data taken from Zhou et al.
147
 performed on bilayer epitaxial graphene 
prepared similarly to that studied in this work.  The dispersion from the ARPES shows 
the band structure predicted in chapter 3 for bilayer graphene, with an energy gap at the 
Dirac point.  Overlaid on the ARPES data is the STS dispersion measured in this work.  
The STS matches quite well to the ARPES data, where they overlap in the region of 
occupied states.  
 
epitaxial graphene performed on a sample similar to that used in our study.   ARPES data 
taken from Zhou et al.
147
 shows the band structure typical for bilayer epitaxial graphene, 
as well as an energy gap around the Dirac point.  The solid lines are the predicted band 
structure discussed in Chapter 3 for biased-bilayer graphene.  This energy gap has been 
attributed to a potential difference between the two layers of bilayer epitaxial graphene, 
arising from the charged interface region below the first layer.  Superimposed on the 
ARPES data, is the data from the STS dispersion analysis described in this work.  
Clearly, the nanometer-scale dispersion from FTSTS agrees well with the micron-scale 
dispersions from ARPES.  
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Figure 7.7 
Scattering in single-layer epitaxial graphene. (A) 200 Å x 200 Å STM 
topographic image and (B) Simultaneously acquired dI/dV map at V = 50 mV.  Tunneling 
setpoint: I = 10 pA, V= -0.3 V, AC modulation ∆V = 10 mVRMS. (C) q-space map from 
the Fourier transform power spectrum of the dI/dV map in (B) showing intervalley 
2q  
scattering at the K  points.  (D) Energy dispersion as a function of  for single and 
bilayer layer graphene.  Single layer values (magenta circles) are determined from the 
angle-averaged radii of the scattering rings at K  points as shown in (C), and are plotted 
with the bilayer values (red squares and blue triangles) from Fig. 7.5D.  The dashed line 
is a linear fit to the bilayer data. 
 
In the region describing the charge carriers near FE , the dispersions for 
monolayer and bilayer are similar.  It is near the Dirac (charge neutrality) point that they 
are different: linear for the monolayer and quadratic for the bilayer.  ARPES 
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measurements find 
F DE E to be slightly smaller for the bilayer than for the 
monolayer.
147
  Interference patterns from defect scattering are also visible in a single 
layer of epitaxial graphene (Fig. 7.7).  The Fermi level dI/dV map in Fig. 7.7B shows 
prominently the local 3x 3 R30º structure due to 
2q  intervalley scattering.  The black 
spots in the dI/dV map are due to SiC interface states beneath the graphene layer (Fig. 
7.7A).  The presence of long wavelength 
1q scattering is less certain, partly due to the 
interface states.  Further spectroscopic measurements with larger image sizes are needed 
to determine whether 
1q -induced standing waves are completely absent for the 
monolayer.  A preliminary measurement of the local dispersion for single layer graphene 
is thus only available from 
2q  scattering (Figs. 7.7, C - D).  The monolayer dispersion 
follows the linear relation determined for the bilayer with apparently a slightly more 
negative energy intercept, consistent with photoemission data.
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7.3 Quasiparticle Localization and Transport 
A phenomenological measure of the localization due to scattering in 2D systems 
can be obtained from the relative magnitude of the density of states corrugation.
82
  
Standing waves in two dimensions have zero LDOS at the nodes of the wavefunctions,  
therefore, localization in 2-dimensions yields large values for the relative LDOS 
corrugation, defined as ( / / ) /( / )MEAN MIN MEANdI dV dI dV dI dV .  Figure 7.8 shows  
histograms of the measured conductance values and the resulting corrugation amplitude 
as a function of energy, obtained from the data in Fig. 7.3.  For energies near the Fermi- 
level, we find large values for the corrugation amplitude characteristic of localization in 
2-dimensions.
82
  Below FE  the corrugation remains relatively large, but for energies 
more than 30 meV above FE , its amplitude decreases to below 40%.  This is an 
indication of delocalization at higher energies, consistent with the diffuse features in the 
dI/dV map of Fig. 7.3D. 
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Figure 7.8 
(A) Histograms of conductance values for the data set in Fig. 7.3 at selected 
values of the sample bias.  The method for determining the minimum value of 
conductance is shown by the intersection of the two lines.  Curves are offset for clarity.  
(B) Corresponding conductance corrugation (dI/dVMEAN-dI/dVMIN)/ (dI/dVMEAN) in the 
dI/dV maps as a function of sample bias. 
 
The identification of localized resonances that are tied to the interference maxima 
raises the question as to whether the observed states are related to weak localization, 
which is the self-interference of scattered waves along a connected path of random  
scatterers.
47
  To answer this question, the quasiparticle lifetime has to be estimated from 
the energy-time uncertainty principle.  Using the equation for the lifetime, / ( )E , 
combined with an estimated energy-width ( E ~ 5 meV) of the dI/dV peaks in Fig. 7.4 
implies a quasiparticle lifetime of 0.1 ps .  The well-defined standing wave patterns 
indicate that the defects scatter elastically, so we estimate the elastic mean free path from 
kinetic theory.  The mean free path of a particle is defined as 
1( )el n , where n is the 
defect density and is the scattering cross section.
266
  In electronic transport of two 
dimensional electron systems, the cross section can be approximated as the particle Fermi 
wavelength, F .   For our epitaxial graphene samples 
20.01 nmn (≈ 25 type II defects 
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in a 50 nm x 50 nm area) and
2
14nmFF
F
v
E

, which equates to an elastic mean 
free path of 7 nmel .  Using this value, we can now determine the elastic scattering 
time, / 7 fse e Fl v .  In the diffusive limit, the coherence or phase-relaxation length 
(limited by inelastic scattering) is ( ) 22 nml D , where 2 / 2F eD v  is the 
diffusion constant.
267
  This coherence length is somewhat smaller, but of the same order, 
as that obtained from the analysis of weak-localization in magnetotransport on a similar 
sample.
47
  STS peaks very close to
FE , where peaks are seen with even smaller widths 
(approaching the temperature resolution limit), will have still larger coherence lengths. 
Direct spectroscopic indications of weak localization in the tunneling spectra are 
the substantially increased corrugation within ± 20 meV of 
FE  (Fig. 7.8), and the 
reduced density of states near 
FE that we observe in the conductance spectra (Fig. 7.4).  It  
is clear from the scattering analysis that the band-structure density of states has no energy 
gap at 
FE ; it increases monotonically.  Therefore we believe that the persistent dip in the  
dI/dV spectra is a consequence of weak localization, for which a logarithmic suppression 
of the density of states at 
FE is expected.
268
  Still, a clear indication of weak localization 
requires further definitive measurements in a magnetic field to alter the phase coherence.   
7.4 Conclusion 
In this chapter, I discussed the role of defects on the electronic properties of 
single-layer and bilayer graphene.  It was found that subsurface defects (type I) scatter 
carriers weakly as compared to the defects that originate in the graphene plane (type II).  
Differential conductance maps show scattering on two different length scales.  The 
different length scales are related to the two families of allowed scattering vectors in 
graphene, either inter- or intra-valley scattering.  We have found that the in-plane lattice 
defects cause both types of scattering.  From the dI/dV maps we were able to extract the 
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Fermi velocity and Dirac-point position for epitaxial graphene, which showed agreement 
with ARPES measurements.  Finally, we proposed a connection between weak 
localization and the scattering patterns. 
For perfect monolayer graphene, the lattice A-B site symmetry and the K  valley 
symmetry give rise to wavefunctions with distinct values of pseudospin and chirality.
154-
156
  Both quantities are tied directly to the group velocity of the quasiparticle 
wavefunction.  Their near-conservation in the presence of weak potentials is equivalent to 
a suppression of backscattering.  Our measurements of both 
1q  and 2q  scattering 
processes show very directly that in-plane atomic defects are a dominant source of both 
intravalley (pseudospin-flip) and intervalley (chirality-reversal) backscattering.  This may 
explain the observation of weak localization observed in similar samples.
47
  We note that 
the related phenomenon of weak anti-localization was confirmed in epitaxial graphene 
grown by a different method on carbon-terminated SiC(0001)  substrates,
179
 indicating a 
very low density of in-plane atomic scattering centers in those samples.  Thus transport 
properties in epitaxial graphene are critically influenced by microscopic properties of the 
sample, determined (at least) by the substrate and growth conditions.  For carbon-based 
electronics, this work highlights the need for further microscopic studies that are 
correlated closely with macroscopic transport measurements. 
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CHAPTER 8 
CLOSING REMARKS 
Two-dimensional electron systems have been of interest to scientists for many 
years.  From high-electron mobility transistors to novel topological quasiparticles of the 
fractional quantum Hall effect, the field continues to be rich in scientific possibilities and 
technological pay-offs.  To date, most high-mobility 2D electron systems have been 
created at an interface between materials, making them inaccessible to the electron 
spectroscopies of surface science.  Here I have investigated graphene, a new 2D electron 
system that is available for such surface electron spectroscopies.  Our measurements have 
used cryogenic (LT) and room temperature (RT) scanning tunneling microscopy (STM) 
and spectroscopy (STS) to elucidate the electronic properties of epitaxial graphene grown 
on silicon carbide, resolving heterogeneities at the level of single atoms.  In particular, 
this work focused on the growth mechanisms, as well as the structural and electronic 
characteristics of graphene films on SiC(0001) substrates. 
Utilizing a RT-STM, I was able to investigate different growth mechanisms of 
epitaxial graphene on SiC.  As a result, I determined that the prevalent type of graphene 
formation is terrace growth that protrudes from SiC bulk step edges.  A smaller 
percentage of graphene forms in small nanoislands on the surface.  Different features in 
the spectroscopy are shown to occur between the graphene terraces, graphene 
nanoislands, and the SiC reconstruction, which are indicative of the particular growth 
regime.  The STS spectrum from the SiC reconstruction showed dangling bond states in 
the bulk band gap of SiC.  Investigation of the dangling bonds states was successful by 
characterizing the SiC reconstruction adatoms in chemical composition and structure.  As 
a result of this study, we were able to effectively passivate the dangling bonds with 
atomic hydrogen, which offers insight into their chemical composition.  Finally, 
hydrogen was found to adhere to single-layer graphene, and it was shown that the 
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hydrogen changes the local electronic structure of the graphene in the vicinity of the 
absorption site.  The adsorption of hydrogen to graphene is a viable candidate for 
hydrogen storage in the field of renewable energy. 
Understanding the interface properties is important for future epitaxial graphene 
applications, since the interface’s role is still unclear in the electronic transport.  Using 
low temperature STM topographic images, I was able to investigate the interface 
structure below a single layer of epitaxial graphene.  Such imaging is possible because 
graphene appears transparent at energies of ±1 eV above or below the Fermi energy.  A 
theoretical analysis of calculations based on density-functional theory showed how this 
transparency arises from the electronic structure of a graphene layer on a SiC substrate.  
In addition, I showed that the interface structures were made up of adatoms of the bare 
SiC reconstruction.  We feel it is possible to passivate these dangling bond states 
underneath the graphene similarly to the passivated bare SiC.  This would potentially 
decouple the graphene from the substrate, but further experiments are needed to see this 
effect. 
LT-STM imaging also made it possible to characterize the stacking of multilayer 
epitaxial graphene on SiC(0001).  I showed that a bias dependence occurs when both 
sublattices of graphene (identical for single layer) become distinguishable due to stacking 
of two or more layers.  We were able to verify that the images of these structures are 
consistent with those for Bernal (ABAB) stacking, as found in the most common form of 
graphite.  A quantitative analysis can be made by measuring the apparent height 
difference between atoms on the two sublattices and comparing to theoretical estimates.  
These findings provide a unique determination of the graphene stacking sequence, an 
important characteristic due to its influence on the electronic properties. 
Finally, I further investigated key electronic characteristics of epitaxial graphene 
via STS conductance maps.  Conductance maps are, essentially, high spatial resolution 
energy-resolved pictures of the local density of states.  We were able to determine that 
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atomic-scale lattice defects scatter electrons very strongly, which is not the case for 
interface subsurface defects.  In the quasiparticle interference patterns, we observed 
modulations on two different length scales, reflecting both intravalley and intervalley 
scattering.  Although such scattering should be suppressed because of the symmetries of 
the Dirac quasiparticles, I showed that wave functions can mix when the scattering source 
is due to atomic-scale lattice defects.  Moreover, such scattering allows for a 
determination of the allowed scattering wave vectors.  When plotting a curve of the 
energy versus wave vectors, I was able to calculate Fermi velocity and the zero energy 
reference, values consistent with previous research on similar samples. 
 This research provides further information about the electronic and structural 
properties of epitaxial graphene and suggests that its transport properties are critically 
influenced by the microscopic properties of the sample, determined by the substrate and 
growth conditions.  The results of our studies can be used to further investigate the 
potential of graphene devices for microelectronic applications.  For the future of carbon-
based electronics, there is a need for continuing microscopic studies that are correlated 
closely with macroscopic transport measurements. 
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