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Abstract. In the present paper we consider modal propositional logic and look for
the constraints that are imposed to the propositions of the special type  a by the
structure of the relevant finite Kripke frame. We translate the usual language of modal
propositional logic in terms of notions of commutative algebra, namely polynomial rings,
ideals, and bases of ideals. We use extensively the perspective obtained in previous works
in Algebraic Statistics. We prove that the constraints on  a can be derived through a
binomial ideal containing a toric ideal and we give sufficient conditions under which the
toric ideal, together with the fact that the truth values are in {0, 1}, fully describes the
constraints.
1. Introduction
Propositional Modal Logic extends propositional logic by adding two operators,  and
♦. Given a proposition p, one can form the propositions:
 p, which can be read “necessarily p”; and
♦ p, which can be read “possibly p”.
One of the two operators can be taken as primitive and the other as defined, setting
(1) ♦ p = ¬¬p or  p = ¬♦¬p .
We refer the reader to [4] as a basic text in modal logic.
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¬a 1− a
a ∧ b ab
a ∨ b a+ b− ab
a→ b 1− a+ ab
a↔ b 1− a− b+ 2ab
Table 1. Algebraic translation of logical operators
S.A. Kripke [8] has provided a semantics for modal logic consisting in fixing a set of
possible worlds and a binary relation specifying which worlds w′ are accessible from a
given world w.
Let P be the set of modal formulas, built starting with a given set of propositional
variables.
Definition 1. • A Kripke frame is a pair K = (W, E) where W , called the universe
of K, is a non-empty set of worlds and E is a binary relation on W .
• A Kripke frame K = (W, E) is locally finite if for every w ∈ W the set
{w′ ∈ W |(w,w′) ∈ E}
is finite.
• A subframe of the Kripke frame K = (W, E) is a Kripke frame K′ = (W ′, E ′) such
that W ′ ⊆W, E ′ = E ∩ (W ′ ×W ′).
Definition 2. A Kripke model KΦ = (W, E ,Φ) is a Kripke frame K = (W, E) endowed
with a function Φ from P×W to the Boolean algebra {0, 1}, assigning a truth value
Φ(p, w) — that can be either 0 (false) or 1 (true) — at each world w for each proposition
p. Such an assignment must satisfy the following conditions:
(¬) Φ(¬p, w) = 1− Φ(p, w)
(∧) Φ(p ∧ q, w) = Φ(p, w)Φ(q, w)
() Φ( p, w) =
∏
(w,w′)∈E Φ(p, w
′)
From these equations one can recover the conditions on the remaining logical symbols
∨,→,↔,♦ (see also Tab. 1).
In the notation of Mathematical Logic, the equation Φ(p, w) = 1 is often written
(KΦ, w)  p. If (KΦ, w)  p for all w ∈ W , then one can write KΦ  p; if KΦ  p for all
possible Φ, this is denoted K  p.
Notice that any fixed Kripke model KΦ determines, for every p ∈ P, a function W →
{0, 1} that takes value 1 if and only if (KΦ, w)  p: this is the characteristic function —
or indicator function in the probabilistic and statistical literature, where characteristic
function has a different meaning — of the truth set of p. With a slightly abusive notation,
when the Kripke model KΦ is understood, one can denote such a function with the same
symbol p as the proposition. For instance, the proposition  p is true in a world w if,
and only if, p is true in any world w′ which is accessible from w. So, its truth value is
(2)  p(w) =
∏
(w,w′)∈E
p(w′) .
Notice also that different propositions p, q may give rise to the same functionW → {0, 1}:
this happens exactly when KΦ  p↔ q.
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Eq. (2) defines  as a function (in fact, a morphism — see Proposition 4 below) from
the monoid {0, 1}W (endowed with the operation of pointwise multiplication) to itself.
As the function  depends on the Kripke frame K, it should be denoted by K; however,
we drop subscript K unless there is more than one Kripke model at stake.
Since the elements of {0, 1}W are the characteristic functions of subsets of W , function
 can also be viewed as a function of the monoid P(W ), the powerset of W endowed
with the operation of intersection, into itself, defined by
w ∈ A⇔ ∀w′ ∈ W (wEw′ ⇒ w′ ∈ A) .
In the present paper we discuss some properties of the operator, with special reference
to the tools of Polynomial Commutative Algebra that are used in Algebraic Statistics.
See [9] for a general reference. Such an approach is suggested by the very form of Eq. (2).
In fact, the probability distribution of a random variable X with values in a finite
set with K points is given by an (unnormalized) probability function that is, a vector
of non-negative real numbers q = (q1, . . . , qK). The (normalized) probability function
is obtained by dividing by
∑
k qk. In many classical statistical applications e.g., in the
framework of multivariate categorical data, a class of statistical models which is widely
used to conveniently parametrize probability distributions is the class of log-linear models,
see e.g. the monograph [3]. Assuming strictly positive probabilities, an important case
of log-linear model is
(3) log(q) = Aθ
where A is a K ×H integer valued matrix, the so-called model matrix, and θ is a vector
of parameters of length H . Exponentiating Eq. (3), one obtains
(4) q = ζA i.e. qk =
∏
h
ζ
Ak,h
h , k = 1, . . . , K
where ζ = (ζ1, . . . , ζH) = (exp(θ1), . . . , exp(θH)) is a vector of new positive parameters.
Notice that in Eq. (4) the strict positivity of the qk’s is not required and hence the
latter equation defines an extension of the former. In particular, Eq. (4) makes sense for
0-1-valued q’s and for a model matrix equal to an adjacency matrix of a graph.
The monomial expression in Eq. (4) can be used to derive the implicit equations on the
q’s implied by the model, by eliminating the ζ variables from the polynomial system. It is
a well known fact in polynomial algebra that the elimination of the ζ variables in Eq. (4)
leads to a special class of ideals, namely the toric ideal IA associated to the matrix A. In
fact, toric ideals, which in turn are a special kind of binomial ideals, are among the most
prominent ingredients of Algebraic Statistics. For this theory, we refer to [12, Ch. 4].
Although the variables of the toric ideal are actually the probabilities q1, . . . , qk, nev-
ertheless the ideal IA can be considered in the polynomial ring C[q1, . . . , qk]. The central
observation here is that Eq. (4) has the same monomial structure as the operator  in
Eq. (2). Thus, the idea we want to develop in this paper is that some techniques from
Algebraic Statistics can be applied to operators coming from Modal Logic.
1.1. Overview of the paper. In section 2 we characterize when  is an isomorphism
of the monoid {0, 1}W (Theorem 7). Notice that range(), the range of operator ,
being contained in {0, 1}W can be viewed as a subset of the affine space CK in the case
the Kripke frame is finite and has cardinality K. Thus, applying the aforementioned
arguments, in section 3 we describe an algebraic method to obtain binomial equations
for range() as a subvariety of CK (Theorem 11).
3
In the general case, the set of such equations can be fairly complicated. In contrast, we
give in Definition 13 a notion of tameness that amounts to a substantial simplification
of this set of equations; in Definition 16 we isolate an interesting class of tame Kripke
frames. We also study some algebraic properties of this notion of tameness.
In section 4 we deal with examples: with them we demonstrate how the approach
through binomial ideals can be implemented using symbolic software for the explicit
determination of the equations for range(). Finally, in section 5 we discuss the results
obtained in the paper and offer a list of questions that remain unanswered and that could
lead to further research in the subject.
2. Operator  as a morphism
We denote by F(W ) the set of all complex-valued functions on W . So {0, 1}W is a
subset of F(W ), namely it is the set of those functions a such that a2 = a.
Given a Kripke frame K = (W, E), the adjacency matrix of K is the matrix E :
W ×W → {0, 1} such that wEw′ if, and only if, E(w,w′) = 1. Each w ∈ W has a set of
neighbors N(w) = {w′ ∈ W |E(w,w′) = 1}: we call this set the neighborhood of w.
Eq. (2), together with Eq. (1), defines modal operators on {0, 1}W . However, when K
is locally finite, such a definition extends to the entire set of functions F(W ).
Definition 3 (Modal operators on complex-valued functions). If K is locally finite, we
define the operators  : F(W )→ F(W ) and ♦ : F(W )→ F(W ) by
(5)  a(w) =
∏
w′∈N(w)
a(w′) and ♦ a(w) = 1−(1− a)(w) .
Consider the adjacency matrix E of the Kripke frame. We can write (5) as
(6)  a(w) =
∏
w′∈W
a(w′)E(w,w
′) .
Proposition 4. The modal operator  is a homomorphism of the multiplicative monoid
{0, 1}W . If K is locally finite, then it extends to a homomorphism of the multiplicative
monoid F(W ).
Proof. In fact,  1 = 1 and
(a · b)(w) =
∏
w′∈W
(a(w′)b(w′))E(w,w
′) =∏
w′∈W
a(w′)E(w,w
′)
∏
w′∈W
b(w′)E(w,w
′) = ( a · b)(w) .

Remark 5. Notice that in {0, 1}W the product operation · can be extended to an infini-
tary operation
∧
, setting for any I ⊆ {0, 1}W and any w ∈ W ,∧
a∈I
a(w) = min {a(w)}w∈W .
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Then  : {0, 1}W → {0, 1}W preserves this operation, as
(7) (
∧
a∈I
a)(w) = min
{∧
a∈I
a(w′)
∣∣∣∣∣wEw′
}
= min {a(w′)|a ∈ I, wEw′} =
min { a(w)}a∈I =
∧
a∈I
 a(w).
In fact, {0, 1}W carries also a partial order ≤ defined by letting a ≤ b ⇔ ∀w ∈
W a(w) ≤ b(w)⇔ a∧b = a. The operator  satisfies the following properties concerning
this partial order:
• a ≤ b⇒  a ≤  b
• E ⊆ E ′ ⇒ ∀a ∈ {0, 1}W (W,E ′) a ≤ (W,E) a
• For any b in the range of , there is a ≤-least a such that  a = b, namely
a =
∧
a′∈−1({b}) a
′.
Definition 6. Let K = (W, E) be a Kripke frame.
• A cycle in K is a finite subframe ({x0, . . . , xn} , E ′) such that x0E ′ . . . E ′xnE ′x0,
and the relation E ′ does not hold for any other pair of elements of {x0, . . . , xn}
(notice that for n = 0 this means x0Ex0, i.e., every loop is a cycle).
• A line in K is a subframe ({xi}i∈Z, E ′) such that ∀i, j ∈ Z (xiE ′xj ⇔ j = i + 1)
(in particular, lines are infinite and do not contain cycles).
We point out that this definition of a cycle in a frame K is more restrictive than the
usual definition of cycles for directed graphs: by asking that the cycle is a subframe, we
require that the only edges in K between the elements of the cycle are the edges in the
cycle itself.
We are now able to show that  is an isomorphism if and only if the Kripke frame is
a disjoint union of its cycles and lines.
Theorem 7. Let {(Wi, Ei)}i∈I be the collection of all cycles and lines of the Kripke frame
K = (W, E). Then modal operator  : {0, 1}W → {0, 1}W is an isomorphism if and only
if:
• W = ⋃i∈I Wi and this is a disjoint union; and
• E = ⋃i∈I Ei and this is a disjoint union.
Proof. Assume first that the condition on the Kripke frame holds. Then for every w ∈ W
there is exactly one element S(w) ∈ W such that wES(w); similarly, there is exactly one
element P (w) ∈ W such that P (w)Ew, and functions S, P : W → W are bijections such
that P = S−1. So, ∀a ∈ {0, 1}W ∀w ∈ W  a(w) = aS(w). Consequently, given any
b ∈ {0, 1}W one has ∀w ∈ W b(w) = (bP )(w), showing that b = (bP ) and that  is
surjective. On the other hand, let a, a′ ∈ {0, 1}W be such that a(w) 6= a′(w) for some
w ∈ W ; then  a(P (w)) = a(w) 6= a′(w) =  a′(P (w)), establishing the injectivity of .
Conversely, assume that  is bijective.
First notice that given any w ∈ W there must be some w′ ∈ W with wEw′: otherwise
for any a ∈ {0, 1}W one would have  a(w) = 1, contradicting the surjectivity of . We
claim now that for every w ∈ W there is y ∈ W such that wEy and for no z 6= w one
has zEy. Otherwise, if w is such that every time wEy there is z 6= w such that zEy,
given a with  a(w) = 0 there would exist z 6= w such that  a(z) = 0. But then the
function taking value 0 in w and 1 elsewhere would not be in the range of , reaching
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a contradiction. So let S : W → W be a function assigning to each w an element y as
above.
Analogously, given any w ∈ W there exists w′ ∈ W such that w′Ew: otherwise if
a, a′ ∈ {0, 1}W agree everywhere except on w, then  a =  a′, against the injectivity of
. Moreover, for every w ∈ W there exists y ∈ W such that yEw and for no z 6= w one
has yEz. Indeed, if w were such that each time yEw there exists z 6= w with yEz, let
a, a′ ∈ {0, 1}W be such that:
• a(z) = 0 whenever there is y ∈ W such that yEw, yEz both hold (in particular,
a(w) = 0);
• a′ agrees with a on W \ {w}, but a′(w) = 1.
Then  a =  a′, contradicting the fact that  is injective. This allows to define a
function P : W →W assigning to every w an element y as above.
Notice now that, for all w ∈ W , one has both PS(w) = w and SP (w) = w, that is
P = S−1. This implies that for every w ∈ W there is a unique y ∈ W such that wEy,
namely y = S(w); similarly, there is a unique z ∈ W such that zEw, namely z = P (w).
So the desired decomposition of K into cycles and lines follows. 
As a consequence, on a finite frame, operator  is an isomorphism if and only if the
frame is the disjoint union of its cycles.
Corollary 8. Let K = (W, E) be a finite Kripke frame, and let {(Wi, Ei)}i∈I be the
collection of all cycles of K. Then the modal operator  : {0, 1}W → {0, 1}W is injective
if and only if it is surjective, if and only if {Wi}i∈I is a partition of W and {Ei}i∈I is a
partition of E .
Proof. The first equivalence holds as {0, 1}W is finite. As for the second one, use Theorem
7 and the observation that every line is infinite. 
Notice that in the proof of the forward implication in Theorem 7, to unveil the structure
of the Kripke frame we did not use the full hypothesis of bijectivity of, but an apparently
weaker condition. The reason is contained in the following fact.
Proposition 9. (1) If every element of {0, 1}W assuming exactly once value 0 is in
the range of , then  : {0, 1}W → {0, 1}W is surjective.
(2) If  a 6=  a′ for every a, a′ ∈ {0, 1}W differing on exactly one value, then  is
injective.
Proof. (1) Let b ∈ {0, 1}W . Then b = ∧b(w)=0 bw, where{
bw(w) = 0
bw(w
′) = 1 for w′ ∈ W \ {w} .
By the hypothesis, for each w ∈ W let aw ∈ {0, 1}W such that  aw = bw. Then, by
Eq. (7),
b =
∧
b(w)=0
 aw = (
∧
b(w)=0
aw) ∈ range() .
(2) Suppose towards a contradiction that a1, a2 are distinct and  a1 =  a2. Let
a = a1 ∧ a2, so that by Proposition 4 also  a =  a1. Since a1 6= a2, there exist
i ∈ {1, 2} , w ∈ W such that a(w) = 0, ai(w) = 1. Define a′ ∈ {0, 1}W by letting{
a′(w) = 1
a′(w′) = a(w′) for w′ ∈ W \ {w} .
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Since a ≤ a′ ≤ ai, then  a =  a′ by Remark 5, but this is a contradiction as a, a′ differ
on exactly one argument. 
Corollary 10. Let K be a finite Kripke frame. Then the following are equivalent:
(1) Every b ∈ {0, 1}W assuming exactly once value 0 is in the range of .
(2) If a, a′ ∈ {0, 1} differ for exactly one value, then  a 6=  a′.
(3)  is an isomorphism.
Notice that for infinite Kripke frames the condition of surjectivity (or injectivity) of 
alone does not imply that  is an isomorphism. Let indeed K be the set N of natural
numbers endowed with the relation E defined by
nEm⇔ m = n + 1.
Then  is surjective, since for any b ∈ {0, 1}W we have b =  a where a is defined by
letting a(0) be arbitrary and a(h) = b(h− 1) for h > 0, but  is not injective since every
element of {0, 1}W has two preimages.
Choosing instead K′ = (N, E ′) where
nE ′m⇔ n = m+ 1
one obtains that  is injective, since if a(n) 6= a′(n) then  a(n + 1) 6=  a′(n + 1), but
not surjective, as  a(0) = 1 for every a.
In the next section we present an algorithmic way to describe the range of  through
systems of binomial equations, assuming that the Kripke frame is finite.
3. An application of toric ideals
Let a finite Kripke frame K = (W, E) be given, where we can assume that W =
{1, . . . , K}. The adjacency matrix of K is denoted by E and ew is the w-th row of E.
Since we deal with functions a : W → {0, 1}, so with elements of {0, 1}K , the range of 
is a subset of {0, 1}K . We want to obtain equations for range() as a subvariety of CK
— the use of the field C allowing us to apply well established results in Commutative
Algebra.
Recall that, given an ideal I in the polynomial ring C[x1, . . . , xn], the variety of I is
the set
V (I) = {a ∈ Cn|∀f ∈ I f(a) = 0} .
Conversely, for A ⊆ Cn, the ideal of A is
Ideal(A) = {f ∈ C[x1, . . . , xn]|∀a ∈ A f(a) = 0} .
Since every ideal is finitely generated we write I = 〈f1, . . . , fr〉 for the ideal generated by
the polynomials f1, . . . , fr.
From the definition of the modal operator in Eq. (5) we see that each value  a(w) has
the algebraic form of a square-free monomial in the indeterminates a(w′), w′ ∈ W . We
are in the special case where the value of each indeterminate is either 0 or 1. We thus
consider two sets of indeterminates:
• tw = a(w), w ∈ W ;
• zw =  a(w), w ∈ W ,
and work in the polynomial ring C[tw, zw : w ∈ W ].
Since a(w) ∈ {0, 1} for all w, we define a first set of equations and the corresponding
ideal
t2w − tw = 0, for w ∈ W, IL = 〈t2w − tw : w ∈ W 〉.
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From Eq. (5), we define a second set of equations involving the z’s and the correspond-
ing ideal
(8) zw −
∏
w′∈N(w)
tw′ = 0, for w ∈ W, IT =
〈
zw −
∏
w′∈N(w)
tw′ : w ∈ W
〉
.
The ideal IT in Eq. (8) is a toric ideal in the indeterminates zw, w ∈ W . Toric ideals
are special binomial ideals, see e.g. [12, Ch. 4] for a general reference on toric ideals.
They are applied in many contexts, and especially in Algebraic Statistics for contingency
tables, to describe varieties (i.e., statistical models) for finite sample spaces, see e.g. [10].
Now, define the ideal
I = IL + IT
and consider the affine space C2K = CK(t) × CK(z).
So, in the space C2K we can define the varieties V (IL), V (IT ), and V (I). While the
variety V (IL) is clearly the set of all points whose t-coordinates are 0 or 1, the other
two varieties are more interesting. In particular, note that the variety V (IT ) is the toric
variety of the adjacency matrix E of the Kripke frame.
The projections of such varieties onto the affine space CK(z) are denoted with
V˜ (IL) = prCK
(z)
V (IL) V˜ (IT ) = prCK
(z)
V (IT ) V˜ (I) = prCK
(z)
V (I) .
Notice that V˜ (I) = range().
On the other hand, let the elimination ideals of the t’s indeterminates be:
I˜L = Elim ((tw)w∈W , IL) I˜T = Elim ((tw)w∈W , IT ) I˜ = Elim ((tw)w∈W , I) .
It is known, see e.g. [6, Theorem 3, page 131], that the varieties of such elimination ideals
are the Zariski closure of the above projections. Since every finite set is Zariski closed,
we can conclude that
range() = V˜ (I) = V (I˜) .
Consequently, any set of generators of I˜ provides a system of equations for range().
Moreover, notice that the ideal I˜ is both an elimination ideal and a binomial ideal (see
e.g. [7]). Thus, a set of generators of such an ideal can be computed through Gröbner
bases with symbolic software (in the examples of next section we have used CoCoA, see
[2]).
For any α ∈ ZK , let α+, α− ∈ NK have disjoint support and be such that α = α+−α−.
The following theorem uses the theory of toric ideals of Sturmfels, see [12, Ch. 4], and it
describes the generators of the ideals I˜T and I˜, thus providing the announced equations
for range() depending on the incidence matrix E. Recall that, given β ∈ NK , a compact
expression like zβ denotes the product
∏K
i=1 z
β(i)
i .
Theorem 11. (1) The ideal I˜T is generated by the binomials
zα+ − zα− , α ∈ ZK ∩Ker (Et) ;
(2) The ideal I˜ is generated by the binomials
z2w − zw , w ∈ W
and by the square-free binomials of the form zu − zv with u, v ∈ {0, 1}K such that
supp(Etu) = supp(Etv).
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Proof. (1) This is, for instance, [13, Lemma 1.1(a)].
(2) Since I˜ is a binomial ideal, we only need to find the generators of I˜ by looking at
the binomials of C[z] belonging to I˜.
Ideal I˜ contains the binomials
z2w − zw , w ∈ W .
Moreover, I˜ contains a square-free binomial of the form zu − zv with u, v ∈ {0, 1}K if
and only if supp(Etu) = supp(Etv). In fact, in C[z, t] modulo I˜ we have
zu − zv =
∏
w | u(w)=1
∏
w′∈N(w)
tw′ −
∏
w | v(w)=1
∏
w′∈N(w)
tw′
=
∏
w′
t
∑
E(u=1,w′)
w′ −
∏
w′
t
∑
E(v=1,w′)
w′
and this binomial belongs to I if and only if supp(Etu) = supp(Etv). 
Remark 12. (1) If α ∈ ZK ∩Ker (Et), letting u, v ∈ {0, 1}K be defined by
u(w) = min(1, α+(w)), v(w) = min(1, α−(w))
then supp(Etu) = supp(Etv); in other words, each of the binomials generating
I˜T as for Theorem 11(1) gives rise to a binomial in the set of generators for I˜
described in Theorem 11(2). In fact, I˜T ⊆ I˜. However the binomials obtained
in this way, together with the binomials z2w − zw, are in general not enough to
generate I˜: see, for instance, Examples 21 and 23 below. We give in Proposition
18 a condition under which they suffice.
(2) Theorem 11(1) says that all  a, in addition to assuming values in {0, 1}, are
subject to the following constraints:
(9)
∏
w∈W
( a(w))α+(w) =
∏
w∈W
( a(w))α−(w), α ∈ ZK ∩Ker (Et) .
Similarly as what remarked above, the equations (9), together with the require-
ment for  a of taking values in {0, 1}, are in general not enough to define the
range of : see Examples 21 and 23.
The equations for range() provided by Theorem 11 are usually quite complicated. We
now look for some conditions on the Kripke frame under which one can describe range()
with a simplified set of equations. A reasonable simplification (see Remark 12(2)) would
be to describe range() just using the equations stating that  takes values in {0, 1}W
and (9); in other words, using (the generators of) the ideal 〈z2w− zw : w ∈ W 〉+ I˜T . This
is captured by the following definition.
Definition 13. Let K = (W, E) be a finite Kripke frame. We say that K is tame if
range() = V (〈z2w − zw : w ∈ W 〉+ I˜T ).
To shorten notations, we set
J = 〈z2w − zw : w ∈ W 〉+ I˜T ;
in particular, J ⊆ I˜ and thus range() = V (I˜) ⊆ V (J).
Notice that if K is such that J = I˜, then it is tame. The converse holds as well. To
see this we start with the following general lemma. It could be well-known, but we could
not find it in the literature.
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Lemma 14. Let I be an ideal in C[z1, . . . , zK ] be such that z
2
i − zi ∈ I for every i ∈
{1, . . . , K}. Then I is a radical ideal.
Proof. First, I is a 0-dimensional ideal, as V (I) ⊆ {0, 1}K , so one can apply Seidenberg’s
algorithm (see [11]) to compute
√
I. Namely, let Ii = I ∩C[zi]; then, as an ideal in C[zi],
it turns out that Ii is generated by a single monic polynomial, say fi. Notice that all fi
can be assumed to be non-constant: otherwise, as fi ∈ I, it follows that I = C[z1, . . . , zK ],
which is radical.
If gi denotes the squarefree part of fi, then√
I = I + 〈g1, . . . , gn〉.
Consequently, it is enough to show that gi ∈ I for every i ∈ {1, . . . , K}. Moreover,
gi =
fi
hi
, where hi is the monic polynomial that is the greatest common divisor of fi, f ′i .
Since z2i − zi ∈ Ii, polynomial fi must divide z2i − zi, so there are various possibilities.
• fi = z2i − zi. Then f ′i = 2zi − 1, so hi = 1 and gi = fi ∈ I.
• fi = zi − 1. Then f ′i = 1, so hi = 1 and gi = fi ∈ I.
• fi = zi. Then f ′i = 1, so hi = 1 and again gi = fi ∈ I.

Lemma 14 applies in particular to ideal J .
Proposition 15. Suppose that K is tame. Then J = I˜.
Proof. Since J ⊆ I˜, it is enough to observe that
I˜ ⊆
√
I˜ = Ideal(V (I˜)) = Ideal(V (J)) =
√
J = J .
where the last equality holds by Lemma 14. 
We now introduce a class of Kripke frames that turn out to be tame: these are the
Kripke frames with the property that any two neighborhoods (see section 2) are either
disjoint or they coincide, that is such that the neighborhoods N(w) cut
⋃
w∈W N(w) into
a partition. They are described by the following definition.
Definition 16. We say that a Kripke frame K is a partitioning frame if
(10) ∀w,w′ ∈ W (N(w) ∩N(w′) 6= ∅ ⇒ N(w) = N(w′)) .
Example 17 (Partitioning frames). The following are examples of partitioning frames.
Complete bipartite graphs: Complete bipartite graphs are partitioning frames.
All nodes in the graph are assigned either color 0 or 1, and any node colored 0 is
a neighbor of every node of color 1 and viceversa.
Isomorphic : Examples of partitioning frames are those for which  is an iso-
morphism, see Theorem 7. Notice that for a finite such frame, I˜T is the null ideal
by Theorem 11, as E is non-singular. Moreover, I˜ = 〈z2w − zw : w ∈ W 〉, since
in every row and every column of E there is exactly one non-null term, so given
u, v ∈ {0, 1}W it holds that supp(Etu) = supp(Etv) ⇔ u = v. Thus this shows
directly that these Kripke frames are tame.
Equivalence relations: All K = (W, E) with E an equivalence relation are parti-
tioning frames: this is the class of Kripke frames defined by epistemic logic S5,
that is the logic characterized by the axioms  p → p and ♦ p → ♦ p, see e.g.
[4, Ch. 4].
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Trees: Fix a graph-theoretic tree, and choose a root w¯. The set of nodes of the tree
is partitioned according to the distance of each element w from the root, that is
the length of the unique path from w¯ to w. A node w at distance d is connected
to a single node at distance d − 1 (if d > 0) and a set of nodes L(w) at distance
d+1, {L(w) | d(w) = d} being a partition of the nodes at distance d+1. It follows
that in general undirected trees are not partitioning frames, while directed rooted
trees and directed rooted trees with inversed arrows are partitioning frames.
Proposition 18. If K is a finite partitioning frame, then K is tame.
Proof. It is enough to show that V (J) ⊆ V (I˜). Assume that b ∈ V (J). This implies
that b(w) ∈ {0, 1} for all w ∈ W , and that b(w0) = b(w1) whenever N(w0) = N(w1). So
define a ∈ {0, 1}K by letting a(w′) = b(w), for any w such that w′ ∈ N(w), and defining
a(w′) arbitrarily if w′ ∈ W \⋃w∈W N(w). Then b =  a ∈ range() = V (I˜). 
Observe that being a partitioning frame is not a necessary condition for being tame:
see Examples 19 and 22.
Finally, let us point out that in this paper we focused on , but the operator ♦ can be
described with the same technique. In fact,
♦ aw = 1−
∏
w′∈N(w)
(1− tw′)
and one can use the theory above through the following substitutions:
t′w 7→ 1− tw z′w 7→ 1− zw .
Notice that the substitution t′w 7→ 1−tw together with t2w−tw = 0 implies that (t′w)2−t′w =
0.
4. Some explicit examples
As a first example, we describe a tame Kripke frame that is not a partitioning frame.
Example 19. Let W = {1, 2, 3}, with incidence matrix
E =

1 2 3
1 1 1 0
2 0 1 1
3 0 0 0
 .
Then I˜ = J = 〈z3 − 1, z21 − z1, z22 − z2, z23 − z3〉 = 〈z3 − 1, z21 − z1, z22 − z2〉.
The following example of a partitioning frame provides a simple illustration of the
procedure discussed in the previous section.
Example 20 (The symmetric 4-cycle). Consider the Kripke frame K = ({1, 2, 3, 4} , E),
with adjacency matrix
E =

1 2 3 4
1 0 1 0 1
2 1 0 1 0
3 0 1 0 1
4 1 0 1 0
 .
Notice that this Kripke frame is not a disjoint union of cycles, so by Corollary 8 the range
of  a is a proper subvariety of {0, 1}4.
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12 3
4
E =

1 2 3 4
1 1 1 0 1
2 1 1 1 0
3 0 1 1 1
4 1 0 1 1

Figure 1. The reflexive symmetric 4-cycle and its adjacency matrix.
Eq. (6) becomes 
 a(1) = a(2)a(4)
 a(2) = a(1)a(3)
 a(3) = a(2)a(4)
 a(4) = a(1)a(3)
.
Let γ = (γ(1), γ(2), γ(3), γ(4)) be a non-zero integer vector such that Etγ = 0, so that{
0 = γ(2) + γ(4)
0 = γ(1) + γ(3)
.
The solutions are all vectors of the form (u, v,−u,−v) for u, v ∈ Z. The vectors
(1, 0,−1, 0), (0, 1, 0,−1)
generate with integer coefficients all such solutions, and have disjoint supports. These
vectors can be split as
(1, 0, 0, 0)− (0, 0, 1, 0) = (1, 0,−1, 0), (0, 1, 0, 0)− (0, 0, 0, 1) = (0, 1, 0,−1) .
So the ideal I˜T is generated by the binomials
z1 − z3, z2 − z4.
To generate I˜, in this case it is enough to add the binomials z2w − zw, since K is a
partitioning frame, so it is tame. In conclusion the range of the necessitation operator 
consists of the 4 points
(0, 0, 0, 0), (1, 0, 1, 0), (0, 1, 0, 1), (1, 1, 1, 1) .
Since the toric ideal I˜T associated to the adjacency matrix E is a subset of the relevant
binomial ideal I˜, this implies that a subset of the generators can be computed through
specialized software for toric ideals (for instance, with 4ti2, see [1]). Such a computa-
tion exploits the special structure of toric ideals and therefore makes it possible some
computations also for large frames, where the elimination technique fails.
When the equality I˜ = J fails, that is when the Kripke frame is not tame, the compu-
tation of I˜ is more complex. We present here some examples where the computation of
a Gröbner basis for such an ideal has been carried out in CoCoA, [2].
Example 21 (The reflexive symmetric 4-cycle). Let us now consider the Kripke frame
displayed in Fig. 1 together with its adjacency matrix.
This is the reflexive version of Example 20. The corresponding elimination ideal is
generated by the Gröbner basis given by:
z2z3 − z3z4, −z2z4 + z3z4, −z1z3 + z3z4, −z1z4 + z3z4, −z1z2 + z3z4
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E =

1 2 3 4
1 1 1 0 0
2 0 1 1 0
3 0 0 1 1
4 1 0 0 1

Figure 2. The reflexive oriented 4-cycle and its adjacency matrix.
plus the binomials z2i − zi, i = 1, . . . , 4. In this example the toric ideal I˜T is the null
ideal, since the adjacency matrix is non-singular. So this Kripke frame is not tame.
Example 22 (The reflexive oriented 4-cycle). We slightly modify the adjacency matrix
above by choosing an orientation in the 4-cycle. The Kripke frame and the adjacency
matrix are displayed in Fig. 2.
In this case the elimination ideal I˜ is generated by the Gröbner basis given by:
z1z3 − z2z4, −z2z3z4 + z2z4, z1z2z4 − z2z4
plus the binomials z2i − zi, i = 1, . . . , 4. Here, the binomial z1z3 − z2z4 belongs to the
toric ideal I˜T and the toric ideal is actually a principal ideal generated by this binomial.
In fact I˜ = J , since the polynomials −z2z3z4 + z2z4, z1z2z4 − z2z4 are redundant gen-
erators, as they belong to
J = 〈z21 − z1, z22 − z2, z23 − z3, z24 − z4, z1z3 − z2z4〉
Thus this Kripke frame is tame.
Example 23. Let us consider the reflexive frame displayed in Fig. 3. In this tree-like
structure, the value of  a at a given world depends on the value of a at the worlds that
come from the same parent or are immediate descendants. Apart from the binomials
z2i − zi, i = 1, . . . , 10, the binomial ideal I˜ is generated by 7 binomials:
• 5 linear binomials, the generators of the toric ideal I˜T :
z9 − z10, z7 − z8, z5 − z6, z3 − z4, z2 − z4;
• 2 further reducible binomials not belonging to the toric ideal:
−z1z6z8z10 + z4z6z8z10, z1z4 − z4 .
5. Final remarks and some questions
One of the original motivations that led C.S. Lewis to the study of modal logic was
philosophical. Namely, he was interested in finding a stronger definition of logical impli-
cation. He came out with various definitions among which the most popular today is the
following: “p strongly implies q” means (p→ q).
The algebraic presentation of Kripke frame semantics we use in this paper provides
a way to express such logical statements in polynomial algebra e.g., strong implication
at world w becomes the polynomial
∏
w′∈N(w)(1 − p(w′) + p(w′)q(w′)). Computationally
speaking, the algebraic presentation has some advantage with respect to the logical no-
tation in that it opens up the opportunity to take advantage of another well-developed
theory, Polynomial Commutative Algebra. In case of a finite Kripke frame, the rele-
vant polynomial algebra enjoys a finiteness property because of the finite generation of
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Figure 3. The frame for Ex. 23
polynomial ideals. Moreover, some of the algebraic ideals that are associated with the
finite Kripke frame are of a special kind; namely, toric ideals. The combinatorial features
of the theory of toric ideals produce a special type of computational algorithms that
are currently implemented in symbolic software. While the computational complexity of
such algorithms is very high, it is nevertheless useful to use such tools to study model
examples. In this paper, we put together the two perspectives, Modal Logic and Com-
putational Commutative Algebra. Though some interplay between the two subjects has
already been exploited in the past (see for example [5]), as far as we know there is no
much literature about this.
Thus the purpose of this paper can be seen as two-fold. From the modal theoretic
viewpoint, we think that it is interesting to develop computational tools describing the
behaviour of objects studied in the field, in our case what kind of truth set a proposition
of the form  a can have. On a more general level, although the study of the interplay
between these two theories is in its early stages, the fact that several structures in algebraic
statistics are described by toric ideals suggests that there may exist deeper connections
between them that deserve to be investigated.
We propose here some basic questions that could help in starting such an investigation.
Among the early results obtained from the use of a Kripke frame (W, E) to define the
semantics, there was a classification of different logical axiom systems according to the
properties of the relation E . Our approach is similar, in the sense we discuss the properties
of the “necessary proposition” that is, the range of the operator , with the aid of a finite
set of generators of a polynomial ideal and, in this way, we obtain properties of the Kripke
frame. As we applied the full force of the algebraic theory with its specialized notions of
binomial ideal, toric ideal, radical ideal, and elimination ideal to obtain our results, two
questions — somehow dual to each other — arise immediately.
Question 1. Can the results on the structure of range() be obtained by purely logical
means?
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Question 2. Can the tools from polynomial algebras be applied to other problems coming
from modal logic?
In section 3 we have shown that finite partitioning frames are tame, but a nice charac-
terisation of tame frames is still lacking. Moreover, while our notion of tameness seems to
provide a reasonable simplification for the description of range() via polynomial equa-
tions, there might be other ways to determine a simpler set of conditions than those
provided by the full ideal I˜.
Question 3. Is there a nice characterisation of tame frames?
Question 4. What are other classes of Kripke frames, different from the tame ones, that
admit a simplified set of equations for range()?
Notice that to get our results, we relied on the combinatorial structure of the Kripke
frames. It would be interesting to find a semantical treatment.
Question 5. Is it possible to characterise tame Kripke frames, or Kripke frames that are
simple in the sense of Question 4, as those frames that satisfy a given set of axioms of
modal logic?
We close this discussion with two general remarks.
As observed above, the techniques presented here rely on the finiteness of the Kripke
frame K to produce the equations for the range of the modal operator  using algorithms
and tools from Algebraic Statistics. We do not know whether the methods discussed in
this paper can be adapted to yield useful information about infinite K.
Finally, we point out that there are open questions also from the side of Algebraic
Statistics. In Statistics, graphs like that in Ex. 20 represent graphical models where
each node is a random variable and the edges account for the conditional independence
statements among the variables. In the case of discrete random variables, the relevant
probability models are toric varieties described by binomials (an example with four vari-
ables is extensively discussed in [9, Ch. 6]). Therefore a deeper investigation of the
connections between the two fields could be fruitful from the statistical viewpoint as well,
in particular with regard to Bayesian networks and causal inference.
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