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Rigorous results for the distribution of
money on connected graphs
Nicolas Lanchier∗ and Stephanie Reed
Abstract This paper is concerned with general spatially explicit versions of three stochastic
models for the dynamics of money that have been introduced and studied numerically by
statistical physicists: the uniform reshuffling model, the immediate exchange model and the
model with saving propensity. All three models consist of systems of economical agents that
consecutively engage in pairwise monetary transactions. Computer simulations performed in
the physics literature suggest that, when the number of agents and the average amount of
money per agent are large, the distribution of money at equilibrium approaches the exponen-
tial distribution for the first model, the gamma distribution with shape parameter two for
the second model and a gamma distribution whose shape parameter depends on the saving
propensity for the third model. The main objective of this paper is to give rigorous proofs of
and extend these conjectures to generalizations of the first two models and a variant of the
third model that include local rather than global interactions, i.e., instead of choosing the two
interacting agents uniformly at random from the system, the agents are located on the vertex
set of a general connected graph and can only interact with their neighbors.
1. Introduction
The objective of this paper is to give rigorous proofs of various conjectures (as well as extensions of
these conjectures) about general spatially explicit versions of models in econophysics describing the
dynamics of money within a population of economical agents. The term econophysics was coined
by physicist Eugene Stanley to refer to the subfield of statistical physics that applies concepts from
traditional physics to economics. The terminology is motivated by the idea that molecules can be
viewed as individuals, energy as money, and collisions between two molecules as exchanges of money
between two individuals. The models we consider in this paper are known in the mathematics
literature as interacting particle systems [7] and are inspired from models for the dynamics of
money reviewed in [9] that consist of large systems of N economic agents that interact to engage
in pairwise monetary transactions. The models in [9] are examples of discrete-time Markov chains
where, at each time step, two agents are selected uniformly at random to interact, which results
in an exchange of money between the two agents in an overall conservative system, meaning that
the total amount of money in the system, say M dollars, remains constant. By analogy with the
temperature in physics, the average amount of money per agent T = M/N is called the money
temperature. The main problem about these models is to find the distribution of money, i.e., the
probability that a given agent has a given amount of money, at equilibrium.
The first paper introducing such models is [2] where several rules for the exchange of money are
considered. In the most natural version, called the uniform reshuffling model, the total amount of
money the two interacting agents possess before the interaction is uniformly redistributed between
the two agents after the interaction. More precisely, using the same notation as in the review [9] and
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letting mi and m
′
i be the amount of money agent i has before and after the interaction, respectively,
an interaction between agents i and j results in the update
mi → m
′
i = ǫ (mi +mj)
mj → m
′
j = (1− ǫ)(mi +mj)
where ǫ = Uniform (0, 1). (1)
The computer agent-based simulations performed in [2] suggest that, for all the rules under con-
sideration including (1), the limiting distribution of money approaches an exponential distribution
with mean T when both the population size N and the money temperature T are large, i.e., the
probability that a given individual has m dollars at equilibrium approaches
P (m) =
1
T
e−m/T where T =M/N.
Strictly speaking, since the independent uniform random variables ǫ used at each update are con-
tinuous, the probability of having exactly m dollars at equilibrium is equal to zero, so the limit
above given in the physics literature has to be understood as follows: The probability that a given
individual has at least m dollars at equilibrium approaches
∫
∞
m
1
T
e−x/T dx = e−m/T .
One of the models in [2] assumes that one of the two interacting agents chosen at random gives
one dollar to the other agent if she indeed has at least one dollar. The simulations in [2] suggest
that the limiting distribution of money for this model also approaches the exponential distribution,
which has been proved analytically and extended to general spatial models in [6].
The second model we consider in this paper is inspired from the so-called immediate exchange
model introduced and studied numerically in [3]. In this model, two agents are again chosen uni-
formly at random at each time step, but we now assume that each of the two interacting agents
gives a random fraction of her fortune to the other agent. More precisely, an interaction between
agents i and j results in the update
mi → m
′
i = (1− ǫi)mi + ǫj mj
mj → m
′
j = (1− ǫj)mj + ǫimi
where ǫi, ǫj = Uniform (0, 1) (2)
are independent. Note that the uniform reshuffling model (1) can be obtained from the immediate
exchange model (2) by assuming that the two uniform random variables used at each update are
not independent but instead satisfy ǫi + ǫj = 1. Interestingly, this slight change in the interaction
rules creates a new behavior. Indeed, the numerical simulations in [3] suggest that the limiting
distribution of money now approaches a gamma distribution with mean T and shape parameter
two when the population size and the money temperature are large:
P (m) =
4m
T 2
e−2m/T where T =M/N.
As previously, this limit has to be understood as follows: The probability that a given individual
has at least m dollars at equilibrium approaches
∫
∞
m
4x
T 2
e−2x/T dx =
(
1 +
2m
T
)
e−2m/T .
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Shortly after the publication of [3], the convergence to the gamma distribution has been proved
analytical in [4] for an infinite-population version of the immediate exchange model.
The third and last model we consider in this paper is inspired from another generalization of the
uniform reshuffling model that includes saving propensity [1]. The two interacting agents now save
a fixed fraction λ of their fortune and only the combined remaining fortune is reshuffled randomly
between the two agents, which makes the uniform reshuffling model the particular case λ = 0. In
equations, an interaction between agents i and j results in the update
mi → m
′
i = λmi + ǫ (1− λ)(mi +mj)
mj → m
′
j = λmj + (1− ǫ)(1− λ)(mi +mj)
where ǫ = Uniform (0, 1). (3)
As for the immediate exchange model, the computer simulations performed in [8] suggest that the
distribution of money at equilibrium approaches a gamma distribution with mean T but the shape
parameter r now depends on the saving propensity. More precisely, the probability that a given
agent has m dollars at equilibrium now approaches
P (m) =
1
Γ(r)
(
r
T
)r
mr−1 e−rm/T where T =M/N and r =
1 + 2λ
1− λ
which again has to be understood as follows: The probability that a given individual has at least m
dollars at equilibrium approaches
∫
∞
m
1
Γ(r)
(
r
T
)r
xr−1 e−rx/T dx where r =
1 + 2λ
1− λ
.
Note that the distribution above reduces to the exponential distribution when λ = 0, in accordance
with the numerical results for the uniform reshuffling model in [2]. Note also that the gamma
distribution with shape parameter r = 2, which approximates the limiting distribution of the
immediate exchange model, is obtained by setting λ = 1/4.
2. Model description
The models we study in this paper are discrete-state versions of the models (1)–(3) that also include
a spatial structure in the form of local interactions.
• Discrete-state versions means that we assume that there is a total of M coins in the system,
where M is a nonnegative integer, and that individuals are characterized by the number
of coins they possess, which we again assume to be a nonnegative integer. In particular,
the fortune of each individual is a discrete quantity rather than a continuous one, and each
exchange of money can only result in a finite number of outcomes.
• Local interactions, as opposed to global interactions where any two individuals in the system
may interact at each time step, means that individuals are located on the set of vertices V of
a graph G = (V ,E ) that we assume to be connected, and that only neighbors, i.e., individuals
connected by an edge e ∈ E , can interact to exchange coins. The graph G has to be thought
of as representing a social network where only individuals connected by an edge (friends,
business partners, etc.) can interact to exchange money.
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As previously, we let N = card(V ) be the population size. Each of the three models is again a
discrete-time Markov chain but the state at time t ∈ N is now a spatial configuration
ξ : V → N where ξ(x) = number of coins at vertex x.
In addition to the fact that the amount of money individuals possess is discrete rather than con-
tinuous, the main difference with the non-spatial models described in the previous section is that,
at each time step, the interacting pair is not selected by choosing a pair uniformly at random but
by choosing an edge e ∈ E uniformly at random. Note that the non-spatial models in the previous
section can be viewed as particular cases where G is the complete graph with N vertices.
Uniform reshuffling model. The version of the uniform reshuffling model (Xt) we consider
evolves in discrete time as follows. At each time step, say t, an edge (x, y) is chosen uniformly
at random from the edge set E , which results in an interaction between the economical agents at
vertex x and at vertex y. Following [2], we assume that the total amount of coins both agents have
at time t is uniformly redistributed between the two agents at time t+1. Since each coin is treated
as an indivisible unit, the number of outcomes is finite. More precisely, we let
U = Uniform {0, 1, . . . ,Xt(x) +Xt(y)} (4)
and update the configuration by setting
Xt+1(x) = U and Xt+1(y) = Xt(x) +Xt(y)− U (5)
while Xt+1 ≡ Xt on the set V − {x, y}. Note that
Xt(x) +Xt(y)− U = Uniform {0, 1, . . . ,Xt(x) +Xt(y)} in distribution,
indicating that, though (5) is not symmetric in x and y, the numbers of coins the agents at x and y
receive from the interaction are indeed equal in distribution.
Immediate exchange model. In our version of the immediate exchange model (Yt), we again
choose an edge (x, y) uniformly at random at each time step, which results in an interaction between
the two agents incident to the edge. Following [3], we now assume that the two agents give a
(uniform) random number of their coins to the other agent. More precisely, we let
U1 = Uniform {0, 1, . . . , Yt(x)} and U2 = Uniform {0, 1, . . . , Yt(y)} (6)
be independent, and update the configuration by setting
Yt+1(x) = Yt(x)− U1 + U2 and Yt+1(y) = Yt(x)− U2 + U1 (7)
while Yt+1 ≡ Yt on the set V − {x, y}.
Uniform saving model. As previously, an edge (x, y) is chosen uniformly at random at each time
step, which results in an interaction between the two agents incident to the edge. In the original
model with saving introduced in [1], each agent saves a fixed (deterministic) fraction of their fortune
and the combined remaining amount of money is uniformly redistributed between the two agents.
In contrast, we add more randomness to the process by assuming that the number of coins each
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agent saves is also random. This results in a model (Zt) that combines the previous two types of
interactions: random exchange and uniform reshuffling. More precisely, we let
U1 = Uniform {0, 1, . . . , Zt(x)} and U2 = Uniform {0, 1, . . . , Zt(y)} (8)
be independent. These are the random numbers of coins vertex x and vertex y save before the
exchange. Then, given that U1 = cx and U2 = cy, we let
U = Uniform {0, 1, . . . , Zt(x) + Zt(y)− cx − cy} (9)
be the random number of coins vertex x gets after uniform reshuffling. In particular, the new
configuration is obtained by setting
Zt+1(x) = cx + U and Zt+1(y) = Zt(x) + Zt(y)− cx − U (10)
while Zt+1 ≡ Zt on the set V −{x, y}. Note that the number of coins at vertex y after the interaction
can be written and interpreted in the following manner:
Zt+1(y) = Zt(x) + Zt(y)− cx − U = cy + (Zt(x) + Zt(y)− cx − cy − U)
which is the number of coins vertex y saves before the interaction plus the number of coins vertex y
gets after uniform reshuffling of the coins involved in the exchange.
3. Main results
Numerical simulations of the uniform reshuffling model (4)–(5) on the complete graph suggest that
the limiting distribution approaches the exponential distribution
1
T
e−c/T for all c = 0, 1, . . . ,M,
shown in Figure 1 when the number of vertices and the money temperature are large. This is in
agreement with the numerical results found for the continuous counterpart (1). Similarly, numerical
simulations of the immediate exchange model (6)–(7) on the complete graph are in agreement with
the numerical results found for the continuous counterpart (2), suggesting again that the limiting
distribution approaches in this case the gamma distribution
4c
T 2
e−2c/T for all c = 0, 1, . . . ,M,
shown in Figure 2 when the number of vertices and the money temperature are large. These results
are expected since our versions of the uniform reshuffling and immediate exchange models are
good approximations of models (1) and (2) when the number of coins is large. Now, in contrast
with model (3), our version of the uniform saving model (8)–(10) does not include any parameter
measuring the saving propensity. As for the immediate exchange model, simulations of the uniform
saving model suggest convergence to the gamma distribution with shape parameter two, which
corresponds to the limit of model (3) with saving propensity λ = 1/4.
Our analytical results for the three models (4)–(10) not only give rigorous proofs of the three
conjectures above when the number of vertices and the money temperature are large, they also
extend these conjectures in several directions:
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Figure 1. Simulation results for a single realization of the uniform reshuffling model (4)–(5) on the complete graph.
The number of vertices used in each simulation is indicated at the top right of the pictures. For each of the four
simulations, all the vertices start with $100. The gray histograms represent the distribution of money after 106 updates
while the black solid curve is the exponential distribution with mean T = 100.
1. The convergence to a distribution of money that approaches the exponential distribution or
the gamma distribution holds regardless of the initial configuration of the system while the
numerical results in [2, 3, 8] assume that each agent starts with T dollars.
2. The convergence to a distribution of money that approaches the exponential distribution or
the gamma distribution holds for the general spatial models on any connected graphs while
the numerical results in [2, 3, 8] focus on the complete graph only.
3. The results in 1 and 2 appear as particular cases of more general results that give the exact
expression of the distribution of money at equilibrium for all possible values of the population
size and the money temperature while the conjectures in [2, 3, 8] are only true under the
assumption that these two quantities are large.
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Figure 2. Simulation results for a single realization of the immediate exchange model (6)–(7) on the complete graph.
The number of vertices used in each simulation is indicated at the top right of the pictures. For each of the four
simulations, all the vertices start with $100. The gray histograms represent the distribution of money after 106 updates
while the black solid curve is the gamma distribution with mean T = 100 and shape parameter two.
The level of generality of our results is a good illustration of the advantage of using mathemati-
cal tools as opposed to computer simulations that cannot be performed for all possible connected
graphs with all possible number of vertices containing all possible number of coins starting from
all possible initial configurations.
We now state our results and briefly sketch their proofs. For all three models, there is a posi-
tive probability that an interaction between x and y results in the same number of coins moving
from x→ y and from y → x and therefore no change after the update. This shows that the processes
are aperiodic. It can also be proved that the three processes are irreducible, which is an intrinsic
consequence of the connectedness of the network of interactions. These two ingredients together
with finiteness of the state space imply that, for each of the three models, there is a unique sta-
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tionary distribution to which the process converges regardless of the initial configuration.
For the model with uniform reshuffling, the symmetry of the evolution rules can be used to prove
that the probability of a transition from ξ → η is equal to the probability of a transition from η → ξ
for any two configurations ξ and η. This implies that the process is doubly stochastic from which
it follows that all the configurations are equally likely at equilibrium. This can be used to obtain
an explicit expression of the distribution of money at equilibrium. Some basic algebra also implies
that this distribution approaches the exponential distribution with mean T when N and T are both
large, in agreement with the conjecture in [2].
Theorem 1 (uniform reshuffling) – For all connected graph G with N vertices, regardless of
the number M of coins and the initial configuration,
lim
t→∞
P (Xt(x) = c) =
(
M − c+N − 2
N − 2
)/(
M +N − 1
N − 1
)
.
In particular, when N and T =M/N are large,
lim
t→∞
P (Xt(x) = c) ≈
1
T
e−c/T .
In contrast, the immediate exchange model is not doubly stochastic. However, one can use re-
versibility to have an implicit expression of the unique stationary distribution. Some combinatorial
techniques lead to an explicit expression while some basic algebra implies that the distribution of
money at equilibrium approaches the gamma distribution with mean T and shape parameter two
when N and T are both large, in agreement with the conjecture in [3].
Theorem 2 (immediate exchange) – For all connected graph G with N vertices, regardless of
the number M of coins and the initial configuration,
lim
t→∞
P (Yt(x) = c) = (c+ 1)
(
M − c+ 2N − 3
2N − 3
)/(
M + 2N − 1
2N − 1
)
.
In particular, when N and T =M/N are large,
lim
t→∞
P (Yt(x) = c) ≈
4c
T 2
e−2c/T .
Turning to the uniform saving model, though its evolution rules are somewhat different from the
evolution rules of the immediate exchange model, it can be proved that their respective stationary
distributions satisfy the same detailed balance equation and therefore are equal. In particular, our
previous theorem extends to the uniform saving model.
Theorem 3 (uniform saving) – For all connected graph G with N vertices, regardless of the
number M of coins and the initial configuration,
lim
t→∞
P (Zt(x) = c) = (c+ 1)
(
M − c+ 2N − 3
2N − 3
)/(
M + 2N − 1
2N − 1
)
.
In particular, when N and T =M/N are large,
lim
t→∞
P (Zt(x) = c) ≈
4c
T 2
e−2c/T .
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The rest of this paper is devoted to proofs. Theorem 1 is proved in Section 4. Sections 5 and 6 focus
on the reversibility of the immediate exchange model and the uniform saving model, respectively,
and give the corresponding detailed balance equations. Section 7 gives the common final step to
complete the proof of Theorems 2 and 3.
4. Proof of Theorem 1
This section is devoted to the proof of Theorem 1 about the limiting distribution of money for the
uniform reshuffling model (4)–(5). The proof relies on the following two key ingredients:
1. There exists a unique stationary distribution πX to which the uniform reshuffling model
converges starting from any initial configuration.
2. The uniform distribution on the set of all possible configurations is stationary.
With these two preliminary results in hand, the theorem follows using some basic combinatorics
and some basic algebra. From now on, we let
CN,M = {ξ : V → N such that
∑
x∈V ξ(x) =M}
be the set of all possible configurations with exactly M coins. Also, for every vertex x ∈ V and
every configuration ξ : V → N, we let
ξx(z) = ξ(z) + 1{z = x} for all z ∈ V
be the configuration obtained from ξ by adding one coin at vertex x. We now prove existence and
uniqueness of the stationary distribution.
Lemma 4 – There is a unique stationary distribution πX and
lim
t→∞
Pη(Xt = ξ) = πX(ξ) for all ξ, η ∈ CN,M .
Proof. According to [5, Theorem 7.7], it suffices to prove that the process is finite, irreducible and
aperiodic. Finiteness is obvious while aperiodicity follows from the fact that
P (Xt+1 = ξ |Xt = ξ) =
1
card(E )
∑
(x,y)∈E
P (Uniform {0, 1, . . . , ξ(x) + ξ(y)} = ξ(x))
=
1
card(E )
∑
(x,y)∈E
(
1
ξ(x) + ξ(y) + 1
)
≥
(
1
M + 1
)
> 0
for every configuration ξ ∈ CN,M . To prove that the process is also irreducible, let x, y ∈ V . Since
the graph is connected, there exists a path
(x0, x1, . . . , xt) ⊂ V such that x0 = x, xt = y and t < N.
In particular, for all ξ ∈ CN,M−1,
P (Xt = ξ
y |X0 = ξ
x) ≥
t−1∏
s=0
P (Xs+1 = ξ
xs+1 |Xs = ξ
xs)
=
t−1∏
s=0
(
1
card(E )
)(
1
ξ(xs) + ξ(xs+1) + 2
)
≥
(
1
N2 (M + 1)
)N
> 0.
(11)
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Let m ≤M . We deduce from (11) by induction that, for all
ξ ∈ CN,M−m and x, y ∈ V
m
there exists t < mN such that
P (Xt = (· · · (ξ
y1)y2 · · · )ym |X0 = (· · · (ξ
x1)x2 · · · )xm) ≥
(
1
N2 (M + 1)
)mN
. (12)
Since any ξ, η ∈ CN,M can be obtained from the configuration with zero coin by adding M coins at
the appropriate vertices, it follows from (12) with m =M that
P (Xt = η |X0 = ξ) ≥
(
1
N2 (M + 1)
)MN
> 0 for some t < MN.
This shows that the process is irreducible and completes the proof. 
The next lemma shows that the uniform reshuffling model is doubly stochastic, from which we
deduce that the unique stationary distribution πX from the previous lemma is the uniform distri-
bution on the set of configurations CN,M .
Lemma 5 – The unique stationary distribution is πX = Uniform (CN,M ).
Proof. Let ξ, η ∈ CN,M . Note that P (Xt+1 = η |Xt = ξ) > 0 if and only if
ξ ≡ η on V − {x, y} and ξ(x) + ξ(y) = η(x) + η(y)
for some (x, y) ∈ E , in which case we have
P (Xt+1 = η |Xt = ξ) =
1
card(E )
P (Uniform {0, 1, . . . , ξ(x) + ξ(y)} = η(x))
=
1
card(E )
1
ξ(x) + ξ(y) + 1
.
In particular, either P (Xt+1 = η |Xt = ξ) = P (Xt+1 = ξ |Xt = η) = 0 or
P (Xt+1 = η |Xt = ξ) =
1
card(E )
1
ξ(x) + ξ(y) + 1
=
1
card(E )
1
η(x) + η(y) + 1
= P (Xt+1 = ξ |Xt = η).
This shows that the transition matrix of the process is symmetric and so doubly stochastic. There-
fore, it follows from [5, Section 7.3] that the uniform distribution on the set of configurations is
stationary. By the uniqueness of the stationary distribution πX established in the previous lemma,
we conclude that πX = Uniform (CN,M). 
With Lemmas 4 and 5 in hand, we are now ready to prove the theorem.
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Proof of Theorem 1. This is similar to the proofs of Lemma 4 and Theorem 1 in [6] that
we briefly recall. First, we note that
card(CN,M ) = card {c ∈ N
N : c1 + · · ·+ cN =M} =
(
M +N − 1
N − 1
)
.
Since in addition all the configurations are equally likely under πX according to Lemma 5, and
since there are card(CN−1,M−c) configurations with exactly c coins at vertex x,
lim
t→∞
P (Xt(x) = c) =
card(CN−1,M−c)
card(CN,M )
=
(
M − c+N − 2
N − 2
)/(
M +N − 1
N − 1
)
.
This shows the first part of the theorem. In addition, when N and T are large,
lim
t→∞
P (Xt(x) = c) =
(M − c+N − 2) · · · (M − c+ 1)
(M +N − 1) · · · (M + 1)
(N − 1)!
(N − 2)!
=
(M − c+N − 2) · · · (M − c+ 1)
(M +N − 2) · · · (M + 1)
(N − 1)
(M +N − 1)
≈
(
N
NT
)(
1−
c
NT
)N
≈
1
T
e−c/T .
This shows the second part of the theorem. 
5. Reversibility of the immediate exchange model
This section collects preliminary results about the immediate exchange model (6)–(7) that will be
useful to prove Theorem 2. As for the uniform reshuffling model, the first step is to show that
there exists a unique stationary distribution πY to which the immediate exchange model converges
starting from any initial configuration. Contrary to the uniform reshuffling model, the process is
not doubly stochastic and so the uniform distribution is no longer stationary. However, an implicit
expression of the (unique) stationary distribution can be found using reversibility.
Lemma 6 – There is a unique stationary distribution πY and
lim
t→∞
Pη(Yt = ξ) = πY (ξ) for all ξ, η ∈ CN,M .
Proof. As for the uniform reshuffling model, it suffices to establish finiteness, irreducibility and
aperiodicity. Finiteness is again obvious. Letting
U(z, ξ) = Uniform {0, 1, . . . , ξ(z)} for all z ∈ V
be independent, aperiodicity follows from the fact that
P (Yt+1 = ξ |Yt = ξ) =
1
card(E )
∑
(x,y)∈E
P (U(x, ξ) = U(y, ξ))
=
1
card(E )
∑
(x,y)∈E
min(ξ(x) + 1, ξ(y) + 1)
(ξ(x) + 1)(ξ(y) + 1)
≥
(
1
M + 1
)
> 0
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for every ξ ∈ CN,M . Also, letting (x, y) ∈ E and ξ ∈ CN,M−1,
P (Yt+1 = ξ
y |Yt = ξ
x) =
P (Uniform {0, 1, . . . , ξ(x) + 1} = U(y, ξ) + 1)
card(E )
=
1
card(E )
min(ξ(x) + 1, ξ(y) + 1)
(ξ(x) + 2)(ξ(y) + 1)
≥
1
N2 (2M + 2)
> 0.
Repeating the proof of Lemma 4, we deduce that, for all ξ, η ∈ CN,M ,
P (Yt = η |Y0 = ξ) =
(
1
N2 (2M + 2)
)MN
> 0 for some t < MN,
which shows irreducibility. 
We now give an implicit expression of πY using reversibility.
Lemma 7 – The distribution πY is reversible and
πY (ξ) =
µ(ξ)∑
η∈CN,M
µ(η)
where µ(ξ) =
∏
z∈V
(ξ(z) + 1). (13)
Proof. Let ξ 6= η in CN,M and assume that, for some (x, y) ∈ E ,
ξ ≡ η on V − {x, y} and ξ(x) + ξ(y) = η(x) + η(y). (14)
Letting U(z, ξ) = Uniform {0, 1, . . . , ξ(z)} be independent, we have
P (Yt+1 = η |Yt = ξ) =
P (ξ(x) + U(y, ξ)− U(x, ξ) = η(x))
card(E )
=
1
card(E )
ξ(x)∑
cx=0
ξ(y)∑
cy=0
1{cx = ξ(x)− η(x) + cy}
(ξ(x) + 1)(ξ(y) + 1)
=
1
card(E )
ξ(x)∑
cx=0
1{ξ(x) − η(x) ≤ cx ≤ ξ(x)− η(x) + ξ(y)}
(ξ(x) + 1)(ξ(y) + 1)
.
Since ξ(x)− η(x) + ξ(y) = η(y), we get
Qx,y(ξ, η) = card(E ) (ξ(x) + 1)(ξ(y) + 1)P (Yt+1 = η |Yt = ξ)
= min(ξ(x), ξ(x) − η(x) + ξ(y))−max(0, ξ(x) − η(x)) + 1
= min(ξ(x), η(y)) + min(ξ(x), η(x)) − ξ(x) + 1.
Using also that η(y)− ξ(x) = ξ(y)− η(x),
Qx,y(ξ, η) = min(ξ(x), η(y)) + min(ξ(x), η(x)) − ξ(x) + 1
= min(0, η(y) − ξ(x)) + min(ξ(x), η(x)) + 1
= min(0, ξ(y) − η(x)) + min(ξ(x), η(x)) + 1
= min(η(x), ξ(y)) + min(η(x), ξ(x)) − η(x) + 1 = Qx,y(η, ξ)
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from which it follows that
(ξ(x) + 1)(ξ(y) + 1)P (Yt+1 = η |Yt = ξ)
= (η(x) + 1)(η(y) + 1)P (Yt+1 = ξ |Yt = η).
(15)
If on the contrary condition (14) is not satisfied, since there are only two neighbors exchanging
money at each time step, we must have
P (Yt+1 = η |Yt = ξ) = P (Yt+1 = ξ |Yt = η) = 0. (16)
Combining (15) and (16), we conclude that, in any case,
µ(ξ)P (Yt+1 = η |Yt = ξ) = µ(η)P (Yt+1 = ξ |Yt = η) where µ(ξ) =
∏
z∈V
(ξ(z) + 1).
By uniqueness, this implies that πY is reversible and satisfies (13). 
6. Reversibility of the uniform saving model
The objective of this section is to prove that Lemmas 6 and 7 in the previous section also hold
for the uniform saving model (8)–(10). The main ideas behind the proofs are the same as for the
immediate exchange model but the technical details are somewhat different.
Lemma 8 – There is a unique stationary distribution πZ and
lim
t→∞
Pη(Zt = ξ) = πZ(ξ) for all ξ, η ∈ CN,M .
Proof. Let ξ ∈ CN,M and let
U(z, ξ) = Uniform {0, 1, . . . , ξ(z)} and Uc = Uniform {0, 1, . . . , c}
be independent for all z ∈ V and c ∈ N. Then,
P (Zt+1 = ξ |Zt = ξ) ≥
1
card(E )
∑
(x,y)∈E
P (U(x, ξ) = ξ(x), U(y, ξ) = ξ(y))
=
1
card(E )
∑
(x,y)∈E
1
(ξ(x) + 1)(ξ(y) + 1)
≥
(
1
M + 1
)2
> 0
so the process is aperiodic. Also, letting (x, y) ∈ E and ξ ∈ CN,M−1,
P (Zt+1 = ξ
y |Zt = ξ
x) ≥
P (Uniform {0, 1, . . . , ξ(x) + 1} = ξ(x), U(y, ξ) = ξ(y), U1 = 0)
card(E )
=
1
card(E )
1
2 (ξ(x) + 2)(ξ(y) + 1)
≥
(
1
N(M + 2)
)2
> 0.
Repeating the proof of Lemma 4, we deduce that, for all ξ, η ∈ CN,M ,
P (Zt = η |Z0 = ξ) =
(
1
N(M + 2)
)2MN
> 0 for some t < MN,
so the process is irreducible. As previously, convergence to a unique stationary distribution follows
from the fact that the process is finite, irreducible and aperiodic. 
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Lemma 9 – The distribution πZ is reversible and
πZ(ξ) =
µ(ξ)∑
η∈CN,M
µ(η)
where µ(ξ) =
∏
z∈V
(ξ(z) + 1). (17)
Proof. Let ξ 6= η in CN,M be two configurations. As for the uniform reshuffling and immediate
exchange models, when condition (14) is not satisfied,
P (Zt+1 = η |Zt = ξ) = P (Zt+1 = ξ |Zt = η) = 0. (18)
To study the transition probability when (14) holds, let
U(z, ξ) = Uniform {0, 1, . . . , ξ(z)} and Uc = Uniform {0, 1, . . . , c}
be independent for all z ∈ V and c ∈ N. By conditioning on all the possible values of U(x, ξ)
and U(y, ξ) and using independence, we get
P (Zt+1 = η |Zt = ξ) =
1
card(E )
ξ(x)∑
cx=0
ξ(y)∑
cy=0
P (cx + Uξ(x)+ξ(y)−cx−cy = η(x))
(ξ(x) + 1)(ξ(y) + 1)
. (19)
By conditioning on all the possible values of Uξ(x)+ξ(y)−cx−cy and using again independence, the
numerator in the sum above can be written as
P (cx + Uξ(x)+ξ(y)−cx−cy = η(x)) =
1{cx ≤ η(x) ≤ ξ(x) + ξ(y)− cy}
ξ(x) + ξ(y)− cx − cy + 1
=
1{cx ≤ η(x) ≤ η(x) + η(y)− cy}
ξ(x) + ξ(y)− cx − cy + 1
=
1{cx ≤ η(x)}1{cy ≤ η(y)}
ξ(x) + ξ(y)− cx − cy + 1
.
(20)
Combining (19) and (20), we obtain that
Qx,y(ξ, η) = card(E ) (ξ(x) + 1)(ξ(y) + 1)P (Zt+1 = η |Zt = ξ)
can be written using symmetry as
Qx,y(ξ, η) =
ξ(x)∑
cx=0
ξ(y)∑
cy=0
1{cx ≤ η(x)}1{cy ≤ η(y)}
ξ(x) + ξ(y)− cx − cy + 1
=
ξ(x)∧η(x)∑
cx=0
ξ(y)∧η(y)∑
cy=0
(
1
ξ(x) + ξ(y)− cx − cy + 1
)
=
η(x)∧ξ(x)∑
cx=0
η(y)∧ξ(y)∑
cy=0
(
1
η(x) + η(y)− cx − cy + 1
)
= Qx,y(η, ξ)
from which it follows that
(ξ(x) + 1)(ξ(y) + 1)P (Zt+1 = η |Zt = ξ)
= (η(x) + 1)(η(y) + 1)P (Zt+1 = ξ |Zt = η).
(21)
Combining (18) and (21), we conclude that, in any case,
µ(ξ)P (Zt+1 = η |Zt = ξ) = µ(η)P (Zt+1 = ξ |Zt = η) where µ(ξ) =
∏
z∈V
(ξ(z) + 1),
showing that πZ is reversible and satisfies (17). 
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7. Proof of Theorems 2 and 3
Lemmas 6–9 in the previous two sections imply that, though the evolution rules of the immediate
exchange model and of the uniform saving model are different, both processes converge to the same
stationary distribution π = πY = πZ which is characterized by
π(ξ) =
µ(ξ)∑
η∈CN,M
µ(η)
where µ(ξ) =
∏
z∈V
(ξ(z) + 1).
To complete the proof of Theorems 2 and 3, the last step is to find a more explicit expression of
the stationary distribution by computing the denominator
Λ(N,M) =
∑
ξ∈CN,M
∏
z∈V
(ξ(z) + 1) =
∑
c1+···+cN=M
(c1 + 1)(c2 + 1) · · · (cN + 1).
To compute Λ(N,M), we start with the following technical lemma.
Lemma 10 – For all M,K ∈ N,
S(M,K) =
M∑
c=0
(c+ 1)
(
M − c+K
K
)
=
(
M +K + 2
K + 2
)
.
Proof. We prove the result by induction on M +K. The fact that
S(0,K) =
0∑
c=0
(c+ 1)
(
0− c+K
K
)
=
(
K
K
)
= 1 =
(
0 +K + 2
K + 2
)
S(M, 0) =
M∑
c=0
(c+ 1)
(
M − c+ 0
0
)
=
M∑
c=0
(c+ 1) =
(M + 1)(M + 2)
2
=
(
M + 0 + 2
0 + 2
)
shows that the result holds when M = 0 or K = 0. Now, let m ∈ N∗ and assume that the result
holds whenever M +K < m. Using the well-known identity(
n
k
)
=
(
n− 1
k
)
+
(
n− 1
k − 1
)
for all 1 ≤ k < n
consecutively in the following two cases
n =M − c+K and k = K with K ≥ 1 and M > c
n =M +K + 2 and k = K + 2 with K ≥ 1 and M ≥ 1
and assuming that M +K = m with M,K ≥ 1, we get
S(M,K) =
M−1∑
c=0
(c+ 1)
[(
(M − 1)− c+K
K
)
+
(
M − c+ (K − 1)
K − 1
)]
+ (M + 1)
= S(M − 1,K) +
M∑
c=0
(c+ 1)
(
M − c+ (K − 1)
K − 1
)
= S(M − 1,K) + S(M,K − 1)
=
(
M +K + 2− 1
K + 2
)
+
(
M +K + 2− 1
K + 2− 1
)
=
(
M +K + 2
K + 2
)
.
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This completes the proof. 
Using Lemma 10, we can now compute Λ(N,M).
Lemma 11 – For all N,M ≥ 1, we have
Λ(N,M) =
∑
c1+···+cN=M
(c1 + 1)(c2 + 1) · · · (cN + 1) =
(
M + 2N − 1
2N − 1
)
.
Proof. We prove the result by induction on N . Observing that
Λ(1,M) =
∑
c1=M
(c1 + 1) = (M + 1) =
(
M + 2− 1
2− 1
)
shows that the result holds for N = 1. Now, fix N ≥ 2 and assume that the result holds for N − 1
vertices. Decomposing according to the possible values of cN , we get
Λ(N,M) =
M∑
cN=0
(cN + 1)
∑
c1+···+cN−1=M−cN
(c1 + 1)(c2 + 1) · · · (cN−1 + 1)
=
M∑
c=0
(c+ 1)Λ(N − 1,M − c) =
M∑
c=0
(c+ 1)
(
M − c+ 2N − 3
2N − 3
)
.
Finally, applying Lemma 10, we obtain
Λ(N,M) = S(M, 2N − 3) =
(
M + 2N − 3 + 2
2N − 3 + 2
)
=
(
M + 2N − 1
2N − 1
)
,
which completes the proof. 
We are now ready to prove the theorems.
Proof of Theorems 2 and 3. Combining Lemmas 6 and 7, we obtain that, regardless of the
initial configuration and regardless of the choice of vertex x ∈ V ,
lim
t→∞
P (Yt(x) = c) =
∑
ξ:ξ(x)=c
π(ξ)
=
∑
c1+···+cN−1=M−c
(c1 + 1) · · · (cN−1 + 1)(c + 1)
Λ(N,M)
=
(c+ 1)Λ(N − 1,M − c)
Λ(N,M)
.
This, together with Lemma 11, implies that
lim
t→∞
P (Yt(x) = c) = (c+ 1)
(
M − c+ 2N − 3
2N − 3
)/(
M + 2N − 1
2N − 1
)
.
This proves the first part of Theorem 2. Now, observe that
(c+ 1)
(
M − c+ 2N − 3
2N − 3
)/(
M + 2N − 1
2N − 1
)
= (c+ 1)
(2N − 1)(2N − 2)
(M + 2N − 1)(M + 2N − 2)
(M − c+ 2N − 3) · · · (M − c+ 1)
(M + 2N − 3) · · · (M + 1)
.
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In particular, when N and T are large, this is approximately
(c+ 1)
(
2N
M
)2(
1−
c
M
)2N
≈
4c
T 2
(
1−
c
NT
)2N
≈
4c
T 2
e−2c/T .
This completes the proof of Theorem 2. The proof of Theorem 3 is exactly the same since both
models converge to the same stationary distribution π = πY = πZ . 
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