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Gold’s original paper on inductive inference introduced a notion of an optimal learner.
Intuitively, a learner identiﬁes a class of objects optimally iff there is no other learner
that: requires as little of each presentation of each object in the class in order to identify
that object, and, for some presentation of some object in the class, requires less of
that presentation in order to identify that object. Beick considered this notion in the
context of function learning, and gave an intuitive characterization of an optimal function
learner. Jantke and Beick subsequently characterized the classes of functions that are
algorithmically, optimally identiﬁable.
Herein, Gold’s notion is considered in the context of language learning. It is shown that a
characterization of optimal language learners analogous to Beick’s does not hold. It is also
shown that the classes of languages that are algorithmically, optimally identiﬁable cannot
be characterized in a manner analogous to that of Jantke and Beick.
Other interesting results concerning optimal language learning include the following. It
is shown that strong non-U-shapedness, a property involved in Beick’s characterization
of optimal function learners, does not restrict algorithmic language learning power. It is
also shown that, for an arbitrary optimal learner F of a class of languages L, F optimally
identiﬁes a subclass K of L iff F is class-preserving with respect to K.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Gold’s original paper on inductive inference introduced a notion of an optimal learner [16]. Intuitively, a learner identiﬁes
a class of objects optimally iff there is no other learner that: requires as little of each presentation of each object in the class
in order to identify that object, and, for some presentation of some object in the class, requires less of that presentation in
order to identify that object.1
Gold’s notion is perhaps most easily exempliﬁed in the context of function learning, where each object (i.e., function)
has one (canonical) presentation, namely, the sequence of all ﬁnite initial segments of that function ordered by inclusion
(i.e., “⊆”). We brieﬂy recall the relevant deﬁnitions.
Let N be the set of natural numbers, {0,1,2, . . .}. Let ϕ0,ϕ1, . . . be any acceptable numbering of the partial computable
functions from N to N [22]. For each function f : N → N, and each n ∈ N, let f [n] denote the initial segment of f whose
domain is of size n, i.e., for each x and y, f [n](x) = y iff [x < n ∧ f (x) = y]. A learner F identiﬁes a class of functions
F ⊆ N → N def⇐⇒ for each f ∈ F , there exists an n ∈ N such that (∀i  n)[F( f [i]) = F( f [n])] and ϕF( f [n]) = f . A class of
* Corresponding author.
E-mail addresses: case@cis.udel.edu (J. Case), semoeli@super.org (S.E. Moelius III).
1 In general, the learners considered herein need not be algorithmic. Real world learners might be non-algorithmic, e.g., possibly due to quantum me-
chanical effects. For further discussion on the merits of considering non-algorithmic learners, see [17, pp. 34 and 35].0890-5401/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2011.07.003
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def⇐⇒ there exists a learner that identiﬁes the class. A class of functions is algorithmically identiﬁable
def⇐⇒ there exists an algorithmic such learner.
For each function learner F, and each f : N → N, let conv be deﬁned as follows.
conv(F, f ) =
⎧⎨
⎩
n, where n is least such that (∀i  n)[F( f [i]) = F( f [n])]
and ϕF( f [n]) = f , if such an n exists;
∞, otherwise.
(1)
Intuitively, conv(F, f ) indicates how much of f must be presented to F in order for F to identify f . Thus, if F and G are two
function learners and conv(F, f ) conv(G, f ) < ∞, then F requires as little of f as G requires to identify f .
In the context of function learning, Gold’s notion can be made precise as follows. A function learner F optimally identiﬁes
a class of functions F def⇐⇒ F identiﬁes F , and, for each function learner G,
(∀ f ∈ F)[conv(G, f ) conv(F, f )] ⇒ (∀ f ∈ F)[conv(F, f ) conv(G, f )]. (2)
Thus, F optimally identiﬁes F iff there is no other learner G such that: G requires as little of each f ∈ F as F requires to
identify f , and, for some f ∈ F , G requires less of f than F requires to identify f .2
Gold’s motivation for studying optimal learners was the following. To identify by enumeration is to output the least
conjecture for an object consistent with the data thus far presented, from among some enumeration of all possible objects.
Gold showed that, despite the seeming naivety of this approach, a learner that employs it is optimal [16, Theorem 10.1].
Beick [6] considered optimal learners speciﬁcally in the context of function learning, and characterized them as follows
(see also [24, Theorem 9]).
Theorem 1. (See Beick [6].) Suppose that a function learner F identiﬁes a class of functions F . Then, F optimally identiﬁes F ⇔ (a)
through (c) below hold.
(a) F is class-preserving [6,24] with respect to F , i.e.,
(∀ f ∈ F)(∀n ∈ N)[ϕF( f [n]) ∈ F]. (3)
(b) F is consistent [4,8] with respect to F , i.e.,
(∀ f ∈ F)(∀n ∈ N)[ f [n] ⊆ ϕF( f [n])]. (4)
(c) F is strongly non-U-shaped [6,24]3 with respect to F , i.e.,
(∀ f ∈ F)(∀n ∈ N)[ϕF( f [n]) = f ⇒ (∀i  n)[F( f [i])= F( f [n])]]. (5)
Thus, suppose that F optimally identiﬁes a class of functions F . Then, when presented with a function from within F :
(a) every function that F conjectures is from within F ; (b) every function that F conjectures reﬂects all of the data thus far
presented to F; and (c) once F has arrived at a correct conjecture, F never thereafter abandons that conjecture.
Subsequent to Theorem 1, Jantke and Beick considered the classes of functions that are algorithmically, optimally iden-
tiﬁable, i.e., that are identiﬁable by an algorithmic learner that also happens to be optimal. Jantke and Beick characterized
such classes as follows.
Theorem 2. (See Jantke and Beick [18, Theorem 5].) For each a class of functions F , F is algorithmically, optimally identiﬁable ⇔ F
is algorithmically, class-preservingly, consistently identiﬁable.
Note that, given Theorem 1, Jantke and Beick’s result is equivalent to the assertion that: whenever there exists an
algorithmic learner that class-preservingly, consistently identiﬁes a class of functions F , there also exists an algorithmic
learner that class-preservingly, consistently, strongly non-U-shapedly identiﬁes F .
Herein, we consider optimal learners in the context of language learning, as done in [20, Ch. 8]. In this setting, the
situation is slightly more complicated, since, for nearly every object (i.e., language), there is more than one presentation (i.e.,
text). We brieﬂy recall the relevant deﬁnitions.
2 In Gold’s terminology: there is no learner G that is uniformly faster than F on F .
3 A U-shape occurs when a learner ﬁrst learns, then unlearns, and, ﬁnally, relearns some target concept. This phenomenon has been observed, for example,
in the way in which children acquire languages [23]. In [24], Wiehagen uses the term semantically ﬁnite in place of strongly non-U-shaped. Herein, we have
chosen to use the latter term, given that: (a) there is a clear connection between (5) and the notion of non-U-shapedness (see Deﬁnition 7(d) in Section 2);
(b) the term non-U-shaped is motivated by cognitive science (as per the preceding discussion); and (c) the term non-U-shaped is well established (e.g., by
[9,3,10,13,11]).
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(c.e.) subsets of N [22].4 A language is any such subset. A text for a language L is a function T : N → (N∪ {#}) such that L is
exactly the non-# elements of the range of T , i.e., L = {x ∈ N | (∃i)[T (i) = x]}. (The symbol ‘#’ is pronounced pause.) Clearly,
a text uniquely determines a language. Furthermore, if L is a non-empty language, then there are uncountably many texts
for L. A language learner F identiﬁes a class of languages L def⇐⇒ for each L ∈ L, and each text T for L, there exists an n ∈ N
such that (∀i  n)[F(T [i]) = F(T [n])] and WF(T [n]) = L. The terms identiﬁable, algorithmically identiﬁable, and algorithmically,
optimally identiﬁable are deﬁned analogously to the function learning setting.
For each language learner F, and each text T , let conv be deﬁned as follows.
conv(F, T ) =
⎧⎨
⎩
n, where n is least such that (∀i  n)[F(T [i]) = F(T [n])]
and WF(T [n]) = L, where T is a text for L, if such an n exists;
∞, otherwise.
(6)
In the context of language learning, Gold’s notion can be made precise as follows. A language learner F optimally identiﬁes
a class of languages L def⇐⇒ F identiﬁes L, and, for each language learner G,
(∀L ∈ L)(∀T a text for L)[conv(G, T ) conv(F, T )] ⇒ (∀L ∈ L)(∀T a text for L)[conv(F, T ) conv(G, T )]. (7)
This deﬁnition has an interpretation similar to that of the function learning setting. Speciﬁcally, F optimally identiﬁes L iff
there is no other learner G such that: G requires as little of each text for each L ∈ L as F requires to identify L, and, for
some text for some L ∈ L, G requires less of that text than F requires to identify L.
Many interesting results concerning optimal language learners are presented. First, we show that a characterization
analogous to Beick’s (Theorem 1 above) does not hold in this setting. Speciﬁcally, optimality is not suﬃcient to guarantee
Beick’s conditions; though, those conditions are suﬃcient to guarantee optimality (Theorem 15 in Section 3). Second, we
show that the algorithmically, optimally identiﬁable classes of languages cannot be characterized in a manner analogous to
that of Jantke and Beick (Theorem 2 above). Speciﬁcally, that a class is algorithmically, optimally identiﬁable is not suﬃcient
to guarantee Jantke and Beick’s conditions; though, those conditions are suﬃcient to guarantee that a class is algorithmically,
optimally identiﬁable (Theorem 19 in Section 3).
As mentioned above, Jantke and Beick’s result is equivalent to the assertion that: whenever there exists an algorithmic
learner that class-preservingly, consistently identiﬁes a class of functions F , there also exists an algorithmic learner that
class-preservingly, consistently, strongly non-U-shapedly identiﬁes F . However, in light of our Theorems 15 and 19, this fails
to be true in the language learning setting. This might lead one to wonder: is this failure due to a restriction on algorithmic
learning power imposed by strong non-U-shapedness, or, more simply, does strong non-U-shapedness restrict algorithmic
language learning power? We show that this is, in fact, not the case. That is, strong non-U-shapedness does not restrict
algorithmic language learning power (Theorem 23 in Section 3).5
Finally, we show that, for an arbitrary optimal learner F of a class of languages L, F optimally identiﬁes a subclass K of
L iff F is class-preserving with respect to K (Theorem 24 in Section 4).
A primary motivation for considering optimal language learners is the following. There is no generally accepted notion
of eﬃcient algorithmic language learning.6 Optimal learners are, in some sense, maximally eﬃcient, in that they use as little
of the presentation of an object as possible. Thus, one way to argue that an algorithmic learner is eﬃcient, is to argue that
it is relatively eﬃcient compared to an optimal learner. We give an example (beginning with (8) below), following some
necessary deﬁnitions.
Let σ range over ﬁnite initial segments of texts. For each text T , and each n ∈ N, let T [n] denote the initial segment of
T of length n. For each σ , let content(σ ) = {x ∈ N | (∃i)[σ(i) = x]}. Let K be the diagonal halting problem, i.e., K = {p ∈ N |
p ∈ Wp} [22]. For each set A ⊆ N, let A = N \ A and A + 1= {x+ 1 | x ∈ A}.
Let L be deﬁned as follows.
L = {{0}}∪ {{p + 1} ∣∣ p ∈ K}∪ {{0, p + 1} ∣∣ p ∈ K}. (8)
By the s-m-n theorem [22], there exists a computable f such that, for each ﬁnite A ⊂ N,
W f (A) = A. (9)
For each σ , let M and F be deﬁned as follows.
4 In [22], Rogers uses the term recursively enumerable in place of computably enumerable.
5 A related yet contrasting result is the following. Case and Kötzing have recently shown that strong non-U-shapedness does restrict algorithmic language
learning power when the learner is additionally required to be iterative [12, Theorem 5.4].
6 See [21] for a discussion. As an anonymous reviewer notes, [2] is also relevant.
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F(σ ) =
⎧⎨
⎩
f ({0}), if content(σ ) ⊆ {0};
f (content(σ )), if content(σ )∩ (K + 1) = ∅;
f ({0} ∪ content(σ )), if content(σ )∩ (K + 1) = ∅.
(11)
The discussion proceeds with the observation of a few facts.
Fact 3. L is not algorithmically, optimally identiﬁable.7
Proof. By way of contradiction, let M′ be an algorithmic learner that optimally identiﬁes L. Then, by (b) ⇒ (c) of Theo-
rem 15 (Section 3 below), M′ class-preservingly, consistently identiﬁes L. Note that, for each p ∈ N, there is exactly one
L ∈ L such that p + 1 ∈ L. It follows that
K = {p ∈ N | 0 ∈ WM′(p+1)}. (12)
Since the right-hand side of (12) is c.e. (by supposition), this is a contradiction. 
Fact 4. M algorithmically identiﬁes L, but not optimally.
Proof. Clearly, M identiﬁes L, and M is algorithmic. Thus, by Fact 3, M cannot optimally identify L. 
Fact 5. F optimally identiﬁes L, but not algorithmically.
Proof. Clearly, F identiﬁes L. Furthermore, F is class-preserving, consistent, and strongly non-U-shaped with respect to L.
Thus, by (a) ⇒ (b) of Theorem 15 (Section 3 below), F optimally identiﬁes L. Finally, by Fact 3, F cannot be algorithmic. 
Fact 6. On any text T for a language in L, M requires at most one more data-point than F requires to converge to a correct
hypothesis on T . Formally: for each text T for a language in L,
∣∣content(T [conv(M, T )])∣∣ ∣∣content(T [conv(F, T )])∣∣+ 1. (13)
Proof. The proof is a straightforward case analysis. We consider only one case here. Suppose that T is a text for {0, p + 1},
where p ∈ K . Let nM and nF be deﬁned as follows.
nM =min
{
n
∣∣ {0, p + 1} ⊆ content(T [i])}. (14)
nF =min
{
n
∣∣ p + 1 ∈ content(T [i])}. (15)
Clearly, conv(M, T ) = nM; whereas, conv(F, T ) = nF . Furthermore,
∣∣content(T [conv(M, T )])∣∣= ∣∣content(T [nM])∣∣
= 2

∣∣content(T [nF])∣∣+ 1
= ∣∣content(T [conv(F, T )])∣∣+ 1. 
Fact 6 gives a sense in which M is relatively eﬃcient compared to F. Generalizations of this notion might allow, e.g., that
the size of the set on the right-hand side of (13) be the argument of an arbitrary polynomial.8
This notion of relative eﬃciency seems promising. Of course, this notion is only meaningful for those classes of languages
for which there exists an optimal learner. Fortunately, however, Proposition 8.2.1A in [20] says that, for every identiﬁable
class of languages, there exists an optimal learner.
7 This is shown for a nearly identical class of languages in [20, Proposition 8.2.3A]. The proof of Fact 3 is included here for illustration.
8 We do not mean to suggest that the content-based measure of (13) represents the best possible measure of relative eﬃciency, just that it is a reasonable
one. Alternatives might involve, e.g., mind-change complexity [5,14].
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Computability-theoretic concepts not covered below are treated in [22].
Lowercase math-italic letters (e.g., a, b, c), with or without decorations, range over elements of N, unless stated oth-
erwise. Uppercase math-italic letters (e.g., A, B , C ), with or without decorations, range over subsets of N, unless stated
otherwise. D0, D1, . . . denotes a canonical enumeration of all ﬁnite subsets of N. K and L range over collections of subsets
of N. E def= {Wp | p ∈ N}. For each A, |A| denotes the cardinality of A. For each ﬁnite, non-empty A, max A denotes the
maximum element of A. For an arbitrary set X, P(X) denotes the collection of all subsets of X.
For arbitrary sets X and Y, X⇀Y denotes the collection of all partial functions from X to Y. For each one-argument
partial function ψ , and each x, ψ(x)↓ denotes that ψ(x) converges; ψ(x)↑ denotes that ψ(x) diverges.9 We use ↑ to denote
the value of a divergent computation.
Φ denotes a ﬁxed Blum complexity measure [7] for ϕ , i.e., Φ is a partial computable function from N to N satisfying (a)
and (b) below.10
(a) (∀p, x)[Ψp(x)↓ ⇔ ψp(x)↓].
(b) The predicate λp, x, t [Ψp(x) t] is computable.
For each i and s, Wsi
def= {x | x< s ∧ Φi(x) s}.
N#
def= N ∪ {#}. Txt denotes the set of all texts, i.e., functions of type N → N#. Seq denotes the set of all sequences, i.e.,
ﬁnite initial segments of texts. T , with or without decorations, ranges over elements of Txt. Lowercase Greek letters (e.g.,
ρ , σ , τ ), with or without decorations, range over elements of Seq, unless stated otherwise. For each L and L, TxtL , TxtL ,
SeqL , and SeqL are deﬁned as follows.
TxtL =
{
T
∣∣ content(T ) = L}. (16)
TxtL =
{
T
∣∣ (∃L ∈ L)[content(T ) = L]}. (17)
SeqL =
{
σ
∣∣ (∃T ∈ TxtL)[σ ⊂ T ]}. (18)
SeqL =
{
σ
∣∣ (∃T ∈ TxtL)[σ ⊂ T ]}. (19)
In order to disambiguate expressions such as Seq∅ , we write ∅ for the empty language, and { } for the empty class of
languages.
For each A ⊆ N#, A∗ def= {σ | (∀i)[σ(i)↓ ⇒ σ(i) ∈ A]}. Similarly, for each A ⊆ N#, Aω def= {T | (∀i)[T (i) ∈ A]}. For each
x ∈ N#, xω denotes the unique element of {x}ω . For each A ⊆ N#, Aω = A∗ ∪ Aω . In particular, Nω# = Seq∪ Txt.
For each f ∈ Nω# , content( f ) def= {x ∈ N | (∃i)[ f (i) = x]}. For each f ∈ Nω# and n, f [n] denotes the initial segment of f
of length n, if it exists; f , otherwise. For each σ , |σ | denotes the length of σ (equivalently, |{i | σ(i)↓}|). For each non-empty
σ , σ− def= σ [|σ | − 1]. For each σ , and each f ∈ Nω# , σ · f denotes the concatenation of σ and f (in that order). Similarly,
for each A ⊆ Seq and B ⊆ Nω# , A ·B def= {σ · f | σ ∈ A ∧ f ∈ B}. λ denotes the empty sequence (equivalently, the everywhere
divergent function).
Following conventions similar to [17], F, G, and H, with or without decorations, range over arbitrary (partial) functions
of type Seq⇀ N; whereas, M, with or without decorations, ranges over algorithmic (partial) functions of type Seq⇀ N.
conv was deﬁned in (6) (Section 1 above). An expression that the reader will see frequently is
T
[
conv(F, T )
]
, (20)
which is the shortest initial segment of T causing F to converge to a correct hypothesis for content(T ) (if such an initial
segment exists).
The following are the Gold-style learning criteria of relevance to this paper.
Deﬁnition 7. Let F and L be ﬁxed.
9 For each one-argument partial function ψ , and each x, ψ(x) converges iff there exists a y such that ψ(x) = y; ψ(x) diverges iff there is no y such that
ψ(x) = y. If ψ is algorithmic, and x is such that ψ(x) diverges, then one can imagine that a program for ψ goes into an inﬁnite loop on input x.
10 Many possible such measures exist. For example, if ϕ is a standard enumeration of all Turing machines [22], then one possible Blum complexity
measure for ϕ is
λp, x
{
the number of steps taken before the pth Turing machine halts on input x, if the pth Turing machine halts on input x;
↑, otherwise.
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(∀σ ∈ SeqL)
[
F(σ )↓] ∧ (∀T ∈ TxtL)[conv(F, T ) < ∞].
(b) (Beick [6], Wiehagen [24]) F class-preservingly identiﬁes L ⇔ F identiﬁes L and
(∀σ ∈ SeqL)[WF(σ ) ∈ L].
(c) (Angluin [1]) F consistently identiﬁes L ⇔ F identiﬁes L and
(∀σ ∈ SeqL)
[
content(σ ) ⊆ WF(σ )
]
.
(d) (Baliga et al. [3], Carlucci et al. [10]) F non-U-shapedly identiﬁes L ⇔ F identiﬁes L and
(∀L ∈ L)(∀σ ,τ ∈ SeqL)
[[σ ⊆ τ ∧ WF(σ ) = WF(τ )] ⇒ WF(σ ) = L].
(e) (Beick [6], Wiehagen [24]) F strongly non-U-shapedly11 identiﬁes L ⇔ F identiﬁes L and
(∀L ∈ L)(∀σ ,τ ∈ SeqL)
[[
σ ⊆ τ ∧ F(σ ) = F(τ )] ⇒ WF(σ ) = L].
Remark 8. Some authors (including ourselves, at times) make allowances outside of those of Deﬁnition 7(a), such as: (1) al-
lowing (∃σ ∈ SeqL)[F(σ )↑], and (2) allowing F : Seq ⇀ (N ∪ {?}). However, for the purposes of this paper, insisting that F
satisfy the more stringent requirements of Deﬁnition 7(a) greatly simpliﬁes the presentation. Moreover, such insistence does
not affect the essential content of our results.
Deﬁnition 9. For each L, L is identiﬁable ⇔ (∃F)[F identiﬁes L].
Remark 10. “L is identiﬁable” is not equivalent to “L is algorithmically identiﬁable”, the latter of which means
(∃M)[M identiﬁes L].
Deﬁnition 11. For each L, F, and G, (a) and (b) below.
(a) FL G ⇔ (∀T ∈ TxtL)[conv(F, T ) conv(G, T )].
(b) F≺L G ⇔ [FL G ∧ (∃T ∈ TxtL)[conv(F, T ) < conv(G, T )]].
The following is a restatement of the deﬁnition of optimal identiﬁcation in terms of ‘≺’.
Deﬁnition 12. For each F and L, F optimally identiﬁes L ⇔ [F identiﬁes L ∧ (∀G)[G ⊀L F]].
3. Properties of optimal learners
In this section, we show that a characterization analogous to Beick’s (Theorem 1 in Section 1) does not hold in the lan-
guage learning setting. Speciﬁcally, optimality is not suﬃcient to guarantee Beick’s conditions; though, those conditions are
suﬃcient to guarantee optimality (Theorem 15 below). Similarly, we show that a characterization analogous to Jantke and
Beick’s (Theorem 2 in Section 1) does not hold in the language learning setting. Speciﬁcally, that a class is algorithmically,
optimally identiﬁable is not suﬃcient to guarantee Jantke and Beick’s conditions; though, those conditions are suﬃcient
to guarantee that a class is algorithmically, optimally identiﬁable (Theorem 19 below). Finally, we show that strong non-
U-shapedness, a property involved in Beick’s characterization of optimal function learners, does not restrict algorithmic
language learning power (Theorem 23 below).
The proof of Theorem 15 relies on the following two lemmas.
Lemma 13. Suppose that F class-preservingly, consistently, strongly non-U-shapedly identiﬁes L. Then, for each σ ∈ SeqL , there exists
an L ∈ L such that
content(σ ) ⊆ L ∧ (∀T ∈ TxtL)
[
σ ⊂ T ⇒ conv(F, T ) |σ |]. (21)
11 See footnote 3 above.
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SeqL , there exists an L ∈ L such that σ is consistent with L. Furthermore, for each T ∈ TxtL such that T extends σ , F has
already reached its ﬁnal conjecture on T having been presented σ .
Proof of Lemma 13. Let F, L, and σ be as stated. Since F class-preservingly identiﬁes L, WF(σ ) ∈ L. Let L = WF(σ ) . Since F
consistently identiﬁes L, content(σ ) ⊆ L. Since F strongly non-U-shapedly identiﬁes L, (∀τ ∈ SeqL)[σ ⊆ τ ⇒ F(σ ) = F(τ )].
Clearly, the lemma follows. 
Lemma 14. Suppose that F and G each identify L. Further suppose that A ⊆ Seq is such that
(∀σ /∈ A)[F(σ ) = G(σ )]. (22)
Then,
(∀T ∈ TxtL)
[
conv(F, T ) < conv(G, T ) ⇒ (∃σ ∈ A)[T [conv(F, T )]⊆ σ ⊂ T ]]. (23)
Intuitively, Lemma 13 asserts the following. Suppose that F and G agree on all initial segments not in A. Further suppose
that T ∈ TxtL is such that F requires less of T than G requires to identify L. Then, there is some initial segment σ of T
such that σ ∈ A, and such that F has already reached its ﬁnal conjecture on T having been presented σ .
Proof of Lemma 14. Let F, G, L, and A be as stated. Let T ∈ TxtL be such that conv(F, T ) < conv(G, T ). Clearly, there exists
a σ such that T [conv(F, T )] ⊆ σ ⊂ T and F(σ ) = G(σ ). By (22), σ ∈ A. 
The following is the ﬁrst main result of this section.
Theorem 15. Let F and L be ﬁxed. Then,
(a)⇒ (b)⇒ (c), (24)
where (a) through (c) are as follows.12
(a) F class-preservingly, consistently, strongly non-U-shapedly identiﬁes L.
(b) F optimally identiﬁes L.
(c) F class-preservingly, consistently identiﬁes L.
Proof. Let F and L be as stated.
(a) ⇒ (b): Suppose that F class-preservingly, consistently, strongly non-U-shapedly identiﬁes L. Further suppose, by way of
contradiction, that there exist G, L ∈ L, and T ∈ TxtL such that GL F and conv(G, T ) < conv(F, T ). Let σ = T [conv(G, T )].
By Lemma 13, there exists an L′ ∈ L such that content(σ ) ⊆ L′ and(∀T ′ ∈ TxtL′)[σ ⊂ T ′ ⇒ conv(F, T ′) |σ |]. (25)
If L = L′ , then
conv(F, T ) |σ | {by (25)}
= conv(G, T ) {by the choice of σ }
< conv(F, T ) {by the choice of T }
– a contradiction. So, it must be the case that L = L′ . Note that, by the choice of σ ,
WG(σ ) = WG(T [conv(G,T )]) = L. (26)
Let T ′ ∈ TxtL′ be any such that σ ⊂ T ′ . Then,
conv
(
F, T ′
)
 |σ | {by (25)}
< conv
(
G, T ′
) {
by (26) and L = L′}.
But this contradicts GL F.
12 (a) ⇒ (b) of Theorem 15 is an improvement on Proposition 8.2.2A in [20].
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identify L, or that F does not consistently identify L. Then, there exists a ρ ∈ SeqL such that at least one of (i) or (ii) below
holds.
(i) WF(ρ) /∈ L (in the case that F does not class-preservingly identify L).
(ii) content(ρ)  WF(ρ) (in the case that F does not consistently identify L).
Let T ∈ TxtL be such that ρ ⊂ T .
Claim 15.1. Suppose that σ ∈ SeqL is such that ρ ⊆ σ ⊆ T [conv(F, T )− 1]. Then,(∀T ′ ∈ TxtL)[σ ⊂ T ′ ⇒ conv(F, T ′)> |σ |]. (27)
Proof of Claim. The proof is by induction on the length of σ . The case when ρ = σ is straightforward by the choice of ρ
and (i) or (ii) above. So, let σ be such that ρ ⊂ σ ⊆ T [conv(F, T )− 1], and suppose that(∀T ′ ∈ TxtL)[σ− ⊂ T ′ ⇒ conv(F, T ′)> ∣∣σ−∣∣]. (28)
Further suppose, by way of contradiction, that, for some T ′ ∈ TxtL , σ ⊂ T ′ and conv(F, T ′) |σ |. Then, by (28), conv(F, T ′) =
|σ |. Let G be such that, for each τ ,
G(τ ) =
{
F(σ ), if τ = σ−;
F(τ ), otherwise.
(29)
Clearly, G identiﬁes L and conv(G, T ′) |σ−| < |σ |. Thus, if it can be shown that GL F, then this would (as desired) con-
tradict the fact that F optimally identiﬁes L. So, suppose that G L F. Let T ′′ ∈ TxtL be such that conv(F, T ′′) < conv(G, T ′′).
Then, by Lemma 14 (with A = {σ−}), T ′′[conv(F, T ′′)] ⊆ σ− ⊂ T ′′ . But this contradicts (28). 
Let G be such that, for each σ ,
G(σ ) =
{
F(T [conv(F, T )]), if ρ ⊆ σ ⊆ T [conv(F, T ) − 1];
F(σ ), otherwise.
(30)
Clearly, G identiﬁes L and conv(G, T )  |ρ| < conv(F, T ). Thus, if it can be shown that G L F, then this would (as de-
sired) contradict the fact that F optimally identiﬁes L. So, suppose that G L F. Let T ′ ∈ TxtL be such that conv(F, T ′) <
conv(G, T ′). Then, by Lemma 14, there exists a σ such that ρ ⊆ σ ⊆ T [conv(F, T )− 1] and T ′[conv(F, T ′)] ⊆ σ ⊂ T ′ . But this
contradicts Claim 15.1.
(a)  (b): Let L = {∅, {0}}. Let p∅ and p{0} be grammars for ∅ and {0}, respectively. Let M be deﬁned as follows.
M(λ) = p{0}.
M
(
0 · {#,0}∗)= p{0}.
M
(
# · {#}∗)= p∅.
M
(
# · {#}∗ · 0 · {#,0}∗)= p{0}. (31)
Clearly, M identiﬁes L. Note that M is U-shaped, e.g., on the text # · 0ω. It remains to show that M optimally identiﬁes L.
By way of contradiction, let F be such that F≺L M. Note that, for each T ∈ TxtL , and each n,
conv
(
M,#ω
)= 1;
conv
(
M,0 · {#,0}ω)= 0;
conv
(
M,# · #n · 0 · {#,0}ω)= n+ 2. (32)
Let T ∈ TxtL be such that conv(F, T ) < conv(M, T ). Clearly, conv(M, T ) 1. Thus, by (32), it suﬃces to consider the follow-
ing cases.
Case [T = #ω]. Then, by (32), it must be the case that conv(F, T ) = 0 and, thus, WF(λ) = ∅. It follows that conv(F,0ω) > 0.
But then, by (32), conv(F,0ω) > conv(M,0ω), which contradicts FL M.
Case [T ∈ (# · #n · 0 · {#,0}ω), for some n]. Then, by (32), it must be the case that conv(F, T ) n + 1, and, thus, WF(#n+1) =
{0}. It follows that conv(F,#ω) > n+ 1 1. But then, by (32), conv(F,#ω) > conv(M,#ω), which contradicts FL M.
J. Case, S.E. Moelius III / Information and Computation 209 (2011) 1293–1311 1301(b)  (c): Let L = {∅}. Let p∅ and p′∅ be any two distinct grammars for ∅. Let M be deﬁned as follows.
M(λ) = p∅.
M
(
# · {#}∗)= p′∅. (33)
Clearly, M class-preservingly, consistently identiﬁes L. That M does not optimally identify L is witnessed by, e.g., λσ p∅ . 
Remark 16. By a proof similar to that of (a)  (b) of Theorem 15, it can be shown that Beick’s characterization does not
hold if one considers functions under arbitrary ordering, as to opposed to canonical ordering. We give some of the details
of such a proof below. Let 〈·,·〉 be any pairing function, i.e., a 1–1, onto, computable function of type N×N → N [22, p. 64].
Let L0, L1, and L be deﬁned as follows.
L0 =
{〈0,0〉}∪ {〈x+ 1,0〉 ∣∣ x ∈ N}. (34)
L1 =
{〈0,1〉}∪ {〈x+ 1,0〉 ∣∣ x ∈ N}. (35)
L = {L0, L1}. (36)
Let p0 and p1 be grammars for L0 and L1, respectively. For convenience, let A = N# \ {〈0,1〉}. Let M be deﬁned as follows.
M(λ) = p1.
M
(〈0,1〉 · N∗#)= p1.
M
(
A · A∗)= p0.
M
(
A · A∗ · 〈0,1〉 · N∗#
)= p1. (37)
Then, it can be shown that M optimally identiﬁes L. On the other hand, M is U-shaped, e.g., on the text
〈1,0〉 · 〈0,1〉 · 〈2,0〉 · 〈3,0〉 · 〈4,0〉 · · · · . (38)
Remark 17. For each F and L, F decisively identiﬁes L [3,10] def⇐⇒
(∀ρ,σ , τ ∈ SeqL)
[[ρ ⊆ σ ⊆ τ ∧ WF(ρ) = WF(σ )] ⇒ WF(ρ) = WF(τ )].
As witnessed by the M constructed in the proof of (b)  (c) of Theorem 15, requiring that F class-preservingly, consis-
tently, decisively identify L is not suﬃcient to guarantee that F optimally identiﬁes L. Requiring that F class-preservingly,
consistently, non-U-shapedly identify L (Deﬁnition 7(d) in Section 2) is similarly insuﬃcient.
Problem18. Is there an intuitive property which is less restrictive than strong non-U-shapedness, and which, when combined
with class-preservation and consistency, characterizes optimality? More formally: does there exist an intuitive predicate
P ⊆ ((Seq⇀ N)×P(E)) satisfying (a) through (c) below?
(a) For each F and L, if F strongly non-U-shapedly identiﬁes L, then P (F,L).
(b) For each F and L, if F class-preservingly, consistently identiﬁes L and P (F,L), then F optimally identiﬁes L.
(c) For each F and L, if F optimally identiﬁes L, then P (F,L).
The following is the second main result of this section.
Theorem 19. Let L be ﬁxed. Then,
(a)⇒ (b)⇒ (c), (39)
where (a) through (c) are as follows.
(a) L is algorithmically, class-preservingly, consistently, strongly non-U-shapedly identiﬁable.
(b) L is algorithmically, optimally identiﬁable.
(c) L is algorithmically, class-preservingly, consistently identiﬁable.
Proof. (a) ⇒ (b) ⇒ (c) is immediate by Theorem 15. For (a)  (b) and (b)  (c) below, let M0,M1, . . . be any algorithmic
enumeration of all algorithmic (partial) learners.
1302 J. Case, S.E. Moelius III / Information and Computation 209 (2011) 1293–1311(a)  (b): Let L = {∅} ∪⋃i∈NLi , where, for each i,
Li =
{ {{2i}, {2i,2i + 1}}, if [Mi(2i)↓ ∧ 2i + 1 ∈ WMi(2i)];{{2i,2i + 1}}, otherwise. (40)
Note that, for each L ∈ L and i, if ∅ = L ⊆ {2i,2i + 1}, then L ∈ Li .
We ﬁrst show that L is algorithmically, optimally identiﬁable, as witnessed by the M deﬁned in (43) below. By the s-m-n
theorem [22], there exist computable f and g such that, for each i,
W f (i) = {2i}; (41)
Wg(i) = {2i,2i + 1}. (42)
Let p be any grammar for ∅. Let M be such that, for each σ ,
M(σ ) =
⎧⎪⎪⎨
⎪⎪⎩
p, if content(σ ) = ∅;
f (i), where i is least such that 2i ∈ content(σ ), 2i + 1 /∈ content(σ ),
Mi(2i)↓ in at most |σ | steps, and 2i + 1 ∈ W |σ |Mi(2i), if such an i exists;
g(i), otherwise, where i is least such that content(σ )∩ {2i,2i + 1} = ∅.
(43)
Clearly, M identiﬁes L. To show that M optimally identiﬁes L, by way of contradiction, let F be such that F ≺L M, and let
T ∈ TxtL be such that conv(F, T ) < conv(M, T ). Consider the following four cases.
Case [T = #ω]. Then, conv(M, T ) = 0 conv(F, T ) – a contradiction.
Case [T ∈ #m · {2i + 1} · {2i,2i + 1,#}ω , for some m]. Then, conv(M, T ) =m+1. Thus, it must be the case that conv(F, T )m
and, therefore, WF(#m) = {2i,2i + 1}. It follows that conv(F,#ω) > m. But then, since conv(M,#ω) = 0, conv(F,#ω) >
conv(M,#ω) – a contradiction.
Case [T ∈ #m · {2i} · {2i,#}ω , for some m]. Then, since T ∈ TxtL , it must be the case that {2i} ∈ L, and that [Mi(2i)↓ ∧ 2i +
1 ∈ WMi(2i)]. Let s be least such that Mi(2i)↓ in at most s steps and 2i + 1 ∈ WsMi(2i) . If sm+ 1, then conv(M, T ) =m+ 1,
and the proof proceeds as in the previous case. So, suppose that s >m+ 1. Then, conv(M, T ) = s. Thus, it must be the case
that conv(F, T ) < s and, therefore,
WF(T [s−1]) = {2i}. (44)
Let T ′ be such that
T ′ = T [s − 1] · (2i + 1)ω. (45)
It follows from (44) that conv(F, T ′) s. Note, however, that conv(M, T ′) =m + 1. Thus, conv(F, T ′) > conv(M, T ′) – a con-
tradiction.
Case [T ∈ #m · {2i} · {2i,#}n · {2i + 1} · {2i,2i + 1,#}ω , for some m and n]. If [Mi(2i)↑ ∨ 2i+1 /∈ WMi(2i)], then conv(M, T ) =
m + 1, and the proof proceeds as in the case two prior. So, suppose otherwise. Let s be least such that Mi(2i)↓ in at most
s steps and 2i + 1 ∈ WsMi(2i) . If s m + n + 2, then, again, conv(M, T ) =m + 1, and the proof proceeds as in the case two
prior. So, suppose that s <m + n + 2. Then, conv(M, T ) =m + n + 2. Thus, it must be the case that conv(F, T ) <m + n + 2,
and, therefore,
WF(T [m+n+1]) = {2i,2i + 1}. (46)
Let T ′ be such that
T ′ = T [m+ n+ 1] · #ω. (47)
It follows from (46) that conv(F, T ′) > m + n + 1. Note, however, that conv(M, T ′) = max{m + 1, s}  m + n + 1. Thus,
conv(F, T ′) > conv(M, T ′) – a contradiction.
It remains to show ¬(a). Let i be any such that Mi class-preservingly, consistently identiﬁes L. Clearly, 2i ∈ Seq(L).
Thus, Mi(2i)↓. Furthermore, since Mi consistently identiﬁes L, 2i ∈ WMi(2i) . If 2i + 1 /∈ WMi(2i) , then, by (40), WMi(2i) /∈ L,
contradicting the fact that Mi class-preservingly identiﬁes L. So, it must be the case that 2i + 1 ∈ WMi(2i) , that Li ={{2i}, {2i,2i + 1}}, and that WMi(2i) = {2i,2i + 1}. Furthermore, since {2i} ∈ Li ⊆ L, there must exist an n such that
WM(2i·#n+1) = {2i}. Thus, Mi is necessarily U-shaped on a text of the form 2i · #n+1 · (2i + 1)ω .
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Li =
{ {{2i,2i + 1}}, if [Mi(2i · 2i + 1)↓ =Mi(2i)↓ ∨ (∃n)[Mi(2i · #n+1)↓ =Mi(2i)↓]];
{{2i}, {2i,2i + 1}}, otherwise. (48)
Note that, for each L ∈ L and i, if ∅ = L ⊆ {2i,2i + 1}, then L ∈ Li .
We ﬁrst show that L is algorithmically, class-preservingly, consistently identiﬁable, as witnessed by the M deﬁned in
(51) below. By the s-m-n theorem [22], there exist computable f and g such that, for each i,
W f (i) =
{ {2i,2i + 1}, if [Mi(2i · 2i + 1)↓ =Mi(2i)↓ ∨ (∃n)[Mi(2i · #n+1)↓ =Mi(2i)]];
{2i}, otherwise; (49)
Wg(i) = {2i,2i + 1}. (50)
Let p be any grammar for {0,1}. Let M be such that, for each σ ,
M(σ ) =
⎧⎨
⎩
p, if content(σ ) = ∅;
f (i), where i is least such that [2i ∈ content(σ ) ∧ 2i + 1 /∈ content(σ )], if such an i exists;
g(i), otherwise, where i is least such that 2i + 1 ∈ content(σ ).
(51)
It is straightforward to verify that M class-preservingly, consistently identiﬁes L.
We next show that, for each i, Mi does not optimally identify L. By way of contradiction, suppose otherwise, as witnessed
by i. Then, since {2i,2i + 1} ∈ L, it must be the case that
Mi(2i)↓ ∧ Mi(2i · 2i + 1)↓ ∧ (∀n)
[
Mi
(
2i · #n+1)↓]. (52)
Consider the following three cases.
Case [Mi(2i · 2i + 1) =Mi(2i) ∧ (∀n)[Mi(2i · #n+1) =Mi(2i)]]. Then, Li = {{2i}, {2i,2i+1}}. Thus, since Mi class-preservingly,
consistently identiﬁes L, it must be the case that WMi(2i·2i+1) = {2i,2i + 1}. Furthermore, since Mi(2i · 2i + 1) = Mi(2i),
WMi(2i) = {2i,2i + 1}. But then, since (∀n)[Mi(2i · #n+1) = Mi(2i)], Mi does not identify {2i} from the text 2i · #ω – a con-
tradiction.
Case [Mi(2i · 2i + 1) =Mi(2i)]. Then, Li = {{2i,2i + 1}}. Let p be such that
p =
{
Mi(λ), if WMi(λ) = {2i,2i + 1};
any grammar for {2i,2i + 1}, otherwise. (53)
Let F be such that, for each x and σ ,
F(λ) =Mi(λ); (54)
F(x · σ) =
{
p, if x= 2i;
Mi(x · σ), otherwise. (55)
To show that F≺L Mi (thereby obtaining a contradiction), let T ∈ TxtL be ﬁxed. Consider the following two subcases.
• Subcase [T (0) = 2i]. Then, clearly, for each n, F(T [n]) =Mi(T [n]). Thus, conv(F, T ) = conv(Mi, T ).
• Subcase [T (0) = 2i]. If WMi(λ) = {2i,2i + 1}, then, by (53)–(55), conv(F, T ) = 0  conv(Mi, T ). On the other hand, if
WMi(λ) = {2i,2i + 1}, then, by (53)–(55), conv(F, T ) = 1 conv(Mi, T ). Furthermore, if T (1) = 2i + 1, then, since Mi(2i ·
2i + 1) =Mi(2i), conv(F, T ) < conv(Mi, T ).
Case (∃n)[Mi(2i · #n+1) =Mi(2i)]. Then, Li = {{2i,2i + 1}}. Let p and F be as in (53)–(55). The proof that FL Mi is as in
the previous case. To show that F≺L Mi (thereby obtaining a contradiction): let n be least such that Mi(2i · #n+1) =Mi(2i),
and let T = 2i · #n+1 · (2i + 1)ω . Note that, since Mi(2i · #n+1) = Mi(2i · #n), conv(Mi, T ) > n + 1  1. Thus, if WMi(λ) ={2i,2i + 1}, then, by (53)–(55), conv(F, T ) = 0< conv(Mi, T ). On the other hand, if WMi(λ) = {2i,2i + 1}, then, by (53)–(55),
conv(F, T ) = 1< conv(Mi, T ). 
As mentioned in Section 1, Jantke and Beick’s result (Theorem 2 in Section 1) is equivalent to the assertion that: when-
ever there exists an algorithmic learner that class-preservingly, consistently identiﬁes a class of functions F , there also
exists an algorithmic learner that class-preservingly, consistently, strongly non-U-shapedly identiﬁes F . However, this fails
to be true in the language learning setting. That is, there exists a class of languages L for which there is an algorithmic
learner that class-preservingly, consistently identiﬁes L, but for which there is no algorithmic learner that class-preservingly,
consistently, strongly non-U-shapedly identiﬁes L. (This follows from (a) ⇒ (b) of Theorem 15, and (b)  (c) of Theorem 19.)
This might lead one to wonder: is this failure due to a restriction on algorithmic learning power imposed by strong non-U-
shapedness, or, more simply, does strong non-U-shapedness restrict algorithmic language learning power? As Theorem 23
below states, strong non-U-shapedness does, in fact, not restrict algorithmic language learning power.
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witnessed by M. From M, another learner M′ is constructed such that M′ also identiﬁes L. However, M′ has the additional
property that: certain of its conjectures self-destruct when conditions are met that would cause M′ to make a mind-change.
This, in turn, causes M′ to be strongly non-U-shapedly with respect to L.
Playing crucial roles in the proof are the following facts. First, we can assume, without loss of generality, that M is
prudent and total (see Deﬁnition 20 and Lemma 21 below). Second, given any ﬁnite set A, we can algorithmically ﬁnd a c.e.
superset of A that M does not identify (see Lemma 22 below). This latter fact provides the means by which the conjectures
of M′ self-destruct (see (73) below).
Deﬁnition 20. (See Osherson et al. [19].) A learner F is prudent ⇔ (∀σ ∈ Seq)[F identiﬁes WF(σ )].
Thus, a learner is prudent iff it identiﬁes each language for which it outputs a conjecture.
Lemma 21. Suppose that L is algorithmically identiﬁable. Then, there exists a prudent and totalM that identiﬁes L.
Proof. Let L be as stated. The proof is straightforward for the case when L = {}. So, suppose that L = { }. Fulk showed that
there exists a prudent M′ that identiﬁes L [15, Theorem 15]. Furthermore, since L = { }, M′(λ)↓. Let M be such that, for
each σ ,
M(σ ) =
{
M′(ρ), where ρ ⊆ σ is longest such thatM′(ρ)↓ in at most |σ | steps, if such a ρ exists;
M′(λ), otherwise. (56)
Clearly, M is prudent and total. Furthermore, it can be shown that M identiﬁes L (see [17, Proposition 4.15]). 
Lemma 22. For eachM, there exists a computable function f : N → N such that, for each i, Di ⊆ W f (i) andM does not identify W f (i) .
Proof. Let M be ﬁxed. There are two cases.
Case [M does not identify N]. Then, for each i,
W f (i) = N. (57)
Case [M identiﬁes N]. Let Seq< ⊆ Seq be such that
Seq< =
{
σ ∈ Seq ∣∣ (∀σ ′ ⊆ σ )(∃n)[content(σ ′)= {0, . . . ,n− 1}]}. (58)
Let < be such that, for each σ ,τ ∈ Seq< ,
σ < τ ⇔ [σ ⊆ τ ∧ content(σ ) ⊂ content(τ )]. (59)
For each i, ϕ-program f (i) works by constructing (possibly ﬁnitely many) σ 0, σ 1, . . . ∈ Seq< as below, so that W f (i) =⋃
s∈N content(σ s).
Stage s = −1. Find any τ ∈ Seq< such that Di ⊆ content(τ ). Set σ 0 = τ , and go to stage 0.
Stage s ∈ 2N. Find τ ∈ Seq< (if any) such that
σ s ⊆ τ ∧ content(τ ) ⊂ WM(τ ). (60)
If such a τ is found, then set σ s+1 = τ and go to stage s+ 1. If no such τ is found, then search forever.
Stage s ∈ 2N + 1. Find τ ∈ Seq< (if any) such that
σ s < τ ∧ (∃τ ′)[σ s ⊆ τ ′ ⊆ τ ∧ M(σ s) =M(τ ′)]. (61)
If such a τ is found, then set σ s+1 = τ and go to stage s+ 1. If no such τ is found, then search forever.
If some stage of the form 2 j is not exited, then, clearly, M does not identify N from any text beginning with σ 2 j . So, it must
be the case that every stage of the form 2 j is exited.
On the other hand, if every stage is exited (including stages of the form 2 j + 1), then, clearly, lims→∞ σ s is a text for N
on which M never reaches a ﬁnal conjecture. So, it must be the case that some stage of the form 2 j + 1 is not exited.
Let σ = σ 2 j+1. Clearly, W f (i) = content(σ ) ⊇ Di . Furthermore, (a) and (b) below hold.
(a) content(σ ) ⊂ WM(σ ) (by (60)).
(b) (∀τ ∈ Seq<)[σ < τ ⇒ (∀τ ′)[σ ⊆ τ ′ ⊆ τ ⇒ M(σ ) =M(τ ′)]] (by (61)).
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exist an n such that M(σ ) = M(σ · #n). Let τ = σ · #n ·min{x ∈ N | x /∈ content(σ )}. Clearly, τ ∈ Seq< and σ < τ . But then,
by (b) above, M(σ ) =M(σ · #n) – a contradiction. 
Theorem 23. For each L, (∃M)[M identiﬁes L] ⇔ (∃M)[M strongly non-U-shapedly identiﬁes L].13
Proof. Clearly, (∃M)[M strongly non-U-shapedly identiﬁes L] ⇒ (∃M)[M identiﬁes L]. Thus, it suﬃces to show the con-
verse. Let L be ﬁxed. Let M be as in Lemma 21 for L, i.e., M is prudent and total, and M identiﬁes L. Let f : N → N be as
in Lemma 22 for M, i.e., for each i, Di ⊆ W f (i) and M does not identify W f (i) . From M and f , a learner M′ is constructed
such that M′ strongly non-U-shapedly identiﬁes L.
For each ρ , σ , s, and τ , let P (ρ,σ , s, τ ) ⇔ there exists an α satisfying (P0) through (P2) below.
(P0) |α| s.
(P1) content(α) ⊆ WsM(ρ) .
(P2) (∃α′ ⊆ α · τ )[M(σ · α′) =M(σ )].
For each ρ , σ , s, and τ , let P∗(ρ,σ , s, τ ) ⇔ there exists an α satisfying (P0) through (P2) just above, and (P∗) just below.
(P∗) (∃s′  s)[∅ = (Ws′M(ρ) \ content(σ )) ⊆ content(α)].
Clearly, P and P∗ are computable predicates. Intuitively, P helps to determine when a segment of text may be extended in
a way that causes M to make a mind-change. In this sense, the arguments of P play the following roles.
• ρ is used to determine a conjecture of M (i.e., M(ρ)); the elements used to extend the segment of text σ are drawn
from the conjectured language.
• σ is the segment of text to be extended.
• s is used to bound the process of searching for an extension, and helps to keep P computable.
• τ is a segment of text that should appear at the end of the extension.
Let g : (Seq× N) → Seq be such that, for each ρ and s,
g(ρ, s) =
⎧⎪⎪⎨
⎪⎪⎩
λ, if s = 0;
σ · α, if s = 0 ∧ P∗(ρ,σ , s, λ), where σ = g(ρ, s − 1) and α is any
as in (P0) through (P∗) above for ρ,σ , s, and τ (= λ);
σ , otherwise, where σ = g(ρ, s − 1).
(62)
Clearly, g is computable.
Claim 23.1. For each ρ , (i) and (ii) below hold.
(i) (∀s0, s1)[s0 < s1 ⇒ g(ρ, s0) ⊆ g(ρ, s1)].
(ii) (∀s)[content(g(ρ, s)) ⊆ WsM(ρ)].
Proof of Claim. Straightforward. 
Claim 23.2. For each ρ , if g(ρ, ·) changes inﬁnitely often, then (i) and (ii) below hold.
(i) (lims→∞ g(ρ, s)) ∈ Txt(WM(ρ)).
(ii) conv(M, lims→∞ g(ρ, s)) = ∞.
Proof of (i). Let ρ be ﬁxed, and suppose that g(ρ, ·) changes inﬁnitely often. Let T = lims→∞ g(ρ, s). By Claim 23.1(i), T is
well deﬁned, and, since g(ρ, ·) changes inﬁnitely often, T is total. By Claim 23.1(ii), content(T ) ⊆ WM(ρ) . Thus, to show that
T ∈ Txt(WM(ρ)), it suﬃces to show that WM(ρ) ⊆ content(T ). By way of contradiction, let s0 be least such that(
Ws0+1M(ρ) \ Ws0M(ρ)
)
 content(T ). (63)
13 Theorem 20 in [3] says: for each L, (∃M)[M identiﬁes L] ⇔ (∃M)[M non-U-shapedly identiﬁes L]. Theorem 23 above is an improvement on this
result.
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Ws0M(ρ) ⊆ content
(
g(ρ, s1)
)
. (64)
Since g(ρ, ·) changes inﬁnitely often, there exists a least s2 > s1 such that g(ρ, s2) = g(ρ, s1). Clearly, g(ρ, s2) is of the form
g(ρ, s1) · α for some α satisfying(∃s′  s2)[∅ = (Ws′M(ρ) \ content(g(ρ, s1)))⊆ content(α)]. (65)
Since Ws0M(ρ) ⊆ content(g(ρ, s1)), it must be the case that s′ > s0. Thus,(
Ws0+1M(ρ) \ content
(
g(ρ, s1)
))⊆ (Ws′M(ρ) \ content(g(ρ, s1))) {because s0 + 1 s′}
⊆ content(α) {by (65)}. (66)
But then
Ws0+1M(ρ) ⊆ content
(
g(ρ, s1) · α
)= content(g(ρ, s2))⊆ content(T ), (67)
which contradicts (63). 
Proof of (ii). To show that conv(M, T ) = ∞, by way of contradiction, let s0 be such that conv(M, T ) |g(ρ, s0)|. Since g(ρ, ·)
changes inﬁnitely often, there exists a least s1 > s0 such that g(ρ, s1) = g(ρ, s0). Clearly, g(ρ, s1) is of the form g(ρ, s0) · α
for some α satisfying(∃α′ ⊆ α)[M(g(ρ, s0) · α′) =M(g(ρ, s0))]. (68)
But since g(ρ, s0) · α = g(ρ, s1) ⊂ T , conv(M, T ) > |g(ρ, s0)| – a contradiction. 
Claim 23.3. For each ρ , there exists an s such that(∀s′ > s)[g(ρ, s′)= g(ρ, s)]. (69)
Proof of Claim. Follows from Claim 23.2 and the fact the M is prudent. 
Let glim : Seq→ Seq be such that, for each ρ ,
glim(ρ) = lim
s→∞ g(ρ, s). (70)
By Claim 23.3, glim is well deﬁned.
Claim 23.4. Suppose that ρ , s, and τ are such that
(i) content(τ ) ⊆ WM(ρ) .
(ii) content(τ )  content(g(ρ, s)).
(iii) (∃α′ ⊆ τ )[M(g(ρ, s) · α′) =M(g(ρ, s))].
Then, there exists an s′′ > s such that g(ρ, s′′) = g(ρ, s).
Proof of Claim. Let ρ , s, and τ be as stated. Since content(τ ) ⊆ WM(ρ) , there exists an s′  s such that
content(τ ) ⊆ Ws′M(ρ). (71)
Let s′′ be such that
s′′ =max{s′, |τ | + ∣∣Ws′M(ρ)∣∣}. (72)
Let α be τ followed by the elements of Ws
′
M(ρ) in any order. Clearly, α satisﬁes (P0) through (P∗) in the deﬁnition of P∗ for
P∗(ρ, g(ρ, s), s′′, λ). Thus, it follows from Claim 23.1(i) that g(ρ, s′′) = g(ρ, s). 
By the 1–1 s-m-n theorem [22], there exists a 1–1, computable function h : (Seq× N) → N such that, for each ρ and s,
Wh(ρ,s) =
{
WM(ρ), if (∀s′ > s)[g(ρ, s′) = g(ρ, s)];
W f (i), otherwise, where Di = Ws′M(ρ) for the least s′ > s such that g(ρ, s′) = g(ρ, s).
(73)
For each ρ , s, and τ , let Q (ρ, s, τ ) ⇔ (Q0) through (Q2) below are satisﬁed.
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(Q1) content(g(ρ, s)) ⊆ content(τ ).
(Q2) P (ρ, g(ρ, s), |τ |, τ ) ⇒ content(τ ) ⊆ content(g(ρ, s)).
Clearly, Q is a computable predicate. Many of the conjectures of M′ are of the form h(ρ, s), for some ρ and s. For such
conjectures, Q helps to determine appropriate values of ρ and s. Q also helps to determine when such conjectures should
be abandoned.
For each τ , let
M′(τ ) =
⎧⎨
⎩
M′(τ−), if (∗)[τ = λ ∧ (∃ρ, s)[M(τ−) = h(ρ, s) ∧ Q (ρ, s, τ )]];
h(ρ, |τ |), where ρ ⊆ τ is shortest such that Q (ρ, |τ |, τ ), if ¬(∗) and such a ρ exists;
f (0), otherwise.
(74)
Clearly, M′ is algorithmic. Let L ∈ L and T ∈ TxtL be ﬁxed. That M′ is strongly non-U-shaped on T follows from Claim 23.5
below. That M′ identiﬁes L from T follows from Claims 23.5 and 23.11 below.
Claim 23.5. For each i, ifM′(T [i]) =M′(T [i + 1]), then WM′(T [i]) = L.
Proof of Claim. By way of contradiction, let i be such that
M′
(
T [i]) =M′(T [i + 1]) ∧ WM′(T [i]) = L. (75)
Then, clearly, there exist ρ ⊆ T [i] and s i satisfying (a) through (c) below.
(a) M′(T [i]) = h(ρ, s).
(b) Q (ρ, s, T [i]).
(c) ¬Q (ρ, s, T [i + 1]).
Note that
L = WM′(T [i])
{
by (75)
}
= Wh(ρ,s)
{
by (a) above
}
.
Clearly then, by (73),
WM(ρ) = Wh(ρ,s) (= L). (76)
Consider the following cases (based on (c) above), each of which leads to a contradiction.
Case [g(ρ, s) = g(ρ, s+ i + 1)]. Then, clearly, by (73), L = Wh(ρ,s) (= WM′(T [i])) – a contradiction.
Case [content(g(ρ, s))  content(T [i + 1])]. From Q (ρ, s, T [i]), it follows that
content
(
g(ρ, s)
)⊆ content(T [i])⊆ content(T [i + 1]). (77)
Thus, assuming this case leads to a contradiction.
Case [P (ρ, g(ρ, s), i + 1, T [i + 1]) ∧ content(T [i + 1])  content(g(ρ, s))]. Let α be as in (P0) through (P2) in the deﬁnition
of P for P (ρ, g(ρ, s), i + 1, T [i + 1]). Then, in particular,
content(α) ⊆ W i+1M(ρ) ∧
(∃α′ ⊆ α · T [i + 1])[M(g(ρ, s) · α′) =M(g(ρ, s))]. (78)
Clearly, if one lets τ = α · T [i + 1], then ρ , s, and τ satisfy the conditions of Claim 23.4. Thus, there exists an s′′ > s such
that g(ρ, s′′) = g(ρ, s). Clearly, then, by (73), L = Wh(ρ,s) (= WM′(T [i])) – a contradiction. 
Claim 23.6. Suppose that ρ , s, and k are such that (∀k′  k)[Q (ρ, s, T [k′])]. Then, Wh(ρ,s) = WM(ρ) .
Proof of Claim. Straightforward. 
Claim 23.7. For each ρ , if L ⊂ WM(ρ) , then content(glim(ρ))  L.
Proof of Claim. By way of contradiction, let ρ be such that
L ⊂ WM(ρ) ∧ content
(
glim(ρ)
)⊆ L. (79)
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content(α0) ⊆ L ∧ WM(glim(ρ)·α0) = L. (80)
Furthermore, since M is prudent, M identiﬁes WM(ρ) . Thus, since content(glim(ρ) ·α0) ⊆ L ⊂ WM(ρ) , there must exist an α1
such that
content(α1) ⊆ WM(ρ) ∧ content(α1)  L ∧ WM(glim(ρ)·α0·α1) = WM(ρ). (81)
Let s be such that g(ρ, s) = glim(ρ), and let τ = α0 ·α1. Then, clearly, ρ , s, and τ satisfy the conditions of Claim 23.4. Thus,
there exists an s′′ > s such that g(ρ, s′′) = g(ρ, s) – a contradiction. 
Claim 23.8. For each ρ , if L  WM(ρ) , then (i) and (ii) below hold.
(i) content(glim(ρ))  L ∨ (∃k)[P (ρ, glim(ρ),k, T [k])].
(ii) (∃k)(∀s)[content(T [k])  content(g(ρ, s))].
Proof of (i). Suppose that content(glim(ρ)) ⊆ L  WM(ρ) . Then, by Claim 23.1(ii),
content
(
glim(ρ)
)⊆ L ∩ WM(ρ). (82)
Consider the following cases.
Case [WM(glim(ρ)) = L]. Consider the elements of the following set.
A = {α ∈ Seq ∣∣ content(α) ⊆ WM(ρ) ∧ (∃α′ ⊆ α)[WM(glim(ρ)·α′) = WM(ρ)]}. (83)
Since M is prudent, M identiﬁes WM(ρ) . Thus, since content(glim(ρ)) ⊆ L ∩ WM(ρ) ⊆ WM(ρ) , A is non-empty. Furthermore,
for each α ∈ A, there clearly exists an s such that α satisﬁes (P0) through (P2) in the deﬁnition of P for P (ρ, glim(ρ), s, λ).
Thus, since g(ρ, ·) does not grow beyond glim(ρ), it must be the case that each α ∈ A does not satisfy (P∗) in the deﬁnition
of P∗ , i.e.,
(∀α ∈ A)(∀s′)[(Ws′M(ρ) \ content(glim(ρ))) = ∅ ⇒ (Ws′M(ρ) \ content(glim(ρ))) content(α)]. (84)
Subclaim. WM(ρ) ⊆ content(glim(ρ)).
Proof of Subclaim. By way of contradiction, suppose otherwise. Let s′ be such that Ws′M(ρ)  content(glim(ρ)). Since A is
non-empty, there exists an α ∈ A. Let α¯ be α followed by the elements of Ws′M(ρ) in any order. Clearly,
α¯ ∈ A ∧ (Ws′M(ρ) \ content(glim(ρ))) = ∅ ∧ Ws′M(ρ) ⊆ content(α¯). (85)
But this contradicts (84). 
Thus, for each α ∈ A,
content(α) ⊆ WM(ρ) {by the def. of A}
⊆ content(glim(ρ)) {by the subclaim}
⊆ L ∩ WM(ρ)
{
by (82)
}
⊆ L {immediate}.
Furthermore, for each α ∈ A, there must exist a k such that
|α| k ∧ content(α) ⊆ WkM(ρ) ∧ WM(glim(ρ)·α·T [k]) = L. (86)
Clearly, then, P (ρ, glim(ρ),k, T [k]). 
Case [WM(glim(ρ)) = L]. Since M identiﬁes L and content(glim(ρ)) ⊆ L ∩ WM(ρ) ⊆ L, there must exist a k such that
WM(glim(ρ)·T [k]) = L. (87)
Clearly, then, P (ρ, glim(ρ),k, T [k]) (with α = λ). 
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(ii) of the present claim follows. 
Claim 23.9. For each i, if WM(T [i]) = L, then (i) and (ii) below hold.
(i) (∃s,k)(∀s′  s,k′  k)[¬Q (T [i], s′, T [k′])].
(ii) (∀s)(∃k)(∀k′  k)[¬Q (T [i], s, T [k′])].
Proof of (i). Let i be such that WM(T [i]) = L. Let s be such that g(T [i], s) = glim(T [i]). By Claim 23.8(i), it suﬃces to consider
the following cases.
Case [L ⊂ WM(T [i])]. Then, by Claim 23.7, content(g(T [i], s))  L. Clearly, then, for each s′  s and all k, content(g(T [i], s′)) 
content(T [k]), and, thus, ¬Q (T [i], s′, T [k]).
Case [L  WM(T [i]) ∧ content(glim(T [i]))  L]. Similar to the previous case.
Case [L  WM(T [i]) ∧ (∃k0)[P (T [i], glim(T [i]),k0, T [k0])]]. By Claim 23.8(ii), there exists a k1 such that (∀s)[content(T [k1]) 
content(g(T [i], s))]. Let k =max{k0,k1}. Clearly, for each s′  s and k′  k,
P
(
T [i], g(T [i], s′),k′, T [k′]) ∧ content(T [k′]) content(g(T [i], s′)), (88)
and, thus, ¬Q (T [i], s′, T [k′]). 
Proof of (ii). Let i be such that WM(T [i]) = L, and let s be ﬁxed. The proof is straightforward for the case when g(T [i], s) =
glim(T [i]). For the case when g(T [i], s) = glim(T [i]), the proof of the present part follows from the proof of part (i). 
Claim 23.10. For each i, if WM(T [i]) = L, then
(∃s,k)(∀s′  s, k′  k)[Q (T [i], s′, T [k′])]. (89)
Proof of Claim. Let i be such that WM(T [i]) = L. Let s be such that g(T [i], s) = glim(T [i]). By Claim 23.1(ii),
content(glim(T [i])) ⊆ WM(T [i]) = L. So, let k be such that content(glim(T [i])) ⊆ content(T [k]). To complete the proof of
the claim, it suﬃces to show that, for each k′  k,
P
(
T [i], glim
(
T [i]),k′, T [k′]) ⇒ content(T [k′])⊆ content(glim(T [i])). (90)
So, by way of contradiction, suppose otherwise, i.e., there exists a k′  k such that
P
(
T [i], glim
(
T [i]),k′, T [k′]) ∧ content(T [k′]) content(glim(T [i])). (91)
Let α be any as in (P0) through (P2) in the deﬁnition of P for P (T [i], glim(T [i]),k′, T [k′]). Then, in particular,
content(α) ⊆ Wk′M(T [i]) ∧
(∃α′ ⊆ α · T [k′])[M(glim(T [i]) · α′) =M(glim(T [i]))]. (92)
Clearly, if one lets ρ = T [i] and τ = α · T [k′], then ρ , s, and τ , satisfy the conditions of Claim 23.4. Thus, there exists an
s′′ > s such that g(ρ, s′′) = g(ρ, s) – a contradiction. 
Claim 23.11. There exists a j such that WM′(T [ j]) = L.
Proof of Claim. Let i0 be least such that WM(T [i0]) = L. By Claim 23.10, there exist s0 and k0 such that, for each j  s0,
(∀k k0)
[
Q
(
T [i0], j, T [k]
)]
. (93)
By Claim 23.9(ii), M′ will eventually abandon any conjecture of the form h(T [i], ·), where i < i0. Furthermore, by
Claim 23.9(i), for suﬃciently large j, T [i0] will be the shortest ρ ⊆ T [ j] such that Q (ρ, j, T [ j]). If, for some such j, M′ out-
puts h(T [i0], j) and j satisﬁes (93), then, by Claim 23.6, Wh(T [i0], j) = WM(T [i0]) (= L). On the other hand, if, for each such
j for which M′ outputs h(T [i0], j), j does not satisfy (93), then, by the construction of M′ , there must exist i1, s1, and k1
such that
• i1 > i0,
• M′ outputs h(T [i1], s1), and
• (∀k k1)[Q (T [i1], s1,k)].
In such a case, by Claim 23.6, Wh(T [i1],s1) = WM(T [i1]) , and, by (the contrapositive of) Claim 23.9(ii), WM(T [i1]) = L. 
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In this section, we show that, for an arbitrary optimal learner F of a class of languages L, F optimally identiﬁes a subclass
K of L iff F is class-preserving with respect to K (Theorem 24 below). The reader may wonder: if F optimally identiﬁes L,
how can there exist a subclass K of L such that F does not optimally identify K? Intuitively, this can occur as follows.
A learner G, knowing that a language L satisﬁes L ∈ L \ K, never outputs a grammar for L. This, in turn, can allow G to
converge to a correct hypothesis on less of some T ∈ TxtK for which (∃σ ∈ SeqL)[σ ⊂ T ].14
The following is the main result of this section.
Theorem 24. Suppose that F optimally identiﬁes L. Then,
(∀K ⊆ L)[F optimally identiﬁes K ⇔ F class-preservingly identiﬁes K]. (94)
Proof. Let F and L be as stated, and let K ⊆ L be ﬁxed.
(⇒): Immediate by (b) ⇒ (c) of Theorem 15.
(⇐): By way of contradiction, suppose that F class-preservingly identiﬁes K, but not optimally. Let G be such that G ≺K F.
Let H be such that, for each σ ,
H(σ ) =
{
G(σ ), if σ ∈ SeqK;
F(σ ), otherwise.
(95)
Clearly, H identiﬁes L and H ≺K F. Thus, if it can be shown that H (L\K) F, then this would (as desired) contradict the
fact that F optimally identiﬁes L. So, suppose H (L\K) F. Let L ∈ L \ K and T ∈ TxtL be such that conv(F, T ) < conv(H, T ).
By Lemma 14 (with A = Seq \ SeqK), there exists a σ such that σ ∈ SeqK and T [conv(F, T )] ⊆ σ ⊂ T . By the latter, WF(σ ) =
L (/∈ K), which contradicts the supposition that F class-preservingly identiﬁes K. 
Remark 25. Note that Theorem 24 applies even when the learner is algorithmic. Thus, if there exists a learner M and a
class of languages L such that M optimally identiﬁes L, then M optimally identiﬁes each subclass K of L such that M is
class-preserving with respect to K. On the other hand, there exists a class of languages L, and a subclass K of L, such
that each is algorithmically, optimally identiﬁable, but there is no single learner F such that F optimally identiﬁes K and
F identiﬁes L (optimally or otherwise). To see this, let L = {∅, {0}}, and let K = {{0}}. It is straightforward to show that
each is algorithmically, optimally identiﬁable. Now, by way of contradiction, let F be such that F optimally identiﬁes K
and F identiﬁes L (though not necessarily optimally). Then, by (b) ⇒ (c) of Theorem 15, F class-preservingly identiﬁes K.
Furthermore, for each n, #n ∈ Seq(K). Thus, it must be the case that, for each n, WF(#n) = {0}. But then, F does not identify
∅ from the text #ω – a contradiction.
Remark 26. One might hope for a characterization similar to Theorem 24, but involving only K and L (and not F) on the
right-hand side of the “⇔”, i.e., F optimally identiﬁes K ⇔ P (K,L), for some predicate P ⊆ (P(P(N)) ×P(P(N))).
However, such a characterization is not possible, as the following example demonstrates. Let L = {{0}, {1}}. Let p{0} and p{1}
be grammars for {0} and {1}, respectively. For each σ , let M0 and M1 be deﬁned as follows.
M0(σ ) =
{
p{0}, if content(σ ) ⊆ {0};
p{1}, otherwise.
(96)
M1(σ ) =
{
p{1}, if content(σ ) ⊆ {1};
p{0}, otherwise.
(97)
It is easy to verify that both M0 and M1 optimally identify L. However, if one lets K = {{0}}, then M0 optimally identiﬁes K;
whereas, M1 does not.
Despite Remark 26, Corollary 27 below gives a useful necessary condition similar to Theorem 24. Moreover, this condition
involves only K and L (and not F) on the right-hand side of the “⇒”.
Corollary 27. Suppose that F optimally identiﬁes L. Then,
(∀K ⊆ L)[F optimally identiﬁes K ⇒ (∀L, L′ ∈ L)[[L /∈ K ∧ L ⊆ L′] ⇒ L′ /∈ K]]. (98)
14 This can be observed in the learners M and F given near the end of Section 1.
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that L, L′ ∈ L are such that [L /∈ K ∧ L ⊆ L′ ∧ L′ ∈ K]. Let T ∈ TxtL be ﬁxed, and let σ = T [conv(F, T )]. Clearly, WF(σ ) =
L (/∈ K). Furthermore, since L ⊆ L′ , σ ∈ SeqL′ . Thus, F does not class-preservingly identify K, which contradicts (⇒) of
Theorem 24. 
5. Conclusion
This paper considered optimal learners in the context of language learning. Many interesting results were presented. First,
it was shown that a characterization analogous to Beick’s (Theorem 1 in Section 1) does not hold in this setting. Speciﬁcally,
optimality is not suﬃcient to guarantee Beick’s conditions; though, those conditions are suﬃcient to guarantee optimality
(Theorem 15 in Section 3). Second, it was shown that the algorithmically, optimally identiﬁable classes of languages cannot
be characterized in a manner analogous to that of Jantke and Beick (Theorem 2 in Section 1). Speciﬁcally, that a class is
algorithmically, optimally identiﬁable is not suﬃcient to guarantee Jantke and Beick’s conditions; though, those conditions
are suﬃcient to guarantee that a class is algorithmically, optimally identiﬁable (Theorem 19 in Section 3). Third, it was
shown that strong non-U-shapedness, a property involved in Beick’s characterization of optimal function learners, does not
restrict algorithmic language learning power (Theorem 23 in Section 3). Finally, it was shown that, for an arbitrary optimal
learner F of a class of languages L, F optimally identiﬁes a subclass K of L iff F is class-preserving with respect to K
(Theorem 24 in Section 4).
An open problem that remains is whether there exists an intuitive property which is less restrictive than strong non-
U-shapedness, and which, when combined with class-preservation and consistency, characterizes optimality (Problem 18 in
Section 3).
As mentioned in Section 1, one reason for studying optimal learners is the following. They provide a means for arguing
that an algorithmic learner is relatively eﬃcient, i.e., compared to an optimal learner. We hope that this idea serves as a
useful notion of eﬃcient algorithmic language learning.
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