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Resumo 
Os Sistemas Multimidia são sistemas que permitem ao usuário gerar, tratar, armazenar, restituir, e 
apresentar de maneira integrada mídias tais como texto, gráficos, imagens, voz, áudio e vídeo. A 
sincronização destas atividades, respondendo a uma certa qualidadé de serviço esperada pelo 
usuário, é uma necessidade primordial destes sistemas. São várias as propostas de sincronização 
multimidia encontradas na literatura, e cabe ressaltar que nao existe uma soluçao genérica para 
todos os problemas de sincronização. 
Este trabalho apresenta um esforço orientado à concepção formal de sistemas multimídia 
distribuídos utilizando a linguagem de especificação Esterel. Em particular, utiliza-se uma 
metodologia de desenvolvimento baseada em Esterel, seguindoo lema WYPIWYE (What You 
Prove Is What You Execute) [Berry88]. Vários cenários de sincronização são estabelecidos, 
reunindo diferentes requisitos e restrições de sincronização multimídia. A modelagem de cada 
cenário é conseguida utilizando algumas das principais técnicas de sincronização multimidia 
propostas na literatura. A validação e avaliação destes modelos é realizada através do processo de 
simulação. Finalmente são discutidas as vantagens e limitações da metodologia utilizada neste 
trabalho. 
O trabalho permite um entendimento mais preciso das questões de sincronização nos sistemas 
multimídia, e oferece um ganho de experiência fiindamental no desenvolvimento formal de 
sistemas multimídia.
xii 
Abstract 
A Multimedia System is one which allows end users to create, manipulate, store, restore and 
present different media such as text, graphics, images, audio and video, in an integrated 
manner. The synchronization of these activities according to certain`quality of service imposed 
by the user is one of the main tasks of these systems. There are several multimedia 
synchronization techniques proposed in the literature and it should be noted that no one 
synchronization technique can be chosen to handle every application 's requirements. 
The main purpose of this work is to show how a formal description technique, i. e. Esterel, can be 
used in the formal development of multimedia systems. Particularly, we adopted a development 
methodology based on Esterel's WYPIWYE (What You Prove Is l'Vhat You Execute) principle 
[Ber1y88]. Several synchronization scenarios are established, corresponding to different sets of 
requirements and restrictions of multimedia synchronization. Modeling of each scenario is 
achieved by using some of the main synchronization techniques proposed in the literature. 
Verification and assessment of these models is accomplished by simulation. Finally, we discuss 
the advantages and lin1itations of the methodology used in this work. 
This work allows a more precisely knowledge about multimedia synchronization issues and offers- 
a fundamental experience gain towards the formal development of multimedia systems.
Capítulo 1 
Introdução Gera/ 
Os recentes progressos, em matéria de tecnologia e técnicas de comunicação nos sistemas 
computacionais, tem possibilitado a integração de novos tipos de informações tais como áudio e 
vídeo, resultando no surgimento dos chamados Sistemas Multimídia. Estes sistemas pemiitem ao 
usuário gerar, tratar, armazenar, restituir, e apresentar de maneira integrada mídias tais como 
texto, gráficos, imagens, voz, áudio e video. Aplicações tais como sistemas de conferência 
multimídia, .correio eletrônico multimídia, sistemas de aprendizagem a distância e em geral 
sistemas de informação multimídia, são alguns exemplos. 
O tempo toma-se um fator preponderante nos Sistemas Multimídia, em particular, quando estão 
presentes diversas mídias contínuas como áudio e vídeo, cuja apresentação exibe fortes requisitos 
temporais. Em decorrência, as atividades de geração, armazenamento, restituição, distribuição e 
apresentação da informação multimídia, devem respeitar estritas restrições temporais. Assim, a 
sincronização temporal nos Sistemas Multimídia é um problema da maior importância, a ser 
tratado.
~ Para realizar a sincronizaçao, diferentes componentes do sistema multimídia devem intervir. Por 
exemplo, a aplicação deve apresentar as informações respeitando seus requisitos temporais e 
semânticos; o sistema operacional deve oferecer os meios de escalonamento de tarefas e alocação 
de recursos; o sistema de comunicação deve garantir a transmissão de objetos multimidia segundo 
restrições temporais e requisitos específicos de qualidade de serviço estabelecidos pela aplicação. 
Do ponto de vista dos sistemas de comunicação multimídia, os fluxos de dados (um fluxo para 
cada mídia) podem ser considerados como os componentes básicos de informação multimídia. O 
problema da sincronização neste nível pode ser decomposto assim, em três aspectos 
complementares [Dairaine92]: 
0 A sincronização intra-fluxo: trata da sincronização de um único fluxo gerado desde um 
emissor até um receptor remoto.
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0 A sincronização inter-fluxo: conceme à sincronização de vários fluxos entre si visando a 
apresentação num só receptor. 
0 A sincronização multidestíno: refere-se à sincronização de vários fluxos vindo desde um 
ou vários emissores até um ou vários receptores remotos. 
O trabalho aqui desenvolvido aborda inicialmente um estudo da problemática da sincronização 
nos sistemas informáticos distribuídos, ressaltando particularmente os aspectos de comunicação 
destes sistemas. Uma vez caracterizados e definidos alguns dos «principais mecanismos de 
sincronização multimídia, uma segunda fase do trabalho é dedicada a sua especificação fonnal 
utilizando a linguagem Esterel. Numa última fase do trabalho é abordada a validação por 
simulação destes mecanismos. 
A motivação principal deste trabalho consiste em mostrar a utilização da linguagem Esterel nas 
diferentes fases do desenvolvimento formal de sistemas multimídia e ao mesmo tempo obter um 
entendimento mais preciso e ganho de experiência nos diferentes aspectos da sincronização 
multimídia. 
Este trabalho está organizado da seguinte forma: 
O Capítulo 2 apresenta um estudo da problemática da sincronização de Sistemas Multimídia 
Distribuídos, ressaltando aspectos relativos à comunicação. Inicialmente são apresentadas 
algumas definições básicas de Sistemas Multimidia e suas principais aplicações. Em seguida, os 
principais requisitos são expostos, introduzindo a noção de Qualidade de Serviço e ressaltando a 
exigência primordial de sincronização nestes sistemas. Na seqüência, são apresentadas e 
discutidas algumas das principais propostas de sincronização multimídia encontradas na literatura. 
O Capítulo 3 é dedicado a aspectos ligados ao projeto e desenvolvimento formal de Sistemas 
Multimídia Distribuídos. Em primeiro lugar, é apresentada uma visão geral das técnicas de 
descrição formal como elementos filndamentais no desenvolvimento formal de software. A seguir 
são consideradas as implicações do fator tempo-real, presente nos sistemas multimidia, do ponto 
de vista da sua especificação. Em seguida, são expostos alguns exemplos dos métodos formais 
atualmente utilizados no desenvolvimento de Sistemas Multimídia. Posteriormente, são expostos 
argumentos para a escolha de Esterel como linguagem de especificação utilizada neste trabalho,
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sendo que é apresentada uma breve descrição desta ferramenta. Este capítulo é encerrado com a 
descrição de uma metodologia baseada em Esterel para a concepção de Sistemas Multimídia. 
O Capítulo 4 mostra a utilização da linguagem Esterel na modelagem de problemas de 
sincronização em sistemas multimídia distribuídos. Os problemas de sincronização são 
apresentados na forma de cenários que reúnem requisitos e restrições particulares de apresentação 
da informação multimídia em cada um dos domínios de sincronização: intra-fluxo, inter-fluxo e 
multidestino. ‹ 
O Capítulo 5 apresenta o processo de validação, através de simulação, das especificações dos 
problemas de sincronização multimídia introduzidos no capítulo anterior. É descrita a simulação 
de cada um dos cenários anterionnente modelizados, apresentando critérios para a escolha de 
casos de teste, o atendimento esperado de qualidade de serviço e a identificação de condições de 
erro. 
Finalmente, são apresentadas as considerações ñnais deste trabalho na qual se faz uma análise 
crítica da metodologia de concepção de Sistemas Multimídia baseada em Esterel.
Capítulo 2 
Problemática da Sincronização em Sistemas Multimídia 
Distribuídos 
2. 1 Introdução , 
Neste capítulo, é apresentada uma visão geral da problemática da sincronização multimídia. O 
interesse principal concerne às propostas de sincronização que permitem a troca de informações
~ 
multimídia entre participantes distribuidos geograficamente. Inicialmente sao apresentadas 
algumas definições básicas de sistemas multimídia e suas principais aplicações. Em seguida, são 
expostos os requisitos destas aplicações, e sua correspondente expressão em termos de exigências 
de Qualidade de Serviço. Finalmente, são apresentadas e caracterizadas algumas das principais 
propostas de sincronização multimídia encontradas na literatura. 
2.2 Sistemas Multimídia 
2.2.1 Mídia, Multimídia e Aplicações Multimídia 
O termo mídia é comummente utilizado para definir informações tais como texto, gráficos, 
imagens, voz, áudio e vídeo, presentes nos sistemas multimidia. As midias podem ser classificadas 
em dois grupos principais [Blair93]: . 
1. Midias discretas: mídias que não tem uma dimensão temporal. Texto, gráficos e imagens 
fixas são alguns exemplos de mídias discretas. 
2. Mídias contínuas: mídias que exibem uma forte dependência temporal. Exemplos de tais
~ mídias sao voz, áudio, imagens animadas, video e dados interativos. 
Os sistemas que permitem ao usuário gerar, tratar, armazenar, restituir, e apresentar de maneira 
integrada diferentes mídias são conhecidos como sistemas multimídia [Blair93]. Nos últimos 
anos, o potencial das chamadas aplicações multimídia foi enormemente ampliado com a 
introdução das midias contínuas. Destacam-se particulannente os campos de automaçao de 
escritórios, indústria de serviços, aplicações científicas, culturais e domésticas [Williams94], onde
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numerosos sistemas integrando voz, imagens e outra midias, tem sido desenvolvidos. A título de 
exemplo citamos: tratamento de documentos multimídia (criação, edição, armazenamento e 
restituição), correio eletrônico multimídia, sistemas de conferências, ambientes cooperativos, 
sistemas de aprendizagem a distância e os diversos sistemas de informação multimídia. 
2.2.2 Requisitos das Aplicações Multimídia 
O agrupamento de aplicações multimídia conforme suas necessidades, tem sido abordado pela 
ITU [Tawbi92]. Nesta classificação identificam-se duas grandes bategorias de serviços de 
aplicações multimídia que podem ser utilizados em redes digitais de banda larga (B-ISDN 
Broadband Integrated Service Digital - Network): os serviços interativos e os serviços de 
distribuição.
' 
A categoria de serviços interativos é subdividida em três classes distintas: 
1. Serviços de conversação: correspondem às aplicações que exibem necessidades de 
comunicação bidirecional e de tempo real, para a troca de informações desde uma ou 
vários emissores, até um ou vários receptores. Exemplo: as vídeo-conferências 
2. Serviços de mensagens: fornecem as funcionalidades para a troca indireta de informações 
entre usuários. Os documentos são armazenados e posteriormente apresentados conforme 
solicitado pelo usuário. Exemplo: correio eletrônico multimidia. 
3. Serviços de consulta: abrangem os serviços que permitem a recuperação de informação de 
bases de dados multimídia conforme desejado pelo usuário. Exemplo: televisão por 
demanda. 
A categoria de serviços de distribuição é por sua vez, subdivida em duas classes: 
1. Serviços de distribuição sem controle de apresentação pelo usuário: incluem-se aqui os 
serviços de distribuição de informação de forma contínua, desde um emissor central até 
um ou vários receptores. Os usuários não tem controle sobre o começo, ou a ordem da 
apresentação das informações, como por exemplo no caso da televisão. 
2. Serviços de distribuição com controle de apresentação pelo usuário: Esta classe de 
serviços diferencia-se da classe anterior por integrar informações de controle que
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permitem ao usuário um certo controle sobre a apresentação, como por exemplo no caso 
do cinema ou televisão interativa. 
Assim, conforme esta classificação, as aplicações multimídia apresentam requisitos diferentes e 
até antagônicos, segundo o tipo de serviço utilizado. Assim p. ex., aplicações de serviços de 
mensagens, como correio eletrônico multimídia, requerem grandes espaços de armazenamentos 
mas não impõem requisitos temporais estritos durante o transporte das mídias. Por outro lado, 
serviços de conversação, como as vídeo-conferências, exigem estritos requisitos temporais
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enquanto não precisam de grandes espaços de armazenamento. 
Um outro aspecto a ser analisado concerne as mídias manipuladas pela aplicação. Cada mídia 
apresenta a suas próprias caracteristicas e determina diferentes necessidades em termos de 
transmissão, armazenamento, apresentação, etc. 
Por outro lado, os seguintes requisitos podem ser considerados como comuns à maioria de 
aplicações multimidia [Dairaine94]: 
0 Distribuição: as aplicações multirnídia são por natureza distribuidas pois a produção, 
armazenamento e apresentação das mídias podem ocorrer em lugares distantes 
geograficamente. 
o Tempo real: na geração, recuperação, transporte, processamento ou apresentação da 
informação multimídia o fator tempo é determinante. 
0 Difusão de informação: muitas aplicações multimídia pemiitem a interação de grupos de 
participantes. O subsistema de comunicação é diretamente implicado: os protocolos e a 
rede subjacente devem suportar a difiisão de informação; mecanismos de suporte para a 
- coordenação de grupos de participantes devem também ser oferecidos. ` 
0 Sincronização: as aplicações manipulam informações ligadas a restrições temporais. A 
sincronização das mídias relacionadas temporalmente com um certo nível de qualidade, é 
fundamentalmente uma meta para estes sistemas, e em conseqüência é necessário se
~ -preocupar com a sincronizaçao a todos os níveis do sistema.
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2.2.3 Qualidade de Serviço nos Sistemas Multimídia
\ 
A noção de qualidade de serviço (QoS) é fundamental para os sistemas multimídia. As 
necessidades ligadas a cada tipo de aplicação podem ser especificadas em termos de um certo 
conjunto de parâmetros de QoS, entretanto não existe ainda uma definição padrão de um conjunto 
específico [Koegel94]. 
Conforme o nivel do sistema multimídia analisado tem-se diferentes conjuntos de parâmetros de 
QoS. Assim, do ponto de vista da aplicação, dimensão da imagem, resolução e número de 
imagens por segundo, poderiam constituir os parâmetros de QoS. Enquanto, do ponto de vista do 
subsistema de comunicação, manipulam-se tipicamente como parâmetros: atraso fim-a-fim, vazão 
e taxa de erro, os quais permitem configurar convenientemente os protocolos de tempo-real do 
subsistema de comunicação multimidia. No nível do sistema operacional, as características de QoS 
podem ser expressas em termos de exigências de garantias de processamento ou necessidades de 
escalonamento em tempo-real das tarefas que processam a informação multimidia. 
A negociação, a configuração e o suporte dinâmico dos parâmetros de QoS constituem 
importantes extensões das exigências do serviço baseado na noção de qualidade. Em seguida 
apresentam-se a título de exemplo os parâmetros de QoS típicos do subsistema de comunicação 
definidos em [Ferran`90]: ' 
0 O Atraso: o atraso fim-a-fim, ainda chamado de latência corresponde ao tempo entre a 
aquisição de uma informação (no emissor), e sua correspondente apresentação (no 
receptor). O atraso fim-a-fim pode ser decomposto em três componentes: um atraso de 
coleção no emissor (incluindo a aquisição, codificação e empacotamento da informação), 
um atraso de transmissão na rede e um atraso de restituição no receptor (incluindo os 
atrasos de desempacotamento, decodificação e apresentação). 
O termo jitter é utilizado para definir a variação instantânea do atraso fim-a-fim. Ojitter é 
ocasionado principalmente por atrasos estatísticos em filas no emissor e no receptor, por 
erros (perdas ou corrupção de pacotes) na rede e por diferenças entre os relógios do 
emissor e do receptor. A partir de um valor limite do jitter, 'é possivel dimensionar um 
bzflerçno receptor que permite filtrar estas variações de atraso. Um pacote que ultrapasse 
o valor do jitter tolerado, leva à certa degradação da qualidade da informação, sendo que 
este pode receber o mesmo tratamento que um pacote perdido.
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Requisitos de atraso: o valor máximo do atraso (Dmax) e do seu jitter (./max) em relação 
a um atraso ideal (D) são definidos pelo usuário; cada pacote deve respeitar limites 
superior (D+Jmax) e inferior (D-Jmax) para seu atraso. 
0 A Vazão: a vazão indica a taxa de transferência de pacotes entre o emissor e o receptor. 
A vazão pode ser expressa em termos de kilobits por segundo ou em número de pacotes 
entregues por segundo. 
Requisitos de vazão: O limite superior da vazão é sempre fomecido pela taxa de envio no 
emissor; a possibilidade de perda de pacotes ou de ocorrência de erros abaixa o valor da 
vazão. Por outro lado, a vazão máxima é limitada ainda pela carga da rede, o que pode 
levar a uma saturação da vazão se o emissor aumentar sua taxa de envio. O usuário define 
i 
um limite inferior da vazão (Vmin) que deve ser fomecido pelo sistema. Quando a faixa 
passante alocada para a transferência não é constante, mas varia dinamicamente segundo a 
demanda, é interessante utilizar um valor de vazão média (Vmed). 
0 A Confiabilidade: a confiabilidade em um sistema multimídia é dimensionada em termos 
da taxa de 'erro por bit (BER) e taxa de erro por pacote (PER) que representam o número 
de erros por unidade de tempo, por bit e por pacote respectivamente. 
Requisitos de confiabilidade: por diversas razões as mensagens podem ser corrompidas 
ou perdidas durante a transmissão. Do ponto de vista do receptor, considera-se perdade 
mensagem nos dois casos, sem distinguir as razões. Em conseqüência, basta este expressar 
o limite de confiabilidade como o limite inferior da probabilidade (C min) da mensagem ser 
entregue corretamente: Prob(mensagem entregue correta) 2 Cm,-n. Isto implica que a 
probabilidade de perda é limitada por (I-Cm¡-n). 
A título de exemplo, na Tabela 2.1 mostram-se alguns valores de parâmetros de QoS para voz, 
vídeo e video comprimido. '
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Midia Atraso max. (s) Jitter máx. (ms) Vazão media Taxa de Taxa de 
Vmed Ui/lb/s) erro/ bit erro/pacote 
BER PER 
Voz 0,25 10 0,064 < 10 -l 10 -1 
Vídeo 0,25 10 100 10 -2 10 -3 
Vídeo comprimido 0 25 1 [2,l0] 10 -6 10 -9 
Tabela 2.1 Alguns valores de parâmetros de QoS [Dairaine94]. 
2.3 A Sincronização nos Sistemas Multimídia Distribuídos 
2.3.1 Aspectos Gerais 
Vimos que a sincronização é um requisito fundamental nos sistemas multimídia pois os serviços 
de geração, recuperação, transporte, processamento e apresentação de mídias, oferecidos pelo 
sistemas multimídia, estão fortemente relacionados ao tempo. A sincronização multimídia é então 
vista como a tarefa de coordenar, ordenar e organizar a apresentação dos objetos multimídia. 
Para realizar a sincronização, diferentes componentes do sistema multimídia devem intervir. Por 
exemplo, a aplicação deve apresentar as informações respeitando seus requisitos temporais e 
semânticos; o sistema operacional deve oferecer os meios de escalonamento de tarefas e alocação 
de recursos; o sistema de comunicaçao deve garantir a transmissão de objetos multimídia segundo 
restrições temporais e requisitos específicos de qualidade de serviço estabelecidos pela aplicação. 
Do ponto de vista do sistema de comunicação multimídia, os fluxos de dados (um fluxo para cada 
mídia) são considerados como as abstrações básicas de informação multimídia. O problema da 
sincronização neste nível pode ser decomposto assim, em três aspectos complementares 
[Dairaine92]: 
0 A sincronização intra-fluxo: trata da sincronização de um único fluxo gerado desde um 
emissor até um receptor remoto (Figura 2.1a). 
o A sincronização inter-fluxo: concerne à sincronização de vários fluxos entre si visando a 
apresentação num só receptor (Figura 2. lb). 
0 A sincronização multidestino: refere-se à sincronização de vários fluxos vindo desde um 
ou vários emissores até um ou vários receptores remotos (Figura 2. lc). A
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Figura 2.1 Exemplos de Sincronização: (a) Intra-Fluxo, (b) Inter-Fluxo e (c) Multidestino. 
A sincronização intra-fluxo visa a conservação das relações temporais existentes entre as 
unidades de informação constituintes de um fluxo, p. ex. necessárias para a restituição de uma 
seqüência de amostras de voz. Em particular, procura-se basicamente compensar as variações 
de atrasos fim-a-ñm (jítter) respeitando um certo nível de latência (interatividade), conforme a 
qualidade de serviço especificada pela aplicação. Observe-se que, em muitas aplicações 
multimídia, um pacote atrasado é tão inútil como outro que nunca chegou, pois já não 
corresponde com seu instante desejado de apresentação. O requisito de qualidade de serviço 
da aplicação reflete-se geralmente neste caso em exigências de garantia de mínimo/máximo 
atraso fim-a-fim do fluxo, limite de perda de pacotes e exigências de largura de banda. 
A sincronização inter-fluxo visa garantir as relações temporais entre as unidades de 
informação dos diferentes fluxos a sincronizar, sendo que cada fluxo precisa da sincronização 
intra-fluxo independentemente. A sincronização de voz e vídeo numa aplicação de 
sincronização de lábios (lip-sync) é um exemplo típico deste tipo de sincronização. A soma de 
novas fontes de variação de atrasos fim-a-fim, tal como diferentes tempos de processamento 
dos fluxos, (p. ex. no caso de um fluxo de'~`vídeo comprimido e outro de áudio não 
comprimido), as diferentes distâncias entre emissores e receptor, assim como os diferentes 
requisitos dos fluxos fazem com que o problema da sincronização inter-fluxo seja mais
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complexo. Além dos parâmetros de qualidade de serviço do domínio intra-fluxo, é necessário 
especificar a deriva máxima aceitável entre os fluxos envolvidos. 
3. A sincronização multidestino é responsável por garantir as propriedades temporais entre 
diferentes receptores. Deve permitir a apresentação simultânea dos fluxos em todos os 
receptores. Entretanto, as diferentes distancias entre receptores fazem com que os fluxos 
sofram derivas inter-destinos, dependendo do método de difusão seletiva (multicast) utilizado, 
incrementando-se assim as variações de atrasos fim-a-ñm a compensar. 
2.3.2 Representação da Informação Multimídia: Definições Básicas
_ 
A modo de formalizar, neste documento serão utilizadas as seguintes definições relacionadas à. 
sincronização multimídia já adotadas na literatura em [Santoso93], [Carmo94a] e [Dairaine94]: 
0 Unidades de Informação (IUS - Information Units): constituem abstrações de 
informações elementares associadas a um tipo de midia particular, p. ex. amostras de 
áudio ou quadros de vídeo. . 
0 Fluxo (Stream): é entendido como uma seqüência de IUs relacionadas temporalmente, 
como por exemplo um fluxo de vídeo, constituído por uma seqüência de quadros de 
vídeo.
› 
0 Feixe (Bundle): refere-se a uma coleção de fluxos inter-relacionados temporalmente, 
comoipor exemplo os fluxos de áudio e vídeo numa aplicação de tele-conferência. 
0 Assinatura Temporal de um Fluxo (Stream Temporal Signature): refere-se à 
caracterização da seqüência de IUs de um fluxo, por suas posições temporais relativas. A 
Figura 2.2 ilustra a assinatura temporal (tl, t2, t3, t4, t5, t6) de um fluxo de unidades de 
informação IUI, IU2, IU_3, IU4, IU5 e IU6.
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Figura 2.2 Assinatura temporal de um fluxo. 
0 Assinatura Temporal de um Feixe (Bundle Temporal Signature): refere-se à 
caracterização das posições temporais relativas da seqüência de IUS de cada Íluxo 
constituinte do feixe. A Figura 2.3 ilustra a assinatura temporal de um feixe (tlb, tla, t2b, 
t2a, ...,t5a) constituído pelo fluxos A e B. 
Feixe 
. FluxoB 
|w1a|wz||fl»‹ |1‹»| wi 
É É 
1=1u×‹› A 
ê|¡U1|â|rU2 
| 
â|1U3|â|IU4|â|IU5| 
z z z z s â z 
>temp° 
na št2a §t3a t4a §t5a ) 
(tn, tzb t3¡, t4b :Sb ) 
Assinatura temporal do feixe 
Figura 2.3 Assinatura temporal de um feixe. 
Na seqüência é apresentada uma discussão sobre algumas das principais propostas de 
sincronização em cada um dos aspectos citados anteriormente.
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2.4 A Sincronização Intra-Fluxo 
Nesta seção são apresentadas algumas das principais propostas de sincronização intra-fluxo das 
abordagens: Temporal e Temporal-Causal, sendo que as propostas da abordagem Temporal são 
de especial interesse para este trabalho. 
2.4.1 Abordagem Temporal 
As técnicas propostas nesta abordagem, resolvem o problema da sincronização intra-fluxo 
utilizando basicamente diferentes estratégias de compensação do jitter introduzido pelo 
subsistema de comunicação. Estas técnicas assumem a existência de um jitter de comunicação 
limitado e suficiente espaço de armazenamento. Isto permite implementar um esquema de 
armazenamento temporálío que compensa o jitter de comunicação para qualquer fluxo 
[Nicolaou90]. 
A qualidade do serviço de sincronizaçao oferecida, depende diretamente da hipótese de 
sincronização de relógios adotada. Quatro hipóteses são consideradas [Dairaine94]: 
1. Sistemas de relógios comuns: Os relógios do sistema tem a mesma percepção do tempo. 
Esta hipótese pode ser formulada da maneira seguinte: Vi, j e S, t,-(e) = tj(e). Onde i e j 
são dois relógios quaisquer do sistema; S representa o conjunto de todos os relógios do 
sistema; e a notação th(e) indica o tempo de percepção do evento e no relógio h. 
2. Sistemas de relógios a derivas comuns: Os relógios do sistema tem a mesma freqüência 
entretanto possuem bases de tempo diferentes. Esta hipótese pode ser formulada da 
maneira seguinte: Vi,j e S, t,-(e) = tJ~(e) + Cste. Onde Cste é uma constante que representa 
a diferença de bases entre os relógios i e j. 
3. Sistemas de relógios derivas constantes: Os relógios do sistema possuem freqüências e 
bases de tempo diferentes. Entretanto, suas freqüências são constantes. Esta hipótese pode 
ser formulada da maneira seguinte: Vi, j e S, t¡(e) = kt]-(e) + Cste. Onde k representa a 
razão entre as derivas (constantes) dos relógios i e j; e a notação Cste indica um valor 
constante. 
4. Sistemas de relógios não sincronizados: Os relógios do sistema possuem bases e 
freqüências quaisquer.
V
-
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Por outro lado, as técnicas variam conforme o tipo de fluxo suportado [Dairaine94]: 
0 Fluxo determínista: neste tipo de fluxo, as relações temporais de suas unidades de 
informação constituintes podem ser expressas por uma função deterministica. Os fluxos 
periódicos são um subtipo particular deste tipo de fluxos. 
0 Fluxos estocásticos: neste tipo de fluxo, as relações temporais de suas unidades de 
informaçao constituintes não podem ser expressas por uma função deterministica. O fluxo 
da midia texto utilizado como subtitulos de video e um exemplo deste tipo de fluxos. 
2.4.1.1 Sincronizaçao de Fluxos Estocásticos 
Neste caso não é conhecida a priori a assinatura temporal do fluxo, e é necessário fazer com que 
todos os atrasos das 1Us sejam os mesmos de maneira a preservar as relações temporais. Para a 
sincronização deste tipo de fluxos é adotada uma estratégia baseada em rótulos de tempo (time~ 
stamping), cujo fiindamento pode ser descrito da maneira seguinte: 
O emissor rotula as IUs com o tempo corrente segundo seu relógio local, no instante de 
seu envio. A compensação do jitter é realizada pelo armazenamento temporário das IUs 
no receptor até o instante de liberação previsto. Os rótulos de tempo são utilizados no 
cálculo do instante de liberação das IUs, conforme a hipótese de relógios assumida. 
Nesta estratégia, os rótulos de tempo permitem descrever a assinatura temporal do fluxo. Esta 
informação é utilizada pelo receptor para reconstruir o fluxo uma vez que ojitter introduzido pelo 
subsistema de comunicação destmi sua assinatura temporal. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios Comuns 
Proposta 1 
Para a compensação do jitter, Ferrari, em [F errari92], propõe uma abordagem distribuída no nível 
de rede de uma rede de comutação de pacotes, sob a suposição da disponibilidade de uma 
referência de tempo comum (sistema de relógios comuns). Nesta técnica, cada nó entre emissor e 
receptor fornece a compensação do jitter até ai introduzido, através do armazenamento e 
posterior liberação das IUs. Dada uma referência de tempo global, o instante de liberação de uma 
IU, em cada nó, vem sendo dado pela soma de seu rótulo de tempo e o máximo atraso de
zz 
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comunicação entre o nó em questão e seu imediato anterior. Esta estratégia requer que os rótulos 
de tempo sejam atualizados em cada nó conforme a compensação fornecida. ` 
As características principais desta técnica são as seguintes: 
0 Distribui uniformemente os requisitos de armazenamento das IUs entre os nós 
intermediários, sendo que consegue diminuir seu requisito total. O que se caracteriza na 
maior vantagem desta técnica.
í 
0 Complica o tratamento de informação a nível do subsistema de comunicaçao e requer a 
sincronização global de relógios. -
~ 0 A compensaçao de jítter a nível de rede, assume atrasos fixos ou desprezíveis nas camadas 
superiores, para preservar a assinatura temporal do fluxo. Entretanto, geralmente é 
necessário a realização deste mesmo tratamento a nível de receptor [Partridge91]. Desta 
r forma, a compensação de jitter a nível de rede pode-se considerar redundante. 
Proposta 2 
Em [Santoso93] propõe-se uma técnica de sincronização intra-fluxo, baseada em time-stamping, 
assumindo a sincronização de relógios do sistema. Neste esquema, a entidade de sincronização 
receptora armazena e libera cada unidade de informação, só após um tempo definido relativo a 
seu rótulo de tempo. Este tempo, aqui chamado de tempo de apresentação alvo (TPT -Target 
Presentation Time) é fixado ao valor de atraso máximo do fluxo. O instante de liberação de cada 
unidade de informação é determinado diretamente pela soma de seu rótulo de tempo e o valor de 
TPT. t ~ 
As características principais desta técnica são as seguintes: 
0 Este esquema garante a preservação da assinatura temporal do fluxo. 
0 O atraso de comunicação compensado é fixo e igual ao tempo de apresentação alvo, TPT. 
0 Pressupõe a sincronização de relógios do sistema.
H
16 
0 Opera numa camada de sincronização acima da camada de transporte de uma rede de 
banda larga tal como B-ISDN, que oferece extensões de qualidade de serviço tais como 
garantias de largura de banda e perda de pacotes limitada, e atrasos mínimos e máximos. 
Enquanto a escolha do tempo de apresentação alvo, TPT, igual ao atraso máximo de 
comunicação é adequada para aplicações que não podem tolerar certas descontinuidades (gaps) 
na apresentação da midia, esta pode não ser apropriada para aplicações interativas onde o tempo 
de resposta entre emissor e receptor é crítico. ' . 
Proposta 3 
Considerando que as aplicações interativas podem tolerar um certo número de descontinuidades 
(p. ex. no caso de conversação), em [Dairaine93] propõe-se uma escolha do valor do TPT, 
baseado na determinação estatística de um limite superior do número de descontinuidades e de 
seu tempo máximo de ocorrência, durante a conversação. O valor do TPT é fixado- assim num 
valor -inferior ao máximo atraso fim-a-fim, conforme a tolerãnçia imposta pela aplicação, 
resultando numa melhora da interatividade. O mecanismo consegue assim a conservação quase 
ótima da assinatura temporal e garante um atraso de comunicação compensado igual ao valor do 
TPT.
_ 
Uma conseqüência importante da escolha de um valor inferior de TPT é a redução dos requisitos 
de espaço de armazenamento no buffer do sincronizador. Nas estratégias estatísticas, porém, 
surge o problema de decidir sobre o tratamento das IUs atrasadas. Nesta proposta, o valor de 
tempo máximo de ocorrências de descontinuidades, oferece à aplicação um critério para decidir, 
na fase de negociação de parâmetros, acerca da recepção ou omissão de IUs atrasadas. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios a Derivas Comuns 
Em [Santoso93] apresenta-se uma técnica de sincronização intra-fluxo, baseada em time- 
stamping, assumindo que os relógios do sistema possuem derivas comuns. O tempo de 
apresentação alvo (TPT -Target Presentation Time) é fixado ao valor de atraso máximo do fluxo. 
Devido à hipótese de relógios do sistema, a percepção do tempo no emissor e receptor difere 
numa constante e em conseqüência não é possível determinar diretamente os instantes de 
liberação. Entretanto, é possível deduzir o instante de liberação de uma IUn, em relação a sua
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imediata anterior, IUn-1. Este tempo vem sendo dado pela diferença entre os rótulos de tempo da 
IUn e IUn-1, acrescentada pelo instante de apresentação da IUn-1. 
Considerando a impossibilidade do cálculo do instante de liberação da primeira IU, o mecanismo 
assume seu atraso mínimo de forma a maximizar seu tempo de amiazenamento e assegurar a 
compensação do jitter. Informalmente, o instante de liberação da primeira IU, em relação ao 
relógio do receptor, vem sendo dado por: .
V 
instante de liberação = tempo de chegada ao receptor + (T PT - atraso mínimo) 
Para as outras TUS o instante de liberação vem sendo dado por: 
instante de liberação da 1 Un = instante de liberação da [Un-1 + T GR 
Onde T GR representa o tempo de geração da IU atual em relação à. IU anterior, e vem sendo 
dado por: 
T GR = rótulo de tempo da I Un - rótulo de tempo da IUn-1 
Desta forma o mecanismo garante aÍ preservação da assinatura temporal do fluxo mas introduz 
uma incerteza no atraso de comunicação compensado. - 
As características principais desta técnica são as seguintes:
~ 0 Garante a preservaçao da assinatura temporal do fluxo. 
0 O atraso de comunicação compensado apresenta uma incerteza, sendo que seu valor é 
compreendido no intervalo [TPT, TPT + Amax - Am¡n], onde Amin e Amax representam 
os atrasos mínimo e máximo de comunicação. 
0 Pressupõe um sistema de relógios a derivas comuns. 
0 Opera numa camada de sincronização acima da camada de transporte de uma rede de 
banda larga tal como B-ISDN, que oferece extensões de qualidade de serviço tais como 
garantias de largura de banda e perda de pacotes limitada, e atrasos minimos e máximos. 
2.4.1.2 Sincronização de Fluxos Periódicos 
As técnicas da abordagem temporal que fornecem a sincronização de fluxos periódicos exploram 
uma característica fundamental deste tipo de fluxos: a assinatura temporal de um fluxo periódico é
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definida por seu período nominal. Assim, uma vez que o receptor conhece o período nominal do 
fluxo, pode prescindir dos rótulos de tempos basicamente usados para descrever a assinatura 
temporal do fluxo. Como conseqüência, a técnica evita o overhead causado pelo processo de 
leituras e escritas associadas ao rótulo temporal. Adicionalmente, reduzem-se os requisitos de 
largura de banda pois não é mais necessário o transporte dos rótulos de tempo. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios a Derivas Comuns 
A técnica de pre-busca ou prefetch [Dairaine94] fomece a sincronização intra-fluxo de fluxos 
periódicos num sistema de relógios a derivas comuns. Nesta técnica é apenas necessário que a 
entidade de sincronização receptora conserve armazenadas um certo número de IUs, justo no 
inicio da sua entrega no período nominal do fluxo. Desta forma, introduz-se um atraso inicial que 
compensa ojitter de rede. 
O valor do prefetch (P) corresponde a este número de IUs que permanecem armazenadas justo no 
inicio da entrega, e vem sendo dado por: . 
P = l(Amax ' Amin)/9nom_| 
Onde Gnom denota o período nominal do fluxo. Amin e Amax representam os atrasos minimo e 
máximo de comunicação. A notação lxl indica o valor inteiro superior ou igual a x.
~ As características principais desta técnica sao as seguintes: 
0 Simples e de pouco custo computacional. 
0 Fomece a preservação da assinatura temporal do fluxo. 
0 O atraso de comunicação compensado apresenta uma incerteza, e só pode ser garantido 
que ele esteja compreendido no intervalo [9n0m*P+Am¡n, 9nOm›‹‹P+Amax]. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios a Derivas Constantes 
Proposta 1 ~ 
A técnica do emulador de período proposta em [Dairaine94], fomece a sincronização de fluxos 
periódicos onde os períodos de produção e consumo são diferentes mas constantes (sistema de
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relógios a deiivas constantes). O mecanismo resolve particularmente o problema de fome ou 
saturação do buffer receptor com a introdução dos seguintes elementos: 
0 Espera por um certo número de IUs antes de começar a apresentação (técnica do 
prefetch). * 
0 Operações periódicas para eliminar ou duplicar IUs (delete/duplicate), realizadas por um 
emulador de período. 
- \` 
A técnica do prefetch é utilizada para compensar o jitter de rede através da introdução de um 
atraso de compensação equivalente a um certo número de IUs que permanecem retidas justo no
~ 
inicio da apresentaçao. Este valor vem sendo dado por: 
P = I-(Amax ' Amin)/ein_| 
Onde Gin denota o período de geração do fluxo. Amin e Ainax representam os atrasos mínimo e
~ máximo de comunicação. A notaçao |-xi indica o valor inteiro superior ou igual a x. 
O emulador de periodo evita a saturação ou fome do buffer receptor, com operações periódicas 
de delete ou duplicate sobre as IUs recebidas segundo seja o caso da diferença de períodos entre 
emissor e receptor. No caso de um período de produção, Gin, menor que o período de consumo, 
Gont, ou seja, a situação onde a saturação do buffer é iminente, o emulador elimina do buffer uma 
IU por vez a intervalos de Genin = (Gnin * Gin) / (Gnin - Gin). No caso de um período de 
produção maior que o período de consumo, i.e., na situação de potencial fome no receptor, o 
emulador duplica uma IU por vez a intervalos dados por Gemn = (Gin * Gnni) / (Gin - Gout). Estas 
operações delete ou duplicate conseguem respectivamente os efeitos de dilatação ou compressão 
do fluxo [Carmo93]. 
zz
~ As características principais desta técnica sao as seguintes: 
0 Fornece a sincronização intra-fluxo de mídias periódicas onde os períodos de produção e 
consumo são diferentes mas constantes. - 
0 Pressupõe conhecidos os períodos de produção e consumo do fluxo.
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0 A compensação da diferença de períodos não exige nenhuma modificação dos relógios 
local ou remoto do sistema, estabelecendo assim certa independência entre emissor e 
receptor. 
0 Fornece a compensação da diferença de períodos através de operações periódicas delete 
ou duplicate conseguindo-se o efeito respectivo de dilatação ou compressão do fluxo. 
0 O valor atual do atraso de comunicação compensado não é conhecido, e só pode ser
1 
garantida sua permanência no intervalo [9¡n*P+Am¡n, 9¡n*P+Amax]. 
0 O emissor não precisa alterar o fluxo utilizando time-stamps ou marcas de sincronização, 
e o receptor apenas realiza operações simples no buffer, o que faz com que a técnica seja 
de pouco custo computacional. 
Proposta 2
ç 
A técnica anteriorassume como conhecidos os períodos de produção e consumo do fluxo. Para 
os casos onde estes valores sejam desconhecidos, Dairaine, em [Dairaine94], propõe uma 
~ ~ estratégia de estimaçao dicotómica. Esta estratégia fiindamenta-se na contínua confrontaçao da 
evolução da carga do buffer receptor com valores teóricos de mínima e máxima carga. Uma carga 
do buffer fora deste limites indica que os períodos de entrada e saída são diferentes. Segundo a 
ultrapassagem, pode~se deduzir se o período de consumo é inferior ou superior àquele de 
produção. Sob a hipótese de relógios a derivas constantes, é possível fazer com que o ajuste do 
período de consumo, para cada ultrapassagem dos limites teóricos, convirja para o valor do 
periodo de produção. Para isto utiliza-se um algoritmo dito dicotômico. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios não Sincronizados 
O mecanismo :apresentado em [Ramanathan93], fomece a sincronização de fiuxos periódicos na 
presença do jitter de rede e de variações não determinísticas do período de apresentação do 
receptor. O mecanismo é basicamente utilizado para fiuxos previamente armazenados. Assume-se 
na proposta, que o receptor, (neste artigo chamado de midiafone), é um dispositivo com a mínima 
capacidade de apresentação e sem a sofisticação para implementar algum mecanismo de 
sincronização. Neste esquema, o emissor (Servidor Multimídia) fomece a sincronização utilizando 
pequenas mensagens de realimentação, enviados desde o receptor, que lhe permitem estimar os
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tempos atuais de apresentação de cada unidade de informação. Baseado nesta informação, o 
emissor determina os tempos mínimo e máximo de envio de IUs posteriores visando evitar 
saturação ou fome no buffer do receptor. Assim, este esquema garante a continuidade do fluxo 
mas precisa de um canal adicional para o transporte de mensagens de realimentação. 
As principais características desta técnica são as seguintes: ' 
0 Trata-se de um esquema de sincronização de fluxos periódicos enviados a receptores 
remotos que apresentam variações nas taxas de apresentação. '. 
0 O emissor fornece um controle de fluxo que garante a continuidade de apresentação da 
mídia no receptor. Com este propósito, usa mensagens de realimentação desde o receptor. 
0 Permite determinar a quantidade mínima de mensagens de realimentação necessária para 
garantir a continuidade, baseado no tamanho do bufier do receptor. 
0 Permite a definição de uma política flexível de escalonamento de envios, conforme a 
estimação de intervalos válidos de transmissão de IUs. 
0 Pressupõe' conhecidos os limites de variação da taxa de apresentação do receptor. 
- 0 Não pressupõe sincronização de relógios de emissor e receptor. 
0 Pode-se adaptar dinamicamente às variações de carga da rede, através de estimações 
periódicas dos limites de atrasos atuais. 
0 As mensagens de realimentação precisam de um canal adicional e introduzem certa carga 
adicional na rede.
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2.4.2. Abordagem Temporal-Causal 
Em [Carmo94a] propõem-se extensões dos requisitos geralmente atendidos nas técnicas de 
sincronização intra-fluxo e associadas principalmente à preservação da assinatura temporal de um 
fluxo: 
1. Uma extensão temporal que se refere à possibilidade de alteração da assinatura temporal 
do fluxo gerado pelo emissor, em termos de sua dilatação ou compressão; pode-se
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considerar desta forma requisitos de aplicações onde, por exemplo, seqüências de imagens 
e/ou fluxos de vídeo devem ser entregues a velocidades diferentes a aquela nominal na 
qual forem originalmente geradas. 
Uma extensão funcional que diz respeito ao atendimento de restrições adicionais, sobre a 
entrega final da informação ao usuário receptor, envolvendo a avaliação de dependências 
condicionais, na forma de expressões lógicas (boolean), entre as unidades de informação 
(IUs) de um fluxo. Estas restrições são particularmente proveitosas em aplicações cujos 
fluxos contenham IUs relacionadas semanticamente, e onde quer que não sejam utilizados 
serviços de transporte que garantem seqüenciamento e/ou confiabilidade. Assim, por 
exemplo, sob esquemas de compressão diferencial de fluxos de vídeo é possível filtrar o 
despacho de cada quadro de vídeo cuja codificação depende de um ou mais quadros 
eventualmente perdidos. A filtragem é considerada: ativa no caso de operar uma 
reordenação de IUs com o objetivo de tentar satisfazer suas relações de dependência; ou 
passiva, se apenas verifica a validade destas relações jantes do despacho de cada IU _ 
As características principais desta técnica são as seguintes: 
Garante a preservação da assinatura temporal do fluxo e suporta adicionalmente sua 
alteração sistemática por compressão ou dilatação. 
Suporta a entrega condicional das IUs baseado em expressões lógicas, associadas a cada 
uma destas, que especificam suas relações de dependência. 
Opera sob as hipóteses de sistemas de relógios comuns ou a derivas comuns. 
Opera numa camada de sincronização acima da camada de transporte de uma rede de 
banda . larga tal como B-ISDN, que oferece serviços orientados a datagrama 
(seqüenciamento não garantido), e parâmetros de qualidade de serviço tais como garantias 
de largura de banda e perda de pacotes limitada, e atrasos minimos e máximos. 
O armazenamento e escalonamento das IUs são fomecidos na entidade de sincronização 
receptora, e eventualmente na entidade de sincronização emissora, no caso do requisito da 
alteração da assinatura temporal.
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2.5 A Sincronização Inter-Fluxo 
Nesta seção são apresentadas algumas das principais propostas de sincronização inter-fluxo das 
abordagens: Multiplexação, Causal e Temporal, sendo que as propostas da abordagem Temporal 
são de especial interesse para este trabalho. 
2.5.1 Abordagem de Multiplexação 
Esta técnica consiste em transmitir as diferentes mídias a sincronizar através de um canal de 
comunicação único (p. ex. uma conexão da camada de transporte). Uma multiplexação de mídias 
é realizada a nível do emissor com sua correspondente demultiplexação a nível de receptor.~O 
agrupamento das diferentes mídias a sincronizar (p. ex. voz e imagem) permite fixar as relaçoes 
temporais inter-fluxo durante a transmissão, devido a que as mídias multiplexadas estão sujeitas 
ao mesmo atraso de comunicação. Um exemplo de tal mecanismo é proposto em [Leung90]. ‹ 
As características principais desta técnica são as seguintes: ¡ 
0 Oferece uma solução simples cuja implementação requer poucas modificações de 
protocolos existentes. Não requer canais de controle adicionais nem sincronização dos 
relógios do sistema. 
0 Pennite conservar as relações temporais inter-fluxo, entretanto a preservação das relações 
intra-fluxo, depende da qualidade de serviço oferecida pelo canal de transmissão utilizado. 
Assim, esta técnica só resolve parcialmente o problema da sincronização. 
0 O esquema pode ser utilizado em serviços de difusão seletiva (multicast), entretanto sem 
sincronizar os receptores entre si. 
0 Uma vez que os fluxos multiplexados apresentam diferentes características, o canal de 
comunicação é obrigado a oferecer uma qualidade de serviço equivalente à máxima 
exigência de qualidade de serviço entre os fluxos. Assim, as características individuais das 
midias não são aproveitadas, resultando isto numa perda da eficiência do serviço de 
comunicação e de um aumento global do tempo de transmissão, o que se configura na 
maior desvantagem do esquema.
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2.5.2 Abordagem Causal 
2.5.2.1 Técnica das Marcas de Sincronização 
A técnica de marcas de sincronização (S'M - Synchronization Marker), introduzida em 
[Shepherd90] é um dos esquemas clássicos para prover serviços de comunicação que fomecem a 
sincronização inter-fluxo quando os fluxos são transmitidos por diferentes canais de comunicação. 
Neste esquema o emissor insere marcas de sincronização, de forma periódica e simultânea, em 
todos os fluxos a ser sincronizados. No caso destes fluxos sofrerem diferentes atrasos, o receptor 
não recebe as marcas de sincronização simultaneamente. Para sincronizar os fluxos, a entidade de 
sincronização receptora deve reter (armazenar) os fluxos cujas SM já tenham chegado. Os fluxos 
cujas SM não tenham chegado (fluxos atrasados) continuam sendo apresentados. No momento de 
chegarem as correspondentes SM de todos os fluxos atrasados, todas as IUs são liberadas 
simultaneamente. 
As características principais desta técnica são as seguintes: 
0 Sua implementação é simples sendo que exige poucas modificações a nivel de protocolos, 
unicamente a introdução de marcas de sincronização, o que se configura na maior 
vantagem do esquema. ' 
0 Devido a sincronização ser fornecida a nível de receptor, o esquema pode ser utilizado em 
serviços de difusão seletiva (multicast). Entretanto, o esquema só fomece a sincronização 
inter-fluxo em configurações de um emissor e um receptor. ~~ ` 
0 Não integra nenhuma noção explícita do tempo, pois apesar das IUs serem apresentadas 
simultaneamente, o tempo atual desta apresentação é indefinido. 
0 Requer grandes recursos de annazenamento no receptor dependendo das variações de 
atrasos entre os fluxos e das taxas de produção destes. 
0 Modifica fortemente os fluxos de informação, operação dificil no caso de certos tipos de 
compressão de dados. 
Estas três últimas caracteristicas constituem as maiores desvantagens do esquema e restringem 
seu campo de aplicação.
'
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2.5.2.2 Técnica do Canal de Sincronização 
A técnica do canal de sincronização, também introduzida em [Shepherd90], utiliza um canal de 
comunicação adicional chamado canal de sincronização. Este canal é utilizado pelo emissor para 
transmitir ao receptor informações de sincronização especificadas no momento da transmissão. 
Estas informações são compostas de um parâmetro de controle de apresentação (serial, paralela 
ou independente) e de pontos de referências dos diferentes fluxos. O receptor retém e libera os 
fluxos conforme os parâmetros de controle de apresentação recebido pelo canal de sincronização.
V 
As características principais desta técnica são as seguintes: 
' 0 Permite regular a granularidade da sincronização ajustando a freqüência de inserção de 
pontos de referência no canal de sincronizaçao. 
0 Devido a sincronização ser fornecida a nivel de receptor, a técnica pode ser utilizada em 
serviços de difusão seletiva (mullicast). 
0 O esquema é utilizável para a sincronização inter-fluxo em configurações de um emissor e 
de um receptor e alternativamente em configurações de mais de um emissor no caso de 
uma especificação prévia das informações de controle. 
0 Neste esquema, como no anterior, não é integrada nenhuma noção explícita do tempo. 
Entretanto, isto pode ser resolvido pela inserção adicional de informação temporal no 
canal de sincronização [Saparamadu93].
' 
0 No caso de vários emissores, o esquema requer um canal de sincronização para cada 
emissor. 
2.5.2.3 Técnica» da Apresentação Condicional 
Em [Courtiat94] apresenta-se uma extensão, para o caso de sincronização inter-fluxo, do 
conceito de dependências condicionais apresentado em [Canno94a] (Veja na seção 2.4.2). As 
relações de dependência condicional inter-fluxo apresentam-se de duas formas: 
1. Dependências condicionais simples. Corresponde a uma generalização direta das 
dependências intra-fluxo. A representação destas relações através de um grafo dirigido, 
ç 
resulta num grafo sem circuitos, onde um arco desde x até y, indica que a apresentação da
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IU x depende da apresentação da IU y. Desta forma, uma IU será entregue imediatamente 
só após a entrega de todas as IUs das quais depende. A entrega de uma IU está 
igualmente condicionada pelas restrições temporais impostas no fluxo ao qual pertence. 
2. Dependências condicionais acopladas. Sua representação por um grafo dirigido, 
determina a existência de circuitos que' definem os chamados pontos desincronização. Por 
exemplo, o circuito formado por uma seta desde x até y e outra de y a x, indica que a 
apresentação da IU x está condicionada à apresentação da IU y, e vice-versa. Tal 
condicionamento recíproco, entre IUs de diferentes fluxos especifica a sua apresentação 
simultânea. No caso de não estar disponível alguma das IUs envolvidas, nenhuma delas é 
entregue. 
_. ~ Assim o esquema, nao impõe restriçoes temporais adicionais nos fluxos para especificar a 
sincronização inter-fluxo desejada. No lugar destas, utilizam-se as dependências condicionais para 
expressar relações de dependência entre fluxos relacionados temporalmente. A apresentação de 
slides com comentários sonoros é um tipo de aplicação que ilustra a vantagem desta 
característica. Neste caso, o mais importante não é preservar a assinatura temporal de ambos 
fluxos, mas sim, garantir a sincronização entre cada slide e seu correspondente comentário 'de 
áudio. A definição de pontos de sincronização entre estes últimos, expressa precisamente esta 
necessidade. 
As características principais desta técnica são as seguintes: 
0 Proveitosa em aplicações cujos fluxos contenham IUs relacionadas semanticamente, e 
quando não sejam utilizados serviços de transporte que garantem seqüenciamento e/ou 
confiabilidade. 
0 Os requisitos condicionais inter-fluxo são satisfeitos só no caso de que os requisitos 
temporais de cada fluxo (se existem) estejam satisfeitos. 
0 Opera sob as hipóteses de sistemas de relógios comuns ou a derivas comuns. 
2.5.3 Abordagem Temporal 
As técnicas de sincronização intra-fluxo da abordagem temporal podem ser estendidas ao domínio 
da sincronização inter-fluxo. Para isto, duas condições.devem ser satisfeitas:
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1. Os emissores devem sincronizar o começo do envio dos fluxos, através da definição de 
uma referência de inicio de sessao comum. 
2. Os atrasos de comunicação dos fluxos a sincronizar devem ser equalizados no receptor. 
Isto é, deve ser definido um mesmo atraso para todos os fluxos. 
2.5.3.1 Sincronização de Fluxos Estocásticos 
Neste caso uma estratégia baseada em time-stamping é utilizada. No dominio de sincronização
t 
inter-fluxo, esta estratégia pode-se descrever assim: 
Os emissores rotulam as IUs com o tempo corrente, segundo seus relógios locais, no 
instante de seu envio. A compensação do jítter é realizada pelo armazenamento 
temporário .das IUs do feixe num único receptor até um instante definido de liberação 
comum. O cálculo do instante de liberação depende da hipótese de relógios assumida, e 
deve considerar os atrasos de coleção, e restituição próprios de cada fluxo. 
A definição do valor do atraso comum é um aspecto chave neste contexto. Em geral corresponde 
ao máximo valor de atraso entre os fluxos do feixe. Como conseqüência, os fluxos mais rápidos 
devem esperar pelos mais lentos incrementando-se assim, seus respectivos requisitos de 
armazenamento no receptor. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios Comuns 
Dada uma referência de tempo global, as técnicas de sincronização inter-fluxo da abordagem 
temporal não apresentam dificuldade para a sincronização de emissores. A definição de uma 
referência temporal absoluta é suficiente neste caso. 
Escobar, em [Escobar94], apresenta uma proposta de um protocolo de sincronização (Flow 
Synchronízation Protocol) baseado em time-stamping, que preserva a assinatura temporal do 
feixe num sistema de relógios sincronizados. Um aspecto principal da proposta é a determinação 
do atraso comum, no artigo citado chamado de atraso de sincronização (Synchronization Delay). 
Este valor é calculado periodicamente por um protocolo distribuído segundo as estimações dos 
atrasos máximos atuais dos diferentes fluxos, e corresponde em geral ao valor do fluxo mais 
lento. Desta forma, o protocolo pode-se adaptar a mudanças de atrasos de rede.
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Devido à hipótese de relógios, os instantes de liberação das IUs do feixe são diretamente 
calculados: 
instante de liberação = rótulo de tempo + atraso de sincronização - atraso de 
restituição 
Algumas características desta técnica sao as seguintes: 
0 Adapta-se às mudanças de atrasos de rede através do cálculo periódico do atraso de
í 
sincronização. 
0 Pressupõe a sincronização dos relógios do sistema. Entretanto, esta hipótese parece 
menos realista em configuraçoes que envolvem mais de um emissor e um' receptor 
[Canno94b]. 
0 Pode ser utilizada em serviços de difusão seletiva. 
Técnicas Baseadas na Hipótese de Sistemas de Relógios a Derivas Comuns 
O relaxamento da hipótese de relógios faz com que o problema da sincronização se tome mais 
dificil neste caso. 
Um primeiro problema refere-se à sincronização dos instantes de liberação das IUs dos diferentes 
fluxos. Lembremos que sob esta hipótese de relógios, a técnica de sincronização intra-fluxo só 
garante a liberaçao da primeira IU com uma margem de incerteza igual a (Amax Amin) (Veja na 
seção 2.4.1.1). A extensão desta técnica ao domínio inter-fluxo, com a simples definição de um 
atraso comum, produz uma defasagem das assinaturas temporais dos fiuxos. 
Esta situação pode ser remediada com a sincronização dos instantes de liberação das primeiras 
IUs. Uma possibilidade, é utilizar uma extensão da técnica de sincronização intra-fluxo como 
mecanismo subjacente para fomecer a sincronização de cada fluxo em separado [Dairaine94]. 
Neste caso, é necessário fazer com que só no primeiro instante de liberação, no lugar de entregar 
a primeira IU, o mecanismo intra-fluxo informe ao mecanismo superior (inter-fluxo)_ sobre seu 
estado de pronto e permaneça esperando por uma ordem de inicio de apresentação do fluxo. O 
mecanismo inter-fluxo deve esperar pela condição de pronto de todos os fluxos, para então 
ordenar simultaneamente o inicio de apresentação (rendez-vous). O mecanismo intra-fluxo deve 
considerar este tempo de espera adicional para o cálculo dos posteriores instantes de liberação.
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Um outro problema concerne à sincronizaçao do começo de envios dos fluxos pelos emissores, 
sob a suposição de relógios a derivas comuns. A definição de um tempo de inicio de sessão 
absoluto só faz sentido num sistema de relógios comuns, onde todos os emissores tem a mesma 
percepção do tempo. Uma solução proposta em [Carmo94b] fundamenta-se na existência de um 
mecanismo de rendez-vous gerado por uma camada superior, chamada camada de orquestração, 
destinada a coordenar a fase de introdução da aplicação distribuída. 
A proposta de Apresentação Condicional [Carmo94a], introduzida na' seção 2.5.2.3, corresponde 
a um exemplo de técnica de sincronização inter-fluxo que opera sob esta hipótese de relógios. V 
~ ‹z 2.5.3.2 Sincronizaçao de Fluxos Penodicos 
As técnicas de sincronização de fluxos periódicos no domínio inter-fluxo, também prescindem dos 
rótulos de tempo. A estratégia adotada aqui consiste geralmente na sincronização de cada fluxo 
em separado sendo que instante de liberação da primeira IU de cada fluxo deve ser comum. A 
técnica do prefetch é geralmente utilizada para a compensação do jitter de ,cada fluxo. O instante 
de liberação comum corresponde ao momento em que o prefetch de todos os fluxos tenha sido 
completado. 
Esta estratégia pode ser adotada diretamente no caso de relógios a derivas comuns. Sob a 
hipótese de relógios a derivas constantes pode ser utilizado adicionalmente um emulador de 
período para cada fluxo. 
Em [Courtiat95] apresenta-se um esquema de sincronização de lábios num sistema de relógios 
não sincronizados. O mecanismo intra-fluxo, utilizado para cada mídia, pressupõe conhecido o 
período nominal do fluxo e utiliza a técnica do prefetch para a compensação do jitter. Para a 
determinação do período do emissor é utilizada a estratégia de estimação convergente sugerida 
em [Dairaine94] (Veja na seção 2.4.1.2). Os ajustes de período no receptor são realizados através 
de ajustes de relógio do dispositivo de apresentação. A sincronização inter-fluxo é conseguida 
assim, com a sincronização do começoda apresentação dos fluxos (no momento em que ambos 
tenham completado seu correspondente prefetch) e com a sincronização dos fluxos de áudio e 
vídeo em separado pelo mecanismo de sincronização intra-fluxo mencionado. O esquema é 
especificado em RT -LOT OS através de módulos de sincronização intra-fluxo instanciados em 
paralelo, cujo começo de apresentação é sincronizado por uma ação start, indicando que o 
prefetch de cada fluxo já foi concluído.
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2.6 A Sincronização Multidestino 
A complexidade do problema faz com que, em geral, técnicas da abordagem temporal sejam 
adotadas neste caso. As condições de extensão desta abordagem ao caso multidestino são 
similares com aquelas estabelecidas para sua extensão ao caso inter-fluxo e podem ser formuladas 
assim: 
1. Os emissores devem sincronizar o começo do envio dos fluxos, através da definição de 
uma referência de inicio de sessão comum. i 
2. Os atrasos de comunicação dos fluxos a sincronizar devem ser equalizados nos receptores. 
Isto é, deve ser definido um mesmo atraso para todos os fluxos em todos os receptores. 
A condição (1) corresponde com aquela formulada para o domínio inter-fluxo, e já foi discutida. 
A condição (2) é acrescentada aqui para os diversos receptores. Entretanto é admitido 
freqüentemente, que a sincronização multidestino, pelo tipo de aplicação no qual é necessária 
(tele-conferências), requer menos exatidão que a sincronização inter-fluxo [Dairaine94]. Assim 
por exemplo, numa aplicação de sincronização de lábios é possível tolerar certa diferença nos 
atrasos de apresentação nos diferentes receptores. Entretanto a exatidão requerida para a 
sincronização dos fluxos de áudio e vídeo em cada destino em separado (requisitos de 
sincronização inter-fluxo) é mais restritiva. 
2.6¬1 Sincronização de Fluxos Estocásticos 
Para este tipo de fluxos as técnicas de sincronização multidestino adotam uma estratégia baseada 
em tvime-stamping, com a definição de um atraso comum tal qual no domínio inter-fluxo. 
Entretanto, no caso da sincronização de fluxos estocásticos, a condição (2), dificilmente pode ser 
satisfeita em sistemas de relógios não sincronizados globalmente. Um problema adicional refere- 
se ao incremento dos requisitos de armazenamento de cada fluxo, como conseqüência da 
definição de um atraso comum, onde os fluxos mais rápidos devem aguardar pelos mais lentos em 
todos os receptores. 
Protocolo de sincronização adaptativo 
A proposta do protocolo de sincronização adaptativo [Escobar94], (introduzida na seção 2.5.3.1) 
baseada na sincronização global de relógios, corresponde ao tipo de mecanismo diretamente
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aplicável neste domínio. Entretanto, nesta técnica não é resolvido o problema da sobrecarga dos 
receptores. Nas propostas de [Dairaine94] e [Carmo94b] aborda-se o problema da sobrecarga 
coordenando um certo tempo de armazenamento nos emissores para atrasar o envio dos fluxos 
mais rápidos até os instantes previstos. Desta maneira, a carga é repartida entre emissores e 
receptores, resultando isto num armazenamento mais eficiente, particularmente em esquemas de 
difusão seletiva. No caso de fluxos previamente armazenados, são gerenciados os tempos de 
aquisição dos fluxos, de maneira a evitar um tempo de armazenamento inútil no emissor.
" 
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Protocolo de Conversação Multi-fluxo 
Uma outra proposta [Yavatkar92] apresenta um protocolo chamado MCP (Multiflow 
Conversation Protocol) baseado na sincronização global de relógios, que provê a coordenação e 
sincronização temporal e causal necessárias em aplicações multimídia cooperativas, como é o 
caso dos sistemas de conferência. 
Nesta proposta, um fluxo (ƒlow) é entendido como uma conexão bidirecional entre dois o mais 
participantes, sendo que a cada fluxo é associado o transporte de uma mídia. Assim, p. ex. um 
fluxo de voz ligando três participantes num sistema de conferência, permite a intervenção passiva 
e/ou ativa (ouvir e/ou falar) de quaisquer dos três participantes. Uma conversação multi-fluxo, 
resulta da composição de distintos fluxos relacionados entre si. 
Para a obtenção da sincronização temporal e causal numa conversação multi-fluxo, é proposto o 
uso da noção de A-causalidade, que associa à relação de causalidade as restrições temporais de 
atrasos das mídias transportadas pelos fluxos que constituem a conversação. Neste esquema cada 
mensagem tem associada uma informação de contexto e um rótulo de tempo. A informação de 
contexto contém a informação necessária para o fornecimento da sincronização causal enquanto 
os rótulos de tempos são utilizados para a obtenção da sincronização temporal. 
O protocolo MCP oferece também mecanismos de coordenaçao dos participantes baseado em 
passagem de bastão, que permitem diferentes níveis de concorrência. Em um extremo, o controle 
de concorrência estrito (strict floor concurrency control) onde só existe um bastão na 
conversação sendo que a intervenção ativa de um participante é possível unicamente quando em 
posse do bastão. Em outro extremo, não é fornecido controle de concorrência algum, o qual 
corresponde ao nível de coordenação utilizado em aplicações cooperativas tipo brainstorming.
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Pode-se afirmar finalmente que a sincronizaçao global de relógios constitui a desvantagem 
principal de todos os esquemas apresentados nesta seção. V 
2.6.2 Sincronização de Fluxos Periódicos 
Neste domínio a revisão bibliográfica permitiu apenas encontrar uma proposta de sincronização 
de fluxos periódicos (Multiple Feedback Techniques) [Ramanathan93], que opera em sistemas de 
relógios não sincronizados. A técnica corresponde a uma extensão da proposta intra-fluxo 
(introduzida na seção 2.4.1.2) a qual é utilizada aqui para fomecer a'continuidade de cada fluxo 
por separado. 
Para o fomecimento da sincronização inter-fluxo é definido um fluxo master, geralmente aquele 
com requisitos de sincronização intra-fluxo mais estritos. Adicionalmente as IUs possuem rótulos 
de tempo relativos (RTS - Relatíve Time Stamps) que representam seu tempo de apresentação em 
relação ao inicio da apresentação do fluxo. As mensagens de realimentação enviadas desde todos 
os receptores (midiafones) permitem estimar a dessincronização entre os fluxos. A 
ressincronização é então conseguida por operações delete/duplicate de eliminação e duplicação 
aplicadas oportunamente pelo emissor (servidor) nas IUs_do fluxo slave. 
Devido ao .fato desta técnica fazer uso de um emissor centralizado não existe o problema da 
sincronização de emissores distintos. Por outro lado a sincronização de receptores e conseguida 
de maneira indireta através da ressincronização dos fluxos. Isto é, uma dessincronização inicial é 
inevitável, entretanto os fluxos podem ser sincronizados posteriormente. 
As principais características desta técnica são as seguintes: 
0 
_ 
Garante a continuidade de todos os fluxos porém,_o fluxo slave, está sujeito a operações 
delete/duplicate para compensar possíveis perdas de sincronização inter-fluxo. 
0 A máxima assincronía inter-fluxo depende da exatidão de sua estimação, a qual por sua 
vez, depende do período de mensagens de realimentação. 
0 O inicio da apresentação de cada fluxo varia conforme oatraso atual da. IU de prefetch. 
De maneira que o esquema não garante a sincronização do inicio da apresentação de cada 
fluxo.
A
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' - ¬ä_.__, 0 Não é aplicável em serviços de multicast, pois o ajuste de períodos é feito no emissor e 
depende da variação de apresentação do receptor em questão. 
0 Não suporta aplicações multimidia distribuídas de configurações N: 1. 
2. 7 Conclusão 
A introdução de mídias continuas nos sistemas multimídia tem originado recentemente uma 
explosão de novas aplicações em diversos campos, destacando-se particularmente os campos de 
automação de escritórios, indústria de serviços, aplicações científicas, culturais e domésticas. 
Aplicações tais como tratamento de documentos multimídia, correio eletrônico multimídia, 
sistemas de conferências, ambientes cooperativos, sistemas de aprendizagem a distância e em 
geral, sistemas de informação multimídia são alguns exemplos. 
A sincronização de informações ligadas a restrições temporais é um aspecto de grande 
importância em sistemas multimídia. Para tratar. este aspecto, ié necessária a participação integral 
de todos os componentes do sistema multimídia, assim como o desenvolvimento de novas 
técnicas e paradigmas computacionais. ~ z 
Do ponto de vista da comunicação, o problema da sincronização pode ser abordado segundo três 
aspectos onde o fluxo de dados é considerado um componente básico: a sincronização intra-fluxo, 
a sincronização inter-fluxo e a sincronização multidestino, sendouque na literatura existem várias 
técnicas de sincronização propostas.
A 
Assim, neste capítulo, foi apresentada uma visão geral da problemática da sincronização 
multimidia e de algumas das principais propostas. No›~›seguinte capítulo, será abordada a 
problemática do desenvolvimento de sistemas multimídia segundo uma abordagem formal.
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Capítulo 3 
Projeto e Desenvolvimento de Sistemas Multimídia 
3.1 Introdução
À 
O processo de desenvolvimento de software confronta-se com a necessidade primordial de 
garantir uma implementação correta e eficiente dos requisitos fixados pelo usuário. Entretanto, a 
complexidade encontrada em certos sistemas, p. ex. distribuídos ou tempo-real, faz com que o 
fornecimento deste nível de qualidade só seja possivel através do uso de métodos formais nas 
diversas etapas do desenvolvimento do software. Mais além, o uso destes métodos é o modo mais 
eficiente de garantir que certos fatores de qualidade tais como segurança, consistência e correção 
temporal, sejam de fato atingidos [Bucci.95]. Este capítulo apresenta aspectos gerais do 
desenvolvimento de sistemas multimídia e justifica a escolha de Esterel como linguagem de 
especificação adotada nesta dissertação. 
3.2 As Técnicas de Descrição Formal (TDF)' 
Nos últimos anos, os métodos formais ou Técnicas de Descrição Formal (TDF), tem sido 
reconhecidos como cada vez mais importantes no desenvolvimento de sistemas complexos, a tal 
ponto que algumas dessas técnicas passaram a ser padronizadas pela ISO e pela ITU, como é o 
caso das linguagens Estelle, LOTOS e SDL. 
A motivação principal para o uso das TDFs consiste em permitir uma especificação completa, 
clara e sem ambigüidades dos sistemas, e servir de base na construção de ferramentas que 
pennitem automatizar atividades tais como: análise de comportamento lógico e do desempenho, 
verificação das especificações, implementação destas, e determinação da conformidade do 
software resultante em relaçao aos requisitos iniciais [Farines89]. 
As TDF s permitem assim, a detecção de erros em etapas iniciais do projeto, servem de base para 
a implementação facilitando sua modificação, manutenção e reusabilidade, e em geral, melhoram a 
qualidade do software resultante. .
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Existe hoje um grande número de abordagens diferentes para as TDF s, baseadas em formalismos 
diversos entre as quais podem-se destacar a Máquina de Estado Finita, Rede de Petri, Álgebras de 
Processos (pf ex. CCS), Lógica Temporal e formalismos híbridos. Todas estas abordagens 
procuram satisfazer através do formalismo escolhido e em níveis diversos, aspectos importantes 
associados a: fimcionalidade (relações de causalidade, comunicação e sincronização, restrições de 
tempo real e representação de dados); nível de abstração (i. e. independência da implementação); 
grau de formalismo' (o que resulta em níveis diferentes de validação, avaliação, prototipagem e 
compilação das especificações e possibilita a construção de ferramentas apropriadas); 
características de estruturação (que permitem' a decomposiçao do sistemas em subsistemas). 
Alguns dos aspectos mencionados são conflitantes e as TDF s hoje existentes acabam por priorizar 
‹ v um ou vários destes aspectos. As TDF s baseadas na Algebra de Processos (CCS), por exemplo, 
favorecem o aspecto da verificação enquanto aquelas baseadas em modelos de transição e estados 
aproximam-se mais da implementação. 
3.3 O Fator Tempo-Real nos Sistemas Multimídia 
Como visto no capítulo anterior, uma das características mais relevantes dos sistemas multimídia é
~ a introduçao das mídias contínuas, e em decorrência, do fator tempo-real. Nos sistemas que 
exibem comportamento tempo-real, a correção do sistema depende tanto dos resultados lógicos
› 
produzidos pelo sistema, como do tempo (real) nos quais estes resultados são produzidos. Desta 
forma, é necessário preservar certas propriedades lógicas tais como ausência de deadlocks e 
livelocks, enquanto se mantém a correção temporal do sistema. 
Diferentes, dos chamados sistemas tempo-real crítico (Hard Real Time Systems) onde o atraso de 
uma mensagem pode ser julgado de condição catastrófica, os sistemas multimídia podem ser 
classificados dentro dos sistemas tempo-real não críticos (Soft Real Time Systems) pois 
apresentam certo grau de flexibilidade no seu comportamento temporal. Neste tipo de sistemas 
uma perda dos requisitos temporais, como por exemplo numa aplicação de sincronização de 
lábios, não representa uma situação catastrófica, mas sim uma degradação na qualidade de serviço 
que pode ou não ser aceitável para o usuário. 
A introdução do fator tempo faz com que a maior parte das FDT s, e entre elas as padronizadas, 
não sejam apropriadas para o desenvolvimento de sistemas multimidia, pois não possuem as
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capacidades necessárias para a expressão de restrições temporais. Na seqüência são apresentados 
alguns dos métodos formais atualmente utilizados no desenvolvimento de sistemas multimídia. 
3.4 Os Métodos Formais no Desenvolvimento de Sistemas 
Multimídia . 
As abordagens formais utilizadas no desenvolvimento de sistemas multimídia podem ser 
classificadas em duas categorias [Carmo94b]: .~ 
0 As abordagens baseadas em extensoes temporais do formalismo Rede de Petri que visam 
basicamente, a representação efetiva da informação multimídia com suas restrições de 
sincronizaçao associadas. 
0 As abordagens baseadas em linguagens que além de representar a informação multimídia 
facilitam a descrição de procedimentos e algoritmos de tratamento desta. 
Na primeira categoria, pode-se citar as seguintes técnicas: 
1. Em [Little90] é proposto um modelo de Rede de Petri temporizado chamado Object 
Composition Petri Net (OCPN), que permite a descrição de cenários de restituição e 
apresentação de objetos multimídia. A proposta parte da representação do tempo através 
de intervalos temporais [Allen83] que permitem especificar sete relações temporais 
fiindamentais que caracterizam as distintas possibilidades de sincronização entre objetos 
multirnídia. Neste modelo de Rede de Petri, cada lugar 
_ 
descreve um processo de 
apresentação de um objeto multimídia com sua duração de apresentação associada. Uma 
das principais limitações"`do modelo OCPN é sua incapacidade de representação das 
relações de sincronização não ideais inerentes aos objetos multimídia, tais como seu jitter
~ de apresentaçao permissível. 
2. Em [Diaz94] é proposto um modelo chamado Time Stream Petri Net (TSPN) que leva em 
conta as restrições do modelo OCPN, permitindo a representação das sete relações de 
sincronização fundamentais entre objetos multimídia considerando a especificação do jitter 
permissível de cada informação multimídia. Este modelo corresponde a uma extensão e 
integração do modelo OCPN e do modelo Arc Time Petri Nets [Walter83]. - 
Na segunda categoria, se destacam as técnicas: `
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1. LOTOS [Bolognesi87] e' uma álgebra de processos que permite a especificação de 
sistemas distribuídos com um alto grau de abstração. Entretanto, o modelo básico de 
álgebra de processos não é suficientemente adequado para modelar comportamentos 
tempo-real por não representar explicitamente o tempo. A problemática da especificação 
da sincronização multimídia assim tem sido abordada através de extensões temporizadas 
de LOTOS. Tal é o caso da linguagem RT-LOTOS utilizada em [Carmo94b] para a 
especificação do mecanismo de apresentação condicional intra-fiuxo e inter-fluxo 
introduzidos nas seções 2.4.2 e 2.5.2.3, e em [Camargo9š] para a especificação do 
algoritmo de sincronização de lábios. Uma outra abordagem dita LOTOS/QTL [Blair93] 
constitui uma abordagem dual que utiliza a linguagem LOTOS para a especificação do 
comportamento funcional, e a lógica temporal quantitativa QTL para a expressão de 
requisitos temporais, associados à informação multimídia. 
2. Esterel [Berry88] é uma linguagem síncrona basicamente utilizada para a programação de 
sistemas reativos, cujas características serão apresentadas no item seguinte. Uma aplicação 
interessante de Esterel na problemática de sincronização multimídia é apresentada em 
[Stefani92], onde esta linguagem é utilizada na programação de objetos reatívos que 
encapsulam o comportamento tempo-real necessário na sincronização de objetos 
multimídia, sendo adotado um modelo computacional distribuído que mistura as 
abordagens síncrona e assíncrona. 
3.5 Esterel como Linguagem de Desenvolvimento 
3.5.1 Características Gerais de Esterel › 
A linguagem Esterel é uma linguagem imperativa baseada na hipótese síncrona que supõe que um 
sistema reage de forma instantânea a eventos extemos. A representação semântica de Esterel é 
simples, determinística e independente da plataforma, o que facilita a verificação e a prova deste 
tipo de sistemas. A satisfação desta hipótese em tempo de execução é possível se o tempo de 
reação .do sistema é sempre inferior ao menor tempo entre eventos sucessivos [Berry88]. Os 
princípios de base da abordagem síncrona são os seguintes:
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0 reatividade: o modelo é reativo no sentido que se aplica a sistemas reativos, i.e. sistemas 
que mantêm interação contínua com seu ambiente externo; o sistema reativo entra em 
ação nos instantes onde recebe um estímulo externo. 
0 sincronia: a hipótese de sincronia significa que as reações são instantâneas, como se os 
programas fossem executados numa máquina de velocidade infinita; as reações são 
consideradas atômicas e em conseqüência não interferem entre si. Nesta abordagem não 
há concorrência entre as reações, o que elimina uma fonte de não-determinismo. 
0 comunicação por difusão instantânea: a comunicação entre componentes (ou módulos) 
segue o principio da difiisão instantânea; um sinal emitido é visto no mesmo instante da 
sua emissão por todos os receptores. 
0 determinismo: das características anteriores decorre que este modelo é determinista, o 
que tem como resultado a simplificação das programações reativas. 
3.5.2 Esterel como Linguagem de Desenvolvimento: Uma Justificativa 
da Escolha 
A linguagem Esterel (descrita mais em detalhe no Apêndice A) é adotada para a especificação de
~ mecanismos de sincronizaçao multimídia neste documento. As principais motivações para a 
escolha de Esterel são as seguintes: 
0 É uma linguagem de alto nível, definida com uma semântica formal precisa, apropriada 
para as fases de especificação e desenvolvimento de sistemas reativos tempo-real 
[Jagadeesan95]. ' 
0 A abordagem sincrona permite uma abstração simples e elegante na modelagem dos 
problemas de concorrência e tempo-real nos sistemas multimídia. Assim por exemplo, os 
fluxos de dados podem ser modelados como sinais e eficientemente manuseados pelas 
construções temporais oferecidas pela linguagem. O tempo pode ser tratado como mais 
um sinal do sistema, e manuseado com as mesmas construções temporais dos outros sinais 
resultando isto num tratamento homogêneo dos aspectos temporais da especificação.
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0 As técnicas de compilação de especificações Esterel geram autômatos de estado finito 
deterministas nos quais o paralelismo e a comunicação, expressos no formalismo, 
desaparecem; em decorrência disto, estes autômatos apresentam um grau elevado de 
eficiência e previsibilidade temporal. 
0 Permite provas e verificação das especificações em Esterel sobre o autômato que é gerado 
pela especificação e que será executado, ,e não simplesmente sobre a especificação, como 
em outras técnicas, seguindo o lema WYPIWYE (VW1at You P_rove Is What You Execute) 
[Berry88]. 
0 A forte orientação de Esterel à implementação faz com que a especificação de sistemas 
requer a identificação e definição de todos os elementos necessários para a geração de um 
código executável. Esta exigência pode representar um enorme ganho em experiência e 
conhecimento das questões ligadas à implementação de técnicas de. sincronização 
multimídia. . 
Cabe mencionar que as implementações geradas a partir de especificações que seguem a 
abordagem síncrona apresentam as mesmas características de eficiência e previsibilidade 
anteriormente citadas, desde que a hipótese de aplicação desta abordagem continua verificada em 
tempo de execução. 
Finalmente, encontram-se dificuldades em aplicar um modelo estritamente síncrono em caso de 
aplicações distribuidas. O modelo computacional apresentado em [Stefani92], que mistura 
elementos das abordagens síncronas e assincronas, representa uma alternativa para a aplicação do 
modelo síncrono ao caso de sistemas distribuídos. 
i
_ 
3.5.3 O Ambiente de Desenvolvimento 'para a Linguagem Esterel 
O compilador Esterel versão 4.41 foi utilizado para a compilação das especificações neste 
trabalho. A compilação produz a implementação em linguagem C do autômato que representa a 
especificação. O código gerado requer um certo código auxiliar, ou interface de tratamento de 
dados, que define õs tipos, constantes, funções e procedimentos declarados na especificação. 
Para a execução direta, requer-se adicionalmente do código de interface de execução, que
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detecta sinais de entrada, ativa o autômato e realiza ações de saída. O código da interface de 
manuseio de dados e de execução deve ser escrito pelo usuário. 
A versão 4.41 de Esterel também permite a simulação interativa do autômato gerado pelo 
compilador, através da sua extensão com um certo código de simulação. Este código estendido é 
também 
_ 
gerado pelo compilador, e deve ser ligado (linked) com um código adicional de 
simulação, contido numa biblioteca, para gerar um arquivo executável ou simulador. Desta forma, 
o código simulado é igual ao código executável, seguindo o lema WYPIWYE (What You Prove 
Is What You Execute) [Berry88]. 
No processo de simulação o usuário gerasinais de entrada e o simulador responde apresentando 
sinais de saída e informação opcional sobre o estado interno do autômato, sinais intemos e valor 
de variáveis, conforme solicitado pelo comando trace. 
Alternativamente, é possível utilizar para a simulação o autômato gerado pelo compilador (em 
código C), acrescentado com uma interface de execução escrita pelo usuário, p. ex., encarregada 
de gerar estatísticas. 
3.5.4 A Metodologia Proposta 
A metodologia proposta é baseada no princípio WYPIWYE (What You Prove Is What You 
Execute) e compreende três atividades básicas: modelagem, validação e avaliação de desempenho. 
A modelagem consiste na especificação formal do comportamento do sistema multimídia. Esta 
atividade preocupa-se inicialmente pela partição funcional do sistema. Para isto é fimdamental, a 
identificação de comportamentos genéricos na forma de componentes básicos, que estimulem a 
reutilização e facilitem a composição correta e completa do sistema global. Deve ser definida uma 
interface destes componentes, que permita refletir diferentes condições de trabalho, p. ex. através 
da sua parametrização. O interesse principal da modelagem é centrado na concepção de módulos 
sincronizadores que encapsulem o comportamento tempo-real necessário para esta função. 
A validação do comportamento consiste em provar a correção da especificação e da conseqüente 
fiitura implementação. Propõe-se, neste trabalho realizar a validação através do processo de 
simulação, dada a forte orientação da linguagem Esterel à implementação e a equivalência entre 
código gerado e especificação Esterel. A simulação deve se preocupar inicialmente com a prova 
individual de componentes básicos,_ para posteriormente abordar a prova do sistema global,
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visando especialmente a validação do comportamento dos módulos sincronizadores. Nesta 
atividade devem ser definidos todos os componentes necessários para a geração de um código 
simulador, tais como fimções, tipos de dados, etc., conforme declarados na especificação Esterel. 
A avaliação de desempenho consiste na determinação da performance do sistema sob diferentes 
condições de trabalho. Esta atividade também é realizada por simulação e deve preocupar-se 
principalmente pela avaliação da qualidade de serviço resultante, gerando estatísticas que 
permitam uma análise apropriada.
` 
A integração destas três atividades compreende um processo iterativo que leva a autorização da 
implementação uma vez verificados a satisfação os requisitos e restrições de concepção inicias. 
3. 6 Conclusão 
Neste capítulo foi apresentada uma visão geral do problema do desenvolvimento formal de 
sistemas multimídia. Num primeiro lugar foram mostradas as principais motivações para a 
utilização de TDFS no desenvolvimento formal de software. No caso de sistemas multimídia, a 
presença das mídias contínuas nos levou a considerar um subconjunto de TDFs capazes de 
expressar as restrições de tempo-real inerentes à representação e tratamento destas mídias. São 
apresentadas algumas considerações que nos levaram finalmente a adotar Esterel como linguagem 
de especificação no desenvolvimento de sistemas multimídia baseados numa metodologia 
proposta neste documento.
4. Capítulo 4 
Modelagem em Estere/ de Técnicas de Sincronização 
Multimídia 
4. 1 Introdução
ç 
Neste capítulo, é mostrada a utilização da linguagem Esterel na especificação de problemas de 
sincronização em sistemas multimídia distribuídos. Inicialmente é abordado 0 problema da 
sincronização intra-fluxo. Uma primeira especificação de requisitos gerais permite a definição de 
vários cenários -particulares de problemas de sincronização neste domínio. Em seguida é 
apresentada a modelagem de cada um dos cenários de sincronização intra-fluxo. A seguir, 
apresentam-se de forma similar, cenários e modelos respectivos, nos don1ínios de sincronização 
inter-fluxo e 'multidestino. Finalmente, são apresentadas algumas conclusões sobre a 
representação em Esterel. 
4.2 Modelagem de Técnicas de Sincronização Intra-Fluxo 
4.2.1 Características Gerais do Problema: 
Conforme uma visão mais abstrata do problema de sincronização intra-fluxo, podem-se fonnular 
os seguintes requisitos gerais do sistema. » 
Requer-se a sincronização da apresentação de uma mídia contínua gerada num emissor remoto. A 
sincronização deve respeitar certas exigências de qualidade de serviço de apresentação, isto é, 
certos valores de máximo jítter e máxima latência (atraso fim-a-fim). A seguir são apresentadas as 
hipóteses do problema e os elementos do sistema (Figura 4.1): 
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Figura 4.1 Apresentação remota de uma mídia contínua.
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0 O Emissor, gera uma mídia continua na forma de um fluxo de dados interrelacionados 
temporalmente. 
0 O Canal de Transmissão, oferece garantias de qualidade de serviço tais como: garantia 
de largura de banda, limites inferior e superior de atrasos (na Figura 4.1, definidos como: 
Amin e Amax), perda de pacotes limitada, e seqüenciamento. Outrossim, o canal introduz 
um jitter, na transmissão de dados.
1 
0 O Receptor, visa a apresentação sincronizada da mídia contínua, quer dizer, a 
conservação das relações temporais dos dados gerados pelo emissor remoto, respeitando 
os requisitos de qualidade de serviço impostos pela aplicação. Em particular, faz~se 
necessário compensar o jitter, introduzido pelo canal de transmissão, e adicionalmente 
respeitar a qualidade de interatividade definida pela latência máxima de apresentaçao 
permitida. . 
Uma especificação mais concreta do sistema refere-se à hipótese de sincronização de seus 
relógios, elemento que em particular, determina as diferentes soluções do problema. Os requisitos 
atendidos assim variam, sendo que uma distinção especial é dada àquelas soluções que suportam 
exclusivamente fluxos periódicos e outras que, em geral, suportam qualquer tipo de fluxo. 
4.2.2 Os Cenários de Sincronização Intra-Fluxo 
Nesta seção- são apresentados alguns dos cenários correspondentes aos¬principais problemas de 
_. ~ sincronizaçao intra-fluxo. Sao apresentados cinco cenários distintos que reúnem requisitos sobre a 
qualidade de serviço e o tipo de mídia a sincronizar, assim como algumas restrições sobre o tipo 
de relógios do sistema. Paralelamente, são associadas certas soluções do problema de 
sincronização intra-fluxo para os cinco cenários. As soluções do problema de sincronização 
multimídia apresentadas, variam conforme a hipótese de sincronização de relógios do sistema; a 
medida que a hipótese de relógios é relaxada, os requisitos atendidos são cada vez mais 
restritivos. _
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4.2.2.1 Primeiro Cenário 
Especificação e Requisitos do Sistema 
Requer-se a sincronização da apresentação de uma mídia contínua gerada remotamente. O fluxo 
gerado não é necessariamente periódico. O canal de transmissão é considerado como totalmente 
confiável, e só garante um atraso de transmissão no intervalo [Am¡n, Amax]. Não é desejada a 
ocorrência de jitter na comunicação, e deve-se respeitar certa latência máxima de apresentação. 
Trata-se de um sistema de relógios comuns, i.e. relógios com mesma base b e deriva d. A 
estrutura deste sistema é apresentada na Figura 4.2. 
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Figura 4.2 Apresentação de uma mídia contínua num sistema de relógios comuns. 
Solução do Problema . 
O mecanismo de sincronização baseado em time-stamping, proposto em [Santoso93] e 
introduzido na seção 2.4.1.1, foi escolhido para a solução deste problema. 
Uma vez que o sistema possui um tempo global comum, a sincronização neste esquema é 
conseguida a partir de uma idéia simples. A entidade de sincronização emissora rotula cada 
unidade de informação com o tempo corrente no instante de seu envio. A entidade receptora, 
responsável da sincronização, armazena e entrega cada unidade de informação para apresentação, 
só após um tempo de apresentação alvo (TPT - Target Presentation Time), relativo a seu rótulo 
de tempo. O tempo de apresentação alvo, IPI fixo e igual ao máximo atraso fim-a-fim, Amax. 
Atendimento dos Requisitos: 
0 Neste esquema, nenhuma suposição é feita sobre a natureza das relações temporais entre 
os dados do fluxo. Isto é, o fluxo a sincronizar pode ser estocástico ou determinista.
` 
0~ Este esquema garante a não ocorrência de jitter na transmissão do fluxo.
-v 
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0 Neste esquema, a latência de apresentação é definida, e corresponde ao valor do tempo de 
apresentação alvo, aqui fixado ao valor do máximo atraso fim-a-fim. Assim, o requisito de 
latência máxima permitida é satisfeito sob a condição do canal garantir um atraso máximo, 
que seja menor ou igual à máxima latência permitida pela aplicação. 
4.2.2.2 Segundo Cenário 
Especificação e Requisitos do Sistema
_ 
Este cenário difere do anterior pelo fato de se tratar de um sistema de relógios a derivas comuns. 
A estrutura deste sistema é apresentada na Figura 4.3. 
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Figura 4.3 Apresentação de uma mídia contínua num sistema de relógios a derivas comuns. 
Solução do Problema 
O mecanismo de sincronização baseado em time-stamping proposto em [Santoso93] e 
introduzido na seção 2.4.1.1, foi escolhido para a solução deste problema. Neste esquema, a 
entidade de sincronização emissora rotula as IUs com o tempo corrente, segundo seu relógio 
local, no instante de seu envio. Entretanto, devido à hipótese de relógios a derivas comuns onde o 
tempo de emissor e receptor difere numa constante, a entidade de sincronização só pode calcular 
o tempo de apresentação de uma IUn, segundo o sua imediata anterior, IUn-1. Este tempo vem 
sendo dado pela diferença dos rótulos de tempo da IUn e [Un-1, mais o tempo de apresentação 
da IUn-1. Devido à impossibilidade do cálculo do tempo de apresentação da primeira IU, isto é, 
de seu atraso atual, o mecanismo assume um atraso atual igual a Amin, de maneira a introduzir 
um atraso inicial de compensação máximo (TPT - Amin) e assegurar a compensação do jitter. O 
tempo de apresentação alvo TPTé fixo e igual ao máximo atraso tim-a-fim, Amax. 
Atendimento dos Requisitos:
, 
0 Suporta-se a sincronização de fluxos estocásticos ou deterministas.
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0 O mecanismo garante a não ocorrência de jitter na transmissão do fluxo. 
0 Como conseqüência do relaxamento da hipótese de relógios, o mecanismo introduz uma 
imprecisão na latência de apresentação. Esta incerteza está compreendida no intervalo 
[Amax, 2*AmaX-Am¡n]. Assim, o requisito de máxima latência permitida é só estritamente 
satisfeito no caso do canal garantir atrasos máximo e mínimo, para os quais o limite 
superior do intervalo de incerteza, seja ainda menor ou igual á máxima latência permitida 
pela aplicação. Por exemplo, os valores de atrasos mínimo e máximo 10 e 15 ms, implicam 
o intervalo de incerteza de latência [15, 20] ms. Neste caso só os requisitos de latências 
iguais o superiores a 20 ms seriam estritamente satisfeitos pelo mecanismo. ' 
4.2.2.3 Terceiro Cenário 
Especificação e Requisitos do Sistema 
Este cenário difere do anterior (segundo cenário) apenas por se tratar da apresentação de um 
fluxo periódico. A estmtura deste sistema é apresentada na Figura 4.4. 
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Figura 4.4 Apresentação de um fluxo periódico num sistema de relógios a derivas comuns. 
Solução do Problema
V 
A técnica do prefetch, apresentada em [Dairaine94] e introduzida na seção 2.4.1.2, oferece uma 
solução a este problema. Neste esquema, é apenas necessário que o receptor ou entidade de 
sincronização receptora, armazene um certo número de IUs, antes da sua entrega a intervalos 
constantes e iguais ao período nominal do fluxo. Desta forma, introduz-se um atraso inicial que 
compensa ojitter de-rede, para evitara possibilidade de fome no receptor. . 
O valor do preƒetch (P) corresponde ao número de l"Us que permanecem armazenadas exatamente 
no inicio da apresentação e vem sendo dado por:
P = i-(Amax ' 
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Onde Gnom denota o período nominal do fluxo e a notação ixi indica o valor inteiro superior ou 
igual a x. 
Atendimento dos Requisitos: 
0 Neste esquema, o fluxo a sincronizar deve ser periódico. 
1' 
0 Garante-se a continuidade do fluxo, isto é, a não ocorrência de jítter de comunicação. 
0 Neste esquema, a latência de apresentaçao varia segundo o atraso atual da unidade de 
informação correspondente ao valor do prefetch. Assim, a latência de apresentação está 
compreendida no intervalo [9nOm*P+Am¡n, 9n0m*P+AmaX]. 
4.2.2.4 Quarto Cenário . 
Especificação e Requisitos do Sistema 
Este cenário difere do anterior por se tratar de um sistema de relógios a derivas constantes. Em 
d d ” fl f conseqüência, o perío o e geraçao do uxo (Gin), di ere do período da sua apresentação (GCM). 
A estrutura deste sistema é apresentada na Figura 4.5. 
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Figura 4.5 Apresentação de um fluxo periódico num sistema de relógios a derivas constantes. 
Solução do Problema 
A técnica do emulador de periodo proposta em [Dairaine94] e introduzida na seção 2.4.1.2, 
fomece a sincronização de fiuxos periódicos onde os periodos de produção e consumo são 
diferentes mas constantes (sistema de relógios a derivas constantes).
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O emulador de período evita a saturação ou fome do buffer receptor com operações periódicas: 
eliminar ou duplicar (delete/duplicate). Estas operações são realizadas sobre as TUs recebidas 
segundo seja o caso da diferença de periodos entre emissor e receptor. No caso de um período de 
produção, 9in, menor que o período de consumo, Gøut, ou seja, a situaçao onde a saturação do 
buffer é iminente, o emulador elimina do buffer uma IU por vez a intervalos de 
Gemu = (Bom * Gin) / (Bom - 6¡n). No caso de um período de produção maior que o período de 
consumo, i.e. na situação de potencial fome no receptor, o emuladon duplica uma IU por vez a 
intervalos dados por Gemu = (Gin * Gout) / (Gin - Gout). Estas operações delete ou duplicate 
conseguem respectivamente os efeitos de dilatação ou compressão do fluxo [Carmo93]. 
Adicionalmente, é utilizada a técnica do preƒetch para compensar o jitter de rede. 
Atendimento dos Requisitos: 
0 Neste esquema, o fluxo a sincronizar deve ser periódico. 
0 Garante-se a continuidade do fluxo, isto é, a não ocorrência de saturação ou fome no 
buffer receptor. ' 
0 Fomece-se a compensação da diferença de períodos através de operações periódicas 
delete ou duplicate conseguindo-se o efeito respectivo de dilatação ou compressão do 
fluxo. 
0 Neste esquema, a latência de apresentação varia segundo o atraso atual da unidade de 
informação correspondente ao valor do preƒetch (P). Assim, a latência de apresentação 
está compreendida no intervalo [6¡n*P+Am¡n, 9¡n*P+Amax]. 
4.2.2.5 Quinto Cenário 
Especificação e Requisitos do Sistema 
Requer-se a sincronização da apresentação de um fluxo periódico gerado num emissor remoto, 
sendo que o período de apresentação do dispositivo receptor, varia dentro dos limites 
[9m¡n, 9max]. O canal de transmissão é considerado como totalmente confiável, e garante um 
atraso de transmissão do fluxo no intervalo '[Am¡n, Amax]. Não são desejáveis gaps na
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apresentação, isto é, exige-se a continuidade do fluxo, sendo que é tolerado o jítter provocado 
pela variação de período do dispositivo de apresentação, e adicionalmente, um certo valor 
máximo da latência na apresentação. Trata-se de um sistema de relógios não sincronizados. A 
estrutura deste sistema é apresentada na Figura 4.6. 
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Figura 4.6 Apresentação de um fluxo periódico num sistema de relógios não sincronizados. 
Solução do Problema - 
O mecanismo apresentado em [Ramanathan93] e introduzido na seção 2.4.1.2, garante a 
sincronização de um fluxo periódico na presença do jitter de rede e de variações não 
deterministicas do período de apresentação do receptor. Assume-se que o receptor, (neste artigo 
chamado de mídiaƒone), é um dispositivo com a minima capacidade de apresentação e sem a 
sofisticação para implementar algum mecanismo de sincronização. Neste esquema, um emissor 
(Servidor Multimídia) fomece a sincronização utilizando pequenas mensagens de realimentação, 
enviados desde o receptor, que lhe permitem estimar os tempos atuais de apresentação de cada 
unidade de informação. Baseado- nesta informação o emissor determina os tempos mínimo e 
máximo de envio de IUs posteriores visando evitar saturação ou fome no bufler do receptor. 
Assim, este esquema garante a continuidade do fluxo mas precisa de um canal adicional para o 
transporte de mensagens de realimentação. 
Atendimento dos Requisitos: 
0 Neste esquema, o» fluxo a sincronizar deve ser periódico. 
0 Garante-se a continuidade do fluxo, sendo que a ocorrência de jitter na apresentação é 
inevitável, e depende da variação inerente ao dispositivo de apresentação do fluxo; 
Entretanto, este drift é geralmente desprezível.
V
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0 A latência de apresentação varia segundo o atraso atual da unidade de informação 
correspondente ao valor do prefetch. 
4.2.3 Modelagem dos Módulos Genéricos 
Esta seção apresenta a modelagem dos módulos genéricos necessános para todos os cenários. 
4.2.3.1 O Modelo do Canal de Transmissão 
O canal de transmissão foi concebido como um canal confiável (sem perda, corrupção ou 
reordenação dos dados). O comportamento deste canal é modelado como uma fila que suporta a 
ocorrência de entradas e saidas simultâneas. O atraso atual dos dados, segue uma função de 
distribuição uniforme dentro dos limites mínimo e máximo exigidos. Pressupõe-se que o canal 
oferece suficiente largura de banda. 
A. Estrutura do Modelo do Canal de Transmissão › 
O canal de transmissão foi modelado como um módulo Esterel, composto de quatro componentes 
paralelos, neste documento chamados de threads. A estrutura do modelo do canal de transmissão 
é mostrada na Figura 4.7. “ 
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Figura 4.7 Estrutura do modelo do Canal de Transmissão. 
A interface extema (entrada e saída) do módulo vem sendo dada pelos sinais: 
° in_ch, sinal de entrada que indica a chegada de uma IU ao canal de transmissão. 
° out_ch, sinal de saída do tipo elt_type. Indica a saida de uma IU 'do canal.
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0 ms, sinal periódico de entrada, gerado cada milisegundo por um relógio extemo ao 
sistema. ' 
Para a comunicação entre threads sao utilizados os seguintes sinais internos: 
0 update, sinal que indica a atualização da fila. Este sinal é emitido para cada saída ou 
entrada de IUs na fila do canal. 
0 remove, sinal de indicação do instante de saida de uma IU do canal e assim, da fila. 
Este sinal é emitido simultaneamente com o sinal update. 
0 next_wait, sinal que quantifica o tempo de espera do elemento na frente da fila. 
0 t, sinal que indica o tempo atual do relógio intemo. 
O comportamento de cada thread pode ser descrito assim:
_ 
1) O primeiro thread, encarrega-se de coordenar a entrada das IUs na fila emitindo um sinal 
(update) para cada chegada ao canal, isto é, cada vez que um sinal extemo de entrada (ín_ch) 
for emitido.
`
~ 
2) O segundo thread, tem duas funçoes: i) manusear diretamente a fila (queue), operando a 
entrada e saída de cada IU e ii) calcular seu atraso atual. Este thread é ativado cada vez que o 
sinal update é emitido. 
3) O terceiro thread, encarrega-se de coordenar a saída de IUs da fila fazendo as vezes de 
temporizador, isto é, para cada emissão do sinal next_waít, o thread aguarda um tempo 
equivalente ao valor deste sinal, e imediatamente emite os sinais update e remove, os quais 
produzem a saída da IU em questão.
E 
4) O quarto thread, corresponde à instanciação de um relógio local, que fomece o valor do 
tempo atual utilizado para o cálculo dos tempos de espera. O relógio é reconhecido como mais 
um módulo de uso geral e será apresentado na seguinte seção. 
B. Especificação Completa do Canal de Transmissão 
module Canal: 
constant 
D_MIN, D_MAX, SIZE_CH: integer, 
TRUE, FALSE: boolean; .
type 
elt_type, queue_type, -queue_type_int; 
input 
in_ch(elt_type), ms; 
Output 
out_ch(elt__type); 
function _ 
new_q(integer): queue_type, 
top__q(queue_type): elt_type, 
empty_q(queue_type): boolean, 
new_q_int(integer): queue_type_int, 
top_q_int(queue_type_int): integer, 
calc_delay(integer, integer, integer, integer): integer;
' 
procedure 
in_q (queue_type) (elt_type), 
<›UI_q(queu¢_1yp¢) O, , 
in_q_int (queue_type_int) (imeger), 
out_q_int (queue_type_int) ();
A 
signal update, remove, next_wait(integer), t(integer) in 
every in_ch do emit update end % thread coordenador de entradas no canal 
var queue: queue__type, % thread de operações de entrada e saida 
t_queue: queue_type_int, 
_ 
% e cálculo de atrasos atuais. 
new_wait: boolean in 
queue:= new_q(SIZE_CH+l); t_queue:= new_q_int(SIZE_CH+l); 
every update do ' 
new__wait:= FALSE; _ 
present in_ch then 
if (empty_q(queue)) then new_wait:= TRUE end; 
call in_q (queue) (?in_ch); call in__q_int (t_queue) (?t) 
end; 
present remove then
A 
emit' out"_ch(top_q(queue)); 
call out__q (queue) (); call out_q_int (t_queue) (); 
if (not(empty_q(queue))) then new__wait:= TRUE end 
. end; 
if (new_wait) then 
emit next_wait(calc__delay(top_q_int(t_queue), ?t, D_MIN, D_MAX)) 
end 
end every 
end var 
loop % thread coordenador de saídas do canal 
await immediate next_wait; 
await (?next_wait) ms; 
emit update; emit remove 
end 
II
V 
copymodule Relogio [signal t/curr_time] › % thread relógio
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end signal 
end module 
Na seqüência, de forma a completar a descrição do canal de transmissão, descrevem-se as 
declarações utilizadas. 
C. Declarações 
As constantes utilizadas são as seguintes: 
0 D~MIN e D_MAX, indicam respectivamente os atrasos mínimo`e máximo de transmissão. 
0 SIZE_CH, indica o comprimento da fila do canal. 
Três tipos de dados são utilizados: 
0 elt_type, representa o tipo de unidade de informação do fluxo a transmitir. 
0 queue_type, caracteriza o tipo de fila que armazena dados tipo elt_type. Esta fila é 
definida extemamente como uma fila finita, de elementos de tamanho fixo. 
0 queue_type_1`nt, é um tipo de fila auxiliar, que armazena os tempos de entrada das lUs 
na fila, utilizados para o posterior cálculo de seus atrasos. 
Finalmente, as seguintes funções e procedimentos são ainda utilizados como suporte para a 
especificação: 
0 new_q(), permite criar uma fila de dados tipo elt_type. 
0 top_q(), consulta o elemento na frente da fila. 
0 empty_q(), consulta o estado da fila: vazia ? 
0 new_q_int(), permite criar uma fila de dados tipo Integer. 
0 top_q_int(), consulta o elemento na frente da fila de inteiros. 
0 calc_delay(), calcula os atrasos dos dados enviados pelo canal respeitando os limites 
de atraso mínimo e máximo exigidos, e a correta seqüência dos dados. Os atrasos 
atuais são calculados conforme uma função de distribuição uniforme.
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0 in_q(), insere na fila uma unidade de informação tipo elz_type. 
0 out_q(), extrai da fila uma unidade de informação tipo elt_type. 
0 ín_q__int(), insere um dado na fila de inteiros. 
0 out_q__int(), extrai um dado da fila de inteiros. 
4.2.3.2 O Modelo do Relógio ‹ 
O relógio é modelado, em realidade, apenas como um contador de sinais periódicos fornecidos 
por um relógio extemo ao sistema. O tempo atual fomecido pelo relógio vem sendo dado assim 
pelo número corrente de ticks recebidos mais uma base de tempo própria do relógio. 
Este módulo recebe como entrada o sinal periódico ms, ou tick de milisegundos, emitido pelo 
relógio externo. O sinal de saida curr_time contém o valor do tempo atual em milisegundos. O 
relógio utiliza como base de tempo o parâmetro CLOCK~SEED. 
Especificação do Relógio 
module Relogio: 
constant 
CLOCK_SEED: integer; 
input 
ms; 
output 
curr_time(integer); 
var cur:= CLOCK_SEED: integer in
_ 
every ms do 
cur:= cur +1;z 
emit curr_time(cur) 
end 
end var 
end module 
4.2.4 Modelagem dos Cenários de Sincronização Intra-Fluxo 
4.2.4.1 O Modelo do Primeiro Cenário 
Estrutura da Especificação 
A estrutura modular da especificação em Esterel é mostrada na Figura 4.8. Neste modelo do 
sistema tem-se os seguintes módulos:
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~ Emissor, que gera um fluxo, rotulando cada unidade de informação, segundo o tempo 
fornecido por seu relógio local cuja base de tempo é b. ' 
0 Canal de transmissão, que introduz variações de atraso no intervalo [Am¡n, Amax], e cujo 
modelo já foi apresentado. 
0 Sincronizador, que reconstrui o fluxo através da compensação do jítter de rede, baseado 
na perc ` 
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epçao de tempode seu relógio local, cuja base de tempo é b. 
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Figura 4.8 Estrutura modular Esterel do primeiro cenário de sincronização intra-fluxo. 
A comunicação entre os módulos é a seguinte: 
Para cada item de informação a transmitir, o emissor envia o sinal in_ch ao canal, carregando a 
IU rotulada com o tempo corrente. O sinal in_sync é emitido pelo canal ao sincronizador uma vez 
finalizada a transmissão. Oportunamente o sincronizador, no receptor, emite o sinal play 
carregando a IU a ser apresentada num- dispositivo de apresentação externo ao sistema. O sistema 
recebe como entrada o sinal periódico ms (tick de milisegundos) o qual é utilizado pelos relógios 
locais de emissor e receptor para fornecer o tempo atual. 
Modelagem do Emissor 
A especificação do emissor é simples. Neste caso o emissor modela o envio de um fluxo de 
período TETA. Por simplicidade é representado a rotulagem das IUs dentro do mesmo emissor 
(tarefa que em verdade deve ser executada pela entidade de sincronização emissora). Pressupõe- 
se que o tipo de dado e1t_type possui um campo adicional para armazenar o rótulo de tempo.
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O módulo tem como entrada o sinal periódico ms, representando a passagem do tempo em 
milisegundos. O sinal out_src é utilizado como sinal de saída e contém, como informação, as IUs. 
Adicionalmente é utilizado o sinal intemo t, que representa o tempo atual no emissor. Este sinal é 
produzido por um relógio local que corresponde a uma instância do módulo genérico Relógio. 
Este relógio local possui uma base de tempo, SOURCE_CLOCK_SEED, neste caso igual à. base 
de tempo do relógio do receptor, S_INK_CLOCK_SEED, cujo valor é b (veja Figura .4.8)_._ Uma 
vez que ambos relógios tem a mesma base (b), e compartilham o sinal de entrada (ms), i. e. 
possuem a mesma freqüência, o modelo é consistente com a hipótese de relógios comuns. 
O corpo da especificação do.emissor é composto pela seqüência de ações: obter, carimbar e 
enviar cada elemento, seguida de uma espera equivalente ao período do fluxo. Esta seqüência é 
repetida continuamente. A função get_elt() permite obter as IUs, enquanto 0 procedimento 
write_stamp() é utilizado para carimbar as IUs com o tempo atual t, no instante de seu envio. 
A especificação do Emissor é a (seguinte: ' E 
module Emissor: V 
constant 
TETA, ~ 
SOURCE_CLOCK_SEED: integer; 
ty-pe › _ 
elt_type; 
input 
ms; 
output 
out_src(elt_type); 
function 
get_elt(): elt_type; 
procedure 
write_stamp (elt_type) (integer); 
signal t(integer) in 
var elt: elt_type in 
await ms; 
loop " 
elt;= get__elt(); 
call write_stamp (elt) (?t); 
emit out_src(elt); 
await TETA ms 
end 
end var 
' 
_
' 
II
` 
copymodule Relogio [signal t/curr_time; 
constant SOURCE_CLOCK_SEED/CLOCK_SEED] 
end signal `
_ 
end module
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Modelagem do Sincronizador 
O comportamento do sincronizador neste caso é similar àquele representado no caso do canal de 
transmissão, no sentido de que a compensação do jitter de rede, é conseguida através da retenção 
das IUS, num bujfer de política FIFO (First-In-First-Out), até um certo instante de liberação. O 
sincronizador deve também suportar a possibilidade de entradas e saidas simultâneas de IUs. 
Entretanto, no sincronizador, uma unidade de informação pode precisar ser entregue no mesmo 
instante de sua chegada quando experimenta um atraso "atual igual ao valor do tempo de 
` ú a , apresentação alvo, TPT. O calculo do tempo de retenção das 1"Us, no sincronizador, e baseado 
nos rótulos de tempo que lhes acompanha. Desta fonna, não é necessária uma fila auxiliar como 
aquela utilizada pelo canal de transmissão. ' 
A. Estrutura do Modelo do Sincronizador - 
A estrutura do modelo do sincronizador é mostrada na Figura 4.9. 
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Figura 4.9 Estrutura do modelo do sincronizador do primeiro cenário de sincronização intra-fluxo. 
Esta especificação é composta de quatro threads instanciados em paralelo para cuja comunicação 
são declarados os seguintes sinais internos: 
0 update, sinal que indica a atualização do buffer. Este sinal é emitido para cada saída ou 
entrada de 1Us no buffer do sincronizador. . , 
0 playback, sinal que indica o instante da apresentação de uma IU e da sua conseqüente 
saída do buffer. Este sinal é emitido simultaneamente com o sinal update.
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0 next_wait, sinal que quantifica o tempo de retenção do elemento na frente do buffer. 
O comportamento dos threads é mostrado a seguir: 
1) O primeiro thread, encarrega-se de coordenar a entrada de IUs no bujfer emitindo o sinal 
update para cada chegada ao sincronizador, isto é, cada vez que o sinal extemo de entrada 
in_sync seja emitido. 
2) O segundo thread, tem duas funções: i) fomecer diretamente a entrada e saída de IUs do 
buffer e ii) calcular seu tempo de retenção. Este thread é ativado cada vez que o sinal update é 
emitido.
' 
0 A entrada de uma IU no buffer é produzida na presença simultânea dos sinais update e 
in_.sync. 
0 A saída de uma IU do buffer ocorre na presença simultânea dos sinais update e 
playback. O sinal de saída play é emitido carregando como informação a IU em 
questão. 
0 O cálculo do tempo de retenção da IU é conseguido pela relação: 
tempo de retenção = rótulo de tempo + T PT - tempo atual 
Este cálculo é realizado cada vez que uma IU passa à frente do buffer, ou seja, cada vez 
que a variável new_waít é verdadeira. O tempo de retenção calculado é então difundido 
pelo sinal interno next_wa1`t. Entretanto, para IUs chegando ao sincronizador noúltimo 
instante, isto é, com tempo de retenção igual a zero, 0 sinal playback é emitido, 
permitindo sua atual apresentação nesse mesmo instante. 
3) O terceiro thread, encarrega-se de coordenar a apresentação de IUs agindo como um 
temporizador. Assim, para cada emissão do sinal next_wait, o thread aguarda um tempo 
equivalente ao valor deste sinal, quer dizer, ao tempo de retenção necessário para compensar o 
jitter de rede. Terminada esta espera o thread emite os sinais update e playback o quais 
produzem a apresentação (sinal play), e saída do buffer, da IU em questão. 
4) O quarto thread, corresponde à instanciação de um relógio local, que fomece o valor do 
tempo atual utilizado para o cálculo dos tempos de retenção.
B. Especificação Completa do Sincronizador 
module Sincronizador: 
constant 
TPT, SIZE_BUFF, SlNK_CLOCK_SEED: integer, 
TRUE, FALSE: boolean; ` 
type 
elt_type, queue_type; 
input 
in_sync(elt_type), ms; 
output 
play(elt_type); 
function ' 
read_stamp(elt_type): integer, 
new_q(integer): queue_type, 
top__q(queue_type): elt_type, 
empty__q(queue_type): boolean; 
procedure 
in_q (queue_type) (elt_type), 
out_q (queue_type) (); 
signal update, playback, next_wait(integer), t(integer) in 
every in_sync do emit update _end % Thread coordenador de entradas 
II
“ 
var buff: queue_type, new_wait: boolean in % Thread de operações no buñ`er 
bufl`:= new_q(SIZE_BUFF+1); % e do cálculo do tempo de retenção 
every update do ' - 
new_wait:= FALSE; 
present in_sync then 
if (¢mPty_q(bufi)) then . 
if (read_stamp(?in_sync) + TPT - ` ?t = 0) then emit playback 
else new_wait:= TRUE end 
- end; 
call in_q (buft) (?in_sync) 
end; 
present playback then 
emit play(t<›P_<1(bufl)); 
call out_q (bufi) (); ' 
if (not(empty_q(buñ))) then new_wait:= TRUE end 
end;
_ 
if (new_wait) then emit next_wait(read_stamp(top_q(bufl)) + TPT - ?t) end 
end every 
end var 
II 
. loop % Thread coordenador de saídas 
await immediate next_wait; 
await (?next_wait) ms; 
emit update; emit playback 
end 
II 
_
_ 
copymodule Relogio [signal t/curr__time; constant SINK_CLOCK_SEED/CLOCK_SEED] 
end signal 
end module
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Na seqüência, de forma a completar a descrição do sincronizador, descrevem-se as declarações 
utilizadas. 
C. Declarações
_ 
As seguintes constantes são declaradas: 
° TPT, tempo de apresentação alvo (Target Presentation Time). 
° SIZE_BUFF, comprimento do buffer do sincronizador. ` 
_° SINK_CLOCK_SEED, base de tempo do relógio do receptor. 
Os tipos utilizados são: 
0 elt_type, tipo de unidade de informação, ou unidade de dado, do fluxo a sincronizar. 
0 queue_type, tipo de buffer que armazena dados tipo eltgtype. 
Além das fimções e procedimentos necessários para o manuseio da estrutura de dados fila, é 
declarada a fiinção read_szamp(), que permite consultar os rótulos de tempo de cada IU recebida. 
Modelagem do Sistema Global 
Finalmente o módulo principal da especificação cria em paralelo instâncias dos módulos Emissor, 
Canal e Sincronizador. Para e_x_emplificar este primeiro cenário, escolhem-se os dados seguintes: 
O emissor envia um fluxo de áudio com período igual a 30 ms. O canal garante atrasos mínimo e 
máximo de 10 e 15 ms respectivamente, ou seja introduz um jitter de 5 ms na transmissão de cada 
amostra de áudio. O Sincronizador é instanciado com um TPT igual ao máximo atraso do canal 
(15 ms), e com um tamanho de buffer capaz de conter no máximo 1 amostra de áudio. O 
mecanismo de sincronização compensa o jitter de rede e garante uma latência de apresentação 
igual a 15 ms. 
module Fhmo: 
ÍYPC 
elt_type; 
input 
ms; 
output 
play(elt_type); 
signal out_src(elt_type), in_sync(elt_type), t(integer) in 
copymodule Emissor [constant 30/TETA]
ll
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copymodulc Canal [signal out_src/in_ch, in_sync/out_ch; 
constant 10/D_MlN, 15/D_MAX] 
II 
copymodulc Sincronizador [constant 15/T PT, l/SlZE_BUFF] 
end signal
_ 
end module 
4.2.4.2 O Modelo do Segundo Cenário 
Estrutura da Especificação em Esterel 
A estrutura modular da especificação em Esterel é mostrada na Figura 4.10. Neste modelo do 
sistema tem-se os seguintes módulos: ' 
0 Emissor, que gera um fluxo, rotulando cada unidade de informação, segundo o tempo 
fornecido por seu relógio local de base de tempo é b1 , e cujo modelo já foi apresentado no 
. . , . primeiro cenario. 
0 Canal de transmissão, que introduz variações de atraso no intervalo [Am¡n,Amax]. 
0 Sincronizador, que reconstmi o fluxo através da compensação do jitter de rede, baseado 
na percepção de tempo de seu relógio local, cuja base de tempo é b2.
' 
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Figura 4.10 Estrutura modular Esterel do segundo cenário de sincronização intra-fluxo. 
A comunicação entre os módulos é a seguinte: 
Para cada item a transmitir, o emissor envia o sinal in_ch ao canal, carregando a IU rotulada com 
o tempo corrente segundo seu relógio local. O sinal in__óync é emitido pelo canal ao sincronizador 
uma vez finalizada a transmissão. Oportunamente, _o..si'ncronizador emite o sinal play carregando
V 
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como valor a IU a ser apresentada pela aplicação receptora. O sistema recebe como entrada o 
sinal periódico ms (tick de milisegundos) o qual é utilizado pelos relógios locais de emissor e 
ICCCPIOI para fOI`l'l8C€l` O I€mpO atual. 
Modelagem do Sincronizador 
A especificação deste sincronizador é similar àquela do sincronizador sob a hipótese de relógios 
comuns. A diferença se encontra basicamente no cálculodo tempo de retenção das IUs. Esta 
seção ressaltará este aspecto. . 
A. Estrutura do Modelo do Sincronizador 
Esta especificação é composta de quatro threads, instanciados em paralelo, cuja comunicação é 
dada através dos sinais internos update, playback, next_wait e t. Estes sinais, assim como a 
funcionalidade dos threads, já foram introduzidos na descrição do sincronizador do cenário 
anterior (veja na seção 4.2.4.1). 
Entretanto, neste caso o comportamento do segundo thread difere basicamente no cálculo do 
tempo de retenção das IUs. Na presença simultânea dos sinais update e in_sync, este thread 
realiza inicialmente o cálculo do tempo de apresentação da IU atual (curr_I Up), segundo dois 
casos: 
'
- 
0 No caso de tratar-se da primeira IU, o tempo de apresentação vem sendo dado por: 
curr_IUp = t + TPT - D_1l/[IN - . 
0 Para qualquer outra IU, o tempo de apresentação eqüivale a: 
curr_I Up = last_I Up + curr_I Us - last_I Us 
Onde 1ast_lUp, é o tempo de apresentação da IU imediatamente anterior à IU atual; 
curr_I Us, é o rótulo de tempo da IU atual; e 1ast_I Us, corresponde ao rótulo de tempo da 
IU imediatamente anterior à IU atual. 
Uma vez feito este cálculo, a IU é rotulada com seu tempo de apresentação. No caso de ser este 
tempo igual ao tempo atual, o sinal playback é emitido para a apresentação da IU nesse mesmo 
instante. Produz-se então a entrada da IU no bufler do sincronizador. Quando a IU passa à frente 
do buffer, é realizado o cálculo de seu tempo de retenção através da seguinte relação:
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tempo de retenção = tempo de apresentação - tempo atual 
Onde o tempo de apresentação da IU é obtido de seu rótulo de tempo, atualizado no instante da 
entrada da IU ao sincronizador. 
B. Especificação Completa do Sincronizador 
module Sincronizador: 
constant 
TPT, D_1vnN, sIzE_BuFF, sI1×u<_cLoc1<_sEEDz'âmeg¢r, 
TRUE, FALSE: boolean;
` 
type R 
elt_type, queue_type; 
input 
in_sync(elt_type), ms; 
output 
play(elt_type); 
function 
read_stamp(elt_type): integer, 
new_q(integer): queue_type, 
top_q(queue_type): elt_type, . I 
empty_q(queue_type): boolean; 
procedure 
_ _ 
~
_ 
write_stamp (elt_type) (integer), 
in_q (queue_type) (elt_type), 
OULQ (<1U¢U¢_IYP¢) (); 
signal update, playback, next_wait(integer), t(integer) in 
every in_sync do emit update end % thread de coordenador de entradas 
II 
var elt: elt_type, bufl`: queue_type, % thread de operações no bufl`er 
new_wait, first:= TRUE: boolean, % e cálculo do tempo de retenção 
curr_IUs, last_IUs, curr_IUp, last_IUp: integer in 
bufi`:= new_q(SIZE_BUFF+l);
A 
eyery update do
L 
new_wait:= FALSE; 
present in_sync then 
elt:= ?in_sync; 
curr_IUs:= read_stamp(elt); 
if (first) then 
curr_IUp:= ?t + (TPT - D_MIN); 
first:= FALSE 
else " 
curr_IUp:= last_lUp + curr_IUs - last_IUs 
end; 
call write_stamp (elt) (curr_IUp); 
if (empty_q(buñ)) then 
if (read__stamp(elt) = '?t) then emit playback 
.zelse new_wait:= TRUE end 
end; 
call in_q (bufl) (elt); 
last_IUp:= curr__IUp; 
'last_IUs:= curr_IUs 
end; 
present playback then
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emit play(top_q(bufl)); 
call out_q (bufl) (); 
if (not(empty_q(buñ))) then new_wait:= TRUE end 
end; 
if (new_wait) then emit next_wait(read_stamp(top_q(buñ)) - ?t) end 
end every
_ 
end var 
Il 
' loop % thread coordenador de saídas 
await immediate next_wait; 
await (?next_wait) ms; 
emit update; emit playback 
end ` 
ll 
copymodule Relogio [signal t/curr_time; constant SINK_CLOCK_SEED/CLOCK_SEED] 
end signal 
end module '
_ 
Neste modelo, além das declarações já introduzidas no cenário anterior é utilizada a constante 
D_MIN, a qual representa o atraso minimo de transmissão do fluxo. Adicionalmente, o 
procedimento write_stamp(), é utilizado para escrever os rótulos de tempo. . 
Modelagem do Sistema Global - 
O módulo principal da especificação cria em paralelo instâncias dos módulos Emissor, Canal e 
Sincronizador. Para exemplificar este segundo cenário, escolhem-se os dados seguintes: O 
emissor envia um fluxo de vídeo com período igual a 40 ms. O canal garante atrasos minimo e 
máximo de 10 e 15 ms respectivamente, ou seja introduz um jitter de 5 ms na transmissão de cada 
quadro de vídeo. O' Sincronizador é instanciado com um TPT igual ao máximo atraso .do canal 
(15 ms), e coin"um tamanho de bufler capaz de conter no máximo 1 quadro de vídeo. Finalmente, 
a base de tempo dos relógios de emissor e receptor diferem em 5 ms, isto é, 
SOURCE__CLOCK__SEED = O, enquanto, SINK_CLOCK_SEED = 5. O mecanismo de 
sincronizaçãocompensa o jitter de rede e garante uma latência de apresentação compreendida no 
intervalo [15, 20] ms. 
module Fluxo: 
type 
elt_type; 
input 
ms; 
output 
play(elt_type); 
signal out_src(elt_type), in_sync(elt__type) in 
copymodule Emissor [constant 40/TETA, O/SOURCE_CLOCK_SEED] 
II › 
copymodule Canal [signal out_src/in_ch, in_sync/out_ch;
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constant lO/D_MIN, 15/D_MAX] 
PT 10/D MIN l/SIZE BUFF 5/SINK CLOCK SEED] 
ll 
copymodule Sincronizador [constant 15/T , _ , _ , _ _ 
end signal 
end module 
4.2.4.3 O Modelo do Terceiro Cenário 
Estrutura da Especificação em Esterel 
A estrutura modular da especificação em Esterel e' mostrada na Figura 4.11. Neste modelo do 
sistema tem-se os seguintes módulos: ' 
0 Emissor, que produz um fluxo de período nominal Gnom. 
0 Canal de transmissão, que introduz variações de atraso no intervalo [Am¡n,Amax]. 
0 Sincronizador, que compensa ojítter de rede e entrega o fluxo ao período de apresentação 
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Figura 4.11 Estrutura modular Esterel do terceiro cenário de sincronização intra-fluxo. 
Modelagem do Emissor 
Este emisso r limita-se ao envio de TUs segundo o período TETA. Neste caso não são necessários 
os rótulos de tempo. Observe-se que o fato de que emissor e sincronizador compartilhem o 
mesmo sinal ms, modela a hipótese de relógios a den'vas comuns. 
module Emissor: 
constant 
TETA 
ÍYPC 
: integer;
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elt_type; 
input 
ms; 
output 
out_src(elt_type); 
function 
get__elt(): elt_type; 
await ms; 
loop 
emit out__src(get¿elt()); 
await TETA ms 
end ‹ 
end module 
Modelagem do Sincronizador 
A. Estrutura do Modelo do Sincronizador 
O modelo deste sincronizador é estruturalmente similar aos modelos dos sincronizadores dos 
cenários anteriores. Esta estrutura é mostrada na Figura 4.12. 
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Figura'4.12 Estrutura do modelo do sincronizador do terceiro cenário de sincronização intra-fluxo. 
O comportamento deste sincronizador é definido por três threads compostos em paralelo sendo 
que o primeiro thread já foi introduzido no primeiro cenário. 
1. O segundo thread fomece a entrada e saída de IUs do buffer, e determina o inicio da 
apresentação: 
0 A entrada de uma IU no buffer é produzida na presença simultânea dos sinaisupdatee 
i 
1`n_.sync. Para um número de entradas equivalente ao valor de PREFETCH + 1, o sinal 
playback é emitido, ocasionado o inicio da apresentação.
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0 A saída de uma IU do buffer ocorre na presença simultânea dos sinais update e playback. 
O sinal de saída play é emitido carregando como informação a IU em questão. 
2. O terceiro thread age como temporizador conforme o período de apresentação TETA. Isto é, 
os sinais update e playback são emitidos a intervalos dados pelo valor de TETA. O sinal 
playback faz com que este thread seja iniciado. 
B. Especificação Completa do Sincronizador ‹ 
module Sincronizador: 
constant
' 
PREFETCH, V -- . 
TETA, ' 
SIZE_BUFF: integer, 
TRUE, FALSE: boolean; 
type 
elt_type, queue__type; 
input 
in_sync(elt_type), ms; 
output
` 
play(elt_type); 
function 
'new_q(integer): queue_type, 
top_q(queue_type): elt_type, 
n_q(queue_type): integer; 
procedure _ 
in_q (queue_type) (elt_type), 
out_q (queue__type) (); 
signal update, playback in 
every in_sync do emit update end 
II 
var buffer: queue_type, ñrst:= TRUE: boolean in 
buffer:= new_q(SIZE_BUFF+l); 
every update do z 
present in_sync then 
call in_q (buffer) (?in_sync); 
if (first and n_q(bufl`er) = PREFETCH + l) then 
first:= F ALSE; emit playback 
end - 
end; . _ 
present playback then
_ 
emit play(top_q(buffer)); 
call out_q (buffer) () 
end 
end every 
end var 
II
l 
await playback' 
every TETA ms do 
emit update; emit playback 
end
9 
' >f
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end signal 
end module 
Modelagem do Sistema Global 
O módulo principal da especificação cria em paralelo instâncias dos módulos Emissor, Canal e 
Sincronizador. Neste caso, escolhe-se para exemplificar, um emissor que envia um fluxo de vídeo 
com período igual a 40 ms. O canal garante atrasos minimo e máximo de 10 e 15 ms 
respectivamente (jitter de 5 ms). O Sincronizador é instanciado com um valor de prefetch igual a 
1, o período de vídeo de 40 ms, e com um comprimento de bujƒer capaz de conter no máximo 2 
quadros de video. 
module Fluxo: 
type 
elt_type; 
input 
ms; 
output _ 
P1áy(¢lI_tYp¢);
` 
signal out__src(elt_type), in_sync(elt_type) in 
copymodule Emissor [constant 40/TETA] 
Il 
copymodule Canal [signal out_src/in_ch, in_sync/out_ch; 
constant 10/D_MIN, 15/D_MAX] 
II . . . 
copymodule Sincronizador [constant l/PREFETCH, 40/TETA, 2/SIZE_BUFF] 
end signal 
end module 
4.2.4.4 O Modelo do Quarto Cenário 
Estrutura da Especificação em Esterel 
A estrutura modular da especificação em Esterel é mostrada na Figura 4.13. Nesta especificação 
tem-se os seguintes módulos: z 
0 Emissor, que produz um fluxo de período Gin, 
0 Canal de transmissão, que introduz variações de atraso no intervalo [Am¡n, Amax], 
0 Sincronizador, que compensa o jitter de rede, e a~ diferenca de periodos, entregando o 
fluxo ao período de apresentação Bom.
68
1 
end signal 
end module ` 
Modelagem do Sistema Global 
O módulo principal da especificação cria em paralelo instâncias dos módulos Emissor, Canal e 
Sincronizador. Neste caso, escolhe-se para exemplificar, um emissor que envia um fluxo de vídeo 
com período igual a 40 ms. O canal garante atrasos minimo e máximo de 10 ,e 15 ms 
respectivamente (jitter de 5 ms). O Sincronizador é instanciado com um valor de prefetch igual a 
1, o periodo de video de 40 ms, e com um comprimento de buffer capaz de conter no máximo 2 
quadros de video. 
module Fluxo: 
type 
elt_type; 
input 
ms; 
output 
_
_ 
play(elt_type); 
signal out_src(elt_type), in_sync(elt_type) in 
copymodule Emissor [constant 40/TETA] 
II 
copymodule Canal [signal out_src/in_ch, in_sync/out_ch; 
constant 10/D_MIN, 15/D_MAX] 
u a 
À 
~ ~ 
copymodule Sincronizador [constant 1/PREFETCH, 40/TETA, 2/SIZE_BUFF] 
end signal 
end module 
4.2.4.4 O Modelo do Quarto Cenário 
Estrutura da Especificação em Esterel 
A estmtura modular da especificação em Esterel é mostrada na Figura 4.13. Nesta especificação 
tem-se os seguintes módulos: 
0 Emissor, que produz um fluxo de período Gin, 
0 Canal de transmissão, que introduz variações de atraso no intervalo [Am¡n, AmaX], 
z~ 0 Sincronizador, que compensa o jitter de rede, e a diferença de períodos, entregando o 
fluxo ao período de apresentação Gout. «
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Figura 4.13 Estrutura modular Esterel do quarto cenário de sincronização intra-fluxo. 
Modelagem do Emissor 
Trata-se do emissor periódico definido na solução anterior com periodo de produção igual a Gm 
Note-se que a hipótese de relógios a derivas constantes é modeladacom o emissor e o 
sincronizador compartilhando o sinal ins do relógio extemo, porém com periodos de produção e 
apresentação diferentes. 
Modelagem do Sincronizador 
A. Estrutura do Modelo do Sincronizador 
O comportamento deste sincronizador representa uma extensão do sincronizador baseado na 
técnicado prefetch, apresentado na solução anterior. O modelo apresenta a mesma estrutura 
deste último, sendo definido por três threads compostos em paralelo, dos quais só o primeiro não 
difere. O comportamento dos outros threads é o seguinte: . 
1. O segundo thread, além de operar a entrada e saida de IUs do buffer e deterrninar o início da 
apresentação, fomece as operações eliminar ou duplicar segundo seja o caso: 
0 A operação eliminar ocorre na presença dos sinais update e delete, e produz a saída da IU 
na frente do buffer do sincronizador. Em conseqüência, esta IU é omitida, sendo que a IU 
seguinte é apresentada no seguinte instante de apresentação. 
0 A operação duplicar só ocorre na presença dos sinais update e duplicate, e produz uma 
apresentação adicional da última IU apresentada. O valor da última IU «apresentada é
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obtido do sinal play. A função in __/_q() fornece a entrada da IU diretamente na frente do 
bujƒer. O instante de apresentação da primeira IU corresponde-se com a primeira ativação 
da operação duplicate, no caso do período de emulação, TETA_EMU, ser positivo. 
2. O terceiro thread, por sua vez, é conformado por dois sub-threaa's que agem como 
temporizadores das apresentações e das operações eliminar ou duplicar, conforme os períodos 
TETA_OUT e TETA_EMU respectivamente. Isto é, os sinais update e playback são emitidos a 
intervalos dados pelo valor de TETA_OUT. Similarrnente, Q sinal update é emitido 
simultaneamente com o sinal duplicate, no caso de ser YETA_El\/IU > O, ou simultaneamente 
com o sinal deleteno caso contrario. O sinal playback faz com que este thread seja iniciado. 
B. Especificação Completa do Sincronizador 
module Sincronizador: 
constant 
PREFETCI-I, 
TETA_OU'I`, 
TETA_EMU, 
SIZE_BUFF: integer, 
TRUE, FALSE: boolean; 
type 
elt_type, queue_type; 
input 
in_sync(elt__type), ms; 
output 
play(elt_ÍYP¢); . 
function f 
new_q(integer): queue_type, 
top_q(queue_type): elt__type, 
n_q(queue_type): integer, 
absolute(integer): integer; 
procedure 
in_q (queue_type) (elt_type), 
in_f_q (queue_type) (elt_type), 
°U1_<l (qU¢U¢_lYP¢) (); 
signal update, playback, duplicate, delete in 
every in_sync do emit update end 
II 
var bufl`er: queue_type, first:_= TRUE: boolean in 
bufi`er:= new_q(SIZE_BUFF+l); 
every update do 
present in_sync then 
call in_q (bufl`er) (?in_sync); 
if (first and n_q(bufl`er) = PREFETCH + 1) then 
ñrst:= FALSE; emit playback; 
if (TETA_EMU > 0) then emit duplicate end 
end 
end; _ 
present delete then
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p \
| 
call out__q (buffer) () 
“ end; 
present playback then 
emit play(top_q(bulTer)); 
call out_q (buffer) () 
end; 
present duplicate then 
- call in_f_q (bufl`er) (?play) 
end; 
end every 
end var 
II
Í 
await playback;
l 
every TETA_OUT ms do 
emit update; emit playback 
end - › 
II 
every absolute(TETA_EMU) ms do 
ernit update; 
if (TETA_EMU > 0) then emit duplicate 
else emit delete 
end
. 
' 
l
] 
end signal 
end module
| 
Modelagem do Sistema Global = 
O módulo principal é composto das instâncias em paralelo dos módulos Emissor, Canal e 
Sincronizador. Neste caso, escolhe-se um emissor que envia um fluxo de vídeo com período igual 
a 40 ms. O canal introduz um jiller de 5 ms na- transmissão de cada quadro de vídeo (atrasos 
minimo e máximo de 10 e 15 ms respectivamente). O Sincronizador é instanciado com um valor 
de prefetch igual a 1, um período de apresentação de 30 ms, um período de emulação l20 ms e 
com um comprimento de bufler capaz de conter no máximo 3 quadros de vídeo. Assim, uma vez 
iniciada a apresentação, o emulador cornpensará a diferença de períodos através de operações 
duplicate cada 120 ms. 
'
r 
module Fluxo: 
type 
elt_type; 
input 
ms; 
output 
r›|‹¬y(¢ll_1.vp¢); 
signal out_src(elt_type), in__sync(elt__type) in 
copymodule Emissorlconstant 40/l`ETA_IN]
II
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copymodule Canal [signal out_src/in_ch, in_sync/out__ch; 
constant 10/D_MIN, 15/D_MAX] 
II
¿ 
copymodule Sincronizador [constam l/PREFETCH,30/TE'l`A_OUT, 20/TETA_EMU,3/SIZE_BUFF] 
end signal 
end module 
4.2Í4.5 O Modelo do Quinto Cenário 
Estrutura da Especificação em Esterel . 
A estrutura modular da especificação em Esterel é mostrada na Figura 4.14. Neste modelo do 
sistema tem-se os seguintes módulos: 
0 Servidor Multimídia, que garante a continuidade de apresentação escalonando o envio de 
IUs do fluxo periódico, baseado na percepção do tempo de seu relógio local, e nas 
mensagens de realimentação enviadas pelo midiafone., 
0 Canal de transmissão do fluxo, que introduz variações de atraso tim-a-fim no intervalo 
[Ammin› Ammaxi- 
0 Canal de transmissão das mensagens de realimentação, que introduz variações de atraso 
fim-a-fim no intervalo [Afm¡n, AfmaX]. - 
0 Midiafone, com variação do período de apresentação [Ôm¡n, 9max]. 
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Figura 4.14 Estrutura modular Esterel do quinto cenário de sincronização intra-fluxo.
Modelagem do Servidor 
A. Estrutura do Modelo do Servidor ` 
A estmtura do modelo do servidor multimidia é mostrada na Figura 4.15. A interface deste 
módulo é dada pelos sinais
v 
0 in_serv, sinal de entrada das mensagens de realimentação. 
0 in_m_ch, sinal de saida das IUs. 
0 ms, sinal de entrada de tick cada milisegundo. 
.:i`¬>sf.
`
' 
'fat-'
' 
,‹
. 
in_se¡-V GefencladOf 
,Ê de mensagens . zz - ...z¬. W.. e Envios ^ ^ ' ~ 
'2ëiii«1‹âzs.á¿ : \-Âêsrz' pg. de reahmentaça ~; *__ _ 
iii 
i*....z›-. -z -›\ -v*›.›f› 1.7' lt 11; 1 t ~ _
' 
.›= É*l"Í?të¡§'Ê. fig; . f~;fl'›z¿¡;i'z.,:ãâ~íz*‹zt*ifi=;¿fl-.šf'$¢šzli*;,;;;âV Yfiêêéâ-. ›¡‹'§:a.,§.%+':f;eë e* 
. »-:É sz --:éra ›êzâêâ.1zêââzêâ=;â,›;"- 
'íityg-2›<›:il‹'â~zV" Y. ›‹t,2§il"`?¶5¡"~€É§fffiâiêgzšszsâ=z_s›¿;¡'2,š§:1â22;s='êuêzãsíuêššäífêast zse`~¡.§âi;š›1;zLi›*z§ê'‹Të~§é‹§=s-Ê~= 
v{iiiiÊ"'~*¬i~zz.. .iíf"=Íií. zdi i'›'Êlílai~f 
t. _ __ mn 'aii 
i `1f=i=~=**r » vi *~z^Õ.._'.~ú~= -‹ z 
4 f 'Hi › ; 
Â. 
@*“ 
lr*
1
W% má 
...É 
Wma A
¬&*!.rm¿_ 
tz. 
E*-' 
'fš.¿f=!¬¿- “JL ›, .`Í.« 
*mim 
..- 
Tliread l 
2:3” 
Í f Escalonador 
¡Ig§,WE,ílâÊÍl¿¡y¿§šš!t¿..:.|o.n..šãÃk4 .u...t||,.|.f..À 
Â* * 
i 
i 
-- › Thread3 
.v 
.z 
íšzâ 
:i':ÍYi“i“"`il$ '*i`mr1'~'f-.r`H iÍlÍ.‹.:~1~”r~.í.z¬›:Ê°'§fW:*:"l*~á1â§§:#*1: 
.:›"z=Têê'íéf:§z.*"s-éziêtfišfigfeíffâ šiâsêsfëšëââezâêšáaíêráz=â4šš=%féâzfzêšzâzšiaêišëãàêêàesfiâšâítíêâzêzzêíâgâësâ§4šâzâ;âs:êzšâ=;âéâ 
^= aâ¿àâ‹§=:m;:m¿ê1'à¿:¿z¡â¿- *-“*ziggfêgzjàgãfzfiäzs-2'íQifãšiä-É§}~;pz;¿1 
Ê; Thread 2 
«it 
tz-` 
fé 
i-Í: -zu 
wii 
;‹‹L 
,.
. 
lã?
r 
.› 
in_m_ch
< 
ífä 
r@».‹.›~=“~›šz¬ 
vã» 
¿v 
Í-z. 
Í 
... 
msn 
'“'i*'ie'=' =.V.í`W,* . ~ *- ** ‹~' z'*:***'~* . . 
-`
t 
. i(‹i ai» .~z;.z4 az .. 
. _. ¬ rfá, W.- 'li_!z\liÀ.| i ". ^." 9. _, ‹ › ~¡¡‹ ¢,,` , 
12125' 
“Ú " 
- Y à ‹\ 11-' '^ '-“V í*-'V ' 
›* z ›=›~= ~ * if. .‹=: 
fê- *ff 
Figura 4.15 Estrutura do modelo do servidor multimídia do quinto cenário de sincronização intra-fluxo. 
Para a comunicação entre threads são utilizados os seguintes sinais internos: 
0 Uf, que carrega o número de seqüência da última mensagem de realimentação recebida 
pelo servidor. 
a_Uf que carrega o tempo de chegada da última mensagem deirealimentação ao servidor. 
0 feedback_zmit, que é utilizado como flagíindicador da chegada da primeira mensagem de 
realimentação. 
0 t, que é o tempo atual do relógio do servidor. 
O comportamento de cada thread é o seguinte:
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1) O primeiro thread encarrega-se basicamente de obter, marcar e enviar as IUs, após um certo 
tempo de espera. Inicialmente, este thread obtém uma IU através da função get_eltO e verifica 
se deve ser marcada, através da função tobemarked(). Se for o caso, a IU é marcada utilizando 
a função write_mark(). A IU é então enviada. O tempo de espera da seguinte IU (valor do sinal 
teta) é estimado segundo o caso de ter ou não recebido a primeira mensagem de 
realimentação, isto é, segundo o valor do sinal feedback_u¡z1`t. O thread aguarda este tempo de 
espera para então repetir sucessivamente as ações obter, marcar, enviar e aguardar. 
0 A função next_time(), utilizada antes da recepção da primeira mensagem de realimentação, 
retorna o valor de tempo equivalente ao último instante no qual a IU de número de 
seqüência n_seq deve ser transmitida conforme a: 
.next_time = (n_seq -1) * T ETA_MIN - (D_1\/[AX - D_MIN) 
Visando evitar fome no receptor, esta função assume o pior caso onde os atrasos atuais de 
transmissão de IUs são máximos, e o periodo de apresentação no midiafone é mínimo. 
Entretanto, valores atuais de atrasos e períodos diferentes aos assumidos, conduzem a 
uma iminente saturação do buffer do midiafone. Por exemplo, valores de atrasos mínimos 
e período de apresentação máximo, provocam a mais rápida acumulação. Assim, esta 
' função é só utilizada até a chegada da primeira ntensagem de realimentação. 
it 
0 As funções earliest_next_t1`me(), latest_riext_time() e scheduler() são utilizadas após a 
recepção da primeira mensagem de realimentação. 
A função ear/iest_next_time(), retorna o valor de tempo earliest, equivalente ao instante 
mais próximo no qual a IU de número de seqüência n_Íseq deve ser transmitida conforme 
a: . 
zz_Uf- D_M1N_F + (n_seq - s1zL¬_13UFF- Uf) * TETA_MAX- D_M1N_M V
_ 
A função latest_next_time(), retorna o valor de tempo latest, equivalente ao último 
instante no qual a IU de número de seqüência n__seq deve ser transmitida conforme a: 
«_ Uf- D_MAX_F + (n_szq - U/) * TETA_M1N - D_MAX_M 
Finalmente, a função scheduler(), retorna um valor de tempo de envio dentro do intervalo 
[earliest, latest] , segundo a política de escalonamento definida. Por exemplo, com envios
4 
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num tempo igual a earlíest, persegue-se manter a ocupação do bufler perto de seu 
comprimento. Pelo contrario, com .envios num tempo igual a latest, procura-se manter a 
ocupação do bujfer ao mínimo. 
0 O tempo de espera da IU é determinadolsubtraindo 0 tempo atual, do valor de tempo de 
v . 
envio calculado. Este valor e difundido pelo sinal teta para a espera do tempo 
correspondente.
, 
2) O segundo thread aguarda inicialmente pela chegada da primeira mensagem de realimentação. 
Após esta chegada, atualiza seu flag indicador, ou sinal feedback_unit. No mesmo instante os 
sinais a_Uƒ e Uƒ são emitidos contendo o tempo de chegada e o' número de seqüência da 
mensagem. Posteriores esperas por mensagens de realimentação são seguidas da emissão dos 
sinais a_U/ e Uf com seu respectivos tempos de chegada e números de seqüência. 
3) O terceiro thread corresponde à criação de uma instância do relógio local. 
B. Especificação Completa do Servidor Multimídia 
module Servidor: 
constant 
D_MIN_M, D_MAX_M, 
D_MIN_F, D_MAX_F, 
TETA_MIN, TETA_MAX, 
N_FEEDBACK, SlZE_BUFF: integer, 
TRUE, FALSE: boolean;
_ 
type 
4` 
elt_type; 
input 
out__f_ch(intcger), ms; 
output 
in_m_ch(elt_type); 
function ~ 
get_elt(): elt_type,
° 
n_elt(elt_type); integer, - 
;f 
tobemarked(elt_type,integer): boolean, 
next_time(integer,integer,integer,integer): integer, 
earliest_next_time(integer,integer,integer,integer,integer,integer,integer): integer, 
latest_ne.\'t_time(integer,integer,integer,integer,integer,integer): integer, 
scheduler(integer,integer): integer; 
procedure 
write_mark (elt_type) (); 
signal 
Uf(integer), a_`Uf(integer), teta(integer), feedback__unit(booIean), t(integer) in 
emit feedback__unit(FALSE); 
await ms;
[ 
var elt: eIt_type, earliest, latest: intcger in
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loop . 
ell:= get_elt(); 
if (lobemarked(elt,N_FEEDBACK)) then 
call write_mark (elt) () 
end; 
emit in__m_ch (elt); 
if (not(?feedback_unit)) then 
emit tela(next_time(n_elt(ell)+l ,TETA_MIN,D__MAX__M,D_MlN_M) -?t) ' 
else 
ea rliest: =earliest_next_time( ?a_Uf,D_MIN_F,n_elt(elt)+ l ,SlZE_BUFF,?Uf,TETA_MAX,D_MIN__M)-?t; 
latest:= latesl_next_time(?a_Uf,D_MAX_F,n_elt(elt)+l,?Uf,TETA_MIN,D_MAX_M) - ?t; 
emit tela(sclieduler(earliest, Ialest)); 
end;
' 
await 'lteta ms 
end loop 
end var 
II 
await out_f_ch; 
emit fecdback__unit(TRUE); 
loop 
emit a_UI`(?t); 
emit Uf(?out_f_ch); 
await out_f_ch 
end 
] ', 
|| 
copymodule`Relogio [signal t/curr_time] 
end signal › 
end module 
C. Declarações 
Os seguintes parâmetros são declarados na forma de constantes: 
0 D_M]N_M e D_MAX_M, atrasos mínimo e máximo do canal de transmissão do fluxo. 
0 D_MIN_F e D_MAX_F, atrasos mínimo e máximo do canal de transmissão de mensagens 
de realimentação.
i 
0 TE7)4_M1N e TETA_MA)Q valores mínimo e máximo de variação do período de 
apresentação. 
0 N_FEEDBACK, período de rotulagem de marcas nas IUs. 
0 SIZE_BUFF, comprimento do buffer do midiafone. 
As seguintes funções e procedimentos são ainda declarados como supone para a especificação: 
0 ge1_elt(), permite obter as IUs com seus respectivos números de seqüência
t'
I 
_ 
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0 n_elt(), consulta o número de seqüência da IU. 
0 wrile_mark(), procedimento que marca uma IU, para seu posterior envio como mensagem 
de realimentação. 
'v 
0 tobemarked(), conforme o valor de N_FEEDBACK, esta função determina se a IU a 
enviar dever ser marcada.
A 
0 next_time(), estima o tempo mais distante de envio da seguinte IU antes da chegada da 
primeira mensagem de realimentação. 
0 earIiest_next_time(), estima o tempo mais próximo de envio da seguinte unidade de 
informação baseando-se na última mensagem de realimentação recebida. Esta estimação 
visa evitar a saturação do buffer receptor. 
0 latest_next_time(), estima o tempo mais distante de envio da seguinte unidade de 
informação baseando-se na última mensagem de realimentação recebida. Esta estimação 
visa evitar a fome do buffer receptor. ' 
0 schedz/ler(), esta função abstrai uma política de envio baseada na estimação do intervalo 
válido de envio fornecido pelas duas funções anteriores..
u 
Modelagem do Midiafone 
A. Estrutura do Modelo do Midiafone ' 
A estmtura do modelo do midiafone é mostrada na Figura 4.16. A interface deste modelo é dada 
pelos sinais: out_ñ1_ch, sinal de entrada que indica a chegada das IUs a apresentar; in _ƒ_ch, sinal 
de saida, para o envio de mensagens de realimentação ao servidor; play, sinal de saída, para a 
apresentação de IUs; e ms, sinal de entrada de tick cada milisegundo.
L.
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Figura 4.16 Estmtura do modelo do midiafone do quinto cenário de sincronização intra-fluxo. 
Esta especificação é composta de três threads instanciados em paralelo para cuja comunicação 
são utilizados os seguintes sinais intemos: 
0 update, sinal que indica a atualização do buffer. Este sinal é emitido para cada saída o 
entrada de IU s no buffer do midiafone. 
0 playback, sinal de indicação do instante de sinalização da apresentação de uma IU (play) é 
de sua conseqüente saida do buffer. Este sinal é emitido simultaneamente com o sinal 
update. 
O comportamento de cada thread é o seguinte: 
1) O primeiro thread, encarrega-se de coordenar a entrada de IUs no buffer emitindo o sinal 
update para cada chegada ao midiafone, isto é, cada vez que o sinal externo de .entrada 
out_m_ch seja emitido. 
2) O segundo thread, tem duas funções: fomecer diretamente a entrada e saída de IUs do buffer e 
enviar mensagens de realimentação ao servidor. Este thread é ativado cada vez que o sinal 
update é emitido. 
0 A entrada de uma IU no buffer é produzida na presença simultânea dos sinais update e 
out_m_ch. Para um número de entradas equivalente ao valor do PREFET CH, o sinal 
playback é emitido, provocando o inicio da apresentação. 
0 A saida de uma IU do buffer ocorre na presença simultânea dos sinais update e playback. 
O sinal de saída play é emitido carregando como informação a IU em questão.
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Adicionalmente, no instante da saída de cada IU é verificado se está marcada. Em caso 
afirmativo, o sinal inj_ch é emitido, como mensagem de realimentação, carregando o 
número de seqüência da IU apresentada. 
3) O terceiro thread, encarrega-se de coordenar a apresentação de IUs introduzindo certa 
variação não determinística. Uma vez iniciada a apresentação, isto é, uma vez recebido o sinal 
playback, este thread inicia um ciclo de esperas seguidas da emissão dos sinais update e 
playback. O tempo de espera é fornecido pela função teta_midiafone(), que introduz a 
variação aleatória baseada no valor dos parâmetros TETA_MIN e T ETA_MAX. 
B. Especificação Completa do Midiafone 
module Midiafone: 
constant 
TETA_MIN, TETA_MAX, 
PREFETCH, SIZE_BUFF: integer, 
TRUE, FALSE: boolean; 
type 
elt_type, queue_type; 
input 
out_m_ch(elt_type), ms; 
output 
play(integer), in__f_ch(integer); 
function 
n_elt(elt_type): integer, 
info_elt(elt_type): integer, 
marked_elt(elt__type): boolean, 
new_q(integer): queue_type, 
top_q(queue_type): elt_type, 
n_q(queue_type): integer, 
teta_midial`one(integer, integer): integer; 
procedure 
in_q (queue_type) (elt_type), 
out_q (qucue_type) (); 
signal update, playback in 
every out_m_ch do emit update end 
ll 
var buffer: queue_type, ñrst:= TRUE: boolean in 
buffer:= new_q(SIZE_BUFF+l)' 
every update do 
present out_m_ch then 
call in_q (buffer) (?out_m_ch); 
if (first and n_q(bulTer) = PREFETCH) then 
emit playback; first:= FALSE 
cnd 
end; 
present playback then' 
cmit play(info_elt(top_q(buffcr))) 
if (marked_elt(top_q(buffcr))) thcn
v -
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emit in_f_ch(n_elt(top_q(buffer))) ` 
end; 
call out_q (buffer) (); 
end; 
end every 
end var 
ll
l 
await playback; 
loop 
await teta_midiafone(TETA_MIN, TETA_MIN) ms; 
emit update; emit playback 
end
1 
end signal 
end module 
C. Declarações 
Os seguintes parâmetros são declarados na forma de constantes: TETA_MIN e TETA_MA)L 
valores minimo e máximo do periodo de apresentação; PREFET CH, número de IUs a receber 
antes do começo da apresentação; e SIZE_BUFF, comprimento do buffer do midiafone. 
Além das funções que operam sobre o tipo queue_type, são declaradas as seguintes funções: 
0 n_e1t(), consulta o número de seqüência da IU. 
ø info_elt(), obtém apenas a IU em si, isto é, sem seu número de seqüência. 
0 marked_e/t(), retorna verdadeiro no caso da IU estar marcada. 
o teta_mia'iaf0ne(), função que introduz a variação do período de apresentação do 
midiafone, entre os valores TETA_MIN e TETA_MAX. 
Modelagem do Sistema Global 
O módulo principal é composto de instâncias em paralelo dos módulos Servidor, Canal e 
Midiafone. Neste caso, escolhe-se um exemplo de aplicação onde as duas instâncias do módulo 
Canal, representam 0 canal de transmissão do fluxo, com atrasos no intervalo [20,30] ms, e o 
canal de transmissão das mensagens de realimentação, com garantia de transmissão no intervalo 
[6,l5] ms. O midiafone apresenta um fluxo de video com período nominal igual a 40 ms e 
variação de mais ou menos l ms. O buffer do midiafone tem um comprimento de 5 unidades, e 
deve respeitar o prefelch de l unidade de informação do fluxo. Conforme os parâmetros
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anteriores, estimou-se a taxa minima de mensagens de realimentação necessárias para manter a 
continuidade, N_FEEDBACK. Neste caso este valor e' 87. O Servidor é instanciado com esta taxa 
de realimentação e com os parâmetros anteriores do sistema. 
module Feedback: 
constant 
D_MIN_M, D__MAX_M, % [20,30] ms 
D_MIN_F, D_MAX_F, % [6,l5] ms 
TETA_MIN, TETA_MAX, % [39,4l] ms 
PREFETCH, % 1 unidade 
N_FEEDBACK, % 87 unidades 
SIZE_BUFF: integer; % 5 unidades 
Íype 
elt_type; 
input 
ms; 
output 
play(integer); 
signal 
in_m_ch(eIt_type), in_med(elt_type), in_f_ch(integer), in_serv(integer) in 
copymodule Servidor [signal in_serv/out_f_ch] 
ll 
copymodule Canal [signal in_m_ch/in_ch, in_med/out_ch; 
constantD M MIN/D MIN,D M MAX/D MAX] 
ll 
copymodule Canal [signal in_f_ch/in_ch, in_serv/out_ch; 
constant D_F_MIN/D_MIN, D_F_MAX/D_MAX] 
ll 
copymodule Midiafone [signal in_med/out_m_ch] 
end signal 
end module 
4.3 Modelagem de Técnicas de Sincronização Inter-Fluxo 
Nesta seção é apresentado um problema clássico de sincronização inter-fluxo: a sincronização de 
lábios. O modelo da solução apresentada constitui uma extensão do modelo utilizado no primeiro 
cenário de sincronização intra-fluxo. 
4.3.1 O Cenário de Sincronização Inter-Fluxo 
Especificaçao e Requisitos do Sistema 
Requer-se a apresentação sincronizada de fluxos de áudio e vídeo (sincronização de lábios) 
gerados desde dois emissores remotos. Os fluxos deverão ser apresentadas em dispositivos de 
apresentação num mesmo nó receptor. Os canais de transmissão são totalmente confiáveis, com
82 
atrasos de transmissão limitados. Deve-se respeitar certa latência máxima de apresentação. Trata- 
se de um sistema de relógios comuns. A Figura 4.17 mostra a estrutura deste sistema. 
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Figura 4.17 Sincronização de lábios num sistema de relógios comuns. 
Solução do Problema › 
A estratégia de sincronização utilizada nesta solução é uma extensão do esquema de 
sincronização intra-fluxo baseado em time-stamping, para sistemas de relógios comuns. Sob esta 
hipótese, é possível definir um tempo de apresentação comum para os fluxos, assim como uma 
única referência de inicio- de geração destes. Desta forma, consegue-se estender o mecanismo para 
a sincronização inter-fluxo. Esta idéia é a base dos mecanismos propostos em [Escobar9l] e 
[Dairaine94] já introduzidos na seção 2.5.3.1. 
Atendimento dos Requisitos: 
0 Neste esquema os fluxos a sincronizar não precisam ser periódicos.
~ 0 O esquema garante a não ocorrência de jitter de comunicaçao, e a entrega sincronizada 
dos fluxos envolvidos. 
0 A latência de apresentação é fixada no valor do máximo atraso fim-a-fim dos fluxos 
envolvidos.
ss 
4.3.2 Modelagem do Cenário de Sincronização Inter-Fluxo 
Estrutura da Especificação em Esterel 
A estrutura modular da especificação em Esterel é mostrada na Figura 4.18. Neste modelo do 
sistema tem-se os seguintes módulos: 
° Emissor de áudio, que gera o fluxo de áudio, rotulando cada amostra. 
° Emissor de vídeo, que gera o fluxo de vídeo, rotulando cada quadro. Os emissores 
começam a geração de fluxos simultaneamente. 
° Canal de áudio, que introduz variações de atraso no intervalo [A5m¡n, A5max]. 
° Canal de vídeo, que introduz variações de atraso no intervalo [AVm¡n, AVmaX]. 
° Sincronizador de áudio, que compensa o jitter do canal de áudio, segundo um tempo de 
apresentação alvo, TPT, comum a ambos sincronizadores. 
‹› Sincronizador de vídeo, que compensa ojitter do canal de vídeo. 
° Relógio global, que fornece uma visão de tempo comum a todos os elementos do sistema 
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Figura 4.18 Estrutura modular Esterel do cenário de sincronização inter-fluxo.
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Esta especificação consiste apenas da instanciação dos módulos: Emissor, Canal e Sincronizador, 
relativos ao mecanismo de sincronização intra-fluxo introduzido na seção 4.2.4.1. Desta forma, na 
seqüência, só será apresentado o modelo do sistema global. 
[_ _ _ 
Modelagem do Sistema Global 
O módulo principal é composto das seguintes instâncias em paralelo: 
0 Duas instâncias do módulo Emissor: emissor de áudio e emissor de vídeo. 
0 Duas instâncias do módulo Canal: canal de áudio e canal de vídeo. 
0 Duas instâncias do módulo Sincronizador, áudio e video. 
Neste módulo o tempo de inicio de geração dos fluxos corresponde ao primeiro instante de 
reação do sistema (primeiro ms). Adicionalmente, os sincronizadores possuem um valor comum 
de tempo de apresentação alvo, TPT, igual ao maior atraso entre os fluxos. Neste caso o fluxos de 
áudio e vídeo tem períodos de 30 e 40 ms, cada um. O atraso de transmissão de áudio varia no 
intervalo [10,15] ms, enquanto aquele de vídeo varia no inten/alo [20,30] ms. O valor do tempo 
de apresentação alvo é fixado em 30 ms. 
module Inter_flu.\'o: 
type 
elt_type; 
input 
ms; 
output 
pIay_sound(elt_type), pla_v_video(elt_typc); 
signal 
in_s_ch(cIt_type), in_v_ch(elt_type),out_s_ch(elt_type), 
out_v_ch(elt_type), t(integcr) in 
copymodule Emissor [signal in_s_ch/out_src; 
constant 30/T ETA] 
copymodule Emissor [signal in__v_ch/out_src: 
constant 40/TETA] 
copymodulc Canal [signal in_s_ch/in_ch, out_s_ch/out_ch; 
constant l0/D_MlN. 15/D_MAX]
l 
copymodule Canal [signal in_v_ch/in_ch, out_v_cl1/out_ch; 
constam 20/D_MlN. 30/D_MAX] 
copymodulc Sincronizador [signal out_s_ch/in_sync, play_sound/play; 
constant 2/SlZE_BUFF. 30fI`PT|
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copymodule Sincronizador [signal out_v_ch/in_sync, play_video/play; 
. constant 2/SlZE_BUFF, 30/TPT] 
ll
` 
copymodule Relogio 
end signal 
end module 
4.4 Modelagem de Técnicas de Sincronização Multidestino 
Nesta seção é apresentado um cenário de sincronização multidestino sob a hipótese de relógios
\ 
não sincronizados. O modelo da solução apresentada constitui uma extensao do quinto cenário de 
sincronização intra-fluâo.
` 
4.4.1 O Cenário de Sincronizaçao Multidestino 
Especificação e Requisitos do Sistema 
Requer-se a sincronização dos fluxos: áudio e video, gerados desde um único nó emissor, até dois 
dispositivos de apresentação remotos localizados possivelmente em diferentes receptores. O 
período de apresentação dos dispositivos varia dentro de limites conhecidos. Os canais de 
transmissão são considerados como -totalmente confiáveis, e garantem limites de atrasos fim-a- 
fim. Não é desejada qualquer descontinuidade no fluxo de áudio. O fiuxo de video pode sofrer 
eventuais descontinuidades para manter a sincronização respeito ao fiuxo de áudio entretanto, só 
é tolerado um certo limite de assincronía entre os fluxos. Os relógios do sistema não estão 
sincronizados. A estrutura deste sistema é apresentada na Figura 4.19. 
Emissor Receptores
E 
' - ¡r.;'~`.f,:‹1Ê','¡ 
'I 
fizíf 3 ÊÊP "'.::-:'t¿- 
V' 
›~ ,À ~ Ú . ....... . ... .«.. ~ °L..... *›.*›'ê'.'.:*i' -.sz-::.z. =xf'.-*.1:“.s-wtf ' ::2:. “ ., :,.;:.:,. ::.:í:Í' Cana' de á“d'° 
- '.\.¢r.\f¬-.\:~(.-‹ê-31 
' ~‹‹‹¢- ›¿¬›,z.-,ëçzt--z t ¡:¡ ~.-- isa;-rz . . A-1 «z '*_.›¿-'!¿¿¡ 
=-az-.>=i=.-z'=¬21êe‹;z=.=== =;=..â.z›s;;~âz'zês:-zz-.»= .~ 'vz-zz _* ' Relósiv 
.š':.."'ë:*..*S::,:É'.: :.':*.:':`:.u.; '_":;::¬.:_'i'.:š '- -7~ ' "=-;«="=l-" ' Year. m. 'T' Base = 52 'šê [^'"'"'^"“*'×1 Deriva = W121 
t;`Í'f`^ !`:`š:'¡.'›::::":Ei'::i':“^'-“*1:*‹'~"*?-É :ÍÊ1 ' ' 
¬*:..‹‹.. ,.t. .;2.. >..:;: : ::: 2 ::-::¢.£:.!;- " " 
.¿š~,¡¡,à›.õ¡z.z~..›..¢¬~z»« 
.,_¡z " 
. Í§Í'Í?ÍiÊ`*B'no||iTfi 
I 
' 
-i¿;sz;=à§2“~=='¿`."~°“""' W-.e;‹*§sz~::s.=:»ä Re óg|° 
.::Çt› |'2¶ÊrÂ&¢l'¡¡À;:-:::f:;;` - ' 
-,ga Base = b1 Cana' de Wdeo :¿¿;é¬š'i . _ 
Deriva = a S S 
i 
R°'°_9¡° 
› 
Í; 
A A Base - bs ›fz¡ fã.: . ` _ šgf' ' :za Í """' '“a*] e‹wa'=w3‹141 *- 
-'¬¿Ê.~:Ê'Í§$3-:"r 
'Z 
~I‹_1¿‹¿:t. 
zuzrâvsu 
‹‹i É bz i.Â šJ'i€1'v`¿'l* U Íšf 
Figura 4.19 Sincronização de lábios num sistema de relógios não sincronizados.
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4.4.2 Modelagem do Cenário de Sincronização Multidestino 
Estrutura da Especificação em Esterel 
A estrutura modular da especificação em Esterel é mostrada na Figura' 4.20. Neste modelo do 
sistema tem-se os seguintes módulos: 
0 Servidor Multimídia, que garante a continuidade e a sincronização dos fluxos áudio e 
vídeo, escalonando os envios das IUs de cada fluxo e oportunamente duplicando ou 
pulando IUs do fluxo slave (fluxo de vídeo). O servidor utiliza as mensagens de 
realimentação enviadas pelos midiafones. 
0 Canal de transmissão de áudio (fluxo master), que introduz variações de atraso fim-a-fim 
no intervalo [Amm¡n, Ammax]. 
0 Canal de transmissão das mensagens de realimentação do midiafone de áudio, que 
introduz variações de atraso fim-a-fim no intervalo [Afm¡n, Afmax]. 
0 Canal de transmissão do video (fluxo slave), que introduz variações de atraso fim-a-tim no 
intervalo [A5m¡n, A5max]. 
0 Canal de transmissão das mensagens de realimentação do midiafone de vídeo, que 
introduz variações de atraso fim-a-fim no intervalo [Afm¡n, AfmaX]. 
0 Midiafone de áudio, com variação do período de apresentação [otm¡n, otmaX]. 
0 Midiafone de vídeo, com variação do periodo de apresentação [Bm¡n, Bmax].
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Solução do Problema 
O mecanismo chamado Multiple Feedback Techniques apresentado em [Ramanathan93] 
(introduzido na seção 2.6.2) garante a continuidade e sincronização de fluxos periódicos em 
dispositivos de apresentação remotos aqui chamados de midiafones. Esta técnica e' empregada por 
um Servidor Multimidia e corresponde a uma extensão do mecanismo de sincronização intra- 
fluxo apresentado na seção 2.4.1.2. 
A continuidade de cada fluxo é garantida como já foi descrito. Para o fornecimento da 
sincronização inter-fluxo é definido um fluxo master, geralmente aquele com requisitos de 
sincronização intra-fluxo mais estritos. Adicionalmente as IUs possuem rótulos de tempo relativos 
(RTS - Relative Time Stamps) que representam seu tempo de apresentação em relação ao inicio 
da apresentação do fluxo. Estes rótulos de tempo são fornecidos pelo servidor no momento de 
armazenamento dos fluxos, e facilitam a ressincronização na apresentação. As mensagens de 
realimentação permitem estimar a dessincronização entre os fluxos. A ressincronização é então 
conseguida pelas operações eliminar e duplicar aplicadas oportunamente pelo servidor nas IUs do 
fluxo slave. 
Atendimento dos Requisitos: 
0 Os fluxos a sincronizar devem ser periódicos. 
0 Garante-se a continuidade de ambos fluxos porém, o fluxo slave, está sujeito a operações 
delete/duplicale para compensar possiveis perdas de sincronização inter-fluxo. 
0 A máxima assincronía inter-fluxo depende da exatidão de sua estimação, a qual por sua 
vez, depende do período de mensagens de realimentação. O mecanismo permite calcular o 
periodo de mensagens de realimentação necessário para respeitar o valor desejado de 
máxima assincronía. 
‹ A latência de apresentação varia conforme o atraso atual da unidade de informação 
associada ao valor do prefetch.
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Figura 4.20 Estrutura modular Esterel do cenário de sincronização multidestino. 
Modelagem do Servidor 
A. Estrutura do Modelo do Servidor 
A Figura 4.21 mostra a estrutura do modelo do sen/idor multimídia. A interface do módulo é 
dada pelos sinais: 
0 out_fm_ch e out _ƒÍs_c _, sinais de entrada das mensagens de realimentaçao de master e 
slave. 
h _ 
0 in mm ch e in ms ch, sinais de saída das IUs dos fluxos master e slave. 
o ms, sinal de entrada de tick cada milisegundo. "
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Figura 4.21 Estrutura do servidor multimídia do cenário de sincronização multidestino. 
Esta especificação é composta de quatro threads instanciados em paralelo para cuja comunicação 
são declarados os seguintes sinais internos: ' ~ ~ r
u 
0 Ufm ea Ufs, carregam o número de seqüência das últimas mensagens de realimentação 
recebidas desde os midiafones master e slave, respectivamente. 
0 a_Ufin e a_Ufin, carregam o tempo de chegada das últimas mensagens de realimentação 
recebidas desde os midiafones master e slave, respectivamente. 
0 t, tempo atual no relógio do servidor. 
O comportamento de cada thread é o seguinte: 
1. O primeiro e segundo thread correspondem a duas instâncias do módulo Sinc_íntra, 
utilizado para fomecer a sincronização intra-fluxo de áudio e video por separado, 
encapsulando o mecanismo de sincronização intra-fluxo apresentado na seção 4.2.4.4. 
Este módulo não será apresentado aqui, mas pode ser encontrado no Apêndice B. 
2. O terceiro thread aguarda inicialmente pela chegada das primeiras mensagens de 
realimentação de áudioie vídeo. Uma vez recebidas, estima-se a dessincronização dos 
fluxos master e slave, através da fiinção calc_shift(). Os valores dos sinais Ufin, Ufs 
a_Ufm e a_Ufm, providos pelas instâncias de módulo S1'nc_intra, são utilizados como
\
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parâmetros neste cálculo. Seguidamente, pulam-se ou duplicami-se IUs do fluxo slave, no 
caso de ser necessário, conforme o valor de dessincronização obtido. De aqui em diante, 
esta estimação, e as subseqüentes operações, são realizadas para cada mensagem de 
realimentação recebida do midiafone slave. 
3. O quarto thread corresponde à criação de uma instância do relógio local. 
B. Especificação Completa do Servidor Multimídia 
module Servidor: 
constant 
MASTER, SLAVE, 
D_MIN_MASTER, D_MAX_MASTER, 
D_MIN_SLAVE, D_MAX_SLAVE, 
TETA_MIN_MASTE1L TETA_MAX_MASTER, 
TETA_MIN_SLAVE, TETA_MAX_SLAVE, 
srzE_BUF1=_MAsTER, s1zE_BuFFER_sLAvE, 
N_1=EEDBAci<_MAsTER, N_FEEDBAcK_sLAvEz imeger; 
1YP¢ 
elt_type; 
input 
out_fm_ch(integer), out_fs_ch(integer), ms; 
output 
in_mm_ch(elt_type), in_ms_ch(elt__type); 
function 
calc_shift(integer, integer, integer, integer): integer; 
procedure 
delete () (integer), 
duplicate () (integer); V 
signal ' 
Ufm(integer), Ufs(integer), a_Ufm(integer), a_Ufs(integer), t(integer) in 
copymodule Sinc_intra [signal 
out__fm_ch/out_f_ch, in_mm_ch/in_m_ch, Ufm/Uf, a_Ufm/a_Uf; 
constant 
MASTER/MIDIA, D_MIN_MAS'I'ER/D_MIN, D_MAX_MASTER/D_MAX, 
SIZE_BUFF_MASTER/SIZE_BUFF, TETA_MIN_MASTER/TETA_MlN, 
TE'I`A__MAX_MASTER/TETA_MAX, N_FEEDBACK_MASTER/N_FEEDBACK] 
II 
copymodule Sinc_intra [signal 
out_fs_ch/out_f_ch, in_ms_ch/in_m_ch, Ufs/Uf, a_Ufs/a_Uf; 
constant
. 
SLAVE/MIDIA. D_MIN_SLAVE/D_MlN, D_MAX_SLAVE/D_MAX, 
s¡zE_BUFF_sLAvE/sizE_BUFF, TETA_M1N_s1.AvE/TETA_MrN, 
TErA_MAx_sLAvE/TETA_MAx, N_FEEDBAci<_sLAVE/N_FEEDBAci<1 
II 
var shift: integer in 
[await out_fm_ch || await out_fs_ch]; 
loop 
shift:= calc_shift(?a_Ufm. '?Ufm. ?a_Ufs, '?Ul`s): 
il`(shil`t > 0) then call dclcte () (shift) end: 
il`(shil`l < 0) then call duplicate ()(-shift) end; 
await out_l`s_ch
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end loop 
end var 
II 
copymodule Relogio [signal t/curr_time] 
end signal 
end module 
C. Declarações 
Os seguintes parâmetros são declarados na forma de constantes: 
0 D_MIN_MASTER e D_MAX_MASTER, atrasos mínimo e máximo do canal de 
transmissão de áudio (fluxo master). 
0 D_MIN_M e D_MAX_M, atrasos minimo e máximo do canal de transmissão de vídeo 
(fluxo slave). 
0 D_MIN_F e D_MAX_F, atrasos mínimo e máximo dos canais de transmissão de 
mensagens de realimentação. 
0 TETA_MIN_MAS TER e TETA_MAX_MASTER, valores minimo e máximo de variação do 
período de apresentação de áudio. 
0 TETA_M1N_SLA VE e TETA_MAX_SLAVE, valores minimo e máximo de variação do 
periodo de apresentação de video. 
0 N_FEEDBACK_MASTER e N_FEEDBACK_SLA VE, períodos de rotulagem de marcas 
nas IUs de áudio e video, respectivamente. 
0 S1ZE_BUFF_MASTER e SIZE_BUFF_SLA VE, comprimentos dos buffer dos midiafones 
de áudio e video, respectivamente. 
0 MASTER e SLA VE, identificam os fluxos de áudio e vídeo. 
Os tipos de unidades de informação dos fluxos a sincronizar são declarados como e/t_rype. Este 
tipo de dado assume a existência de um campo adicional para transportar o número de seqüência 
da IU. 
As seguintes funções e procedimentos são ainda declarados como suporte para a especificação:
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0 calc_sh1ft(), esta função retorna um número inteiro eqüivalente ao número de unidades de 
dessincronização entre os fluxos master e slave. Um valor positivo (negativo) indica que o 
fluxo slave está atrasado (adiantado) respeito ao fluxo master. Esta função recebe como 
argumentos os números de seqüência e os tempos de chegadas das últimas mensagens de 
realimentação recebidas desde os midiafones master e slave. 
0 delete(), este procedimento faz com que, na seqüência de envios, sejam omitidas as 
próximas N IUs do fluxo slave, visando compensar o atraso do fluxo slave respeito ao 
fluxo master. O numero N, de IUs a omitir, é passado como parâmetro deste 
procedimento. 
0 duplicate(), este procedimento faz com que a próxima unidade de informação seja objeto 
dos seguintes N envios, visando compensar o adiantamento deste fluxo respeito ao fluxo 
master. O numero N, de envios a repetir é passado como parâmetro deste procedimento. 
Modelagem do Sistema Global 
O módulo principal é composto das seguintes instâncias em paralelo (ver Figura 4.20): 
0 Uma instância do módulo Servidor Multimídia. 
0 Quatro instâncias do módulo Canal de transmissão, representando os canais de áudio e 
video, e seus canais de realimentação. 
0 Duas instâncias do módulo Midiafone, representando os midiafones de áudio e video. 
Os canais de realimentação apresentam atrasos no intervalo [6,l5] ms, o canal de áudio no 
intervalo [l5,20] ms, e o canal de video no intervalo [20,30] ms. O midiafone de audio tem um 
período de apresentação que varia no intervalo [29,3l] ms. O período de apresentação no 
midiafone de vídeo varia no intervalo [39,4l] ms. Cada midiafone tem um buffer de 5 unidades de 
comprimento, e deve respeitar o prefetch de l unidade de informação. Conforme estes valores, 
estimaram-se as taxas mínimas de mensagens de realimentação necessárias para manter a 
continuidade em ambos fluxos: N_FEEDBACK_MASTER de periodo 65 e 
N_FEEDBACK_SLAVE de período 87. O Servidor é instanciado com todos estes parâmetros do 
sistema. '
module feedback: 
constant
_ 
D_MIN_F, D_MAX_F, 
D_MIN__MASTER, D_MAX_MASTER, 
D_M1N-_SLAVE, D_MAX_SLAVE, 
PREFETCI-I_MASTER, PREFETCI-I_SLAVE, 
'I'ETA_MIN_MASTER, TETA_MAX_MASTER, 
TETA__MIN_SLAVE, TETA_MAX_SLAVE, 
SIZE_BUFF_MAS'I`ER, SIZE_BUFF_SLAVE, 
N_FEEDBACK_MASTER, N_FEEDBACK_SLAVE 
: integer; 
Í)'P¢ 
elt__type; 
input 
ms; 
output 
. play_master(integer), play_slave(integer); 
signal 
% [6,l5] ms % [15,2o] ms % [20,30] ms % 1, 1 % [29,3l] ms % [39,41] ms % 5, 5 unidades % 65, 87 unidades 
in_m_ch(elt_type), out_m_ch(elt__type), in_fm__ch(integer), out__fm_ch(integer), 
in_s_ch(elt_type), out__s_ch(elt_type), in_fs_ch(integer), out_fs_ch(integer) in 
copymodule Servidor 
copymodule Canal [signal in_s_ch/in_ch, out_s_ch/out_ch; 
copymodule Midiafone [signal out_m_ch/midiafone_in, 
pIay_master/play, 
in_fm_ch/feedback_out; 
V 
copymodule Canal [signal in_fs__ch/in_ch, out_fs_ch/out_ch; 
constant D_MIN_F/D_MIN, D_MAX_F/D_MAX] 
copymodule Canal [signal in_m_ch/in_ch, out_m_ch/out_ch; 
constant D_MIN_MASTER/D_MIN, D_MAX_MASTÀER/D_MAX] 
constant D_MIN_SLAVE/D_MIN, D_MAX_SLAVE/D_MAX] 
copymodule Canal [signal in__fm_ch/in_ch, out_fm_ch/out_ch; 
constant D_MIN_F/D_MIN, D_MAX_F/D_MAX] 
constant PREFETCH__MASTER/PREFETCH, 
TETA_MlN_MASTER/TETA_MIN, 
TETA MAX MASTER/TETA MAX, 
s1zE_BUFF_MAs'rER/s1zE_BUFi=1
H 
copymodule Midiafone [signal out_s_ch/midiafone_in, 
V 
play_slave/play, 
in_fs_ch/feedback_out; 
constant PREFETCI-I_SLAVE/PREFETCH, 
TE'l`A_MIN_SLAVE/TETA_MIN, 
'I`ETA_MAX_SLAVE/TETA_MAX, 
SIZE_BUFF_SLAVE/SIZE_BUFF] 
end signal 
end module
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4.5 Conclusão ` 
Neste capítulo foi mostrada a utilização da linguagem Esterel na especificação de problemas de 
sincronização em sistemas multimídia distribuídos. Em particular foram especificadas várias 
técnicas de abordagem temporal nos dominios de sincronização intra-fluxo, inter-fluxo e 
multidestino. Foram expostos e discutidos aspectos específicos de cada técnica. 
A estratégia de especificação baseou-se, em princípio, na identificação de módulos e ou estmturas 
genéricas reutilizáveis nos diversos esquemas. Em particular, a estrutura do módulo Canal de 
Comunicação, serviu de esqueleto para a construção de vários dos módulos sincronizadores os 
quais se ajustaram a uma mesma estrutura fimcional. A especificação de cada módulo exigiu uma 
completa identificação de seus elementos. Assim foi necessário a definição de sinais de entrada e 
saída, tipos de dados, funções e procedimentos para a geração de um código executável que 
representa a especificação. 
A hipótese síncrona na linguagem Esterel proporcionou uma abstração simples e eficiente para a 
especificação dos aspectos de sincronização multimídia. Assim, os fluxos de dados foram 
modelados como sinais e eficientemente manuseados pelas construções temporais oferecidas pela 
linguagem. O tempo foi tratado como um sinal de entrada ao sistema, e manuseado com as 
mesmas construções temporais dos outros sinais conseguindo-se assim, um tratamento 
homogêneo dos aspectos temporais da especificação. 
Uma vez realizada a modelagem, no capitulo seguinte será apresentada a validação de cada um 
dos cenários especificados, através de ferramentas que permitem a compilação e simulação de 
especificações na linguagem Esterel.
Capítulo 5 
Validação e Avaliação das Especificações 
5. 1 Introdução 
Neste capitulo é apresentado o processo de validação das especificações dos problemas de 
sincronização multimídia introduzidos no capítulo anterior com o objetivo de mostrar as 
potencialidades do modelo Esterel e das ferramentas associadas. É descrita a validação através da 
simulação de cada um dos cenários, apresentando critérios para a escolha de casos de teste, o 
atendimento da qualidade de serviço esperada e a identificação de condições de erro. Vários 
exemplos ilustram as simulações realizadas. No final do capítulo são apresentadas algumas 
conclusões. 
5.2 Simulação dos Cenários de Sincronização Intra-Fluxo 
5.2.1 Aspectos Gerais da Simulação ' 
O processo de simulação em geral visou conferir o atendimento da qualidade de serviço esperada 
para cada cenário especificado. Nos três primeiros cenários, caracterizados pela sincronização de: 
fluxos estocásticos em sistemas de relógios comuns (Cenário 1), fluxos estocásticos em sistemas 
de relógios a derivas comuns (Cenário 2) e fluxos periódicos em sistemas de relógios a derivas 
comuns (Cenário 3), foram considerados os seguintes itens:
~ O Preservaçao da assinatura temporal do fluxo. 
0 Atendimento dos limites de latência de apresentação. 
0 Condições de utilização do buffer do sincronizador. 
A simulação do quarto cenário, dedicado à sincronização de fluxos periódicos em sistemas de 
relógios a derivas constantes, visou verificar, além dos últimos dois itens anteriores, a correta 
alteração da assinatura temporal.
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No cenário de sincronização de fluxos periódicos em sistemas de relógios não sincronizados 
(Cenário 5) o interesse principal da simulação centrou-se na constatação da preservação da 
continuidade de apresentação, i.e. a não ocorrência de saturação ou fome no bujƒer do receptor. 
Para a identificação de eventuais condições de erro foi utilizado um módulo observador dos sinais 
de entrada e saída, dos módulos: Emissor e Sincronizador de cada sistema. O Observador é 
instanciado em paralelo com os módulos: Emissor, Canal e Sincronizador. Para o cinco cenários 
são utilizados três módulos observadores que utilizam princípios de validação similares: o cálculo 
da latência de apresentação e realizado subtraindo o tempo de apresentação da primeira IU, do 
seu correspondente tempo de emissão; o estado do buffer é determinado pela diferença do 
número atual de entradas e saídas de IUs no sincronizador; a preservação ou correta alteração da 
assinatura temporal é verificada pela comparação entre as relações temporais das IUs geradas 
pelo emissor e aquelas apresentadas. No caso destas condições não corresponderem às esperadas, 
um sinal de erro é emitido. A especificação destes módulos pode ser vista no Apêndice C. 
Adicionalmente foi avaliado o desempenho dos módulos sincronizadores utilizando o código da 
especificação gerado pelo compilador Esterel, acrescentado com uma interface de execução 
geradora de estatísticas. 
5.2.2 Simulação do Primeiro Cenário 
O mecanismo de sincronização baseado em time-stamping [Santoso93], especificado na seção 
4.2.4.1, foi objeto desta simulação. 
Nesta proposta os valores de latência (L) e requisito de armazenamento do buffer receptor (B) 
vem sendo dados por: 
' L = Amax 
° B = r(Amax ' Amin)/ Sminl 
Onde Am¡n e Amax representam os valores de atrasos mínimo e máximo do fluxo envolvido, e 
sm¡n, denota o mínimo tempo entre a emissão de uma IU e a IU subseqüente. A notação lxl 
indica o valor inteiro superior ou igual a x.
97 
As condições limites identificadas neste sistema foram relativas à utilização do buffer receptor. 
Especificamente, para valores máximos de atrasos de comunicação é conseguida a mínima 
utilização do buffer. Valores inferiores de atrasos fazem com que esta utilização aumente, sendo 
que, no caso da emissão de um fluxo de periodo 6 (sm¡n = 9), atinge-se o valor máximo quando 
todos os atrasos atuais são mínimos e a proporção (Amax - Amin)/9 constitui um número inteiro. 
Isto é devido ao fato de que valores inteiros n = (Amax - Amin)/6, produzem só entradas e saídas 
simultâneas de IUs no buffer, depois deste ter atingido uma carga máxima numa fase inicial. 
A seguinte simulação ilustra alguns dos resultados mais importantes. 
Simulação 
Utilizaram-se os valores seguintes: periodo do fluxo 6 = 5 ms, atrasos de rede no intervalo 
[lO, 15] ms, capacidade de armazenamento B = 1, e valor de tempo de apresentação alvo 
TPT= 15. Todos os atrasos atuais das IUs foram forçados a ser minimos (10 ms), visando obter 
uma máxima utilização do buffer, ou originar uma situação de saturação no caso de algum erro de 
especificação. A Tabela mostra os resultados desta simulação. 
Tempo ¡¢|a¡¡v° ao Eventos de Entrada Estado do buffer Número de 
começo da em¡5S¡¡0 de e/ou Saída de IUs no em número de seqüência da IU 
1U5 (m5)_ sincronizador. IUs. apresentada 
lO E l 
15 E/S l 
20 E/S 
25 E/S 
30 E/S 
35 E/S 
|-Iv--lu-4.-4 
&I`I-ãUJl\)'-^ 
Tabela 5.1 Resultados da simulação do esquema de sincronização intra-fluxo baseado em time-stamping, 
num sistema de relógios comuns. 
Nesta tabela é possivel identificar que o valor de latência, ou tempo de apresentação da primeira 
unidade de informação, é 15 ms. O período de apresentação corresponde-se com o período de 
emissão (5 ms), respeitando-se assim a assinatura temporal do fluxo. O buffer do sincronizador 
foi utilizado ao máximo como esperado, devido a que as IUs foram forçadas a sofrer atrasos 
minimos, e o valor da proporção (Amax - Amm)/9 constitui um número inteiro (1). É importante 
mencionar que após a chegada da primeira unidade de informação todas as entradas e saidas do 
sincronizador ocorreram no mesmo instante deixando inalterado o estado do buffer na sua carga
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visando provocar uma situação de fome no caso de um erro de especificação, ou bem como 
esperado, a mínima utilização do buffer receptor. A latência esperada é a mínima, e corresponde 
ao valor de Amax (25 ms). A Tabela mostra os resultados obtidos. 
Tempo ¡e1a¡¡ve ao Eventos de Entrada Estado do buffer Número de 
eomeee da emissão de e/ou Saida de IUs no em número de seqüência da IU 
' 
IUS (m5)_ sincronizador. IUs. apresentada. 
1o E 1 
25 s o 
ss E/s 
ss E/s 
115 E/s 
__ 145 E/s 
ÓÔÕÔ 
KI!-ÀbJ|\)›-l 
Tabela 5.2 Resultados da primeira simulação do esquema de sincronização intra-fluxo baseado em time- 
stamping, num sistema de relógios a derivas comuns. 
Nesta tabela tem-se um breve regime transitório até 55 ms, antes da entrada do sistema ao regime 
permanente onde só ocorrem entradas e saidas simultâneas. A latência de apresentação é de 25 ms 
como esperada. O periodo de apresentação corresponde-se com o periodo de emissão, 
respeitando-se assim a assinatura temporal do fluxo. O buffer do sincronizador foi utilizado ao 
mínimo como esperado, sendo que as IUs que entram no sincronizador são apresentadas nesse 
mesmo instante, deixando o buffer vazio. 
Segunda Simulação 
Numa outra simulação variou-se apenas os atrasos de rede entre [lO, 15] ms. O atraso atual da 
primeira IU foi forçado ao máximo (15 ms). As IUs seguintes foram forçadas a sofrer atrasos 
minimos. A latência esperada é a máxima, e corresponde ao valor de 2*Amax-Amin (20 ms). A 
Tabela mostra os resultados desta simulação.
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Tempø ¡¢|a¡¡v0 ao Eventos de Entrada Estado do buffer Número de 
começo da cm¡55ã0 de e/ou Saída de IUs no em número de seqüência da IU 
¡U5 (m5)_ sincronizador. IUs. apresentada. 
15 E 1 
20 S 0 1 
40 
50 2 
70 
80 3 
100 
110 4 
mmmmwrrl 
@›-IQ»-¢@›-1 
Tabela 5.3 Resultados da segunda simulação do esquema de sincronização intra-fluxo baseado em time- 
stamping, num sistema de relógios a derivas comuns. 
Identifica-se nesta tabela uma latência de apresentação de 20- ms como esperada. O periodo de 
apresentação (30 ms) corresponde-se com o período de emissão, respeitando-se assim a 
assinatura temporal do fluxo. A utilização do buffer ficou em torno do 33%, isto é, o 33% do 
tempo o buffer armazenou uma unidade de informação, enquanto o tempo restante ficou vazio. 
Note-se que apesar do tipo de atrasos induzidos, a máxima utilização do buffer não foi atingida, 
devido à defasagem entre os instantes de entrada e saida de IUs no buffer, pois a proporção 
2*(AmaX - Amm)/0 não constitui um número inteiro. 
5.2.4 Simulação do Terceiro Cenário 
A técnica do preferch [Dairaine94] especificada na seção 4.2.4.3, foi objeto desta simulação. 
Para esta técnica os valores prefelch (P), de latência (L) e requisito de armazenamento do buffer 
receptor (B) vem sendo dados por: 
° P = I-(Amax ' Amin)/9nom_| 
° L É l9nom*P+Amin¬ 9nom*P+^max] 
0 B = 2 * P 
Onde Gnom denota o periodo nominal do fluxo. . 
Nesta proposta a latência de apresentação depende do atraso atual da IU associada ao valor do 
préffelch. Assim p. ex., um valor de P = l faz com que o tempo de chegada da segunda IU ao 
sincronizador determine o inicio da apresentação. A capacidade de armazenamento é também
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fixada conforme ao valor do prefetch. Observe-se que estes valores de latência e requisitos de 
armazenamento são superiores àqueles dos esquemas anteriores. 
As condições limites identificadas neste sistema foram relativas à utilização do buffer receptor e à 
latência de apresentação. Em particular, o atraso mínimo da IU associada a P, seguido de atrasos 
máximos de posteriores IUs, produz a menor latência de apresentação e requer a mínima 
utilização do buffer receptor. Pelo contrario, o atraso máximo da IU associada a P, seguido de 
atrasos mínimos das seguintes IUs, origina a maior latência de apresentação e aumenta a 
utilização do buffer, sendo que a máxima utilização é só atingida quando a proporção (Amax - A 
min)/Qnom resulta num número inteiro. Nestas circunstâncias produzem-se só entradas e saídas 
simultâneas de IUs no buffer, depois deste ter atingido sua carga máxima numa fase inicial. 
Simulação 
Nesta simulação, fixou-se o valor do período do fluxo Gnom = 30 ms, os atrasos de rede no 
intervalo [lO, 40] ms, a capacidade de armazenamento B =i2, e o valor de prefetch P = 1. O 
atraso atual da IU associada a P, (a segunda IU) foi forçado a sofrer um atraso de 40 ms 
(máximo). As IUs seguintes foram forçadas a sofrer atrasos mínimos. Sob estas condições, e 
devido que 
(Amax - Am¡n)/ Gnom = 1, espera-se provocar uma situação de máxima utilização do buffer 
receptor em regime permanente. Neste caso a latência esperada corresponde ao valor de 
6n0m*P+AmaX, i.e. 70 ms. A Tabela mostra os resultados desta simulação. 
Tempo ,›e|a¡¡v0 ao Eventos de Entrada Estado do buffer Número de 
cømeço da ¢m¡55ã0 de e/ou Saida de lUs no em número de seqüência da IU 
ms (m5)_ sincronizador. IUs. apresentada. 
40 E 1 
› 
7o E/s 1 1 
7l E 
100 E/S 2 
130 E/S 3 
160 E/S 4 
|\)l\Jl\Jl\J 
Tabela 5.4 Resultados da simulação do esquema de sincronização intra-fluxo baseando na técnica do prefctch, 
num sistema de relógios a derivas comuns. 
Nesta tabela tem-se um breve regime transitório até 100 ms antes da entrada do sistema ao regime 
permanente onde só ocorrem saidas e entradas simultâneas. O inicio da apresentação corresponde
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ao mesmo instante da chegada da segunda IU ao sincronizador (70 ms), assim conseguindo-se um 
prefetch de uma unidade (estado do buffer = 1). O período de apresentação corresponde-se com 
o período de emissão, respeitando-se assim a assinatura temporal do fluxo. Em regime 
permanente, o buffer do sincronizador foi utilizado a sua máxima capacidade, sendo que as IUs 
que entram no sincronizador são apresentadas nesse mesmo instante, deixando o bujfer cheio. 
5.2.5 Simulação do Quarto Cenário 
A técnica do emulador de periodo [Dairaine94] especificada na seção 4.2.4.4, foi objeto desta 
simulaçao. 
Para este mecanismo, os valores prefetch (P), de latência (L)_e requisito de armazenamento do 
buffer receptor (B) vem sendo dados por: 
° P = r(Amax ' Amin)/Binl 
° L E [9in*P+Amin› 9in*P+Amax] 
0 B = 2 * P +1 
Onde 6¡n denota o período de emissão do fluxo. 
Nesta proposta a latência de apresentação depende do atraso atual da IU associada ao valor do 
prefetch, tal qual a proposta anterior. A capacidade de armazenamento é também fixada conforme 
ao valor do prefetch. Observe-se que o valor de requisito de armazenamento é superior numa 
unidade a seu correspondente valor na proposta anterior.- 
As condições limites identificadas neste sistema foram relativas à utilização do buffer receptor e à 
latência de apresentação. Uma vez que este esquema utiliza a técnica do prefetch, para compensar 
o jilter de comunicação, foram consideradas condições limites semelhantes àquelas do esquema 
anterior. Entretanto, neste caso a maior utilização do buffer, em regime permanente, não coincide 
com a utilização de sua máxima capacidade devido a que a virtual diferença, entre os periodos de 
emissão e apresentação, produz uma defasagem entre as atuais entradas e saidas de lUs no buffer 
receptor que determina uma oscilação contínua da sua carga. Esta situação é ilustrada numa das 
simulações do esquema. 
As seguintes simulações ilustram alguns dos resultados mais importantes.
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Primeira Simulação ' ` 
Esta simulação corresponde ao caso do emulador de período com operações delete. Neste caso, 
fixou-se o valor do período de emissão do fluxo 0¡n = 30 ms, o período de apresentação Gout = 
40 ms, os atrasos de rede no intervalo [10, 40] ms, a capacidade de armazenamento B = 3, e o 
valor de prefetch P = 1. Para estes períodos de emissão e apresentação corresponde um período 
de emulação Gemu = 120 ms. O atraso atual da IU associada a P, (a segunda IU) foi forçado a 
sofrer um atraso máximo. As IUs seguintes foram forçadas a sofrer atrasos mínimos. Sob estas 
condições, e devido ao fato que a relação (Amax - Amm)/Gm = 1, espera-se provocar a maior 
utilização do buffer receptor. A latência esperada corresponde ao valor de 6¡n*P+Amax, i.e. 70 
ms. Na Tabela são apresentados os resultados desta simulação, sendo que as operações delete 
são ressaltadas com asteriscos. 
Tempo relativo ao Entrada e/ou Estado do buffer IU 
começo da emigsãg de Saída de IUs no em número de apresentada. 
IUS (m5)_ sincronizador. IUs. 
40 E 1 
70 E/S 1 1 
71 
100 
110 2 
130 
150 3 
160 
190 5 
220 
230 6 
250 
270 7 
280 
310 9 Q
Q mmmmwmmmmmmmm 
* 
-it- 
I\)bJt×.)u.›|\)bJI\)b.›l×)bJl\JbJl×) 
Tabela 5.5 Resultados da primeira simulação da técnica do emulador de periodo, num sistema de relógios a 
dcrivas constantes. 
Nesta tabela observa-se um regime transitório até 190 ms, instante no qual ocorre a primeira, de 
uma seqüência de operações delete, com período Gemu (120 ms). O inicio da apresentação 
corresponde ao mesmo instante da chegada da segunda IU ao sincronizador (70 ms), assim 
conseguindo-se um prefetc/1 de uma unidade. Em regime permanente, a maior utilização do buffer 
correspondeu ao armazenamento de 2 IUs durante o 50% do tempo, e de 3 IUs o restante 50%.
104 
As operações periódicas delete, fizeram com que 'o fluxo apresentado corresponder a uma 
dilatação do fluxo gerado, ao mesmo tempo impedindo a saturação do buffer receptor. A 
seqüência de IUs apresentadas foi: 1, 2, 3, 5, 6, 7 e 9. A Figura 5.1 ilustra o efeito de dilatação. 
Números de seqüência de IUs geradas. 9 ¡n = 30 ms 
uni ii 
_.€__ 
_. 
Nç. 
: 
ag 
À 
ag- 
‹.¬ 
me 
°° 
~<-
Â 
se 
-4-õ 
:(-
Í 
ag- 
¿_; 
:(- 
-ea 
Números de seqüência de IUs apresentadas. Bom = 40 ms 
Figura 5.1 Dilatação dc um fluxo sob 0 esquema do emulador de período. 
Nesta figura pode-se visualizar que as operações delete compensam periodicamente o atraso 
cumulativo da assinatura temporal do fluxo apresentado. Esta propriedade e' fundamental para a 
aplicação desta técnica no caso da sincronização com outros fluxos. 
Segunda Simulação 
Esta simulação corresponde a uma sessão de simulação do emulador de período com operações 
duplícate. Neste caso, fixou-se o valor do periodo de emissão do fluxo 6¡n = 40 ms, o período de 
apresentação Bom = 30 ms, os atrasos de rede no intervalo [10, 50] ms, a capacidade de 
armazenamento B = 3, e o valor de prefetch P = l. Para estes períodos de emissão e apresentação 
corresponde um período de emulação Gemu = 120 ms. Os atrasos atuais das IUs são aleatórios e 
em conseqüência, a latência esperada está contida no intervalo [50, 90] ms. A mostra os 
resultados obtidos nesta simulação, sendo que as operações duplicate são ressaltadas por 
asteriscos. 
Tclllpo relativo ao Enlrada C/ou dO buffer 
Começo (in ¢m¡55¿¡Q de Saída dc lUs no em número dc apresentada. 
¡U5 (mS)_ sincronimdor. lUs. 
28 E l 
57 E/S * 2 l 
87 S l 
ll7 S 2 
125 E 
›_1o›_n
105 
f/1ml'rl(nmu›l'1'1</Jrrim 
*
* 
u-~›-i[\,)›-n[\)›-\|\_)›-‹›-:Q 
1 147 
'
3 
154 
177 4 
182 
207 4 
234 
237 5 
256 
267 6 
297 7 
5.6 Resultados da segunda simulação da técnica do emulador de período, num sistema de relógios a derivas 
constantes. 
Nesta tabela pode-se observar que o inicio da apresentação corresponde ao mesmo instante da 
chegada da segunda IU ao sincronizador (57 ms), sendo que este valor está contido no intervalo 
[50, 90] ms como esperado. Adicionalmente, devido ao fato dos atrasos serem aleatórios, a 
utilização do bufler varia conforme os atrasos atuais das IUs. Neste caso, a maior carga do buffer 
correspondeu ao armazenamento de 2 IUs, não atingindo a capacidade máxima do buffer (3 
unidades). 
As operações periódicas duplicate, fizeram com que o fluxo apresentado corresponder a uma 
compressão do fluxo gerado, ao mesmo tempo impedindo a fome do buffer receptor. A seqüência 
de IUs apresentadas foi: 1, 1, 2, 3, 4, 4, 5, 6, 7 e 7. O efeito de compressão ilustra-se na Figura 
5.2. 
Números de seqüência de IUs geradas 9 in = 40 "T5 
e%_‹- 
,/ 
+1* Q-6, (-za <_a .¿_<zz em ea -(-:: ea +5 
_.<_
/ 
~e ..,(
Í 
ee a<. 
/fl 
.zez//' 
z,@z---I' 
ag
_ 
‹z+/// 
«,< 
-.»-ff 
sé-
- 
õ(-
/ 
:Q-f//M 
8 
,:,( 
afff, 
ak- 
Números de seqüência de lUs apresentadas. G Qu; = ms 
Figura 5.2 Exemplo de compressão de um fluxo sol) o esquema do emulador de período. 
Nesta figura pode-se visualizar que as operações duplicale, aplicadas com período Gemu, 
impedem o adiantamento continuo da assinatura temporal do fluxo apresentado. Similarmente ao
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caso da emulação de periodo 'com operações deleíè, esta propriedade é fundamental para a 
aplicação desta técnica no caso da sincronização com outros fluxos. 
5.2.6 Simulação do Quinto Cenário 
O mecanismo de sincronização intra-fluxo baseado em mensagens de realimentação 
[Ramanathan93] especificado na seção 4.2.4.5, foi objeto desta simulação. 
Neste esquema foram exploradas, em particular, as condições que provocam a maior e menor 
carga do buffer. Assim por exemplo, uma carga máxima do buffer é provocada com a 
combinação dos seguintes fatores: 
0 O atraso máximo da primeira IU, seguido de atrasos mínimos das IUs posteriores. 
0 Um período máximo de apresentação de IUs no midiafone. 
0 Uma política de envios de IUs no tempo mais próximo possivel. 
Os seguintes parâmetros serviram de base para um conjunto de simulações relativas à 
sincronização de um fluxo de áudio: 
0 Atrasos de transporte fim-a-fim das IUs entre [40,60] ms. 
0 Atrasos de transporte fim-a-fim das mensagens de realimentação entre [1,15] ms. 
0 Período de apresentação de IUs no midiafone, 9 = 30 ms, sendo que é possível uma 
variação de 0,1 ms (drift do relógio de iO,33%). 
Para estes parâmetros, o número máximo de IUs entre envios de mensagens de realimentação ou 
período de realimentação (N), é função da capacidade de armazenamento disponível no 
midiafone. A Tabela mostra os valores do periodo de realimentação, para diferentes valores de 
capacidade de armazenamento.
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Capacidade do Período de
' 
Buffer realimentação, N. 
(unid. de áudio) 
2 1oo 
3 249 
399 
546 
698 
847 
I 
997 
O0\lO\U\-À 
Tabela 5.7 Períodos de realimentação correspondentes a distintos valores de capacidade de armazenamento. 
Nesta tabela, observam-se incrementos do período de realimentação, em torno de 150 IUs, por 
incrementos de uma unidade na capacidade de armazenamento, ou seja, uma relação linear entre 
estes valores na faixa considerada. Assim optou-se, sem nenhuma consideração especial, pelo 
valor de capacidade de 5 unidades com período de realimentação igual a 546 IUs. 
A Tabela resume os resultados do conjunto de simulações para um tempo de simulação 
equivalente a 100.000 ms. 
Atrasos Envios O B=0 B=l B=2 B=3 
[___ B=4 “Ê FERL Latest ã :s 75,87 24,13 
FERL Latest 5 Qiz 8,72 26,76 
0,00 
27.20 
0,00 
26.81 
0,00 
10,52 
0,00 
0,00 
ç 
FERL Earliest ä :â 7,10 22.99 26.69 26,99 15,93 0,31 
FLRE Latest 5 aa '/‹ 0.07 14,39 27.09 27,20 25,14 6,11 
1 
FERL Earliest ÉZ 0,45 0,90 
FLRE Earliest E naZ 0,00 0,20 
0.90 
0.85 
3,15 
0.90 
83,16 
21,33 
11,44 
76,72 
Tabela 5.8 Respostas do simulador do esquema de sincronização intra-fluxo baseado cm mensagens de 
realimentação. 
Nesta tabela a coluna Atrasos, representa os atrasos atuais das IUs. Tem-se aqui dois tipos de 
atrasos: FLRE (First-Late-Rest-Earbf), caso onde só o atraso da primeira IU é máximo, e os 
restantes são minimos; e FERL (First-Early-Rest-Late) onde só o atraso da primeira IU e' 
mínimo, e os restantes são máximos. A coluna Envios, representa a politica de envios do Servidor 
Multimidia. Esta politica pode ser para os tempos de envio mais proximos possíveis (Earliest) ou 
bem para o último instante de envio possível (Latest). A coluna de cabeçalho 0, representa o 
periodo atual de apresentação do midiafone. Os valores máximo e minimo foram considerados 
aqui. Finalmente, as colunas com cabeçalhos B = n (com n = 0, 1, 2, 3, 4 e 5), representam os 
percentuais de utilização do buffer para cada um dos seus estados de carga.
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Estes resultados mostram como aumenta a utilização do buffer segundo estes três fatores 
considerados. Num extremo a tupla <FERL, Latest, min> concentra a carga do buffer nos 
estados: vazio (75,87%), e de uma unidade (24,l3%); em outro extremo a tupla <FLRE, Earliest, 
max> produz a concentração da carga nos estados: cheio (76,72%), e de quatro unidades 
(21,33%). 
Cabe ressaltar que o valor do periodo de realimentação utilizado (N = 546), foi conferido 
experimentalmente. As simulações mostraram que valores superiores a 546 unidades produzem 
situações de descontinuidade. Em particular atrasos tipo FLRE, combinados com um período de 
apresentação máximo no midiafone, produzem fome antes da chegada da primeira mensagem de 
realimentação ao Servidor. 
5.3 Simulação do Cenário de Sincronização Inter-Fluxo 
A extensão do esquema de sincronização intra-fluxo baseado em time-stamping [Santoso93] para 
fluxos periódicos em sistemas de relógios comuns, especificado na seção 4.3.2, foi também 
simulada. 
Os critérios de simulação deste esquema de sincronização coincidiram em geral com os utilizados 
na simulação do esquema de sincronização intra-fluxo sob a mesma hipótese de relógios comuns 
do sistema. A especificação consistiu da instanciação em paralelo de módulos sincronizadores 
intra-fluxo, independentes entre si, com seus respectivos emissores e canais de comunicação. Os 
diferentes parâmetros dos fluxos envolvidos deveram ser considerados globalmente. 
Em particular, para o tempo de apresentação alvo, TPT, fixado ao máximo atraso de comunicação 
dos fluxos envolvidos, o valor de latência comum (L) e o requisito de armazenamento de cada 
buffer receptor (Bl) vem sendo dado por: 
0 L = TPT 
« Bi = l(T1>T- Aim¡n)/ simml 
Onde Almm corresponde ao atraso minimo de comunicação do fluxo i, e s'm¡n denota o minimo 
tempo entre a emissão de uma IU e a lU subseqüente, no fluxo i.
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Nas diferentes simulações, tal' qual era esperado,' os fluxos envolvidos não apresentaram 
assincronía. Isto deveu-se principalmente ao fato de que o esquema de sincronização intra-fluxo, 
aplicado _a cada fluxo, garante uma latência fixa, conseguindo assim uma sincronização inicial dos 
fluxos que é mantida posteriormente pela preservação individual de suas assinaturas temporais. 
Em relação à utilização dos buffers o aspecto mais importante foi que o requisito de 
armazenamento do fluxo mais rápido, viu-se incrementado pelo valor de máximo atraso do fluxo 
mais lento (valor do TPT). 
5.4 Simulação do Cenário de Sincronização Multidestino 
O mecanismo de sincronização inter-fluxo baseado em mensagens de realimentaçao 
[Ramanathan93] especificado na seção 4.4.2, foi objeto desta simulação. 
Esta proposta de sincronização inter-fluxo garante a continuidade dos fluxos periódicos em 
sistemas de relógios não sincronizados com a técnica aplicada no seu semelhante intra-fluxo. O 
interesse da simulação centrou-se especificamente na assincronía (skew) entre fluxos. 
Em particular, a assincronía depende do periodo de realimentação dos fluxos envolvidos, sendo 
que para menores períodos de realimentação obtém-se uma menor assincronía entre fluxos. Esta 
relação entre assincronía e periodo de realimentação foi verificada a partir da simulação. 
Os seguintes parâmetros sen/iram de base para o conjunto de simulaçoes relativas à sincronizaçao 
de fluxos de áudio (fluxo master) e vídeo (fluxo slave): 
0 Atrasos de transporte fim-a-fim das IUS entre [40,60] ms. 
0 Atrasos de transporte fim-a-fim das mensagens de realimentação incluídos entre [l,l5] ms. 
° Período de apresentação de áudio, Ga = 30 ms, sendo que é possível uma variação de 0,1 
ms (drift do relógio de i0,33%). 
o Período de apresentação de video, GV = 40 ms, sendo que é possivel uma variação de 0,1 
ms (drift do relógio de :O,25%). 
° Capacidade de armazenamento dos dois blqffers igual a 5.
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0 Períodos máximos de realimentação dos fluxos: Náud¡o = 546 e Nvídeo = 798. 
As simulações foram realizadas com o código da especificação gerada pelo compilador, ligada 
com uma interface de execução geradora de estatísticas da assincronía entre ifluxos. Para efeito de 
estudo, o periodo de apresentação do fluxo de áudio foi forçado a ser mínimo, e o periodo de 
vídeo foi forçado a ser máximo, visando avaliar o mecanismo sob estas condições extremas de 
apresentação. A Tabela resume os resultados para um tempo de simulação equivalente a 1.000 
seg.
Á
| 
Náudm Nvmeo Skew médio Skew médio Skew máximo Skew máximo 
(Unid. de vídeo) (ms) (Unid. de vídeo) ( ) l'l'lS 
546 798 3,06 123 6,21 248 
399 1,55 62 3,42 137 
1,15 46 2,76 110 I 
273 
zoo 300 
I 
137 200 0,75 30 2,08 83 
Tabela 5.9 Valores de assincronía para diferentes períodos de realimentação, no esquema de sincronizaçao 
multidestino baseado em mensagens de realimentação. 
Considerando um valor máximo de assincronía aceitável de 150 ms [Stefani92], e os parâmetros 
escolhidos, o mecanismo só consegue atender este requisito para valores de Náudk, e Nwdeo, 
próximos à metade dos máximos períodos de realimentação. Isto é, valores de Náudk, e Nvldeo 
próximos a 273 e 399 respectivamente. Por outro lado, independentemente dos valores de 
parâmetros escolhidos, o esquema apresenta uma oscilação da assincronía durante todo o tempo 
de apresentação do fluxo. A Figura 5.3 mostra esta variação para os valores máximos de periodos 
de realimentação, durante 80 segundos de apresentação. 
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Figura 5.3 Variação da assincronía de apresentação entre fluxos áudio e vídeo, em unidades de udeo 
Cabe ressaltar que a exatidão da estimação de assincronía de fluxos realizada pelo servidor 
depende igualmente do periodo de realimentação. Assim, neste gráfico, pode-se observar que a 
assincronía não é compensada totalmente após as ações periódicas de ressincronização (operações 
tempo em seg. 
0~ 
48121G202428323640444852566064682 80 7 76 
de/ere) realizadas pelo servidor, pouco antes de atingir-se os picos de assincronía.
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5.5 Conclusão ` 
Neste capitulo foi apresentada a validação por simulação de problemas de sincronização em 
sistemas multimídia distribuidos especificados na linguagem Esterel." Em particular foram 
abordadas várias técnicas da abordagem temporal nos domínios de sincronização intra-fluxo, 
inter-fluxo e multidestino. Aspectos especificos de cada técnica foram discutidos. 
Pode-se afirmar que a geração do código executável dos módulos sincronizadores constitui em si, 
um objetivo fimdamental na utilização de Esterel como linguagem de especificação no 
desenvolvimento de sistemas multimídia.
ll3 
Capítulo 6 
Considerações Finais 
O trabalho apresentado neste documento mostrou como pode ser utilizada a técnica de descrição 
formal Esterel nas fases de especificação e validação, no desenvolvimento formal de Sistemas 
Multimidia Distribuídos. A problemática da sincronização temporal foi abordada particularmente 
em cada um de seus aspectos: intra-fluxo, inter-fluxo e multidestino. 
Alguns dos principais mecanismos de sincronização propostos na literatura foram utilizados na 
resolução de problemas de sincronização expostos na forma de cenários que representaram 
diferentes exigências e restrições de sincronização. 
Uma metodologia de desenvolvimento baseada em Esterel foi proposta e aplicada com sucesso, 
abrangendo as fases de especificação, validação e avaliação de desempenho dos sistemas. 
A hipótese síncrona na linguagem Esterel proporcionou uma abstração simples e eficiente para a 
especificação dos aspectos de sincronização multimidia. Assim, os fiuxos de dados foram 
modelados como sinais e eficientemente manuseados pelas construções temporais oferecidas pela 
linguagem. O tempo foi tratado como um sinal de entrada ao sistema, e manuseado com as 
mesmas construções temporais dos outros sinais conseguindo-se assim, um tratamento 
homogêneo dos aspectos temporais da especificação. 
A validação dos mecanismos de sincronização especificados foi realizada através da simulação 
sobre o código executável obtido diretamente da compilação das especificações. Este fato 
representou uma grande vantagem, permitindo visualizar rapidamente o comportamento das 
especificações mesmas e facilitando a detecção de erros num estágio inicial de especificação. 
Adicionalmente, a simulação permitiu a análise de desempenho de certas caracteristicas dos 
mecanismos de sincronização especificados. 
Entretanto, a principal limitação da simulação é que ela não constitui uma prova formal da 
correção de uma especificação, pois não é possivel garantir que abrange o espaço total de estados 
do sistema. Alternativamente, o processo de verificação utiliza métodos matemáticos rigorosos
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para provar que uma especificação satisfaz certas propriedades desejáveis. Ferramentas tais como 
AUTO [Vergamini92] e TempEst [Jagadeesan95] podem ser utilizadas para a verificação de 
especificações Esterel, mas encontram dificuldades no caso de especificações que utilizem 
variáveis ou sinais que carreguem informações, e cujo controle de fluxo dependa de valores 
gerados em tempo de execução [Jagadeesan95]. Sendo este o caso dos modelos apresentados 
neste trabalho, a simulação constituiu uma opção razoável. 
Uma das caracteristicas mais importantes das especificações realizadas é o encapsulamento do 
comportamento tempo-real. Pode-se afirmar que a geração do código executável dos módulos 
sincronizadores representou uma das principais motivações para a escolha de Esterel, entre outras 
linguagens (LOTOS, Estelle, etc.), para o desenvolvimento de sistemas multimidia. Estes códigos 
podem ser utilizados num contexto computacional distribuído como sugerido em [Stefani92]. 
Sem dúvida, a consideração da implementação final destes mecanismos, pode ser a fase seguinte 
do trabalho. Assim por exemplo, o sistema operacional a utilizar deve oferecer as primitivas de 
sincronização eficientes que o hardware e software de aplicações multimídia precisam para 
interações multimídia complexas, permitindo o suporte integral de atividades fim-a-fim. 
Entretanto, os sistemas operacionais mais populares tais como UNIX, mostram-se inadequados 
para o suporte da maioria de aplicações multimídia [Bulterman91]. ~ 
Finalmente, este trabalho trouxe um conhecimento mais específico sobre as questões de 
sincronização multimidia, visando principalmente, adquirir uma experiência orientada à concepção 
formal de sistemas multimidia.
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Apêndice A 
Elementos de Base da Linguagem Esterel 
Este apêndice apresenta os elementos de bases da linguagem Esterel necessários para entender o 
conjunto de especificações realizadas neste trabalho. Uma descrição completa da linguagem pode 
ser encontrada em [Berry88]. 
Um programa Esterel pode ser visto como uma conjunto de processos paralelos que se 
comunicam instantaneamente entre si, e com o ambiente, através da difusão de sinais. Este é o 
único mecanismo de comunicação suportado por Esterel: os sinais locais correspondem à 
comunicação interna entre processos, enquanto os sinais de entrada e saída fornecem a 
comunicação com o ambiente. Em Esterel, o tempo aparece como um sinal de entrada gerado por 
um relógio extemo.
_ 
Um sinal é difimdido através da instrução emit (p. ex. emit SIN (exp) define a difusão do sinal 
SIN com o valor exp). Os sinais carregam dois tipo de informação: 
1. Uma informação de controle que define se um sinal está presente ou não durante um 
instante de execução. 
2. Um valor que é persistente e pode ser consultado como qualquer outra variável ou 
constante. 
O valor corrente de um sinal pode ser consultado através do operador ? 
As reações as sinais baseiam-se numa única primitiva básica: 
do stat watching exp SIN 
Onde stat corresponde a um comando, exp é uma expressão inteira opcional, e SIG é um sinal. O 
comando star começa imediatamente; se stat termina antes da seguinte exp-ésima ocorrência do 
sinal SIN, o comando do watching também termina. Em outro caso, o comando do watching é
122 
terminado no instante da exp-ésima ocorrência do'sinal SIN, sendo que o comando stat é 
imediatamente abortado (killed). 
Alguns dos comados imperativos da linguagem são os seguintes: 
0 Atribuição: X:= expressão. 
0 Instrução condicional: if exp then stat] else stat2 end. 
0 Ciclo infinito: loop stat end. 
0 A instrução: halt. A única instrução que consome tempo. 
0 Operador de seqüência: statl; stat2. Definindo o começo do comando stat2 
imediatamente após o término do comando statl. 
0 Operador paralelo: stat] H stat2. Definindo o começo instantâneo de ambos comandos 
sendo que a instrução só termina quando ambos comandos terminarem. 
A unidade de programação em Esterel é o módulo. Esterel possui o comando copymodule, que 
permite a expansão de um módulo e oferece facilidades de substituição de sinais e constantes. A 
sintaxe é a seguinte: 
copymodule ident_m0d [lista de substituição] 
Onde ident_mod é o identificador do módulo, e lista de substituição corresponde a uma lista 
opcional de substituição de sinais e/ou constantes. O módulo é copiado textualmente com as 
substituições indicadas.
Apêndice B 
Módulo de Sincronização : S¡nc_/ntra" ' 
Este apêndice inclui o módulo Sinc_Intra, que forma parte da especificação do cenário de 
sincronização multidestino da seção 4.4.2. 
module Sine_Intra : 
constant 
D_MIN_M,D_MAX_M, 
D_MIN_F, D_MAX_F, 
TETA_MIN, TE'I`A_MAX, 
MIDIA, SIZE__BUFF, N_FEEDBACK : integer, 
TRUE, FALSE : boolean; 
13'P€ 
elt_type; 
input 
out_f_ch(integer), ms, t(integer); 
output 
in_m_ch(elt_type), 
Uf(integer), % Unidade de dado recibido em feedback 
a_Uf(integer); % Tempo de chegada de Uf ao server 
function 
get_media_elt(integer) : elt_type, 
n_elt(elt_type) : integer, 
tobemarked(elt_type,integer) 1 boolean, 
next_time(integer,integer,integer.integer) : integer, 
earliest_next_time(integer,integer,integer,integer,integer,integer,integer) : integer, 
latest_next_time(integer,integer,integer,integer,integer,integer) : integer, 
scheduler(integer,integer) : integer; 
procedure 
write_mark (elt_type) (); 
signal 
teta(integer), feedback_unit(boolean) in % Periodo de envio e sinal de ajuste do periodo 
emit feedback_unit(FALSE); 
await ins;
[ 
var elt : elt_type, earliest, latest 1 integer in 
loop 
elt := get_media_clt(MlDlA); 
if (tobemarked(elt.N_FEEDBACK)) then 
Call write_mark (elt) () 
end; 
emit in_m_ch (elt); 
if (not('?feedback__unit)) then 
emit tela(next_time(n_clt(clt)+l. TETA_MIN, D_MAX_M, D_MlN_M) - '?t) 
else - 
earliest := 
earliest_ne.\'t_time(`?a_Uf.D_MIN_F.n_clt(clt)+l. SlZE__BUFF _ '?Uf. TETA_MAX. D_MlN_M)-?t; 
latest :=
1zzesz_ne×¢_úme(?a_Uf, D_MAx_F, n_eu(en)+1, ?Uf, TETA_M1N, D_MAx_1v1) - tn 
emit teta(scheduler(earliest,latest)); 
end; 
await ?teta ms 
end loop 
end var 
II 
await out_f_ch; 
emit feedback_unlt(TRUE); 
loop 
emit a_Uf(?t); 
emit Uf(?out_f_ch); 
await out_f_ch 
end
1 
end signal 
end module
Apêndice C 
Módulos Obsen/adores 
Este apêndice inclui os módulos observadores que foram utilizados para a simulação e verificação 
de especificações da seção 5.3. 
C.1 Módulo Observador dos Cenarios Intra-Fluxo 1, 2 e 3. 
module Observador_l : 
constant 
TETA, 
SIZE_BUFF, 
MIN_LATEN, 
MAX_LATEN : integer; 
type 
elt_type; 
input 
out_src(elt_type), in_sync(elt_type), play(elt_type), ms; _ 
output 
error(integer); 
function 
info_elt(elt_type) 1 integer; 
% confiere a latência 
signal t(integer) in 
var t_first, latencia, n : integer in 
await immediate out_src; 
t_first := ?t; 
await play; 
n := info_elt('?play); 
latencia := ?t - t_ñrst; 
if (latencia < MIN_LA'l`EN or latencia > MAX_LATEN) then 
emit error(0) 
end 
loop % confiere a preservação da assinatura temporal 
do 
await play; 
n := n+l; 
if (info_elt(?pla_v) <> n) then emit error(l) end 
watching (TETA + l) ms 
timcout emit error(2) end 
end loop 
end var 
II 
var cur := 0 : intcgcr in 
every ms do cur := cur + l; cmit t(cur) end 
end 
end signal 
|| % conficre os limites do buffer 
signal in(intcger). out(intcgcr). update in
emit out(0);
[ 
var n_in := O : integer in 
every in_sync do n_in := n_in+l; emit update; emit in(n_in) end 
end - 
var n_out := 0 : integer in 
every play do n_out := n_out+l; emit update; emit out(n_out) end 
end 
var b 1 integer in 
every update do 
b := ?in-?out; 
if (b < O or b > SIZE_BUFF) then emit error(3) end 
end 
end
1 
end 
end 
signal 
module 
C.2 Módulo Observador do Quarto Cenario Intra-Fluxo 
module Observador 2 : 
constant 
TETA, % teta_out 
SIMM 
type 
ZE_BUFF, 
lN__LA'I'EN, 
AX_LATEN : integer; 
elt_type; 
input 
out__src(elt_type), in_sync(elt_type), play(elt_type), ms; 
output 
error(integer); 
sign 
va 
al t(integer) in 
r t_lirst, latencia : integer in %conl`ierc a latência 
await immediate out_src; 
t_first := ?t; 
await play; 
latencia := '?t - t_first; 
if (latencia < MlN_LATEN or latencia > MAX_LATEN) then 
emit error(0) 
end 
loop % confiere a correta alteração da assinatura temporal 
do 
await play; 
watching (TETA + l) ins 
timcout emit error(2) end 
end loop 
en 
|| 
va 
d var 
r cur := 0 1 inlcger in 
every ms do cur := cur + l; emit t(cur) end 
CI!d
end signal
` 
|| 
% confiere os limites do buffer 
signal in(integer), out(integer), update in 
emit out(0);
[ 
var n_in := 0 1 integer in 
every in_sync do n_in := n_in+l; emit update; emit in(n_in) end 
end 
II 
var n_out := 0 : integer in 
every play do n_out := n_out+l; emit update; emit out(n_out) end 
end 
ll 
var b : integer in 
every update do 
b := ?in-'?out; 
if (b < 0 or b > SIZE_BUFF) then emit error(3) end 
end 
end
1 
end signal 
end module 
C.3 Módulo Observador do Quinto Cenario Intra-Fluxo 
module Observador_3 : 
constant 
SIZE_BUFF, 
MIN_LATEN, 
MAX_LATEN : integer; 
ÍYPC 
elt_type; 
input 
out_src(elt_typc), in_sync(clt_type), play(elt_typc), ms; 
output 
error(integer); 
signal t(integer) in 
var t_l`trst, Iatcncia : intcgcr in % conliere a latência 
await immcdiate out_src; 
t_l`trst := '?t; 
await play; 
Iatcncia := ?t - t_first: 
if (Iatcncia < MlN_LATEN or Iatcncia > MAX_LATEN) then 
emit error(0) 
end 
end var 
ll 
var cur := () 1 integcr in 
every ms do cur := cur + lzcmit t(cur) end 
end 
cnd signal 
|| 
% conficrc os limites do buffer 
signal in(integer). out(intcgcr). update in 
emit out(0);
[ 
var n_in := O : integer in 
every in_sync do n_in := n_in+l; emit update; emit in(n_in) end 
end 
Il
e 
var n_out := 0 : integer in 
every play do n_out := n_out+l; emit update; emit out(n_out) end 
end 
II 
var b : integer in 
every update do 
b := ?in-?out; 
if (b < 0 or b > SIZE_BUFF) then emit error(3) end 
end 
end
l 
end signal 
end module 
C.4 Módulo Observador do Cenario Multidestino 
% Chamada: copymodule Observa_Ske\v [constant X/MIN_SKEW AX_SKEW] , Y/M 
module Observa_Skew 1 
constant 
TETA_NOMINAL_MASTER, 
TETA_NOMINAL_SLAVE, 
MIN_SKEW, MAX_SKEW % Skew em relacão ao master. P.ex. skew > 0 => master adiantado 
2 integer; % Lipsync [Stefani92] (audio master) MIN_SKEW = -15 ms, MAX_SKEW = 150 ms 
input 
play_master(integer), play_slave(integer), ms; 
output 
error(integer); 
function 
caIc_skew(integer,integer,integer,integer,integer,integer) 1 integer; 
signal t_slave(integer), t(integer) in 
loop 
await play_slave; 
emit t_slavc('?t) 
end loop 
II 
var skew : integer in 
[await play_master H await pla_v_sIavc]; 
present play_master then 
ske\v := calc__skew(?play_master. '?t. TETA_NOMlNAL_MAS'l`ER, '?pla_v_slave. '?t_slave. 
TE'I`A_NOMlNAL_SLAVE); 
if (skew < MIN_SKEW or skew > MAX_SKEW) then emit error(skew) end 
end; 
loop 
await play_master: ' 
skew := caIc_ske\\'('?play_master. '?t. TETA_NOMlNAL_MASTER. '?play_slave_ `?t_slavc. 
TETA_NOMlNAL_SLAVE); 
if (skew < MIN_SKEW or skew > MAX_SKEW) then cmit crror(skew) end 
end loop
end var 
II 
var cur := O : integer in 
every ms do cur := cur + 1; emit t(cur) end 
end 
end signal 
end module
