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HALFSPACE DEPTH DOES NOT CHARACTERIZE PROBABILITY
DISTRIBUTIONS
STANISLAV NAGY
Abstract. We give examples of different multivariate probability distributions whose
halfspace depths coincide at all points of the sample space.
For a d-variate random vector X with distribution P and x ∈ Rd, the halfspace (or
Tukey) depth of x with respect to P is given by
D(x;P ) = inf
u∈Rd\{0}
P
(
uTX ≤ uTx
)
.
This function, proposed by Tukey (1975), constitutes a base for nonparametric statistical
analysis of multivariate data. A vast body of literature on the depth, and depth-based sta-
tistical procedures exists; see, for instance, Donoho and Gasko (1992), Liu et al. (1999),
Rousseeuw and Ruts (1999), Zuo and Serfling (2000), and Einmahl et al. (2015).
The depth characterization conjecture is perhaps the most fundamental problem in
the theory of data depth. The conjecture states that for any two distinct probability
distributions P,Q in Rd there exists a point x ∈ Rd at which the depths D(x;P ) and
D(x;Q) differ. It is easy to see that the conjecture holds true for d = 1. A positive
answer for d ≥ 2 would justify the pursuit of depth-based inference for multivariate
data, as there would be a one-to-one map between all depth surfaces and probability dis-
tributions. The depth characterization problem was studied by many authors, including
Struyf and Rousseeuw (1999), Koshevoy (2002, 2003), Hassairi and Regaieg (2007, 2008),
Cuesta-Albertos and Nieto-Reyes (2008), and Kong and Zuo (2010). From these results
we know that the conjecture holds true if, for instance, P and Q have finite support, or
if their depths satisfy certain smoothness conditions.
In this note we show that the general conjecture is not true. We do so by constructing
two different probability distributions with the same depth.
Theorem. For all d ≥ 2 there exist probability distributions P,Q in Rd such that P 6= Q,
and D(x;P ) = D(x;Q) for all x ∈ Rd.
Proof. For t = (t1, . . . , td)
T ∈ Rd and 0 < α < ∞ denote ‖t‖α =
(∑d
i=1 |ti|
α
)1/α
; for
α =∞ set ‖t‖∞ = maxi=1,...,d |ti|.
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Consider X = (X1, . . . , Xd)
T ∼ P and Y = (Y1, . . . , Yd)
T ∼ Q given by their charac-
teristic functions
ψX(t) = exp
(
−‖t‖1/2
1
)
= exp

−
√√√√ d∑
j=1
|tj |


ψY (t) = exp
(
−‖t‖
1/2
1/2
)
= exp
(
−
d∑
j=1
√
|tj |
) for t = (t1, . . . , td)T ∈ Rd.
In what follows we show that the random vectors X and Y are well defined, with different
distributions, yet
D(x;P ) = D(x;Q) = F (−‖x‖∞) for all x ∈ R
d
for a fixed function F .
Functions ψX and ψY are both positive definite. That follows by results of Le´vy (1937)
and Schoenberg (1938), see Koldobsky (2009, Section 1) or Zastavnyi (2000, Problem 2).
Thus, by Bochner’s theorem (Ushakov, 1999, Theorem 1.8.9), random vectors X and
Y are well defined, and P 6= Q. The characteristic function ψX depends on t only
through ‖t‖α with α = 1. Thus, P takes the form of a so-called α-symmetric distribution
(Fang et al., 1990, Definition 7.1). Likewise, Q is α-symmetric with α = 1/2. For any d-
dimensional random vector Z = (Z1, . . . , Zd)
T with α-symmetric distribution, α ∈ (0, 2],
it is known that uTZ
d
= ‖u‖α Z1 for all u ∈ R
d (Fang et al., 1990, Theorem 7.1). Here,
d
=
stands for “is equal in distribution”.
The characteristic functions of marginal distributions X1 and Y1 are given by
ψX
(
(t1, 0, . . . , 0)
T
)
= ψY
(
(t1, 0, . . . , 0)
T
)
= exp
(
−
√
|t1|
)
for t1 ∈ R.
Therefore, since characteristic functions uniquely determine distributions (Ushakov, 1999,
page 54), X1
d
= Y1. Denote the common distribution function of X1 and Y1 by F .
For x ∈ Rd we can write
D(x;P ) = inf
u∈Rd\{0}
P
(
uTX ≤ uTx
)
= inf
u∈Rd\{0}
P
(
‖u‖αX1 ≤ u
Tx
)
= inf
u∈Rd\{0}
F
(
uTx
‖u‖α
)
= F
(
inf
u∈Rd\{0}
uTx
‖u‖α
)
with α = 1, and likewise
D(x;Q) = F
(
inf
u∈Rd\{0}
uTx
‖u‖α
)
with α = 1/2. It remains to show that
inf
u∈Rd\{0}
uTx
‖u‖
1
= inf
u∈Rd\{0}
uTx
‖u‖
1/2
= −‖x‖∞ ,
which follows from a version of Ho¨lder’s inequality (Chen and Tyler, 2004, Lemma A.1).

Note that measures P and Q constructed in the proof above are fairly common in
statistics and probability — they are both multivariate extensions of the Le´vy symmetric
1/2-stable distribution (Le´vy, 1937). Other probability measures whose depths coincide
are immediately available from our construction. These include families of multivariate
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α-stable distributions with any 0 < α ≤ 1, or distributions whose characteristic functions
depend on the Minkowski functional of certain symmetric star bodies (Koldobsky, 2009).
An interesting open question that remains to be settled is a complete description of
probability distributions characterized by their halfspace depth.
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