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AN ILL-POSEDNESS RESULT FOR THE BOUSSINESQ
EQUATION
DAN-ANDREI GEBA, A. ALEXANDROU HIMONAS, AND DAVID KARAPETYAN
Abstract. The aim of this paper is to present new ill-posedness results for
the nonlinear “good” Boussinesq equation, which improve upon the ones pre-
viously obtained in the literature. In particular, it is proved that the solution
map is not continuous in Sobolev spaces Hs, for all s < −7/4.
1. Introduction
In this article, we consider the Cauchy problem associated with the nonlinear
“good” Boussinesq equation, i.e.,
(1)


utt − uxx + uxxxx + (u
2)xx = 0, u = u(t, x) : R+ ×M → C,
u(0, x) = u0(x), ut(0, x) = u1(x),
where either M = R (the non-periodic case) or M = T (the periodic case). This
equation, with uxxxx replaced by −uxxxx, was originally introduced by Boussinesq
[3] in connection with propagation of dispersive waves.
For dispersive equations, one of the most interesting topics to study is their local
well-posedness1 theory in Sobolev spaces. To gain intuition on this problem for (1),
we notice first that the leading terms of the linear operator, utt and uxxxx, tell us
that, in principle, one derivative in time “scales” like two derivatives in the spatial
variable. Hence, a correct assumption on the Sobolev regularity of the initial data
should be in the form of
(2) u0 ∈ H
s(M), u1 ∈ H
s−2(M).
In certain papers (e.g., [5] or [6]), the more restrictive profile u1 = ψx ∈ H
s−2, with
ψ ∈ Hs−1, is considered.
Secondly, the nonlinear Boussinesq equation lacks scaling. However, if one ig-
nores the linear lower order term uxx, the resulting equation
(3) utt + uxxxx + (u
2)xx = 0
is left invariant by the transformation
uλ(t, x) =
1
λ2
u
(
t
λ2
,
x
λ
)
,
which points to the critical Sobolev index sc = −3/2.
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1As explained in [8], the appelative “good” associated to (1) has to do, in part, with the fact
that, for Boussinesq’s original equation, only soliton-type solutions are known, and so one can not
study well-posedness except only in very special circumstances.
1
2 DAN-ANDREI GEBA, A. ALEXANDROU HIMONAS, AND DAVID KARAPETYAN
Recently, the local well-posedness of (1) has received considerable interest, with
the current state of the art being s > −1/2 for the non-periodic case, obtained
by Kishimoto and Tsugawa [7], and s > −3/8 for the periodic case, due to Oh
and Stefanov [11]. For more previous results, we refer the reader to the papers of
Linares [8], Fang and Grillakis [4], Farah [5], Farah and Scialom [6], and references
therein.
The main goal of this paper is to address the ill-posedness theory for (1), which
is far less understood. To our knowledge, the only results in this direction are:
1. The bilinear estimate in the Bourgain-type spaces adapted to (1), used in
proving local well-posedness, fails for s ≤ −1/4 in both the non-periodic and peri-
odic cases, as shown in [5] and [6], respectively;
2. For the non-periodic problem, Farah [5] demonstrated that the solution map
S : Hs × {ψx|ψ ∈ H
s−1} ⊂ Hs ×Hs−2 → C([0, T ];Hs), S(u0, u1) = u,
is not C2 at zero for s < −2.
Our results, on the other hand, are concerned with the failure of continuity
for the above solution map, and rely on a rather general technique introduced by
Bejenaru and Tao [2], in the context of a quadratic nonlinear Schrodinger equation.
This technique has been used also for other dispersive equations: KdV-Burgers
(Molinet-Vento [10], [9]), Benjamin-Bona-Mahony (Panthee [12]), Benjamin-Bona-
Mahony-Burgers (Banquet [1]).
2. Statement of main results
2.1. Framework. Let us now describe the setup in [2], directly formulated for (1).
The nonlinear “good” Boussinesq equation can be seen as an abstract semilinear
evolution equation, with a bilinear nonlinearity, which can be written in the form
(4) u = L(f) + N(u, u),
where f = (u0, u1) is an initial data lying in a data space D (e.g., H
s×Hs−2), the
solution u takes values in a solution space S ⊆ C([0, T ];Hs), L : D → S is a linear
operator, and N : S × S → S is a bilinear form, both of which are densely defined.
If (D, ‖ · ‖D) and (S, ‖ · ‖S) are a pair of Banach spaces satisfying
(5) ‖L(f)‖S ≤ C‖f‖D, ‖N(u, v)‖S ≤ C‖u‖S‖v‖S,
where C > 0 is an absolute constant, the equation (4) is called quantitatively
well-posed, as a standard contraction argument shows that, for all ‖f‖D <
1
16C2 ,
there exists a unique solution u for (4), with ‖u‖D <
1
4C . In fact, the solution is
the sum of an absolutely convergent series in S,
(6) u =
∞∑
n=1
An(f), (∀)‖f‖D <
1
16C2
,
where the nonlinear maps An : D → S (n ≥ 1) are defined recursively by
(7) A1(f) = L(f), An(f) =
n−1∑
k=1
N(Ak(f), An−k(f)), (∀)n ≥ 2.
Remark 2.1. In the notation of [5], the non-periodic problem is quantitatively
well-posed for
D = Hs × {ψx|ψ ∈ H
s−1} ⊂ Hs ×Hs−2, S = C([0, T ];Hs) ∩XTs,b,
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with the usual norms, where s > −1/4 and b > 1/2. Similar spaces are available
for the periodic problem (see [6]).
Remark 2.2. The local well-posedness results of Kishimoto-Tsugawa [7] and Oh-
Stefanov [11] are obtained by rewriting the Boussinesq equation in the form of a
Schrodinger and Schrodinger-like equation, respectively, using nonlinear transfor-
mations. For example, [7] relies on
v = u− i(1− ∂xx)
−1ut
to transform (1) into
ivt − vxx =
v¯ − v
2
−
[
∂xx (1− ∂xx)
−1
] (v + v¯)2
4
, v(0) = u0 − i(1− ∂xx)
−1u1,
which is a quadratic nonlinear Schrodinger equation, followed by a bilinear analysis
which is done in modified Bourgain-type spaces for this equation.
Due to the nonlinear link between the two problems, it is highly nontrivial how to
translate this result into a quantitatively well-posed one for (1). The same goes for
the normal form argument in [11]. We plan to address these questions in a future
work.
Moreover, Bejenaru-Tao’s argument (precisely Proposition 1 in [2]) tells us that
if the solution series (6) is continuous as a function of f in weaker topologies than
the ones given by ‖ · ‖D and ‖ · ‖S , then each of its terms is also continuous in this
setup. This is the key fact that will be used in our proof.
2.2. Method of proof. A strategy in proving an ill-posedness result based on the
previous idea can be formulated as follows:
1. Start with a quantitative well-posedness pair (D,S) for which one has,
as described above, a continuous solution map associated to (4),
(8) f ∈ (B1, ‖ · ‖D) −→ u ∈ (B2, ‖ · ‖S),
where B1 ⊂ D and B2 ⊂ S are two balls centered at the origin;
2. Choose two weaker norms, ‖·‖D′ and ‖·‖S′ related to the regularity for which
you try to prove ill-posedness and find an n ≥ 1 and a sequence (fN)N ⊂ D such
that
(9) lim sup
N→∞
‖fN‖D ≪ 1, sup
N
‖An(fN )‖S′
‖fN‖D′
= ∞.
This will show that
(10) An : (B1, ‖ · ‖D′) −→ (B2, ‖ · ‖S′),
is not continuous at the origin, which implies that the same is true for the solution
map in these coarser topologies. Moreover, what makes this strategy go through is
that, as the time of existence T = T (‖f‖D) and lim supN→∞ ‖fN‖D ≪ 1, the uN ’s
(for N sufficiently large) will all be defined for the same amount of time.
We are now ready to state our main result:
Theorem 2.3. Let the Cauchy problem (1) be quantitatively well-posed for
D = Hs ×Hs−2(M), S ⊆ C([0, T ];Hs(M)),
where M = R or T. Then the solution map
(11) S : Hs
′
×Hs
′−2(M)→ C([0, T ];Hs
′
(M)), S(u0, u1) = u,
4 DAN-ANDREI GEBA, A. ALEXANDROU HIMONAS, AND DAVID KARAPETYAN
is not continuous at the origin for any s′ < min{−2− s, s}.
Based on Remark 2.1, we obtain immediately the following improvement of the
s′ < −2 ill-posedness result mentioned above:
Corollary 2.4. The solution map (11) is not continuous at the origin for all s′ <
−7/4, in both the periodic and the non-periodic cases.
Remark 2.5. Theorem 2.3 suggests that s = −1 is potentially the threshold be-
tween well-posedness and ill-posedness for (1). In the non-periodic case, this can
be corroborated also with the intimate relation between the Boussinesq equation and
the quadratic nonlinear Schrodinger equation (as described in Remark 2.2) , and
the fact that for
ivt + vxx = v
2,
s = −1 is indeed that threshold, the main result of Bejenaru-Tao [2].
3. Proof of Theorem 2.3
We will use the strategy outlined in our method of proof and show that, for a
quantitative well-posedness index s, we can construct a sequence (fN )N satisfying
lim sup
N→∞
‖fN‖Hs×Hs−2 ≪ 1, sup
N
‖A2(fN )‖C([0,T ],Hs′)
‖fN‖Hs′×Hs′−2
= ∞,
for any s′ < min{−2− s, s}. We start by computing the nonlinear map A2.
3.1. Formulas for A2. In the non-periodic case, using the Fourier transform in
the spatial variable and Duhamel’s principle, one can derive that the solution of
the linear problem
(12)


utt − uxx + uxxxx = F, (t, x) ∈ R+ × R,
u(0, x) = u0(x), ut(0, x) = u1(x),
is given by the formula
(13) uˆ(t, ξ) = cos(tλ(ξ))uˆ0(ξ) +
sin(tλ(ξ))
λ(ξ)
uˆ1(ξ) +
∫ t
0
sin((t− s)λ(ξ))
λ(ξ)
Fˆ (s, ξ) ds,
where λ(ξ) =
√
ξ2 + ξ4.
Therefore, (1) can be restated in integral form as
(14)
uˆ(t, ξ) = cos(tλ(ξ))uˆ0(ξ) +
sin(tλ(ξ))
λ(ξ)
uˆ1(ξ)−
∫ t
0
sin((t− s)λ(ξ))
λ(ξ)
(̂u2)xx(s, ξ) ds
= cos(tλ(ξ))uˆ0(ξ) +
sin(tλ(ξ))
λ(ξ)
uˆ1(ξ) +
∫ t
0
sin((t− s)λ(ξ))
λ(ξ)
ξ2 û2(s, ξ) ds,
which is nothing but the Fourier version of (4) with
(15)
L̂f(t, ξ) = cos(tλ(ξ))uˆ0(ξ) +
sin(tλ(ξ))
λ(ξ)
uˆ1(ξ), f = (u0, u1),
N̂(u, v)(t, ξ) =
∫ t
0
sin((t− s)λ(ξ))
λ(ξ)
ξ2 û · v(s, ξ) ds.
Using now (7), we can infer that
A2(f) = N(A1(f), A1(f)) = N(L(f), L(f)),
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which further implies
(16)
Â2(f)(t, ξ) =
∫ t
0
sin((t− s)λ(ξ))
λ(ξ)
ξ2 (̂Lf)2(s, ξ) ds
=
∫ t
0
∫
R
sin((t− s)λ(ξ))
λ(ξ)
ξ2 L̂f(s, ξ − η) L̂f(s, η) dη ds.
For the periodic case, the computations are almost identical, the only difference
being that, instead of integrals in ξ or η, we have to sum up series over integers
in n or m. As a consequence, we write directly the formula for the coefficients of
A2(f):
(17) Â2(f)(t, n) = n
2
∑
m∈Z
∫ t
0
sin((t− s)λ(n))
λ(n)
L̂f(s, n−m) L̂f(s,m) ds,
with
L̂f(t,m) = cos(tλ(m))uˆ0(m) +
sin(tλ(m))
λ(m)
uˆ1(m), f = (u0, u1).
3.2. Proof of the non-periodic case. Our choice for the sequence of initial data
(fN )N≥N0 , with N0 a positive arbitrary integer, is given by
(18) fN = (gN , 0), ĝN(ξ) =
r
Ns
χ{N≤|ξ|≤N+1}},
where r > 0 is a positive constant and s is a quantitative well-posedness index. A
simple computation yields
(19) ‖fN‖Hs′×Hs′−2 = ‖gN‖Hs ≃ r N
s′−s,
which tells us that
lim sup
N→∞
‖fN‖Hs′×Hs′−2 = 0, (∀) s
′ < s,
and, in order to have
lim sup
N→∞
‖fN‖Hs×Hs−2 ≪ 1,
one needs to take r sufficiently small. This allows us to normalize the time of
existence T = T (r) for all the solutions of size at most r.
Hence, choosing r sufficiently small such that T = 1, plugging the profile (18)
into (16) and taking into account (15), we obtain
(20)
Â2(fN )(t, ξ)
=
∫ t
0
∫
R
sin((t− t′)λ(ξ))
λ(ξ)
ξ2 cos(t′λ(ξ − η)) cos(t′λ(η))ĝN (ξ − η)ĝN (η)dη dt
′
=
r2ξ2
N2sλ(ξ)
∫ t
0
∫
N≤|ξ−η|,|η|≤N+1
sin((t− t′)λ(ξ)) cos(t′λ(ξ − η)) cos(t′λ(η))dη dt′.
On the other hand,
(21)
‖A2(fN )‖C([0,1],Hs′(R)) ≥ ‖A2(fN )(t)‖Hs′ (1/4≤|ξ|≤1/2)
& ‖A2(fN )(t)‖L2(1/4≤|ξ|≤1/2),
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where 0 < t = tN < 1 is an arbitrary time which will be specified later. Thus,
we will be working in the regime given by |ξ| ∼ 1 and |η| ∼ N , for which simple
algebraic manipulations yield
(22) λ(ξ) ∼ 1, λ(ξ − η) + λ(η) ∼ N2, |λ(ξ − η)− λ(η)| ∼ N.
Relying on the trigonometric identity
sin a cos b cos c =
sin(a+ b+ c) + sin(a− b− c) + sin(a+ b− c) + sin(a− b+ c)
4
,
we can perform the integration in t′ for (20) to deduce:
(23)
N2s · Â2(fN )(t, ξ)
≃
∫ −N
−N−1+ξ
+
∫ N+1
N+ξ
{
a(t, ξ, η)
[
1
λ(ξ − η) + λ(η)− λ(ξ)
−
1
λ(ξ − η) + λ(η) + λ(ξ)
]
+ b(t, ξ, η)
[
1
−λ(ξ − η) + λ(η)− λ(ξ)
+
1
λ(ξ − η)− λ(η) − λ(ξ)
]}
dη,
where
(24)
a(t, ξ, η) = cos(tλ(ξ)) − cos[t(λ(ξ − η) + λ(η))],
b(t, ξ, η) = cos(tλ(ξ)) − cos[t(λ(ξ − η)− λ(η))].
Using (22), we can estimate the first integrand by∣∣∣∣a(t, ξ, η)
[
1
λ(ξ − η) + λ(η) − λ(ξ)
−
1
λ(ξ − η) + λ(η) + λ(ξ)
]∣∣∣∣ . 1N4 ,
while for the second one, we choose t = tN ∼
1
N such that b(tN , ξ) ∼ 1, which
further implies:
b(tN , ξ, η)
[
1
−λ(ξ − η) + λ(η) − λ(ξ)
+
1
λ(ξ − η)− λ(η) − λ(ξ)
]
∼
1
N2
.
Both estimates are uniform in ξ and η.
These allow us, then, to infer that for N sufficiently large,
Â2(fN )(tN , ξ) ∼
1
N2s+2
,
uniformly in ξ, which in turn yields
‖A2(fN )‖C([0,1],Hs′(R))
‖fN‖Hs′×Hs′−2
&
1
Ns+s′+2
.
Thus
sup
N
‖A2(fN )‖C([0,1],Hs′(R))
‖fN‖Hs′×Hs′−2
= ∞,
if s′ < s and s+ s′ + 2 < 0, which finishes the proof.
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3.3. Proof of the periodic case. The analysis is similar to the non-periodic one,
as one picks the sequence of initial data (fN )N≥10 to be defined as
(25) fN = (gN , 0), ĝN(n) =
r
Ns
(
χ{n=N} + χ{n=1−N}
)
.
As before, we obtain
‖fN‖Hs′×Hs′−2 ≃ r N
s′−s, Â2(fN )(t, n) = 0, (∀)n 6= 1,
and
Â2(fN )(t, 1) ∼
1
N2s
∫ t
0
sin((t− t′)λ(1)) cos(t′λ(N − 1)) cos(t′λ(N)) dt′.
Next, we deduce
‖A2(fN )‖C([0,1],Hs′(T)) &
∣∣∣Â2(fN )(t, 1)∣∣∣ ,
which will be coupled with
Â2(fN )(t, 1) ∼ a(t, N) ·O(N
−2s−4) + b(t, N) ·N−2s−2,
where
a(t, N) = cos(tλ(1))− cos[t(λ(N − 1) + λ(N))],
b(t, N) = cos(tλ(1))− cos[t(λ(N) − λ(N − 1))].
In comparison with the non-periodic case, we have a little bit more flexibility
in our choice of t = tN . We can take as in the previous subsection tN ∼
1
N , but
we can also set tN = 1, as the divergence of the sequence (cosn)n allows one to
identify a subsequence (Nk)k →∞ such that
lim inf
k
|b(1, Nk)| > 0.
Any of these two avenues leads to the same conclusion:
sup
N
‖A2(fN )‖C([0,1],Hs′(T))
‖fN‖Hs′×Hs′−2
= ∞,
for s′ < min{s,−2− s}, which concludes this argument.
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