We establish rigorous lower bounds on the speed of traveling fronts and on the bulk burning rate in reaction-di usion equation with passive advection. The non-linearity is assumed to be of either KPP or ignition type. We consider two main classes of ows. Percolating ows, which are characterized by the presence of long tubes of streamlines mixing hot and cold material, lead to strong speed-up of burning which is linear in the amplitude of the ow, U. On the other hand the cellular ows, which have closed streamlines, are shown to produce weaker increase in reaction. For such ows we get a lower bound which grows as U 1=5 for a large amplitude of the ow.
Introduction
Propagation of thin fronts in moving uids arises in many situations in physics and engineering. Consider a mixture of reactants interacting in a region that may have a rather complicated spatial structure but is thin across. The reaction front moves towards the unburned reactants leaving behind the burned ones. When the reactants are mixed by an ambient uid then the burning rate may be enhanced. The physical reason for this observed speed-up is believed to be that uid advection tends to increase the area available for reaction. Many important engineering applications of combustion operate in the presence of turbulent advection, and therefore the in uence of advection on burning has been studied extensively by physicists, engineers and mathematicians. In the physical literature one can nd a number of models and approaches that yield di erent predictions { relations between the turbulent intensity and the burning rate 8, 19, 20, 34] . These results are usually obtained using heuristic models and physical reasoning. For a recent review of some of the physics literature we refer to 27, 29] .
The lack of agreement between di erent physical models makes rigorous results, even for simplied mathematical models, particularly valuable and useful. A well-established mathematical model that describes a chemical reaction in a uid is a system of two equations for concentration C and temperature T of the form T t + u rT = T + v 2 0 g(T)C (1.1) C t + u rC = Le C ? v 2 0 g(T)C:
For exposition purposes, all consideration in this paper will be carried out in two spacial dimensions, but our methods extend to an arbitrary dimension in a straightforward way. Equations (1.1) are coupled to the reactive Euler equations for the advection velocity u(x; y; t). Two assumptions are usually made to simplify the problem: rst, constant density approximation 8] that allows to decouple the Euler equations from the system (1.1). Then one may consider u(x; y; t) as a prescribed quantity that does not depend on T and C. Furthermore, it is often assumed that Le = 1, or, equivalently, thermal and material di usivities are equal. These two assumptions allow to reduce the above system to a single scalar equation for the temperature T: @T @t + u(x; y; t) rT = T + v 2 0 f(T) (1.2) with f(T) = g(T)(1 ? T), provided that C(x; y; 0) = 1 ? T(x; y; 0). We will consider the problem (1. T(x; y; t) = T(x; y + H; t) (1.5) boundary conditions in y. Furthermore, we assume that the initial data T 0 (x; y) for (1.2) satis es the bounds T 0 (x; y) = 1 ? O(e x ) for x < 0; T 0 (x; y) = O(e ? x ) for x > 0; (1.6) jrT 0 j = O(e ? jxj ) for some > 0:
(1.7)
We adapt fairly general assumptions on f; requiring only that f(T) is not equal identically to An additional requirement f 0 (0) = max T2 0;1] f(T)=T is often made. We do not make such requirement in this paper, and call the class described by (1.9) general KPP. Our interpretation of KPP includes an important Arrhenius-type non-linearity, f(T) = C(1 ? T)e ?A=T ;
that is believed to be an appropriate model for many chemical reactions in the context of reactiondi usion models. We also consider the ignition non-linearities with f(T) = 0 for T 2 0; 0 ] and T = 1, f(T) > 0 for T 2 ( 0 ; 1).
(1.10)
By our assumptions on the nonlinearity (1.8), we can nd 4 > 1 ; and f 0 ; > 0 such that f( ) > f 0 for 2 ( 1 ? ; 4 + ):
The values of the constants f 0 , and 1;4 are the only information on the nonlinearity f(T) that shows up in our bounds on the burning rate.
We assume that advection u(x; y) 2 C 1 ( ) is time independent, has mean zero in the x-direction: H Z 0 u 1 (x; y)dy = 0 (1.12) and is incompressible: r u = 0:
(1.13) The mathematical literature on the scalar reaction-di usion equation (1.2) is enormous; far from giving an exhaustive overview, we mention several papers directly related to our work. First rigorous results about traveling waves for equation (1. 2) go back to classical works of Kolmogorov, Petrovskii and Piskunov 23] and Fisher 13] , which considered the case u = 0 in one dimension for the KPP nonlinearity. Recently equation (1.2) with u 6 = 0, and in particular the e ect of advection, became a subject of intense research. Berestycki and Nirenberg 6, 7] , and Berestycki, Larrouturou and Lions 4] initiated the studies of the existence of traveling waves for equation (1. 2) of the form T(x; y; t) = T(x ? ct; y); (1.14) for shear ows of the form u = (u(y); 0). Their stability was studied in 5, 25, 30] , while in further works 3, 31, 32] stability and existence of traveling waves were established for the wider class of periodic ows. In this case, the traveling fronts have the form T(x; y; t) = U(x ? ct; x; y) and are periodic in the last two variables. These and other results were recently reviewed in 33], and we refer the reader to this paper for a detailed exposition of the subject. Until very recently, there were no rigorous results on the physically interesting question of the speed of traveling waves. Another major direction of research has been homogenization approach. The homogenization regime ! 0; when the front width goes to zero, was extensively studied for KPP-type nonlinearity and for advection velocity that is periodic and varies either on the integral or di usive scale by Freidlin 14, 15, 16] . Recently Majda and Souganidis derived an e ective Hamilton-Jacobi equation proposed an elegant variational approach to the estimates of the speed of traveling waves in the presence of periodic advection. However, to the best of our knowledge nontrivial lower bounds using this method were obtained so far only for shear ows in the homogenization regime or for small advection, where they provide precise bounds for the small speed-up of the front 18].
The key question we wish to address in this paper is: what characteristics of the ambient uid ow are responsible for burning rate enhancement? The question needs rst to be made precise, because the reaction region may be complicated and, in general, may move with an ill-de ned velocity, when traveling fronts do not exist. To measure the speed of burning in such situations, the bulk burning rate V (t) = Z T t (x; y; t) dxdy H (1.15) . Note that for traveling fronts of the form (1.14) we have V (t) = c, but the notion of bulk burning rate makes sense in much more general situations when traveling fronts of the above form may not exist, and bulk burning rate serves as a natural generalization of the front speed. We have obtained in 9] lower bounds for hV i t when f(T) is a concave function of the KPP type. The bounds are linear in the magnitude of the advecting velocity u(x; y) provided that there exist tubes of streamlines that connect x = ?1 and x = +1; satisfying some mild additional technical assumptions. We say then that the ow is percolating. In particular these bounds hold for shear ows of the form (u(y); 0).
In this paper we consider much more general reaction rates f(T) that are either of the ignition or general KPP type, and establish similar lower bounds for V (t) for percolating ows that are periodic in space. The bound is linear in the magnitude of u and deteriorates as the scale of oscillations of u becomes comparable to the laminar front width l = =v 0 : It is easy to show 9] that for any u 2 C 1 ; the burning rate hV i t satis es linear in kuk 1 upper bound (for initial data as in (1.6) and (1.7)).
Therefore, shear (and, more generally, percolating) ows are as e ective as possible in speeding up combustion in terms of the power of kuk 1 in the large intensity regime. In particular, we establish the following lower bound for the bulk burning rate in a shear ow.
Theorem 1 Let T 0 (x; y) be an arbitrary initial data satisfying (1.6) and (1.7), and let T(x; y; t) satisfy (1.2) with the either the Neumann (1.4) or periodic boundary conditions (1.5). Let also u(x; y) = (u(y); 0) in (1.2). Then both for KPP and ignition non-linearities we have We do not require j I j = 0; H]:
The choice of intervals I j is up to us, and should be made to maximize the lower bound. See Figure 1 .1 for an illustration.
As a corollary, the bound (1.16) holds for the speed c of a traveling front of the from (1.14). Our bound behaves correctly in the homogenization regime when u(y) has the form u(y) = A " v(y=") and provides a bound that is linear in the magnitude A of advection, in agreement with 9, 18], where homogenization limit was studied. We also prove the analog of Theorem 1 for general percolating ows (see Theorem 5 in Section 3). Another main result of this work concerns cellular ows with closed streamlines. Roughly speaking, in terms of their burning enhancement properties, such ows can be thought of as \the worst" class of ows, opposing \the best" percolating ows. One can expect the burning enhancement to be signi cantly weaker for cellular ows because of the numerous di usive interfaces which prevent hot and cold regions from mixing fast. Cellular ows pose mathematically more challenging problem because of these di usive interfaces; we will see that the estimates for percolating ows will form only a fraction of the argument we will need in the cellular case. We consider a particular example of a cellular ow u(x; y) = To the best of our knowledge this is the rst rigorous bound on the traveling front speed in a cellular ow. Note that the change of behavior of our bound depending on the ratio c = u is physically natural since for u c the front folds onto itself inside the period cell, which diminishes the a ect of advection. The lower bound of Theorem 2 displays square root dependence on the ow intensity U until U reaches a critical value determined by a condition c = u : After that, the lower bound behaves like U 1=5 : Recently, Audoly, Berestycki and Pomeau 1] gave an heuristic argument which proposes that the speed of the traveling front for cellular ows should scale as U 1=4 in the large U limit, which may indicate that our lower bound is not far o from the sharp bound.
One of the fundamental mathematical di culties we deal with in this paper may be roughly described as follows. We will be able to bound the burning rate from below by integrals over the domain of reaction term f(T) and of the square of the gradient jrTj 2 : It turns out that in order to obtain a lower bound on V in terms of u; it will be necessary to bound the integral of the higher derivative Laplacian term in terms of integrals of f(T) and jrTj 2 : One can expect to do this using parabolic regularity, but the constants in such a priori estimates typically depend on u, and this dependence turns out to be too crude to get interesting results. We tackle this di culty by taking advantage of the fact that what we need to estimate is the integral of Laplacian, not of the absolute value of Laplacian, and employ an appropriate averaging procedure to reduce derivatives. We hope that this idea will be useful in other related contexts in PDE estimates.
The paper is organized as follows. We prove Theorem 1 in Section 2, as well as some other results for shear ows. The analogous results for the percolating ows are proved in Section 3. We present our main results for the cellular ows, in particular implying Theorem 2, in Section 4. Sections 6, 7 and 8 contain some intermediate estimates in the proof of Theorem 2. We put these estimates together to nish the proof in Section 9.
Shear ows and general nonlinearities
We rst consider (1.2) in a shear, or unidirectional, ow (u(y); 0), which is a particular example of a percolating ow. The proofs are somewhat less technical in this case and allow us to introduce some of the ideas used in the general case. Equation (1.2) in a shear ow becomes @T @t + u(y) @T @x = T + v 2 0 f(T) (2.1) T(x; y; 0) = T 0 (x; y):
The advection is assumed to be mean-zero:
We impose an additional assumption @T @t T(x; y; t) C(t)e x for x < 0; T(x; y; t) C(t)e ? x for x > 0; (2.5) jrT(x; y; t)j C(t)e ? jxj provided that (1.6) and (1.7) hold initially.
Let I j = (c j ? h j ; c j + h j ) 0; H] be a collection of intervals satisfying (1.17). In particular u(y) does not change sign on the intervals I j . We do not require that j I j = 0; H]. Then the bulk burning rate V (t) de ned by (1.15) obeys a lower bound described by the following Theorem, which is the rst main result of this section.
Theorem 3 Let T(x; y; t) be a solution of (2.1) with the boundary conditions (1.3) and either (1.4) or (1.5) . Let the initial data T 0 (x; y) satisfy (2.4), (1.6) and (1.7). Furthermore, assume that u(y) 2 C 1 0; H] has mean zero (2.2) and the nonlinearity f(T) satis es (1.8). Then there exists a constant C > 0 that depends on f(T) but not on T 0 (x; y) or u(y), such that for any collection of intervals I j that satis es ( This agrees well with the homogenization limit u " (y) = 1 " u(y=") considered in 9] and 18], that produces speed-up of the front of order O(v 0 ). This is also an improvement of the analogous lower bound for V (t) for the convex KPP case obtained in 9], where (l=h j ) 2 appeared in the factor.
2. The regularity assumption on u(y) is used only to guarantee preservation of the boundary conditions (1.7) that allows us to integrate by parts in the proof. None of our bounds depend on the size of derivatives of u(y).
It has been shown in 4, 7] both in the case of ignition non-linearity (1.10), and for the general KPP nonlinearity (1.9) that there exist traveling front solutions of (2.1) of the form T(x; y; t) = U(x ? ct; y). can be shown by reduction to the ignition non-linearity case. Indeed, given KPP type reaction f; consider ignition type reaction f = f f; say by cutting f o in a small neighborhood near zero for T . The constant C in (2.6) does not depend on for small enough as will be seen from the proof of Theorem 3. Let T and T satisfy equations with reactions f and f respectively with the same initial data T 0 (x; y). Then Z = T ? T satis es
It follows from the maximum principle that if Z(x; 0) 0 then Z(x; t) 0: Hence for the same initial data, the burning rate for the KPP reaction f is not smaller than for the ignition non-linearity f :
hV T]i t = 1 t Proof. The equality in (2.9) is obtained simply by integrating (2.1) over using the boundary conditions (1.3) and (1.4) or (1.5), and mean-zero condition (2.2) on advection. To get the inequality we multiply (2.1) by T and integrate over to get
This implies (2.9) since T t 0 and 0 T 1. 2
As a warm-up, we now prove a simple and general proposition, which already provides a glimpse of some of the ideas which we will use to obtain more sophisticated results. Namely, we show that for any divergence-free velocity u(x; y) satisfying mild regularity conditions (it does not have to be a shear ow), and solution T satisfying (2.3), the burning rate is bounded below by Cv 0 :
Proposition 1 Let T(x,y,t) be a solution of (1.2) with the boundary conditions (1.3) and either (1.4) or (1.5). Assume that u(x; y) 2 C 1 ( 0; H] IR) satis es (1.12) and (1.13), and that nonlinearity f(T) satis es (1.8) . Let the initial data T 0 (x; y) satisfy (2.4), (1.6) and (1.7). Then there exists a constant C; depending only on the parameters and f 0 ; such that V ( Then Proposition 1 follows from Lemma 1.2 We now return to the shear ows. To obtain more precise bounds involving advection velocity u(y); we will bound from below in terms of u(y) either the integral of f(T) or the L 2 -norm of jrTj, and use Lemma 1. The general plan in 9] was to integrate over all axis in x, obtaining an equation with an explicit term u(y) in it. We were able to bound the rest of the terms from above by a combination of R f(T) and R jrTj 2 after averaging in y and t to control T t and T.
An additional twist we need here is to reduce our consideration to the region in space where the reaction actually takes place. In the case of ignition non-linearity, there is no reaction for su ciently low temperatures. Similarly, for the Arrhenius type non-linearity, reaction is very weak near T = 0. On the technical side, restriction of consideration to some nite time dependent domain D with T in appropriate range will mandate additional averaging in x to control all terms by R f(T) and R jrTj 2 : We will identify a region D in x such that on one hand the temperature has a certain drop over this region and on the other for every x 2 D there is some y 2 I j such that reaction is bounded away from zero at the point (x; y). This will provide us with two alternatives for each x 2 D: either reaction is uniformly bounded away from zero for that x or temperature drops by a certain amount on the interval x I j . In the rst case R I j f(T)dy will have to be large and in the second R I j jT y j 2 dy will be bounded from below. Then we will integrate (2.1) over x 2 D at a xed time t. That will relate u(y) to some terms involving V (t) and T. We will additionally average both in x and y, which will bring T into a form that can be bound by a combination of integrals of f(T) and jrTj 2 . That will be possible since these have to be large on D as explained above. Finally we will use Lemma 1 to nish the proof.
In order to de ne the region D where much of the reaction takes place let us x 4 > 3 > 2 > 1 ; where 4 ; 1 are as in (1.11). Let I j be an interval on which (1.17) holds with u(y) > 0 (the case of I j where u(y) < 0 is similar). We x time t > 0 and choose two points x 0 and x 1 :
x 0 = inf fx : for any x 0 > x there exists y 2 I j s.t. T(x 0 ; y; t) 4 g x 1 = sup fx : x > x 0 and for any x 0 2 (x 0 ; x) there exists y 2 I j s.t. T(x 0 ; y; t) 1 g : In other words, for any x 2 x 0 ; x 1 ] = D there exists y 2 I j such that T(x; y; t) 2 1 ; 4 ], and hence f(T(x; y)) f 0 . Note that x 0 is well-de ned and nite since T(x; y; t) ! 0; 1 as x ! 1 uniformly in x because of (2.5). The de nition of x 0 implies that T(x 0 ; y) 4 for all y (2.10) and thus x 1 is well-de ned. Moreover, T(x 1 ; y) 1 for all y.
(2.11)
In preparation for multiple averaging in y that will be performed to control T let us introduce the function G(h; We dropped the integral of f(T) on the right side which resulted in the inequality in (2.14). The reason that our averagings in x and y are di erent is that while the width h j is a prescribed quantity, we have no a priori control over 0 and 1 . Therefore our bounds may not involve them, and we employ di erent estimates when averaging in x. First we estimate the integral of T yy on the left side of (2.14).
Lemma 2 There exists a universal constant C > 0 such that the following estimate holds for every x 2 x 0 ; In order to deal with the integral term on the second line that involves T x we average (2. A similar estimate holds also for the intervals I j , on which u(y) < 0. The only di erence would be that at the rst step of obtaining the analog of (2.14) one has to drop the integral involving T t and not that of f(T). The rest of the estimates still hold. We use Lemma 1 in (2.24) to get after summation over all intervals I j : T(x; y; 0) = T 0 (x; y) in a more general class of ows, which we call \percolating". By this we mean that there exist tubes of streamlines of the advecting velocity u(x; y), which connect x = ?1 and x = +1 in either direction, as depicted on Figure 3 .1. We assume that the ow has zero mean (1.12) and hence such tubes of streamlines will go in both directions. More precisely, let us assume that there exist regions D + j and D ? j , j = 1; : : :N such that each of them is bounded by the streamlines of u(x; y), and the projection of each streamline of u(x; y), contained in either D + j or D ? j , onto the x-axis covers the whole real line (these projections need not be one-to-one, however). We denote by D the union of all D j respectively.
We will further assume that the velocity u(x; y) is periodic in space. Then it is known 3, 31, 32] that for ignition nonlinearity (1.10) there exist periodic traveling fronts. They have the form T(x ? ct; x; y) and are periodic in the last two variables and monotonically decreasing in the rst one.
These solutions satisfy our main condition @T @t (x; y; t) 0:
Our results may be generalized in a straightforward manner to non-periodic percolating ows as long as initial data satis es (3. However, we restrict our attention to periodic u(x; y) to simplify the presentation. We assume that the streamlines in D j are su ciently regular, so that inside each D j there exists a one-to-one C 2 change of coordinates (x; y) ! ( ; ); such that is constant on the streamlines, while is an orthogonal coordinate for (with a slight abuse of notation we shall use the same notation Note that E 1 ( ; )ju( ; )j is independent of . In particular if u(x; y) = UHr ? = UH @ @y ; ? @ @x with jr j C=H we may choose = H (x; y) so that E 1 = 1 Hjr j . Then we have E 1 juj = U, so that (3.7) holds automatically and (3.4) also holds for E 1 . Other conditions on the streamlines may be also easily restated in terms of the stream function (x; y).
We do not make any assumptions on the behavior of the streamlines of u(x; y) outside the regions D + and D ? . In particular, there may be pockets of still uid, streamlines may be closed, etc. (see Note that the integrals on the right side of (3.8) give uxes of u(x; y) through the tubes of the streamlines. As in the shear case the pre-factor (1 + l=h j ) ?1 agrees with the homogenization limit 9, 18].
Recall that traveling fronts for periodic ows have the form T(x; y; t) = U(x ? ct; x; y) (3.9) with the function U(s; x; y) being periodic in the last two variables. It was shown in 3, 31, 32] that in the ignition nonlinearity case (1.10) such traveling fronts exist and their speed c is unique. Their existence for the KPP nonlinearities (1.9) was shown recently in 3] with c c u , c u being the minimal traveling front speed. The following analog of Corollary 1 holds for percolating ows, which we formulate separately for the convenience of the reader.
Corollary 2 Let f(T) be either of the ignition nonlinearity type (1.10), or of the KPP type (1.9).
Let also U(x?ct; x; y) be a traveling wave-type solution of (3.1), periodic in the second two variables. Remark. We note that Corollary 2 implies a lower bound on the e ective di usivity 2] in the homogenization regime. Recall that solutions of the advection-di usion equation (3.1) with f(T) = 0, and with advection of the form u(x; y) = U " v x " ; y " with v(x; y) periodic, converge as " ! 0 to the solution T of the homogenized problem @ T @t = ij @ 2 T @x i @x j ; T(x; y; 0) = T 0 (x; y); (x 1 ; x 2 ) = (x; y):
The e ective di usivity is a complicated functional of advection Uv(y). Explicit bounds on in terms of the magnitude U of advection are easy to obtain in the shear case, when may be found explicitly, and e ective di usivity in the direction of the ow xx U 2 . where constant C depends only on the non-linearity f and on the constants appearing in (3.4) and (3.6). Now we turn to the proof of Theorem 4. The proof is a modi cation of the proof of Theorem 3. We will again utilize Lemma 1 as well as averaging along the streamlines of u(x; y) in order to bound the arising averages of T in terms of integrals of f(T) and jrTj 2 . The additional technical di culties are due to the fact that two natural geometries of the problem -streamlines for the advective term and Euclidean coordinates for Laplacian -are in harmony in the case of shear ows, but at odds in the case of more general percolating ows. Moreover, while in the case of shear ows we gave the proof that we felt was simplest, here we will use the approach which is slightly more involved; however, it is better adapted for the application to cellular ows in the following sections.
Let us consider a region D + j = f( ; ) : 2 c j ? h j ; c j + h j ]g with u r > 0. Introduce notation k j ( ) = G(h j ; ? c j )E 1 ( ; )ju( ; )j (k j does not depend on by incompressibility of u(x; y)) and, similarly to the shear case, Remark. A similar lower bound on the integral over D + j is easier to obtain, and also su ces to prove Theorem 4. We chose, however, to formulate Theorem 6 in this stronger version since this is what we will need when dealing with cellular ows.
Proof. Let where the constant C depends only on constants in the bounds (3.6) and (3.4).
Proof. We will show that for all , as can be seen from integrating by parts in and using (3.6). Since 1=2; (3.13) holds in both cases. 2
In order to bring the term in the second line of (3.11) into a form convenient for analysis we average (3.11) in and . Let us consider an estimate on the second summand after averaging in over 0; 0 ]; the other summand is treated similarly.
Lemma 5 There exists a constant C; depending only on constants in bounds (3.4) and (3.6), such Proof. Let that is, ow with closed streamlines, and establish a lower bound for the burning rate. For simplicity, we limit our consideration to one typical representative class of cellular ows, given by the stream function (x; y) = UH sin x H sin y H (4.2) on the strip (?1; 1) 0; H] (for convenience from now on H will be the width of the strip divided by ). The ow u(x; y) is given by u(x; y) = Ur ? (x; y) = U sin x H cos y H ; ? cos x H sin y H : (4. 3)
The streamlines inside a period cell are depicted on Figure 1 .2. The results we prove can be extended in a direct way to the periodic cellular ows of more general form. We will further assume that the Peclet number is larger than one: It turns out that the ratio u = c is the crucial parameter for burning in the cellular ows. Finally we assume that T(x; y; t) satis es the usual boundary conditions and that @T @t (x; y; t) 0:
As we noted previously, this condition is satis ed as long as it holds initially.
Theorem 7 Let T(x; y; t) be a solution of (2.1) with the boundary conditions (1.3) and either (1.4) or (1.5), and the cellular ow given by (4.3) . Let the initial data T 0 (x; y) satisfy (2.4), (1.6) and (1.7), and let the non-linearity f(T) be of either ignition or general KPP type. Furthermore, assume that (4.4) and (4.5) hold. Then we have for any time t The constants in the inequalities depend only on the reaction f, more particularly on constants f 0 ;
; and 4 ? 1 that appear in (1.11).
Remark. As we noted above, in order to avoid excessive details, we chose not to formulate Theorem 7 in the exhaustive form which goes through all possible relationships between parameters (large limit, small H limit, small v 0 limit). The reader will nd it not di cult to extend the results we prove to the above mentioned regimes. Theorem 7 is formulated here for the range of parameters that appears to be physically reasonable for most problems of interest. Furthermore, we have the following corollary.
Corollary 3 Let f(T) be of ignition nonlinearity type (1.10), or of the KPP type (1.9) and let c be the speed of a traveling wave-type solution T(x; y; t) = U(x ? ct; x; y) of (4.1), periodic in the second two variables. Then there exist constants C 1;2 > 0 which depend only on the function f and on the constants appearing in ( The proof of Theorem 7 is a boundary layer argument that proceeds, roughly, as follows. The temperature drops from one on the left to zero on the right. We will watch the temperature in the layers of width h formed by streamlines near the boundary of the cells. The drop of temperature in these layers may occur inside the cells or over the di usive interfaces. The rst estimate, which we call advective, shows how much the cell must contribute to the bulk burning rate if a certain drop of the temperature (in the range 1 ; 4 ]) takes place along the streamlines inside the cell. It is reasonable to expect that the drop over the cell will be small when advection is strong since it mixes the uid inside the cell quickly; in an analytic form this intuition will translate into a large lower bound for the burning rate if the temperature drop is signi cant. The second estimate, which we call di usive, gives a lower bound for the burning rate given certain drop of the temperature between the two cells. We do expect the temperature to drop on the boundaries, and hence the lower bound is only e ective if we choose h in an appropriate way, su ciently small. Finally, we prove the reaction estimate, which takes into account the total area of the region over which the temperature drops. These estimates will be brought together to establish the lower bound for the bulk burning rate using an appropriate optimization argument.
5 Cellular ows: regularity of the streamlines Our rst objective is to de ne appropriate curvilinear coordinates on the cells, and to show that these coordinates satisfy certain technical assumptions that we will need. The natural choice of the coordinate , which is constant on the streamlines, is (x; y) = (x; y) U = H sin x H sin y H :
We have certain freedom in the de nition of the orthogonal coordinate along the streamlines : r = Qr ? ; (5.2) where Q is some function which should satisfy r rQ = ?Q : Let us introduce some notation. Within the cell, we will normalize by letting it be zero in the negative direction of the x axis (assuming that the origin has been placed in the center of the cell). We will denote by L the value of in the positive direction of the x axis. In every cell, we will consider a tube of streamlines bounded by = h and = 3h; h will be always assumed to be less than H=6: We set k( ) = G(h; ? 2h)E 1 ( ; )ju( ; )j: The fact that k( ) does not depend on is a direct corollary of incompressibility of the ow. Moreover, with our de nition of for the cellular ow, we have k( ) = UG(h; ? (6. 2)
The constant C in (6.2) depends only on parameters and f 0 of the reaction f, that appear in (1.11), and on the constants in the bounds of Proposition 2.
Proof. The proof is exactly the same as for Theorem 6 for percolating ows. We need only to replace 1 with s 1 ; 4 with s 0 ; and set c j = 2h; h j = h: 2
The estimate (6.2) works well if there is a signi cant change of the temperature along the streamlines within the cell. But it has a serious aw if the temperature drops gradually and there is little change of temperature inside any cell. The factor (s 0 ? s 1 ) 3 on the right hand side of the estimate makes it rather ine cient. Our next goal is to derive an estimate which has linear dependence on the temperature drop when the drop is small. Our main measurement tool for the temperature within the cell will be the following average Proof. We will consider the case where hTi 0 > hTi 1 ; the other case being similar. The integrations in 2;3 simply average out, they are not needed for this term.
Let us now consider the estimate of the second expression in square brackets in (6.5), more particularly the rst summand (the second one is estimated in the same way). Averaging in 2 simply disappears since there is no dependence on this variable, and we are left with The following lemma is the crucial step in the proof. (6.7) where the constant C depends only on the bounds in Proposition 2.
Proof. Integrating by parts and using (6.1), we nd that Combining the two estimates (6.10) and (6.11), and taking into account that A h; we obtain the result of Lemma 8. 2
Now we can nish the proof of Theorem 9. Taking into account (6.6) and (6.7) we see that Our goal in this section is to estimate the burning rate from below in terms of the jump of the temperature across the interface separating two cells. We will only consider this estimate in the context of the particular cellular ow we are studying, though it can be easily extended to a more general situation. Consider two neighboring cells, which we denote C n?1 and C n : We will look at two regions D 2n?1 C n?1 and D 2n C n which are symmetric under re ection with respect to the line separating the cells (see Comparing the quantity we estimated with the de nitions (7.1) and (7.2), we see that (7.3) follows.
8 Cellular ows: Reactive estimate
It is worthy to note that the di usive estimate we proved in the last section is quadratic in the drop of the temperature over the interface. With the estimates we currently have we could not prove any lower bound for the burning rate, since the temperature could stay constant inside the cells (so that advective estimate does not give us anything) and drop in extremely small increments over the di usive interfaces. There is no lower bound for such scenario because of the quadratic dependence. Now we have all necessary estimates to establish the lower bound on burning rate in the case of cellular ows. We begin with an auxiliary computation. Its goal is to choose the right value of h depending on other physical parameters xed in the problem. The argument below may not be completely rigorous; we will ll in the gaps in the actual proof. Consider the sequence of averages (7.1), (7.2) introduced in Section 7 devoted to the di usive estimate:
: : :; hTi 2n ; hTi 2n+1 ; hTi 2(n+1) ; hTi 2n+3 ; : : : where n varies from ?1 to 1: The values of the averages tend to 1 as n ! ?1 and to 0 as n ! 1: Assume that (for su ciently large U) the change is gradual, and there exists a number of consecutive numbers n where all averages lie in the interval 1 ; 4 ]: Moreover, assume that in all cells corresponding to these values of n; we have for all ; so that the reactive and linear advective estimates may be applied in these cells. It does not concern us here that h has to be chosen yet; as we mentioned above, this is an auxiliary computation and the rigorous argument will appear in the proof. Let us denote T n;a = jhTi 2n+1 ? hTi 2n j Now we are nally ready to give a proof of Theorem 7. Proof. Given Hence, similarly to the proof of Lemma 9, Theorem 7 holds in this case. The only case left to consider is the case where for every n 1 n n 2 ; for every in a cell C n ; we have In this case the second advective estimate (6.3), as well as reactive estimate (8.1) apply in every cell C n such that n 1 n n 2 : Recall the notation (1 ? a n ) T n = T n;a = jhTi 2n+1 ? hTi 2n j; a n T n = T n;d = jhTi 2(n+1) ? hTi 2n+1 j:
Following the computation we performed at the beginning of this section we get (1 ? a n ) + c u 2=5 a 2 n T n + T ?1 n # : (9. 14)
It remains to show that the expression in square brackets in (9.14) is always greater or equal to Cv 0 ( c = u ) 1=5 (we can always add Cv 0 later to the lower bound for V by Proposition 1). If a n < 1=2; the rst term in the sum gives exactly the estimate we need (no matter what is the value of T n 1).
Hence it remains to consider the case where a n > 1=2: In this case the sum of the second and third term in the square brackets is greater than or equal to 
