this paper, the empirical Bayes estimate is derived for the parameter of the exponential model based on record statistics. The estimate is obtained using the squared error loss and Varian's linear-exponential (LINEX) loss functions, and is compared with the corresponding maximum likelihood and Bayes estimates. Empirical Bayes prediction bounds for future record values are also obtained. A numerical example is given to illustrate the results of prediction and a Monte Carlo simulation is used to investigate the accuracy of estimation.
INTRODUCTION
The one-parameter exponential distribution (denoted by Exp(0)) has a probability density function (pdf) f(x;O)=Oe -ex, x>O, 0>0,
and a cumulative distribution function (cdf)
The exponential distribution is applied in a very wide variety of statistical procedures, especially in life testing problems. Many authors have developed inference procedures for the model. For example, among others, Kulldorff [1] devoted a large part of his book to the estimation of the parameters of the exponential distribution based on completely or partially grouped data. Cohen and Helm [2] discuss modified moment estimators for the parameter of the model. Based on Type I censoring, Bayesian estimation for the parameter and reliability function of the exponential model has been studied by Sinha and Gutman [3] . Ranking and subset selection procedures for an exponential population with Type I and Type II censored data are discussed in [4] . Balasubramanian and Balakrishnan [5] considered estimation of the parameter of the model using multiple Type II censored samples. Viveros and Balakrishllan [6] obtained interval estimation of the parameter based on progressively censored samples.
The author thanks the referees for their helpful remarks which improved the paper. Many authors consider prediction bounds for future observations from the exponential distribution. Lawless [7] developed the prediction of future observations in terms of some order statistics and the total time in a sample from an exponential population. Dunsmore [8] obtained Bayesian prediction bounds for order statistics of the future sample from the exponential life time model. Evans and Nigm [9] obtained a Bayesian prediction interval for future observations based on Type I censored data. Dunsmore [10] considered Bayesian prediction bounds for a future record from the exponential distribution. Lingappaiah [11] obtained Bayesian prediction bounds for the range of a future sample based on ranges in the earlier samples of random sizes. Colangelo and Patel [12] constructed prediction intervals for a future sample from the exponential distribution based on ranges and waiting times. AL-Hussaini and Jaheen [13] considered Bayesian prediction bounds for the median of a future sample of even size. Jaheen [14] obtained empirical Bayes prediction for the total test time, median, and range of a future sample of arbitrary size from the exponential distribution based on Type II censored samples.
One disadvantage when using squared error loss is that it penalizes overestimation or underestimation [15] . Overestimation of a parameter can lead to more severe or less severe consequences than underestimation, or vice versa. Subsequently, the use of an asymmetrical loss function, which associates greater importance to overestimation or underestimation, can be considered for the estimation of the parameter. The LINEX loss function is defined as
where A = ¢(0) -¢(0), the scalar estimation error, if ¢(0) is estimated by ¢(0) [16] . The sign of a represents the direction and its magnitude represents the degree of symmetry. 
provided that E¢(e -~¢(°)) exists and is finite, see [17] .
Chandler [18] introduced the study of record values and documented many of the basic properties of records. Record values can be viewed as order statistics from a sample whose size is determined by the values and the order of occurrence of observations. In a little over thirty years, a large number of publications devoted to records have appeared. This is possibly due to the fact that we encounter this notion frequently in daily life, especially in singling out record values from a set of others and in registering and recalling record values.
Let X1, X2, ... be a sequence of independent and identically distributed random variables with respectively. For more details on record values, see [19] [20] [21] [22] . In this paper, the empirical Bayes estimate is derived for the parameter of the exponential model based on record statistics. The estimate is obtained using the squared error and Varian's linear-exponential (LINEX) loss functions, and is compared with the corresponding maximum likelihood and Bayes estimates. Empirical Bayes prediction bounds for future record values are also obtained. A numerical example is given to illustrate the results of prediction, and a Monte Carlo simulation is used to investigate the accuracy of estimation.
ESTIMATION OF THE PARAMETER
Suppose we observe n upper record values Xu(1), Xu(2), • .., Xu(~) from the Exp(0) distribution with pdf given by (1) . The likelihood function (LF) is (see [21] ) given by
i=1 where x = (xl, xz,..., x~) and H(.) is the hazard function corresponding to the pdf f(.). It follows, from (1), (2), and (6), that e(o I _x) = o'~ -x~°.
The maximum likelihood estimate (MLE) of 0 can be shown to be of the form
Xn

Bayes Estimation
For Bayesian estimation, we assume a gamma (conjugate prior) density for 0 with parameters a, fl, and pdf r(~)
It follows, from (6) and (9) , that the posterior density of 0, for a given x, is given by
Under a squared error loss function, the Bayes estimator of 0, denoted by 0Bs, is the mean of the posterior distribution which can be shown to be n + a (11) t~BS = ~+z~"
Under the LINEX loss function (3), when A = 0 -0, the Bayes estimate 0BL of 0 is obtained by using (5) and (10) 
Empirical Bayes Estimation
When the prior parameters c~ and/3 are unknown, we may use the empirical Bayes approach to get their estimates. Since the prior density (9) belongs to a parametric family with unknown parameters, such parameters are to be estimated using past samples. Applying these estimates in (11) and (12), we obtain the empirical Bayes estimates of the parameter 0 based on squared error and LINEX loss functions, respectively. For more details on the empirical Bayes approach, see [23] .
Estimation of the prior parameters
When the current (informative) sample is observed, suppose that there axe available m past similar samples Xj,u(1), Xj,u(2),..., Xj,u(~), j = 1, 2,..., m with past realizations 8i, 82,..., 8,~ of the random variable 8. Each sample is assumed to be an upper record sample of size n obtained from the Exp(0) distribution with pdf given by (1) . The LF of the jth sample is given by (7) with x~ being replaced by x,,:j. For a sample j, j = 1,2,..., m, the maximum likelihood estimate of the parameter 8j is obtained from (8) and written as 03 -~Za'= n .
Xn:j
The pdf of Xn:j, j = 1, 2,..., m, is given, see [20] , by
~ xn--le--Oix -r(n)
which is gamma with parameters (n, 0j). Therefore, the conditional pdf of Zy for a given 01 is obtained from (14) and is given by
r(n) le ,, ,, which is the inverted gamma with parameters (n, nOj). Following Schafer and Feduccia [24] and using (9) and (15), the marginal pdf of Zj, j = 1, 2,..., m, can be shown to be
I(zj) = /(zj l Oj)~(oj) dOj fl c'n'~ z]_ i (16) = B(n, a) (n + flz;) n+~' zj > O.
Therefore, the moments estimates of the parameters ~ and fl may be obtained by using (16) , to be of the forms 
PREDICTION OF FUTURE RECORD VALUES
Based on an upper record sample of size n, Xu(1), Xu(2),..., Xu(,,), prediction is needed for the s th upper record value, 1 < n < s. Let Y =. Xu(s) be the S th upper record value, 1 < n < s. The conditional pdf of Y for given Xn is given (see [21] ) by h(y I x~; 0) = Iv(y) -v(x~)? -n-1 f(y; 0)
where v(.) = -ln(1 -F(.)).
For the Exp(0) distribution, with pdf given by (1), the function h(y I x~,; 0) is obtained by using (1), (2), and (21), and can be written as
08--n h(y I xn; O) -r(s -n) (y -Xn)S--n-le--O(y-x~)'
Y > X,~. The Bayes predictive density function of the future record is obtained by substituting (10) and (22) in (23), and written as
(t3 -~-xn)n+a (y --Xn) .... 1(t3 _~ y)--(s-}-a),
y > Xn, (24) h~ ( 
B(n+a,s-n) '
where IBn(~)(. , .) is the incomplete beta function (see [25] ) and
n(t) = ~ + z~ (26) Z+I "
It can be easily shown that h~ (y I _x) is a density function on the positive half of the real line by proving that Pr(Y >_ x~ Ix) = 1.
Special case
For a special case, when s = n + 1, (25) takes the form
A 100T% Bayesian prediction interval for Y -Xu(n+l) is such that
where LL(x) and UL(x) are the lower and upper limits satisfying
UL(_~) : (~ + ~) (~-J)
-~.
Empirical Bayes Prediction
When the prior parameters a and/3 are unknown, we may use the empirical Bayes approach to estimate them. Applying these estimates in (24), we obtain the empirical Bayes predictive density function h~(y [ x) which can be used for obtaining empirical Bayes prediction bounds of Y. For more details about Bayes and empirical Bayes prediction, see [26] . Substitution of & and ~, given by (17) , in (29) yields the empirical Bayes prediction bounds for the future record Y = Xu(n+l).
NUMERICAL COMPUTATIONS
To illustrate the previous results, a numerical example and a Monte Carlo simulation study are presented next.
Numerical Example
Bayes and empirical Bayes prediction bounds for future upper record values are computed according to the following steps (1) For given values of (a = 3.5, /3 = 1.1), we generate 0 = 1.136 from the gamma prior density (9) . The IMSL [27] is used in the generation of the gamma random variates. (2) Based on the generated value 8, an upper record sample of size n = 10 is then generated from the density of the Exp(0 = 1.136) distribution defined by (1) The moments estimates & --3.7224 and/3 --0.33939 are then computed by using (17) . (5 
Monte Carlo Simulation
The ML, Bayes, and empirical Bayes estimates of the parameter 0 are compared based on Monte Carlo simulation as follows.
(1) For given values of the prior parameters a and/3, we generate 0 from (9) and then record samples of different sizes n are generated from the exponential distribution with pdf, given by (1). (2) The ME estimate of 0 is computed from (8) . (3) For given values of a, the Bayes estimates of 0 are computed from (11) and (12) , based on squared error and LINEX loss functions, respectively. (4) The empirical Bayes estimates of 0 based on squared error and LINEX loss functions are computed from (19) and (20), respectively. (5) The squared deviations (8* -8) 2 are computed for different sizes n where (0*) stands for an estimate (ML, Bayes, or empirical Bayes) of the parameter 8. 
CONCLUDING
REMARKS REMARK 1. In this paper, parametric Bayes and empirical Bayes estimates for the parameter of the exponential distribution are derived based on record statistics. Tiwari and Zalkikar [28] considered Bayes and empirical Bayes estimation from record samples in the nonparametric setting.
REMARK 2. It can be shown, from (11), (12) , (19) , and (20) , that the Bayes and empirical Bayes estimates of the parameter 0 that are obtained based on the LINEX loss function tend to the corresponding estimates which are based on squared error loss when a becomes zero.
REMARK 3. It may be observed, from Table 1 , that the estimated risks of the three methods of estimation are decreasing when n and m are increasing. Generally, the estimated risk of the Bayes estimate of 0 is the smallest estimated risk. On the other hand, the estimated risk of the empirical Bayes estimate of 0 is less than the estimated risk of the maximum likelihood estimate.
REMARK 4. Different values of the prior parameters a and/3 rather than those listed in Table 1 have been considered but did not change the previous conclusion.
