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We study the effect of the coupling between the electronic ground state of high spin alkaline-earth
fermionic atoms and their metastable optically excited state, when the system is confined in a one-
dimensional chain, and show that the system provides a possible realization of a finite momentum
pairing (Fulde-Ferrell-Larkin-Ovchinnikov-like) state without spin- or bare mass imbalance. We
determine the β-functions of the renormalization group trajectories for general spin and analyze
the structure of the possible gapped and gapless states in the hydrodynamic limit. Due to the
SU(N) symmetry in the spin space, complete mode separation can not be observed even in the fully
gapless 2N-component Luttinger liquid state. Contrary, 4 velocities characterize the system. We
solve the renormalization group equations for spin-9/2 strontium-87 isotope and analyze in detail
its phase diagram. The fully gapless Luttinger liquid state does not stabilize in the two-orbital
system of the 87Sr atoms, instead, different gapped non-Gaussian fixed points are identified either
with dominant density or superconducting fluctuations. The superconducting states are stable in a
nontrivial shaped region in the parameter space as a consequence of the coupling between the two
electronic states.
PACS numbers: 67.85.-d, 03.75.Ss, 64.60.ae
I. INTRODUCTION
Many fundamental questions and phenomena of quan-
tum physics, magnetism or strongly correlated systems
can be understood by studying the properties of spin
systems. In the last decade ultracold atom experiments
showed rapid progress, and today they provide a realistic
possibility to study the consequences of high spin [1, 2].
Accordingly, the interest of high spin systems started to
increase rapidly giving a new impulse to their theoretical
investigations. Additionally, experiments with alkaline-
earth atoms allow to study systems with very high sym-
metry: between alkaline-earth atoms the scattering pro-
cesses have an SU(N) symmetry (N = 2F + 1, and F is
the hyperfine spin of the atoms) within a very good ac-
curacy due to the decoupling of the nuclear spin from the
total electronic angular momentum. In the Mott regime,
when the interaction is strongly repulsive, these systems
can be described by an effective SU(N) spin-exchange
model. These models — especially on two dimensional
lattices — can provide a series of nontrivial states de-
pending on the value of N and the geometry of the un-
derlying lattice. Like different bond- and site-centered
magnetic orders, valence bond, plaquette or spin liquid
states, or even chiral spin liquid states with nontrivial
topology [3–21]. In the attractive regime special super-
fluid states can emerge as a direct consequence of high
spin, like multiparticle (trion, quartet, etc.) superfluid-
ity or mixed superfluid phases in which Cooper-like pairs
carrying different magnetic moments coexist [22–27].
One-dimensional high spin systems have also been
studied intensively [28–40], basically within the frame-
work of the generalization of the Hubbard and Heisenberg
models. The special case of spin-3/2 fermions as the sim-
plest one beyond the usual spin-1/2 electron system has
been studied extensively, and now we have a rather de-
tailed knowledge of this system [24, 27, 29, 41–44]. With
the help of bosonization, and analytical renormalization
group (RG), one can characterize some special features
of the high spin systems for general N, too. For instance,
it was shown that in the SU(N) Hubbard chain at incom-
mensurate fillings a generalization of the spin-charge sep-
aration, namely, total mode separation occurs, and the
system is equivalent to an N-component Luttinger liquid.
Contrary, at half filling even the usual spin-charge sepa-
ration breaks down, if N > 2 [28, 30]. The further details
of the realized phase always depend on the value of N,
therefore, for a specific N, further investigation is needed
to identify the emerging states.
An additional internal degree of freedom, like orbital
state or internal electronic state of atoms, can essentially
change the properties of the realized phase. For spin-
1/2 electron systems the effect of an additional two-state
internal degree of freedom was studied widely, usually
by forming the problem suitable to describe specific con-
densed matter systems. In these works the coupling be-
tween the two orbital states occurs as weak hybridization
effect [45, 46] that makes the problem analogous with a
two-leg Hubbard ladder problem even in the high spin
case [47]. Despite, currently we have a quite poor knowl-
edge about the two-orbital physics of high spin fermions.
In ultracold atomic systems, instead of hybridization, the
most important coupling effects come from the scatter-
ing processes between particles in different orbital states.
In Ref. [48] the authors proposed a fundamental model
for the description of the related ultracold atomic exper-
iments. They also gave a detailed description of two-
orbital SU(N) magnetism on two dimensional lattices,
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2in the partly localized and in the Mott state. They
pointed out that in the strong repulsive case the two-
orbital model can be used to implement important mod-
els of condensed matter systems, like Kugel-Khomskii
model used to describe spin-orbital physics in transition
metal oxides [49], or the Kondo lattice model often used
to describe heavy fermion materials [49, 50]. In Ref. [44]
the half-filled two-orbital SU(N) chain has been analyzed
from aspects of the possible topological phases in the
Mott regime. As one goes farther on from the localized
states, due to the strong competition of the kinetic energy
and the potential energy, the Mott state is melted, and
the emerging states are difficult to describe. In Ref. [51]
C. Xu analyzed the k-orbital system in a quite general
way and gave a classification of the quantum liquid states
based on the coupling of the orbital, spin and charge fluc-
tuations.
In this paper we study the two-orbital physics of one
dimensional SU(N) fermionic atoms far from the Mott
state. The orbital degree of freedom is mimicked by two
metastable electronic states [48]. After discussing general
features of a one-dimensional chain of two-orbital atoms,
we present the phase diagram of the 87Sr isotopes. We
find that the system of 87Sr atoms can not show a fully
gapless Luttinger liquid behavior, only gapped states can
stabilize, even at incommensurate fillings. The phase
boundaries between the density wave phase and the su-
perconducting phase have complex structure as a con-
sequence of the competition between the various dressed
interorbital interactions. Due to the effective mass imbal-
ance between the ground state and the optically excited
state, the Cooper pairs in the superconducting phase
have a finite momentum, similar to the Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) state [52].
The structure of the paper is the following: In Sec. II
the model is presented and the notations are introduced.
In Sec. III a general analysis is given in the hydrodynamic
regime, where the bosonization treatment is reliable. We
determine the RG equations for general N, and analyze
the general properties of the Luttinger liquid phase and
the gapped phases in boson representation. In Sec. IV we
solve numerically the RG equations for the special case of
the 87Sr isotope to determine its phase diagram, than in
Sec. V we discuss some aspects of the experimental study
the system. In the last section we give a short summary
and conclusion of the results.
II. FORMULATION OF THE PROBLEM
In what follows we consider a fermionic system with
hyperfine spin F loaded into a one-dimensional optical
lattice. The atoms can be driven from their electronic
ground state (1S0) |g
〉
to a metastable exited state (3P0)
|e〉 as it was introduced in Ref. [48]. Note, that the total
electronic angular momentum remains 0 in the excited
state, too. Accordingly, the non-interacting terms of the
Hamiltonian of the effective two-orbital system reads as
H0 = H
g
0 + H
e
0 + H
ge
0 , where the intraorbital tunneling
is
Hα0 = −
∑
i,σ
tα(c
†
i,α,σci+1,α,σ +H.c.), (1)
with α = g or e. Here and in the following c†i,α,σ (ci,α,σ)
creates (annihilates) an atom in the orbital state α with
spin σ on site i. The hopping amplitudes within a tight-
binding approximation is tα = −
∫
drw∗α(r)
(
− ~22Matom∇+
Vα(r)
)
wα(r−ae), where wα(r) is the Wannier function of
the particles, e denotes the unit vector along the chain,
and a is the lattice constant of the underlying optical
lattice. Vα(r) describes the optical lattice potential with
one-dimensional periodicity: Vα(r) = Vα(r + mae) with
arbitrary integer m. Generally, it shows a weak parabolic
site dependence that is neglected in the following, and we
assume that the lattice potential does not couple to the
nuclear spin.
While the typical values of the intraorbital tunneling
is in the order of Hz-kHz, the transition frequency be-
tween the ground state and the excited state is in the
optical range (∼ 1000 THz). Therefore, the transition
between the two states is off-resonant, the hybridization
of the metastable excited state with the ground state can
be neglected [48]. The lifetime in the metastable state is
relatively long, usually a few ms, therefore, without in-
teraction or in case of elastic scatterings the population
of the ground state and of the excited state can be con-
sidered as fixed. The energy difference according to the
population of the excited state can be described as:
Hge0 = ~ω0
∑
i,σ
[ni,e,σ − ni,g,σ] . (2)
Here niα,σ is the particle number operator: ni,α,σ =
c†i,α,σci,α,σ. This term gives a constant shift to the en-
ergy proportional to the excitation energy ~ω0 at fixed
occupation of the two orbital states.
The fermions interact decisively via a weak Van der
Waals interaction that can be approximated with an ef-
fective s-wave contact potential. The s-wave scattering
length depends on the electronic states of the colliding
atoms, but it is independent of the hyperfine spin in case
of alkaline-earth atoms. This latter property is a conse-
quence of the closed electronic shell structure in which
case the total electronic angular momentum of the atom
is zero. Therefore the hyperfine spin comes only from
the nuclear spin that does not affect the Van der Waals
interaction. This leads to an SU(N) symmetry of the
interaction in the spin space. Accordingly, four indepen-
dent couplings characterize the atomic interaction: gg
(ge) when both colliding particles are in the ground state
(excited state), and g+ge (g
−
ge) when one of the scatter-
ing particles is in the ground state, the other is in the
excited state, and the two-particle state is symmetric
(antisymmetric) in the electronic state. The couplings
can be tuned via the corresponding s-wave scattering
3length ag(e), and a
±
ge as gg(e) ≈ 4pi~2ag(e)Ig(e)/Matom,
and g±ge ≈ 4pi~2a±geIge/Matom, respectively. The interac-
tion also depends on the parameters of the underlying lat-
tice via the integrals Ig(e) =
∫
dr[w∗g(e)(r)wg(e)(r)]
2, and
Ige =
∫
drw∗g(r)wg(r)w
∗
e(r)we(r). Accordingly, the in-
traorbital scatterings can be described by simple density-
density interaction:
Hαint =
1
2
gα
∑
i
∑
σ 6=σ′
ni,α,σni,α,σ′ , (3)
and the coupling between the electronic states |g〉 and |e〉
contains density-density interaction and exchange term:
Hgeint =
1
2
∑
i,σ,σ′
[
gge ni,e,σni,g,σ′
+ gexge c
†
i,g,σc
†
i,e,σ′ci,g,σ′ci,e,σ
]
. (4)
Here gge = g
+
ge + g
−
ge, and g
ex
ge = g
+
ge − g−ge.
Since the interaction strength does not depend on
the hyperfine spin state of the scattering particles, the
density-density interaction terms just as Hge0 in Eq. (2),
have local SU(N) symmetry, independently on each other
in the two electronic states. This local symmetry shows
that the particle number and the SU(N) spin in both
electronic states and on each site are preserved by these
terms. The locality of this symmetry is violated by the
hopping terms, therefore, without exchange interaction
the system has the global SUg(N)×SUe(N) symmetry,
corresponding to the SU(N) spin rotational invariance,
independently in the electronic ground state and the ex-
cited state. The exchange interaction between two par-
ticles with different spin states does not preserve the in-
dependent SU(N) invariance in the two electronic state.
It couples the spins in the |g〉 and |e〉 sates and violates
the SUg(N)×SUe(N) symmetry to SU(N).
III. CONTINUUM LIMIT
The low energy physics of the system can be well
described within hydrodynamical approach. Therefore,
first we construct the corresponding continuum model.
The population of the two electronic states determines
the Fermi surface that consists four Fermi points±kgF and±keF in the one-dimensional case. Around these Fermi-
points the spectrum can be linearized leading to four well
separated branches of the low energy spectrum. Intro-
ducing the corresponding operators Lα,σ(x) and Rα,σ(x)
of the left and right moving particles (x denotes the con-
tinuous space coordinate along the chain), the continuum
limit can be done by the exchange
1√
a
ci,α,σ → Lα,σ(x)e−ikαFx +Rα,σ(x)eikαFx. (5)
FIG. 1. The various bare vertices corresponding to the defini-
tion in Eq. (7). The solid lines refer to right moving particles,
the dashed lines refer to left moving particles, and the wavy
lines denote the interaction. With these definitions none of
the interactions flips the spin, while the g˜ scatterings exchange
the orbital states.
Now the kinetic term can be written into the following
form:
H0 = −i
∑
α,σ
∫
dxvα(R
†
α,σ∂xRα,σ − L†α,σ∂xLα,σ), (6)
where vα = 2atα sin (k
α
Fa). Since we work with fixed
number of particles in the two excited states, the term
(2) gives only an uninteresting constant to the energy.
The scattering processes can be classified by the mo-
mentum transfer between the colliding particles, and by
the change of their internal (spin and electronic) state.
Away from half filling, the two particle umklapp pro-
cesses are irrelevant, therefore the only interesting pro-
cesses take place between a left and a right moving parti-
cles. Let us label their internal states with the subscripts
il, ir, fl, and fr, as initial left, initial right moving, and
final left, final right moving particles. Considering that
none of the interaction terms flips the spin state, but
Hgeint exchange the electronic state of the two scattering
particles one can define the following scattering vertices:
Γ1({α, σ}) δαir,αflδσir,σflδαil,αfrδσil,σfr , (7a)
Γ2({α, σ}) δαir,αfrδσir,σfrδαil,αflδσil,σfl , (7b)
Γ˜1({α, σ}) δαir,αfrδσir,σflδαil,αflδσil,σfr , (7c)
Γ˜2({α, σ}) δαir,αflδσir,σfrδαil,αfrδσil,σfl . (7d)
The vertices Γ1 and Γ˜1 describe scatterings with momen-
tum transfer ±(kαirF + kαilF ), while during the Γ2 and Γ˜2-
type processes the momentum transfer is ±(kαirF − kαilF ).
With these definition the vertices are well-defined, and
due to the Kronecker deltas they can be characterized by
simply the spin and orbital parameters of the incoming
right (αir, σir) and left (αil, σil) moving particles. The
corresponding bare interaction vertices are denoted by
gαilαir1σilσir , g
αilαir
2σilσir
, g˜αilαir1σilσir , and g˜
αilαir
2σilσir
, and in Fig. 1 their
diagrammatic notation are shown. From the above defi-
nitions it is obvious that the Γ˜ processes between atoms
4with either parallel spin or in the same orbital state do
not determine new processes, therefore we do not define
these processes.
To study the relevance of the various scattering pro-
cesses we used renormalization group treatment. Apply-
ing the RG procedure [53] for all the interaction terms
listed above, one can arrive to the β-functions of a
very general system, namely, for general spin and or-
bital dependence of the couplings in Eqs. (3)-(4). The
β-functions of the renormalization group procedure can
be determined based on perturbation theory. Up to the
leading one-loop order they have the following form (for
the details of the calculations see Appendix A):
βαα
′
1σσ′ = 2
(
gαα
′
1σσ′g
αα′
2σσ′ + g˜
αα′
1σσ′ g˜
αα′
2σσ′
)
/pi(vα + vα′)
− (gαα2σσgαα′1σσ′ + gαα1σσ′ g˜αα′1σ′σ′)/2pivα
− (g˜αα′1σσgα′α′1σσ′ + gαα′1σσ′gα′α′2σ′σ′)/2pivα′
+
∑
σˆ,αˆ
gααˆ1σσˆg
αˆα′
1σˆσ′/2pivαˆ, (8a)
βαα
′
2σσ′ =
(
gαα
′
1σσ′g
αα′
1σσ′ + g˜
αα′
2σσ′ g˜
αα′
2σσ′
)
/pi(vα + vα′), (8b)
β˜αα
′
1σσ′ = 2 g
αα′
1σσ′ g˜
αα′
2σσ′/pi(vα + vα′), (8c)
β˜αα
′
2σσ′ =
(
2 gαα
′
1σσ′ g˜
αα′
1σσ′ + 2 g˜
αα′
2σσ′g
αα′
2σσ′
− g˜αα′2σσ′gαα
′
2σσ − g˜αα
′
2σσ′g
αα′
2σ′σ′
)
/pi(vα + vα′). (8d)
Up to now we only assumed that the interactions do
not flip the spins but they can depend on the spin of
both scattering particles. In the following, due to the
SU(N) symmetry of the Hamiltonian, it is unnecessary
to keep the explicit spin dependence of the vertices and
couplings, only its relative value is important. Therefore,
we introduce the notation ‖ and ⊥, respectively, as sub-
script for the spin dependence of the different quantities.
Similarly, the vertices are invariant under the exchange
of their two orbital indices, therefore, the processes can
be classify into three different channel considering the or-
bital state of the scattering particles: either both atoms
are in the ground state (superscript g), or both are in
the excited state (superscript e), or one is in the ground
state and the other is in the excited state (superscript
ge). It is worth to emphasize that in the SU(N) sym-
metric case the N dependence of the β-function occurs
only in Eq. (8a) because of the summation over σˆ. The
initial values of the couplings in the two-orbital system
described by Hamiltonian in Eqs. (1)-(4) are
ge1‖(0) = g
g
1‖(0) = g
e
2‖(0) = g
g
2‖(0) = 0, (9a)
gge1‖(0) = g
ge
2‖(0) = g
−
ge, (9b)
gge1⊥(0) = g
ge
2⊥(0) = g
+
ge + g
−
ge, (9c)
ge1⊥(0) = g
e
2⊥(0) = ge, (9d)
gg1⊥(0) = g
g
2⊥(0) = gg, (9e)
g˜ge1‖(0) = g˜
ge
2‖(0) = 0, (9f)
g˜ge1⊥(0) = g˜
ge
2⊥(0) = g
+
ge − g−ge. (9g)
Unfortunately, currently, rather few experimental data
are available for the various scattering lengths, especially
for the electronically excited states, and the complete
analysis of the four-dimensional parameter space is ac-
tually out of feasibility. Nevertheless, as soon as any
experimental data becomes available, with Eqs. (8) and
(9) it is straightforward to study the fixed point struc-
ture and scaling trajectories providing a basis for further
analysis of the possible phases. As a demonstration, in
the next Section we apply our results to a specific isotope,
the 87Sr, in an experimentally accessible regime.
With the analysis of the RG equations one can de-
termine the relevant scattering processes, but that does
not provide information about their specific role. Within
bosonization treatment, it is easy to classify these pro-
cesses based on how they couple the various modes.
Therefore, we will use the bosonized version of the Hamil-
tonian in Eqs. (1)-(4) to describe some general properties
of the two-orbital high spin fermionic system. In the field
theoretical description [54–56] one can use the following
identity to define the boson fields and their canonically
conjugated momentum fields:
Rα,σ(x) =
1√
2pia
Kα,σe
i(φα,σ(x)+θα,σ(x)), (10a)
Lα,σ(x) =
1√
2pia
Kα,σe
−i(φα,σ(x)−θα,σ(x)). (10b)
Here Kα,σ are the Klein factors to ensure the anticom-
mutation relations of the fermionic fields Lα,σ, and Rα,σ,
and θα,σ are the dual fields of the bosonic phase fields
φα,σ. The dual fields define the Πα,σ canonical momen-
tums conjugated to φα,σ as Πα,σ(x) = −∂xθα,σ(x)/pi.
The phases of a one-dimensional fermion system can
be characterized by these bosonic fields. In general, some
of them are pinned by the relevant interactions and can
be excited only with a finite energy, while the others
can fluctuate freely. The low energy excitations are al-
ways determined by the free (gapless) modes. At the
same time, the emerging phases are characterized by the
gapped modes, too. To illustrate this one can consider
the half-filled SU(2) fermionic Hubbard chain, whose
ground state is a spin liquid state (gapless spin mode)
above a Mott insulating state (gapped charge mode). In
the following we analyze how the relevance of the differ-
ent interaction processes affect the behavior of the var-
ious modes — separately for the fully gapless Luttinger
liquid state and the various gapped states.
A. Luttinger liquid state
In the Luttinger liquid state all the 2N bosonic fields
can fluctuate freely, their excitation spectrum is sound-
like in the long wavelength limit, i.e. gapless and lin-
ear. In this state only the scattering processes ge1‖, g
g
1‖,
ge2‖(⊥), g
g
2‖(⊥), and g
ge
2‖(⊥), which preserve the spin and
particle number at each branch of the spectra, can be
5relevant. Accordingly, the system has the considerably
high SUL,g(N)×SUL,e(N)×SUR,g(N)×SUR,e(N) symme-
try in the 2N component Luttinger liquid state. This
is a Gaussian fixed point in which the Hamiltonian is
quadratic and its diagonalization in the spin space can
be performed with the help of the N−1 Cartan generators
of the SU(N) and the N dimensional identity matrix. The
definition of the Cartan generators can be found in Ap-
pendix B. Note, that the spin-symmetric combination of
the fields defined in Eq. (B2a) usually referred as charge
mode, because of its analogue in the electron system, and
similarly, the combinations defined by the Cartan gener-
ators in Eq. (B2b), often called spin, or spin-like modes.
In the following we will also use these terms for the corre-
sponding modes. The spin diagonal Hamiltonian density
is HLL =
∑
l
(
Hg,lLL +He,lLL +Hge,lLL
)
, where l denotes the
new quantum number in the spin space. The intraorbital
part acting on the α = g, and e orbital state is:
Hα,lLL(x) =
~
pi2
uαl
[ 1
Kαl
(
∂xφαl
)2
+Kαl
(
∂xθαl
)2]
, (11)
and the interorbital part has the form:
Hge,lLL (x) =
~
pi2
ggel
[
∂xφgl∂xφel − ∂xθgl∂xθel
]
. (12)
Due to the SU(N) symmetry in the spin space the Lut-
tinger parameters Kαl, the velocities uαl and the new
couplings ggel differ only for l = 0 and l 6= 0. Accordingly,
the Luttinger parameters are Kα0 =
√
2pi~vα−(N−1)gα
2pi~vα+(N−1)gα ,
and Kαl =
√
2pi~vα+gα
2pi~vα−gα for l 6= 0, the velocities are uα0 =√
(2pi~vα)2 − (N − 1)2g2α, and uαl =
√
(2pi~vα)2 − g2α
for l 6= 0, and finally the couplings read as 2gge0 =
(N−1)g+ge+(N+1)g−ge, and 2ggel = −(g+ge−g−ge) for l 6= 0.
The interorbital part in Eq. (12) mixes the two orbital
states, therefore, in order to diagonalize the Hamiltonian
one needs to introduce new fields as the linear combina-
tions of the pure orbital states:
Φ±,l =
1√
ugl + uel
(φ˜gl ± φ˜el), (13a)
Θ±,l =
1√
ugl + uel
(θ˜gl ± θ˜el), (13b)
where we use the scaled fields φ˜αl =
√
uαl/Kαlφαl
and θ˜αl =
√
uαlKαlθαl. With these fields in
Eq. (12) the following scaled couplings appear: gge
l(φ˜)
=
ggel
√
KglKel/ugluel, and g
ge
l(θ˜)
= ggel /
√
KglKelugluel.
Now, the completely diagonal form of the Luttinger liq-
uid part of the Hamiltonian density is
HLL(x) = ~
pi2
∑
l,p=±
up,l
[ 1
Kp,l
(
∂xΦp,l
)2
+Kp,l
(
∂xΘp,l
)2]
(14)
with the Luttinger parameters K±,l =
√
1∓gge
l(θ˜)
1±gge
l(φ˜)
, and
the velocities u±,l = (ugl + uel)
√
(1± gge
l(φ˜)
)(1∓ gge
l(θ˜)
).
In this high symmetric multicomponent Luttinger liq-
uid state 4 velocities characterize the system. Due to
the SU(N) symmetry in the spin space all the N−1 spin
modes are degenerated, therefore, a complete mode sep-
aration can not be observed. Instead, a spin-charge sep-
aration emerges with two distinguished charge veloci-
ties corresponding to the symmetric spin combinations of
the weighted mixed orbital states, and two distinguished
spin-like velocities corresponding to spin combinations
that are orthogonal to the previous two.
The Gaussian fixed point of the Luttinger liquid state
has an extended attractive region. Nevertheless, we
premise here, that with the numerical analysis of the RG
equations for 87Sr isotopes, we found that the trajecto-
ries always avoid this fully gapless fixed point. Therefore,
this multicomponent Luttinger liquid phase can not be
realized with the two-orbital 87Sr atoms.
B. Gapped states
The relevance of any of the processes that does not
preserve the spin and charge at each branch of the spec-
tra separately, opens one or more gaps in the excitation
spectrum. The dominant fluctuations in the gapped sys-
tem can be studied starting from the bosonized form of
the non-Gaussian part of the Hamiltonian density. The
intraorbital part for the orbit α is:
1
4pi2
gα1⊥
∑
σ 6=σ′
cos[2(φασ − φασ′)], (15)
where gα1⊥ = gα. This term with relevant g
α
1⊥ coupling
pins the fields φασ − φασ′ for all unequal (σ, σ′) pairs,
therefore all the spin-like φα modes become gapped. The
interorbital density-density interaction has similar form:
1
4pi2
∑
σ,σ′
[
gge1‖δσ,σ′ + g
ge
1⊥(1− δσ,σ′)
]
cos[2(φgσ − φeσ′)],
(16)
where gge1‖ = gge, and g
ge
1⊥ = gge. The two terms can be
relevant or irrelevant independently of each other. The
gge1‖ term opens a gap in the charge as well as all the
spin modes of the φg−φe fields (i.e. their antisymmetric
combination in the orbital states), while with relevant
gge1⊥ term only the spin sector of the φg − φe becomes
gapped, and the charge mode remains free. Note, that
in principle, if gge1‖ + g
ge
1⊥ scales to zero, the spin sector
remains gapless, but in case of 87Sr we did not find such
6a fixed point, either. Finally the interorbital exchange is:
1
4pi2
∑
σ,σ′
{
gge1‖δσ,σ′cos[2(φgσ − φeσ)]
+ g˜ge1⊥(1− δσ,σ′)
[
(2cos2φ1−1)(2cos2θ1−1)− sinφ1sinθ1
]
+g˜ge2⊥(1−δσ,σ′)
[
(2cos2φ2−1)(2cos2θ2−1)−sinφ2sinθ2
]}
(17)
where gge1‖ = −gexge, while g˜ge⊥ = gexge and g˜ge2⊥ = gexge, and
the short hand notations have been introduced: φ1 =
φgσ−φgσ′+φeσ−φeσ′ , and φ2 = φgσ+φgσ′−φeσ−φeσ′ ,
respectively, and the identical combinations of the dual
fields. Again, the relevant gge1‖ term pins the φg−φe fields
in the whole spin space and makes the corresponding
charge and spin modes gapped. The other two terms
do not affect on the φ fields only, but their dual fields
θ, too. The effect of the g˜ge2⊥ term on the φ fields is
the same as that is of the gge1‖ term. Contrary, the g˜
ge
1⊥
term pins the symmetric combination in the orbital state,
and antisymmetric in the spin state, therefore the spin
sector of the φg + φe fields becomes fully gapped, while
the corresponding charge mode can fluctuate freely. On
the θ fields the g˜ge1⊥ and g˜
ge
2⊥ terms take the same effect as
they do on the φ phase fields. g˜ge1⊥ pins the antisymmetric
combinations in both the orbital and the spin states, i.e.
the spin sector of the θg +θe fields becomes fully gapped.
With relevant g˜ge2⊥ coupling all the orbital-antisymmetric
combination of the dual fields are pinned, therefore the
charge and spin sector of the θg − θe are gapped.
IV. POSSIBLE PHASES OF 87Sr ATOMS
With the analysis of the RG equations the relevant
interactions can be determined and taking into account
their effect on the various modes, the possible phases of
the system can be studied. However, a complete analysis
of the four dimensional parameter space (gg, ge, g
+
ge, g
−
ge)
would be quite difficult. For 87Sr the ground state scat-
tering length is known ag = 96.2a0 (where a0 ≈ 0.053
nm is the Bohr radius) [57] and there exists an estima-
tion for the value of the scattering length a−ge ≈ −300a0
[58]. Therefore, we can fix the corresponding two cou-
pling constants gg and g
−
ge, and only the two-dimensional
parameter space of the couplings ge and g
+
ge remains to
investigate. We hope that soon there will be available the
various scattering length for further atoms/isotopes, too.
From now we focus on the possible phases of the 87Sr
isotope. The total electron angular momentum of the
Strontium-87 is 0 and its nuclear spin is 9/2. Accord-
ingly, the model defined by Eqs. (1)-(4) has an SU(10)
symmetry.
We have analyzed numerically the RG equations (8)
with the initial values (9). As initial values we took gg
as unit, and g−ge/gg = −3 that is reliable in the preci-
sion of the estimation. Since the scattering length can
10−3
ge
gge+
0
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FIG. 2. (Color online) The fixed point structure of the 87Sr
isotope on the plane (g+ge, ge) settled by the value g
−
ge/gg = −3.
The different symbols related to different fixed point of the
RG trajectories, the definition of the various symbols can be
found in Table I. Note that on both the horizontal and vertical
axes we used logarithmic scale.
take any values in a wide range [57], and even their sign
can differ, we carried out the analysis in a range where
the remaining two couplings ge and g
+
ge can be smaller or
larger with 3 order of magnitude than gg. The basis of
the phase diagram provided by the fixed point structure
is given in Fig. 2. For the better visibility we have used
logarithmic scale on the axes, and the meanings of the
symbols are listed in Table I. As we have seen the inter-
action terms that scale to the strong coupling regime pin
various bosonic fields and the remaining free fields deter-
mine the dominant fluctuations in the system. From this
point of view the scattering processes scaling to the infin-
ity or to a large finite value affect similar way, therefore
we do not distinguish them.
According to the above analysis with respect to the
effect of the various interaction terms on the fields φ and
θ, one can recognize that the spin sector of the φ fields is
  3 M N ◦ •
gg1⊥ −∞ −∞ −∞ −∞ +∞ +∞ +∞
ge1⊥ −∞ −∞ −∞ −∞ +∞ +∞ +∞
gge1‖ −∞ −∞ +∞ −∞ +∞ +∞ −∞
gge1⊥ −∞ −∞ +∞ −∗ −∗ −∗ +∗
g˜ge1⊥ −∗ +∗ +∗ 0 0 0 0
g˜ge2⊥ −∗ +∗ +∗ +∗ +∗ −∗ +∗
TABLE I. The definition of the fixed points of the RG tra-
jectories (see also Fig. 2). ±∗ denote various finite or even
infinite positive or negative fixed point values, their absolute
values depend on the initial values of the couplings.
7fully gapped in the whole (g+ge, ge) plane because of the
always relevant gg1⊥, g
g
1⊥, and g
ge
1⊥ terms. And similarly,
gge1‖ always scales to the strong coupling, therefore the
charge mode of the anti-bonding (orbital antisymmetric)
φg − φe field is also gapped and only the charge mode
of the bonding (symmetric combination in the orbital
states) φg + φe field remains free. The dynamics of the
θ fields is determined by the orbital exchange terms g˜ge1⊥
and g˜ge2⊥. g˜
ge
2⊥ is always relevant, therefore the charge and
the spin-like combinations of the anti-bonding θg − θe
dual fields are pinned leaving to fluctuate freely only the
bonding dual field combinations. Additionally, the g˜ge1⊥
coupling also relevant in the largest part of the phase
diagram, that pins the orbital-symmetric combinations
in the whole spin sector, and only the charge mode of the
dual fields θg0 + θe0 remains free. Accordingly, in these
phases the spin degrees of freedom are frozen out and the
low energy physics of the system is equivalent with the
one of a two-orbital spinless fermion system that is not
affected by the underlying (gapped) spin order.
A. Incommensurate fillings
Let us first consider the case when there is no relevant
umklapp processes. On the largest part of the phase
diagram in Fig. 2 the g˜ge1⊥ coupling is relevant, there-
fore the dominant fluctuations are determined by only
the charge combinations φg0 + φe0 and θg0 + θe0. The
2kF density-waves fluctuate with O2kF-DW ∼ ei(φg0+φe0),
and applying the transformation Eqs. (13) one finds that
its correlation function decays with the distance r as
|r|−∆Φ+0−∆Φ−0 , with exponent
∆Φ±l =
1
4pi
12
√
Kgl
ugl
±
√
Kel
uel√
1± ggel
√
KglKel
ugluel

2
, (18)
and with l = 0. Note, that the 4kF density-waves fluc-
tuate with O4kF-DW ∼ ei2(φg0+φe0), therefore, they are
always suppressed by the 2kF quasi-long-range density
oscillations.
Nevertheless, the Cooper pair instabilities are charac-
terized by OSC ∼ ei(θg0+θe0), that can win over the 2kF
density-fluctuations. As it was concluded above, the spin
degree of freedom is frozen out in this part of the phase
diagram (namely, where g˜ge1⊥ is relevant). Therefore, only
two different Cooper pairs can be distinguished: the or-
bital singlet, and the orbital triplet pairs. The decay of
both Cooper pair correlation functions are found to be
determined by the same phase field oscillation due to the
numerous pinned fields. The correlation function of the
Cooper pairs decays as |r|−∆Θ+0−∆Θ−0 , where
∆Θ±l =
1
4pi
1
2
1√
Kglugl
± 1√
Keluel√
1± ggel 1√KglKelugluel
2 , (19)
FIG. 3. (Color online) The phase diagram of the 87Sr isotope
on the plane g−ge/gg = −3. The dark (blue) region shows the
parameter regime where the density fluctuations dominates,
while in the white regions the superconducting instabilities
show slowest decay.
and l = 0. Therefore, if ∆Θ+0+∆Θ−0 < ∆Φ+0+∆Φ−0 , the
superconducting instability dominates. In Fig. 3 we plot-
ted the sign of the quantity ∆Φ+0 +∆Φ−0−∆Θ+0−∆Θ−0 .
Where it is positive, the Cooper pair correlations show
slower decay, the dominant instability is the pair fluctu-
ations (white region). Otherwise, a density waves like
quasi-long-range order characterizes the system with 2kF
periodicity (blue region). Note, that in this case we used
linear scale instead of the logarithmic scale used in case
of Fig. 2, in order to emphasize the nontrivial struc-
ture of the phase diagram: for intermediate values of the
coupling g+ge the phase boundary between the supercon-
FIG. 4. (Color online) A zoom of the phase diagram in Fig. 3
to the moderated values of the interactions is presented here
in order to get better visibility of the structure of the phase
boundaries.
8ducting and density wave state has a rather complicate
structure that is shown in Fig. 4. The shape of the phase
boundaries is not sensitive qualitatively to the value of
g−ge/gg at least as long as it is in the order of 10. The
Luttinger parameters and accordingly the scaling dimen-
sions in Eqs. (18), and (19) depend on the couplings of
the various interactions via a complicated square root
function, that leads to a complex structure of the phase
diagram.
In order to understand more deeply the emerging phase
boundaries let us have a look at a segment of the phase
diagram setting by a fixed value of ge/gg. A few al-
ternation of the density wave and the superconducting
state can be observed when g+ge small compare to the
coupling ge, and for dominant orbital-symmetric cou-
plings Cooper pairing gains again over the density fluc-
tuations. At this point is it important to emphasize that
in the whole phase diagram both instabilities show alge-
braic decay and the only difference between the phases
is the dominant fluctuation that is chosen to character-
ize the phase. Considering the scaling dimensions in
Eqs. (18), and (19) it is easy to see that the two compet-
ing fluctuations are mostly driven by the weighted cou-
pling gge0 = [(N −1)g+ge+(N +1)g−ge]/2 = [Ngge−gexge]/2,
i.e. the weighted density-density interaction and orbital
exchange interaction. The weight of the density fluctua-
tions relates to the bare compressibility κα of the par-
ticles in the ground state and in the excited state as
κα ∼ Kα0/uα0, with α = g, or e. Similarly, the weight
in case of the Cooper pair fluctuations relates to the
bare conductivity σα in the two different orbital states as
σα ∼ Kα0uα0 (see e.g. in Ref. [59]). Note, that the bare
orbital compressibility and conductivity are renormalized
by the interorbital scatterings described by Eq. (12), and
the compressibility and conductivity of the interacting
system relate to the Luttinger parameters K±,0, and the
velocities u±,0. Nevertheless, the bare orbital parameters
can also be measured within an independent experiment
(see Sec. V). The competition of the four dressed interac-
tions
√
κgκegge,
√
κgκeg
ex
ge, gge/
√
σgσe, and g
ex
ge/
√
σgσe
produces the alternation of the phases as their relative
values are changing. The competition of the dressed in-
teractions takes place in the region where the weighted
couplings are comparable, i.e. around g+ge ∼ g−ge, and
around g+ge ∼ ge. Due to the fixed value of g−ge/gg = −3,
the first region is restricted to a relatively narrow interval
of g+ge.
In certain regions of the phase diagram the g˜ge1⊥ cou-
pling scales to zero (see Table I.), and due to its ir-
relevance all the spin-antisymmetric, orbital symmetric
combinations of the dual fields θ can fluctuate freely.
In this case the 2kF density wave or the Cooper pairs
can compete with or even be suppressed by 2kF spin-
carrier density wave — similar to spin-density wave in
the two-component case. The 2kF spin-carrier density
wave fluctuates with O(l)2kF-SDW ∼ ei(φg0+φe0)ei(θgl+θel)/2,
where l = 1, . . . , 9. Due to the SU(N) symmetry in
the spin space, the scaling dimension of O(l)2kF-SDW does
not depend on l, the corresponding correlation functions
decay as |r|−∆Φ+0−∆Φ−0−(∆Θ+l+∆Θ−l )/2. The exponents
are given by Eqs. (18) and (19) with l 6= 0. Nevertheless,
we found that in the parameter region where the dual
field combination θgl + θel can fluctuate freely, the spin
fluctuation can not dominate over the density wave or
the Cooper pair instabilities.
B. Commensurate fillings
In case of a finite lattice, in principle, incommensurate
filling is not possible, since there always exist integer (and
relative prime) p, and q for which 2kFp/q = 2pi/a. In
these cases the leading order umklapp processes describ-
ing scatterings with momentum transfer 4kF, 6kF, 8kF
etc. can be relevant. These higher order umklapp pro-
cesses relate to multifermion scatterings: at p/q filling
the leading order umklapp processes can be described
by q-particle scatterings. However, within the applied
RG procedure such multiparticle umklapp processes are
never generated, at the corresponding filling they can be
relevant. The bosonized form of the umklapp term con-
sists cosines of the summation over the q phase fields φ
in all possible combinations (see Eq. (C1)). However,
the umklapp processes couples only to the symmetric
combination of the q fields, in general they mix all the
charge and spin modes, and also the orbital-symmetric
and orbital-antisymmetric modes. We have seen above
that in case of 87Sr atoms at incommensurate fillings
the dominant fluctuations are always determined by the
symmetric combinations in the orbital degree of freedom.
Therefore, the umklapps can open gap only in the spec-
trum of the orbital-symmetric modes, so it is reasonable
to consider only them.
Therefore, we restrict our analysis to the effect on
the φg0 + φe0, and φgl + φel field combinations. These
terms pin the corresponding modes, and suppress the site
centered 2kF-CDW state. Instead, for positive values
of the umklapp processes spin-Peierls-like bond order of
the orbital-symmetric fields occur with periodicity deter-
mined by simply the relation of the filling factor and N
(see Appendix C). Accordingly, at half filling the emer-
gence of a dimer order is expected, at third filling a sim-
ilar bond order with periodicity 3a, a so called trimer-
ized state, and so on, as long as the filling is p/q and
q <N. At 1/N-filling, the umklapps couple only to the
charge modes of the orbital-symmetric combination of
the phase fields, in general the spin modes would remain
gapless, and a homogeneous ground state would be ex-
pected. However, for Strontium-87, due to the relevant
backward scatterings the spin modes are gapped anyway.
Therefore, at 1/10-filling, too, spin-Peierls-like bond or-
der of the orbital-symmetric fields emerges with period-
icity 10a.
9V. EXPERIMENTAL ASPECTS
Finally, we discuss some perspectives and challenges
of the experimental probing of the various phases. There
are two relevant questions: how to study the low-energy
excitations, and how to probe the emerging (quasi-long
range) pairing and density wave states. There are sev-
eral methods to support the occurrence of the super-
fluid or the density wave orders, usually based on the
measurement of the one-particle excitation gap, or the
momentum distribution [2, 60]. In principle, the latter
method would be especially effective in case of Cooper-
like pairs consisting one particle in the electronic ground
state and another in the excited state. These pairs
have finite momentum in the order of the difference of
the two Fermi momentums: ±(kgF − keF). Accordingly,
the emerging superfluid state is analogous with the cel-
ebrated Fulde-Ferrell-Larkin-Ovchinnikov state. FFLO
states have been studied extensively in various spin- and
mass-imbalanced ultracold atomic systems, and their ex-
perimental realization is in progress [61], even in the one-
dimensional case [62].
In our case, it is not obvious how to find the suitable
excitations coupled to the complicated collective modes
that characterize the low-energy behavior (see Eq. (13)).
The bosonic fields introduced in Eq. (10) relate to the
density as −∂xφα,σ(x)/pi = nα,σ(x), so the fluctuations
of the bosonic fields correspond to density oscillations.
The low energy excitations of the system are character-
ized by these density fluctuations, and the correspond-
ing boson fields occur only in the Gaussian part of the
Hamiltonian. Accordingly, their excitation spectrum is
sound-like: ~ωαl = uαlq, where the uαl sound velocity
has been defined in Sec. III A. We have seen that the
φαl fields are the linear combinations of the φα,σ fields,
so they still relate to density fluctuations, and without
interorbital interaction they are the eigenmodes of the
system. Within two independent measurements, one per-
formed with an atomic cloud that contains atoms in the
electronic ground state, and another one with atoms in
the electronic excited state, the sound velocities ugl, and
uel can be determined by an external perturbation (ex-
citation) coupled to the corresponding mode. For in-
stance, Bragg spectroscopy provides an effective tool to
study the low-energy density excitations, and determine
the sound velocity. Note, that in general a spin- and
orbital-selective method is desired to determine all the
uαl velocities. When the atomic cloud consists atoms in
the electronic ground state as well as in the excited state,
the interorbital couplings become relevant. The interor-
bital coupling in Eq. (12) has two effects. On one hand
it changes the eigenmodes to Φ±,l that are difficult to
probe since it is not obvious how to excite them directly.
On the other hand the interorbital coupling renormalizes
the uαl sound velocities. The renormalized velocities can
be measured in this case too, by exciting the correspond-
ing density modes nα,l. We have seen that in case of the
Sr-87 isotope only the φg0 + φe0 phase field combination
can fluctuate freely. Fortunately, as a symmetric combi-
nation in both the spin and orbital degrees of freedom, it
describes an orbital bounding charge mode, i.e. relates
to the total density of the system that can be probed by
Bragg spectroscopy.
VI. CONCLUSIONS
In this work we considered a high spin SU(N) sym-
metric fermionic system confined in a one-dimensional
chain, and analyzed the possible consequences of the rel-
evance of an additional degree of freedom with two pos-
sible internal states. Such an additional two-state degree
of freedom can be realized as the ground state and the
first excited electronic state of the atoms. The corre-
sponding Hamiltonian and the Hilbert space are analo-
gous to a two-orbital system providing a prefect candi-
date to mimic the physics of two-orbital systems [48].
The β-functions of the renormalization group trans-
formation have been determined up to one-loop order
in the most general case, i.e. general spin dependence
was assumed for the scattering processes. The equa-
tions contain the SU(N) symmetric case as a special case.
With the help of Eqs (8) the renormalization flows of
two-orbital systems with arbitrary spin depending two-
particle interactions were determined. We have diagonal-
ized the quadratic part of the Hamiltonian that describes
a 2N-component Luttinger liquid. The spin sector of this
multicomponent Luttinger liquid state is highly degener-
ated due to the SU(N) symmetry in the spin space. As a
consequence of this degeneracy the Luttinger liquid state
is characterized by 4 velocities.
We applied the analysis to determine the phase dia-
gram of the 87Sr isotope that can be considered as a po-
tential candidate to realize experimentally a two-orbital
high-spin system. The 87Sr isotopes have closed elec-
tronic outer shell, and have F = 9/2 hyperfine spin,
therefore in principle an effective SU(10) symmetric sys-
tem can be modeled by them. We concluded that the
20-component Luttinger liquid state is absent from its
phase diagram. We found that there exist different non-
quadratic, gapped fixed points related to dominant den-
sity fluctuation or superconducting instability, depending
on the values of the couplings. The phase boundary be-
tween the pair and the density fluctuating states has a
nontrivial shell structure for moderate values of the inter-
actions according to the competition of various weighted
interorbital interactions. The experimental probe of the
above presented nontrivial phase structure would be very
desired, as a new probe of the hydrodynamic treatment
of one-dimensional quantum liquids. Additionally, the
system provides a possible realization of an alternative
FFLO state where the finite momentum of the pairs
comes from the difference of the Fermi momentums in
the two orbital states, instead of spin imbalance or bare
mass difference between the interacting particles.
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Appendix A: Derivation of the RG equations
In this Appendix we summarize some details of the
calculations of the β-functions (8). The theoretical back-
ground of the RG treatment can be found in several text-
books and reviews (see e.g. Ref. [53, 54, 56]), here we
give only the problem-specific details of the correspond-
ing vertex corrections and the calculation of their contri-
butions.
The applied RG transformation based on the perturba-
tion calculation of the vertex corrections up to the leading
order, that is in our case the one-loop order. Away from
half-filling there is no umklapp processes, the only con-
tributing vertices are listed in Fig. 5. In the first line such
one-loop order corrections are collected where a particle
pair is propagating in the intermediate state. This is the
so called Cooper channel. In the second line in the inter-
mediate state a particle-hole pair is propagating, this is
the zero sound channel. The corresponding vertices are
logarithmically divergent, and the vertices with the same
structure differs only (apart from the bare couplings) in
a numerical factor. This factor comes form the Feynman
rules of the given problem: summation over spin and a
−1 sign for each loop. Apart from these factors, the con-
tribution of the Cooper channel is:
ΓCooper ∼ − 1
pi(vα + vα′)
(
ln
∣∣∣∣ ωE0
∣∣∣∣− ipi2
)
(A1)
where α and α′ refer to the orbital state of the two par-
ticles in the intermediate state. Note, that for simplicity
we used only one frequency parameter ω, and similarly
one band-width cut-off E0 to determine the contribution
of the vertices. In the zero sound channel, the logarith-
mic is very similar, differs only in its sign:
Γz−s ∼ 1
pi(vα + vα′)
(
ln
∣∣∣∣ ωE0
∣∣∣∣− ipi2
)
. (A2)
As an illustration let us consider the first vertex of
the Cooper channel in Fig. 5. The possible processes
are shown in Fig. 6. This vertex gives contribution
to the small momentum transfer processes with q ≈
±(kαirF −kαilF ). Depending on the relative value of the or-
bital indices of the initial and final state, they can relate
to the orbital-flipping process or the one that preserves
the orbital state: the vertices in the column on the left
hand side relate to the correction of Γ2, and the ones
in the right column relate to Γ˜2. For the other vertices
the possible spin and orbital configurations can be de-
termined similarly. Exploiting the symmetry properties
of the bare vertices in their spin and orbital indices, and
++= +
= + ++
FIG. 5. The vertex corrections up to one-loop order. The
vertices with the same structure can be classified into two
different channel: the upper line shows the contributions of
the Cooper channel, the lower line shows that of the zero-
sound channel. The solid lines refer to a right moving particle,
the dashed lines refer to a left moving one, and the wavy lines
denote the interaction. Note, that in the short hand notation
of the vertices the interactions are denoted by a black dot.
FIG. 6. The possible spin and orbital configurations for the
first type of the Cooper channel vertices in Fig. 5.
collecting the contributions of every one-loop order cor-
rections one can arrive to the following expression of the
vertices:
Γαα
′
1σσ′ = g
αα′
1σσ′ +
[
2
(
gαα
′
1σσ′g
αα′
2σσ′ + g˜
αα′
1σσ′ g˜
αα′
2σσ′
)
γα,α′
− (gαα2σσgαα′1σσ′ + gαα1σσ′ g˜αα′1σ′σ′)γα,α
− (g˜αα′1σσgα′α′1σσ′ + gαα′1σσ′gα′α′2σ′σ′)γα′,α′
+
∑
σˆ,αˆ
gααˆ1σσˆg
αˆα′
1σˆσ′γ,αˆ,αˆ
](
ln
∣∣∣∣ ωE0
∣∣∣∣− ipi2
)
,
Γαα
′
2σσ′ = g
αα′
2σσ′+(
gαα
′
1σσ′g
αα′
1σσ′ + g˜
αα′
2σσ′ g˜
αα′
2σσ′
)
γα,α′
(
ln
∣∣∣∣ ωE0
∣∣∣∣− ipi2
)
,
Γ˜αα
′
1σσ′ = g˜
αα′
1σσ′ + 2 g
αα′
1σσ′ g˜
αα′
2σσ′γα,α′
(
ln
∣∣∣∣ ωE0
∣∣∣∣− ipi2
)
,
Γ˜αα
′
2σσ′ = g˜
αα′
2σσ′ +
(
2 gαα
′
1σσ′ g˜
αα′
1σσ′ + 2 g˜
αα′
2σσ′g
αα′
2σσ′
− g˜αα′2σσ′gαα
′
2σσ − g˜αα
′
2σσ′g
αα′
2σ′σ′
)
γα,α′
(
ln
∣∣∣∣ ωE0
∣∣∣∣− ipi2
)
,
that leads to the β-functions of Eq. (8). Here we intro-
duced the short hand notation γα,α′ = 1/pi(vα + vα′) .
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Appendix B: Diagonalizaition of the Gaussian part
in the spin space
In order to diagonalize the Gaussian part of the Hamil-
tonian in the spin space we need to make an orthog-
onal transformation in the space of the fields φσ and
θσ, respectively, where we droped the orbital index for
simplicity. The new basis can be constructed with the
help of certain generators of the SU(N). The genera-
tors of the SU(N) algebra in the fundamental N dimen-
sional representation can be expressed with the help of
its peculiar subalgebras: its Cartan subalgebra, and the(
N
2
)
= N(N− 1)/2 SU(2) subalgebras. For the diagonal-
ization we need only the Cartan subalgebra, which is an
N−1 dimensional algebra of the traceless, diagonal, N×N
matrices. The lth generators of the Cartan subalgebra
can be expressed as:
C
(l)
i =

1 if i ≤ l,
−l if i = l + 1,
0 otherwise.
(B1)
Here i = 1 . . .N and l = 1 . . .N− 1, and for simplicity we
treat the diagonal matrix as a vector C
(l)
ii ≡ C(l)i .
Let us consider an arbitrary spin dependent bosonic
field φσ with σ = 1 . . .N. Now, the transformation de-
fined as
φ0 =
1√
N
∑
σ
φσ, (B2a)
φl =
1√
l(l + 1)
∑
σ
C(l)σ φσ with l = 1 . . .N− 1 (B2b)
will diagonalize any Gaussian Hamiltonian that has
SU(N) symmetry in the spin space. The combination
(B2a) itself constitutes the complete symmetric (for the
exchange of any two spins) subspace of the spin space,
therefore the corresponding excitation modes often called
charge or density modes. The combinations (B2b) are all
orthogonal to the symmetric subspace, they form the an-
tisymmetric subspace of the φ fields, and they can be
referred as spin modes.
Appendix C: Multiparticle umklapp processes
In case of p/q commensurate fillings the leading order
umklapp processes are multiparticle scattering processes
between q fermions [30, 31, 56]. The corresponding term
of the Hamiltonian has a rather simple form in boson
language, it contains cosine terms that couples q phase
fields in a fully symmetric manner:∑
r1,...,rq
∫
dx cos(φr1(x) + · · ·+ φrq (x)). (C1)
Here r denotes the contracted index of all internal degrees
of freedom, and the summation has to be understood over
the all possible configurations that contain q different
internal states. Depending on the relative value of N
and q, the relevant umklapp terms in Eq. (C1) mix the
various modes. If the total number of the internal states
is N, there is no processes with q >N, because of the
Pauli principle. These types of processes are forbidden.
If q = N, there is only one cosine term that contains only
the ”charge” mode, i.e. the symmetric combination of all
the N fields. Contrary, if q <N, more cosine terms give
contribution that couples the various modes.
As an example, let us consider the two particle umk-
lapp terms, that can be relevant at half-filling. In case of
an SU(3) system there are 3 phase fields φa, φb, and φc,
and accordingly the two-particle umklapp terms are:∫
dx
[
cos
(
φa(x) + φb(x)
)
+ cos
(
φb(x) + φc(x)
)
+ cos
(
φa(x) + φc(x)
)]
. (C2)
The charge and the two spin modes are defined by
Eq.(B2) as
φ0 = φa + φb + φc, (C3a)
φ1 = (φa − φb)/
√
2, (C3b)
φ2 = (φa + φb − 2φc)/
√
6. (C3c)
From the above form it is obvious that the cosine terms
in Eq. (C2) couples all the 3 modes.
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