Recent work has established that large informatics graphs such as social and information networks have non-trivial tree-like structure when viewed at moderate size scales. Here, we present results from the first detailed empirical evaluation of the use of tree decomposition (TD) heuristics for structure identification and extraction in social graphs. Although TDs have historically been used in structural graph theory and scientific computing, we show that-even with existing TD heuristics developed for those very different areas-TD methods can identify interesting structure in a wide range of realistic informatics graphs. Our main contributions are the following: we show that TD methods can identify structures that correlate strongly with the core-periphery structure of realistic networks, even when using simple greedy heuristics; we show that the peripheral bags of these TDs correlate well with low-conductance communities (when they exist) found using local spectral computations; and we show that several types of large-scale "ground-truth" communities, defined by demographic metadata on the nodes of the network, are well-localized in the large-scale and/or peripheral structures of the TDs. Our other main contributions are the following: we provide detailed empirical results for TD heuristics on toy and synthetic networks to establish a baseline to understand better the behavior of the heuristics on more complex real-world networks; and we prove a theorem providing formal justification for the intuition that the only two impediments to low-distortion hyperbolic embedding are high tree-width and long geodesic cycles. Our results suggest future directions for improved TD heuristics that are more appropriate for realistic social graphs.
Introduction
Understanding the properties of realistic informatics graphs such as large social and information networks and developing algorithmic and statistical tools to analyze such graphs is of continuing interest, and recent work has focused on identifying and exploiting what may be termed tree-like structure in these real-world graphs. Since an undirected graph is a tree if any two vertices are connected by exactly one path, or equivalently if the graph is connected but has no cycles, realworld graphs are clearly not trees in any naïve sense of the word. For example, realistic social graphs have non-zero clustering coefficient, indicating an abundance of cycles of length three. There are, however, more sophisticated notions that can be used to characterize the manner in which a graph may be viewed as tree-like. These are of interest since, e.g., graphs that are trees have many nice algorithmic and statistical properties, and the hope is that graphs that are treelike inherit some of these nice properties. In particular, δ-hyperbolicity is a notion from geometric group theory that quantifies a way in which a graph is tree-like in terms of its distance or metric properties. Alternatively, tree decompositions (TDs) are tools from structural graph theory that quantify a way in which a graph is tree-like in terms of its cut or partitioning properties.
Although TDs and δ-hyperbolicity capture very different ways in which a general graph can be tree-like, recent empirical work (described in more detail below) has shown interesting connections between them. In particular, for realistic social and information networks, these two notions of tree-likeness capture very similar structural properties, at least when the graphs are viewed at large size scales; and this structure is closely related to what may be termed the nested coreperiphery or k-core structure of these networks. Recent work has also shown that computing δ-hyperbolicity exactly is extremely expensive, that hyperbolicity is quite brittle and difficult to work with for realistic social graphs, and that common methods to approximate δ provide only a very rough guide to its extremal value and associated graph properties. Motivated by this, as well as by the large body of work in linear algebra and scientific computing on practical methods for computing TDs, in this paper we present results from the first detailed empirical evaluation of the use of TD heuristics for structure identification and extraction in social graphs.
A TD (defined more precisely below) is a specialized mapping of an arbitrary input graph G into a tree H, where the nodes of H (called bags) consist of overlapping subsets of vertices of G. Quantities such as the treewidth-the size of the bag in H that contains the largest number of vertices from G-can be used to characterize how tree-like is G. A single bag that contains every vertex from G is a legitimate but trivial TD (since the width is as large as possible for a graph of the given size). Thus, one usually focuses on finding "better" TDs, where better typically means minimizing the width. The problem of finding the treewidth of G and of finding an optimal TD of G are both NP-hard, and thus most effort has focused on developing heuristics, e.g., by constructing the TD iteratively by choosing greedily vertices of G that minimize quantities such as the degree or fill. Since we are interested in applying TDs on realistic graphs, it is these heuristics (to be described in more detail below) that we will use in this paper.
Our goals are to describe the behavior of TD heuristics on real-world and synthetic social graphs and to use these TD tools to identify and extract useful structure from these graphs. In particular, (in Section 6) we show the following. We first show (in Section 6.1) that TD methods can identify large-scale structures in realistic networks that correlate strongly with the recently-described core-periphery structure of these networks, even when using simple greedy TD heuristics. We do this by relating the global "core-periphery" structure of these networks, as captured using the k-core decomposition, with what we call the "central-perimeter" structure, which is a measure of the centrality or eccentricity of each bag in the TD. We also describe how small-scale structures such as the internal bag structure of TDs of these networks reflectsdepending on the density and other properties of these networks-their clustering coefficient and other related clustering properties of the original networks. We next show (in Section 6.2) that the peripheral bags of these TDs correlate well with low-conductance communities/clusters (when they exist) found using local spectral computations, in the sense that these low-conductance (i.e., good-conductance) communities/clusters occupy a small number of peripheral bags in the TDs. In particular, this shows that in graphs for which the so-called Network Community Profile (NCP) Plot is upward-sloping (as, e.g., described in [1] , and indicating the presence of good small and absence of good large clusters), the small-scale "dips" in the NCP are localized in clusters that are on a peripheral branch in the TD. We finally consider (in Section 6.3) how several types of large-scale "ground-truth" communities/clusters, as defined by demographic metadata on the nodes of the network (and that are not good-conductance clusters), are localized in the TDs. In particular, we look at two social network graphs consisting of friendship edges between students at a university, we use metadata associated with graduation year and residence hall information, and we show that clusters defined by these metadata are well-localized in the large-scale central and/or small-scale peripheral structures of the TDs.
A significant challenge in applying existing TD heuristics-which have been developed for very different applications in scientific computing and numerical linear algebra-is that it can be difficult to determine whether one is observing a "real" property of the networks or an artifact of the particular TD heuristic that was used to examine the network. Thus, to establish a baseline and to determine their behavior in idealized settings, we have first applied several existing TD heuristics to a range of toy and synthetic data. (See Section 4 and Section 5, respectively.) The toy data consist of a binary tree, a lattice, a cycle, a clique, and a dense random graph, i.e., graphs for which optimal TDs are known. The synthetic data consists of Erdős-Rényi and power law random graph models, which help us understand the effect of noise/randomness on the TDs. (Other random graph models exhibit similar properties, when their parameters are set to correspondingly sparse values.) For these graphs, we place a particular emphasis on the properties of the TDs as the density parameters (i.e., the connection probability for the Erdős-Rényi graphs and the power law parameter for the power law graphs) are varied from very sparse to extremely sparse, and we are interested in how this relates to the large-scale core-periphery structure.
Our detailed empirical results for TD heuristics on toy and synthetic networks are important for understanding the behavior of these heuristics on more complex real-world networks; but our results on synthetic and real-world networks also suggest future directions for the development of TD heuristics that are more appropriate for social graph data. Existing TD heuristics focus on producing minimum-width TDs, which are of interest in more traditional graph theory and linear algebra applications, but they are not well-optimized for finding structures of interest in social graphs. Although it is beyond the scope of this paper, the development of TD heuristics that are more appropriate for social graph applications (e.g., understanding how the bag structure of those TDs relates to the output of recently-developed local spectral methods that find good small clusters in large networks) is an important question raised by our results.
The remainder of this paper is organized as follows. In Section 2, we present definitions from graph theory, a detailed discussion of tree decompositions and the algorithms for their construction, and a brief discussion of other prior related work. Section 3 details the datasets we make use of throughout the paper. The subsequent four sections provide our main empirical results. In particular, in Section 4, we consider several TD heuristics applied to toy graphs; and in Section 5, we consider TD heuristics applied to synthetic random graphs. Then, in Section 6, we describe the results of applying TDs to a carefully-chosen suite of real-world social graphs. In Section 7, we prove a theoretical result connecting treewidth and treelength with the (very different) notion of δ-hyperbolicity, under an assumption on the length of the longest geodesic cycle in the graph. Finally, in Section 8, we provide a brief discussion of results and conclusion.
Background and Related Work
In this section, we will review relevant graph theory, TD ideas, and computational methods, as well as relevant related work.
Preliminaries on Graph Theory
Let G = (V, E) be a graph with vertex set V and edge set E ⊆ V × V . We often refer to graphs as networks and vertices as nodes, and we will model social and information networks by undirected graphs. We note that TDs are themselves graphs (constructed from other input graphs). The degree of a vertex v, denoted d(v), is defined as the number of vertices that are adjacent to v (or the sum of the weights of adjacent edges, if the graph is weighted). The average degree is denoted d. A graph is called connected if there exists a path between any two vertices. A graph is called a tree if it is connected and has no cycles. A vertex in a tree is called a leaf if it has degree 1. A graph H = (S, F ) is a subgraph of G if S ⊆ V, F ⊆ E. An induced subgraph of G on a set of vertices S ⊆ V is the graph G[S] := (S, S × S ∩ E). Unless otherwise specified, our analyses will always consider the giant component, i.e., the largest connected subgraph of G.
The diameter of a graph is the maximum distance between any two vertices, and the eccentricity of a vertex is the maximum distance between that vertex and all other vertices in the graph. Note that the maximum eccentricity of a graph is equal to the diameter. The clustering coefficient of a vertex is the ratio of the number of edges present among its neighbors to the maximum possible number of such edges; when we refer to the clustering coefficient of a network, we use the average of the clustering coefficient of all its vertices. A cut is a partitioning of a network's vertex set into two pieces. The volume of a cut is the sum over vertices in the smaller piece of the number of incident edges, and the surface area of a cut is the number of edges with one end-point in each piece. In this case, the conductance of a cut-one of the most important measures for assessing the quality of a cut-is the surface area divided by the volume (that is, we will be following the conventions used in previous work [1, 2] ).
Finally, we will refer to the "core-periphery" structure of a network. Following prior work [1, 3, 2] , we use the k-core decomposition to identify these core nodes. The k-core of a network G is the maximal induced subgraph H ⊆ G such that every node in H has degree at least k. The k-core has the advantage of being easily computable in O(V + E) time [4, 5, 6 ].
Preliminaries on Tree Decompositions
TDs are combinatorial objects that describe specialized mappings of cuts in a network to nodes of a tree. Although originally introduced in the context of structural graph theory (the proof of the Graph Minors Theorem [7] ), TDs have gained attention in the broader community due to their use in efficient algorithms for certain NP-hard problems. In particular, there are polynomial-time algorithms for solving many such problems on all graphs that have TDs whose width (defined below) is bounded from above by a constant [8, 9] . These algorithms have been applied to problems in constraint satisfaction, computational biology, linear algebra, probabilistic networks, and machine learning [10, 11, 12, 13, 14, 15, 16, 17, 18] .
with each X i ⊆ V , and T a tree with the following properties:
1. ∪ i∈I X i = V , 2. For all (v, w) ∈ E, ∃i ∈ I with v, w ∈ X i , and 3. For all v ∈ V , {i ∈ I : v ∈ X i } forms a connected subtree of T. The X i are called the bags of the tree decomposition.
The third condition of the definition is a continuity requirement that allows the TD to be used in dynamic programming algorithms for many NP-hard problems. 1 It is equivalent to requiring that for all i, j, k ∈ I, if j is on the path from i to k in T , then X i ∩ X k ⊆ X j . 2 The quality of a tree decomposition is often measured in terms of its largest bag size.
1 Alternatively, the bags and edges of the TD form separators (cuts) in the graph. The set of vertices contained in any bag, or intersection of two adjacent bags, form a separator in G. This structural property is important as it allows TDs to be thought of as a method of organizing cuts in a network. This is also related to how the treewidth of a network is used to measure how tree-like a network is. Intuitively, a tree has a treewidth of 1 because the graph can be separated by the removal of a single edge (or vertex) in the network, whereas a cycle requires two edges to be cut and thus has a treewidth of 2. TDs with large widths require larger numbers of vertices to separate a network into two disconnected pieces.
2 A related aspect of the definition of a TD is the overlapping nature of the bags of a TD. Vertices in the graph will appear in many bags in the TD. This is particularly true of high degree or high k-core nodes [3] . Definition 2. Let T = ({X i }, T = (I, F )) be a tree decomposition of a graph G. The width of T is defined to be max i∈I |X i | − 1, and the treewidth of G, denoted tw(G), is the minimum width over all valid tree decompositions of G. A tree decomposition whose width is equal to the treewidth is often referred to as optimal.
By this definition, trees have the minimum possible treewidth of 1 (their bags contain the edges of the original tree and thus have size 2); but, in contrast to δ-hyperbolicity (see Section 2.4), an n-vertex clique is the least tree-like graph (attaining the maximum treewidth of n − 1). In fact, the only valid TDs of a clique have all vertices in a single bag. Since TDs remain valid under taking subgraphs (once you delete any vertices no longer present), if W is any complete subgraph of G, then every TD of G has some bag that contains all the vertices of W [19] .
Two other canonical examples (to which we will return in detail below) are the cycle and the grid, which have vastly differing treewidths. All cycles (regardless of the number of vertices) have treewidth 2 (see Figure 5 below). The n × n planar grid, on the other hand, has treewidth n, and thus it is not tree-like by this measure. Grids are particularly noteworthy in the discussion of TDs due to a result (described in more detail below) showing that they are essentially the only obstruction to having bounded treewidth. 3 Finding a TD for a given graph whose width is minimal (equal to the treewidth) is an NPhard problem [21, 12] . Most methods (including those discussed here) for constructing TDs were designed to minimize width, as most prior work focused on using these structures to reduce computational cost for an algorithm/application. 4 Also, although treewidth is a graph invariant, TDs of a network are not unique, even under the condition of having minimum width. See, e.g., Figure 5 below, which shows several distinct minimum width TDs of a cycle.
Finally, although it is not standard, we will abuse the term width to apply it directly to a bag of a tree decomposition (in which case, it takes the value of the cardinality of the set minus one), so that we can talk about the maximum width (which is the equivalent to the usual definition of width), and median width of a decomposition (which is the median of the widths of the bags). We will use the term center to refer to the bag (or bags) associated with the node(s) of minimum eccentricity in the tree underlying a TD, and the term perimeter for bags associated with nodes of relatively high eccentricity. We do this to help provide a framework for discussing the connection in many social and information networks between the core (resp. periphery) of the network and the central (resp. perimeter) bags of its TD computed with certain heuristics. Note that by definition, a tree will have at most two bags at its center.
Constructing Tree Decompositions
Here, we give a brief overview of existing algorithms for constructing TDs; more comprehensive surveys can be found in [12, 22] . The algorithms for finding low-width TDs are generally divided into two classes: "theoretical" and "computational." The former category includes, for example, the linear algorithm of Bodlaender [23] , which checks if a TD of width at most k exists (for a fixed constant k), and the approximation algorithms of Amir [24] . These are generally considered 3 In particular, in the so-called Grid Minor Theorem, Robertson and Seymour showed that every graph of treewidth at least k contains a f (k) × f (k) grid as a graph minor, for some integer-valued function f . The original estimate of the function f gave an exponential relationship between the treewidth and the grid size, and although several results greatly improved the relationship, the question of whether or not it held for any polynomial function f remained open for over 25 years. Recently, Chekuri and Chuzhoy proved that there is a universal constant δ > 0 so that all graphs of treewidth at least k have a grid-minor of size Ω(k δ ) × Ω(k δ ) [20] , resolving this conjecture. 4 In the context of understanding the intermediate-scale structure of real networks and improving inference (e.g., link prediction, overlapping community detection, etc.), there are likely more appropriate objective functions, although their general identification and development is left as future work.
(practically) intractable due to very large hidden constants and complexity of implementatione.g., Bodlaender's algorithm was shown by Röhrig [25] to have too high a computational cost even when k = 4. The approximation algorithms of Amir have been tested on graphs with up to several hundred vertices, but they require hours of running time even at this size scale. There has also been work on exact algorithms, the most computational of which is perhaps the QuickTree algorithm of Shoikhet and Geiger, which was tested on graphs with up to about 100 vertices and treewidth 11 [26] . Thus, in practice, most computational work requires the use of heuristic approaches (i.e., those which offer no worst-case guarantee on their maximum deviation from optimality). Since we are interested in applying TDs to real network data, we will focus on these "practical" algorithms in the remainder of this paper. We used INDDGO [27, 28] , an open source software suite for computing TDs and numerous graph and TD parameters.
Chordal Graph Decomposition
A common method for constructing TDs is based on algorithms for decomposing chordal graphs.
Definition 3.
A graph G is chordal if it has no induced cycles of length greater than three (equivalently, every cycle in G with length at least four, has a chord).
Chordal graphs are characterized by the existence of an ordering π = (v 1 , . . . , v n ) of their vertices so that for each v i , the set of its neighbors v j with j > i form a clique. This is a perfect elimination ordering, and it gives a straightforward construction for a TD (also called the clique-tree) of a chordal graph, with bags consisting of the sets of higher-indexed neighbors of each vertex.
For a general graph G, one common approach for finding TDs is to first find a chordal graph H containing G, then use the associated TD (since, as mentioned earlier, TDs remain valid for all subgraphs on the same vertex set). The typical approach is via triangulation, a process that uses a permutation of the vertex set (called the elimination ordering) to guide the addition of edges, which are referred to as fill edges. Chordal completions are not unique. For example, the complete graph formed on the vertices of G is chordal and contains G (although, it is a trivial or the "worst" triangulation, in the sense that it has the most fill edges and largest possible clique subgraph among all triangulations).
We will use the notation G + π to denote the triangulation of G using ordering π. An outline of the process is given in Algorithm 1. The process for finding a TD T π using an elimination order π and Gavril's algorithm ( [29] ) for decomposing chordal graphs is given in Algorithm 2. We may refer to the width of an ordering, by which we mean the treewidth of the chordal graph G + π . The literature includes several slight variants on Gavril's construction routine (such as Algorithm 2 in [22] ), but the overall process and width of the TD produced is the same for each.
Perhaps surprisingly, there always exists some elimination ordering which produces an optimal TD (one of minimum width), and this may co-occur with high fill. The following theorem (see [22] ) presents the connections between treewidth, triangulations, and elimination orderings. Theorem 1. [22] Let G = (V, E) be a graph, and let k ≤ n be a non-negative integer. Then the following are equivalent.
1. G has treewidth at most k. 2. G has a triangulation H s.t. any complete subgraph of H (clique) has at most k + 1 vertices. 3. There is an elimination ordering π, such that G + π does not contain any clique on k + 2 vertices as a subgraph. 4. There is an elimination ordering π, such that no vertex v ∈ V has more than k neighbors in G + π which occur later in π.
, and π = (v 1 , . . . , v n ), a permutation of V Output: Chordal graph G + π ⊇ G, for which π is a perfect elimination ordering 1: Initialize G + π = (V , E ) with V = V and E = E 2: for i = 1 to n do 3:
for {x, y} ⊆ N i do 5: if x = y and (x, y) ∈ N i then 6:
end if 8: end for 9: end for 10: return G + π Algorithm 2 Construct a TD T π of a graph G using elimination ordering π and Gavril's algorithm Input: Graph G = (V, E), π a permutation of V Output: TD T π = (X, (I, F )) with (I, F ) a tree, and bags X = {X i },
Create an empty n-long array t[] 3: Use Algorithm 1 to create a triangulation G + π using π.
Find m = j such that j ≤ k for all π k ∈ B i 8:
10:
12:
end if 15: end for 16: return T π = (X, (I, F )) Thus, if one can produce a "good" elimination ordering (i.e., one with a small maximum clique), it is easy to construct a low-width TD, and such an ordering always exists if the treewidth is bounded. The intuition behind fill-reducing orderings to minimize width follows from the idea that in order to produce a large clique that wasn't already in the network, one "should" have to add many fill edges.
Ordering Heuristics
Here, we describe the landscape of heuristics for creating elimination orderings, focusing on those used in our empirical evaluations. A more detailed analysis of heuristics as well as theoretical connections between chordal graphs and TDs is available [22] . The space of all possible elimination orderings is O(n!) for a graph on n vertices, making it impractical to search using brute force techniques. One possibility for exploring the space is to apply a stochastic local search approach like simulated annealing, but since this is relatively slow, it is not common in practice.
The first class of specialized methods are known as triangulation recognition heuristics, which include lexicographic breadth-first-search (lex-m) and maximum cardinality search (mcs) [22, 30, 31, 32, 33, 34, 35] . These methods are guaranteed to provide a perfect elimination ordering for chordal graphs, so many believed they would produce low-fill and/or low-width orderings for more general graphs. In [22] , the authors report good results with respect to width when using these methods on graphs which are already chordal or have regular structures, but poor results compared to the greedy heuristics when even small amounts of randomness is added to the network. Further empirical evaluation in [27] supports these claims. Additionally, these heuristics are too computationally expensive to run on very large graphs.
A large set of additional heuristics uses the idea of splitting the graph (using a small separator), recursively decomposing the resulting pieces, and then "gluing" the solutions into a single TD [24, 36, 37, 38, 11, 39] . To quote Bodlaender and Koster [22] , "they are significantly more complex, significantly slower, and often give bounds that are higher than those of simple algorithms." We do, however, use a related approach that finds a set of nested graph partitions, but instead of decomposing the resulting pieces, it places the separators into an elimination ordering. This approach is called nested dissection [40, 41] , and it is quite popular for computing fill-reducing orderings for sparse matrices in numerical linear algebra. The algorithm recursively finds a small vertex separator (bisector) in a graph, and it ensures that in the resulting elimination ordering, the vertices in the two components formed by the bisection all appear before the vertices in the separator. We use the "node nested dissection" algorithm implemented in METIS [42] (called through INDDGO), and we refer to this heuristic as metnnd. In METIS, the recursion is stopped when the components are smaller than a certain size, and some version of minimum degree ordering is then applied to the remaining pieces. The software "grows" each bisection using a greedy node-based strategy. Since the algorithm is searching for bisections, there is a tunable "balance" condition (determining how close to 50/50 the split needs to be), although for all computations reported in this paper, we left the parameter at its default value.
Perhaps the most popular class of elimination ordering routines are greedy heuristics, named because they make greedy decisions to pick the subsequent node in the elimination ordering. There are innumerable variations, but the most common use two basic concepts: choosing a vertex to minimize fill (how many new edges will be added to the graph if a vertex is chosen to be next in the ordering); or choosing a vertex of minimum degree (low-degree vertices have small neighborhoods, which also limits the potential fill). When applied in their most rudimentary forms, these are the mindeg [43] and minfill orderings. Both of these indirectly limit the size of cliques produced in the final triangulation (although they were originally designed to minimize the number of fill edges added during the triangulation, a quantity which is not always correlated). For additional heuristics combining these strategies and incorporating additional local information, see [22] .
Even though keeping updated vertex degrees for mindeg during triangulation (greedy orderings make their decisions based on a partially triangulated graph at each step) is significantly less computationally intensive than computing current vertex fills for minfill, there have been efforts to reduce further the complexity. In particular, the approximate minimum degree or amd heuristic [44, 45] . This heuristic computes an upper bound on the degree of each node in each pass using techniques based on the quotient graph for matrix factorization, and it has been shown to be significantly faster and of similar quality (in terms of fill and width minimization). We use amd interchangeably with the traditional mindeg, especially on larger networks.
Additional Related Work
For completeness, we provide here a brief overview of the large body of additional related work. As already mentioned, TDs played an important role in the proving of the graph minor theorem [7] , but they have also become popular in theoretical computer science, as many NP-hard optimization problems have a polynomial time algorithm for graphs with bounded treewidth [8] . In addition, bounding the treewidth of the underlying graph of probabilistic graphical models allows for fast inference computations [46] . Additional overviews of TDs and their uses in discrete optimization are available [47, 48, 49, 50] ; and one can also learn more about the uses of these methods in numerical linear algebra and sparse matrix computations [51] , as well as connections with triangulation methods: triangulation of minimum treewidth [52] , empirical work on treewidth computations [53] , the minimum degree heuristic and connections with triangulation [54] , and a survey of triangulation methods [55] . Finally, the treewidth of random graphs for various parameter settings has been studied [56, 57] .
A different notion of tree-likeness is provided by δ-hyperbolicity. 5 Early more mathematical work did not consider graphs and networks [60, 61] , but more recent more applied work has [62, 63, 64] . Computing δ exactly is very expensive [58] , and sampling-based methods to approximate it provide only a very rough guide to its value and properties [3] . For many references on δ-hyperbolicity in network analysis, see [64] (and the more recent paper [65] ) and references therein. There has been work on trying to relate hyperbolicity and TD-based ideas, often going beyond treewidth to consider other metrics such as treelength or chordality or the expansion properties of the graph [66, 67, 68, 69, 70, 71, 72, 73, 74] .
Recent work in network analysis and community structure analysis has pointed to some sort of "core-periphery" structure in many real networks [1, 75, 76, 3, 2] ; and recently this has been related to the k-core decomposition-see, e.g., [3] and references therein. The k-core decomposition is of interest more generally, and additional references for k-core decompositions, including their use in visualization and in larger-scale applications, include [77, 78, 79, 80, 81, 82, 83] . Questions of well-connected or expander-like cores are of particular interest in applications having to do with diffusion processes, influential spreaders, and related questions of social contagion [84, 85] .
There are a few other papers that have used TDs to investigate the structural properties of social and information networks: e.g., to look at the tree-likeness of internet latency and bandwidth [86] ; to compare hyperbolicity and treewidth on internet networks [87] ; and to examine the relationship between hyperbolicity, treewidth, and the core-periphery structure in a much wider range of social and information networks [3] . In particular, [87] concludes that the hyperbolicity is small in the networks they examined but the treewidth is relatively large, presumably due to a highly connected core; and [3] concludes that many real social and information networks do have a tree-like structure, with respect to both metric-based hyperbolicity and (in spite of the large treewidth) the cut-based TDs, that corresponds to the core-periphery structure of the network. Finally, very recently we became aware of [88] and [89] .
Network Datasets
We have examined the empirical performance of existing TD heuristics on a broad set of realworld social and information networks as well as a large corpus of synthetic graphs. The real-world networks have been chosen to be representative of a broad range of networks, as analyzed in prior work [1, 3, 2] , and the synthetic graphs have been chosen to illustrate the behavior of TD methods in controlled settings. See Table 1 for a summary of the networks we have considered. The realworld graphs are connected, but we are interested in parameter values for the synthetic graphs which might cause the instances to be disconnected. In these cases, we work with the giant component, and the statistics in Table 1 Table 1 : Statistics of analyzed networks: nodes in giant component n c ; k l the lowest k-core; k m the maximum k-core; average degreed = 2E/N ; average clustering coefficientC; and diameter D.
Erdős-Rényi (ER) graphs. Although ER graphs are often criticized for their inability to model pertinent properties of realistic networks, extremely sparse ER graphs have several structural inhomogeneities that are important for understanding tree-like structure in realistic networks [3] . 6 In particular, in the extremely sparse regime of 1/n < p < log(n)/n, ER graphs are (w.h.p.) not even fully connected; ER graphs in this regime have an upward-trending NCP (network community profile) [1] ; with respect to their k-core structure, a shallow (but non-trivial) core-periphery structure emerges [3, 90] ; and with respect to their metric properties (as measured with δ-hyperbolicity), graphs in this regime have non-trivial tree-like properties [3] . Following previous work [3] , we set the target number of vertices to n = 5000, and we choose p = d n for various values of d from d = 1.6 to d = 32. We denote these networks using ER(d). Table 1 clearly shows that, as a function of increasing d, i.e., increasing p, the size of the giant component increases to 5000, the number of edges increases dramatically, the clustering coefficient remains close to zero, the average degreed increases, and the diameter decreases dramatically.
Power Law (PL) graphs. We also considered the Chung-Lu model [91] , an ER-like random graph model parameterized to have a power law degree distribution (in expectation) with power law (or heterogeneity) parameter γ, which we vary between 2 and 3. We denote these networks using PL(γ). We consider values of the degree heterogeneity parameter γ ∈ {2.50, 2.75, 3.00}. Table 1 shows that, as a function of decreasing γ, the size of the giant component increases, the average degreed increases, and the diameter decreases. Although not shown in Table 1 , as γ decreases, PL graphs also form a rather prominent, and moderately-deep, k-core structure [3] . These are all trends that parallel the behavior of ER as d increases. 7 SNAP graphs. We selected various social/information networks that were used in the largescale empirical analysis that first established the upward-sloping NCP and associated nested core-periphery for a broad range of realistic social and information graphs [1] . These are available at the SNAP website [92] . In particular, the networks we considered are CA-GrQc and CA-AstroPh (two collaboration networks); as20000102 (an autonomous system snapshot); Gnutella09 (a peer-to-peer network from Gnutella); Email-Enron (an email network from the Enron database); as well as the Stanford Web network web-Stanford and the Texas road network road-TX. These networks are very sparse, e.g., fewer than ca. 10 edges per node; and they exhibit substantial degree heterogeneity, moderately high clustering coefficients (except for Gnutella09, web-Stanford, and road-TX), and moderately small diameters. In addition, although not presented in Table 1 (and with the exception of road-TX), these graphs have a much stronger core-periphery structure, as measured by the k-core decomposition, than typical synthetic networks [3, 2, 1] .
Facebook Networks. We selected several representative Facebook graphs out of ca. 100 Facebook graphs from various American universities collected in ca. 2005 [93] . These data sets range in size from around 700 vertices (FB-Caltech) to approximately 30, 000 vertices (FBTexas84). In particular, we examine FB-Caltech, FB-Rice, FB-Haverford, FB-Lehigh, and FB-Stanford in this paper. These networks all arise via similar generative procedures, and thus there are strong similarities between them. There are a few distinctive networks, however, that are worth mentioning. In particular, several universities (FB-Caltech, FB-Rice, FB-UCSC) have a particularly strong resident housing system, and it is known that this manifests itself in structural properties of the graphs [93] . Below, we will use the meta-information associated with this housing system to provide "ground-truth" clusters/communities for comparison and evaluation. 8 One important characteristic to observe from Table 1 is that these Facebook networks, while sparse, are much denser than any of the SNAP graphs we consider or that were considered previously [1] . 9 Miscellaneous Networks. We also selected a variety of real-world networks that, based on prior work [1, 3, 2] , are known to have very different properties than the SNAP social graphs or the Facebook social graphs. In particular, we consider Polblogs, a political bloggers network [94] (a graph constructed from political blogs which are linked); the Western US power grid PowerGrid [95] ; and a two-dimensional 50 × 50 planar grid PlanarGrid.
Tree decompositions of toy networks
In this section, we will describe the results of using a variety of TD heuristics on a set of very simple "toy" networks, on which the optimal-width TDs are known. The five toy networks we consider are a binary tree (SmallBinary), a small section of the two-dimensional planar grid (SmallPlanar), a cycle (SmallCycle), a clique (SmallClique), and an Erdős-Rényi graph with an edge probability of p = 0.5 (SmallER). Each of these networks has 100 nodes (except for SmallCycle, which has only 10 nodes-the reason for this is that the principal change by having a larger cycle is that the eccentricity of the decompositions becomes much larger, which simply makes it more difficult to visualize-and SmallBinary, which has 128 nodes to maintain symmetry). In Figure 1 , we provide visualizations 10 of each of the five networks.
These very simple network topologies illustrate in a controlled way the behavior of different TD heuristics in a range of settings. For example, while SmallBinary is a tree, the other graphs are not; the two-dimensional grid is quite different from a tree, as is SmallCycle (although, from the treewidth perspective it is fairly close to a tree), and both have high-quality wellbalanced partitions; and both SmallClique and SmallER are expanders (not constant degree expanders, but expanders in the sense that they don't have any good partitions) and thus very non-tree-like (from the TD perspective), but each has important differences with respect to their respective TDs. We will focus on which types of structures different heuristics tend to capture, as well as how different heuristics deal with nodes (not bags) which are associated with the core or periphery of the original network. Importantly, these toy networks have basic constructions, and they (mostly) have known optimal width TDs-e.g., SmallPlanar and SmallCycle have several known equivalent minimum width TDs-and the SmallER network serves to illustrate some of the effects of randomness on a TD. The insights we obtain here can be used to interpret the output of TD heuristics in much more complex synthetic and real networks.
TD properties of toy networks
In Figures 2, 3 , and 4, we show visualizations of TDs produced by various heuristics (the greedy mindeg in Figure 2 ; the metnnd, nested node dissection via METIS, in Figure 3 ; and lexm in Figure 4 ) for each of these five toy networks. In these visualizations, the size of the bag corresponds with the bag's width, and the coloring is based on the fraction of edges present in the induced subgraph of the bag. In particular, if the nodes in the bag form a clique in the original network, then the fraction of edges present is 1.0 and the bag is dark red; while if the the nodes are completely disconnected in the original network, then the bag is dark blue.
From these figures, we see substantial differences between the TDs that different heuristics generate for these five toy networks. All heuristics give the same uninteresting results for SmallClique; but for all of the other networks, including SmallBinary, there are differences in the decompositions produced by the different heuristics. Consider SmallPlanar, SmallCycle, and SmallER. For both SmallPlanar and SmallER, mindeg and metnnd return TDs with several prominent branches, while lexm returns a path for the TD. For mindeg, this is due to the tendency of the algorithm to pick low-degree nodes on the "outside" of the network and then work its way around the outside of the network. For metnnd, this is due to the tendency of the algorithm to cut the networks repeatedly into smaller pieces and then recursively "eat away" at these smaller pieces to form the TD. On the other hand, the lexm heuristic works to produce a minimal triangulation using lexicographic labelings along paths. This often results in a pathlike TD, as the algorithm uses a breadth-first search through the network. For SmallCycle, metnnd returns a "branchy" TD, while both mindeg and lexm return path-like TDs. More quantitatively, in Tables 2 and 3 , we provide basic statistics for TD heuristics applied to each of these networks. Table 2 shows a summary of our results for the the (maximum) width of TDs produced by various heuristics (for SmallER, the width given is averaged over five different instantiations of the network). We ignore the issue of tie-breaker choices (e.g., in mindeg, choosing among non-unique minimum degree nodes). On the whole, the heuristics do a good job of finding optimal width TDs on SmallBinary, SmallClique, and SmallCycle (with the exception of metnnd). The greedy heuristics have trouble finding the optimal width TD on SmallPlanar, while lexm and mcs both find an optimal decomposition on the grid. On SmallER, we observe that the greedy heuristics and metnnd outperform lexm and mcs; this is in agreement with previously-reported results [22] . Table 3 shows a summary of our results for the median width of TDs produced by various heuristics (as defined in Section 2.2). The median width is potentially more useful for revealing structure in realistic network data since, e.g., it can be used to see whether a TD is dominated by larger bags or by smaller bags. 11 If a network is dominated by bags of small size (such as SmallBinary, SmallCycle, SmallPlanar), depending on the internal structure of the bag, this can indicate several things. For example, the small bags could consist of tight clusters or cliques, indicating that the network has many tightly connected but small groups of nodes. Alternatively, if a small bag's structure is mostly disconnected, this may indicate the bag is related to small cycles (an example is given below).
For SmallCycle and SmallPlanar, the small bags are cyclical, while for SmallBinary the small bags all consist of 2-cliques. SmallClique and the SmallER have large median widths (though this is trivial in the case of the clique). The 100-clique is both trivial and too large of a clique to be realistic, but SmallER has interesting bags. The results in Table 2 show the small median widths of SmallPlanar, SmallCycle and SmallBinary and the large median widths of SmallER and SmallClique. Table 2 : TD heuristic maximum widths. The widths of the SmallClique and SmallER are relatively large (they grow linearly with the network size), the width of SmallPlanar network is of an intermediate size (they grow with the square root of the network size), and the widths of SmallBinary and SmallCycle are small (they stay constant with the size of the networks). The greedy heuristics find smaller width decompositions on SmallER, while lexm and mcs perform better on SmallPlanar.
11 Using medians rather than eccentricity can result in different central bags. However in most of the networks that we studied, the results were very similar. In particular, the biggest changes occurred in the FB networks where the median shifted towards the heavier end of the path-like TD. However, these bags were still a part of the thick trunk of the network and thus the results were very similar. In other networks, the median bag was very close the central eccentric bag, and the main difference is that the median bag tended to have more whisker branches (a branch consisting of one or two bags of small width). This does not substantially change any of our analysis. 12 We will see below that most real networks have small median width, with smallest bags dominated by cliques, intermediate bags dominated by cycles, and with large, connected, central bags which resemble bags of SmallER. Table 3 : TD heuristic median widths. This quantity is much smaller than the corresponding widths in several of the networks (although it remains large with SmallER), indicating that these networks are dominated by bags which are much smaller than the largest bag in the network. (c) An optimal TD of a cycle which is similar to the decomposition found by mindeg. The center node is placed in every bag of the decomposition.
(d) An optimal TD of the cycle which is similar to the decomposition found by lexm. Note the cycle is flattened and the bags are formed across the decomposition.
(e) An optimal TD of the cycle which is similar to the decomposition found by metnnd. The cycle is "pinched" in several places, forming central bags; the remaining pieces of the cycle can then be decomposed recursively (pinched in again) or using the methods in (b) and (c). 
TDs on clique-like and cycle-like toy networks
An important aspect of TD heuristics is the difference between their behavior on (denser) cliquelike graphs and (sparser) cycle-like graphs. In Figure 5 , we illustrate this. First, for reference, in Figures 5a and 5b we give canonical minimum width TDs for a tree and a clique. To understand the difference between cycles and cliques, recall that there are many ways of producing a TD on a cycle (three of these are illustrated in Figures 5c, 5d , and 5e). One simple way is to produce a tree which is a path. This can be done by taking a node v and placing it and its two neighbors in a bag at one end of the path. Then, keeping v in every bag, progress around the cycle sequentially forming the next bag by including v and the two nodes of the next edge (see Figure 5c ). Another method produces a path by "flattening" the cycle, and places each edge in a bag with the node from the other side (see Figure 5d ). The metnnd heuristic "pinches" the cycle at a few points, and the produces branches from each of those points (see Figure 5e ). There are many differences between these TD heuristics, but an important point is that the nodes in the cycle must be placed in bags with nodes they are not neighbors of in the original graph. Different TD heuristics are very different in terms of how they make this decision, and its effect can be seen in the TDs constructed by these heuristics.
Another important consideration is the interior structure of each bag that is produced by a TD heuristic. Recall that in SmallClique, the only valid TD (which does not contain unnecessary bags) is a single bag containing the entire network. Relatedly, if the network is a k-tree, formed by overlapping cliques (rather than overlapping edges, as in a normal or 2-tree), then the TD will have bags which consist of the individual cliques. Thus, with cliques, it is the local structure (local in the original graph, in the sense that it is driven by neighbors of a given node in the original graph, in contrast with what is going on in, e.g., SmallCycle) that drives the bag formation. With cycles, on the other hand, this local structure is partially "lost" in the bags of the TD. This is of interest since, as already mentioned, the interior structure of bags of different widths is important for understanding what is creating the properties of the TD.
As an example, we observe that, for all of the heuristics, the larger bags on SmallPlanar have many disconnected nodes and only a few edges. This is a signature of "cyclical" behavior; and, indeed, from the TD perspective, the grid "looks like" a set of small, regular, overlapping cycles. The structure of the TD is formed by the heuristic's method of moving across the grid and closing cycles. This suggests that a simple metric to measure whether the interior of a bag is driven by cycles or is driven by small, tightly connected clusters: measure the fraction of edges present in the bag, i.e., the edge density of the bag. (We will do this below, and this is why we color many of the visualizations by the density of the bag.)
TDs on well-partitionable and poorly-partitionable toy networks
SmallPlanar (for which there exist good well-balanced partitions) and SmallER (for which there do not exist good well-balanced partitions) also illustrate differences between the TD heuristics. For both graphs, the greedy heuristics and metnnd have significantly smaller median widths than maximum widths. This is indicative of heterogeneity in the network: there are nodes which are so entangled with other nodes that they must appear together in a large bag, but there are also nodes which are connected to only a small number of other nodes and only need to appear in a few very small bags. This can partially be explained by the tendency of the greedy heuristics to work from the "boundary" of the graph (e.g., boundary nodes have smaller degrees) and to pick points to "eat into" the graph. This is illustrated in Figure 6 for SmallPlanar. Using mindeg as an example, recall that heuristic works by successively picking a minimum degree node in the network; thus, when applied to SmallPlanar, it will pick each of the corner vertices of the grid first. This then forms small bags at each corner and, depending on whether it is picking non-unique nodes at random or in an ordered fashion, it will then proceed to work in from the periphery of the network. Indeed, in Figure 2 and 3, we see that the TDs for these heuristics have four major arms with small leaves containing nodes from the border of the grid. The lexm and mcs heuristics, in contrast, find the minimum possible width for the grid, but the TDs-as illustrated in Figure 4 for lexm-that are produced are long, path-like trunks. This is due to they way that lexm picks a starting node and then works across the graph in the style of a breadth-first search. With SmallPlanar, it starts at one corner and then moves across the network to form a minimal triangulation. Although the (maximum) width is minimal, the median widths of these networks are relatively large, as most of the bags are roughly the same size (see Figures 6b and 6d for the results of lexm).
With SmallER (which is harder to visualize since it doesn't embed well in two dimensions), the mindeg and metnnd algorithms also eat in from the "boundary" of the network, where here "boundary" means nodes with slightly smaller degrees or slightly better cuts (slightly smaller due to random fluctuations). As with the very different SmallPlanar, this produces several arms and then a few central bags. In SmallER, the greedy heuristics produce a better TD in terms of width than the lexm and mcs heuristics, both search based heuristics. These similarities and (substantial) differences between TD heuristics in SmallER (compared with SmallPlanar) are apparent in Figures 2, 3 , and 4.
Summary of TD results on toy networks
Overall, the greedy heuristics, e.g., mindeg or metnnd, seem to produce a better representation of the large-scale structure of SmallPlanar and SmallER than the lexm and mcs heuristics in two ways. In SmallER, the greedy heuristics find decompositions with both smaller maximum as well as smaller median widths. (Since most real networks have a randomized aspect to their generation, this indicates that greedy heuristics may be more useful.) On SmallPlanar, the median width is smaller and the greedy heuristics do a better job of "capturing" all four corners of the grid. In other words, the resulting tree decomposition has four branches, each of which is tied to a specific corner of the network, while lexm and mcs TDs capture two of the corner structures. (Although the maximum width is smaller with lexm and mcs, the ability to capture what is an obvious visual feature of a simple network is of potential interest.) In the rest of the paper, we will be considering significantly larger and more complicated networks than these toy examples. With these larger networks, the metnnd and amd heuristics, as implemented using INDDGO [27] , are the most scalable, compared with the basic greedy algorithms (mindeg or minfill). The amd heuristic is very related to the mindeg heuristic (recall that amd picks minimum nodes based on an easy-to-compute approximation of node degree), and it gives similar results to mindeg. The the most consistent difference between the two heuristics seems to be the number of central/overlapping bags produced. Thus, we will often show results only for the amd heuristic as a matter of visual convenience.
Tree decompositions of synthetic networks
In this section, we will describe the results of using a variety of TD heuristics on a set of synthetic networks. We focus our attention on two simple classes of random graphs: the popular Erdős-Rényi (ER) random graphs (in Section 5.1); and a power law (PL) extension of the basic ER model (in Section 5.2). (We emphasize, though, that similar qualitative results also hold for many other random graph models-in their extremely sparse regimes.) This will allow us to begin to understand how TDs behave in random graph models with a very simple random structure. Importantly, we will focus on extremely sparse graphs. For the ER model, this means values of the connection probability p that lead to the graph not even being fully-connected (in which case we will consider the giant component), while for the PL model this means values of the degree heterogeneity parameter γ that are typically used to describe many realistic networks and that lead to analogously sparse graphs. ER graphs are often presented as "strawmen," since they obviously do not provide a realistic model for many aspects of real-world networks (e.g., the heavy-tailed degree distributions and the non-zero clustering coefficient present in many real networks). Indeed, "vanilla ER" graphs that are often considered (e.g., ER graphs with densities that are sufficiently large that the graph is fully-connected) are not tree-like-either by the metric notion of δ-hyperbolicity or by the cut-based notion of TDs. Recent work has shown, however, that with respect to their large-scale structure, extremely sparse ER networks do capture several subtle but ubiquitous properties of interest in realistic networks: first, the small-scale versus large-scale isoperimetric structure of the NCP [1, 2] ; second, a size-resolved version of δ-hyperbolicity that is consistent with largescale metric tree-likeness [3] ; and third, a non-trivial core-periphery structure with respect to k-core decompositions [3] . (In particular, in the sparsest regime of the ER networks that we consider, ER(1.6), a very shallow core-periphery structure appears-whereas none exists at the higher densities.) Importantly, for all three of these properties, similar results were seen with other random graph models, such as PL random graphs in the regime of the degree heterogeneity parameter that is commonly-used. Prior work has also provided evidence that these extremely sparse random graphs have non-trivial tree-like structure (at least relative to much denser ER graphs) when viewed with respect to the cut-like notion of tree-likeness [3] .
Here, we provide a much more detailed analysis of this phenomenon for TD heuristics applied to ER and PL graphs. We will be particularly interested in similarities between extremely sparse ER graphs and PL graphs with respect to the core-periphery structure (e.g., from k-core and related decompositions) of a network. Among other things, we show that this core-periphery structure is captured with the amd TD. Of particular interest is the how the core-periphery structure relates to central (low eccentricity) or perimeter (high eccentricity) bags in the TD.
TDs of ER Networks
Here, we give a summary of the empirical results of an analysis of TDs on ER random graphs, with an emphasis on the behavior as the connectivity parameter p is varied. In the very sparse to extremely sparse regime, ER networks have non-trivial global structural changes as p is varied [99, 100] . In particular, for our subsequent results, there are three regimes of p that are of interest: if p < 1 n , then the largest connected component is O(log n) in size, and the small components are likely trees; if 1 n < p < log n n , then the graph has a giant component (i.e., a constant fraction of the size of the network is connected), and the remaining small components of size O(log n) are likely trees; and if p > log n n , then almost surely the network is fully-connected, the degrees are very near their expected value, and there are no good-conductance clusters (of any size). We are interested in these last two regimes, and we consider synthetic graphs (ER(1.6) through ER (32) Table 4 : Basic amd TD statistics for ER and PL networks. N amd gives the number of bags in the TD, E amd gives the maximum eccentricity (diameter) of the TD, W andW are the maximum and median width of the TD, andD is the median bag density.
of p between 1.6/5000 and 32/5000, for graphs with n = 5000 nodes) that go from extremely sparse to somewhat denser. Table 1 provides basic statistics for these graphs.
Visualization and basic statistics
We start with Figure 7 and Table 4a , which show the basic features of the TDs of ER networks. Figure 7 presents a visualization of part of the output of a TD with the amd heuristic, colored by density of bag subgraph, for the sparsest (ER(1.6)) and densest (ER(32)) networks in our ER suite. Results are similar to those of metnnd. Observe that there is a much greater heterogeneity in the density of bags for ER(1.6) than for ER (32) . For the former, there are many small bags which are cliques; while for the latter, there are fewer small bags, and the bags are much sparser in general. This suggests (and we have verified by inspection) that the sparser ER(1.6) has greater structural heterogeneity than the denser ER (32) . A more detailed understanding of this can be obtained from the summary statistics in Table 4a . Several observations are worth making. First, the number of bags in the TD tends to decrease as the density p increases (with the exception of the sparsest regime, where the giant component is smaller). This is because the network is mostly placed into one bag, and only a few bags are needed to take care of the remaining nodes. Second, the TD itself, viewed as a graph, has smaller diameter as the density p increases. Third, the maximum and median width increases with the average degree of the network. Indeed, the width increases quickly with the average degree, with the largest bag (at the "center" of the TD) containing 77% of the nodes in the network in ER (32) . Finally, the median density of the bags decreases dramatically as the density of the original graph increases. This initially-counterintuitive phenomenon is easily-explained: for extremely sparse ER, the TDs have many small bags, which only need small numbers of edges to have a reasonably high edge density. With the dense graphs, many nodes have to be placed in each bag, and this requires quadratically more edges per bag to achieve a similar density.
We would next like to look in more detail at the structure of the TDs generated on these different ER networks (e.g., what changes as we move from the central, large bags of the TD to the smaller, peripheral bags of the TD) as well as the internal structure of each bag. Recall, first, that, in a very sparse ER graph with expected degree greater than 2 log 2, but still sufficiently sparse, there are three different parts of the random network (two parts which may be viewed as core-like, one part which may be viewed as periphery-like) [90] . The core-like part of these graphs is bi-connected, and it has an expander-like inner core (i.e., a set of nodes of "higher" degree), surrounded by an outer core which has long chains of nodes (forming sparse cycles). The third, peripheral, part of the network consists of tree "whiskers" that hang off the biconnected core. A similar structure has been observed empirically when looking at low-conductance Table 4a confirm this.
clusters/communities in a wide range of large social and information networks [1] and also when looking at the Gromov hyperbolicity and k-core properties of these real-world networks [3] . This contrasts sharply with the denser ER graphs, which are much more regular in terms of their degree variability, core structure, etc. Our results (here on extremely sparse ER graphs and below on PL graphs and many real-world graphs) demonstrate that TD heuristics can reflect this core-periphery structure.
Internal bag structure
Next, Figure 8 presents visualizations of three typical amd bags for ER(1.6) and ER(32), respectively. In each case, the three bags are the most central (lowest eccentricity) bag in the TD (which we call the central bag), a typical bag that is a leaf in the TD (a periphery bag), and a typical bag that is in between these two in the TD (an intermediate bag). The color-coding is by k-core number, with high core nodes being red and low core nodes being blue. Note that the central bag for ER( (32) graphs, colored by the k-core number of the node (red is high k, blue is low k). The central bag is the largest bag in the TD and one of the bags of minimum eccentricity; the peripheral bag is a leaf in the TD graph, and it achieves the minimum width in the TD; the intermediate bag is in between these two extremes.
The increased density of ER(32) over ER(1.6) is the obvious cause of these differences, but it is worth considering what structures, produced by the increased density, affect the formation of the amd TD. Recall from the toy graphs that heuristic TDs of cycles produced bags which had disconnected nodes. There were several different ways of producing the decomposition, but any TD of a small width on a cycle includes disconnected nodes in most bags. The more complex SmallPlanar has many small overlapping cycles. In that case, the heuristics have to put many nonadjacent nodes into a bag. Essentially, cycles force distant nodes into the same bag, and many overlapping cycles will force many distant nodes into the same bag.
This intuition suggests (and we have confirmed by inspection) that a bag with many disconnected nodes, as in the central bag of ER(1.6) shown in Figure 8a , is due to a large number of overlapping cyclical structures. The intermediate bags of ER(1.6) contain nodes from the long, overlapping cycles of the outer core (and as these cycles do not overlap as much in periphery, these bags have fewer nodes), while the peripheral bags each contain a single edge, capturing the small trees on the periphery of the network (see also Figure 7 ). The coloring of the nodes indicates the core-periphery structure of the subgraph induced by the bags. In ER(1.6) there is only a 1-core (blue) and a 2-core (red), thus the red nodes in the central bags are all in the 2-core, while the peripheral trees are in the 1-core, which agrees with [90] .
On the other hand, in ER(32), whose core-periphery structure spans from a 7-core (blue) to a 23-core (red) although almost all of the nodes (94%) are in the 23-core, the central bag contains a relatively tightly-connected mass of 77% of the nodes in the network. This begins to look more like SmallER, which is a very dense ER network. The intermediate bags contain sparser structures (with some of the disconnected nodes and edges that are indicative of cyclical structures); and, although the peripheral bags still contain the smallest structures, in ER(32) they no longer contain only a single edge. This indicates that even the sparsest regions contain cycles and other complicated structures (but very few triangles, which agrees with the small clustering coefficient of these networks).
Large-scale organization
To provide a more quantitative evaluation of these ideas and to characterize better the largescale organization of these synthetic networks, consider Figures 9, 10, and 11. These figures plot bag cardinality histograms, average bag density versus bag cardinality (this is width + 1), and average k-core versus bag eccentricity for two ER networks (as well as a suite of PL and real-world networks). We will refer to other subfigures below, but for now consider only Figures 9a and 9e,  Figures 10a and 10e, and Figures 11a and 11e for results on ER(1.6) and ER(32), respectively. For all of the networks, there are many more small cardinality bags than large cardinality bags. This is consistent with a TD structure which has a few central bags which quickly taper and branch off into many small peripheral bags. As we will see in Figures 10 and 11, in networks with a strong core-periphery structure (e.g., not PowerGrid), these peripheral bags tend to have a low average k-core and high relative density. FB-Lehigh has the most large bags, due to the tendency of the FB networks to form long, path-like trunks in its TDs. PowerGrid has the smallest tapering effect; although the largest bags are still at the center of the decomposition, there is only a small change in size from the largest bags to the smallest, presumably since this network has the weakest core-periphery structure.
We saw in Figure 8a the central bag for ER(1.6), and we interpreted it in terms of the output of amd TD as due to overlapping cycles; the histograms in Figure 9a show that for ER(1.6) (and the networks in the rest of Figures 9 ) there are only a very few such central bags. On the other hand, Figure 9 also shows that there are many very small bags in ER(1.6). Two features we noticed about these two types of bags are that there is a change in edge density between the large and small bags and that there is a change in the k-cores represented between the large and small bags. Figure 10 and Figure 11 , where the average edge density of a bag is plotted against the bag cardinality, show two ways of measuring this. These figures show that small peripheral bags are dense (relative to their small size-in the extreme case, this could be a single edge), and they contain low k-core nodes, as indicated, e.g., by the downward slope of the plots in Figure 11a .
Many of the results for ER(32) are very different than for ER(1.6). The histograms in Figure  9a show that this network has a much larger proportion of high-width bags than ER(1.6). The largely homogeneous core-periphery structure of dense ER networks should also be clear since the nodes, regardless of bag size, are mostly in the deepest core (k = 23). These trends can be seen (32). The real-world networks all show denser bags even at large size scales as compared to the synthetic networks, and this is due to the increased clustering present in these networks.
by comparing the density of the smallest bags in ER(1.6) and ER (32) in Figures 10a and 10e . The flat plot of the average k-core in Figure 11e , which holds steady close to the value of the maximum k-core, indicates the lack of a core-periphery structure in the network. Putting all of these results together, we can conclude that when it exists (e.g., in extremely sparse ER graphs), the core-periphery structure of ER networks is captured by the amd TD; and when the core-periphery structure does not exist (e.g., for ER graphs for other even moderately sparse values of p), the large width of the TD indicates that the most of the network is in the largest bag, which is analogous to most of the nodes being in the core of the network.
TDs of PL Networks
Here, we give a summary of results of an analysis of TDs on PL random graphs, with an emphasis on the behavior as the degree heterogeneity parameter γ is varied. Recall that Table 1 provides basic statistics for the PL graphs. PL graphs are a class of ER-like random graphs, except that degree heterogeneity is exogenously-specified. Previous work has shown that PL graphs have important similarities with extremely sparse ER graphs, when one is interested in small-scale versus large-scale tree-like structure [1, 3, 2] . In particular, the increased degree heterogeneity produces a large-scale core-periphery structure in the PL networks, similar to the extremely sparse ER networks, but these PL networks also have some of the characteristics of denser ER networks (e.g., the core is more strongly connected and the diameter of the network is smaller).
We start with Table 4b , which show the basic features of the TDs of PL networks. PL(3.0) has the least amount of degree heterogeneity and has similar characteristics to ER(1.6), while the lower degree exponents (PL(2.75), PL(2.5)) have characteristics similar to both the dense and sparse ER networks. Most notably, the maximum width increases (as it would if the density increased), while the median width and median bag density stay the same (low and high, respec- Average k-core Average k-core
Bag Eccentricity
Avg. k-core (h) PowerGrid Figure 11 : Average k-core versus bag eccentricity for a representative set of networks. The correlation between the core-periphery structure and the central-perimeter bags can be seen in a downward slope in these plots. Networks with no prominent core-periphery structure (ER (32) and PowerGrid, for two very different reasons) have a flat plot here; while networks with moderate core-periphery structure (the PL graphs and ER(1.6)) have a downward sloping line, but relatively shallow (i.e., not deep) cores. as20000102 and CA-GrQc both have prominent, deep core-periphery structures that reveal themselves in this plot. The dips that show up at small eccentricities in several of the synthetic networks and CA-GrQc are due to the many small "whiskers" (in the sense of [1] ) that hang off of the core bag. FB-Lehigh also has a deep core-periphery structure (in the sense of k-core decompositions); but because of the long path-like nature of the TD and since most of the nodes are in the deepest cores, the plot is flat with larger downward dips as the bag eccentricity increases.
tively), as in the ER(1.6). In the previous section, we saw that the low median width and high density was related to the presence of a core-periphery structure in the network. As we will see, this is also true of the PL networks, and the amd TDs are again able to capture this structure. Among other things, we find that for the PL networks, for a given average degree, the presence of very high degree nodes that tend to link to each other means that the density of the highwidth bags, i.e., the core of the network, is greater, making it more like the cores of the denser ER networks. On the other hand, the peripheries of these PL networks are still very sparse, and TD bags including them look more like the peripheries of the sparse ER networks. The periphery results are reflected in the results presented in Table 4b , where we see that the median width is low and the median density is high (many bags with only a single edge within). The visualizations of the central, intermediate, and peripheral bags from TDs of PL networks in Figure 12 reflect this. In particular, the central bag for PL(2.5) looks somewhat like the intermediate ER (32) bags, while the central bag for PL(3.0) is much less well-connected; and the peripheral bags for both PL graphs look like the ER(1.6) bags. The TD reflects the core-periphery structure via the central-peripheral bags as reflected in the downward slope of Figure 11b .
As the power law exponent γ is increased, recall that the amount of degree heterogeneity in the resulting network is reduced, i.e., the number of high degree nodes specified by the power law degree distribution is decreased. As a necessary consequence of maintaining this distribution as the nodes are connected, the high degree nodes are likely to be connected to other high degree nodes. This causes a core-periphery structure to emerge (see [3] for empirical measurements between the relationship between γ and the k-core structure). For example, the core-periphery structure of PL(3.0) is shallower than that of PL(2.5), as seen in Figure 11 . Similarly, the width of the PL(2.5) amd TD is larger than that of the PL(3.0) amd TD. In all cases these widths are less than the corresponding ER(2) network, whereas one might expect these networks to have larger widths because of the increased coreperiphery structure. This occurs because there are several factors to consider as γ is decreased. The core does become denser as more edges are added to the core, causing these nodes to become more difficult to separate; but most of those extra edges come from the outer regions of the expander-like core, thus shrinking the size of the core and increasing the size of the periphery. In other words, when only a few medium degree nodes are added, then there are still cyclical structures in the core, as is observed in ER(1.6), except smaller; but as higher degree nodes are added, the core becomes denser and begins to become larger, as this forces larger and larger pieces of the core to be placed in the same bag, as is observed in ER (32) .
The TD results on ER and PL graphs demonstrate that TDs (in particular, with the amd heuristic) can capture the core-periphery structure of two common random network models. In both cases, to the extent that there was a core-periphery structure (which itself depended on the sparsity parameter p or the degree heterogeneity parameter γ), the central and peripheral bags in the TD from amd were correlated with this structure. The peripheral bags were smaller and much sparser than the central bags and contained nodes from the shallow (low) k-cores of the network. With the exception of the tree-like periphery of the extremely sparse ER and the PL networks, the structures observed in TDs of the random network models were largely driven by loosely connected core structures (e.g., overlapping loops in sparser regions and expander-like cores in the denser regions). This is consistent both with the results on the toy networks and previous work involving the structure of ER networks [99, 90] . (The one exception to this is the denser ER (32) , where the central bag contained 77% of the network; in this case, the network does not exhibit the core-periphery structure of the other networks looked at in this section.) We will see how we obtain similar results when applying the amd heuristic to real-world networks.
Tree decompositions of real-world networks
In this section, we will describe the results of using a variety of TD heuristics on a set of real-world networks. Our goal is to use the insights from the previous sections to evaluate the performance of existing TD heuristics on real social and information networks and to understand how those TDs can be used to obtain an improved understanding of the properties of these realistic networks.
Our main results in this section are three-fold. First, in Section 6.1, we summarize results of a detailed empirical evaluation of the amd TD heuristic applied to our suite of realistic networks. 13 The main focus is to illustrate how these TDs capture previously-identified core-periphery structure, and also to illustrate how the internal structure of TD bags can be understood in terms of large-scale cycles and small-scale clustering in the original graph. Second, in Section 6.2, we evaluate the ability of amd to identify small-scale good-conductance communities such as those previously-identified by the NCP with local spectral methods [1, 2] . We show connections between bags that are more peripheral in the TD and small good-conductance communities responsible for "dips" in the NCP. Third, in Section 6.3, we illustrate that TD heuristics can be used to identify certain other types of large-scale non-conductance-based "ground truth" communities. In particular, we will show connections between bags that are more central in the TD and large-scale community-like (by a "ground truth" metric but not by conductance quality) clusters.
Results on identifying core-periphery structure
Here, we will describe the results of an empirical evaluation of the amd TD heuristic applied to our suite of real-world networks (those in Table 1 ). We will begin in Table 5 with a brief survey of all of our real networks, and we will then focus on four representative networks: as20000102, CA-GrQc, FB-Lehigh, and PowerGrid. The first three all exhibit some form of previously-recognized core-periphery structure [3] , while PowerGrid is known to lack a strong core-periphery structure (basically since it is heavily tied to the underlying locally-Euclidean geometry of the Earth [3] ). Note, though, that the Facebook networks are very core-heavy, in the sense that they have many nodes in deep cores, essentially because of their significantly higher average degree (see, e.g., [3] and Table 1 ). (Thus, informed by previous results on k-core decompositions and related tree-like techniques [3, 75, 1, 87] , we expect to see evidence of the coreperiphery structure in the TDs associated with as20000102, CA-GrQc, and, to a lesser extent, FB-Lehigh, but a lack of substantial core-periphery structure in the TD of PowerGrid.)
Overview of core-periphery results for all networks
In Table 5 , we present the number of bags in the amd TD (N amd ), the maximum eccentricity (diameter) of the TD (E amd ), the maximum and median width of the TD (W andW , respectively), and median bag density (D). These measurements provide us with an idea of how large is the most connected part of the network (maximum width); how numerous are small bags (median width), which is indicative of areas of the network that have small separators, in our case small peripheral regions of the network; and whether the small separators are more clique-like or consist of mostly disjoint nodes (median density), with disjoint nodes being indicative of cycles and clique-like structures being indicative of more meaningful communities. A large maximum width combined with a low median width is evidence for a deep core and a shallow periphery, and high median density is evidence for a periphery based on more community-like separators, rather than more disparate separators. These observations assume that high density bags are mostly small-width bags. This assumption is plausible, given that as the width w of a bag increases, the number of edges required to maintain a constant density increases like w 2 ; and in many cases we have confirmed this assumption indirectly or by direct observation. For example, see our discussion of bag density and bag width below, as well as Figure 10 below for empirical evidence that high density bags are generally the smallest width bags. Table 5 : Statistics for TDs of real networks. Notation is the same as in Table 4 .
Networks based on an underlying Euclidean geometry (e.g., road-TX, PowerGrid) have low maximum widths and low median widths, which indicates that they do not have a strong core-periphery structure. While these networks have many small width bags, which is indicative of tree-like sections of the network, the internal subgraphs have a low median density (e.g., as compared to certain ER networks). More social networks, such as Polblogs and the Facebook networks, all have higher average degrees and, consequently, higher widths, with lower median widths. This is one indicator of a core-periphery structure. As the median widths are higher in these networks, as compared to the other real networks (although lower than the ER networks), the peripheral structure in these social graphs tends to be denser than in the other networks. Also, the median density, while low compared to the other real networks, is very high compared to the median density of the densest ER networks in Table 4a . Thus, although the periphery is more difficult to separate into small good-conductance community-like clusters than some of the other real networks, e.g., CA-GrQc or CA-AstroPh, it is still formed from more community-like pieces than similar ER (or PL) networks.
Observe also that the two web networks, Gnutella and web-Stanford, have high widths, like the Facebook networks, but lower median widths; and that they have higher median densities (especially when compared to ER(4), ER (8) , and ER (16)). This indicates that these networks have a sparser, more tree-like periphery than other social networks, which is also consistent with previous results [1] . Importantly, and also consistent with previous results [1] , is that the sparsest, most tree-like peripheries belong to the collaboration, email, and autonomous systems networks (CA-GrQc, CA-AstroPh, Email-Enron, as20000102). These networks all have low median widths, high median densities, and high maximum widths, indicating that they exhibit the cleanest core-periphery structure, also consistent with the upward-sloping NCPs [1, 2].
More details on core-periphery structure of four representative networks
We will now look at several representative networks in greater detail. Let us start by discussing Figures 9, 10 , and 11 from Section 5. Figure 9 clearly shows that most of the bags in the TDs are small-width bags. In fact, proportionally, FB-Lehigh has the largest fraction of large bags, and yet 80% of the bags are below width 200 (in a graph with 5073 nodes, where the TD has a maximum width bag of 2983). Since the bags and edges of TDs form separators in the network, this indicates that there are many relatively small separators. These are the largest in Facebook networks, where the separators tend to have around 100 nodes, while in most other networks many of the separators have around 10 nodes. This is consistent with typical views of core-periphery structure, with a few more highly-connected nodes in the core and many less well-connected nodes in the periphery. That is, in order to separate off most pieces of the periphery (where "piece" is defined by the end of branches in the TD), only 10 or fewer nodes are needed for most of the social/information networks, while ca. 100 nodes are needed for the Facebook networks.
In Figure 10 , we see the average edge density for bags of a given cardinality plotted against the bag cardinality, showing that small-width bags have high densities. An important distinguishing feature of the three representative real networks (that are not tied to an underlying Euclidean geometry) is that the curve has a heavier tail than in the synthetic networks. This indicates that separators, up to much larger size scales, are less disparate (e.g., are denser or clumpier) than in the synthetic networks. In PowerGrid, on the other hand, the underlying Euclidean geometry leads the density to falls off more quickly. It falls off similarly to the sparse ER network, except that the tail of the curve is shorter. In this case, only the smallest bags have tight separators.
In Figure 11 , we consider the relationship between the core structure and low eccentricity (central) bags, and we compare that with the relationship between the periphery structure and the high eccentricity (perimeter) bags in the TD. Figures 11c and 11d show that for as20000102 and CA-GrQc there is a clear downward trend as the bag eccentricity is increased. This indicates that low eccentricity bags contain more high k-core nodes on average and that the high eccentricity bags contain more low k-core nodes on average. Figure 11g shows that FB-Lehigh, due to its greater density, has a mostly flat profile until the most extreme reaches of eccentricity are met, at which point some of the bags begin to contain nodes of a lower k-core. Thus, the core-periphery structure is present in FB-Lehigh, but the core-periphery structure is moderated by a very large core which produces long path-like sets of nodes that in turn lead to large core bags and hence a much larger eccentricity. (This is typical of the results for most of the Facebook networks, which is consistent with their flat NCP [2] .) Finally, PowerGrid, which is not expected to have exhibit a correlation between k-core structure and bag eccentricity, has a flat profile.
To illustrate these findings, we present visualizations in Figures 13 and 14 . Shown are a central or very deep core bag, a perimeter or very peripheral bag, and an intermediate bag, for each of our four networks. These figures show the community-like nature of typical bags for the three information networks, i.e., as20000102, CA-GrQc, and FB-Lehigh, as well as the more disparate separators of the PowerGrid. The coloring of the visualizations in these figures is by k-core: the red nodes are in deep (high) k-cores while the blue nodes are in shallow (low) k-cores. One final observation we would like to make is to address the "dips" in the average k-core curves shown in Figure 11 (e.g., the dip in Figure 11d at a bag eccentricity of 21 or in Figure 11g throughout). These dips are due to what we will call "twigs," where a twig is a small (low width and short) branch off of a much larger (high width and long) trunk-like structure of the TD. For example, in FB-Lehigh and in the other Facebook networks, the high average degree results not only in high widths, but in larger collections of bags of high width. These are arranged in a long path (a "trunk") with many branches at either end. Along this main trunk, there are occasional twigs which contain peripheral nodes. Since the trunk is long, the average k-core at the point where the twig is attached is slightly lower, resulting in the dip in the curve. In Figure 15 , we provide a visualization of the twigs responsible for three of these dips.
Summary of large-scale core-periphery and tree-like structure in real-world networks
These empirical observations suggest that many realistic social/information networks have a nontrivial core-periphery structure; and that in many cases this is caused by many small overlapping cluster-like or moderately clique-like structures. That is, there is local non-tree-like (combinatorial) structure that "fits together" into a global core-periphery structure that is tree-like (in a metric and/or cut sense) when viewed from large size scales. This is in sharp contrast with many models and intuitions. Most obviously, this is in contrast with the random networks (in particular, the not extremely sparse ER networks and to a lesser extent the PL networks, but many other more popular random generative models) which have a locally tree-like, but globally loopy structure. Less obviously, this is also in sharp contrast with networks such as PowerGrid, PlanarGrid, and road-TX that are strongly tied to an underlying Euclidean geometry. Said another way, many realistic social/information networks have a more tightly-connected core-like structure than is present in typical random networks, and they have peripheral and intermediate regions that are "clumpier" than these random networks. While these claims are perhaps intuitive, our empirical observations demonstrate that they can be meaningfully identified with TDs and interpreted as leading to large-scale cut-based tree-like structure. Interestingly, aside from the local clumpiness, the real-world social/information networks do have a core-periphery structure that is reminiscent of that which is also seen in extremely sparse ER graphs and PL graphs with greater degree heterogeneity. (This too is consistent with prior results suggesting that extreme sparsity coupled with randomness/noise is responsible for the dips in the NCP [1, 2] .) It is also worth emphasizing that in most of the intermediate bags of the real social/information networks, there are still a small number of disconnected nodes. This indicates that there are still a small number of alternate paths, which are disparate from the clusters, to the rest of the nodes in the network. The most prominent exceptions to these general observations are networks that either do not have a strong core-periphery structure, e.g., PowerGrid that is tied to a two-dimensional underlying Euclidean geometry, or networks that have a relatively low clustering coefficient, e.g., Gnutella09. In both of these cases (but for different reasons), the internal subgraphs of the intermediate and peripheral bags have a larger number of disconnected nodes than the other realistic networks. 
Connections with good-conductance communities results
Here, we will consider how the peripheral part of the tree-like core-periphery structure identified by TDs relates to low-conductance clusters/communities that were previously-identified by the NCP method [1, 2] . To do so, observe that one way to determine whether a TD "captures" clustering/community structure is to see if those clusters/communities are well-localized in the TD. By "well-localized," we mean here that the cluster/community is contained in a relatively small number of (contiguous) bags. We followed previous personalized page rank (PPR) local spectral procedures [101] to generate a set of candidate clusters [1, 2] . Then, given a set of candidate clusters, we looked at how many bags in the TD contain at least one node from this cluster, i.e., we measured how well-localized the community is in the TD. As a crude threshold of whether a cluster/community is localized, we consider it to be localized if it is contained in fewer bags than there are nodes in the community. 14 We apply this method using the amd heuristic.
Our results for several real-world and synthetic networks are presented in Figures 16-20 . For each figure/subfigure, the horizontal axis represents community size in number of nodes (on log scale), and the vertical axis is either the conductance of the best community found using the PPR method (recall that a low conductance represents a better community) or the number of number of bags that contain members of the community (again, on log scale). In the bag plots, the red line represents the number of bags which contain a node from the community in the corresponding NCP plot, and the green dashed line represents the locality threshold. When the number of bags for a given community is localized by our definition, the red plot will be below the green threshold. As a reference, consider the extremely sparse and somewhat denser ER networks, which are shown in Figure 16 . Since it is so sparse, ER(1.6) does have some very small good-conductance clusters. As shown in the figure, however, the small "communities" are contained in roughly the same number of bags as there are in the community. This is expected, as these communities are largely peripheral tree-like whiskers in the network (Section 5). For larger communities, which include core nodes, the localization is slightly above the line defining our threshold. On the other hand, for the denser ER (32) , there are no good-conductance clusters at any size, and bag localization is above the line defining the localization threshold, indicating that the localization is poor at all size scales.
For the small and intermediate-sized clusters in many of the real networks (including many of those from [1] ), the smaller good-conductance clusters found using the PPR method are reasonably well-localized within the TD, while the larger poorer-conductance clusters are not. Consider, e.g., CA-GrQc in Figure 17 as an example. On the other hand, both large and small clusters found with the PPR method applied to the denser graphs from the Facebook100 set (i.e., those that do not have even small-cardinality good-conductance clusters [2] ) are not well-localized in the TD. Consider, e.g., FB-Lehigh in Figure 17 as an example. Figure 18 shows as20000102 and Gnutella09, which also shows NCP plots that do not yield small good conductance clusters, and which shows that the outputs of the PPR method are not particularly well-localized in the TD. Figure 19 shows that Email-Enron does have some of its small good-conductance clusters well-localized, and it also shows that the output of the PPR algorithm applied to Polblogs leads to medium-to-large clusters with poor conductance values that are poorly-localized in the TD.
Finally, although networks with an underlying Euclidean geometry are of less interest for social/information network applications, for completeness it is worth considering how these TD methods apply to them. Figure 20 presents results for Planar and PowerGrid. Both of these networks have downward-sloping NCP plots which are different from the other social and information networks, reflecting the Euclidean geometry underlying these networks. In both cases, fairly uninteresting results are obtained, suggesting that the localization metric we propose is more interesting for realistic social graphs with non-trivial tree-like core-periphery structure.
Although our results demonstrate that good-conductance clusters/communities in several realistic social graphs are well-localized in TDs found with existing heuristics, it is not obvious how to address the reverse question of finding good-conductance communities from a TD. One could attempt to look at all or some large number of combinations of bags in the TD. Since one is usually interested in well-connected communities/clusters, the running intersection property of TDs could be used to restrict attention to connected subsets of a TD. There are, however, two obvious issues. First, there does not exist an obvious analogue of the "sweep cut" used in the spectral partitioning method for finding the best community from a TD. Second, as a related practical matter, the presence of high degree (or deep core) nodes in the intermediate and central bags of a TD cause bags to be poor conductance communities. These nodes have many connections and increase the "surface area" of most cuts, even if there is only a small number of them in a cluster. We observed that, in the clusters we found using the PPR method, each cluster is typically well-represented by a set of small bags plus a couple of nodes in the larger bags. If we then attempt to form clusters by combining bags, we get all of the nodes in the larger bags, including deep core nodes. Additional methods of filtering nodes for the larger bags, such as ordering by node degree or k-core combined with a sweep cut, may improve these results.
Results on identifying ground-truth communities
Here, we will consider other ways in which the output of TDs can be useful in identifying clusters/communities of interest to the domain analyst. In particular, we describe two examples from the demographic data associated with the Facebook100 dataset [93] .
Consider, first, Figure 21a , where we show the amd TD of the FB-Haverford network, and where each bag is colored-coded by the average graduation year of the constituent nodes. There is a large linear or trunk-like structure that dominates the large-scale structure of the TD. We observe that there is a strong overlap between the nodes that comprise successive bags in that trunk, and we note that this trunk-like structure is typical of most of the Facebook100 networks (but is not seen in most other social graphs we have considered). Also, each end of the long trunk correlates strongly with graduation year, and there is a gradual change in the average graduation year of each bag as we move across the trunk. Thus, to the extent that one accepts graduation year as some sort of easily-quantifiable "ground truth" community, the large bags in the TD of this network seem to be capturing a legitimate ground-truth structure in the network. This fits well with prior results that report that in most of the Facebook networks graduation year is best predictor of the existence of edges between two nodes [93] .
Consider, next, Figure 21b . It is known that for a small number of the Facebook100 networks (e.g., FB-Caltech, FB-Rice, and FB-UCSC), residence hall rather than class year is the best edge predictor [93] . Thus, we considered the amd TD of (the students-only subset of) FBCaltech. In this case, a single simple trunk-like structure is not dominant, but there are several relatively large peripheral branches, and many of the peripheral branches are dominated by a particular residence hall. In Figure 21b , the bags are colored by the fraction of students in residence hall 170 (chosen arbitrarily). These examples are of particular interest since goodconductance clusters do not exist in Facebook100 networks [2] .
By looking at bags where the concentration of a particular community node is higher than the incidence of that community throughout the TD, we can form a very simple classification rule. In (a) amd TD of FB-Haverford, colored by graduation year (red = freshman, blue = alumni). The long, pathlike trunk of this (and most other) Facebook networks is driven by the propensity of students to be friends with students of a similar graduation year.
(b) amd TD of (the students-only subset of) FBCaltech, colored by the fraction of students in residence hall 170 (blue = no nodes belong to residence, ..., red = all nodes belong to residence). Figure 21 : amd TD of FB-Haverford and FB-Caltech. FB-Haverford is presented, rather than FB-Lehigh (which has similar large-scale TD structure), because its smaller eccentricity (56 rather than 150) makes it easier to visualize. For FB-Caltech, this is a graphical representation of data presented in Table 7 for the amd TD and residence hall 170. particular, given residence hall X, we collected all bags whose fraction of nodes which were listed as belonging to residence X was higher than the fraction of nodes belonging to that hall in the network (the incidence in the network is given in column F in Tables 6 and 7) . We then kept the largest contiguous set of bags and used membership in this set as the classifier. Although this is an overly simple classifier, the goal in this section is simply to provide a baseline about how the residence communities are located in the TD.
We performed this procedure on the students-only restriction of FB-Caltech. Tables 6 and  7 provide a summary of the classification results using this method on FB-Caltech network, with the (anonymized) listed residence hall for that student as the community. Table 6 shows the fraction of the "ground truth" community captured by the largest contiguous set of bags described above. This is analogous to the recall of classifying the community using this branch in the TD. Table 7 shows the fraction of the nodes in the union of all bags in this largest contiguous set which belong to the community. This is analogous to the precision of classifying the community using this branch. Since FB-Caltech is very small, we can use a much larger variety of TD as classifiers than is possible for larger networks, and we present results for all of these TD classifiers.
Although the communities do seem to be well-captured by the TDs, there are also many other nodes in the same bags as these communities (see Table 7 ). Although the only bags selected were bags where the residence hall in question was over-represented, combining these bags actually resulted in a lower concentration of residents than were present in the network for some residence halls (see Table 7 where the values are lower the F for a given residence hall). This occurs since the non-resident nodes in each of these bags are different, while the resident nodes are largely the same for each bag in the branch.
In terms of heuristic performance, the mindeg, minfill, and amd seem to have similar Table 6 : Fraction of each FB-Caltech residence hall captured in the largest contiguous set of "frequent" bags. A frequent bag is a bag where the fraction of students who belong to the given residence hall is greater than the fraction of students who belong to that residence in the entire network. Column F gives the fraction of students who identified as being in the associated hall (i.e., the threshold for being a frequent bag for that residence hall). This procedure was also performed for the nodes which did not have a residence hall listed for comparison. Table 7 : Fraction of the nodes contained in the largest contiguous set of frequent bags for a given residence hall which actually belong to the given residence hall. A frequent bag is a bag where the fraction of students who belong to the given residence hall is greater than the fraction of students who belong to that residence in the entire network. Column F gives the fraction of students who identified as being in the associated hall (i.e., the threshold for being a frequent bag for that residence hall). This procedure was also performed for the nodes which did not have a residence hall listed for comparison.
performance given a residence, although there seems to be a larger gap between amd than the other heuristics. This is not surprising as these are all greedy heuristics which work by reducing fill (or minimum degree, which is a proxy for fill) in each step. lexm and mcs also seem to behave similarly, and they have the best performance in terms of recall (Table 6) . metnnd has a different profile from the other networks and seems to do the best in terms of precision (Table  7) . These results are comparable to what can be obtained with other simple classification rules, and they suggest that TDs could be useful in these types of machine learning applications.
Overall, these results demonstrate that for these realistic social/information networks, several types of plausible "ground truth" communities are well-correlated with the large-scale structure identified by existing TD heuristics. This striking since these heuristics make local greedy decisions about how to form the TDs, and it suggests that improved results could be obtained in this application by considering TD heuristics designed for graphs with this type of structure.
More details on tree decomposition methods
In this section, we consider the question of whether TDs and their treewidths can be related to other parameters for tree-like structure, specifically the Gromov δ hyperbolicity. 15 It might appear that there is no relation between TDs and δ (since, e.g., treewidth and δ take on opposite extremal values on cliques and cycles), but there are in fact structural characterizations for when they align. We will present here our new theoretical results on relating TDs and δ-hyperbolicity. Although this result is a relatively-straightforward extension of previous work [102] , and although most of the rest of the paper can be understood without this result, we include it here for completeness: first, since motivating prior work in [3] demonstrates an empirical connection between the cutbased tree-like notion from TDs and the metric-based tree-like notion from δ-hyperbolicity; and second, since our results in Section 6 demonstrate the inadequacy of a naïve optimization of treewidth and the importance of large cycles for realistic social graphs.
Treewidth, Treelength, and Hyperbolicity
We start with the following definition, which provides another quality measure of a TD; this was first introduced by Dourisboure and Gavoille [68] . See also [103] .
Definition 4. Let T = ({X i }, T = (I, F )) be a tree decomposition of a graph G. The length of T is defined to be max i∈I,x,y∈X i d G (x, y), where d G (x, y) is the shortest path distance in G. Analogously to treewidth, the treelength of G, denoted tl(G), is the minimum length achieved by any tree decomposition of G.
It is straight-forward to see that the treelength is at most the diameter of G. Like with treewidth, finding a tree decomposition achieving minimum length (and in fact the treelength itself) is NPhard [69] . Given this, one might ask whether treelength and treewidth can be simultaneously approximated. For general graphs, Dourisboure and Gavoille proved a negative result.
Theorem 2.
[68] Any algorithm computing a tree decomposition approximating the treewidth (or the treelength) of an n-vertex graph by a factor α or less does not give an α-approximation of the treelength (resp. the treewidth) unless α = Ω(n 1/5 ).
The specific examples used by [68] to prove their negative result are modifications of the 2-dimensional mesh (i.e., a lattice), which-due to long induced cycles-is not δ-hyperbolic for small values of δ. This suggests that the situation might be very different for "real-world" graphswhich have small diameter and which have non-trivial embedding properties into low-dimensional hyperbolic spaces. (This is an open area of research more generally.) Chepoi et al. [104] showed that if tl(G) ≤ λ, then G is λ-hyperbolic, and that a δ-hyperbolic graph G on n vertices satisfies tl(G) ≤ 17 + 12δ + 8δ log 2 n. Unfortunately, for many real networks of interest, this is not an improvement on the trivial bound of diameter as their diameter alone will be less than O(log 2 n). We conjecture that under minimal additional conditions, a δ-hyperbolic graph with diameter D has treelength at most a function of log 2 D, a vast improvement on both known bounds.
We turn to the question of using additional structural properties to characterize the interplay between δ, tw(G), and tl(G). The following theorem is our main result; this theorem follows from the work of Müller on atomic TDs [102] , and its proof is in Section 7.2. H (u, v) = d G (u, v) for all u, v ∈ V (H). Let ν(G) be the length of a longest geodesic cycle in G. Then δ(G) ≤ tl(G) ≤ (tw(G) + 1) · ν(G).
Further, this result is tight-there is a graph class G of unbounded treewidth and containing arbitrarily long geodesic cycles such that δ(G) = Θ(tw(G) · ν(G)) for every graph G ∈ G.
In other words, if we can eliminate long distance-preserving cycles and obstructions to low treewidth (large grid minors), then G will embed well in low-dimensional hyperbolic space.
Proof of Theorem 3
Before we can give the proof of Theorem 3, we need a few additional definitions. First, given a rooted tree T and a node s ∈ T , define T s to be the subtree of T with root s:
T s := T [{t ∈ T | s is an ancestor of t}].
For a graph G = (V, E) with tree decomposition ({X i }, T ) where T is rooted arbitrarily, for s ∈ T define G s := G[ t∈Ts X t ] to be the graph induced by those bags that are equal to or below X s in the decomposition. We will write N (S) for the neighbors of a set S -more precisely, N (S) = {u ∈ V | (u, s) ∈ E for some s ∈ S} \ S. Finally, for notational convenience, for x ∈ V and e ∈ E, we will write G − x for the graph (V \ {x}, E) and G − e for the graph (V, E \ {e}). We now define a special type of tree decomposition (so-called atomic tree decompositions), and give a crucial property of all vertices that co-occur in one of its bags.
Definition 5.
[atomic tree decomposition, as in [106] ] Let G be a graph on n vertices. The fatness of a tree decomposition of G is the n-tuple (a 0 , . . . , a n ), where a h denotes the number of bags that have exactly n − h vertices. A tree decomposition of lexicographically minimal fatness is called an atomic tree decomposition.
Proposition 1.
[Lemma 3.9 in Müller [102] ] Let ({X i }, T ) be an atomic tree decomposition of a connected graph G = (V, E). Then for any two distinct vertices x, y that occur together in some bag X t , either (x, y) ∈ E or there exists a neighbor s of t in T such that {x, y} ⊆ V s ∩ V t .
We also need the following proposition, which follows from Lemmas 3.7 and 3.8 in Müller [102] . Proposition 2. Let ({X i }, T ) be an atomic tree decomposition of a connected graph G, e = (s, t) ∈ E(T ) be any edge and let T t be the connected component of T − e rooted at t, and set X = X s ∩ X t . Then there exists a connected component C t in G t \ X such that N (C t ) = X and X t ⊆ C t ∪ X.
Finally, we are ready to give a bound on treelength in terms of a graph's treewidth and its longest geodesic cycle. Our proof relies heavily on tools from [102] . Proof. We will prove a stronger statement, namely that any atomic tree decomposition of a twoconnected graph has treelength at most ν(G) · (tw(G) + 1). Let us first show how this proves the lemma for graphs that are not two-connected.
Assume G is not two-connected and x ∈ V is a cut vertex (G − x has at least two connected components). Let H 1 , . . . , H be the connected components of G − x. If we prove that the graphs G[H i ∪ {x}], 1 ≤ i ≤ have tree decompositions T i with treelength bounded as in the statement of the theorem, then we can easily construct a tree decomposition for G with the same property: we simply introduce a single new bag V x = {x} and connect it to an arbitrary bag containing x in each of the individual tree decompositions T i (since these graphs all contain the vertex x such a bag must exist). Note that the treelength of this decomposition is simply max 1≤i≤ tl(T i ) since the bag V x we added contains only the vertex x and thus cannot increase the treelength. Since we will show the statement for two-connected graphs in the following, we recursively decompose the graph G over cut vertices until the remaining connected components are all two-connected and then construct a tree decomposition of G as described above.
We may now assume G is two-connected. Given an atomic tree decomposition ({X i }, T ) of G, we show that for every two vertices x, y that occur in a common bag X := X t , x and y are connected by a path whose length depends only on |X| and ν(G). To this end, let C X be the collection of geodesic cycles in G that have at least one vertex in X. We first show that if G[C X ] is connected and X ⊆ V (C X ), then every pair of vertices in X is connected by a path of length at most |X| · ν(G[C X ]).
Consider x, y ∈ X. Start a breadth-first search (bfs) from x that stops as soon as it reaches y. Let L 1 , L 2 , · · · L p be the layers of the bfs-tree where L 1 = {x} is the starting layer. We claim that for all L i with L i ∩ X = ∅, there is a j such that i < j ≤ i + ν(G[C X ]) and L j ∩ X = ∅. Consider such an L i , and denote by X l ⊆ X those vertices of X that are contained in i k=1 L k . Denote by X r = X \ X l those vertices of X that have not been visited until step i. If there exists a geodesic cycle C in C X with vertices in both X l and X r we are done -the bfs will have seen all of C in at most ν(G[C X ]) steps (and thus found C ∩ X r ). Otherwise, since C X is connected, there exist two geodesic cycles C l , C r ∈ C X with C l ∩ X l = ∅, C r ∩ X r = ∅ and C r ∩ C l = ∅. Since the bfs will visit all vertices of C r ∪ C l in at most (|C r | + |C l |)/2 ≤ ν(G[C X ]) steps, the claim follows. Therefore the number of layers p ≤ ν(G[C X ]) · |X t | and thus the distance between x and y is bounded by ν(G[C X ]) · |X t | as claimed.
Therefore, if we show that for every bag X, the set C X of geodesic cycles touching X induces a connected graph G[V (C X )], we are done: then every vertex pair x, y ∈ X is indeed connected by a path of length at most ν(G[V (C X )])|X|, which (by the definition of treewidth and the fact C X is a family of geodesic cycles) is bounded by ν(G)(tw(G) + 1).
We first prove that for any choice of X := X t and any pair of vertices x, y ∈ X, x and y lie on some cycle of G. By Proposition 1, the vertices x, y are either connected by an edge (in which case we are done: G is two-connected, so every edge lies on some cycle) or there exists some node s ∈ N T (t) such that {x, y} ⊆ V s ∩ V t . In the latter case, we invoke Proposition 2: for i ∈ {s, t} we can find connected components H i of G i \ X such that N (H i ) = X and V i ⊆ H i ∪ X. Therefore, there exist two x-y-paths: one inside H s and another in H t , hence x and y lie on a cycle.
Since the set of geodesic cycles forms a basis for the cycle space of a graph (see Theorem 3.1 of [107] ), it follows that for every t ∈ T , G[V (C Xt )] is connected. The distance between any vertices in X t is thus bounded by ν(C Xt ) · |X t |, implying that tl(G) is at most ν(G) · (tw(G) + 1), as claimed.
Finally, we put all the pieces together and show why these bounds are tight.
Proof of Theorem 3 This follows directly from Theorem 4, Chepoi's result that hyperbolicity is at most the treelength [104] , and the observation that for any non-negative integers n and k, the k-subdivision of the n × n planar grid has treelength n(k + 1), treewidth n, a longest geodesic cycle of length 4(k + 1), and hyperbolicity (n − 1)(k + 1) − 1.
Discussion and Conclusion
Clearly, there is a need to develop TD heuristics that are better-suited for the properties of realistic informatics graphs. This might involve making more sophisticated choices than greedily minimizing degree or fill, but it might also involve optimizing other parameters such as treelength (which has connections with δ-hyperbolicity) or minimizing the width of bags that are not central (associated with the deep core). In addition, it would be interesting to use TDs to help to combine small local clusters found with other methods, e.g., local spectral methods, into larger overlapping clusters, in order to understand better what might be termed the "local to global" properties of realistic informatics graphs. Since these graphs are not well-described by simple low-dimensional structures or simple constant-degree expander-like structures, this coupling is particularly counterintuitive, but it is very important for applications such as the diffusion of information. Finally, given the connections between TDs and graphical models, it would be interesting to understand better the implications of our results for improved graphical modeling and/or for improved inference on realistic network data. We expect that this will be a particularly challenging but promising direction for future work on social (as well as non-social) graphs.
