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SLOW DYNAMICS FOR THE HYPERBOLIC CAHN–HILLIARD
EQUATION IN ONE SPACE DIMENSION
RAFFAELE FOLINO, CORRADO LATTANZIO, AND CORRADO MASCIA
Abstract. The aim of this paper is to study the metastable properties of the solutions
to a hyperbolic relaxation of the classic Cahn–Hilliard equation in one space dimension,
subject to either Neumann or Dirichlet boundary conditions. To perform this goal, we
make use of an “energy approach”, already proposed for various evolution PDEs, includ-
ing the Allen–Cahn and the Cahn–Hilliard equations. In particular, we shall prove that
certain solutions maintain a N-transition layer structure for a very long time, thus prov-
ing their metastable dynamics. More precisely, we will show that, for an exponentially
long time, such solutions are very close to piecewise constant functions assuming only
the minimal points of the potential, with a finitely number of transition layers, which
move with an exponentially small velocity.
1. Introduction
1.1. Hyperbolic relaxation of Cahn–Hilliard equation. In this paper, we are inter-
ested in the metastable dynamics of the solutions to the hyperbolic Cahn–Hilliard equation
τutt + ut = (−ε2uxx +W ′(u))xx, (1.1)
where the function W : R → R is a double well potential with wells of equal depth;
precisely, we assume that W ∈ C3(R) and
W (±1) =W ′(±1) = 0, W ′′(±1) > 0 and W (u) > 0, for u 6= ±1. (1.2)
Roughly speaking, W is a smooth nonnegative function with global minimum 0 reached
only at two points, ±1. The simplest example is W (u) = 14(u2 − 1)2.
Equation (1.1) is a hyperbolic variation of the classic Cahn–Hilliard equation
ut = (−ε2uxx +W ′(u))xx, (1.3)
originally proposed in [7] to model phase separation in a binary system at a fixed tem-
perature, with constant total density and where u stands for the concentration of one of
the two components. The hyperbolic version (1.1) has been firstly proposed by Galenko
in [22], following the classical Maxwell–Cattaneo modification of the Fick’s diffusion law
[11, 30, 31]; for further physical details about this model we also refer to [23, 32]. In order
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to briefly describe such derivation, we recall the one-dimensional continuity equation for
the concentration u:
ut + Jx = 0, (1.4)
where J is its flux. In the case of the Cahn–Hilliard equation (1.3) the flux J is related to
the concentration u according to the law
J = −(−ε2uxx +W ′(u))x. (1.5)
By substituting (1.5) in (1.4), we obtain (1.3). On the other hand, in the case of the
hyperbolic modification (1.1), the equilibrium between flux and derivative of the quantity
ε2uxx −W ′(u) is asymptotical with a time-scale measured by the relaxation parameter
τ > 0, namely
τJt + J = −(−ε2uxx +W ′(u))x. (1.6)
Multiplying by τ and differentiating equation (1.4) with respect to t, and differentiating
equation (1.6) with respect to x, we obtain the hyperbolic Cahn–Hilliard equation (1.1).
Notice that, taking (formally) the limit as τ → 0+, one obtains (1.5) from (1.6) and the
classic Cahn–Hilliard equation (1.3) from (1.1).
We consider equation (1.1) in a bounded interval of the real line I = [a, b], with initial
conditions
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ [a, b], (1.7)
and either homogeneous Neumann boundary conditions
ux(a, t) = ux(b, t) = uxxx(a, t) = uxxx(b, t) = 0, ∀ t ≥ 0, (1.8)
or Dirichlet boundary conditions
u(a, t) = ±1, u(b, t) = ±1 and uxx(a, t) = uxx(b, t) = 0, ∀ t ≥ 0. (1.9)
It is worth to observe that, referring to the original Cahn–Hilliard equation (1.3), homo-
geneous Neumann boundary conditions (1.8) are physically more relevant, because they
guarantee mass conservation and are equivalent to ux(a, t) = ux(b, t) = 0, plus no flux
condition at the boundary, J(a, t) = J(b, t) = 0. For the hyperbolic model (1.1) these
properties are still valid, provided extra assumptions for initial data; in particular, con-
cerning mass conservation, see Section 2.2 below.
The problem of existence and uniqueness of solutions to the equation (1.1) in a bounded
interval of the real line with different boundary conditions has been widely studied. In
particular, in the case of homogeneous Neumann boundary conditions (1.8), we recall the
results of [13]. Let us introduce the unbounded linear operator
A := d
4
dx4
, D(A) := {u ∈ H4(a, b) : u′(a) = u′(b) = u′′′(a) = u′′′(b) = 0}.
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The operator A is positive, self-adjoint and possesses an orthonormal basis of eigenfunc-
tions {ωj}j∈N. Denote by {λj}j∈N the eigenvalues of A and recall that for any s ∈ R, the
operator As is defined by
Asu :=
+∞∑
j=1
λsjujωj, for u :=
+∞∑
j=1
ujωj.
Denoting by Vs := D(As/4), we have
u ∈ Vs if
+∞∑
j=1
λ
s/2
j u
2
j < +∞.
We can say that for s = 1, 2, 3 and for any (u0, u1) ∈ Vs × Vs−2 the hyperbolic Cahn–
Hilliard equation (1.1) with initial data (1.7) and boundary conditions (1.8) possesses
a unique solution (u, ut) ∈ C ([0, T ], Vs × Vs−2), for any T > 0; see [13, Theorem 1.2].
Similar results also hold true in the case of either periodic or homogeneous Dirichlet
boundary conditions; see [13, 24, 39] and references therein. However, the main aim of our
investigation is related to metastable properties of solutions, thus we are not interested
here in the complete discussion of the well–posedness of the aforementioned IBVPs for
(1.1), and therefore in the sequel we shall refer to solutions verifying for any T > 0
(u, ut) ∈ C
(
[0, T ],H3(a, b) ×H1(a, b)) ,
emanating from (sufficiently smooth) initial data. Notice that, from the discussion above,
in the case of homogeneous Neumann boundary conditions (1.8), this is guaranteed if
(u0, u1) ∈ D(A) × V1 (because D(A) ⊂ V3 and when s is positive Vs is a subspace of
Hs(a, b)).
Many papers have been devoted to the study of the long-time behavior of the solutions
of (1.1) and to the comparison of the asymptotic behavior of the solutions of (1.1) with
that of (1.3). Without claiming to be complete, we recall the following contributions. In
[13], the author considers the equation (1.1) with either periodic or homogeneous Neumann
boundary conditions (1.8) and initial data (1.7). Since it is impossible to find bounded
absorbing sets in the whole space Vs×Vs−2, s = 1, 2, 3, (see the definitions above), equation
(1.1) is restricted to a subspace of Vs × Vs−2 and existence of bounded absorbing sets for
the restriction is proved. Moreover, the author shows that there exists a maximal attractor
which is compact and connected with respect to the weak topology; this attractor is close
to the one of the Cahn–Hilliard equation (1.3) when τ is small, and the distance between
the attractors converges to zero as τ → 0+.
These results are improved in [38, 39], where the authors consider equation (1.1) and its
viscous version, that is (1.1) with the additional viscosity term −δutxx, with homogeneous
Dirichlet boundary conditions. In [39] the attention is focused on the existence of global
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attractors (with respect the strong topology), at least when τ is small, and on the upper
semicontinuity of the attractors at τ = 0. The goal of [38] is the construction of exponential
attractors (also known as inertial sets) and inertial manifolds for τ and δ fixed. In [24] a
detailed analysis of the longterm properties of the solutions in the singular limit τ → 0+
is provided and the authors prove the existence of a regular global attractor for any τ ≥ 0.
Besides, they construct a continuous (with respect to the limit τ → 0+) family of regular
exponential attractors, whose common domains of attraction coincide with the entire
phase-space. However, in [24] the convergence of the exponential attractors is obtained
with respect to a norm that depends on τ . In [4], the authors construct a family of
exponential attractors which is continuous with respect to τ by using a metric that does
not depend on τ as τ goes to zero. The aforementioned bibliography is confined to one-
dimensional model; there is vast literature of works about equation (1.1) in more that one
spatial dimension (among others, see [25, 27, 28, 29, 35]).
In this paper, we want to study the metastable dynamics of the solutions of the hyper-
bolic Cahn–Hilliard equation (1.1) with both Neumann (1.8) and Dirichlet (1.9) boundary
conditions. Before presenting our results, we recall some well-known results on metasta-
bility for the Allen–Cahn equation and its hyperbolic variants, and for the classic Cahn–
Hilliard equation (1.3).
1.2. Metastability for evolution PDEs. Metastability is a broad term describing the
persistence of unsteady structures for a very long time; metastable dynamics is charac-
terized by evolution so slow that (non-stationary) solutions appear to be stable. In other
words, the phenomenon of metastability appears when the time dependent solution of an
evolution PDE, in a first phase, evolves very slowly in time and after a very long time
undergoes a drastic change. We refer to this type of solutions as metastable states for the
evolution PDE. The phenomenon of metastability was firstly observed in [6, 9, 10, 21] for
the Allen–Cahn equation
ut = ε
2uxx −W ′(u), (1.10)
where W is a potential satisfying (1.2). When equation (1.10) is considered in a bounded
interval of the real line with homogeneous Neumann boundary conditions, the solution
converges to the constant solution −1 or +1 (the only stable stationary solutions), but
in some cases the convergence is exceedingly slow. If the solution at the time t = 0 has
N transitions between −1 and +1 with an efficient layered structure, and the diffusion
coefficient ε is small, then the solution maintains these N transitions for an exponentially
long time, i.e. for a time proportional to eC/ε, for some C > 0 (independent of ε). A
complete description of the dynamics of equation (1.10) is performed in [12], where the
author studies generation, persistence and annihilation of the metastable states. If the
initial datum u0 is continuous, independent of ε, and changes sign finitely many times,
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then there are four stage in the dynamics. In the first stage, called phase separation, the
diffusion term ε2uxx can be ignored since ε is small and u0 is independent of ε; thus, after
this stage, the solution is well approximated by +1 or −1 except near a finite number
of transition points hi. In the second stage, generation of metastable patterns, diffusion
and reaction term compete and, after certain amount of time, balance each other. After
the second stage, we have the persistence of the metastable state for an exponentially
long time. This stage lasts until the transition points are well-separated, when they are
close enough we have the annihilation of the interfaces, and after every annihilation, new
metastable patterns with less transitions are developed. Finally, all the transitions are
eliminated and the solution approaches a constant stable equilibrium.
The pioneering works [6, 9, 10, 21] are devoted to the study in detail of the third
stage, the persistence of a metastable state. This stage is studied using two different ap-
proaches. In [9, 10, 21], the authors use a dynamical approach and construct an “approxi-
mately invariant” N -dimensional manifold M, consisting of functions which approximate
metastable states with N transition layers. If the initial datum is in a small neighborhood
of M, then the solution remains near M for a time proportional to eC/ε. Therefore, for
an exponentially long time the solution is a function with N transitions between −1 and
+1, and this transition structure persists until two transition points are close enough. In
addition, it is possible to determine a system of ordinary differential equations describ-
ing the motion of the transition layers, and prove that the transition points move with
exponentially small velocity.
On the other hand, in [6] the authors propose an energy approach, based on the fact that
the Allen–Cahn equation (1.10) is a gradient flow in L2(a, b) for the Lyapunov functional
Fε[u] =
∫ b
a
[
ε2
2
u2x +W (u)
]
dx. (1.11)
More precisely, if uε is a solution of the Allen–Cahn equation (1.10) with either Neumann
or Dirichlet boundary conditions, then
Fε[u
ε](0) − Fε[uε](T ) =
∫ T
0
‖uεt (·, t)‖2
L2
dt, ∀T > 0. (1.12)
The Γ-convergence properties of the functional Fε have been extensively studied (among
others, see [33, 36]). In particular, if we consider the normalized energy functional
Pε[u] :=
∫ b
a
[
ε
2
u2x +
W (u)
ε
]
dx, (1.13)
then in one space dimension the minimum energy to have a transition between −1 and
+1 is asymptotically
c0 :=
∫ 1
−1
√
2W (s) ds. (1.14)
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The constant c0 is positive and independent of ε, and so the normalized energy (1.13) is
positive and finite as ε → 0+. Precisely, the results of [33, 36] assert that if the sequence
{uε} converges in L1(a, b) to a piecewise continuous function v which has N transitions
between −1 and +1, then
lim inf
ε→0
Pε[u
ε] ≥ Nc0, (1.15)
with equality if the sequence {uε} is properly chosen, as for {uε0(x)} constructed in Section
2.4. An improvement of (1.15) permits to study the metastable dynamics of the solutions
to (1.10). Indeed, in [6, Proposition 2.1] it has been proved that if u ∈ H1(a, b) is
close enough in L1 to a piecewise continuous function v with N transitions and satisfies
Pε[u] ≤ Nc0 + εk, for a positive integer k, then
Pε[u] ≥ Nc0 − Cεk. (1.16)
Using this lower bound on the energy, in [6] it is proved that the solutions of (1.10) with
either Neumann or Dirichlet boundary conditions and appropriate initial data maintain a
transition layer structure for a time Tε ≥ ε−k and the transition points move slower than
εk. Hence, in [6] the authors obtain algebraically slow motion.
The lower bound (1.16) can be improved and extended to the case of vector-valued
functions (cfr. [26, 20]). In particular, we have that if u is close enough to v in L1, then
Pε[u] ≥ Nc0 − C exp(−C/ε). (1.17)
Using the latter lower bound, one can prove persistence of metastable states for an expo-
nentially long time.
The results on metastability for the Allen–Cahn equation (1.10) can be extended to the
hyperbolic Allen–Cahn equation
τutt + g(u)ut = ε
2uxx −W ′(u), (1.18)
where g : R → R is strictly positive (see [18, 19, 20]). In particular, in [19], using the
dynamical approach, the authors prove existence and persistence of metastable states for
an exponentially long time. On the other hand, the energy approach is applied to (1.18)
in [18]. In this case, the energy functional is
Eε[u,w] =
τ
2ε
‖w‖2
L2
+ Pε[u],
where Pε is defined in (1.13). If u is a solution of (1.18) with homogeneous Neumann
boundary conditions, then Eε[u, ut] is a non-increasing function of t, namely
Eε[u
ε, uεt ](0) − Eε[uε, uεt ](T ) = ε−1
∫ T
0
‖uεt (·, t)‖2
L2
dt, ∀T > 0. (1.19)
In order to have slow motion of the solutions, the initial velocity u1 = ut(·, 0) has to be
very small. Precisely, in [18] it is proved that if the initial profile u0 has a transition layer
structure of order k and the L2–norm of the u1 is bounded by Cε
k+1
2 , then the solution
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maintains the same transition layer structure of its initial datum for a time Tε ≥ ε−k.
These results are extended to the case of systems (when u is a vector-valued function)
in [20], where, imposing stronger conditions on the initial data, persistence of metastable
states for an exponentially long time is obtained.
The phenomenon of metastability is also present in the case of the Cahn–Hilliard equa-
tion. Consider equation (1.3) in a bounded interval of the real line with homogeneous
Neumann boundary conditions (1.8); a straightforward computation shows that the total
mass
∫ b
a
u(x, t) dx is conserved. Moreover, it is well-known that the solution converges as
t → +∞ to a stationary solution, which minimizes the energy Fε (1.11) (cfr. [37]), and
that the minimizers of Fε subject to the constraint
∫ b
a
u dx =M are monotone functions
(cfr. [8]). Therefore, the solutions converge to a limit which has at most a single transi-
tion. However, as in the Allen–Cahn equation, if the initial profile has an efficient N–layer
structure, then the solution maintans these N transitions for a very long time. Hence, we
have an example of metastable dynamics. The metastable properties of the solutions to
(1.3)-(1.8) have been investigated in [1, 2, 3] by using the dynamical approach, and the
authors prove persistence of metastable states for an exponentially long time. The en-
ergy approach performed in [5] permits to handle both Neumann (1.8) and Dirichlet (1.9)
boundary conditions. The energy functional Pε is the same of the Allen–Cahn equation
(see (1.13)), but in this case the variation of the energy is not related to the L2–norm as in
(1.12), and we have to work with different spaces depending on the boundary conditions.
In [17], the Cahn–Hilliard equation (1.3) with (1.8) is derived as the gradient flow in the
zero–mean subspace of the dual of H1(a, b), while in the case of (1.9) the variation of the
energy is related to the H−1–norm of uεt (for details see [5]). By using this approach and
the lower bound (1.16), in [5] algebraically slow motion for the solutions of the Cahn–
Hilliard equation is obtained. These results are improved and extended to the case of
Cahn–Morral systems (the vector-valued version of (1.3)) in [26].
The aim of this paper is to study the slow evolution of the solutions to the hyperbolic
version (1.1) by using the energy approach. We use the same energy functional Eε[u,w]
of the hyperbolic Allen–Cahn equation. As we will see in Section 2, there is a difference
between the boundary conditions (1.8) and (1.9). Indeed, in order to ensure the energy
decreases along solutions of (1.1) with Neumann boundary conditions (1.8) (Lemma 2.6),
we still need mass conservation for the hyperbolic equation, which requires that the initial
velocity u1 is of zero mean; see Section 2.2. After we know the energy Eε[u,w] is monotone
decreasing in time, we need a lower bound for it that holds true for a larger class of
functions: we will show that, if u ∈ H1(a, b) is such that a primitive of u is close enough
in L1 to a primitive of a piecewise continuous function with N jumps between −1 and +1,
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then the functional Pε[u] satisfies (1.17); for details, see Proposition 2.2 below. We will
use these results to prove slow evolution of the solutions with boundary conditions (1.8)
in Section 2.2 or (1.9) in Section 2.1 by showing that the solutions maintain N transitions
for a very long time Tε diverging to +∞ as ε → 0+. In addition, in Section 2.3, we shall
study the dynamics of such transition points, proving in particular that their velocity is
very small for ε≪ 1, being O(T−1ε ). Finally, Section 2.4 is devoted to the construction of
an example of initial profile satisfying the needed assumptions. We conclude the paper by
presenting in Section 3 the results in the case of systems, namely when u is vector-valued
and W vanishes only in a finite number of points.
2. Slow motion
In this section we study the limiting behavior of the solutions to the hyperbolic Cahn–
Hilliard equation (1.1) as ε → 0+ when the initial profile u0 has a N–transition layer
structure. In particular, using the energy approach we prove existence of metastable
states for equation (1.1) and show that the solution maintains the same N–transition
layer structure of the initial profile u0 for a very long time. The key tool to use the energy
approach to study the slow evolution of the solutions to (1.1) is the energy functional
Eε[u,w] :=
τ
2ε
‖w‖2
L2
+ Pε[u], where Pε[u] :=
∫ b
a
[
ε
2
u2x +
W (u)
ε
]
dx. (2.1)
First of all, we consider the case of Dirichlet boundary conditions (1.9).
2.1. Dirichlet boundary conditions. If u is the solution of the initial boundary value
problem (1.1)-(1.7)-(1.9), then the function
u¯(x, t) :=
∫ x
a
u(y, t) dy − 1
b− a
∫ b
a
dy
∫ y
a
u(η, t) dη (2.2)
satisfies the integrated version of (1.1)
τ u¯tt + u¯t = −ε2u¯xxxx +W ′(u¯x)x, (2.3)
with Neumann boundary conditions
u¯x(a, t) = ±1, u¯x(b, t) = ±1, u¯xxx(a, t) = u¯xxx(b, t) = 0 ∀ t ≥ 0, (2.4)
and initial data
u¯(x, 0) = u¯0(x), u¯t(x, 0) = u¯1(x), x ∈ [a, b].
Notice that for any function u ∈ L2(a, b), we can write u¯ = −yx, where y is the solution
to the elliptic problem
− yxx = u in (a, b), y(a) = y(b) = 0. (2.5)
Then, the L2–norm of u¯ can be seen as the H−1–norm of u.
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The first step to study the metastable dynamics is to show that Eε[u, u¯t](t) is a non-
increasing function of time t along the solutions of (1.1) with boundary conditions (1.9).
Lemma 2.1. Let (u, ut) ∈ C([0, T ],H3(a, b) × H1(a, b)) be solution of (1.1)-(1.7)-(1.9).
If Eε is the functional defined in (2.1), then
d
dt
Eε[u, u¯t](t) = −ε−1‖u¯t(·, t)‖2
L2
, (2.6)
for any t ∈ (0, T ).
Proof. Direct differentiation and integration by parts give
d
dt
Eε[u, u¯t] =
∫ b
a
[
τ
ε
u¯tu¯tt − εuxxut + W
′(u)ut
ε
]
dx+ (εuxut)
∣∣∣∣
b
a
.
The last term of the latter equality is zero because u satisfies the Dirichlet boundary
conditions (1.9). Using that u¯x = u and integrating by parts, we obtain
ε
d
dt
Eε[u, u¯t] =
∫ b
a
[
τ u¯tu¯tt + ε
2u¯xxxxu¯t −W ′(u¯x)xu¯t
]
dx− (u¯xxxu¯t)
∣∣∣∣
b
a
+ (W ′(u¯x)u¯t)
∣∣∣∣
b
a
.
In this equality the last two terms are zero for the boundary conditions (2.4). Since u¯
satisfies the equation (2.3), we end up with
ε
d
dt
Eε[u, u¯t] = −
∫ b
a
(u¯t)
2dx,
and the proof is complete. 
Therefore, from (2.6) it follows that the variation of the energy is related to the L2–
norm of u¯t. This is in contrast with the case of the hyperbolic Allen–Cahn equation (see
(1.19)), where the variation is related to the L2–norm of the velocity ut.
Let us now define a N–transition layer structure initial datum for our problem. To this
end, we fix a piecewise constant function as follows:
v : [a, b]→ {−1,+1} with N jumps located at a < h1 < h2 < · · · < hN < b and r > 0
such that (hi − r, hi + r) ∩ (hj − r, hj + r) = ∅ for i 6= j and a ≤ h1 − r, hN + r ≤ b.
(2.7)
Then, we assume that the initial data depend on ε, with
lim
ε→0
‖uε0 − v‖L1 = 0, (2.8)
Eε[u
ε
0, u¯
ε
1] ≤ Nc0 +
1
f(ε)
, (2.9)
for any ε ≪ 1, where f : (0,+∞) → (0,+∞) and the positive constant c0 is defined by
(1.14). The condition (2.8) fixes the number of transitions and their relative positions in
the limit ε → 0. The condition (2.9) requires that the energy at the time t = 0 exceeds
at most of 1/f(ε) the minimum possible to have these N transitions. In order to obtain
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slow evolution for the solutions, the function 1/f(ε) has to be small for small ε; then, we
assume that f(ε)→ +∞ as ε→ 0+.
The next step is to prove a lower bound on the energy. In particular, since the variation
of energy is related to the L2–norm of u¯t, we need to prove a lower bound on Pε[u] under
the assumption that u¯ is close to v¯ in L1.
Proposition 2.2. Assume that W ∈ C3(R) satisfies (1.2) and define λ := min{W ′′(±1)}.
Let v as in (2.7) and let A ∈ (0, r√2λ). Then, there exist constants C, δ > 0 (depending
only on W,v and A) such that if u ∈ H1 satisfies
‖u¯− v¯‖
L1
≤ δ, (2.10)
then
Pε[u] ≥ Nc0 − C exp(−A/ε). (2.11)
Proof. Take rˆ ∈ (0, r) and ρ1 so small that A ≤ (r− rˆ)
√
2λ− νρ1, where ν := sup |W ′′′(x)|
for x ∈ [−1− ρ1, 1 + ρ1]. Then, choose 0 < ρ2 < ρ1 sufficiently small that∫ 1−ρ2
1−ρ1
√
2W (s) ds >
∫ 1
1−ρ2
√
2W (s) ds,
∫ −1+ρ1
−1+ρ2
√
2W (s) ds >
∫ −1+ρ2
−1
√
2W (s) ds.
(2.12)
Now, let us focus our attention on hi, one of the transition points of v and, to fix ideas,
let v(hi+ r) = 1 and v(hi− r) = −1, the other case being analogous. We claim that there
exist r+ and r− in (0, rˆ) such that
|u(hi + r+)− 1| < ρ2, and |u(hi − r−) + 1| < ρ2. (2.13)
Indeed, we have
−
∫ b
a
(u¯− v¯)w′ dx =
∫ b
a
(u− v)w dx,
for any test function w ∈ C1c ([a, b]). It follows that∣∣∣∣
∫ b
a
(u− v)w dx
∣∣∣∣ ≤ ‖w′‖∞
∫ b
a
|u¯− v¯| dx ≤ δ‖w′‖∞,
for any test function w ∈ C1c ([a, b]).
Assume by contradiction that |u− 1| ≥ ρ2 throughout (hi, hi + rˆ). Being in particular
u−v continuous in (hi, hi+ rˆ), then either u−1 ≥ ρ2 > 0 or u−1 ≤ −ρ2 < 0 in the whole
interval under consideration. Therefore, choosing w non negative with compact support
contained in (hi, hi + rˆ), we obtain
ρ2‖w‖
L1
≤
∫ hi+rˆ
hi
|u− 1|w dx =
∣∣∣∣
∫ b
a
(u− v)w dx
∣∣∣∣ ≤ δ‖w′‖∞.
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This leads to a contradiction if δ is sufficiently small. Similarly, one can prove the existence
of r− ∈ (0, rˆ) such that |u(hi − r−) + 1| < ρ2.
Consider the interval [hi − r, hi + r]. Observe that from Young’s inequality, it follows
that for any a ≤ c < d ≤ b∫ d
c
[
ε
2
u2x +
W (u)
ε
]
dx ≥
∣∣∣∣∣
∫ u(d)
u(c)
√
2W (s) ds
∣∣∣∣∣ . (2.14)
If u(hi + r+) ≥ 1 and u(hi − r−) ≤ −1, then from (2.14) we can conclude that
Pε[u] ≥
∫ hi+r+
hi−r−
[
ε
2
u2x +
W (u)
ε
]
dx ≥
∫ 1
−1
√
2W (s) ds = c0
which leads to (2.11) summing up all terms due to each transition point.
On the other hand, notice that in general we have∫ hi+r
hi−r
[
ε
2
u2x +
W (u)
ε
]
dx ≥
∫ hi+r
hi+r+
[
ε
2
u2x +
W (u)
ε
]
dx+
∫ hi−r−
hi−r
[
ε
2
u2x +
W (u)
ε
]
dx
+
∫ 1
−1
√
2W (s) ds−
∫ u(hi−r−)
−1
√
2W (s) ds
−
∫ 1
u(hi+r+)
√
2W (s) ds. (2.15)
To estimate the first term on the right hand side of (2.15), let us focus the attention on
the interval [hi+ r+, hi+ r]. Assume that 1−ρ2 < u(hi+ r+) < 1 and consider the unique
minimizer z : [hi + r+, hi + r]→ R of the functional∫ hi+r
hi+r+
[
ε
2
u2x +
W (u)
ε
]
dx
subject to the boundary condition z(hi + r+) = u(hi + r+). If the range of z is not
contained in the interval (1− ρ1, 1 + ρ1), then from (2.14), it follows that∫ hi+r
hi+r+
[
ε
2
z2x +
W (z)
ε
]
dx >
∫ 1
u(hi+r+)
√
2W (s) ds. (2.16)
by the choice of r+ and ρ2. Suppose, on the other hand, that the range of z is contained
in the interval (1− ρ1, 1 + ρ1). Then, the Euler–Lagrange equation for z is
z′′(x) = ε−2W ′(z(x)), x ∈ (hi + r+, hi + r),
z(hi + r+) = u(hi + r+), z
′(hi + r) = 0.
Denoting by ψ(x) := (z(x) − 1)2, we have ψ′ = 2(z − 1)z′ and
ψ′′(x) = 2(z(x) − 1)z′′(x) + 2z′(x)2 ≥ 2
ε2
(z(x)− 1)W ′(z(x)).
Since |z(x) − 1| ≤ ρ1 for any x ∈ [hi + r+, hi + r], using Taylor’s expansion
W ′(z(x)) =W ′(1) +W ′′(1)(z(x) − 1) +R =W ′′(1)(z(x) − 1) +R,
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where |R| ≤ ν|z − 1|2/2, we obtain
ψ′′(x) ≥ 2
ε2
W ′′(1)(z(x) − 1)2 − ν
ε2
|z(x)− 1|3
≥ 2λ
ε2
(z(x) − 1)2 − νρ1
ε2
(z(x)− 1)2
≥ µ
2
ε2
ψ(x),
where µ = A/(r − rˆ). Thus, ψ satisfies
ψ′′(x)− µ
2
ε2
ψ(x) ≥ 0, x ∈ (hi + r+, hi + r),
ψ(hi + r+) = (u(hi + r+)− 1)2, ψ′(hi + r) = 0.
We compare ψ with the solution ψˆ of
ψˆ′′(x)− µ
2
ε2
ψˆ(x) = 0, x ∈ (hi + r+, hi + r),
ψˆ(hi + r+) = (u(hi + r+)− 1)2, ψˆ′(hi + r) = 0,
which can be explicitly calculated to be
ψˆ(x) =
(u(hi + r+)− 1)2
cosh
[µ
ε (r − r+)
] cosh [µ
ε
(x− (hi + r))
]
.
By the maximum principle, ψ(x) ≤ ψˆ(x) so, in particular,
ψ(hi + r) ≤ (u(hi + r+)− 1)
2
cosh
[µ
ε (r − r+)
] ≤ 2 exp(−A/ε)(u(hi + r+)− 1)2.
Then, we have
|z(hi + r)− 1| ≤
√
2 exp(−A/2ε)ρ2. (2.17)
Now, by using Taylor’s expansion for W (s), we obtain
W (s) =W (1) +W ′(1)(s − 1) + 12W ′′(1)(s − 1)2 + o(|s− 1|2)
≤ (s − 1)2
(
W ′′(1)
2
+
o(|s− 1|2)
|s− 1|2
)
.
Therefore, for s sufficiently close to 1 we have
W (s) ≤ Λ(s − 1)2. (2.18)
Using (2.17) and (2.18), we obtain∣∣∣∣∣
∫ 1
z(hi+r)
√
2W (s) ds
∣∣∣∣∣ ≤
√
Λ/2(z(hi + r)− 1)2 ≤
√
2Λ ρ22 exp(−A/ε). (2.19)
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From (2.19) it follows that, for some constant C > 0,∫ hi+r
hi+r+
[
ε
2
z2x +
W (z)
ε
]
dx ≥
∣∣∣∣∣
∫ z(hi+r)
z(hi+r+)
√
2W (s) ds
∣∣∣∣∣
≥
∣∣∣∣∣
∫ 1
z(hi+r+)
√
2W (s) ds−
∫ 1
z(hi+r)
√
2W (s) ds
∣∣∣∣∣
≥
∫ 1
u(hi+r+)
√
2W (s) ds− C2N exp(−A/ε). (2.20)
Combining (2.16) and (2.20), we get that the constrained minimizer z of the proposed
variational problem satisfies∫ hi+r
hi+r+
[
ε
2
z2x +
W (z)
ε
]
dx ≥
∫ 1
u(hi+r+)
√
2W (s) ds− C2N exp(−A/ε). (2.21)
The restriction of u to [hi + r+, hi + r] is an admissible function, so it must satisfy the
same estimate∫ hi+r
hi+r+
[
ε
2
u2x +
W (u)
ε
]
dx ≥
∫ hi+r
hi+r+
[
ε
2
z2x +
W (z)
ε
]
dx
≥
∫ 1
u(hi+r+)
√
2W (s) ds− C2N exp(−A/ε).
The second term on the right hand side of (2.15) is estimated similarly by analyzing the
interval [hi−r, hi−r−] and using the second condition of (2.12) to obtain the corresponding
inequality (2.16). The obtained lower bound reads:∫ hi−r−
hi−r
[
ε
2
z2x +
W (z)
ε
]
dx ≥
∫ u(hi−r−)
−1
√
2W (s) ds− C2N exp(−A/ε). (2.22)
Finally, by substituting (2.21) and (2.22) in (2.15), we deduce∫ hi+r
hi−r
[
ε
2
u2x +
W (u)
ε
]
dx ≥ c0 − CN exp(−A/ε).
Summing up all of these estimates for i = 1, . . . , N , namely for all transition points, we
end up with
Pε[u] ≥
N∑
i=1
∫ hi+r
hi−r
[
ε
2
u2x +
W (u)
ε
]
dx ≥ Nc0 − C exp(−A/ε),
and the proof is complete. 
Remark 2.3. As already underlined in the previous proof, the assumption (2.10) of Propo-
sition 2.2 enables us to prove the existence of two points such that (2.13) holds, and, once
we have obtained this property, the arguments used are the same of previous cases [26, 20].
It is worth to observe that for any g ∈ Lp
‖g¯‖
Lp
≤ 2(b− a)‖g‖
Lp
, (2.23)
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and therefore (2.10) is indeed satisfied provided u and v are sufficiently close in L1. Hence,
from (2.23) applied to uε0 − v and from (2.8), we can apply Proposition 2.2 and conclude
(2.11) for the initial profile uε0. Finally, using also (2.9) we end up with
τ‖u¯ε1‖2
L2
≤ Cε
[
1
f(ε)
+ exp(−A/ε)
]
.
Proposition 2.2 permits also to prove the following result.
Proposition 2.4. Assume that W ∈ C3(R) satisfies (1.2). Let uε be the solution of (1.1)-
(1.7)-(1.9) with initial data uε0, u
ε
1 satisfying (2.8) and (2.9). Then, there exist positive
constants ε0, C1, C2 > 0 (independent on ε) such that∫ C1ε−1Tε
0
‖u¯εt‖2
L2
dt ≤ C2ε
[
1
f(ε)
+ exp(−A/ε)
]
, (2.24)
for all ε ∈ (0, ε0), where Tε := min{f(ε), exp(A/ε)}.
Proof. Let ε0 > 0 so small that for all ε ∈ (0, ε0), (2.9) holds and
‖uε0 − v‖L1 ≤
1
4
δ(b− a)−1, (2.25)
where δ is the constant of Proposition 2.2. From (2.25) it follows that
‖u¯ε0 − v¯‖L1 ≤ 2(b− a)‖uε0 − v‖L1 ≤
1
2
δ. (2.26)
Let Tˆ > 0. We claim that if ∫ Tˆ
0
‖u¯εt‖L1dt ≤
1
2
δ, (2.27)
then there exists C > 0 such that
Eε[u
ε, uεt ](Tˆ ) ≥ Nc0 − C exp(−A/ε). (2.28)
Indeed, Eε[u
ε, uεt ](Tˆ ) ≥ Pε[uε](Tˆ ) and inequality (2.28) follows from Proposition 2.2 if
‖u¯ε(·, Tˆ )− v¯‖
L1
≤ δ. By using triangle inequality, (2.26) and (2.27), we obtain
‖u¯ε(·, Tˆ )− v¯‖
L1
≤ ‖u¯ε(·, Tˆ )− u¯ε0‖L1 + ‖u¯ε0 − v¯‖L1 ≤
∫ Tˆ
0
‖u¯εt‖L1 +
1
2
δ ≤ δ.
By integrating the equality (2.6), we deduce
Eε[u
ε
0, u
ε
1]− Eε[uε, uεt ](Tˆ ) = ε−1
∫ Tˆ
0
‖u¯εt‖2
L2
dt. (2.29)
Substituting (2.9) and (2.28) in (2.29), one has∫ Tˆ
0
‖u¯εt‖2
L2
dt ≤ C2ε
[
1
f(ε)
+ C exp(−A/ε)
]
. (2.30)
It remains to prove that inequality (2.27) holds for Tˆ ≥ C1ε−1Tε. If∫ +∞
0
‖u¯εt‖L1dt ≤
1
2
δ,
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there is nothing to prove. Otherwise, choose Tˆ such that
∫ Tˆ
0
‖u¯εt‖L1dt =
1
2
δ.
Using Ho¨lder’s inequality and (2.30), we infer
1
2
δ ≤ [Tˆ (b− a)]1/2
(∫ Tˆ
0
‖u¯εt‖2
L2
dt
)1/2
≤
[
Tˆ (b− a)C2ε
(
1
f(ε)
+ C exp(−A/ε)
)]1/2
.
It follows that there exists C1 > 0 such that
Tˆ ≥ C1ε−1min{f(ε), exp(A/ε)},
and the proof is complete. 
Now, we can prove the main result concerning the slow evolution of the solutions in the
case of Dirichlet boundary conditions.
Theorem 2.5. Assume that W ∈ C3(R) satisfies (1.2) and define λ := min{W ′′(±1)}.
Let v be as in (2.7) and let be a constant such that A ∈ (0, r√2λ). If uε is the solution of
(1.1)-(1.7)-(1.9) with initial data uε0, u
ε
1 satisfying (2.8) and (2.9), then,
sup
0≤t≤Tε
‖u¯ε(·, t)− v¯‖
L1
−−−→
ε→0
0, (2.31)
where Tε := min{f(ε), exp(A/ε)}. Moreover, for any 0 < η < 1,
sup
0≤t≤εηTε
‖uε(·, t) − v‖
L1
−−−→
ε→0
0. (2.32)
Proof. We start by observing that triangle inequality gives
‖u¯ε(·, t)− v¯‖
L1
≤ ‖u¯ε(·, t) − u¯ε0‖L1 + ‖u¯ε0 − v¯‖L1 , (2.33)
for all t ∈ [0, Tε]. The last term of inequality (2.33) tends to 0 by assumption (2.8) and
(2.23); let us show that also the first one tends to 0 as ε → 0. To this end, taking ε so
small that C1ε
−1 ≥ 1, we can apply Proposition 2.4 and, by using (2.24), we deduce that
‖u¯ε(·, t)− u¯ε0‖2
L1
≤ (b− a)‖u¯ε(·, t) − u¯ε0‖2
L2
= (b− a)
∥∥∥∥
∫ t
0
u¯εs(·, s) ds
∥∥∥∥
2
L2
≤ (b− a)t
∫ t
0
‖u¯εt‖2
L2
dt ≤ (b− a)Tε
∫ Tε
0
‖u¯εt‖2
L2
dt ≤ 2C2ε,
for all t ∈ [0, Tε]. Hence (2.31) follows.
Moreover, fix η ∈ (0, 1), and, as before,
‖uε(·, t)− v‖
L1
≤ ‖uε(·, t) − uε0‖L1 + ‖uε0 − v‖L1 , (2.34)
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for all t ∈ [0, εηTε]. As before, from (2.8), we need only to control the first term on the
right hand side of (2.34). Taking this time ε so small that C1ε
−1 ≥ εη, as before we obtain
‖u¯ε(·, t)− u¯ε0‖2
L2
=
∥∥∥∥
∫ t
0
u¯εs(·, s) ds
∥∥∥∥
2
L2
≤ t
∫ t
0
‖u¯εt‖2
L2
dt ≤ 2C2ε1+η , (2.35)
for all t ∈ [0, εηTε].
Denote by wε(x, t) := uε(x, t) − uε0(x) and w¯ε(x, t) := u¯ε(x, t) − u¯ε0(x). Integrating by
parts and using the boundary conditions (1.9), we infer
‖wε(·, t)‖2
L2
=
∫ b
a
w¯εx(x, t)w
ε(x, t) dx = −
∫ b
a
w¯ε(x, t)wεx(x, t) dx ≤ ‖w¯ε(·, t)‖L2 ‖wεx(·, t)‖L2 .
(2.36)
In order to estimate the last term of (2.36), we use (2.35), the assumption (2.9) and (2.29).
Indeed, since
∫ b
a u
ε
x(x, t)
2dx ≤ C/ε for all t ≥ 0, we end up with
‖uε(·, t) − uε0‖2
L2
≤ Cεη/2,
for all t ∈ [0, εηTε]. It follows that
sup
0≤t≤εηTε
‖uε(·, t)− uε0‖L1 ≤ Cεη/4.
Combining the latter estimate, (2.34) and by passing to the limit as ε → 0, we obtain
(2.32). 
2.2. Neumann boundary conditions. In the case of homogeneous Neumann boundary
conditions (1.8), we use a different primitive with respect to (2.2). If u is the solution of
the initial boundary value problem (1.1)-(1.7)-(1.8), then the function
u˜(x, t) :=
∫ x
a
u(y, t) dy
satisfies the integrated version (2.3) with Dirichlet boundary conditions
u˜(a, t) = 0, u˜(b, t) =
∫ b
a
u(y, t) dy, u˜xx(a, t) = u˜xx(b, t) = 0 ∀ t ≥ 0, (2.37)
and initial data
u˜(x, 0) =
∫ x
a
u0(y) dy, u˜t(x, 0) =
∫ x
a
u1(y) dy, x ∈ [a, b].
Analogously to (2.5), we observe that, if u ∈ L2(a, b) with
∫ b
a
u dx = 0, then we can write
u˜ = −yx, where yx satisfies
−yxx = u in (a, b), yx(a) = yx(b) = 0.
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Let us consider the total mass m(t) := u˜(b, t) =
∫ b
a
u(x, t) dx. A straightforward
computation shows that the total mass m satisfies the ordinary differential equation
τm′′(t) +m′(t) = 0, m(0) =
∫ b
a
u0(x) dx, m
′(0) =
∫ b
a
u1(x) dx.
Thus, m(t) = m(0) + τm′(0)(1 − e−t/τ ) and the total mass m is conserved if and only if
∫ b
a
u1(y) dy = 0. (2.38)
In other words, if u1 satisfies (2.38), then
m(t) ≡M :=
∫ b
a
u0(y) dy. (2.39)
This is a difference with respect to the classic Cahn–Hilliard equation, where the homoge-
neous Neumann boundary conditions implies (2.39). The conservation of the total mass
(2.39) ensures the dissipative character of the equation (1.1) with homogeneous boundary
conditions (1.8). Indeed, if the initial velocity u1 satisfies the assumption (2.38), then the
energy functional Eε[u, u˜] defined by (2.1) decays along the orbits of (1.1)-(1.8).
Lemma 2.6. Let (u, ut) ∈ C([0, T ],H3(a, b)×H1(a, b)) be the solution of (1.1)-(1.7)-(1.8).
If u1 satisfies (2.38), then
d
dt
Eε[u, u˜t](t) = −ε−1‖u˜t(·, t)‖2
L2
,
for any t ∈ (0, T ).
Proof. Let us proceed as in the proof of Lemma (2.1):
d
dt
Eε[u, u˜t] =
∫ b
a
[
τ
ε
u˜tu˜tt − εuxxut + W
′(u)ut
ε
]
dx+ (εuxut)
∣∣∣∣
b
a
.
Here, the last term is zero because of the homogeneous Neumann boundary conditions
(1.8). Using that u˜x = u and integrating by parts, we obtain
ε
d
dt
Eε[u, u˜t] =
∫ b
a
[
τ u˜tu˜tt + ε
2u˜xxxxu˜t −W ′(u˜x)xu˜t
]
dx− (u˜xxxu˜t)
∣∣∣∣
b
a
+ (W ′(u˜x)u˜t)
∣∣∣∣
b
a
.
(2.40)
The boundary conditions (2.37) do not ensure that the last two terms vanish. However, if
uε1 satisfies the assumption (2.38) then u˜t(b, t) = 0 for any t. Therefore, we can conclude
as in Lemma 2.1 that
ε
d
dt
Eε[u, u˜t] = −
∫ b
a
(u˜t)
2dx,
and the proof is complete. 
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Remark 2.7. The condition (2.38) is instrumental in the proof of the monotone decreasing
nature of Eε[u, u˜t](t) performed in the previous lemma. However, for our final aim of
showing the slow evolution of solutions to (1.1)-(1.8), a sufficiently small increase of the
energy is allowed. This property can be proved even if (2.38) is violated, provided the
initial velocity u1 is sufficiently small, and one knows a control of the boundary values of
the solution. Indeed, from (2.40) it follows
ε
d
dt
Eε[u, u˜t] = −
∫ b
a
(u˜t)
2dx− (uxx(b, t) +W ′(u(b, t))) u˜t(b, t).
Using that u˜t(b, t) = m
′(t) = m′(0)e−t/τ and integrating we obtain
Eε[u, u˜t](T )−Eε[u, u˜t](0) =
− ε−1
∫ T
0
‖u˜t(·, t)‖2
L2
dt+ ε−1m′(0)
∫ T
0
(−uxx(b, t) +W ′(u(b, t))) e−t/τ dt.
Assuming that the last integral is uniformly bounded in time, we deduce that
Eε[u, u˜t](T ) + ε
−1
∫ T
0
‖u˜t(·, t)‖2
L2
dt ≤ Eε[u, u˜t](0) + Cε−1|m′(0)|,
for any T > 0. Therefore, in general the energy is not decreasing, but if the term ε−1|m′(0)|
is very small we can also obtain slow evolution for the solutions applying the energy
approach.
We now proceed in the proof of the slow motion of the solutions in the case of ho-
mogeneous Neumann boundary conditions under the extra zero–mean assumption (2.38).
Indeed, this assumption enables us to use the same strategy of the case of Dirichlet bound-
ary conditions, in particular because all boundary terms vanish.
The lower bound (2.11) holds true also if a function u˜ is close enough to v˜ in L1. Indeed,
by reasoning as in the proof of Proposition 2.2, we can prove the existence of two points
such that (2.13) holds. Then, in the same way of Proposition 2.2 we obtain that there
exists δ > 0 such that
‖u˜− v˜‖
L1
≤ δ =⇒ Pε[u] ≥ Nc0 − C exp(−A/ε). (2.41)
Noting that an analogous of (2.23) also holds true for g˜, using (2.41) and reasoning as the
case of Dirichlet boundary conditions, we can prove the slow evolution also in the case of
homogeneous Neumann boundary conditions.
Theorem 2.8. Assume that W ∈ C3(R) satisfies (1.2) and define λ := min{W ′′(±1)}.
Let v be as in (2.7) and let be a constant such that A ∈ (0, r√2λ). In addition, let uε be
the solution of (1.1)-(1.7)-(1.8) with initial data uε0, u
ε
1 satisfying (2.8) and
Eε[u
ε
0, u˜
ε
1] ≤ Nc0 +
1
f(ε)
, (2.42)
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for any ε≪ 1, and c0 and f as in (2.9). Moreover, assume that uε1 satisfies (2.38). Then,
sup
0≤t≤Tε
‖u˜ε(·, t) − v˜‖
L1
−−−→
ε→0
0,
where Tε := min{f(ε), exp(A/ε)}. Moreover, for any 0 < η < 1,
sup
0≤t≤εηTε
‖uε(·, t)− v‖
L1
−−−→
ε→0
0.
2.3. Layer dynamics. Theorems 2.5 and 2.8 state that the solutions of (1.1) with either
Dirichlet or Neumann boundary conditions and appropriate initial data evolve very slow
in time and the profile uε maintains the same N–transition layer structure of the initial
profile uε0. Using a standard procedure (see [6, 26, 18, 20]), it is possible to show that
Theorem 2.5 (Theorem 2.8 in the case of homogeneous Neumann boundary conditions)
implies that the transition points h1, . . . , hN move with a very small velocity. This result
is obtained in the same way for either Dirichlet or Neumann boundary conditions. For
definiteness, we consider the case of Dirichlet boundary conditions (1.9).
Fix a piecewise constant function v as in (2.7); its interface I[v] is defined by
I[v] := {h1, h2, . . . , hN}.
For an arbitrary function u : [a, b] → R and an arbitrary closed subset K ⊂ R\{±1}, the
interface IK [u] is defined by
IK [u] := u
−1(K).
Finally, for any A,B ⊂ R the Hausdorff distance d(A,B) between A and B is defined by
d(A,B) := max
{
sup
α∈A
d(α,B), sup
β∈B
d(β,A)
}
,
where d(β,A) := inf{|β − α| : α ∈ A}.
The following result is purely variational in character and states that, if a function
u ∈ H1([a, b]) is such that u¯ is close to v¯ in L1 and Pε[u] exceeds of a small quantity the
minimum energy to have N transitions, then the distance between the interfaces IK [u]
and IK [v] is small.
Lemma 2.9. Assume that W ∈ C3(R) satisfies (1.2) and let v be as in (2.7). Given
δ1 ∈ (0, r) and a closed subset K ⊂ R\{±1}, there exist constants δˆ, ε0,Γ > 0 (independent
on ε) such that for any u ∈ H1([a, b]) satisfying
‖u¯− v¯‖
L1
< δˆ and Pε[u] ≤ Nc0 + Γ, (2.43)
for all ε ∈ (0, ε0), we have
d(IK [u], I[v]) <
1
2δ1. (2.44)
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Proof. Fix δ1 ∈ (0, r) and choose ρ > 0 small enough that
Iρ := (−1− ρ,−1 + ρ) ∪ (1− ρ, 1 + ρ) ⊂ R\K,
and
inf
{∣∣∣∣
∫ ξ2
ξ1
√
2W (s) ds
∣∣∣∣ : ξ1 ∈ K, ξ2 ∈ Iρ
}
> 2Γ,
where
Γ := 2N max
{∫ 1
1−ρ
√
2W (s) ds,
∫ −1+ρ
−1
√
2W (s) ds
}
.
By reasoning as in the proof of (2.13) in Proposition 2.2, we can prove that for each i
there exist
x−i ∈ (hi − δ1/2, hi) and x+i ∈ (hi, hi + δ1/2),
such that
|u(x−i )− v(x−i )| < ρ and |u(x+i )− v(x+i )| < ρ.
Suppose that (2.44) is violated. Using (2.14), we deduce
Pε[u] ≥
N∑
i=1
∣∣∣∣∣
∫ u(x+i )
u(x−i )
√
2W (s) ds
∣∣∣∣∣+ inf
{∣∣∣∣
∫ ξ2
ξ1
√
2W (s) ds
∣∣∣∣ : ξ1 ∈ K, ξ2 ∈ Iρ
}
. (2.45)
On the other hand, we have∣∣∣∣∣
∫ u(x+i )
u(x−i )
√
2W (s) ds
∣∣∣∣∣ ≥
∫ 1
−1
√
2W (s) ds−
∫ −1+ρ
−1
√
2W (s) ds−
∫ 1
1−ρ
√
2W (s) ds
≥
∫ 1
−1
√
2W (s) ds− Γ
N
.
Substituting the latter bound in (2.45) and recalling the definition of c0 (1.14), we infer
Pε[u] ≥ Nc0 − Γ + inf
{∣∣∣∣
∫ ξ2
ξ1
√
2W (s) ds
∣∣∣∣ : ξ1 ∈ K, ξ2 ∈ Iρ
}
.
For the choice of ρ and assumption (2.43), we obtain
Pε[u] > Nc0 + Γ ≥ Pε[u],
which is a contradiction. Hence, the bound (2.44) is true. 
Theorem 2.5 and Lemma 2.9 permit to prove the following result on the motion of the
transition points h1, . . . , hN .
Theorem 2.10. Assume that W ∈ C3(R) satisfies (1.2). Let uε be the solution of (1.1)-
(1.7)-(1.9) with initial data uε0, u
ε
1 satisfying (2.8) and (2.9). Given δ1 ∈ (0, r) and a
closed subset K ⊂ R\{±1}, set
tε(δ1) = inf{t : d(IK [uε(·, t)], IK [uε0]) > δ1}.
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There exists ε0 > 0 such that if ε ∈ (0, ε0) then
tε(δ1) > min{f(ε), exp(A/ε)}.
Proof. Let ε0 > 0 so small that the assumptions on the initial data (2.8), (2.9) imply that
uε0 satisfy (2.43) for all ε ∈ (0, ε0). From Lemma 2.9 it follows that
d(IK [u
ε
0], I[v]) <
1
2δ1. (2.46)
Now, we apply the same reasoning to uε(·, t) for all t ≤ min{f(ε), exp(A/ε)}. Assumption
(2.43) is satisfied thanks to (2.31) in Theorem 2.5, and because Eε[u
ε, u¯εt ](t) is a non-
increasing function of t. Then,
d(IK [u
ε(t)], I[v]) < 12δ1 (2.47)
for all t ∈ (0,min{f(ε), exp(A/ε)}). Combining (2.46) and (2.47), we obtain
d(IK [u
ε(t)], IK [u
ε
0]) < δ1
for all t ∈ (0,min{f(ε), exp(A/ε)}) and the proof is complete. 
In particular, let us assume that the function f(ε) ≥ exp(A/ε) and so, that the energy
at t = 0 is exponentially close to Nc0, the minimum energy to have N transitions between
−1 and +1. Thanks to Theorems 2.5 and 2.10, we obtain exponentially slow motion
for solutions of (1.1) with boundary conditions (1.9) and appropriate initial data: the
solutions maintain the same structure of the initial profile at least for an exponentially
long time and the transition points move with exponentially small velocity.
2.4. Construction of N–transition layer structure functions. Fix a piecewise con-
stant function v as in (2.7) and assume without loss of generality v = −1 in (a, h1). As
we have already mentioned in Remark 2.3, the assumptions on the initial data (2.8) and
(2.9) (or (2.42) in the case of Neumann boundary conditions) are equivalent to
lim
ε→0
‖uε0 − v‖L1 = 0, Pε[uε0] ≤ Nc0 +
1
f(ε)
, (2.48)
for the initial profile uε0 and
τ‖u¯ε1‖2
L2
≤ Cε
[
1
f(ε)
+ exp(−A/ε)
]
,
(
or τ‖u˜ε1‖2
L2
≤ Cε
[
1
f(ε)
+ exp(−A/ε)
])
.
(2.49)
The latter condition is automatically satisfied if
τ‖uε1‖2
L2
≤ Cε
[
1
f(ε)
+ exp(−A/ε)
]
.
Let us construct an example of family of functions uε0 satisfying (2.48). Define u
ε
0 := v
outside of
⋃N
i=1(hi−r, hi+r) and in each interval (hi−r, hi+r) we use particular stationary
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solutions of (1.1): consider the unique solution to the boundary value problem
−ε2Φ′′ε +W ′(Φε) = 0, Φε(0) = 0, Φε(x)→ ±1 as x→ ±∞.
The existence of a unique solution is guaranteed by the assumption (1.2) on W . We can
rewrite the solution as Φε(x) = ω(x/ε), where ω satisfies
−ω′′ +W ′(ω) = 0, ω(0) = 0, ω(x)→ ±1 as x→ ±∞,
or, equivalently
ω′ =
√
2W (ω), ω(0) = 0.
In the simplest example W (u) = 14(u
2 − 1)2, we can compute explicitly ω and we have
ω(x) = tanh(x/
√
2). For i = 1, · · · , N , define uε0 in (hi − r, hi + r) as
uε0(x) :=


(−1)i + x−hi+rε
{
Φε
(
(−r + ε)(−1)i+1)− (−1)i} , x ∈ (hi − r, hi − r + ε),
Φε
(
(x− hi)(−1)i+1
)
x ∈ [hi − r + ε, hi + r − ε]
(−1)i+1 + hi+r−xε
{
Φε
(
(r − ε)(−1)i+1)− (−1)i+1} , x ∈ (hi + r − ε, hi + r).
The function uε0 ∈ H1([a, b]) and satisfies both Neumann (1.8) and Dirichlet (1.9) boundary
conditions. Let us verify that uε0 satisfies (2.48). It is easy to check the L
1 requirement;
therefore, we focus the attention on the energy requirement. Consider an interval [hi −
r, hi + r] (for example i odd); we have∫ hi+r
hi−r
[
ε
2
(uε0)
2
x +
W (uε0)
ε
]
dx = I1 + I2 + I3.
where
I1 :=
∫ hi−r+ε
hi−r
[
ε
2
(uε0)
2
x +
W (uε0)
ε
]
dx,
I2 :=
∫ hi+r−ε
hi−r+ε
[
ε
2
(uε0)
2
x +
W (uε0)
ε
]
dx,
I3 :=
∫ hi+r
hi+r−ε
[
ε
2
(uε0)
2
x +
W (uε0)
ε
]
dx.
Let us estimate these three term. Concerning I2, since
ε2
2 (Φ
′
ε)
2 =W (Φε), we get
I2 =
∫ r−ε
−r+ε
Φ′ε(x)
√
2W (Φε(x)) dx =
∫ Φε(r−ε)
Φε(−r+ε)
√
2W (s) ds ≤ c0.
For I3, we have
I3 :=
∫ r
r−ε
[
1
2ε
(Φε(r − ε)− 1)2 + 1
ε
W
(
1 +
r − x
ε
(Φε(r − ε)− 1)
)]
dx.
To estimate the latter term, for ε sufficiently small, we use (2.18) to obtain
W
(
1 +
r − x
ε
(Φε(r − ε)− 1)
)
≤ Λ(Φε(r − ε)− 1)2.
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Hence, we infer
I3 ≤ C(ω(r/ε− 1)− 1)2. (2.50)
Here and in what follows, C is a positive constant (independent on ε) whose value may
change from line to line. Since ω(x)→ 1 as x→ +∞, there exists x1 > 0 sufficiently large
so that
ω′(x) ≥
√
λ
2
(1− ω(x)),
for all x ≥ x1, where λ := min{W ′′(±1)}. Therefore,
1− ω(x) ≤ C exp
(
−
√
λ/2x
)
, (2.51)
for all x ≥ x1. If ε is so small that r/ε − 1 ≥ x1, by substituting (2.51) into (2.50), we
obtain
I3 ≤ C exp
(
−
√
λ/2(r/ε− 1)
)
≤ C exp(−A/ε),
for all positive constant A ≤ r√2λ. In a similar way, we can obtain the estimate for I1.
Combining the estimates for I1, I2 and I3 and summing up for i = 1, . . . , N , we get
Pε[u
ε
0] ≤ Nc0 + C exp(−A/ε).
Observe that uε0 ∈ W 1,∞(a, b) and, since Pε is continuous on this space and W 1,∞(a, b)
functions can be approximated arbitrarily closely by Ck functions (for arbitrarily large k),
we can construct an arbitrarily smooth function, equal to v outside of
⋃N
i=1(hi− r, hi+ r),
which satisfies the condition (2.48).
3. The case of systems
The results of the previous section carry over to systems of hyperbolic Cahn–Hilliard
equations:
τutt + ut = (−ε2uxx +∇W (u))xx, x ∈ [a, b], t > 0, (3.1)
where u(x, t) ∈ Rm is a vector-valued function, W : Rm → R and ε, τ are positive
parameters. As in the scalar case, system (3.1) is a hyperbolic variation of the system of
Cahn–Hilliard equations
ut = (−ε2uxx +∇W (u))xx. (3.2)
As previously mentioned in the scalar case (1.3), the Cahn–Hilliard equation was proposed
to model phase separation in binary alloy; if we consider m + 1 components we obtain
system (3.2), which describes the phase separation of a mixture with m+ 1 components.
The study of system (3.2) was initiated in [34] and [14, 15]. We also refer to [16] and
references therein, where in particular the differences between multicomponent and binary
alloys are addressed. Finally, we recall that the metastable properties of the solutions have
been studied in [26].
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Here, using the same approach of the previous section, we study the metastable prop-
erties of the solutions to (3.1). For definiteness, we shall only refer to the case when (3.1)
is complemented with homogeneous Neumann boundary conditions
ux(a, t) = ux(b, t) = 0, ∀ t > 0. (3.3)
For the case of Dirichlet boundary conditions, which fixes two different zeros of W , the
proofs can be adapted as for the scalar case discussed above. Finally, we consider system
(3.1) subject to the initial data
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ [a, b]. (3.4)
We assume that W ∈ C3(Rm,R) is a positive function with global minimum equal to 0
reached only at a finite number of points, namely there exist K > 1 and z1, . . . ,zK ∈ Rm
such that
W (u) ≥ 0 ∀u ∈ Rm, and W (u) = 0⇐⇒ u ∈ {z1, . . . ,zK}. (3.5)
Moreover, we assume that the Hessian ∇2W is positive definite at each zero of W :
∇2W (zj)v · v > 0 for all j = 1, . . . ,K and v ∈ Rm\{0}. (3.6)
For j = 1, . . . ,K, denote by λj the minimum of the eigenvalues of ∇2W (zj) and by
λ0 = min
j
λj .
Similar to the scalar case, we define the energy functional
Eε[u, u˜t](t) :=
τ
2ε
‖u˜t(·, t)‖2
L2
+ Pε[u](t), (3.7)
where
u˜(x, t) :=
∫ x
a
u(y, t) dy, and Pε[u](t) :=
∫ b
a
[
ε
2
|ux(x, t)|2 + W (u(x, t))
ε
]
dx.
If the initial velocity satisfies ∫ b
a
u1(x) dx = 0, (3.8)
then the total mass is conserved:
M(t) :=
∫ b
a
u(x, t) dx ≡
∫ b
a
u0(x) dx,
and the energy functional is a non-increasing function of time t along the solutions to (3.1)
with boundary conditions (3.3):
Eε[u, u˜t](0) − Eε[u, u˜t](T ) = ε−1
∫ T
0
‖u˜t(·, t)‖2
L2
dt, (3.9)
for any T > 0.
Fix v : [a, b] → {z1, . . . ,zK} having exactly N jumps located at a < h1 < h2 < · · · <
hN < b, and r > 0 as in (2.7). In the scalar case the minimum energy to have a transition
between the two equilibrium points −1 and +1 is the constant c0 introduced in (1.14). In
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the case of systems, from Young’s inequality and the positivity of the term τ2ε‖u˜t‖2L2 , it
follows that
Eε[u, u˜t](t) ≥ Pε[u](t) ≥
√
2
∫ b
a
√
W (u(x, t))|ux(x, t)|dx. (3.10)
This justifies the use of the modified energy (3.7); indeed, the right hand side of inequal-
ity (3.10) is strictly positive and does not depend on ε. For (3.10), we assign to the
discontinuous function v the asymptotic energy
P0[v] :=
N∑
i=1
φ(v(hi − r),v(hi + r)),
where
φ(ξ1, ξ2) := inf {J [z] : z ∈ AC([a, b],Rm),z(a) = ξ1,z(b) = ξ2}
and
J [z] :=
√
2
∫ b
a
√
W (z(s))|z′(s)|ds.
In other words, φ(ξ1, ξ2) represents the infimum of the line integral
∫
γ
√
2Wdσ among all
absolutely continuous curves connecting the two points ξ1 and ξ2 in R
m.
The lower bound for the energy of Proposition 2.2 is extended to the present case just
using the needed vector notation and definitions; for details see [26, 20].
Proposition 3.1. Assume that W : Rm → R satisfies (3.5)-(3.6). Let v : [a, b] →
{z1, . . . ,zK} as defined before and let A be a positive constant less than r
√
2λ0. Then,
there exist constants C, δ > 0 (depending only on W,v and A) such that, for ε sufficiently
small, if ‖u˜− v˜‖L1 ≤ δ, then
Pε[u] ≥ P0[v]− C exp(−A/ε).
Regarding the initial data, as in (2.8) and (2.42), we assume
lim
ε→0
‖uε0 − v‖L1 = 0, (3.11)
and that at t = 0 the energy (3.7) satisfies
Eε[u
ε
0, u˜
ε
1] ≤ P0[v] +
1
f(ε)
, (3.12)
for all ε ∈ (0, ε0) and for some function f : (0,+∞)→ (0,+∞). Using the equality (3.9),
Proposition 3.1 and the same arguments of the proof of Theorem 2.5, we can prove our
main result in the case of systems.
Theorem 3.2. Assume that W satisfies (3.5)-(3.6). Let v as defined before and A ∈
(0, r
√
2λ0). If u
ε is solution of (3.1)-(3.3)-(3.4) with initial data uε0, u
ε
1 satisfying (3.8),
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(3.11) and (3.12), then,
sup
0≤t≤Tε
‖u˜ε(·, t)− v˜‖
L1
−−−→
ε→0
0,
where Tε := min{f(ε), exp(A/ε)}. Moreover, for any 0 < η < 1,
sup
0≤t≤εηTε
‖uε(·, t)− v‖
L1
−−−→
ε→0
0.
Thanks to Theorem 3.2, we can estimate the velocity of the transition points h1, . . . , hN
using the standard procedure of Section 2.3. Let us introduce the definition of interface
in the case of vector valued function. If v : [a, b] → Rm is a step function with jumps at
h1, h2, . . . , hN , then its interface I[v] is defined by
I[v] := {h1, h2, . . . , hN}.
For an arbitrary function u : [a, b]→ Rm and an arbitrary closed subsetK ⊂ Rm\W−1({0}),
the interface IK [u] is defined by
IK [u] := u
−1(K).
Theorem 3.3. Assume that W satisfies (3.5)-(3.6). Let uε be solution of (3.1)-(3.3)-(3.4)
with initial data uε0, u
ε
1 satisfying (3.8), (3.11) and (3.12). Given δ1 ∈ (0, r) and a closed
subset K ⊂ Rm\W−1({0}), set
tε(δ1) = inf{t : d(IK [uε(·, t)], IK [uε0]) > δ1}.
There exists ε0 > 0 such that if ε ∈ (0, ε0) then
tε(δ1) > min{f(ε), exp(A/ε)}.
For the sake of completeness, we report here below a brief description of the arguments
needed to prove this result in the present case.
Sketch of the proof of Theorem 3.3. Fix δ1 ∈ (0, r) and a closed subsetK ⊂ Rm\W−1({0}).
In the following, we will denote by B(z, ρ) the ball of center z and of radius ρ. We claim
that there exists δˆ > 0 such that for any function u : [a, b]→ Rm satisfying
‖u˜− v˜‖
L1
< δˆ (3.13)
and
Pε[u] ≤ P0[v] + 2N sup{φ(zj , ξ) : zj ∈W−1({0}), ξ ∈ B(zj , ρ)}, (3.14)
for any ε ∈ (0, ε0), we have
d(IK [u], I[v]) <
1
2δ1. (3.15)
In order to verify the claim, choose ρ > 0 small enough that
inf{φ(ξ1, ξ2) : zj ∈W−1({0}), ξ1 ∈ K, ξ2 ∈ B(zj , ρ)}
> 4N sup{φ(zj , ξ2) : zj ∈W−1({0}), ξ2 ∈ B(zj , ρ)}.
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By using the same arguments of the proof of (2.13) in Proposition 2.2, we can prove that
for each i there exist
x−i ∈ (hi − δ1/2, hi) and x+i ∈ (γi, γi + δ1/2)
such that
|u(x−i )− v(x−i )| < ρ and |u(x+i )− v(x+i )| < ρ.
If (3.15) is violated, then
Pε[u] ≥
N∑
i=1
∫ x+i
x−i
[
ε
2
|ux(x, t)|2 + W (u(x, t))
ε
]
dx
+ inf{φ(ξ1, ξ2) : zj ∈W−1({0}), ξ1 ∈ K, ξ2 ∈ B(zj , ρ)}. (3.16)
On the other hand, triangle inequality gives
φ
(
v(x+i ),v(x
−
i )
) ≤ φ(v(x+i ),u(x+i ))+ φ(u(x+i ),u(x−i )) + φ(u(x−i ),v(x−i ))
and as a consequence
φ
(
u(x−i ),u(x
+
i )
) ≥φ(v(x+i ),v(x−i ))
− 2 sup{φ(zj , ξ2) : zj ∈W−1({0}), ξ2 ∈ B(zj , ρ)}.
Substituting the latter bound in (3.16) and using Young’s inequality, we infer
Pε[u] ≥ P0[v]− 2N sup{φ(zj , ξ2) : zj ∈W−1({0}), ξ2 ∈ B(zj , ρ)}
+ inf{φ(ξ1, ξ2) : zj ∈W−1({0}), ξ1 ∈ K, ξ2 ∈ B(zj , ρ)}.
For the choice of ρ and (3.14), we obtain
Pε[u] > P0[v] + 2N sup{φ(zj , ξ2) : zj ∈W−1({0}), ξ2 ∈ B(zj , ρ)} ≥ Pε[u],
which is a contradiction. Hence, the claim (3.15) is true.
Now, we conclude the proof of Theorem 3.3 by applying (3.15) to the initial datum uε0
and to the solution uε(·, t) for any t ∈ (0,min{f(ε), exp(A/ε)}). The assumptions on the
initial data (3.11), (3.12) imply that uε0 satisfy (3.13) and (3.14) if ε is sufficiently small.
Then, we have
d(IK [u
ε
0], I[v]) <
1
2δ1. (3.17)
From Theorem 3.2, it follows that the solution uε(·, t) satisfies the condition (3.13) for any
t ∈ (0,min{f(ε), exp(A/ε)}), while (3.14) holds because Eε[uε, u˜εt ](t) is a nonincreasing
function of t along the solutions of (3.1) with boundary conditions (3.3) and initial datum
u1 satisfying (3.8). Therefore,
d(IK [u
ε(t)], I[v]) < 12δ1, (3.18)
for any t ∈ (0,min{f(ε), exp(A/ε)}). Combining (3.17) and (3.18), we obtain
d(IK [u
ε(t)], IK [u
ε
0]) < δ1
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for any t ∈ (0,min{f(ε), exp(A/ε)}) and the proof is complete. 
To conclude our studies, we point out that the construction of an initial profile with
N–transitions layer structure of Section 2.4 can be extended in the present vectorial case
without significant changes; for details, we refer to [26, 20].
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