We develop approximation algorithms for the problem of placing replicated data in arbitrary networks, where the nodes may both issue requests for data objects and have capacity for storing data objects, so as to minimize the average data-access cost. We introduce the data placement problem to model this problem. We have a set of caches F, a set of clients D, and a set of data objects O. Each cache i can store at most u i data objects. Each client j ∈ D has demand d j for a specific data object o(j) ∈ O and has to be assigned to a cache that stores that object. Storing an object o in cache i incurs a storage cost of f o i , and assigning client j to cache i incurs an access cost of d j c ij . The goal is to find a placement of the data objects to caches respecting the capacity constraints, and an assignment of clients to caches, so as to minimize the total storage and client access costs.
Introduction
Consider a distributed network, some of whose nodes need to periodically access certain data objects, and some of whose nodes have storage capacity and may serve as caches to store data objects thereby reducing the cost of accessing data objects. For example, one could have a network of distributed caches and/or processors in a large-scale information system or computing environment. A powerful paradigm to improve performance, which has been explored in several studies [10, 5, 1, 28] is cooperative caching, wherein the caches cooperate in making storage decisions and in serving each others' requests. (Cooperation is of course likely to be the default mode under centralized control, where all the network nodes are under the control of a single entity, e.g, as in an organization's local area network.) Clearly, cooperation has the potential to improve system performance by reducing average access cost and improving storage-space utilization. A basic problem that arises in such a cooperative setup is: given a cost function specifying the cost of accessing an object stored at one location from another, and the access-pattern of each node for each object, determine a placement or mapping of the data objects to caches, so as to minimize the average cost of accessing the data objects.
We abstract this problem via the following mathematical formulation, which we call the data placement problem. We are given a set of caches F, a set of data objects O, and a set of clients D. Each cache i ∈ F has a capacity u i that limits the total number of data objects that may be stored in the cache. Each client j ∈ D has demand d j for a specific data object o(j) ∈ O and has to be assigned to a cache that stores that object. Storing an object o in cache i incurs a storage cost of f o i , and assigning client j to cache i incurs an access cost of d j c ij proportional to the "distance" c ij between i and j. The storage costs could be used to model the cost of realizing a placement, e.g., the cost f o i might represent the cost of expunging some items from the cache in order to free up storage space. The data placement problem seeks a placement of the data objects to caches that respects the cache capacities, and an assignment of clients to caches, so as to minimize the total storage and client access costs. More precisely, we want to determine a set of objects O(i) ⊆ O to place in each cache i ∈ F satisfying |O(i)| ≤ u i , and assign each client j to a cache i(j) that stores object o(j), (i.e., o(j) ∈ O(i(j))) so as to minimize i∈F o∈O(i) f o i + j∈D d j c i(j)j . As in several previous studies, especially on facility location [5, 1, 37, 34, 7, 6] , we assume that the caches and clients are located in a common metric space, so the distances c ij form a metric.
More generally, each object o ∈ O may have a length l o , and the capacity u i of cache i ∈ F now bounds the total length of data objects that may be stored in the cache. The access-cost of an object is weighted by its length, so if client j is assigned to cache i it incurs an access cost of d j l o(j) c ij . Unless otherwise stated, we will use the data placement problem to denote the problem with unit (or equivalently, uniform) object-lengths.
The data placement problem can also be motivated from a facility-location perspective. In a typical facility-location setting, we are given a set of facilities with facility-opening costs and a set of clients with demands, and we want to open facilities and assign clients to open facilities so as to minimize the sum of the facility-opening costs and client-assignment costs. In various such applications, the clients are differentiated according to the kind of service they require, and in order to satisfy a client we need to assign (the demand of) the client to a facility where the service required by it has been "installed" (so that the facility can provide this service). The data placement problem can be used to abstract such settings, wherein the caches represent facilities and the objects correspond to the different services required by the clients; the storage cost models the cost of installing service at a given facility, and the cache-capacity imposes a restriction on the number of services that may be installed at a facility. Shmoys et al. [35] , and Ravi and Sinha [33] introduced problems closely related to the data placement problem, motivated by such facility-location applications.
The data placement problem is a generalization of the metric uncapacitated facility location (UFL) problem, and hence, is APX-hard. Moreover, as we show in Section 6 by a reduction from metric UFL, the problem (with uniform object-lengths) remains APX-hard even when there are no storage costs.
Our results and techniques. Our main result (Section 3) is a 10-approximation algorithm for the data placement problem. The algorithm we present here is an improvement over the approximation algorithm described in [3] . For the benefit of the reader, we briefly sketch the differences between this algorithm and the one in [3] in Section 1.1.
Our algorithm is based on rounding an optimal solution to a natural linear-programming (LP) relaxation of the problem. Observe that the placement problem for each individual object is a UFL-instance; however these instances are coupled due to the cache-capacity constraints, which is what makes the problem hard. One of the main technical challenges faced in the rounding is to preserve the cache capacities while losing only a constant factor in the approximation ratio. Despite the similarity with UFL, hard capacities make it quite difficult to apply the standard rounding ideas underlying the design of approximation algorithms for UFL. All LP-based algorithms for UFL employ either filtering [26, 37] , or use the dual to bound the solution cost [8, 18, 17, 6] . Filtering typically involves blowing up the LP-variables, thereby violating the cache-capacities, and the dual of the LP-relaxation of the data placement problem contains negative variables (corresponding to the primal capacity constraints), which presents a serious obstacle to using the dual to bound the solution cost. Instead, we use the techniques developed by Charikar, Guha, Tardos and Shmoys [7] for the k-median problem.
Our algorithm proceeds in two phases. In the first phase, we build upon a clustering method introduced by Charikar et al. ( Step 1 in [7] ) and round the LP-solution to a half-integral solution. In the second phase of our algorithm, we use the Shmoys-Tardos-Aardal [37] clustering method without any filtering to cluster the demand-nodes for each object and obtain a solution with the property that for every object o and cache i, there is at most one demand-node for o that is served by i. The key observation that allows us to do away with the problematic filtering step is that, in a half-integral solution, the distance between a client and any cache serving it fractionally is already bounded relative to its access cost in the half-integral solution. Once we have the aforementioned property, one can view the fractional solution as a feasible flow to a minimumcost flow problem with integral capacities. By the integrality property of flows one can now extract an integer solution of no greater cost. This algorithm and its analysis are described in Section 3.
The formulation of the data placement problem appears most suitable for applications where objects are rarely written. In a setting where write-requests are issued for data objects, one needs to have a separate mechanism to maintain consistency among the replicas of an object. In Section 4, we formulate the connected data placement problem, which incorporates this aspect of data management (which is not captured by the data placement problem). As proposed by Krick et al. [22] in the context of another caching problem, we model this by requiring that for every object o, all caches containing o be connected via a Steiner tree T o to a root r o . When a write-request is issued for object o, the root initiates an update of all the copies of object o using the tree T o as a multicast tree. The objective is to minimize the total cost incurred in storing and accessing objects and building the Steiner trees, that is, to minimize i∈F
where the M o s are input scaling parameters. This generalizes the connected facility location problem [14, 39, 15] for which the best known guarantee is 8.55 [39] . We present a 14-approximation algorithm for this problem. One noteworthy feature here is the ease with which one can interface the algorithm developed in Section 3 (which handles the data-placement part of the problem) with the rounding ideas proposed in [32, 14] to handle the connectivity-aspect of the problem.
In Section 5, we consider a couple of extensions. First, we consider the k-median variant, where for every object o, there is a bound of k o on the number of caches that may store object o. Our rounding algorithm is versatile and extends easily with minimal changes to this variant, yielding the same approximation guarantee. Second, we consider the data placement problem with arbitrary object-lengths. It is easy to show (see Section 6) via a reduction from the PARTITION problem that with arbitrary object-lengths, it is NP-complete to even decide if there exists a feasible solution; hence, no approximation ratio is achievable in polynomial time unless P =NP. We can modify our algorithm to obtain a bicriteria approximation guarantee in this setting: we return a placement of cost at most 10 times the optimal where the total length of objects stored in a cache may exceed its capacity by the maximum object-length. We conclude in Section 6 with a couple of hardness results about the data placement problem with (i) no storage costs, and (ii) non-uniform object lengths.
Related work. The problem of data management in a distributed network has been extensively-studied. Dowdy and Foster [10] initiated the study of cooperative caching in the context of allocating files in a distributed network, and this problem has since received much attention. We limit ourselves to an overview of the work in models that most closely resemble our model; the reader is referred to the surveys [10, 12] for a more detailed discussion.
Various works [5, 2, 1] have considered an online version of our problem, both with and without cache capacities, where read and write requests arrive online and have to be taken care of on the fly. The competitive ratios achievable in the online setting are, not surprisingly, weaker than the approximation ratios achievable in the offline setting. Awerbuch, Bartal, and Fiat [2] gave a randomized algorithm with competitive ratio polylog( i∈F u i ) for the uniform metric, whereas Awerbuch et al. [1] give a polylog(max ij c ij )-competitive algorithm for arbitrary metrics, but require a polylog(max ij c ij )-factor blow-up in the cachecapacities. Various studies have incorporated routing information into the caching problem, for instance by having intermediate nodes cache copies of an object when the object is being routed [16, 31, 41] , or by considering the problem of minimizing network congestion due to routing of requests [27, 28] . In contrast, we abstract away routing concerns by assuming that the c ij -values, which determine the access costs, are given to us as input.
The offline data placement problem that we consider was first studied for hierarchical networks, or equivalently when the access costs form an ultrametric (a more restricted class of metrics). Leff, Wolf and Yu [23] considered ultrametrics derived from a star, Korupolu, Plaxton and Rajaraman [21] gave exact and approximation algorithms for general ultrametrics, and Korupolu and Dahlin [19] evaluated the practical performance of several placement algorithms for ultrametrics. Independent of [3] , Meyerson, Munagala, and Plotkin [29] considered a generalization of our problem (called the page-placement problem), where a cache also has a client-capacity limiting the number of clients that may be assigned to it. They gave a constant-approximation, but with a logarithmic violation of both the client-capacities and the objectcapacities. Subsequently, Guha and Munagala [13] obtained a constant-factor approximation where the capacities are violated only by a constant factor. Fleischer, Goemans, Mirrokni, and Sviridenko [11] considered a maximization version of the data placement problem with similar client-capacity constraints that limit the total demand that may be assigned to a cache. They give a 1 − 1 e − ǫ -approximation algorithm, for any ǫ > 0, and show that no better guarantee is achievable unless NP ⊆DTIME n O(log log n) .
As mentioned earlier, the data placement problem can also be motivated from a facility-location perspective, where caches correspond to facilities and the objects correspond to the different services required by clients. Shmoys, Swamy, and Levi [35] formulated a closely related problem in this context called facility location with service installation costs (FLSIC) . Using the terminology of the data placement problem, in FLSIC the caches (facilities) are uncapacitated, but one has to pay a location-dependent cache-setup (facility-opening) cost to "build" a cache at a location before storing any data object at that cache. Independently, Ravi and Sinha [33] proposed the multicommodity facility location problem giving a similar motivation. Shmoys et al. [35] give a 6-approximation algorithm for FLSIC under a certain assumption on the service installation costs.
The data placement problem (without storage costs) and FLSIC have also been studied for the special case of the directed line-metric under the names of broadcast scheduling [4] and the joint replenishment problem [24] respectively. In both problems, both the clients and the caches correspond to points on the time-line. In broadcast scheduling, the objects correspond to pages. A client corresponds to a request for a page, a cache corresponds to a page-broadcast, and a request at time t must be assigned to a broadcast of that page at some time t ′ > t. At most c pages may be broadcast at any time; the goal is to minimize the average response time of the requests. The best-known approximation factor for this problem is O log 2 |O| log log |O| due to Bansal et al. [4] . In the joint replenishment problem, the objects are items. Demands for items occur at various points of time, and one has to determine which items to order at which times, so that all demand can be met by orders that are placed at earlier points of time. Placing an order for a subset of items incurs a joint ordering cost to start the order, and an item-dependent cost, and each demand gets charged the cost incurred to hold the inventory for that demand. Levi et al. [24] gave a 2-approximation algorithm for this problem.
The data placement problem is a generalization of UFL, which corresponds to the special case with only one object. There is a large body of literature that deals with designing approximation algorithms for metric UFL; see [34] for a survey of this and earlier work. The first constant approximation guarantee for UFL was obtained by Shmoys, Tardos, and Aardal [37] via an LP-rounding algorithm, and the current state-of-theart is a 1.5-approximation algorithm due to Byrka [6] . For the closely-related k-median problem, the first constant-factor approximation algorithm was given by Charikar, Guha, Tardos and Shmoys [7] using LP rounding. As mentioned earlier, the clustering method developed by them plays a key role in our algorithm.
Finally, we remark that the presence of cache capacities might suggest a similarity to the capacitated facility location (CFL) problem, but this resemblance is only superficial. The capacities in our problem limit the number of objects that may be assigned to a cache, but there is no bound on the demand (or number) of clients requesting a given object, or total demand, that may be assigned to a cache. (The data placement problem may be viewed as a collection of UFL instances, one for each object, that are coupled due to the cache-capacity constraints.) In particular, as our algorithm shows, the integrality gap of the natural LP relaxation for our problem is at most a constant, whereas there is no known LP relaxation of CFL with constant integrality-gap. Moreover, the local search algorithms in [20, 9, 30, 42] do not directly apply, and it is not clear if they can be adapted to our problem.
Relationship with the work of [3] and [38]
This work is a merger of two earlier papers: an extended abstract of Baev and Rajaraman [3] , and an unpublished manuscript of Swamy [38] . In order to place our work in proper bibliographic context, and for the benefit of the reader, we include a brief comparison of our work with [3] and [38] .
The data placement problem that we consider was introduced by Baev and Rajaraman [3] . (In their model, each client j has demand d jo for every object o ∈ O; this easily reduces to the model considered here since one can create a co-located copy j (o) of client j with demand d jo for every object o.) They gave a 20.5-approximation algorithm for this problem, which is based on rounding an optimal solution to the same LP-relaxation of the problem that we consider. The 10-approximation algorithm described in this paper is from [38] , and is based on an improved rounding procedure for the same LP. We briefly describe the main differences between the two algorithms.
As described earlier, our algorithm proceeds in two phases. The first phase of our algorithm, where we round the LP-solution to a half-integral solution, is identical to the first half (steps 1-3) of the algorithm in [3] . From here on the two algorithms proceed along different tracks. In both algorithms, the goal is to modify the previously-obtained half-integral solution into one that has the property that for every object o and cache i, there is at most one demand-node for o that is served by i, so that one can then set up a minimumcost flow problem to round the half-integral solution to an integral one. In the second phase of our algorithm, we use the Shmoys-Tardos-Aardal [37] clustering method (without filtering) to obtain a solution with the above property. In contrast, the Baev-Rajaraman algorithm dovetails the rounding procedure of [7] (creating 1-level trees that are used to cluster the clients) to obtain a solution with the aforementioned property. By adopting a different clustering approach that better exploits half-integrality, we obtain a simpler algorithm that also yields a much better approximation guarantee.
The connected data placement problem was introduced by Swamy [38] , and the 14-approximation algorithm that we present for this problem was described therein.
An LP relaxation
We can express the data placement problem as an integer program and relax the integrality constraints to get a linear program. Throughout we will use i to index the caches in F, j to index the clients in D and o to index the objects in O.
Variable y o i indicates if object o is stored in cache i and x ij indicates if client j is assigned to cache i. The first and second constraints say that each client must be assigned to a cache and if client j is assigned to cache i then object o(j) must be stored in cache i. The third constraint states that the total length of items stored in any cache i is at most its capacity u i . An integer solution corresponds exactly to a solution to our problem. We let G o denote the set of clients that demand object o, i.e., G o = {j : o(j) = o}.
The rounding procedure
Let (x, y) denote the optimal solution to (P) and OPT be its value. We will round this to an integer solution losing a factor of at most 10. We use the terms access cost and assignment cost interchangeably.
Overview of the algorithm
We first give a high level description of the algorithm. Suppose for a moment that the optimal solution (x, y) satisfies the following property: for any cache i and object o, there is at most one client j ∈ G o such that x ij > 0 ( * ). We can then set up the following min-cost flow problem: create a bipartite graph with vertex set D ∪ F and edges (i, j) for every i, j such that x ij > 0 with cost f o(j) i + d j c ij and capacity 1; client j has a demand of 1 and cache i has capacity u i . The LP solution translates to a feasible fractional flow in this graph of cost at most OPT . Note that property ( * ) is crucial for this. Conversely an integer flow yields an integer solution to (P) of cost equal to the flow cost. Therefore by the integrality property of flows (given integer capacities) we can round (x, y) to an integer solution of no greater cost. Of course, the LP solution need not have property ( * ) so our goal will be (loosely speaking) to transform (x, y) to a solution that has property ( * ) without increasing the cost by much. One of the major challenges encountered is to do this transformation without violating the cache capacities, while increasing the cost only by a constant factor.
Roughly speaking we want to do the following: for each object o, cluster the clients in G o around certain 'centers' (also clients in G o ) such that (a) every client k is mapped to a "nearby" cluster center j whose LP assignment cost is less than that of k, and (b) the facilities serving the cluster centers in the fractional solution (x, y) are disjoint. So, the modified instance where the demand of a client is moved to the center of its cluster has a fractional solution, namely, the solution induced by (x, y), that satisfies ( * ) and has cost at most OPT .
Furthermore, given a solution to the modified instance we can obtain a solution to the original instance losing a small additive factor. This clustering-idea lies at the core of most algorithms for facility location, however the necessity of preserving cache-capacities renders many of the known clustering methods [37, 8, 25] unsuitable for our purposes. For example, one option is to use the decomposition method of Shmoys et al. [37] that produces precisely such a clustering. The problem however is that [37] uses filtering which involves blowing up the x ij and y o i values and thus violating the cache capacities. Chudak and Shmoys [8] , and Levi, Shmoys and Swamy [25] use similar clustering ideas but without filtering, using the dual solution to bound (portions of) the cost. The difficulty here in bounding the cost using the dual solution is that there are terms with negative coefficients in the dual objective function that correspond to the primal capacity constraints (1) . Although [40, 25] showed that it is possible to overcome this difficulty in certain cases, the situation here looks more complicated and it is not clear how to use their techniques.
Instead, we use the clustering technique of Charikar et al. [7] developed for the k-median problem. Our algorithm proceeds in two phases. In the first phase (Section 3.2), we extract a modified instance and a fractional solution to this instance from the LP solution, and round this to a half-integral solution (x,ŷ), that is, eachx ij ,ŷ i ∈ 0, 1 2 , 1 , losing a factor of 3. Further, any solution here will give a solution to the original instance while increasing the cost by at most 4 · OPT . We do this by first transferring demands to certain well-separated centers (Step I) exactly as in the demand-consolidation step of [7] , so as to ensure that each center has its own private set of caches that serve it to an extent of at least half. This allows us to set up a minimum-cost flow problem (Step II) with half-integral capacities with a one-one correspondence between solutions and flows, and thereby round the fractional solution on the centers to a half-integral solution.
In phase two (Section 3.3), we observe that we can now use the clustering method in [37] on the halfintegral solution (x,ŷ) without any filtering (Step III) since such a solution is essentially already filtered: if client j is assigned to i and i ′ inx, then c ij , c i ′ j ≤ 2(c ijxij + c i ′ jxi ′ j ). This clustering satisfies the requirements (a) and (b) mentioned above. Thus, one can obtain an integer solution for the new cluster centers by solving a suitable min-cost flow problem. This is essentially what we do, but we set up the min-cost flow problem more carefully (Step IV) so as to lose only a factor of 2 in converting (x,ŷ) to an integer solution (for the modified instance extracted in phase 1). So overall we get an approximation ratio of 4 + 2 × 3 = 10 (Theorem 3.5).
We now describe each of these steps in detail. LetC j = i c ij x ij denote the cost incurred by the LP solution to assign one unit of demand of client j.
Obtaining a half-integral solution (x,ŷ)
Step I: Consolidating demands around centers. We first consider every object o separately, and consolidate (or cluster) the demand of clients in G o at certain clients, that we call cluster centers. We do not modify the fractional solution (x, y) but only modify the demands so that for some clients j, the demand d j is "moved" to a "nearby" center k. We assume every client has a non-zero demand.
Set
denote the cost of (x, y) for the modified instance consisting of the cluster centers. Since the demand of each client k / ∈ D moves a distance of at most 4C k , it is clear that any solution to the modified instance yields a solution for client-set D incurring an additive factor of at most 4 k / ∈D d kCk ≤ 4 · OPT . We obtain the following lemma. (1; 3d From now on we will focus on the modified instance with client-set D and modified demands d ′ j . At the very end we will use the above lemma to translate an integer solution to the modified instance to an integer solution to the original instance.
Lemma 3.1 The following hold: (i) if
Step II: Transforming to a half-integral solution. We define the cluster of a client j ∈ D o to consist of all clients k ∈ G o whose demand d k was moved to j, and a set of facilities F j . F j consists of all facilities i to which j is fractionally assigned such that j is the center in D o closest to i, that is, F j = {i : x ij > 0 and c ij = min k∈Do c ik }, with ties broken arbitrarily. Let 
Define γ j to be min i / ∈F j :x ij >0 c ij . Clearly the sets F j for j ∈ D o are disjoint. By property (i) of Lemma 3.1, we have that F j contains all the facilities i such that x ij > 0 and
where the last inequality follows from Markov's inequality.
In the half-integral solution (x,ŷ), we will store object o only at caches that lie in some set F j for j ∈ D o . To obtain (x,ŷ), we set up a min-cost flow problem. We create a sink t and a node r i for every cache i in j∈D F j with an outgoing edge (r i , t) of capacity u i and cost 0 (see Fig. 3.1 ). For each client j ∈ D we create three nodes v j , a j , and b j . Node v j has demand −1 (i.e., the net outgoing flow should be 1) to denote the requirement that j must be assigned to a cache. We add edges (v j , a j ) with capacity 1 and cost 0, and (v j , b j ) with capacity 1 2 and cost 0. Node a j represents the option that j is assigned to a facility in F ′ j , so we add edges (a j , r i ) to every i ∈ F ′ j with capacity 1 and cost f
Notice that setting the capacity of (v j , b j ) to 1 2 forces j to be assigned to an extent of at least 1 2 to facilities in F ′ j . Node b j signifies that j is assigned either to a facility in F j or to some other facility. To encode this, we add edges (b j , r i ) to every i ∈ F j with capacity 1 and cost f o(j) i + d ′ j c ij , and an edge (b j , t) with capacity 1 and cost 3d ′ j γ j (since, as we show later, there is always a facility at distance at most 3γ j from j that is at least half-open). Since all edge capacities are 1 2 or 1 the network has a half-integral min-cost flow. Given such a flow we obtain (x,ŷ) as follows. We initialize allx ij ,ŷ o i to 0. Consider object o. For every j ∈ D o and cache i ∈ F ′ j , we setŷ o i =x ij = flow along (a j , r i ) + flow along (b j , r i ). For every i ∈ F j \ F ′ j , we setŷ o i andx ij equal to the flow along edge (b j , r i ). Observe that there is at least one cache i ∈ F ′ j such thatx ij > 0; we call the cache in F ′ j closest to j withx ij > 0 the primary cache of j. Note that since the sets F j (and hence F ′ j ) for j ∈ D o are disjoint, every client in D o has a unique primary cache i. Let i ′ be the cache nearest to j, other than its primary cache, withŷ o i ′ > 0. If edge (b j , t) carries positive flow (so no edge (b j , r i ) carries any flow implying thatŷ o i = 0 for every i ∈ F j \ F ′ j ), we setx i ′ j = flow on (b j , t) = 1 2 . We do this for every object o. If a client j is assigned to a cache other than its primary cache, we call the other cache the secondary cache of j. It is easy to verify that (x,ŷ) is a feasible solution to (P), where the client-set is D.
The following lemma shows that the cost of (x,ŷ) is at most 3 · OPT .
Lemma 3.2 The cost of
Proof : First we show that (x, y) induces a flow of cost at most 3 · OPT ′ , so the cost of the min-cost flow is no greater. Then we show that the cost of (x,ŷ) is bounded by the cost of the min-cost flow. Consider the following flow: each edge (v j , a j ) has flow i∈F ′
and (b j , t) has flow 1 − i∈F j x ij ; every edge (a j , r i ) or (b j , r i ) has flow x ij ; the flow on (r i , t) is o j∈Do:i∈F j x ij . It is easy to see that this is a feasible flow. The cost of this flow is
c ij x ij + γ j (1 − i∈F j x ij ) since γ j was defined as min i / ∈F j :x ij >0 c ij . This shows that the cost of the constructed flow, and hence of the min-cost flow, is at most 3 · OPT ′ .
Now consider the solution (x,ŷ) induced by the half-integral min-cost flow. By construction, the quan-
ijxij is exactly equal to the total cost of the flow on edges (a j , r i ) and (b j , r i ). For any j ∈ D the remaining cost i /
) where i ′ is the secondary cache of j. So it suffices to show that c i ′ j ≤ 3γ j . Let γ j = c i ′′ j where i ′′ / ∈ F j and x i ′′ j > 0. Let k be the center in D o nearest to i ′′ and let ℓ be the primary cache of k. Then, c i ′ j ≤ c ℓj and
Combining the inequalities we get that c i ′ j ≤ 3γ j which completes the proof of the lemma.
Converting (x,ŷ) to an integer solution (x,ỹ)
DefineĈ j = i c ijxij for j ∈ D. Let i 1 (j) denote the primary cache of j. For convenience, we will say that every client j ∈ D has both a primary cache i 1 (j) and a secondary cache i ′ withx i 1 (j)j =x i ′ j = 1 2 , with the understanding that if j does not have a secondary cache then i ′ is a copy of i 1 (j), so effectivelŷ x i 1 (j)j = 1. We denote the secondary cache by i 2 (j). Then we have,
Notice that i 1 (j) and i 2 (j) are the (one or) two caches withŷ
Step III: Clustering. 
We call j the center of k and denote it by ctr(k).
Now for every client
The resulting instance with client-set D ′ (and the new demands) satisfies the property ( * ) mentioned in Section 3.1. Hence, one can set up a min-cost flow problem as mentioned in Section 3.1 to get an integer solution to the instance with client-set D ′ , which translates to a solution with client-set D (and the original demands d ′ j ). Doing all these edges have capacity 1
each node has demand = −1 this naively, we lose an additive factor of (at most) 4 k∈D d ′ kĈ k in translating the demands back from D ′ to D. We will set up the min-cost flow network more carefully so that we only lose a multiplicative factor of 2 in rounding (x,ŷ) to an integer solution for the client-set D. We want to capture the following observation: suppose the demand of a client k ∈ D o is moved to j = ctr(k). Letx ik =x i ′ k = 1 2 and x ij =x i ′′ j = 1 2 . The per-unit-demand assignment cost of k is at most
, which is much less than the naive bound of 4Ĉ k +Ĉ j .
Step IV: The min-cost flow network. Fix o ∈ O and consider a client j ∈ D ′ o . We will maintain two sets A j and B j for j. Let i = i 1 (j) and i ′ = i 2 (j) be the primary and secondary caches of j. We define
(which is either empty or a singleton). Note that all the sets A j , B j and B o i are subsets of D o \ D ′ o . We create a sink t, and a node r i for every i ∈ L for whichx ij > 0 for some j ∈ D ′ , or B o i = φ for some o (see Fig. 3.2) . We have an edge (r i , t) of capacity u i and cost 0. For every client j ∈ D ′ we create a node v j . Further, for every i ∈ L, o ∈ O with B o i = φ we create a node w o i . The nodes v j and w o i all have demand −1. For every node v j we have edges (v j , r i ) to every i withx ij > 0, and we have edges (w o i , r i ), (w o i , t) for every node w o i . All these edges have capacity 1. The cost of these edges is set as follows. Consider a node v j and let i = i 1 (j), i ′ = i 2 (j). We set the cost of (v j , r i ) to f
We set the cost of (w o i , r i ) to
) and the cost of (w o i , t) to 0; see Figure 3 .2. Since all capacities are integer, there is an integer min-cost flow. We map this to an integer solution (x,ỹ) to the instance with client-set D. Setx ij ,ỹ i ← 0 for all i, j. Consider object o. First, for every j ∈ D ′ o and i ∈ {i 1 (j), i 2 (j)}, we setx ij = flow on edge (v j , r i ). For every client k ∈ B j we setx i 2 (j)k =x i 2 (j)j , and for every k ∈ B o i we setx ik = flow on (w o i , r i ). Next, for every j ∈ D ′ o and every k ∈ A j that has not yet been assigned (i.e., ix ik = 0), we setx ik =x ij for i ∈ {i 1 (j), i 2 (j)}. Finally, setỹ o i = max j∈Doxij . We do this for every o. Observe thatỹ o i = 1 for at most one facility from F ′ j for every client j ∈ D o . This will be useful in Section 4. It is easy to see that (x,ỹ) is a feasible integer solution. We now bound its cost.
Lemma 3.3 The cost of the min-cost flow in the network is at most twice the cost of (x,ŷ).
Proof : We exhibit a fractional flow of cost at most the claimed cost. The fractional flow is obtained by setting the flow on every edge (v j , r i ) tox ij , and the flow on (w o
or f o i ) and an assignment component that can be attributed to various clients. We call the contribution of the storage components to the flow cost the flow storage cost, and the contribution of the assignment components the flow assignment cost. The flow storage cost is
by the above reasoning. To evaluate the flow assignment cost we consider the contribution of each client to the assignment components separately. Fix an object o.
o is in exactly one set A j where j = ctr(k) and may possibly also lie in one of the sets B j ′ or B o i ′′ . Let i = i 1 (j) and i ′ = i 2 (j).
If k does not lie in any set
2. Now suppose k is also in one of the sets B j ′ or B o i ′′ , so it also contributes to the assignment component of an edge (v j ′ , r i 1 (k) ) or an edge (w o i ′′ , r i ′′ ). The contribution in both cases is
Adding the contributions to edges (v j , r i ) and (v j , r i ′ ), the total contribution is
So the flow assignment cost is at most 2 j∈D d ′ jĈ j . Thus the total flow cost is at most i,o f o iŷ o i + 2 j∈D d ′ jĈ j which is at most twice the cost of (x,ŷ).
Lemma 3.4 The cost of the integer solution (x,ỹ) is at most the cost of the min-cost integer flow.
Proof : Observe that for any
which is just the flow storage cost. We will bound the assignment cost of a client by the contribution it makes to the flow assignment cost. Fix object o. Consider j ∈ D ′ o . Let i = i 1 (j) and i ′ = i 2 (j). At most one of the edges (v j , r i ), (v j , r i ′ ) carries non-zero flow and we setx ij ,x i ′ j equal to the flow on the corresponding edge. So the assignment cost of j is d ′ j c ij (flow on (v j , r i ))+c i ′ j (flow on (v j , r i ′ )) , which is also the contribution of j to the assignment flow cost. The same argument holds for k ∈ A j if k is assigned to one of i or i ′ . The remaining case is when k ∈ A j , and k is not assigned to i or i ′ , but it is assigned to i ′′ = i 1 (k) either because k ∈ B j ′ where i ′′ = i 2 (j ′ ) and (v j ′ , r i ′′ ) has non-zero flow, or because k ∈ B o i ′′ and (w o i ′′ , r i ′′ ) carries non-zero flow. The assignment cost of k is d ′ k c i ′′ k . The contribution of k to the assignment flow cost is at least
. So the assignment cost of (x,ỹ) is bounded by the flow assignment cost. This completes the proof.
Combining Lemmas 3.1-3.4, we obtain that (x,ỹ) yields an integer solution to the original instance of cost at most 10 · OPT . Thus, we obtain the following theorem.
Theorem 3.5
There is a 10-approximation algorithm for the data placement problem.
The connected data placement problem
The formulation of the data placement problem seems most suitable for applications where objects are rarely written. In the presence of write-requests, one needs to have a mechanism that ensures that all the copies of a data-object replicated in the various caches are consistent, and this requires that a write-request updates all the replicas of the data object. One way of modeling this, as proposed by Krick et al. [22] , is to insist that all caches containing the same data object be interconnected via a Steiner tree, which would serve as a multicast tree that is used to update all copies of an object when a write-request is issued for it.
This gives rise to the connected data placement problem. We assume that there is a root r o ∈ D ∪ F for each object o that issues the multicast message when a write-request is issued for o, and require that all caches containing object o be connected to r o . Thus, our goal is to find a placement {O(i)} i∈F of objects to caches respecting the cache-capacity constraints, assign each client j to a cache i(j) containing the object o(j), and for each object o, connect the caches storing object o to r o via a Steiner tree T o , so as to minimize i∈F o∈O(i)
Here M o ≥ 1 is an input scaling parameter, e.g., it might denote the total number of write-requests for object o.
The LP relaxation (P) is modified as follows. We introduce variables z o e ≥ 0 for each object o, and each edge e (of the complete graph on D ∪ F) that indicates (in the integer program) if edge e is part of the tree T o . The objective function includes the additional term o M o e c e z o e . For each object o, set S ⊆ D ∪ F such that r o / ∈ S, and client j ∈ G o , we add the constraint e∈δ(S) z o e ≥ i∈S x ij , where δ(S) = {e = (u, v) : |S ∩ {u, v}| = 1}. Although this LP has an exponential number of constraints, it can be solved efficiently via the ellipsoid method.
Observe that the connected data placement is a generalization of the connected facility location problem [14, 39, 15] (which is the special case with only one object) for which the best-known approximation guarantee is 8.55 [39] . However, due to the presence of cache capacities, it is not clear how to apply the primal-dual technique in [39] , or the random-sampling idea in [15] . We show that the LP-rounding technique proposed in [32, 14] to handle such connectivity requirements can be overlaid almost directly on top of our rounding procedure from Section 3, to round an optimal solution to the above LP losing a factor of at most 14.
We briefly sketch the main steps. Let (x, y, z) be an optimal fractional solution, andC j = i c ij x ij . We slightly modify the demand-consolidation step (Step I) of our rounding procedure: we now move the demand of client k to client j (where More importantly, for any two facilities i ∈ F ′ j and i ′ ∈ F ′ k where j, k ∈ D o , j = k, we now have that c ii ′ ≥ 4 max(C j ,C k ). The rest of the rounding process in Section 3 is unchanged. Thus, the sum of the storage costs and access costs is at most 14 has c e ≥ 4 max(C j ,C k ). Let i be a facility on which object o is stored. Notice there is a unique client j ∈ D o such that i ∈ F ′ j . To connect i to T ′ o , we add the edge (i, j), and add edges joining j to every cache in F ′ j that has an edge incident to it in T ′ o . We do this for every cache on which o is stored. Let δ j denote the degree of the supernode F ′ j in the tree T ′ o . The cost of adding these extra edges is at most 
Extensions
The k-median variant. We can easily adapt our techniques to handle an extension of the data placement problem where additionally, for every object o, there is a bound of k o on the number of caches that can store object o. This adds the constraints i y o i ≤ k o ∀o to (P). We need to modify the min-cost flow network construction slightly in Steps II and IV of Section 3. In Step II, we remove the edges (b j , t). Instead for every object o, we add a node p o with demand |D o | − k o and edges (b j , p o ) for j ∈ D o of capacity 1 2 and cost 3γ j . We also add an edge (p o , t) with capacity k o and cost 0. The effect of these changes is to limit the total flow on edges (a j , r i ) and (b j , r i ), where j ∈ D o , to at most k o so that at most k o caches store object o (half-integrally). The half-integral solution (x,ŷ) is obtained as before with p o playing the role of t now. It is easy to see that (x,ŷ) is feasible and Lemma 3.2 still holds. Similarly, in Step IV, we remove the edges (w o i , t). For every o, we add a node p o with demand |{i : Non-uniform object-lengths. We can obtain a bicriteria approximation algorithm for the setting where each object o has a non-uniform length l o and the total length of the objects stored in any cache must not exceed its capacity. Constraint (1) of (P) now reads o l o y i o ≤ u i . As mentioned in the Introduction, no approximation ratio is achievable in polynomial time in this case, unless P =NP (see Theorem 6.2). We show the following. 
Proof :
We only need to modify Steps II and IV above. Instead of formulating a min-cost flow problem to take care of cache-capacities, we will now construct an instance of the generalized assignment problem [36] (GAP). In Step II, each node a j , b j of the min-cost flow network represents a job, and each node r i and the sink t represents a machine. Each machine r i has processing-time capacity 2u i , and the sink t has 0 capacity. An edge (a j , r i ) or (b j , r i ) denotes that job a j or b j has processing time l o(j) on machine r i . Its assignment cost for machine r i is f o(j) i + d ′ j l o(j) c ij , which is simply a modification of the cost of the corresponding edge in the flow network that takes into account the length l o(j) . Job b j also has processing time 0 and assignment cost 3d ′ j l o(j) γ j on machine t, corresponding to the edge (b j , t). All other processing times (corresponding to non-edges) are infinity. It is not hard to see that (2x, 2y) induces a feasible solution to this GAP-instance of cost at most 6 · OPT ′ . Hence, by [36] Step IV, we have a job for each node v j and each node w o i , and a machine for each node r i and the sink t. Each machine r i has capacity u i + 1 2 max o l o and machine t has 0 capacity. As before, an edge (v j , r i ) or (w o i , r i ) represents that the corresponding job has processing time l o(j) or l o respectively on machine r i . The assignment cost is the cost of the corresponding edge in the flow network modified (as above) to incorporate object-lengths by multiplying the terms not involving the storage-cost by the object-length (l o(j) in case of job v j , and l o in case of job w o i ). For example, corresponding to the edge (v j , r i ′ ), where i ′ = i 2 (j), we set the assignment cost of job v j on a machine r i ′ to be f
for all k ∈ A j ∪ B j ). Edge (w o i , t) denotes that job w o i has 0 processing time and 0 assignment cost on machine t. All job-machine processing times corresponding to non-edges are infinity. As in Lemma 3.3, (x,ŷ) induces a half-integral feasible solution of cost at most twice the cost of (x,ŷ). Using the algorithm in [36] directly, one can obtain an integer solution of no greater cost where the load of every machine r i is at most u i + We observe that for the connected versions of the above extensions, one obtains the same guarantees as for the connected data placement problem. We simply use the algorithms described above (with the modification to Step I specified in Section 4) to handle the data-placement part of the problem; then we apply the rounding method of Section 4 to build the Steiner trees. The analysis from Section 4 still applies, since it is still true that for any cache i on which an object o is stored, there is a unique client j ∈ D o such that i ∈ F ′ j .
Theorem 5.3 There is a 14-approximation algorithm for the connected version of the following data placement problems:
(i) the placement problem with a priori bounds on the number of caches that may store a data object;
(ii) the placement problem with arbitrary object lengths; here we obtain a bicriteria guarantee where the cache capacities may be violated by an additive amount of at most max o l o .
Hardness results
In this section, we establish two hardness results. It is clear that the data placement problem with storage costs is APX-hard, since it is a generalization of metric UFL. We show that the data placement problem is APX-hard even when there are no storage costs. Our second result is that for the data placement problem with arbitrary object lengths, it is NP-complete to even decide if there exists a feasible solution; hence, one cannot achieve any approximation ratio in polynomial time unless P =NP.
Theorem 6.1
The data placement problem is APX-hard even when there are no storage costs.
Proof :
We give a reduction from metric UFL. In the unit-demand version of metric UFL (which is still APX-hard), we are given a set of n facilities F with facility-opening costs {f i } i∈F , a client-set D and
