Abstract-With the rapid development of information technology, the Internet has evolved from a simple data-sharing media to an amazing information world where people can enjoy various services. Recently, the use of the Internet has been expanded to the field of automation, i.e., using the Internet as a tool to control equipment located at remote sites. This paper presents a system that enables multiple operators at different sites to cooperatively control multiple robots with real-time force reflecting via the Internet. To overcome instability and reliability problems caused by random time delay of the Internet communication, we adopt an event as the reference for the controller design. To improve real-time efficiency and reduce the complexity of the controller, a distributed approach is proposed for the control of remote robots, so that the time delay in one control loop does not affect performance of the others. A vision-based method is developed to monitor and render interactions between the robots. The usefulness and effectiveness of the developed method and system have been verified by teleoperation experiments on a two-robots cooperative system among Hong Kong, mainland China, and the U.S.
sion rate while the cost is relatively low. With these characteristics, the Internet is one of the most convenient data-transmission medias for teleoperation tasks, and therefore, the use of the Internet for teleoperating robots and mechatronic systems from remote sites has become recently one of the hottest topics in robotics and automation [1] [2] [3] [4] [5] [6] .
Existing telerobotic systems can be classified as two categories: teleprogramming systems or telecontrol systems. In teleprogramming systems, operators rely on the visual information only to instruct robots to execute a motion that has already been programmed offline, and the method is basically an open-loop control. In telecontrol systems, operators have direct access to real-time control of the robot at the remote site based on real-time feedback of supermedia information, including images, force, and other information for haptic redering.
One of the biggest challenges in the telecontrol method using the Internet is how to solve various problems caused by time delay of the Internet communication. Due to varying network load and changing routing path, the transmission time of data packets over the Internet from one point to another is random and, therefore, cannot be predicted accurately. The existence of the random time delay in the control loop makes the synchronization of tasks and actions of different units difficult. As a result, the stability of the system is significantly affected and its operation becomes unreliable. A few approaches [7] [8] [9] [10] [11] [12] [13] have been proposed to solve the critical issues caused by the time delay. One of the effective methods is the use of a nontime-based reference for controller design, developed in our earlier work [14] , [15] .
The systems mentioned above mainly concern teleoperation of a single robot by a single operator. Cooperative telecontrol of multiple robots by multi-operators can accomplish complicated and sophisticated tasks that cannot be performed by a single robot or operator. Teleoperation of multirobots by multioperators via the Internet is being extensively studied in recent years. Goldberg et al. [16] have set up a collaborative teleoperated system, which enables several users, through an Internet browser, to play the well-known Ouija board game together. Elhajj et al. [17] have developed the first multisite Internet-based teleoperation system with real-time force reflecting. This system allows operators from Hong Kong and Japan to interactively and cooperatively control a mobile manipulator located in the U.S. Chong et al. [18] have built a telemanipulation test bed in which one local operator and one remote operator control the robot with a local online graphics simulator to cope with the time delay. Kheddar et al. [19] developed a multirobot teleoperation system between Japan and France using an intermediate functional representation of the real remote world by means of virtual reality. Suzuki et al. [20] , [21] designed a human interface system to control multirobots using the World Wide Web. Each robot in the system has its own identification number, and the operator is able to operate all of them by using the developed interface.
In this paper, we address cooperative teleoperation of a mobile robot and a robot arm with a multifingered robot hand with real-time force feedback from multiple sites. In cooperative teleoperation, there are two important issues: actions synchronization of the robots and operators, and rendering of interactions among the robots. In our early work, an event-based method was developed to synchronize actions of a single robot and the operator. It is possible to extend this method to cooperative telecontrol of multirobots system by using a centralized control loop. With a centralized method, the robots and the operators are dependent and the complexity of the controller increases with the number of the robots. When the data transmission from one operator to the robot is subject to a long time delay, teleoperation of the other operators will also be affected by the time delay. To cope with this problem, we propose a distributed method to control each robot independently. Each robot uses a different event to synchronize its own actions with inputs from its operator. By using the distributed control method, we need to introduce a mechanism to render interactions among the robots, i.e., enable operators to feel interactions among the robots. A vision-based method has been developed to monitor interactions among the robots. In this method, a vision system is employed to trace motion of the robots. According to the distance between the robots, a feedback force is generated so that the operators can intuitively obtain a haptic feeling.
We have implemented the distributed controller and the visual tracking system on the Internet-based cooperation system of a mobile robot and a robot arm with a multifingered hand. One of the important features in our system is that the robots play different roles, unlike other systems, in which all the robots perform similar tasks. In our system, the mobile robot as an active vision system, is responsible for capturing images of the surrounding environment. The captured images are sent to the operators for controlling the robot hand to carry out grasping tasks. By telecontrolling the mobile robot, the operator is able to explore the workspace and view it from different viewpoints and directions so as to facilitate telecontrol of the robot arm. Since the mobile robot's arm and hand are under control of a distributed controller, this system has advantages of being simple, yielding better performance, and being less affected by time delay. The performance of the system has been verified successfully by experiments conducted among China, U.S., and Hong Kong.
II. THE INTERNET-BASED COOPERATIVE ROBOTS SYSTEM
This section describes the cooperative robots system addressed. As shown in Fig. 1 , the system under consideration consists of a mobile robot carrying a stereo-vision system, and a robot arm carrying a multifingered hand. Two operators control the two robots to cooperatively complete a task remotely from two different sites via the Internet. In the cooperative task, the mobile robot captures images of the surrounding environment and the robot arm carries out a task of grasping an object. The collaboration between the robots lies in that the robot arm does not know anything about the environment without images captured by the mobile robot, and the mobile robot works as eyes of the robot arm. It should be noted that the roles of the robots are different here.
The cooperative robots system consists of four subsystems: a user interface, a mobile robot, a multifingered robot hand, and an interactions monitoring module. The subsystems are connected via the Internet with TCP/IP protocol using the client/server method. The architecture of the system is shown in Fig. 1 . In is the command velocity of the mobile robot and is the command position offset of the end effector.
, , , and are the feedback force sent to the operators by the mobile robot, the robot hand arm and the interactions monitoring module, respectively. and are sent to the operator controlling the mobile robot while and are sent to the operator operating the robot arm. is the grasping command and image represents images captured by the cameras mounted on the mobile robot.
A. The User Interface
In order to realize teleoperation, the operator must be able to view the surrounding environment, input commands, and at the same time feel feedback from the robot. To satisfy the three basic requirements, we have developed a simple but effective interface. The interface consists of a graphical interface and a force-reflecting joystick (Fig. 2) . The graphic interface displays inputs from the operator and images of the remote environment captured by the mobile cameras. It uses a data input window to read the operator's inputs from the joystick. The images are transmitted from the remote site by a commercial video-conferencing software package VIC developed by the Network Research Group, Lawrence Berkeley National Laboratory. VIC was developed based on real-time transport protocol (RTP) which provides a reliable transmission for real-time video, so images with acceptable quality and frame rates can be ensured. It should be noted that other real-time video conferencing systems can be also used.
The joystick is employed to read the operator's input and to reflect the feedback force to the operator. The joystick used is the Microsoft SideWinder Force Feedback Pro, which has three degrees of freedom for data input. There are also function buttons, which are used to select motion axes of the robot. The joystick can generate feedback force in the and directions and simulate different feelings of vibration. The reason for selecting the joystick lies in its simplicity, ease of use, satisfaction of the function requirements, and wide use in interactive games. Our objective is to develop a cheap interface for Internet-based teleoperation so that it can be easily set up. The force feedback joystick serves two roles: to provide a simple way for command inputs from the operator and to generate force feedback from the robot to the operator. With the haptic force feedback, the operator can have a better understanding of interactions of the robot with the environment. As shown in the experiments (Figs. 6 and 7), when the operator relies on the visual feedback only, he failed to control the robot to avoid collisions with obstacles in some cases.
B. The Robots
Three robots are employed in this system: a mobile robot, a robot arm, and a multifingered robot hand.
The mobile robot used is the B21 indoor mobile robot manufactured by Real World interface. The robot is driven by a four-wheel synchronous mechanism which allows the robot to freely translate and rotate. A pan-tilt head with two color CCD cameras are installed on the top of the robot for capturing images of the surrounding and a wireless Ethernet bridge is employed to connect the robot with the network. There are two on-board computers in the mobile robot. One serves as the robot server, and the other is the image server. The robot server is responsible for communication and motion control. The server receives command velocity from the operator and collects the obstacle information through the sensors. An algorithm developed by us is employed to calculate the desired velocity based on a new event-based controller and to generate the feedback force based on sensor readings of the robot. The input received by the robot from the operator is a velocity command, which allows real-time intervention of the operator to motion of the robot so as to increase the safety level.
The robot arm is the PA-10 portable general-purpose intelligent arm made by the Mitsubishi Corporation. The arm has seven joints with symmetrical operation range and no offset from the center. The operator can control the robot position and orientation of the end-effector by selecting the axes using the function buttons of the joystick. The multifingered robot hand consists of five Yaskawa fingers, each of which has three degrees of freedom actuated by DC induction motors with harmonic drives. The robot arm and the finger accept the command offsets in position and orientation from the operator. The position offset is used as motion command because the absolute position can be hardly mapped to the position of the joystick.
C. Vision-Based Interactions Monitoring
In the system, the role of the mobile robot is to work as eyes of the robot arm, and thus, the mobile robot may need to enter the workspace of the robot arm. This causes risk of collisions between the mobile robot and robot arm, so that it is necessary to monitor the distance between the robots to avoid potential collisions. Since the sonar sensors of the mobile robot are located at positions lower than the workspace of the robot arm, they cannot detect the end effector. A vision-based method is introduced to monitor the distance.
The method uses an overhead CCD camera to trace motion of the mobile robot and the arm. A marker is attached to each of the robot so as to simplify the motion tracking problem (Fig. 3) . In order to enable the operator to feel the interactions, we generate a feedback force which increases with the decrease of the distance between the robots in the image plane. The force is fed back to the operator through the joystick. When the robots are close to each other, the operators feel big resistances if they try to move the robots in the direction toward each other. We can benefit two things from introduction of such a vision-based method. First, the collision can be possibly avoided because the operators have feeling of the distance between the remote robots. Second, the interaction makes it possible to design the controller for each robot independently.
III. EVENT-BASED CONTROL FOR FORCE REFLECTING TELEOPERATION
In this section, we present an event-based method for telecontrol of motion of the cooperative robotic system.
A. Time Delay of Internet Communication
Due to changing network load and other unpredictable factors in the Internet, the time delay of data transmission is a varying variable. We assume that the time delay can be modeled as a random variable. To illustrate varying time delay, Figs. 4 and 5 show the time delay of a round-trip communication between The Chinese University of Hong Kong (CUHK) in Hong Kong and Michigan State University, East Lansing, and that between The CUHK and the Shenyang Institute of Automation, China, respectively. The data were collected in the experiments using the "ping" function with 32 B of data.
The random time delay of the Internet communication causes instability of the system and difficulties in tasks synchronization. In cooperative teleoperation, the problems are more serious because there are more than one time delays in the control loops. The existence of multiple time delays makes a centralized controller impractical because the uncertainties complicate the controller design. To solve this problem, we propose a distributed 
B. Modeling
We model the dynamics of the system using the event-based method. The difference of an event-based method from a time-based one is that a nontime variable (reference) is used for system modeling and controller design.
1) Model of the Joystick:
Let denote the event variable (reference) for the telecontrol loop of the th robot. In our case, 1, 2 as there are two robots in the system. We simply model the joystick as a spring-mass system whose dynamics is
where is the mass of the joystick, is the spring constant, and is the displacement of the joystick from the centre. is the force applied by the operator and is force generated by the installed motor. The motor force is the force feedback to the operator, which consists of two parts: the reflective force from the environment and the interaction force between the two robots. As the operator issues next motion command according to the forces he feels, the input data can be described as (3) (4) where is the desired velocity to the mobile robot and is the desired position offset to the robot arm. , and is a positive gain. is the reflected force described in (2) .
2) Model of the Mobile Robot: The mobile robot used is an ominidirectional robot that can freely rotate and translate without coupling in rotation and translation. Let denote the actual velocity (translation and rotation) at the center of mass of the robot. The dynamics of the mobile robot has the form (5) where is the mass and moment of inertia of the mobile robot.
is the driving force/moment of the motor, and is the repulsive forces generated according to the distance of the robot to the environment.
3) Model of the Robot Arm:
The dynamic equation of the robot arm can be described as follows: (6) where is the joint angles of the robot arm. , ,
, and are the inertial matrix, the skewsymmetric matrix, and the gravity force, respectively. is the Jacobian matrix of the arm.
is the torque applied by the actuators and is the virtual interaction forces, which is generated according to the distance from the end-effector to the boundary of its workspace. The introduction of this virtual force is to protect the arm from possible damages at joint limits.
C. Control Method
To overcome instability problem and difficulties in task synchronization caused by the time delays, we adopt the eventbased method for controller design. The key idea in the eventbased method is to introduce a nontime based reference to synchronize the tasks. It has been proved that the system is stable if the original time-based system is stable and the event variable is a nondecreasing function of time [22] .
In this work, we select the event as the number of the executed cycle of control. Since the number of the control cycle is obviously not decreasing with respect to time, stability of the system is guaranteed regardless of the time delay.
There are two methods in the selection of the control cycle. The first method is to adopt a centralized approach in which a single nontime reference is used to synchronize all actions in the cooperative robots system. A drawback of this method is that the duration of a cycle could be long due to the existence of time delays in the communications from multiple operators. The complexity of the centralized method increases with the number of the robots and operators. The second method is to use individual event to synchronize actions of each robot and the operator controlling the robot. The interactions between the robots need to be monitored by sensors and fed back to the operators as interaction forces. We call this method a decentralized event-based control. In a decentralized method, the duration of a cycle is not affected by time delays in other control loop. This can simplify the controller design and improve the performance.
In cooperative teleoperation, the robots may interact to each other and the interactions must be reflected in the control loop. To render the interactions, we add a module to bridge the independent control loops (Fig. 6 ). The interaction module outputs an interaction force to each control loop. The interaction module has its own reference, which is independent of the reference parameters in the control loop. Whenever a control loop requests an input from the input module, the most updated interaction force is outputted. As described later, in our system the interaction module is realized by a visual tracking subsystem, which monitors the distance between the robots and generates an appropriate force according to the distance.
The control input of the mobile robot consists of three parts: 1) the command velocity inputted by the operator from the joystick; 2) repulsive forces from the environment for obstacle avoidance; and 3) the reaction force from the robot arm. From the three inputs, a desired velocity is generated to the motor to control motion of the robot, while the repulsive force and reaction forces are fed back to the operator through the joystick. In addition to visual information feedback, the force feedback provides another channel for the operator to understand the surrounding environment in a different aspect.
The control input of the robot arm also consists of three parts: 1) the command position offset from the operator; 2) the repulsive force from the workspace boundary; and 3) the reaction force from the mobile robot. Based on the three inputs, a desired offset is calculated for motion control of the arm. The repulsive forces and reaction forces are fed back to the operator so as to enable him/her to feel the interactions or the distance to the boundary.
D. Force Feedback
In teleoperation tasks, visual feedback provides important information for the operator to understand the remote environment. However, a camera is far different from human eyes due to smaller view angles and existence of blind points, so visual information transmitted from the remote site is not enough to guarantee safety and superior performance of the operation. Force feedback is one of the effective methods to compensate limitations of visual information.
Force feedback enables the operator to interact with the remote environment with haptic feeling and grasp more information so as to improve the performance and increase the safety level of the teleoperation. A simple experiment has been conducted to compare performances of teleoepration with and without force feedback. The task in the experiment is to control the mobile robot to approach an obstacle. The distance between robot and obstacle, actual and desired velocity of the robot and the reflective force are measured. The horizontal axis represents the number of cycles of the controller being executed. The result with force feedback is shown in Fig. 7 and that without force feedback is shown in Fig. 8 . Fig. 7 demonstrates that the robot is slow down and eventually stops in front of the obstacle. When the robot is very close to the obstacle, a big feedback force is generated so that the operator could not move the joystick in the forward direction. However, in Fig. 8 the robot did not slow down or stop when the robot was close to the obstacle. This is because that the operator could not accurately judge the distance between the robot and the obstacle from visual information only. Without force feedback he could always freely move the joystick. This simple experiment confirmed that the force feedback enables the operator to better understand the distance from the robot to the remote environment. In other words, force feedback can enhance the performance of teleoperation.
In the cooperative robot system developed, there are three kinds of force feedback: 1) repulsive forces from obstacles; 2) repulsive forces from the boundary of the workspace; and 3) interaction forces between the mobile robot and the robot arm.
1) Obstacle Avoidance: To prevent the mobile robot from colliding with obstacles in the working environment, a feedback force is generated to the operator. The sonar sensors mounted on the mobile robot are used to detect obstacles and measure the distance to them. If the obstacle is located 50 cm away from the mobile robot, no feedback force is generated and the robot can be moved freely. When the obstacle is closer than 50 cm, a feedback force is generated to alert the operator the existence of the obstacle; and the speed of the robot is slowed down by half of the command velocity to allow the operator to have more time to response. If the distance between the robot and the detected obstacle is less than 30 cm, the robot will be stopped to prevent it from damaging itself and the environment. The relation between the feedback force and the obstacle is illustrated in Fig. 9 . The direction of the feedback force is determined by the position of the obstacle relative to the robot, and the magnitude is related to the desired velocity of the robot as follows: (7) (8) and are the components of the force feedback in the directions of x and y, respectively. is the desired velocity in translation and is the orientation of the obstacle relative to the heading of the mobile robot.
is the gain and is a variable depending on , the distance between the robot and the obstacle, as follows:
2) Collision Avoidance With the Workspace Boundary: To avoid that the joints of the robot arm reach their limits, a force feedback is generated to the operator according to the distance from the robot to the boundary of its workspace. To simplify the calculation, we approximate the workspace by a rectangular box. When the shortest distance between the end effector and the boundary is 5 cm or more, no force feedback is generated, and the arm can be moved in all directions. If the distance is less than 5 cm, a repulsive force is generated to prevent the operator from driving the arm to the limit. And, the robot arm stops if it reaches the boundary.
The direction of the repulsive force is opposite to the motion of the arm and the magnitude is calculated as follows: if otherwise (10) where is the force constant, is the shortest distance between the end effector and the boundary of the workspace in cm. and are the force feedback in the directions of x and y, respectively. As the joystick can only generate forces in x and y directions, the force component is realized by vibration.
3) Interaction Rendering: A feedback force is generated to render interactions between the robots. As mentioned previously, a visual tracking module is employed to monitor the distance between the mobile robot and the robot hand. No reaction force is generated until the distance between the two robots is less than 60 cm. And, the force will increase linearly when the mobile robot approaches to the robot hand. The reaction force is used to alert the operators that a collision between the robots may occur.
Both operators receive the feedback force with the same magnitude but in different directions. The interactive force can be described as follows: if otherwise (11) where is the force constant and is the distance between the mobile robot and the end effector. and are the interaction forces sent to the operator of the mobile robot and the robot arm, respectively.
IV. EXPERIMENTAL RESULTS
To verify the feasibility and evaluate the performance of the developed system, experiments have been carried out among the mainland China, Hong Kong, and the U.S. There are two objectives in conducting the experiments. First, we want to demonstrate that the event-based method can effectively solve the instability problem caused by the time delay and synchronized actions of the robots and inputs of the operators. Second, we want to show that the distributed control method improves the real-time efficiency of the system.
In the experiment, the operators in China and the U.S. are requested to, respectively, control the mobile robot and the mutifingered robot hand located in Hong Kong to complete a cooperative task. The mobile robot is controlled by an operator in Shenyang, China, and the multifingered arm is operated by an operator in Michigan.
The cooperative task is shown in Fig. 10 . In this task, the operator in China helps the operator in the U.S. to grasp the object by controlling the mobile cameras to capture images of the surrounding environment. The mobile cameras serve as "mobile eyes" for the operator in the U.S. There are two boxes besides the robot arm. After the robot arm grasps the object successfully, the operator in China moves the mobile robot to one of the boxes to which the operator in the U.S. needs to put the object.
During the teleoperation, the operators not only receive a feedback force for being alerted the existence of obstacles nearby, but also a force reflecting interactions between the robot arm and the mobile robot. The feedback force helps the operators maintain a distance between the two robots so as to avoid any collisions between them. Fig. 11 plots the profiles of the actual velocity, the command velocity and the velocity error of the mobile robot in translation The first, second, and third column of Fig. 12 shows the desired path, the actual path and the position errors of the robot arm in the x, y, and z directions, respectively. The steady translation errors are less than 20 mm and big errors occur when there are big changes in command position generated by the operators. The rapid decrease of the errors to zero shows that the robot arm can fast respond to the operator's input.
We compared the motion profiles of the mobile robot (Fig. 11 ) and the robot arm (Fig. 12) and found that the numbers of cycles of running their controllers are different. Eight hundred cycles have been executed for the mobile robot, but 500 cycles have been executed for the controller of the multifingered robot hand. This difference implies the existence of different time delays in the control loops of the mobile robot and the robot arm. The results confirmed that the performance of the mobile robot is not affected by the slow control loop of the robot hand. Therefore, by using the distributed control method it is possible to improve the real-time efficiency of the cooperative robots system.
V. CONCLUSIONS
An event-based distributed controller has been developed for Internet-based cooperative teleoperation of robots with real-time force reflecting. The proposed approach is demonstrated by a cooperative robots system consisting of a mobile robot and a robot arm with a multifingered robot hand. In addition, a sensor-based method is presented to monitor interactions between the robots. To overcome the instability caused by the time delay and improve the real-time efficiency, the distributed event-based controller employs a nontime parameter to synchronize actions of the robots and operators. The performance and effectiveness of the proposed approach have been verified by several teleoperation experiments of the cooperative robots among China, Hong Kong, and the U.S.
The performance of the system can be improved in the following aspects. First, the joystick can only generate a two-dimensional force and vibration is used to alert the operators to the third component of the feedback force from the robot arm. It is natural to use a feedback device that generates three-dimensional forces. Second, a simple motion tracking algorithm was used for simplification of the problem. For industrial applications, it is necessary to develop a more robust algorithm for tracking motion of the robots and calculating their distance. Those topics will be addressed in our future work. Currently, he is a professor in the Department of Electrical and Computer Engineering, Michigan State University. His current research interests include robotics, manufacturing automation, micro and nano systems, and intelligent control and systems.
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