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Abstract
The electroencephalography (EEG) signals recorded in parallel
with speech are used to perform isolated and continuous speech
recognition. During speaking process, one also hears his or her
own speech and this speech perception is also reflected in the
recorded EEG signals. In this paper we investigate whether it
is possible to separate out this speech perception component
from EEG signals in order to design more robust EEG based
speech recognition systems. We further demonstrate predicting
EEG signals recorded in parallel with speaking from EEG sig-
nals recorded in parallel with passive listening and vice versa
with very low normalized root mean squared error (RMSE). We
finally demonstrate both isolated and continuous speech recog-
nition using EEG signals recorded in parallel with listening,
speaking and improve the previous connectionist temporal clas-
sification (CTC) model results demonstrated by authors in [1]
using their data set.
Index Terms: electroencephalography (EEG), speech recogni-
tion, deep learning, technology accessibility
1. Introduction
The electroencephalography (EEG) signals are non invasive
neural signals which are recorded by placing EEG sensors on
the scalp of the subject. The EEG signals demonstrate high tem-
poral resolution even though the spatial resolution and signal to
noise ratio (SNR) demonstrated are poor. Since EEG is a safe
non invasive technique it is easy to test and deploy EEG based
brain computer interface (BCI) systems. In the recent years
there has been lot of interest in research community in trying to
develop speech recognition systems using EEG signals where
EEG signals recorded in parallel with speech are translated to
text using automatic speech recognition (ASR) models. For ex-
ample the work demonstrated by authors in [2] demonstrates
isolated speech recognition using EEG signals on a limited En-
glish vocabulary consisting of four words and five vowels. Sim-
ilarly in [3] authors demonstrate continuous speech recognition
using EEG signals on a limited English vocabulary consisting
of 20 unique sentences. In a more recent work explained in
[4, 1] authors demonstrated preliminary results for synthesiz-
ing speech directly from EEG features. In [1] authors intro-
duced new EEG feature sets and also demonstrated continuous
speech recognition using EEG signals recorded in parallel with
speech and listening on a limited English vocabulary consisting
of 9 unique sentences. The potential benefits of EEG based
speech recognition systems include overcoming performance
loss of ASR systems operating in presence of background noise
[2], helping with improving technology accessibility for people
with speaking disabilities or people who are not able to produce
voice by allowing them to use voice assistant systems trained to
recognize EEG or combination of EEG and acoustic features.
Even though in references [3, 1, 5, 2] authors used EEG sig-
nals recorded in parallel with speaking for performing speech
recognition, during speaking process a person also gets feed-
back via listening or hearing his or her own speech. Thus
the EEG signals recorded in parallel with speaking includes
the brain activity responsible for speech production as well as
speech perception. In this paper we propose a deep learning
model to separate the perception component from the EEG sig-
nals recorded in parallel with speech. We demonstrate separat-
ing perception component without causing performance degra-
dation of the speech recognition systems. We further demon-
strate predicting EEG signals recorded in parallel with speaking
from EEG signals recorded in parallel with passive listening and
vice versa with very low normalized root mean squared error
(RMSE) using Data set B used by authors in [1]. We finally
demonstrate both isolated and continuous speech recognition
using EEG signals recorded in parallel with listening, speaking,
concatenation of listening, speaking and improve the previous
connectionist temporal classification (CTC) model [6] results
demonstrated by authors in [1] using their data set B. In [1]
authors didn’t provide results for isolated speech recognition.
Even though authors demonstrated EEG based speech recog-
nition results using attention model [7] in [3, 1] and showed
lower test time word error rates (WER) for smaller corpus size,
the visualization of attention weights provided by authors in [3]
demonstrate that attention model might be memorizing and not
actually learning the underlying distribution when trained us-
ing smaller data sets. Further in [1] authors demonstrated that
recurrent neural network (RNN) transducer model [8] demon-
strated higher test time WER’s, hence we only use CTC model
for performing continuous speech recognition experiments in
this paper. We also demonstrate that EEG based isolated speech
recognition results can be improved using siamese network [9]
when the training data set has only few samples per label.
2. Regression Model
Since EEG signals recorded in parallel with speaking and
EEG signals recorded in parallel with passive listening for the
same English sentence for the same subject was of different
lengths we used encoder-decoder regression model with atten-
tion mechanism to predict EEG signals recorded in parallel with
speaking from EEG signals recorded in parallel with passive lis-
tening and vice versa. Our encoder was a single layer of gated
recurrent unit (GRU) [10] with 128 hidden units and our de-
coder was also a GRU with 128 hidden units followed by a
time distributed dense layer with 30 hidden units. The time dis-
tributed dense layer consists of linear activation function. The
encoder GRU layer takes EEG features of dimension 30 as input
and the encoder outputs are passed to luong dot product atten-
tion layer [11] to derive the attention context vectors which are
passed to the decoder to get the predictions. The details of dot
product attention calculations are explained in [11]. A dropout
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regularization [12] with dropout rate 0.2 is applied after the at-
tention layer. When listen EEG of dimension 30 is taken as
input the model outputs spoken EEG of dimension 30 as out-
put and vice versa. The details of the data set (Spoken, Listen
EEG) are covered in the sections below. Basically the subjects
were first asked to listen to English utterances and then they
were instructed to speak out loud the utterances that they lis-
tened to. The term listen EEG refers to EEG signals recorded
during passive learning and term spoken EEG refers to EEG
signals recorded in parallel with speaking process. There was
no fixed time step value for the input.
The model was trained for 150 epochs using adam [13] op-
timizer with mean squared error (MSE) as the loss function.
The batch size was set to 100 and the validation split hyper pa-
rameter was set to a value of 0.1. The script was written using
Keras deep learning framework.
3. Separation Model
The goal of developing this deep model was to separate out
speech perception component present in spoken EEG as one lis-
ten or hears his or her own speech during speaking process and
thus the EEG signals recorded in parallel with speaking process
or spoken EEG contains brain activity responsible for speech
production as well as speech perception. Using EEG prepro-
cessing methods discussed in the below sections it is possible
to remove other biological signal artifacts from EEG signals to
some extend but removing speech perception component using
traditional signal processing methods is extremely challenging
mainly due to the source localization issue and poor spatial res-
olution associated with EEG signals. The architecture of the
separation model is described in Figure 1. The main idea here
is to train a regression model and ASR model simultaneously
in such a way that the ASR model helps in separating out the
perception component but at the same time that it doesn’t re-
move useful speech production components during the separa-
tion process. Our hypothesis is that the desired EEG signal or
features can be modelled as a non-linear function of difference
between spoken EEG and listen EEG features. The regression
and ASR model are trained simultaneously to efficiently real-
ize this non-linear function (tanh in our case). The model takes
spoken EEG of dimension 30 as input as shown in Figure 1 and
it passes through the regression part of the separation model.
The regression part is similar to the regression model described
before in the previous section but here we didn’t use attention
layer since the separation model needs to perform subtraction
operation and hence the time steps value need to be preserved.
Hence we instead performed trimming of Spoken EEG time
steps to make it equal to Listen EEG time steps value. On an
average we trimmed Spoken EEG time steps by 0.72 seconds.
And we used temporal convolutional network (TCN) [14] in-
stead of GRU for faster training as the separation model is more
complex than regression model. Since we didn’t use attention
layer, the decoder in the regression part consists of only the time
distributed dense layer. The targets for the regression part is set
to listen EEG features of dimension 30. The intermediate fea-
tures outputted by the time distributed dense layer in the regres-
sion part is passed to a subtraction arithmetic block as shown in
Figure 1. The subtraction arithmetic block calculates the differ-
ence between input spoken EEG features and the intermediate
features. The difference features are then passed to tanh non-
linearity through a fully connected dense layer and finally to a
ASR classifier model. The architecture of the ASR classifier
model is described in Figure 2. We used MSE as the loss func-
tion for regression part and cross entropy was used as the loss
function for the ASR classifier model. The separation model
was trained for 200 epochs using adam optimizer with a batch
size of 50 until the combined MSE, cross entropy loss shows
convergence and the validation split hyper parameter was set to
a value of 0.1. During test time, the TCN layer in the separation
model takes spoken EEG features of 30 as the input and we take
output from the dense layer with tanh non-linearity ( the layer
after the subtraction block).
4. Isolated Speech recognition Model
For performing isolated speech recognition experiments we
used the same ASR classifier model described in Figure 2. The
dense layer in the model consists of linear activation function.
The last time step output of the TCN layer is passed to the dense
layer with two hidden units. The model was trained for 100
epochs using adam optimizer with a batch size of one. We used
categorical cross entropy as the loss function for the model. The
validation split hyper parameter was set to a value of 0.1.
We also tried performing sentence identification task from
a pair of given sentences using EEG features using the siamese
network described by authors in [9]. In [9] authors used it for
image recognition task. The siamese network is especially use-
ful when we have few examples per label to train the classifier or
deep model. Our siamese network consists of two TCN layers
with 128 filters connected in parallel, the last time step output
of each of the TCN layer is connected to a dense layer with 64
hidden units with sigmoid activation function to derive the em-
beddings for the given pair of the input. Then L1 distance is
calculated between the embeddings. The L1 distance is passed
to a dense layer with sigmoid activation. The model is trained
for 100 epochs with batch size one and using adam as the op-
timizer. We used binary cross entropy as the loss function and
the validation split hyper parameter was set to a value of 0.1.
During test time a pair of EEG features are fed to the siamese
network as input and the model outputs one if both features rep-
resents the same English sentence else, the model outputs zero.
5. Continuous Speech recognition Model
For performing continuous speech recognition experiments we
used the connectionist temporal classification (CTC) [15, 6]
model described in Figure 1 in [5] with the exact same hyper
parameters and training parameters used by authors in [5] but
the encoder layers in the CTC model were initialized with ran-
dom weights [3, 1]. An external language model was also used
during inference time like the ones used by authors in [5]. The
CTC model we used in this work is different from the ones used
by authors in [1].
6. Data Sets used for performing
experiments
For performing continuous speech recognition experiments us-
ing EEG we used Data set B used by authors in [1]. It basically
consists of listen EEG and spoken EEG recordings from 15 sub-
jects recorded in presence of a background noise of 50dB.
For performing isolated speech recognition experiments we
used first two unique sentences from Data set B used by authors
in [1], consisting of a total of 90 EEG recording examples for
spoken, listen condition. The same data set was used to train
our separation model described in Figure 1. Since there were
only two unique sentences, hence the ASR classifier model’s
Figure 1: Architecture of our proposed separation model
Figure 2: Architecture of the ASR classifier model used in our
proposed separation model
final dense layer had two hidden units with softmax activation
function. We considered EEG samples for only two unique sen-
tences since we were interested in faster training of the simul-
taneous regression and ASR classifier models. More details of
the data set B, EEG experiment design, EEG recording hard-
ware etc are covered in [1].
For training separation and regression model we used 80%
of the total data as training set, remaining 10% as validation
set and rest 10% as test set. The train-test split was done ran-
domly. There was no overlap between training, testing and val-
idation set. For training continuous speech recognition and iso-
lated speech recognition models we performed experiments first
where we used 80% of the data as training set, remaining 10%
as validation set and rest 10% as test set and then we performed
experiments where we used data from first 13 subjects as train-
ing set, 14th subject data as validation set and last subject data
as test set.
7. EEG feature extraction details
We followed the same EEG preprocessing methods used by au-
thors in [2, 3] for extracting raw EEG features for both spoken
and listen conditions. The EEG signals were sampled at 1000Hz
and a fourth order IIR band pass filter with cut off frequencies
0.1Hz and 70Hz was applied. A notch filter with cut off fre-
quency 60 Hz was used to remove the power line noise. The
EEGlab’s [16] Independent component analysis (ICA) toolbox
was used to remove other biological signal artifacts like electro-
cardiography (ECG), electromyography (EMG), electrooculog-
raphy (EOG) etc from the EEG signals. We extracted five statis-
tical features for EEG, namely root mean square, zero crossing
rate,moving window average,kurtosis and power spectral en-
tropy [2, 3]. So in total we extracted 31(channels) X 5 or 155
features for EEG signals. The EEG features were extracted at a
sampling frequency of 100Hz for each EEG channel.
8. EEG Feature Dimension Reduction
Algorithm Details
After extracting EEG features as explained in the previous sec-
tion, we used Kernel Principle Component Analysis (KPCA)
[17] to perform denoising of the EEG feature space as explained
by authors in [3, 2]. We reduced the 155 EEG features to a di-
mension of 30 by applying KPCA. We plotted cumulative ex-
plained variance versus number of components to identify the
right feature dimension. We used KPCA with polynomial ker-
nel of degree 3 [2, 3].
9. Results
We used word error rate (WER) as the performance metric to
evaluate CTC model during test time, classification test accu-
racy was used as the performance metric to evaluate ASR clas-
sifier model or isolated speech recognition model during test
time. The classification test accuracy is defined as the ratio of
number of correct predictions given by model to total number
of predictions given by the model on test set. The lower the
WER value better is the continuous ASR system test time per-
formance. For the regression model used for predicting EEG
signals recorded in parallel with speaking (spoken EEG) from
EEG signals recorded in parallel with passive listening (listen
EEG) and vice versa we used normalized root mean squared
error (RMSE) as the performance metric. The RMSE values
were normalized by dividing the RMSE values with the abso-
lute difference between the maximum and minimum value in
the test set observation vector. The Tables 1,2 and 3 shows test
time results obtained for continuous speech recognition where
we used 10 % of the total data set as test set (the same data
split method used by authors in [1] to obtain results for their
CTC model) and Table 4 shows test time results obtained for
continuous speech recognition where we used last subject data
as test set. Tables 5 and 6 shows the test time results obtained
for isolated speech recognition using ASR classifier model. For
spoken+listen condition, we concatenate spoken and listen EEG
features along time step axis for each English sentence. We ob-
served an average improvement of 5 % in test accuracy for spo-
ken, listen, spoken + listen conditions using siamese network
over ASR classifier model for the sentence identification task
from a pair of input EEG features.
The overall results from Tables 3,4,5 and 6 shows that
speech perception components present in EEG provide useful
features to the ASR model as the test time results for spoken +
listen EEG condition was better than spoken EEG condition for
majority of the ASR experiments. However when we design a
reliable EEG based speech prosthetic it should only use EEG
features responsible for speech production. In Table 1 we show
the test time results obtained using spoken EEG features with
CTC model after removing perception components using our
separation model. We can observe that our separation model
was able to remove perception components from spoken EEG
without causing much performance degradation for performing
recognition. In Tables 1 and 2 the results under Ref[1] column
were directly taken from the results mentioned by authors in [1]
for CTC model for Data set B under their ’Results’ portion men-
tioned just before the beginning of their Table 1. In [1] authors
didn’t provide results for isolated speech recognition for listen
or spoken or listen + spoken condition.
For predicting spoken EEG features from listen EEG fea-
tures using the regression model we observed a normalized
RMSE of 0.0016446532 and for predicting listen EEG features
from spoken EEG features we observed a normalized RMSE of
0.0052599716 during test time.
Total
Number
of
Sentences
Total
No
of
words
Spoken
EEG
WER
(%)
REF
[1]
Spoken
EEG
WER
(%)
our
CTC
Model
Spoken
EEG
WER
(%)
after
removing
perception
component
27 173 73.6 66.6 62.7
45 292 83.8 76.53 77.12
63 404 91.1 81 79.18
81 525 91.5 84.2 82.72
Table 1: CTC Model continuous speech recognition test time
results using spoken EEG where total data was randomly split-
ted to form the test set. Number of unique sentences and unique
words contained in test set were same as the ones mentioned in
Table 3 in [1]
Total
Number
of
Sentences
Total
No
of
words
Listen
EEG
WER
(%)
REF
[1]
Listen
EEG
WER
(%)
our
CTC
Model
27 173 52.6 75.24
45 292 87.09 74.83
63 404 88.88 73.71
81 525 94.9 77.17
Table 2: CTC Model continuous speech recognition test time
results using listen EEG where total data was randomly splitted
to form the test set
10. Conclusion and Future work
In this paper we introduced a deep model to separate speech
perception component from EEG signals recorded in parallel
with speech. We further demonstrated isolated and continuous
speech recognition using EEG features recorded under various
conditions (listen, spoken). We finally demonstrated predicting
EEG signals recorded in parallel with speaking (spoken EEG)
from EEG signals recorded in parallel with passive listening
(listen EEG) and vice versa with very low normalized root mean
squared error (RMSE) during test time. Future work will focus
on validating and improving the results using a larger data set
and also perform separation experiments by replacing the ASR
classifier model with CTC model. Training a CTC model in-
stead of a simple ASR classifier model within the separation
model would require a larger data set.
Total
Number
of
Sentences
Total
No
of
words
Listen
+
spoken
EEG
WER
(%)
our
CTC
Model
27 173 56.56
45 292 79
63 404 80.7
81 525 84
Table 3: CTC Model continuous speech recognition test time re-
sults using concatenation of listen and spoken EEG where total
data was randomly splitted to form the test set
Total
Number
of
Sentences
Spoken
EEG
WER
(%)
our
CTC
Model
Listen
EEG
WER
(%)
our
CTC
Model
Listen
+
Spoken
EEG
WER
(%)
our
CTC
Model
27 81.9 71.4 78.78
Table 4: CTC Model continuous speech recognition test time
results where last subject data was used as test set. Number of
unique sentences was 9 and unique words contained in test set
was 55
Spoken
EEG
% Test
acc
Listen
EEG
% Test
acc
Listen
EEG
+
Spoken
EEG
% Test
acc
50 50 55.56
Table 5: Isolated speech recognition test time results using ASR
classifier model where total data was randomly splitted to form
the test set
Spoken
EEG
% Test
acc
Listen
EEG
% Test
acc
Listen
EEG
+
Spoken
EEG
% Test
acc
50 50 66.67
Table 6: Isolated speech recognition test time results using ASR
classifier model where last subject data was used as test set
11. Acknowledgement
We would like to thank Kerry Loader and Rezwanul Kabir from
Dell, Austin, TX for donating us the GPU to train the models.
12. References
[1] G. Krishna, Y. Han, C. Tran, M. Carnahan, and A. H. Tew-
fik, “State-of-the-art speech recognition using eeg and to-
wards decoding of speech spectrum from eeg,” arXiv preprint
arXiv:1908.05743, 2019.
[2] G. Krishna, C. Tran, J. Yu, and A. Tewfik, “Speech recognition
with no speech or with noisy speech,” in Acoustics, Speech and
Signal Processing (ICASSP), 2019 IEEE International Confer-
ence on. IEEE, 2019.
[3] G. Krishna, C. Tran, M. Carnahan, and A. Tewfik, “Advanc-
ing speech recognition with no speech or with noisy speech,” in
2019 27th European Signal Processing Conference (EUSIPCO).
IEEE, 2019.
[4] G. Krishna, C. Tran, Y. Han, M. Carnahan, and A. Tewfik,
“Speech synthesis using eeg,” in Acoustics, Speech and Signal
Processing (ICASSP), 2020 IEEE International Conference on.
IEEE, 2020.
[5] G. Krishna, C. Tran, M. Carnahan, Y. Han, and A. H. Tewfik, “Im-
proving eeg based continuous speech recognition,” arXiv preprint
arXiv:1911.11610, 2019.
[6] A. Graves and N. Jaitly, “Towards end-to-end speech recognition
with recurrent neural networks,” in International Conference on
Machine Learning, 2014, pp. 1764–1772.
[7] J. K. Chorowski, D. Bahdanau, D. Serdyuk, K. Cho, and Y. Ben-
gio, “Attention-based models for speech recognition,” in Ad-
vances in neural information processing systems, 2015, pp. 577–
585.
[8] A. Graves, A.-r. Mohamed, and G. Hinton, “Speech recognition
with deep recurrent neural networks,” in 2013 IEEE international
conference on acoustics, speech and signal processing. IEEE,
2013, pp. 6645–6649.
[9] G. Koch, R. Zemel, and R. Salakhutdinov, “Siamese neural net-
works for one-shot image recognition,” in ICML deep learning
workshop, vol. 2. Lille, 2015.
[10] J. Chung, C. Gulcehre, K. Cho, and Y. Bengio, “Empirical evalu-
ation of gated recurrent neural networks on sequence modeling,”
arXiv preprint arXiv:1412.3555, 2014.
[11] M.-T. Luong, H. Pham, and C. D. Manning, “Effective approaches
to attention-based neural machine translation,” arXiv preprint
arXiv:1508.04025, 2015.
[12] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and
R. Salakhutdinov, “Dropout: a simple way to prevent neural
networks from overfitting,” The journal of machine learning re-
search, vol. 15, no. 1, pp. 1929–1958, 2014.
[13] D. P. Kingma and J. Ba, “Adam: A method for stochastic opti-
mization,” arXiv preprint arXiv:1412.6980, 2014.
[14] S. Bai, J. Z. Kolter, and V. Koltun, “An empirical evaluation of
generic convolutional and recurrent networks for sequence mod-
eling,” arXiv preprint arXiv:1803.01271, 2018.
[15] A. Graves, S. Ferna´ndez, F. Gomez, and J. Schmidhuber, “Con-
nectionist temporal classification: labelling unsegmented se-
quence data with recurrent neural networks,” in Proceedings of
the 23rd international conference on Machine learning. ACM,
2006, pp. 369–376.
[16] A. Delorme and S. Makeig, “Eeglab: an open source toolbox
for analysis of single-trial eeg dynamics including independent
component analysis,” Journal of neuroscience methods, vol. 134,
no. 1, pp. 9–21, 2004.
[17] S. Mika, B. Scho¨lkopf, A. J. Smola, K.-R. Mu¨ller, M. Scholz, and
G. Ra¨tsch, “Kernel pca and de-noising in feature spaces,” in Ad-
vances in neural information processing systems, 1999, pp. 536–
542.
