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Silicon quantum dots are considered an excellent platform for spin qubits, partly due to their
weak spin-orbit interaction. However, the sharp interfaces in the heterostructures induce a small but
significant spin-orbit interaction which degrade the performance of the qubits or, when understood
and controlled, could be used as a powerful resource. To understand how to control this interaction
we build a detailed profile of the spin-orbit interaction of a silicon metal-oxide-semiconductor double
quantum dot system. We probe the derivative of the Stark shift, g-factor and g-factor difference
for two single-electron quantum dot qubits as a function of external magnetic field and find that
they are dominated by spin-orbit interactions originating from the vector potential, consistent with
recent theoretical predictions. Conversely, by populating the double dot with two electrons we probe
the mixing of singlet and spin-polarized triplet states during electron tunneling, which we conclude
is dominated by momentum-term spin-orbit interactions that varies from 1.85 MHz up to 27.5 MHz
depending on the magnetic field orientation. Finally, we exploit the tunability of the derivative of
the Stark shift of one of the dots to reduce its sensitivity to electric noise and observe an 80 %
increase in T ∗2 . We conclude that the tuning of the spin-orbit interaction will be crucial for scalable
quantum computing in silicon and that the optimal setting will depend on the exact mode of qubit
operations used.
Silicon-based spin qubits have attracted attention as
candidates for large scale quantum computing thanks to
their long coherence times, excellent controllability and
fabrication techniques that are well established in the
semiconductor industry [1–13]. Even though being weak
compared, for instance, to GaAs, the spin-orbit inter-
action (SOI) significantly affects the behaviour of sili-
con spin qubits, especially through the dependency of
the SOI on the valley state [12, 14, 15]. SOI is respon-
sible for effects such as the Stark shift of the electron
spin resonance (ESR) frequency, variation of Lande g-
factors, and mixing between singlet (S) and polarized
triplet (T−) states [15–18]. These effects can be har-
nessed, for instance, to drive the ESR transition electri-
cally via Stark shift or by exploiting the variation in the
g-factors to address qubits individually with a global mi-
crowave (MW) field [14, 19–21]. In contrast, spin-orbit
effects such as spin-flip tunneling and strong Stark shift
can cause state leakage or increased sensitivity to electric
noise [14, 16, 22]. Hence, understanding and controlling
the SOI will be important for spin qubit control in larger
arrays of dots in the future [23–25].
Here, we fully characterize the SOI and demonstrate
how we can tune it in a silicon metal-oxide-semiconductor
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(SiMOS) double quantum dot (QD) structure. The
structure studied here is shown in Fig. 1b and described
in Ref. [24]. We vary the direction of the external mag-
netic field and measure quantities such as the g-factor
of one dot, the g-factor difference between the dots, the
Stark effect, the dephasing time T ∗2 , and S-T
− mixing.
The g-factor, Stark shift and S-T− mixing exhibit si-
nusoidal depedence on the magnetic field direction, as
reported before [12, 15, 17, 26]. We use these measure-
ments to extract the Rashba and Dresselhaus interaction
strengths of the lower energy valley state in both of the
dots. By adjusting the magnetic field direction, the g-
factor difference can be minimized allowing global ESR,
or it can be maximized in order to address the qubits in-
dividually. We employ the tunability of the SOI to reduce
the sensitivity of the dot to charge noise and observe an
increase of 80% in T ∗2 near the point where the derivative
of the Stark shift vanishes [15, 16]. Finally, from studying
the S-T− transition we identify that the coupling in this
system is caused by the dynamic spin-orbit field induced
by charges moving between the dots, rather than by the
hyperfine coupling or the differences in the g-tensors be-
tween the dots [18, 27]. This answers a question raised
in a previous study [24]. By adjusting the magnetic field
direction we can minimize the mixing between the spin
states. This could be extremely useful in reducing errors
during spin shuttling of electron spins in a quantum bus,
or in reducing undesired leakage to the T− state in the
S-T operational basis.
2FIG. 1 |Sample, g-factor measurement (a) Schematic cross section at the position of the dots (QD1 and QD2) along the dotted
line in (b). (b) False colour SEM image of our sample. MW antenna used to drive the qubits is on the top, qubit dots in the
middle, and SET used to sense the dots is at the bottom. (c) g-factor of the electron occupying the G1 dot as a function of
external magnetic field angle in-plane and at 45o out-of-plane of the sample in the (1,0) charge configuration. The solid lines
corresponds to the estimate extracted from the complete g-tensor. Inset: Example of ESR frequency as a function of magnetic
field with a linear fit that is used to extract the g-factor. (d) The derivative of the Stark shift as a function of in-plane magnetic
field angle. (e) Out-of-plane g-factors measured (coloured symbols) with estimates from complete g-tensor (solid lines). (f)
Notation of the magnetic field angles with respect to the sample and isosurface of g-factor of the G1 dot based on a single
g-tensor. We have subtracted 1.9 in order to visualize the anisotropy of the g-factor. Blue arrows correspond to laboratory
coordinates and red arrows correspond to the principal axes of the g-factor ellipsoid. The data in (c) and (e) are taken along
the lines shown on the surface.
I. SPIN-ORBIT INTERACTION IN SILICON
QUANTUM DOTS
Three main mechanisms are responsible for SOI in
QDs: structural inversion asymmetry (Rashba) [28], bulk
inversion asymmetry (Dresselhaus) [29], and interface in-
version asymmetry [30]. In bulk silicon the Dresselhaus
term is absent, however as shown in Ref. 30, interface
inversion asymmetry has the same representation in the
Hamiltonian as the Dresselhaus term. Hence to keep the
terminology simple, we refer to this as the Dresselhaus
term. In a quantum dot the Rashba interaction leads
to a renormalization of the in-plane g-factor, while the
Dresselhaus interaction gives rise to shear terms in the
in-plane Zeeman response leading to an anisotropy in the
g-factor [12, 14–17]. These effects allow tuning of the
SOI by changing the orientation of the external magnetic
field. Since at silicon interfaces the Dresselhaus term is
expected to be dominant [15–17], we can completely turn
off SOI on demand by inducing a Dresselhaus effect that
is equally strong but opposite in sign to the Rashba ef-
fect [12, 15, 17, 22, 31].
In silicon, a spin-orbit (SO) Hamiltonian for the ith
valley can be written as
HSO,vi = αi(kxσy−kyσx)+βi(kxσx−kyσy), i = 1, 2, (1)
where α and β are the Rashba and Dresselhaus interac-
tion coefficients, kx and ky are the electron wave opera-
3tors along [100] and [010] lattice directions respectively,
and σx are σy are the Pauli spin matrices. The elec-
tron wave operator is represented as kx = −i ddx +eAx/~,
where Ax is the x-component of the vector potential of
the magnetic field, e is the elementary charge and ~ is the
reduced Planck’s constant. In Ref. [15] it is shown that by
choosing a gauge
−→
A = (Byz,−Bxz, 0) and by averaging
over the z-axis we obtain from Eq. 1. corrections to the
g-tensor. Here, we use two different experimental spin-
orbit coefficients to describe the system. We use αg and
βg for the Rashba and Dresselhaus coefficients that we
associate with the vector potential contribution (namely
g-factor and Stark shift). Secondly, two dot quantities
that are affected by the d
dx
term in HSO (namely S-T
−
mixing) we associate coefficients αt and βt.
The g-tensor of a silicon quantum dot at an interface
can be expressed as a 3×3 matrix and it usually assumes
the expression
gˆ =


g‖ − 2α
∗
g
µB
2β∗g
µB
gxz
2β∗g
µB
g‖ − 2α
∗
g
µB
gyz
gxz gyz g⊥

 , (2)
where g‖ is the g-factor in-plane with the quantum dot,
g⊥ is the g-factor perpendicular to the quantum dot
plane, µB is the Bohr magneton and α
∗
g =
e〈z−zi〉αg
~
,
β∗g =
e〈z〉βg
~
, with 〈z − zi〉 being the spread of the elec-
tron wave function in the z-direction (zi is the location
of the interface) [12, 14, 15, 32]. Non-zero gxz and gyz
terms can be generated from dipole matrix elements [33]
for example from strong in-plane electric fields due to
strain caused by thermal expansion mismatch when the
device is cooled down [34]. For our quantum dots we use
〈z〉 = 1.68 nm [14]. In silicon QDs, this tensor is diagonal
and both g‖ and g⊥ are close to the vacuum value of the
electron g-factor due to the large band gap in silicon [35].
Here, we assume a symmetric g-tensor and that the in-
plane Bx coordinate is aligned with the [100] crystal lat-
tice direction. To obtain the g-factor along a certain
direction, one can use g =
√
rˆ(ϕB , θB)†gˆ
†
1gˆ1rˆ(ϕB , θB),
where rˆ(ϕB, θB) is a unit vector pointing to the same
direction as the external magnetic field B expressed in
Cartesian coordinates.
II. EXPERIMENTAL g-TENSOR
Fig. 1b shows the scanning electron microscope (SEM)
image of the SiMOS device used in this experiment. This
sample was previously used for experiments described in
Ref. [24] and the structure is considered a candidate for
scaling up to a logical qubit in silicon [23]. One quan-
tum dot is induced at the Si/SiO2 interface under each of
the plunger gates G1 and G2, as shown in the schematic
cross section in Fig. 1a. The quantum dots are confined
laterally by a confinement barrier (CB) and a barrier
gate (BG) which is also used to tune the tunnel rates
between the reservoir and the dots. The reservoir is in-
duced under an extension of our sensor top gate (ST).
The MOS single-electron transistor (SET) sensor itself
has two gates left and right (SLB, SRB) that are used
to form barriers between the SET leads and the island
which is capacitively coupled to the qubit dots in order
to sense changes in the charge state. The MW antenna
is used to coherently control the state of the qubit. We
note from the image there is a discontinuity in the MW
antenna, likely caused by an electric shock to the device.
Despite this, we are able to drive the spin transition by
applying MW frequency excitation to the antenna. We
believe that this spin drive is either caused by electrical
drive via valley mixing [19, 20] or residual magnetic field
drive despite the break or both [36]. We note that the ex-
tracted spin resonance frequency (fESR) does not depend
on the driving mechanism.
In Fig. 1f we define the magnetic field direction with
spherical coordinates so that ϕB = 0
o corresponds to the
[100] Miller-index direction. This is tilted by 45 degrees
from the main axis of the sample and the coils of the
vector magnet that are aligned along the [110] lattice
direction (corresponding to ϕB = −45o). We also define
θB = 0
o when the magnetic field is in-plane with the
sample and θB = 90
o when the magnetic field is pointing
perpendicular to the sample plane and aligned with [001].
The g-factor of QD1 for a particular external magnetic
field direction (ϕB, θB) is determined in the (1,0) charge
configuration by measuring fESR as a function of mag-
netic field amplitude |B|. We obtain g(ϕB , θB) by fitting
the linear slope (see inset of Fig. 1c) in order to exclude
magnetic field hysteresis of the superconducting magnet
coils. We show the measurements taken with the mag-
netic field in-plane with the sample in Fig. 1c together
with measurements taken at 45 degrees out-of-plane. The
out-of-plane datasets are shown in Fig. 1e. Initialization
is performed by loading a spin-down electron while read-
out the spin state is based on spin dependent tunneling
at the (0,0)→(1,0) charge transition, using standard Elz-
erman readout [37]. To speed up the measurements, we
employ an adiabatic ESR drive [38] to reduce the num-
ber of measurement points required to find fESR down to
100 kHz accuracy using a constant 500 µs ESR pulse.
We use both the out-of-plane and in-plane data to fit
a single symmetric gˆ1 tensor for QD1. This g-tensor is
gˆ1 = 1.9× I +


36.0 −15.7 −5.7
−15.7 36.0 −0.3
−5.7 −0.3 28.0

× 10−3, (3)
where I is the 3× 3 identity matrix. All the terms above
have error bars of ±10−3 with 95% confidence intervals.
In Fig. 1f the full g-factor isosurface is shown (after sub-
tracting a radius of 1.9 to visualize the variation). The
solid lines in Figs. 1c,e correspond to g-factors recon-
structed from the tensor. We note that gxz significantly
differs from zero and would correspond to a 0.6 nm dipole
matrix element in Ref. [33]. From the tensor we extract
the Dresselhaus term associated with the vector poten-
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FIG. 2 |g-factor difference between the dots. (a) Difference of g-factors between the dots under G1 and G2 with occupation
(1,0) and (0,1) as a function of in-plane magnetic field angle together with sinusoidal fit. (b) Difference of g-factors between the
dots under G1 and G2 as a function of out-of-plane magnetic field angle along [110] (blue) and [11¯0] (magenta). (c) Isosurface
representation of the absolute value of g-factor difference as a function of magnetic field orientation. The magenta arrows
represents crystal lattice orientation. Red, blue and magenta curves correspond to the fits in (a) and (b). (d) Pulse sequences
(black and blue arrows) used to measure the g-factor difference in (a) and (b). C1 and C2 indicate the two different control
points in the two different sequences.
tial β∗g = |µBg1xy/2| = 109.9 ± 6.9 MHz/T resulting in
βg = (178 ± 11) × 10−13 eVcm for electrons occupying
the lower energy valley. We note that due to the observed
sin 2ϕB dependence on the g-factor, it is unlikely there
is an interface step in the vicinity of the dot since such a
step would break this periodicity [14–16].
To extract the Rashba interaction strength we addi-
tionally measure the Stark shift due to the top gate volt-
age as a function of magnetic field in-plane angle in the
same charge configuration (Fig. 1d). Subsequently we
can extract the ratio between Rashba and Dresselhaus
coefficients since Rashba corresponds to the offset of the
sinusoidal fit A sin 2ϕB+B and Dresselhaus corresponds
to the amplitude of the total sine wave [14–16]. Such that
αg
βg
= B
A
= 0.0852±0.0362. This is consistent with previ-
ous observations of the Dresselhaus effect being stronger
than Rashba effect in MOS dots [17]. The Rashba inter-
action strength is found to be α∗g = 9.36 ± 3.96 MHz/T
and αg = (15.2± 6.4)× 10−13 eVcm.
III. g-FACTOR DIFFERENCE
In a silicon quantum dot qubit array, the SOI can vary
from one dot to another which leads to a variaty of g-
factors [14]. This variation in the SOI is caused by differ-
ences in the microscopic structure of the quantum dots,
such as surface roughness and lattice imperfections [16].
Differences in g-factors allow one to individually address
the qubits with a global MW field. On the other hand
if the differences vanish it is possible to drive all qubits
with one MW frequency, which is useful for scalable ap-
plications [23]. To measure the g-factor difference be-
tween neighboring dots we operate near the (1,0)-(0,1)
anti-crossing and use the pulse sequences depicted in
the Fig. 2d. First, the ESR frequency of QD1 is mea-
sured by pulsing between the control point C1 and read-
out/initialization. Then we shuttle the electron through
the anti-crossing to C2 where we rotate the spin. After
this we pulse back to C1 and read out the spin state.
This will determine fESR of QD1 and QD2 at the same
magnetic field to yield the g-factor difference.
We probe the g-factor difference as a function of ϕB
at θB = 0 and as a function of θB at ϕB = −45o, 45o,
with the Results shown in Figs. 2a,b. In the supplemen-
tary material we use the measured g-factor difference and
gˆ1 to estimate the g-tensor for the second dot. We can
use gˆ1 and gˆ2 to determine the difference in the full ϕB-
θB space. Fig. 2c shows the absolute value of the dif-
ference as an isosurface. From these measurements we
extract the difference of the Rashba and Dresselhaus in-
teractions between the dots to be ∆α∗g = 2.04 MHz/T
and ∆β∗g = 10.07 MHz/T. Notably, similar values for the
SOI difference has been previously reported in an MOS
double dot structure [12].
IV. COHERENCE TIME
The SOI also affects the Stark shift [14–16], and is
therefore related to the coherence time T ∗2 . This is mainly
because in the presence of charge noise the Stark shift
5causes the ESR frequency to fluctuate and the phase of
the quantum state is lost. To minimize this decoherence,
the Dresselhaus effect can be tuned to cancel the Rashba
effect at a magic angle of magnetic field thereby minimiz-
ing the SOI. Since SOI is dominated by the Dresselhaus
effect, this will happen close to the point where the mag-
netic field is aligned with [100] lattice direction [15, 16].
In this sample, T ∗2 in the (1,0) charge configuration was
too short to be measured reliably whereas in the (3,0)
charge configuration we measure T ∗2 of around 5 µs [14].
We therefore measure the Stark shift at the (3,0) charge
configuration as a function of the in-plane magnetic field
angle. As shown in Fig. 3a, the Stark shift vanishes at
ϕB = −3o, close to the [100] lattice direction. This angle
corresponds to a point where the spin orbit interaction
due to the Rashba effect and Dresselhaus effect cancel. In
this charge configuration, we have
αg
βg
= 0.041±0.006 as-
sociated with the upper energy valley state. Here, we sep-
arate two different noise sources: the decoherence caused
by voltage fluctuations σV and other sources. We use a
simplified model for T ∗2 that reads
1
T ∗2
=
1
T ∗2σV
+
1
T ∗2other
, (4)
where T ∗2σV is the coherence time that is limited by the
voltage noise from the top gate and T ∗2other is the coher-
ence time limited by all the other noise sources such as
magnetic noise. Now T ∗2σV assumes the expression
T ∗2σV =
√
2~
∆FZ | dg
dFZ
|µBB
, (5)
where, ~ is Planck’s constant, ∆FZ is the standard devi-
ation of electric field along z-axis,
dg
dFZ
is the derivative
of the Stark shift, and B is the strength of the external
magnetic field [16]. We assume that the only source of
noise is the electrical noise along the z-axis. Decoherence
caused by electrical noise along the x and y directions is
significantly less prominent than along z-axis (see sup-
plementary for details).
We measure T ∗2 by using Ramsey interferometry (see
supplementary for details) with integration times of 70
minutes. As seen in Fig. 3b, the coherence time peaks at
ϕB = −10o, close to the point where the Stark shift van-
ishes. The difference could be caused by the fact that we
are driving the transition partially electrically and this
caused the Rabi frequency to vary during the measure-
ment. The T ∗2 increases from around 5 µs when magnetic
field is aligned along [110] up to 8.8 µs at the magic an-
gle. From the peak point we extract T ∗2,other = 8.2 µs
and T ∗2σV ,[110] = 15 µs. It is worth noting that a sample
where T ∗2,other would be longer, the increase of T
∗
2 could
be significant [16]. In this device, our coherence time is 5-
20 times shorter than typically measured in similar sam-
ples [4, 39, 40]. There are several possible explanations
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FIG. 3 |The derivative of the Stark shift and T ∗2 measurement.
Stark shift (a) and decoherence time T ∗2 (b) of the qubit de-
fined by the G1 quantum dot in the (3,0) charge configuration
as a function of the external magnetic field in-plane angle ϕB
for this. Firstly, it might be due to the partially bro-
ken MW antenna which causes significant electric noise
during the drive and induces additional charge noise re-
ducing the coherence time [36]. Secondly, despite using
isotopically enriched silicon, our decoherence might be
limited by residual 29Si nuclei [40], in which case further
isotopic purification is required to reach a point where
we are instead limited by the charge noise.
V. SINGLET AND TRIPLET MIXING DUE TO
SPIN-ORBIT INTERACTION
Avoiding spin flips during tunneling is essential in pro-
posed scalable pathways for silicon spin qubits that rely
either on operating in the S-T0 basis [23, 25] or shuttling
of the spins [41]. Two SOI mechanisms that can cause
spin flipping are differences in the g-tensor off-diagonal
terms between the two quantum dots or the induced spin-
orbit field due to the interdot tunneling event. The lat-
ter spin-orbit effect has been previously studied in dou-
ble GaAs dots [22, 42]. Here, we consider these possible
mechanisms that can cause S-T− mixing and determine
their dependence on the external magnetic field direction.
If we choose the magnetic field to be aligned with the
z-axis, the coupling term between the S and T− states
can be written as [24, 43]
∆S-T−(ξ) =
∣∣∣∣cos(ξ)
δExZ + iδE
y
Z√
2
+ ∆SOt sin(ξ)
∣∣∣∣ , (6)
where δEnZ is the Zeeman energy difference between the
dots due to the magnetic field direction nˆ, ∆SOt is the
mixing due to the spin-orbit field caused by the move-
ment of the electron and ξ = − arctan( 2tc
EZ
), where tc is
the tunnel coupling and EZ the Zeeman energy. The δE
n
Z
contributions might arise from differences in the local
magnetic fields between the dots or from the differences
in the corresponding terms between the g-tensors. Dif-
ferences in the local fields could be induced by an Over-
hauser field due to the residual 29Si nuclei or Meissner
screening [44]. From the previous studies in isotopically
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FIG. 4 |Singlet-triplet T− mixing as a function of magnetic field direction. (a) Square of the coupling strength of singlet and
triplet T− states as a function of external magnetic field in-plane angle. Inset: Pulse sequence used to measure the coupling.
(b) Square of the coupling strength of singlet and triplet T− states as a function of external magnetic field out-of-plane angle
while at ϕB = 51
o. For both (a) and (b) we show the fit based on the SOI spin-flip model and estimate from the differences
in the off-diagonal terms in the g-tensors. Inset: Example fit of the triplet probability as a function of ramp rate across the
anti-crossing.
enriched 28Si we would expect the contribution from a
nuclear spin bath to be random in every direction with
a root mean square of 50 kHz [45]. We exclude Meissner
effect as a possible source of transverse fields since we
operate above the critical field of the Al top gates.
In a previous study it was found that the mixing
between S and T− states in the same sample was
16.4 MHz [24] — significantly higher than expected from
the pure hyperfine coupling due to residual 29Si nuclei
in the vicinity of the dot [45]. We measure the sin-
glet and triplet T− mixing as a function of magnetic
field direction at 140 mT shown in Figs. 4ab. We op-
erate at the (1,1)-(2,0) anti-crossing with the pulsing
scheme presented in the inset of Fig. 4a we use electri-
cally enhanced latched S-T readout by crossing the (1,1)-
(2,1) charge transition [24, 46]. We initialize the singlet
in the (2,0) charge state and then ramp with varying
ramp rate to (1,1). With decreasing ramp rate, we ob-
serve an exponential decrease of the singlet probability
seen in the inset of Fig. 4b. The triplet population due
to the ramp across the anti-crossing is proportional to
exp(−2pi|∆S-T− |/~ν) [47], where |∆S-T− | is the mixing
between the S-T− states and ν is the energy level ramp
rate [24].
The measured dependence of the S-T− mixing term
|∆S-T− |2 on ϕB and θB is presented in Figs. 4a,b. We
observe a minimal splitting of |∆S-T−,min| = 1.85±1 MHz
at ϕB = 51
o in-plane and a maximum of |∆S-T−,max| =
27.55 ± 1.6 MHz. We exclude mixing due to the resid-
ual 29Si since we observe strong angular dependency of
the mixing that is significantly higher than 50 kHz that
we would expect. In Figs. 4a,b we also show the ex-
pected angular dependency of S-T− mixing due to the
difference in the off-diagonal elements in the g-tensors
∆SO∆g = µBB
δgzx+iδgzy√
2
(See supplementary for de-
tails). This mixing term would exhibit two local max-
imum and minimum in the measurement window with a
maximal mixing of 500 kHz, which we do not observe.
For these reasons we exclude the difference in the off-
diagonal terms in g-tensors as a major mechanism for
the mixing. In Figs. 4a,b we show the fits based on a
model with the spin-orbit field induced by the moving
electron. One should note that here the term ∆SOt is
associated with interaction strengths αt and βt since it
arises from the d
dx
term in the Hamiltonian in Eq. 1. This
fit is not unique since we have three free parameters: αt,
βt and the angle of the line of dots with respect to lattice
δ, but only two numbers to go into the model: amplitude
of the mixing and minimum point. In principle, our best
guess would be based on the location of the dots based on
lithography. As can be seen from Fig. 1b the angle for the
line of dots with respect to lattice would correspond to
δ = 45o, however, at this point the model diverges and we
cannot give a good estimate for the values of spin-orbit
coefficients. This model and divergence are discussed in
more detail in the supplementary material. We conclude
that the mixing is caused by the induced spin-orbit field
due to the movement of the electron observable also in
GaAs [22, 42]. In a longer array it is possible that not all
dots are aligned on the same line and hence there might
be no single magnetic field direction where singlet-triplet
mixing is minimized. However, appropriate top gate con-
trol might be needed to find a single magnetic field that
is close to pairwise S-T mixing minimum.
7VI. CONCLUSIONS
We have studied how to control the SOI in a SiMOS
double quantum dot system and use it to improve the
performance of the electron spin qubits. This was
achieved by probing g-factors, g-factor difference, deriva-
tive of the Stark shift, T ∗2 and S-T
− coupling as a function
of the external magnetic field direction. The Rashba and
Dresselhaus interaction terms and g-tensors of the dots
are extracted from the measurements. We also conclude
that it is unlikely that there are any interface steps in the
vicinity of the dots we are probing. The derivative of the
Stark shift as well as the g-factor behaviour are in line
with recent theories [15–17] and we observe an increase
in T ∗2 near the direction where the derivative of the Stark
shift vanishes. We also determine that S-T− mixing can
be explained by the spin-orbit field due to the movement
of the charge and find the angle for which this mixing
is minimized. This can be used to avoid state leakage
to T− when operating in the S-T0 basis or in general to
minimize errors when performing spin transport in a long
array of dots. In addition, we could enable dynamic nu-
clear polarization of the residual 29Si by minimizing the
mixing due to the SOI, which could otherwise quench the
polarization [48].
As shown here, there is a trade-off between address-
ability and coherence time. When the magnetic field
is aligned with [110] where the derivative of the Stark
shift is the largest, T ∗2 is the shortest. Our other mea-
surements show that the difference between the g-factors
is the largest close to the point where the derivative of
the Stark shift is the largest permitting individual ad-
dressability. The corollary is then if the external field
is aligned with [100] where the derivative of the Stark
shift should vanish, T ∗2 is longest but we lose the indi-
vidual addressability. It is also possible that significantly
increased T ∗2 (i.e. narrow ESR linewidth) could allow
individual addressability if the difference between ESR
frequencies is smaller [16]. This could be tested with a
device that has a significantly longer intrinsic T ∗2 .
It is worth noting that in a long array of dots, the
T ∗2 in different qubits peaks at slightly different mag-
netic field directions depending on the individual Rashba
and Dresselhaus magnitudes. Since the Rashba interac-
tion is tunable with the top gate voltage one can align
the magnetic field along [100] and tune the addressabil-
ity by pulsing the gate voltages on demand. Similarly,
the g-factor differences between qubit pairs will vanish
at slightly different points. Hence, choosing an optimal
field direction for a long array of dots is not trivial, but
it could significantly improve the control fidelity of the
qubits in the array. Understanding SOI and its impact
to the qubits will be important for scaling up SiMOS
qubits into a linear array, or a two-dimensional array for
surface code implementation [23, 25, 41]. The optimal
magnetic field direction for a particular choice of qubit
operation mode will ultimately require careful weighing
of the SOI-effects that impact upon key qubit perfor-
mance parameters including gate speed, gate fidelities
and state preparation and measurement fidelities. Due
to the variation in the SOI and location of the dots there
might not be a single ’optimal’ magnetic field and that
is true for all single qubits or pairwise. For a large ar-
ray of dots, for instance, we could choose the average of
the single or pairwise ’optimal’ angle which would be sig-
nificant improvement compared to the arbitrarily chosen
magnetic field that is operated nowadays.
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VII. APPENDIX A
A. Device fabrication
We fabricate our device on an epitaxially grown and
isotopically enriched 28Si epilayer that has 800 ppm
residue of 29Si. Four layers of gates with thicknesses 25,
60, 80, and 80 nm are fabricated on top of 5.9 nm thick
SiO2 with electron beam lithography and aluminium
evaporation. A thermal oxide is grown on top of the
Al gates to isolate layers from each other.
8B. Experimental setup
The device was bonded to a printed circuit board in
a copper enclosure and cooled down in a dilution refrig-
erator with electron base temperature of 180 mK. The
dilution refrigerator is equipped with a vector magnet
that has been calibrated with Hall bars. We had small
but noticeable (order of few promille) hysteresis in our
superconducting coils which we observed when calibrat-
ing the magnets with Hall bars. In order to avoid the
measurement this hysteresis, we always ramped in a con-
sistent way: we started from 0 field and then ramped the
field to 0.5 T to the corresponding direction and then
with several steps up to 1 T. We only measure start mea-
suring ESR frequency after 0.75 T when the hysteresis is
less noticeable. Battery powered voltage sources are used
to provide the DC voltages. Resistive dividers are used
to combine the DC-voltage and fast gate pulses from the
arbitrary waveform generator (Tektronix AWG7122C).
At base temperature, the lines for S, D, G1, G2, G3 and
B are filtered with a cut-off of 80 MHz and the rest of
the gate lines are filtered with a cut-off of 100 Hz. A
vector source (Agilent E8267D) was used to generate the
MW drive. I/Q modulation of the vector source was used
to introduce an adiabatic drive. MWs were attenuated
by 10 dB at 4 K and 3 dB at base plate. Three different
stages of adiabatic inversion drive with ranges of 10 MHz,
1 MHz, and 100 kHz were used to narrow down range for
ESR frequency. SET current traces were recorded with
a digital oscilloscope and analysed with a measurement
computer.
Elzerman readout was used to measure the spin oc-
cupancy of the dots by pulsing between the control
point and the readout/initialization point that measures
the spin states and initializes spin down [37]. In the
singlet-triplet experiment, we use latching readout in
(1,2) charge occupancy, where T(1,1) are in a metastable
blockade [24]. To determine the spin up or singlet prob-
ability, we perform 80-200 single shot readouts per point
depending on the measurement.
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