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Abstract. In the paper we ﬁrst establish the local well-posedness for a family of
nonlinear dispersive equations, the so called b-equation. Then we describe the precise
blow-up scenario. Moreover, we prove that for the b-equation we do have the coexistence
of global in time solutions and blow-up phenomena: Depending on the initial data solu-
tions may exist for ever, while other data force the solution to produce a singularity in ﬁnite
time. Finally, we prove the uniqueness and existence of global weak solution to the equa-
tion provided the initial data satisfy certain sign conditions.
1. Introduction
In the paper we study the following nonlinear dispersive equation:
ut  a2utxx þ c0ux þ ðbþ 1Þuux þ Guxxx ¼ a2ðbuxuxx þ uuxxxÞ; t > 0; x A R;
uð0; xÞ ¼ u0ðxÞ; x A R;

ð1:1Þ
where c0, b, G, a are arbitrary real constants. Using the notation y :¼ u a2uxx, we can
rewrite Eq. (1.1) as follows:
yt þ c0ux þ uyx þ bux yþ Guxxx ¼ 0; t > 0; x A R;
uð0; xÞ ¼ u0ðxÞ; x A R:

ð1:2Þ
The b-equation (1.2) can be derived as the family of asymptotically equivalent shallow
water wave equations that emerges at quadratic order accuracy for any b31 by an ap-
propriate Kodama transformation, cf. [21], [22]. For the case b ¼ 1, the corresponding
Kodama transformation is singular and the asymptotic ordering is violated, cf. [21], [22].
The solutions of the b-equation (1.2) with c0 ¼ G ¼ 0 were studied numerically for various
values of b in [27], [28], where b was taken as a bifurcation parameter. The symmetry con-
ditions necessary for integrability of the b-equation (1.2) was investigated in [41]. The KdV
equation, the Camassa-Holm equation and the Degasperis-Procesi equation are the only
three integrable equations in the b-equation (1.2), which was shown in [18], [19] by using
Painleve´ analysis. The b-equation with c0 ¼ G ¼ 0 admits peakon solutions for any b A R,
cf. [18], [27], [28].
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If a ¼ 0 and b ¼ 2, then Eq. (1.2) becomes the well-known KdV equation which de-
scribes the unidirectional propagation of waves at the free surface of shallow water under
the inﬂuence of gravity, cf. [20]. In this model uðt; xÞ represents the wave’s height above a
ﬂat bottom, x is proportional to distance in the direction of propagation and t is propor-
tional to the elapsed time. The KdV equation is completely integrable and its solitary waves
are solitons [40]. The Cauchy problem of the KdV equation has been the subject of a num-
ber of studies, and a satisfactory local or global (in time) existence theory is now in hand
(for example, see [32], [44]). It is shown that the KdV equation is globally well-posed for
u0 A L2ðRÞ, cf. [44]. It is observed that the KdV equation does not accomodate wave break-
ing (by wave breaking we understand that the wave remains bounded while its slope be-
comes unbounded in ﬁnite time [46]).
For b ¼ 2 and G ¼ 0, Eq. (1.2) becomes the Camassa-Holm equation, modelling the
unidirectional propagation of shallow water waves over a ﬂat bottom. Again uðt; xÞ stands
for the ﬂuid velocity at time t in the spatial x direction and c0 is a nonnegative parameter
related to the critical shallow water speed ([4], [20], [29]). The Camassa-Holm equation is
also a model for the propagation of axially symmetric waves in hyperelastic rods ([14],
[16]). It has a bi-Hamiltonian structure ([25], [34]) and is completely integrable ([4], [8]).
Its solitary waves are smooth if c0 > 0 and peaked in the limiting case c0 ¼ 0, cf. [5]. The
orbital stability of the peaked solitons is proved in [13], and that of the smooth solitons in
[15]. The explicit interaction of the peaked solitons is given in [2].
The Cauchy problem for the Camassa-Holm equation has been studied extensively.
It has been shown that this equation is locally well-posed ([9], [35], [43]) for initial data
u0 A HsðRÞ, s > 3=2. More interestingly, it has global strong solutions ([7], [9]) and also
ﬁnite time blow-up solutions ([7], [9], [10], [35]). On the other hand, it has global weak
solutions in H 1ðRÞ ([3], [11], [12], [47]). The advantage of the Camassa-Holm equation in
comparison with the KdV equation lies in the fact that the Camassa-Holm equation has
peaked solitons and models wave breaking ([5], [10]).
If b ¼ 3 and c0 ¼ G ¼ 0 in Eq. (1.2), then we ﬁnd the Degasperis-Procesi equation
[19]. The formal integrability of the Degasperis-Procesi equation was obtained in [17] by
constructing a Lax pair. It has a bi-Hamiltonian structure with an inﬁnite sequence of con-
served quantities and admits exact peakon solutions which are analogous to the Camassa-
Holm peakons [17].
The Degasperis-Procesi equation can be regarded as a model for nonlinear shallow
water dynamics and its asymptotic accuracy is the same as for the Camassa-Holm shallow
water equation ([21], [22]). An inverse scattering approach for computing n-peakon solu-
tions to the Degasperis-Procesi equation was presented in [38]. Its traveling wave solution
was investigated in [33], [45].
The Cauchy problem for the Degasperis-Procesi equation has been studied recently.
Local well-posedness of this equation is established in [50] for initial data u0 A HsðRÞ,
s > 3=2. Similar to the Camassa-Holm equation, the Degasperis-Procesi equation has
also global strong solutions ([23], [36], [51]) and also ﬁnite time blow-up solutions ([23],
[36], [50], [51]). On the other hand, it has global weak solutions in H 1ðRÞ ([23], [51]) and
global entropy weak solutions belonging to the class L1ðRÞXBVðRÞ and to the class
L2ðRÞXL4ðRÞ, cf. [6].
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Although the Degasperis-Procesi equation is similar to the Camass-Holm equation in
several aspects, these two equations are truly di¤erent. One of the novel features of the
Degasperis-Procesi di¤erent from the Camassa-Holm equation is that it has not only
peakon solutions [17] and periodic peakon solutions [52], but also shock peakons [37] and
the periodic shock waves [24].
Despite the abundant literature on the above three special cases of Eq. (1.2), in the
case of a > 0 and b; c0;G A R, the Cauchy problem for Eq. (1.2) seems not have been
discussed so far. The aim of this paper is to establish the local well-posedness for the
b-equation, to derive a precise blowup scenario, to prove that the equation has strong solu-
tions which exist globally in time and blow up in ﬁnite time, and to show the uniqueness
and existence of global weak solution to the equation provided the initial data satisfy cer-
tain sign conditions.
The local well-posedness for Eq. (1.1) is obtained by applying Kato’s semigroup
approach [30]. The local well-posedness results for the Camassa-Holm equation ([9], [43])
and for the Degasperis-Procesi equation (see [50]) are special cases of our result.
Using delicate energy estimates, we present a precise blow-up scenario for Eq. (1.2),
which depends only on the value of b. It not only covers the corresponding results for the
Camassa-Holm equation in [7], [48] and the Degasperis-Procesi equation in [50], but also
presents another di¤erent possible blow-up mechanism, i.e., if b < 1=2, then the solution
to the b-equation (1.2) blows up in ﬁnite time if and only if the slope of the solution
becomes unbounded from above in ﬁnite time. This precise blow-up behaviors of the
b-equations is much more precise than the blow-up scenario lim sup
t!T
kuxkLy ¼ þy, which
is quite a common PDEs blow-up scenario for nonlinear hyperbolic (see [1], [46]).
The derivation of global strong solutions from local results is a matter of a priori
estimates. By using a continuous family of di¤eomorphisms of the line and three di¤erent
conservation laws associated to the b-equation (1.2), we obtain several di¤erent global ex-
istence results for the di¤erent values of b. Two of these global existence results holding for
all b A R are very useful for us to pursue the existence and uniqueness of global weak solu-
tions to the b-equation.
By applying a novel a priori estimate for solutions, which was used ﬁrst for the wave-
breaking of the Degasperis-Procesi equation in [36], we obtain a quite nice blow-up result
for strong solutions to the b-equation for bf 3, provided the initial data is odd and satisﬁes
some sign conditions. Based on the steepening lemma developed in [4], [7], we present
another common blow-up result for strong solutions to the b-equation for 1 < be 3, pro-
vided the slope of the odd initial data is nonpositive. These two blow-up results together
with Theorem 4.3 below give a clear picture for global smooth solutions and blowing-up
smooth solutions of the b-equation for all bf 0.
Referring to an approximation procedure used ﬁrst for the solutions to the Camassa-
Holm equation [12], a partial integration result in Bochner spaces and Helly’s theorem
together with the obtained global existence results and two useful a priori estimates for
strong solutions to Eq. (1.2), we obtain the uniqueness and existence of global weak
solution to the equation provided the initial data satisfy certain sign conditions. The
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obtained theorems provide a suitable mathematical framework to study further peakon
solutions, which appear in the b-equation (1.2) with c0 ¼ G ¼ 0 for any b A R, cf. [18],
[27], [28].
Our paper is organized as follows. In Section 2, we establish the local well-posedness
of the Cauchy problem associated with Eq. (1.2). In Section 3, we derive a precise blow-up
scenario for the b-equation (1.2). In section 4, we investigate the global existence of strong
solutions to Eq. (1.2). In Section 5, we study blow-up phenomena of strong solution to
Eq. (1.2). The last section is devoted to prove the uniqueness and existence of global weak
solution to Eq. (1.2), provided the initial data satisfy certain sign conditions.
2. Local well-posedness
In the section, we establish local well-posedness for Cauchy problem of Eq. (1.1) in
HrðRÞ, r > 3=2.
We ﬁrst introduce some notations. Let  denote the convolution and let
½A;B ¼ AB BA denote the commutator of the linear operators A and B. Let k:kZ denote
the norm of the Banach space Z. For convenience, let k:kr and ð: ; :Þr denote the norm
and the inner product of HrðRÞ, rf 0, respectively. Let X and Y be Hilbert spaces such
that Y is continuously and densely embedded in X and let Q : Y ! X be a topological
isomorphism.
Let a > 0 be given. With y ¼ u a2uxx, Eq. (1.2) takes the form of a quasi-linear
evolution equation of hyperbolic type:
yt þ u G
a2
 
yx þ buxyþ c0 þ G
a2
 
ux ¼ 0; t > 0; x A R;
yð0; xÞ ¼ u0ðxÞ  a2q2xu0ðxÞ; x A R:
8><
>:ð2:1Þ
Note that if pðxÞ :¼ 1
2a
e
x
a

, x A R, then ð1 a2q2xÞ1f ¼ p  f for all f A L2ðRÞ and
p  y ¼ u. Using this relation, we can rewrite Eq. (2.1) as follows:
ð2:2Þ
ut þ u G
a2
 
ux ¼ qx p 
 
b
2
u2 þ ð3 bÞa
2
2
u2x þ c0 þ
G
a2
 
u
!
; t > 0; x A R;
uð0; xÞ ¼ u0ðxÞ; x A R;
8><
>:
or in the equivalent form:
ð2:3Þ
ut þ u G
a2
 
ux ¼ qxð1 a2q2xÞ1
 
b
2
u2 þ ð3 bÞa
2
2
u2x þ c0 þ
G
a2
 
u
!
; t > 0; x A R;
uð0; xÞ ¼ u0ðxÞ; x A R:
8><
>:
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Theorem 2.1. Given u0 A HrðRÞ, r > 3=2, there exists a T ¼ Tða; b; c0;G; ku0krÞ > 0,
and a unique solution u to Eq. (1.1) (or Eq. (2.3)) such that
u ¼ uð; u0Þ A C
½0;TÞ;HrðRÞXC1½0;TÞ;Hr1ðRÞ:
The solution depends continuously on the initial data, i.e. the mapping
u0 ! uð; u0Þ : HrðRÞ ! C
½0;TÞ;HrðRÞXC1½0;TÞ;Hr1ðRÞ
is continuous. Moreover, T may be chosen independent of r in the following sense. If
u ¼ uð; u0Þ A C
½0;TÞ;HrðRÞXC1½0;TÞ;Hr1ðRÞ to Eq. (1.1) (or Eq. (2.3)), and if
u0 A Hr
0 ðRÞ for some r 03 r, r 0 > 3=2, then for the same T ,
u A C
½0;TÞ;Hr 0 ðRÞXC1½0;TÞ;Hr 01ðRÞ:
Furthermore, if u0 A HyðRÞ ¼
T
rf0
HrðRÞ, then u A C½0;TÞ;HyðRÞ.
Proof. Given u A HrðRÞ, r > 3
2
, deﬁne the operator AðuÞ :¼ u G
a2
 
qx. By [48],
Lemma 2.6, we know that AðuÞ is quasi-m-accretive, uniformly on bounded sets inHr1ðRÞ.
Moreover, we have1)
AðuÞ A LHrðRÞ;Hr1ðRÞ
and for all u; z;w A HrðRÞ,
AðuÞ  AðzÞw
r1e m1ku zkr1kwkr:
Deﬁne the operator BðuÞ :¼ ½ð1 q2xÞ
1
2; uqxð1 q2xÞ
1
2. By Lemma 2.7 in [48], we ﬁnd
BðuÞ A LHr1ðRÞ
and for all u; z A HrðRÞ, w A Hr1ðRÞ,
BðuÞ  BðzÞw
r1e m2ku zkrkwkr1:
Deﬁne f ðuÞ ¼ qxð1 a2q2xÞ1
 
b
2
u2 þ ð3 bÞa
2
2
u2x þ c0 þ
G
a2
 
u
!
. Following the
lines of the proof of [49], Lemma 2.8, we can prove that f is bounded on bounded sets
in HrðRÞ, and satisﬁes
k f ðyÞ  f ðzÞkre m3ky zkr; Ey; z A HrðRÞ;ðaÞ
k f ðyÞ  f ðzÞkr1e m4ky zkr1; Ey; z A HrðRÞ:ðbÞ
1) We write LðX ;YÞ for the space of all bounded linear operators mapping X into Y . In case X ¼ Y we
use the notation LðXÞ.
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Set Y ¼ HrðRÞ, X ¼ Hr1ðRÞ, and Q ¼ L ¼ ð1 q2xÞ
1
2. Obviously, Q is an isomor-
phism of Y onto X . Following the proof of [48], Theorem 2.2, in view of Kato’s theory
for abstract quasilinear evolution equation of hyperbolic type, cf. [48], Theorem 2.1, one
can obtain the local well-posedness of Eq. (1.1) (or (2.3)) in HrðRÞ, r > 3=2. Finally, as in
the proof of [48], Theorem 2.3, one can show that T may be chosen independent of r. This
completes the proof of Theorem 2.1. r
Remark 2.1. Theorem 2.1 covers the recent local well-posedness results for the
Camassa-Holm equation [9], [43] and the Degasperis-Procesi equation [50].
3. Precise blow-up scenario
In this section, we present the precise blow-up scenario for solutions to the b-equation
(2.1).
We ﬁrst recall the following two lemmas.
Lemma 3.1 ([31]). If s > 0, then H sðRÞXLyðRÞ is an algebra. Moreover
k fgkse cðk f kLyðRÞkgks þ k f kskgkLyðRÞÞ;
where c is a constant depending only on s.
Lemma 3.2 ([31]). If s > 0, then
k½Ls; f gkL2ðRÞe cðkqx f kLyðRÞkLs1gkL2ðRÞ þ kLsf kL2ðRÞkgkLyðRÞÞ;
where c is a constant depending only on s.
Then we prove the following useful result.
Theorem 3.1. Let a > 0 and u0 A HrðRÞ, r > 3=2 be given and assume that T is the
existence time of the corresponding solution with the initial data u0. If there exists M > 0
such that
kuxðt; xÞkLyðRÞeM; t A ½0;TÞ;
then the H rðRÞ-norm of uðt; Þ does not blow up on ½0;TÞ.
Proof. Let u be the solution to Eq. (1.1) with initial data u0 A HrðRÞ, r > 3=2, and
let T be the maximal existence time of the solution u, which is guaranteed by Theorem 2.1.
Throughout this proof, c > 0 stands for a generic constant depending only on a, r, b and
c0 þ G
a2
 
.
Applying the operator Lr to Eq. (2.3), multiplying by Lru, and integrating over R, we
obtain
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ddt
kuk2r ¼ 2ðuux; uÞr þ
2G
a2
ðux; uÞr þ 2

u; f1ðuÞ

r
þ 2u; f2ðuÞr;ð3:1Þ
where f1ðuÞ ¼ qxð1 a2q2xÞ1
b
2
u2
 
¼ bð1 a2q2xÞ1ðuuxÞ and
f2ðuÞ ¼ qxð1 a2q2xÞ1
 
ð3 bÞa2
2
u2x þ c0 þ
G
a2
 
u
!
:
Let us estimate the ﬁrst term of the right-hand side of Eq. (3.1).2)
jðuux; uÞrj ¼
LrðuqxuÞ;Lru0ð3:2Þ
¼ jð½Lr; uqxu;LruÞ0 þ ðuLrqxu;LruÞ0j
e k½Lr; uqxuk0kLruk0 þ
1
2
jðuxLru;LruÞ0j
e ckuxkLyðRÞ þ
1
2
kuxkLyðRÞ
 
kuk2r
e ckuxkLyðRÞkuk2r :
Here, we applied Lemma 3.2 with s ¼ r. Secondly, we ﬁnd for the second term of the right-
hand side of Eq. (3.1) that
ðux; uÞr ¼ ðLrux;LruÞ0 ¼ ðqxLru;LruÞ0 ¼ 0:ð3:3Þ
Furthermore, we estimate the third term of the right-hand side of Eq. (3.1) in the following
way:
 f1ðuÞ; ur ¼ jbj Lrð1 a2q2xÞ1ðuqxuÞ;Lru0ð3:4Þ
e jbjmaxf1; a2gLr1ðuqxuÞ;Lr1u0
e cjð½Lr1; uqxu;Lr1uÞ0 þ ðuLr1qxu;Lr1uÞ0j
e c k½Lr1; uqxuk0kLr1uk0 þ
1
2
jðuxLr1u;Lr1uÞ0j
 
e c ckuxkLyðRÞ þ
1
2
kuxkLyðRÞ
 
kuk2r1
e ckuxkLyðRÞkuk2r :
Here, we applied Lemma 3.2 with s ¼ r 1. Finally, let us estimate the fourth term of the
right-hand side of Eq. (3.1).
2) A similar estimate for ðuux; uÞr has been derived in [35].
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 f2ðuÞ; ure k f2ðuÞkrkukrð3:5Þ
e c
jð3 bÞa2j
2
ku2xkr1 þ c0 þ
G
a2

 kukr1
 
kukr
e cðkuxkLyðRÞkukr1 þ kukr1Þkukr
e cðkuxkLyðRÞ þ 1Þkuk2r ;
where we again apply Lemma 3.1 with s ¼ r. Combining inequalities (3.2)–(3.5) with (3.1),
we obtain
d
dt
kuk2r e cðM þ 1Þkuk2r :
An application of Gronwall’s inequality yields
kuðtÞk2r e exp

cðM þ 1Þtkuð0Þk2r :ð3:6Þ
This completes the proof of the theorem. r
Next, we present the precise blow-up scenario for the b-equation.
Theorem 3.2. Assume that a > 0 and u0 A HrðRÞ, r > 3=2. If b ¼ 1=2, then every so-
lution will exist globally in time. If b > 1=2, then the solution blows up in ﬁnite time if and
only if the slope of the solution becomes unbounded from below in ﬁnite time. If b < 1=2, then
the solution blows up in ﬁnite time if and only if the slope of the solution becomes unbounded
from above in ﬁnite time.
Proof. Applying Theorem 2.1 and a simple density argument, it su‰ces to
consider the case r ¼ 3. Let T > 0 be the maximal time of existence of the solution
u to Eq. (2.2) with initial data u0 A H 3ðRÞ. From Theorem 2.1 we know that
u A C
½0;TÞ;H 3ðRÞXC1½0;TÞ;H 2ðRÞ.
Multiplying Eq. (2.2) by y ¼ u a2uxx, and integrating by parts, we get
d
dt
Ð
R
y2 dx ¼ 2bÐ
R
y2ux dx 2
Ð
R
uyyx dx ¼ ð1 2bÞ
Ð
R
uxy
2 dx:ð3:7Þ
Here, we used the relations:
Ð
R
yux dx ¼ 0 and
Ð
R
yyx dx ¼ 0. Note that
minf1;
ﬃﬃﬃ
2
p
a; a2gkuðt; Þk2e kyðt; ÞkL2emaxf1;
ﬃﬃﬃ
2
p
a; a2gkuðt; Þk2:ð3:8Þ
From (3.7), we see that if b ¼ 1=2, then we have
kuxðt; ÞkLye kuðt; Þk2e ðminf1;
ﬃﬃﬃ
2
p
a; a2gÞ1kyðt; ÞkL2
¼ ðminf1;
ﬃﬃﬃ
2
p
a; a2gÞ1kyð0; ÞkL2 <y:
This implies, in view of Theorem 3.1, that every solution exists globally in time.
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If b > 1=2 and the slope of the solution is bounded from below or if b < 1=2 and the
slope of the solution is bounded from above on ½0;TÞ  R, then there exists M > 0 such
that
d
dt
Ð
R
y2 dxeM
Ð
R
y2 dx:
By means of Gronwall’s inequality, we have
kyðt; ÞkL2ðRÞe kyð0; ÞkL2ðRÞ expfMtg; Et A ½0;TÞ:
In view of (3.8) and Theorem 3.1, we see that the solution does not blow up in ﬁnite time.
On the other hand, by Theorem 2.1 and Sobolev’s imbedding theorem, we see that if
the slope of the solution becomes unbounded from below or from above in ﬁnite time, then
the solution will blow up in ﬁnite time. This completes the proof of the theorem. r
Remark 3.1. Theorem 3.2 not only covers the corresponding results for the
Camassa-Holm equation in [7], [48] and the Degasperis-Procesi equation in [50], but also
presents another di¤erent possible blow-up mechanism, i.e., if b < 1=2, then the solution
to the b-equation (1.2) blows up in ﬁnite time if and only if the slope of the solution be-
comes unbounded from above in ﬁnite time.
4. Global strong solutions
In this section, we will show that there exist global strong solutions to Eq. (1.2) for
any b A R, provided the initial data u0 and the parameters a, c0, and G satisfy suitable
conditions.
Let u0 A HrðRÞ, r > 3=2. Then there exists a unique solution
u A C
½0;TÞ;HrðRÞXC1½0;TÞ;Hr1ðRÞ
to Eq. (1.1) with initial data u0, deﬁned for the existence time T > 0, cf. Theorem 2.1. Thus,
we can consider the di¤erential equation
qt ¼ uðt; qÞ  G
a2
; t A ½0;TÞ;
qð0; xÞ ¼ x; x A R:
8<
:ð4:1Þ
Solutions to (4.1) may be viewed as Lagrange coordinates associated to the b-equation.
Lemma 4.1. Let u0 A HrðRÞ, r > 3=2, and let T > 0 be the existence time of
the corresponding solution u to Eq. (1.1). Then the Eq. (4.1) has a unique solution
q A C1
½0;TÞ  R;R. Moreover, the map qðt; :Þ is an increasing di¤eomorphism of R
with qxðt; xÞ > 0 for ðt; xÞ A ½0;TÞ  R.
Proof. Due to uðt; xÞ A C1½0;TÞ;Hr1ðRÞ and Hr1ðRÞHCðRÞ, we see that both
functions uðt; xÞ  G
a2
and uxðt; xÞ are bounded, Lipschitz in the space variable x, and of
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class C1 in time. Therefore, well-known classical results in the theory of ordinary di¤eren-
tial equations yield that Eq. (4.1) has a unique solution q A C1
½0;TÞ  R;R. Di¤erentia-
tion of Eq. (4.1) with respect to t yields
d
dt
qx ¼ qxt ¼ uxðt; qÞqx; t A ½0;TÞ;
qxð0; xÞ ¼ 1; x A R:
8<
:ð4:2Þ
The solution to Eq. (4.2) is given by
qxðt; xÞ ¼ exp
Ðt
0
ux

s; qðs; xÞ ds; ðt; xÞ A ½0;TÞ  R:ð4:3Þ
For arbitrarily ﬁxed T 0 A ð0;TÞ, Sobolev’s imbedding theorem implies that
sup
ðs;xÞ A ½0;T 0ÞR
juxðs; xÞj <y:
Thus, we infer from Eq. (4.3) that there exists a constant K > 0 such that qxðt; xÞf etK > 0
for ðt; xÞ A ½0;T 0Þ  R. This completes the proof of the lemma. r
Lemma 4.2. Assume that u0 A HrðRÞ, r > 3=2. Let T > 0 be the existence time of the
corresponding solution u to Eq. (1.1). If b3 0, then we have
y

t; qðt; xÞþ b1 c0 þ G
a2
  
½qxðt; xÞb ¼
 
y0ðxÞ þ b1 c0 þ G
a2
 !
;ð4:4Þ
where ðt; xÞ A ½0;TÞ  R and y ¼ u a2uxx. If c0 þ G
a2
¼ 0, then for all b A R we have
y

t; qðt; xÞ½qxðt; xÞb ¼ y0ðxÞ:ð4:5Þ
Proof. As in the proof of Theorem 3.2 it su‰ces to prove the above lemma for r ¼ 3.
Let T > 0 be the maximal existence time of the solution u with initial data u0 A H 3ðRÞ.
Di¤erentiating the left-hand side of Eq. (4.4) with respect to time variable t, in view of
the relations (4.1), (4.2) and (2.1), we obtain
d
dt
y

t; qðt; xÞþ b1 c0 þ G
a2
  
½qxðt; xÞb
 	
¼ ytðt; qÞ þ yxqt½qxb þ
 
yðt; qÞ þ b1 c0 þ G
a2
 !
b½qxb1qxt
¼
 
ytðt; qÞ þ u G
a2
 
yx þ byðt; qÞuxðt; qÞ þ c0 þ G
a2
 
uxðt; qÞ
!
½qxb
¼ 0:
This proves (4.4). Similarly, we can prove (4.5) and complete the proof of the lemma. r
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Lemma 4.3. Let u0 A HrðRÞ, r > 3=2 be given. If y0 :¼ ðu0  a2u0;xxÞ A L1ðRÞ, then,
as long as the solution uðt; Þ with initial data u0 given by Theorem 2.1 exists, we have
Ð
R
uðt; xÞ dx ¼ Ð
R
u0 dx ¼
Ð
R
y0 dx ¼
Ð
R
yðt; xÞ dx:
Proof. Again it su‰ces to consider the case r ¼ 3. Let T be the maximal time of ex-
istence of the solution u to Eq. (2.2) with initial data u0 A H 3ðRÞ:
Note that u0 ¼ p  y0 and y0 ¼ ðu0  a2u0;xxÞ A L1ðRÞ. By Young’s inequality, we
get
ku0kL1ðRÞ ¼ kp  y0kL1ðRÞe kpkL1ðRÞky0kL1ðRÞe ky0kL1ðRÞ:
Integrating Eq. (2.2) by parts, we get
d
dt
Ð
R
u dx ¼ Ð
R
u G
a2
 
ux dx
Ð
R
qx p 
 
b
2
u2 þ 3 b
2
u2x þ c0 þ
G
a2
 
u
!
dx ¼ 0:
It follows that
Ð
R
u dx ¼ Ð
R
u0 dx:
Due to y ¼ u a2uxx, we have
Ð
R
y dx ¼ Ð
R
u dx a2 Ð
R
uxx dx ¼
Ð
R
u dx
¼ Ð
R
u0 dx ¼
Ð
R
u0 dx a2
Ð
R
u0;xx dx ¼
Ð
R
y0 dx:
This completes the proof of the lemma. r
We now present our ﬁrst global existence results.
Theorem 4.1. Let u0 A HrðRÞ r > 3
2
be given and assume c0 þ G
a2
¼ 0. If
y0 :¼ u0  a2q2xu0 A L1ðRÞ is nonnegative, then the corresponding solution to Eq. (2.2) is
deﬁned globally in time. Moreover, IðuÞ ¼ Ð
R
u dx is a conservation law, and that for all
ðt; xÞ A Rþ  R, we have:
(i) yðt; xÞf 0, uðt; xÞf 0 and
ky0kL1ðRÞ ¼ kyðtÞkL1ðRÞ ¼ kuðt; ÞkL1ðRÞ ¼ ku0kL1ðRÞ:
(ii) kuxðt; ÞkLyðRÞe
1
a
ku0kL1ðRÞ and
kuðt; ÞkLyðRÞe kuðt; Þk1emaxfa; a1ge
jb2jt
2a
ku0kL1ðRÞku0k1:
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Proof. As we mentioned before that we only need to prove the above theorem
for r ¼ 3. Let T > 0 be the maximal existence time of the solution u with initial data
u0 A H 3ðRÞ.
If y0ðxÞf 0, then the identity (4.5) ensures that yðt; xÞf 0 for all t A ½0;TÞ. Noticing
that u ¼ p  y and the positivity of p, we infer that uðt; xÞf 0 for all t A ½0;TÞ. By Lemma
4.3, we obtain
auxðt; xÞ þ
Ðx
y
uðt; xÞ dx ¼ Ðx
y
ðu a2uxxÞ dx ¼
Ðx
y
y dxð4:6Þ
e
Ðy
y
y dx ¼ Ð
R
y0 dx ¼
Ð
R
u0 dx:
Therefore, from (4.6) we ﬁnd that
uxðt; xÞf 1
a
Ð
R
u0 dx ¼  1
a
ku0kL1ðRÞ; Eðt; xÞ A ½0;TÞ  R:ð4:7Þ
On the other hand, by yðt; xÞf 0 for all t A ½0;TÞ, we obtain
auxðt; xÞ 
Ðx
y
u dx ¼  Ðx
y
ðu a2uxxÞ dx ¼ 
Ðx
y
y dxe 0:
By the above inequality and uðt; xÞf 0 for all t A ½0;TÞ, we get
uxðt; xÞe 1
a
Ðx
y
u dxe
1
a
Ð
R
u dx ¼ 1
a
Ð
R
u0 dx ¼ 1
a
ku0kL1ðRÞ:ð4:8Þ
Thus, (4.7) and (4.8) imply that
juxðt; xÞje kuxðt; ÞkLyðRÞe
1
a
ku0kL1ðRÞ; Eðt; xÞ A ½0;TÞ  R:ð4:9Þ
By Theorem 3.2 and (4.9), we deduce that T ¼y. Recalling ﬁnally Lemma 4.3, we get as-
sertion (i).
Multiplying (1.1) by u and integrating by parts, we obtain
1
2
d
dt
Ð
R

u2ðt; xÞ þ a2u2xðt; xÞ

dxð4:10Þ
¼ a2 Ð
R
ðu2uxxx þ buuxuxxÞ dx
¼ 1 b
2
 
a2
Ð
R
u3x dxe 1
b
2

 kuxðt; ÞkLyðRÞ Ð
R
a2u2x dx:
In view of (4.9)–(4.10), an application of Gronwall’s inequality leads to
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Ð
R
u2ðt; xÞ þ a2u2xðt; xÞ
 
dxe e
j2bjt
a
ku0kL1ðRÞ Ð
R
ðu20 þ a2u20;xÞ dx:ð4:11Þ
Consequently,
kuðt; Þk1emaxfa; a1ge
j2bjt
2a
ku0kL1ðRÞku0k1:ð4:12Þ
On the other hand,
u2ðt; xÞ ¼ Ðx
y
2uux dxe
Ð
R
ðu2 þ u2xÞ dx ¼ kuðt; Þk21:ð4:13Þ
Combining (4.12) with (4.13), we obtain assertion (ii). This completes the proof of the
theorem. r
In a similar way to the proof of Theorem 4.1, we can get the following global exis-
tence result.
Theorem 4.2. Let u0 A HrðRÞ, r > 3
2
be given and assume that c0 þ G
a2
¼ 0. If
y0 :¼ u0  a2q2xu0 A L1ðRÞ is nonpositive, then the corresponding solution to Eq. (2.2) is
deﬁned globally in time. Moreover, IðuÞ ¼ Ð
R
u dx is a conservation law, and that for all
ðt; xÞ A Rþ  R, we have:
(i) yðt; xÞe 0, uðt; xÞe 0 and
ky0kL1ðRÞ ¼ kyðtÞkL1ðRÞ ¼ kuðt; ÞkL1ðRÞ ¼ ku0kL1ðRÞ:
(ii) kuxðt; ÞkLyðRÞe
1
a
ku0kL1ðRÞ and
kuðt; ÞkLyðRÞe kuðt; Þk1emaxfa; a1ge
jb2jt
2a
ku0kL1ðRÞku0k1:
Remark 4.1. Theorems 4.1–4.2 cover the global existence results of strong solutions
to the Camassa-Holm equation in [9] and the Degasperis-Procesi equation in [51].
We now present a further result on global existence for the b-equation.
Theorem 4.3. Let 0e be 1 and c0 þ G
a2
¼ 0 be given and assume that
u0 A HrðRÞXW 2; 1bðRÞ, r > 3
2
. Then the corresponding solution to Eq. (2.2) is deﬁned glob-
ally in time.
Proof. It su‰ces to prove the above theorem for r ¼ 3. Let u0 A H 3ðRÞ, and let
T > 0 be the maximal existence time of the solution u with initial data u0. By (4.5) in
Lemma 4.2, we get the following conservative quantities [27]:
kyðt; xÞk
L
1
bðRÞ ¼ kyð0; xÞkL1bðRÞ if 0 < be 1;ð4:14Þ
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and
kyðt; xÞkLyðRÞ ¼ kyð0; xÞkLyðRÞ if b ¼ 0:ð4:15Þ
Set p ¼ 1=b if 0 < be 1 and p ¼ þy if b ¼ 0. Note that u a2uxx ¼ yðt; xÞ. By the Lp-
theory for linear elliptic equations (see e.g. [26]), we obtain uðt; Þ AW 2;pðRÞ. By Sobolev
imbedding theorem, we see that for pf 1, W 2;pðRÞHC1BðRÞ. Thus, (4.14) and (4.15) im-
ply that kuxðt; ÞkLyðRÞ is uniformly bounded for all t A ½0;TÞ. By Theorem 3.1, we deduce
that the corresponding solution to Eq. (2.2) is deﬁned globally in time. This completes the
proof of the theorem. r
We ﬁnally o¤er a fourth global existence result.
Theorem 4.4. Let b ¼ 1=2n, for some n ¼ 1; 2; . . . and assume that c0 ¼ G ¼ 0. If
u0 A HrðRÞXW 3;1bðRÞ, r > 3=2, then the corresponding solution to Eq. (2.2) is deﬁned glob-
ally in time.
Proof. Again we consider only the case r ¼ 3. Let u0 A H 3ðRÞ, and let T > 0 be the
maximal existence time of the solution u with initial data u0. Note that if c0 ¼ G ¼ 0 and
b3 0, then we have the following conservation law (see [18]):
Ð
R
y
1
bðt; xÞ y
2
xðt; xÞ
b2y2ðt; xÞ þ 1
 
dx ¼ Ð
R
y
1
bð0; xÞ y
2
xð0; xÞ
b2y2ð0; xÞ þ 1
 
dx:ð4:16Þ
Since b ¼ 1=2n, for some n ¼ 1; 2; . . . , it follows from (4.16) and Ho¨lder’s inequality
that
Ð
R
y2n2ðt; xÞ y2xðt; xÞ þ 4n2y2ðt; xÞ
 
dxð4:17Þ
¼ Ð
R
y2n2ð0; xÞ y2xð0; xÞ þ 4n2y2ð0; xÞ
 
dx
e kyð0; xÞk2n2L2nðRÞkyxð0; xÞk2L2nðRÞ þ 4n2kyð0; xÞk2nL2nðRÞ:
By the Lp theory for linear elliptic equations and Sobolev imbedding theorem, in view of
(4.17), we conclude that kuxðt; ÞkLyðRÞ is uniformly bounded for all t A ½0;TÞ. By Theorem
3.1, we deduce that the corresponding solution to Eq. (1.1) is deﬁned globally in time. This
completes the proof of the theorem. r
5. Blow-up results
In this section we address the question of the formation of singularities for solutions
to Eq. (1.1). We will present two blow-up results for the b-equation.
Let us ﬁrst consider the following situation.
Theorem 5.1. Let u0 A HrðRÞ, r > 3=2 be given and assume that c0 ¼ G ¼ 0 and
bf 3. If u0E 0 is odd such that
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y0ðxÞ ¼ u0ðxÞ  a2u0;xxðxÞf 0 for xe 0;
y0ðxÞ ¼ u0ðxÞ  a2u0;xxðxÞe 0 for xf 0;

then the corresponding solution to Eq. (2.2) blows up in ﬁnite time. Moreover, the maximal
existence time of the corresponding solution is strictly less than 1=uxð0; 0Þ.
Proof. Again, we only need to show that the above theorem holds for r ¼ 3. Let
T > 0 be the maximal time of existence of the solution u to Eq. (2.2) with the initial data
u0 A H 3ðRÞ:
Di¤erentiating Eq. (2.2) with respect to x, in view of a2q2x p  f ¼ p  f  f and
c0 ¼ G ¼ 0, we have
utx ¼ uuxx þ b
2a2
u2 þ 1 b
2
u2x 
1
a2
p  b
2
u2 þ ð3 bÞa
2
2
u2x
 
:ð5:1Þ
Note that if c0 ¼ G ¼ 0, then Eq. (2.2) possesses the symmetry ðu; xÞ ! ðu;xÞ. Since
u0ðxÞ is odd, the uniqueness of solutions implies that uðt; xÞ is odd too. By y ¼ u a2ux,
we know that yðt; xÞ is also odd. Furthermore, we have
utxðt; 0Þ ¼ 1 b
2
u2xðt; 0Þ 
1
a2
p  b
2
u2 þ ð3 bÞa
2
2
u2x
 
ðt; 0Þ:ð5:2Þ
Since the function qðt; xÞ is an increasing di¤eomorphism of R with qxðt; xÞ > 0 with re-
spect to t, we infer from the assumption of the theorem and (4.5) in Lemma 4.2 that for
t A ½0;TÞ, we obtain
yðt; xÞf 0 if xe qðt; 0Þ ¼ 0;
yðt; xÞe 0 if xf qðt; 0Þ ¼ 0;

ð5:3Þ
and y

t; qðt; 0Þ ¼ 0, t A ½0;TÞ. By u ¼ p  y, we have
uðt; xÞ ¼ 1
2a
e
x
a
Ðx
y
e
x
ayðt; xÞ dxþ 1
2a
e
x
a
Ðy
x
e
x
ayðt; xÞ dx:ð5:4Þ
Di¤erentiating Eq. (5.4) with respect to x yields for ðt; xÞ A ½0;TÞ  R;
auxðt; xÞ ¼  1
2a
e
x
a
Ðx
y
e
x
ayðt; xÞ dxþ 1
2a
e
x
a
Ðy
x
e
x
ayðt; xÞ dx:ð5:5Þ
From (5.4) and (5.5), we conclude that
u2ðt; xÞ  a2u2xðt; xÞ ¼
1
a2
Ðx
y
e
x
ayðt; xÞ dxÐy
x
e
x
ayðt; xÞ dx:ð5:6Þ
By the deﬁnition of pðxÞ, we have
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p  ðu2  a2u2xÞðt; 0Þ ¼
1
2a
Ðy
y
e
h
aj ju2ðt; hÞ  a2u2hðt; hÞ dhð5:7Þ
¼ 1
2a
Ð0
y
e
h
a

u2ðt; hÞ  a2u2hðt; hÞ

dh
þ 1
2a
Ðy
0
e
h
a

u2ðt; hÞ  a2u2hðt; hÞ

dh:
Further, we deduce from (5.3) and (5.6) that
Ð0
y
e
h
a

u2ðt; hÞ  a2u2hðt; hÞ

dhð5:8Þ
¼ 1
a2
Ð0
y
e
h
a
Ðy
h
e
x
ayðt; xÞ dx
 Ðh
y
e
x
ayðt; xÞ dx

dh
¼ 1
a2
Ð0
y
e
h
a
Ðy
0
e
x
ayðt; xÞ dx
 Ðh
y
e
x
ayðt; xÞ dx

dh
þ 1
a2
Ð0
y
e
h
a
Ð0
h
e
x
ayðt; xÞ dx
 Ðh
y
e
x
ayðt; xÞ dx

dh
f
1
a2
Ð0
y
e
h
a
Ðy
0
e
x
ayðt; xÞ dx
 Ðh
y
e
x
ayðt; xÞ dx

dh
f
1
a
Ðy
0
e
x
ayðt; xÞ dx Ð0
y
e
x
ayðt; xÞ dx
¼ au2ðt; 0Þ  a2u2xðt; 0Þ:
Similarly, one can prove that
Ðy
0
e
h
a

u2ðt; hÞ  a2u2hðt; hÞ

dhf a u2ðt; 0Þ  a2u2xðt; 0Þ
 
:ð5:9Þ
Combining (5.7)–(5.9), in view of the oddness of uðt; xÞ, we obtain
p  ðu2  a2u2xÞðt; 0Þf u2ðt; 0Þ  a2u2xðt; 0Þ ¼ a2u2xðt; 0Þ:ð5:10Þ
By (5.2) and (5.10), we have
utxðt; 0Þ ¼ 1 b
2
u2xðt; 0Þ 
1
a2
p  b
2
u2 þ ð3 bÞa
2
2
u2x
 
ðt; 0Þð5:11Þ
¼ 1 b
2
u2xðt; 0Þ 
b 3
2a2
p  ðu2  a2u2xÞðt; 0Þ 
3
2a2
p  ðu2Þðt; 0Þ
eu2xðt; 0Þ:
The assumptions of the theorem and (5.4) imply now
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uxð0; 0Þ ¼  1
2a2
Ð0
y
e
h
ay0ðhÞ dhþ 1
2a2
Ðy
0
e
h
ay0ðhÞ dh < 0:
It then follows from (5.11) that
uxðt; 0Þe uxð0; 0Þ < 0; Et A ½0;TÞ:
Thus, solving the di¤erential inequality (5.11), we get
1
uxð0; 0Þ 
1
uxðt; 0Þ þ te 0; Et A ½0;TÞ:
Note that  1
uxðt; 0Þ > 0. Thus we have
T <  1
uxð0; 0Þ :
This completes the proof of the theorem. r
Theorem 5.2. Let u0 A HrðRÞ, r > 3=2 be given and assume that c0 ¼ G ¼ 0 and
1 < be 3. If uð0; xÞE 0 is odd and uxð0; 0Þe 0, then the corresponding solution to Eq.
(2.2) blows up in ﬁnite time. Moreover, if uxð0; 0Þ < 0, then the maximal existence time of
the corresponding solution is strictly less than  2ðb 1Þuxð0; 0Þ .
Proof. As before, we only consider the case r ¼ 3. Let T > 0 be the maximal time of
existence of the solution u to Eq. (2.2) with the initial data u0 A H 3ðRÞ. Since u0ðxÞ is odd, it
follows that uðt; xÞ is odd as well. By y ¼ u uxx, we know that yðt; xÞ is odd. Following
the same arguments as in the proof of Theorem 5.1, we see that Eq. (5.2) is also valid in the
present situation. Since 1 < be 3, it follows from (5.2) that
utxðt; 0Þe b 1
2
u2xðt; 0Þð5:12Þ
and
utxðt; 0Þe b
2a2
p  ðu2Þðt; 0Þ:ð5:13Þ
By the uniqueness of uðt; xÞ and the assumption uð0; xÞE 0, we have
 b
2a2
p  ðu2Þðt; 0Þ < 0; Et A ½0;TÞ:ð5:14Þ
If uxð0; 0Þe 0, then the continuity of uxðt; 0Þ together with (5.13) and (5.14) ensure that
there exists t1 A ½0;TÞ such that uxðt1; 0Þ < 0. Thus, following the same arguments at the
end of Theorem 5.1, we get the desired conclusions. r
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Remark 5.1. Theorems 5.1–5.2 show that there exist smooth solutions to the b-
equation for any b > 1 that blow up in ﬁnite time, while Theorem 4.3 shows that in the
case 0e be 1 every smooth solution to the b-equation exists globally in time. This gives
a clear picture for global smooth solutions and blowing-up smooth solutions of the b-
equation for all bf 0.
Remark 5.2. By Theorems 4.1–4.2 and Theorems 5.1–5.2, we see that the lifespan
of strong solutions of the b-equation for b > 1 is not a¤ected by the smoothness of the
initial data, but by the shape of the initial data.
Remark 5.3. Up to now, we were not able to present a clear picture for global
smooth solutions and blowing-up smooth solutions of the b-equation for negative values
of b. This will be the topic of further research.
6. Global weak solutions
In this section, we ﬁrst recall a result on partial integration in Bochner spaces, see e.g.
[39] and useful approximation lemmas presented in [12]. We then show that there exists a
unique global weak solution to Eq. (1.1) provided the initial data u0 satisﬁes certain sign
conditions.
Let us introduce some notations. The duality bracket between H 1ðRÞ and H1ðRÞ is
always denoted by h ; i. We write MðRÞ for the space of Radon measures on R with
bounded total variation. The cone of positive measures is denoted by MþðRÞ. Let BVðRÞ
stand for the space of functions with bounded variation and write Vð f Þ for the total varia-
tion of f A BVðRÞ. Finally, let frngnf1 denote the molliﬁers
rnðxÞ :¼
Ð
R
rðxÞ dx
1
nrðnxÞ; x A R; nf 1;
where r A Cyc ðRÞ is deﬁned by
rðxÞ :¼ e
1
x21; for jxj < 1;
0; for jxjf 1:
(
Note that Eq. (1.2) has peakon solutions with corners at their peaks, cf. [18], [27],
[28]. Obviously, such solutions are not strong solutions to Eq. (2.2). In order to provide a
mathematical framework for the study of peakon solutions, we shall give the notion of
weak solutions to Eq. (2.2).
Let us return to Eq. (2.2). If we set
FðuÞ :¼ u
2
2
 G
a2
u
 !
þ p 
 
b
2
u2 þ 3 b
2
u2x þ c0 þ
G
a2
 
u
!
;
then Eq. (2.2) can be rewritten as the conservation law
ut þ FðuÞx ¼ 0; uð0; xÞ ¼ u0; t > 0; x A R:
68 Escher and Yin, b-equation
Bereitgestellt von | Technische Informationsbibliothek (TIB)
Angemeldet
Heruntergeladen am | 11.02.16 09:36
In order to introduce the notion of weak solutions to the b-equation, let c A Cy0
½0;TÞ  R
denote the set of all the restrictions to ½0;TÞ  R of smooth functions on R2 with compact
support contained in ðT ;TÞ  R.
Deﬁnition 6.1. Let u0 A H 1ðRÞ. If u belongs to Lyloc
½0;TÞ;H 1ðRÞ and satisﬁes the
identity
ÐT
0
Ð
R

uct þ FðuÞcx

dx dtþ Ð
R
u0ðxÞcð0; xÞ dx ¼ 0
for all c A Cy0
½0;TÞ  R, then u is called a weak solution to Eq. (2.2). If u is a weak
solution on ½0;TÞ for every T > 0, then it is called global weak solution to Eq. (2.2) (or
Eq. (1.2)).
The following proposition is standard.
Proposition 6.1. (i) Every strong solution is a weak solution.
(ii) If u is a weak solution and u A C
½0;TÞ;HrðRÞXC1½0;TÞ;Hr1ðRÞ, r > 3=2,
then it is a strong solution.
Let us now prepare the construction of global weak solutions.
Lemma 6.1 ([39]). Let T > 0. If
f ; g A L2
ð0;TÞ;H 1ðRÞ and df
dt
;
dg
dt
A L2
ð0;TÞ;H1ðRÞ;
then f , g are a.e. equal to a function continuous from ½0;T  into L2ðRÞ and
h f ðtÞ; gðtÞi h f ðsÞ; gðsÞi ¼ Ðt
s
df ðtÞ
dt
; gðtÞ

 
dtþ Ðt
s
dgðtÞ
dt
; f ðtÞ

 
dt
for all s; t A ½0;T .
Lemma 6.2 ([12]). Let f : R! R be uniformly continuous and bounded. If m AMðRÞ,
then
krn  mkL1ðRÞe krnkL1ðRÞkmkMðRÞe kmkMðRÞ
and
½rn  ð f mÞ  ðrn  f Þðrn  mÞ ! 0; as n !y in L1ðRÞ:
Lemma 6.3 ([12]). Let f : R! R be uniformly continuous and bounded. If g A LyðRÞ,
then
½rn  ð fgÞ  ðrn  f Þðrn  gÞ ! 0; as n !y in LyðRÞ:
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Lemma 6.4 ([12]). Assume that uðt; Þ is uniformly bounded in W 1;1ðRÞ for all t A Rþ.
Then for a.e. t A Rþ
d
dt
Ð
R
jrn  uj dx ¼
Ð
R
ðrn  utÞ sgnðrn  uÞ dx
and
d
dt
Ð
R
jrn  uxj dx ¼
Ð
R
ðrn  uxtÞ sgnðrn  uxÞ dx:
For the proof of Lemma 6.4 we refer to the arguments in [12], pages 55–56.
Let us ﬁrst present an existence result for global weak solutions.
Theorem 6.1. Let u0 A H 1ðRÞ be given and assume further that c0 þ G
a2
¼ 0 and
ðu0  a2u0;xxÞ AMþðRÞ:
Then Eq. (2.2) has a weak solution
u AW 1;yðRþ  RÞXLyloc

Rþ;H 1ðRÞ

with initial data uð0Þ ¼ u0 and

uðt; Þ  a2uxxðt; Þ

AMþðRÞ
is uniformly bounded for all t A Rþ. Moreover, IðuÞ is a conservation law.
Proof. Let u0 A H 1ðRÞ and assume that y0 :¼ u0  a2u0;xx AMþðRÞ. Note that
u0 ¼ p  y0. Thus, given f A LyðRÞ, we have
ku0kL1ðRÞ ¼ kp  y0kL1ðRÞ ¼ sup
k f kLyðRÞe1
Ð
R
f ðxÞ Ð
R
pðx xÞ dy0ðxÞ dxð6:1Þ
¼ sup
k f kLyðRÞe1
Ð
R
ðp  f ÞðxÞ dy0ðxÞ
e sup
k f kLyðRÞe1
kp  f kLyðRÞky0kMðRÞ
e sup
k f kLyðRÞe1
kpkL1ðRÞk f kLyðRÞky0kMðRÞ ¼ ky0kMðRÞ:
We ﬁrst prove that there exists a solution u with initial data u0, which belongs to
W 1;yloc ðRþ  RÞXLyloc

Rþ;H 1ðRÞ

, satisfying Eq. (2.1) in the sense of distributions.
Let us deﬁne un0 :¼ rn  u0 A HyðRÞ for nf 1. Obviously, we have
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un0 ! u0 in H 1ðRÞ for n !yð6:2Þ
and
kun0k1 ¼ krn  u0k1e ku0k1; Enf 1;
kun0kL1ðRÞ ¼ krn  u0kL1ðRÞe ku0kL1ðRÞ; Enf 1;
ð6:3Þ
in view of Young’s inequality. Note that for all nf 1,
yn0 :¼ un0  a2un0;xx ¼ rn  ðy0Þf 0:
Referring to the proof of (6.1), we have
kyn0kL1ðRÞ ¼ krn  y0kL1ðRÞe ky0kMðRÞ; Enf 1:ð6:4Þ
By Theorem 2.1 and Theorem 4.1, in view of the assumption c0 þ G
a2
¼ 0, we obtain that
there exists a unique strong solution to Eq. (2.2),
un ¼ unð:; un0Þ A C
½0;yÞ;HrðRÞXC1½0;yÞ;Hr1ðRÞ; Erf 3:
Using Theorem 4.1 (i)–(ii), Young’s inequality and (6.3), we obtain
unðtÞ  G
a2
 
unxðtÞ


L2ðRÞ
ð6:5Þ
e unðtÞ  G
a2


LyðRÞ
kunxðtÞkL2ðRÞ
e kunðtÞk21 þ
G
a2

 kunðtÞk1
emaxfa2; a2gejb2jta ku0kL1ðRÞku0k21 þ
G
a2

maxfa; a1gejb2jt2a ku0kL1ðRÞku0k1;
for all tf 0 and nf 1. By Young’s inequality and Theorem 4.1 (i)–(ii), we get
qx p  b
2
½unðtÞ2 þ ð3 bÞa
2
2
½unxðtÞ2
 

L2ðRÞ
ð6:6Þ
e kpxkL2ðRÞmax
jbj
2
;
j3 bja2
2
 	
kunðtÞk21
e kpxkL2ðRÞmax
jbj
2
;
j3 bja2
2
 	
maxfa2; a2gejb2jta ku0kL1ðRÞku0k21;
for all tf 0 and nf 1. Based on (6.5) and (6.6) and Eq. (2.2), we ﬁnd
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ddt
unðtÞ


L2ðRÞ
ð6:7Þ
e kpxkL2ðRÞmax
jbj
2
;
j3 bja2
2
 	
þ 1
 
maxfa2; a2ge
jb2jt
a
ku0kL1ðRÞku0k21
þ G
a2

maxfa; a1gejb2jt2a ku0kL1ðRÞku0k1;
for all tf 0 and nf 1. In view of (6.6) and (6.7), we get
ÐT
0
Ð
R
½unðt; xÞ2 þ ½unxðt; xÞ2 þ ½unt ðt; xÞ2 dx dteM;ð6:8Þ
where M is a positive constant depending only on b, a, T , kpxkL2ðRÞ, and ku0k1. It
then follows from (6.8) that the sequence fungnf1 is uniformly bounded in the space
H 1
ð0;TÞ  R. Thus, we can extract a subsequence such that
unk * u weakly in H 1
ð0;TÞ  R for nk !yð6:9Þ
and
unk ! u a:e: on ð0;TÞ  R for nk !y;ð6:10Þ
for some u A H 1
ð0;TÞ  R. By Theorem 4.1 (i)–(ii) and (6.3), we have that for ﬁxed
t A ð0;TÞ, the sequence unkx ðt; Þ A BVðRÞ satisﬁes
V½unkx ðt; Þ ¼ kunkxxkL1ðRÞ
e a2kunkðt; ÞkL1ðRÞ þ a2kynkðt; ÞkL1ðRÞe 2a2ky0kMðRÞ
and
kunkx ðt; ÞkLyðRÞe
1
a
kunk0 kL1ðRÞe
1
a
ku0kL1ðRÞe a1ky0kMðRÞ:ð6:11Þ
Applying Helly’s theorem, cf. [42], we conclude that there exists a subsequence, denoted
again funkx ðt; Þg, which converges at every point to some function vðt; Þ of ﬁnite variation
with
V

vðt; Þe 2a2ky0kMðRÞ:
Since for almost all t A ð0;TÞ, unkx ðt; Þ ! uxðt; Þ in D 0ðRÞ in view of (6.10), it follows
that vðt; Þ ¼ uxðt; Þ for a.e. t A ð0;TÞ. Therefore, we have
unkx ðt; Þ ! uxðt; Þ a:e: on ð0;TÞ  R for nk !y;ð6:12Þ
and for a.e. t A ð0;TÞ,
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V½uxðt; Þ ¼ kuxxkMðRÞe 2a2ky0kMðRÞ:ð6:13Þ
By Theorem 4.1 (i)–(ii), we have
b
2
½unðtÞ2 þ ð3 bÞa
2
2
½unxðtÞ2


L2ðRÞ
e
jbj
2
kunðtÞkL2ðRÞkunðtÞkLyðRÞ þ
j3 bja2
2
kunxðtÞkL2ðRÞkunxðtÞkLyðRÞ
e
jbj
2
kunðtÞkLyðRÞ þ
j3 bja2
2
kunxðtÞkLyðRÞ
 
kunðtÞk1
e
jbj
2
maxfa2; a2gejb2jta ku0kL1ðRÞku0k21
þ j3 bja
2
ku0kL1ðRÞmaxfa; a1ge
jb2jt
2a
ku0kL1ðRÞku0k1:
From the above inequality, we see that for ﬁxed t A ð0;TÞ the sequence
b
2
½unðtÞ2 þ ð3 bÞa
2
2
½unxðtÞ2
 	
nf1
is uniformly bounded in L2ðRÞ. Therefore, it has a subsequence
b
2
½unkðtÞ2 þ ð3 bÞa
2
2
½unkx ðtÞ2
 	
nkf1
which converges weakly in L2ðRÞ. By (6.10) and (6.12), we deduce that the weak L2ðRÞ-
limit is
b
2
½uðt; Þ2 þ ð3 bÞa
2
2
½uxðt; Þ2:
Since px A L2ðRÞ, it follows that
qx p  b
2
½unkðtÞ2 þ ð3 bÞa
2
2
½unkx ðtÞ2
 
! qx p  b
2
u2 þ ð3 bÞa
2
2
u2x
 
as nk !y:
Thus, in view of (6.10), (6.12) and the above inequality, we obtain that u satisﬁes Eq. (2.2)
with c0 þ G
a2
 
¼ 0 in D 0ð0;TÞ  R.
Since unkt ðt; Þ is uniformly bounded in L2ðRÞ and kunkðt; Þk1 has a uniform bound
for all t A ½0;TÞ and all nf 1, we have that the family t 7! unkðt; Þ A H 1ðRÞ is weakly equi-
continuous on ½0;T . An application of the Arzela-Ascoli theorem yields that funkg has a
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subsequence, denoted again funkg, which converges weakly in H 1ðRÞ, uniformly in
t A ½0;TÞ. The limit function is u. Since T is arbitrary, it follows that u is locally and weakly
continuous from Rþ into H 1ðRÞ i.e. u A Cw; loc

Rþ;H 1ðRÞ

:
Note that for a.e. t A Rþ, unkðt; Þ* uðt; Þ weakly in H 1ðRÞ. By Theorem 4.1 (i)–(ii),
we have
kuðt; ÞkLyðRÞe kuðt; Þk1e lim infnk!y ku
nkðt; Þk1ð6:14Þ
emaxfa; a1gejb2jt2a ku0kL1ðRÞku0k1;
for a.e. t A Rþ. The above inequality implies that
u A LylocðRþ  RÞXLyloc

Rþ;H 1ðRÞ

:
Combining (6.11) with (6.12), we get
ux A L
yðRþ  RÞ:ð6:15Þ
Next, we prove that IðuÞ is a conservation law, that

uðt; Þ  a2uxxðt; Þ

AMþðRÞ
is uniformly bounded on R, and that uðt; xÞ AW 1;yðRþ  RÞ.
Since u solves Eq. (2.2) in distributional sense, we have
rn  ut þ rn  ðuuxÞ þ rn  qx p 
b
2
u2 þ ð3 bÞa
2
2
u2x
 
¼ 0;
for a.e. t A Rþ. Integrating the above equation with respect to x on R, we obtain
d
dt
Ð
R
rn  u dxþ
Ð
R
rn  ðuuxÞ dxþ
Ð
R
rn  qx p 
b
2
u2 þ ð3 bÞa
2
2
u2x
 
dx ¼ 0:
Integration by parts yields
d
dt
Ð
R
rn  u dx ¼ 0; t A Rþ; nf 1:
Applying now Lemma 6.1, we get
Ð
R
rn  uðt; Þ dx ¼
Ð
R
rn  u0ðÞ dx:
Note that
lim
n!y krn  uðt; Þ  uðt; ÞkL1ðRÞ ¼ limn!y krn  u0  u0kL1ðRÞ ¼ 0:
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It follows that for a.e. t A Rþ,Ð
R
uðt; Þ dx ¼ lim
n!y
Ð
R
rn  uðt; Þ dx ¼ lim
n!y
Ð
R
rn  u0 dx ¼
Ð
R
u0 dx
showing that I

uðtÞ ¼ Ð
R
u dx is a conservation law.
Note that L1ðRÞH LyðRÞH C0ðRÞ ¼ MðRÞ. By (6.13) and the conservation
law IðuÞ, we get that
kuðt; Þ  a2uxxðt; ÞkMðRÞe kuðt; ÞkL1ðRÞ þ a2kuxxðt; ÞkMðRÞ
e ku0kL1ðRÞ þ 2ky0kMðRÞe 3ky0kMðRÞ;
for a.e. t A Rþ. The above inequality shows that
uðt; Þ  a2uxxðt; Þ

AMðRÞ
is uniformly bounded on Rþ. For ﬁxed T > 0, in view of (6.10) and (6.12), we have
½unkðt; Þ  a2unkxxðt; Þ ! ½uðt; Þ  a2uxxðt; Þ in D 0ðRÞ for n !y;
for a.e. t A ½0;TÞ. Since unkðt; xÞ  a2unkxxðt; xÞf 0 for all ðt; xÞ A Rþ  R, we obtain that
uðt; Þ  a2uxxðt; Þ

AMþðRÞ for a.e. t A Rþ.
Note that uðt; xÞ ¼ p  uðt; xÞ  a2uxxðt; xÞ. Thus we get
juðt; xÞj ¼ p  uðt; xÞ  a2uxxðt; xÞ
e kpkLyðRÞkuðt; Þ  a2uxxðt; ÞkMðRÞe
3
2a
ky0kMðRÞ:
This shows that uðt; xÞ AW 1;yðRþ  RÞ in view of (6.15), and completes the proof of the
theorem. r
We now present a uniqueness result for global weak solutions.
Theorem 6.2. Let u0 A H 1ðRÞ be given. Assume that c0 þ G
a2
¼ 0 and let
u; v AW 1;yðRþ  RÞXLyloc

Rþ;H 1ðRÞ

be two global weak solutions of (2.2) with initial data u0. Assume further that
uðt; Þ  a2uxxðt; Þ

AMþðRÞ and vðt; Þ  a2vxxðt; Þ AMþðRÞ are uniformly bounded
on Rþ. Then u ¼ v for a.e. ðt; xÞ A Rþ  R.
Proof. Set
N :¼ sup
t ARþ
fkuðt; Þ  a2uxxðt; ÞkMðRÞ þ kvðt; Þ  a2vxxðt; ÞkMðRÞg:
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By the assumption of the theorem, we have that N <y. Thus, for all ðt; xÞ A Rþ  R, we
obtain
juðt; xÞj ¼ p  uðt; Þ  a2uxxðt; Þð6:16Þ
e kpkLyðRÞkuðt; Þ  a2uxxðt; ÞkMðRÞe
N
2a
and
juxðt; xÞj ¼
px  uðt; Þ  a2uxxðt; Þð6:17Þ
e kpxkLyðRÞkuðt; Þ  a2uxxðt; ÞkMðRÞe
N
2a2
:
Similarly, we can obtain
jvðt; Þje N
2a
; jvxðt; Þje N
2a2
; ðt; xÞ A Rþ  R:ð6:18Þ
In view of (6.1), we have
kuðt; ÞkL1ðRÞ ¼ kp  ½uðt; Þ  a2uxxðt; ÞkL1ðRÞe kpkL1ðRÞN ¼ N;
kuxðt; ÞkL1ðRÞ ¼ kpx  ½uðt; Þ  a2uxxðt; ÞkL1ðRÞe kpxkL1ðRÞN ¼
N
a
;
kvðt; ÞkL1ðRÞeN; and kvxðt; ÞkL1ðRÞe
N
a
;
ð6:19Þ
for all tf 0. Let us now set
wðt; Þ ¼ uðt; Þ  vðt; Þ; ðt; xÞ A Rþ  R;
and ﬁx T > 0. Convoluting Eq. (2.2) for u and v with rn and using Lemma 6.4, we obtain
that
d
dt
Ð
R
jrn  wj dx ¼
Ð
R
ðrn  wtÞ sgnðrn  wÞ dx
¼ Ð
R
½rn  ðwuxÞ sgnðrn  wÞ dx
Ð
R
½rn  ðvwxÞ sgnðrn  wÞ dx
 G
a2
Ð
R
ðrn  wxÞ sgnðrn  wÞ dx
 b
2
Ð
R

rn  px  ½wðuþ vÞ

sgnðrn  wÞ dx
 ð3 bÞa
2
2
Ð
R

rn  px  ½wxðux þ vxÞ

sgnðrn  wÞ dx;
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for a.e. t A ½0;T  and all nf 1. Using (6.14), (6.16)–(6.19), Young’s inequality and Lemmas
6.2–6.3 and following the procedure described in [12], page 56–57, we deduce that
d
dt
Ð
R
jrn  wj dx ¼ C
Ð
R
jrn  wj dxþ C
Ð
R
jrn  wxj dxþ RnðtÞ;ð6:20Þ
for a.e. t A ½0;T  and all nf 1, where C is a generic constant depending on G, b, a, and N
and where RnðtÞ satisﬁes
lim
n!yRnðtÞ ¼ 0;
jRnðtÞjeKðTÞ; nf 1; t A ½0;T :
(
ð6:21Þ
Here KðTÞ is a positive constant depending on G, a, b, T , N and the H 1ðRÞ-norms of uð0Þ
and vð0Þ.
Similarly, convoluting Eq. (2.2) for u and v with rn;x and using Lemma 6.4, we obtain
that
d
dt
Ð
R
jrn  wxj dx ¼
Ð
R
ðrn  wxtÞ sgnðrn;x  wÞ dx
¼ Ð
R

rn 

wxðux þ vxÞ

sgnðrn;x  wÞ dx
Ð
R
½rn  ðwvxxÞ sgnðrn;x  wÞ dx
 Ð
R
½rn  ðuwxxÞ sgnðrn;x  wÞ dx
G
a2
Ð
R
ðrn  wxxÞ sgnðrn;x  wÞ dx
 Ð
R
rn  pxx 
b
2
ðu2  v2Þ þ ð3 bÞa
2
2
ðu2x  v2xÞ
 
sgnðrn;x  wÞ dx;
for a.e. t A ½0;T  and all nf 1. Using (6.14), (6.16)–(6.19), Young’s inequality, Lemmas
6.2–6.3 and the identity a2pxx  f ¼ f  p  f and following the arguments given in [12],
page 57–59, we deduce that
d
dt
Ð
R
jrn  wxj dx ¼ C
Ð
R
jrn  wj dxþ C
Ð
R
jrn  wxj dxþ RnðtÞ;ð6:22Þ
for a.e. t A ½0;T  and all nf 1, where C is a generic constant and RnðtÞ satisﬁes (6.21).
Summing (6.20) and (6.22) and then using Gronwall’s inequality, we infer that
Ð
R
ðjrn  wj þ jrn  wxjÞðt; xÞ dxe
Ðt
0
e2CðtsÞRnðsÞ ds
þ e2Ct Ð
R
ðjrn  wj þ jrn  wxjÞð0; xÞ dx;
for all t A ½0;T  and nf 1. Note that w ¼ u v AW 1;1ðRÞ. In view of (6.21), an applica-
tion of Lebesgue’s dominated convergence theorem yields
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Ð
R
ðjwj þ jwxjÞðt; xÞ dxe e2Ct
Ð
R
ðjwj þ jwxjÞð0; xÞ dx;
for all t A ½0;T . Since wð0Þ ¼ wxð0Þ ¼ 0, it follows from the above inequality that
uðt; xÞ ¼ vðt; xÞ for all ðt; xÞ A ½0;T   R. This completes the proof of the theorem. r
Applying Theorem 4.2 and following the proof of Theorems 6.1–6.2, we get the fol-
lowing theorem.
Theorem 6.3. Let u0 A H 1ðRÞ be given. Assume that c0 þ G
a2
¼ 0 and
ða2u0;xx  u0Þ AMþðRÞ:
Then Eq. (2.2) with c0 þ G
a2
¼ 0 has a unique weak solution
u AW 1;yðRþ  RÞXLyloc

Rþ;H 1ðRÞ

with initial data uð0Þ ¼ u0 and

a2uxxðt; Þ  uðt; Þ

AMþðRÞ
is uniformly bounded for all t A Rþ. Moreover, IðuÞ is a conservation law.
Remark 6.1. Theorems 6.1–6.3 correspond to the recent results for global weak
solutions of the Camassa-Holm equation in [12] and cover the recent results for global
weak solutions of the Degasperis-Procesi equation in [51].
Example 6.1 (Peakon solutions). Consider Eq. (2.2) with c0 ¼ G ¼ 0. Given the
initial datum u0ðxÞ ¼ ce
jxj
a , c A R, a straightforward computation shows that
u0  a2u0;xx ¼ 2ca dðxÞ AMþðRÞ if cf 0
and
a2u0;xx  u0 ¼ 2ca dðxÞ AMþðRÞ if c < 0:
One can also check that
uðt; xÞ ¼ cejxctja
satisﬁes Eq. (2.2) in distributional sense. Theorems 6.1–6.3 show that uðt; xÞ is the unique
global weak solution with the initial date u0ðxÞ. This weak solution is a peaked solitary
wave.
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