There are a lot of features that can be extracted from speech signals for different applications such as automatic speech recognition or speaker verification. However, for pathological speech processing there is a need to extract features about the presence of the disease or the state of the patients that are comprehensible for clinical experts. Phonological posteriors are a group of features that can be interpretable by the clinicians and at the same time carry suitable information about the patient's speech. This paper presents a tool to extract phonological posteriors directly from speech signals. The proposed method consists of a bank of parallel bidirectional recurrent neural networks to estimate the posterior probabilities of the occurrence of different phonological classes. The proposed models are able to detect the phonological classes with accuracies over 90%. In addition, the trained models are available to be used by the research community interested in the topic.
Introduction
Different groups of features are commonly used in speech processing applications. For instance, Mel frequency cepstral coefficients (MFCCs) are widely used in automatic speech recognition (ASR) [1] , or the perceptual linear predictive coefficients (PLPs), which have shown to be suitable for speaker identification [2] . Recently, deep learning methods have also been considered to extract features from speech for specific tasks [3, 4] . However, for pathological speech processing, only a small subset of basic features are commonly used, e.g., fundamental frequency, jitter, shimmer, or formant frequencies [5, 6] . More complex feature sets like MFCCs, PLPs, or embeddings from neural networks are rarely used for the medical community due to their lack of interpretability. However, these highdimensional feature vectors contain a great amount of information about the state of the patients that can be exploited by clinicians. Thus, it is important to provide clinically interpretable features that at the same time carry suitable information about the health state of the patients.
Phonological features can be more comprehensible for clinicians than the traditional high-dimensional acoustic features used in speech processing. Phonological features are represented by a vector with explainable information about the mode and manner of articulation of the speaker. These dimensions are commonly understood by clinicians since the features are related specifically with the movements of the articulators in the vocal tract. This study aims to map high-dimensional feature vectors into explainable feature vectors called "phonological posteriors" that can be comprehensible for the medical community. The use of phonological posteriors has been considered for several applications related to pathological speech, including assessment of dysarthric speech [7, 8] , or evaluation of progres-sive apraxia of speech [9] . In [10] the authors combined information from speech, facial expression, and electroencephalography (EEG) to detect phonological categories such as consonant, nasal, bilabial, and others. The model was trained with utterances from isolated phonemes, syllables, and English words. The authors reported accuracies over 90% in the detection of consonants using a deep-belief network. In [11] the authors presented a toolkit to estimate 15 phonological posteriors in English language. The authors considered a parallel bank of fully connected networks to recognize each phonological class. Accuracies over 96% were reported for detecting the phonological classes, including nasal, strident, and vocalic. In [7] the authors detect phonological classes using a model based on recurrent neural networks (RNNs) with long short-term memory units (LSTM) trained with the TIMIT corpus. Phonological features were used to evaluate the articulation quality of dysarthric speakers. The authors considered 15 phonological features, which are detected with accuracies over 90%. These phonological features extracted from utterances of dysartrhic speakers were correlated with a perceptual rating of the articulatory precision of the subjects. The authors reported Pearson's correlations of up to 0.79 between the phonological features and the perceptual score assigned by speech therapists. The phonological features trained in [11] were used to predict the dysarthria level of patients with Parkinson's disease [8] . The authors correlated the phonological posteriors estimated for utterances of 50 patients and 50 healthy subjects with a subjective evaluation performed by speech therapists following a modified version of the Frenchay dysarthria assessment (m-FDA) scale [12] . The authors reported a moderate Spearman's correlation (0.56) even though the phonological features were trained with US English utterances and the Parkinson's patients were Colombian Spanish native speakers. Better results could be obtained if the phonological features were trained using the same language as that of the speakers to be evaluated.
Although the success on the use of phonological features to characterize pathological speech, there is a lack of models available for the research community that can be used and adapted for different pathological speech applications. The availability of models is even more scarce for languages different to English. We propose a model to estimate phonological posteriors based on bidirectional RNNs with gated recurrent units (GRUs). The model is trained with Spanish language utterances to test the reliability of the phonological analysis in a language different to English. The trained models using Keras [13] are available online 1 as a toolkit to be used by the research community interested in pathological speech assessment.
Materials and Methods

Phonological Posteriors
The phonetic alphabet for Spanish includes 24 different phonemes, represented by 5 vowels and 19 consonants [14] . These phonemes can be grouped into phonological classes based on the mode and manner of articulation of the sounds. Tables 1 and 2 show the distribution of the Spanish phonemes into the phonological classes for vowels and consonants, respectively. The notation of the phonemes is based on the international phonetic alphabet (IPA). 
/r/ Some conventions were considered in this study to extract different phonological classes based on the Spanish phonemes: (1) the phoneme /θ/ was not considered because it is only used in Spanish from central Spain. (2) The phoneme /J/ from the word "cayado" and the phoneme /L/ from the word "callado" were grouped together since they are pronounced similarly in many Latin American countries [15] . (3) The phoneme /n/ from the word /cana/ and the phoneme /ñ/ from the word "caña" were also grouped together because they belong to the same phonological categories considered in this study. Based on the defined conventions, we have a phonetic alphabet with 21 phonemes to train the proposed models. Those phonemes are distributed into 18 phonological classes defined according to Table 3 based on the movement of different articulators in the vocal tract. The "pauses" are considered as a separate phonological class.
The phonological posteriors will be the conditional posterior probability of a speech frame to belong to one or more phonological classes. The phonological posteriors will be computed with a bank of parallel RNNs, which estimate the probability of occurrence of a specific phonological class. Only very few phonological classes are active during a short term signal, which results in a sparse vector representation [11] . With the aim to complement the estimation of phonological posteriors, we propose here an additional model to recognize the 21 phonemes grouped into the phonological classes.
Deep learning model
The proposed model to extract the phonological posteriors is shown in Figure 1 . The speech signals are segmented into "chunks" of 0.5 seconds to be used as inputs to the neural network. Each "chunk" is windowed into frames of 25 ms to compute the feature sequence for the input layer of the neural network. The input features correspond to the log-energy of the signal distributed in 33 triangular filters separated according to The feature sequences from the input are processed by two bidirectional GRU layers to model information from the past (backward) and future (forward) states of the sequence, simultaneously. The GRUs were proposed as a modification of the LSTMs, replacing the separate input and forget gates with a reset gate to control the input information to the network. GRUs and LSTMs have provided similar results for several tasks, including speech and language modeling [16] ; however, the GRUs are faster to train and require less parameters [17] , which make these units more suitable to be used when less training data is available. The output sequences of the second bidirectional GRU layer pass through a time distributed hidden dense layer, which keeps a one-to-one relation between the length of input and output sequences, i.e., it applies a fully connected dense layer with shared weights on each time-step, producing an output sequence of the same length as the input. The time distributed hidden layer is connected to the time distributed output layer with a softmax activation function, which produces the sequence of posterior probabilities for a phonological class associated to the feature sequence from the input. The architecture from Figure 1 is used to train a bank of 19 neural networks: 18 corresponding to the phonological classes defined in Table 3 and one to recognize the 21 phonemes considered in this study. The different networks are trained with a weighted categorical cross-entropy loss function, defined according to Equation 1 to avoid the unbalance of the classes in the training process. The weight factors w i for each class i = {1 · · · C} are defined based on the percentage of samples from the training set that belong to each class. The networks were trained using an Adam optimizer [18] . In addition, dropout and batch normalization layers were considered to improve the generalization of the proposed networks.
Data
The training of the proposed models is performed with the CIEMPIESS corpus [19] , which consists of 17 hours of FM podcasts in Mexican Spanish. The database was designed to be used in ASR systems, and it was annotated at word level, considering all the phonemes of the Spanish language. The data consider only "clean" utterances i.e., those made by only one person, with no background noises, foreign accents, or music. The data contain 16717 audio files with a sampling frequency of 16 kHz and 16-bit resolution. 700 utterances from the entire corpus (speaker independent) were subtracted to be used as the test set of the experiments performed in this study. The complete corpus was forced-aligned using the BAS CLARIN web service 2 [20] based on the phonetic segmentation introduced in [21] for Spanish. The audio files and their corresponding transcriptions were uploaded to the server, which provides Textgrid files with the phonetic alignment for each utterance.
The aligned phonemes were used as labels to train our models for phoneme recognition and for the estimation of the phonological posteriors.
Experiments and Results
Phonological Posteriors
The results of the proposed method to recognize the different phonological classes are shown in Table 4 . The proposed model shows to be highly accurate to detect the different phonological classes. The unweighted average recall (UAR) ranges from 80.4% to 93.3%, depending on the phonological class. Note especially the high accuracy obtained for the strident, nasal, Labial, Pauses, and anterior phonological classes. Figure 2 shows an example of the "posteriorgram" obtained for a speech signal of the Spanish sentence "mi casa tiene tres cuartos" (my house has three rooms). The figure shows the activation of the different phonological classes through time. This type of visualization could be useful for medical examiners to detect miss-pronunciation errors for the different groups of phonemes. The quality of the pronunciation for each group of phonemes in the phonological classes can be associated to the posterior probability in the posteriorgram. For instance, note the activation of the nasal at the beginning of the posteriorgram, which is related to the pronunciation of the phoneme /m/, or the activation of the strident at the end of the utterance, which is related to the pronunciation of the phoneme /s/. A more detailed example is shown in Figure 3 for the vocalic, stop, nasal, and strident phonological posteriors in the Spanish sentence "mi casa tiene". Note how the nasal posterior is accurate to detect the phonemes /m/ and /n/, the strident posterior to detect the /s/ and the stop posterior to detect the /k/ and the /t/.
Phoneme recognition
The results of the proposed method to recognize the 21 phonemes of the Spanish language are shown in Table 5 in terms of the precision, recall, and the F-score. The overall κindex for this multi-class problem is 0.596. Note that there are phonemes classified with high precision such as the vowels /a/, /e/, and /o/, which could be explained due to the high percentage of occurrence of these three phonemes in the Spanish language [22] . The phonemes /s/ and /tS/ show higher recall than the others. This aspect gives insights about the capacity of the proposed model to learn and focus on the recognition of strident phonemes, which is reflected in the high accuracy obtained to recognize the strident phonological class (see Table 4 ). : Normalized confusion matrix (in %) for the phoneme recognition task using the proposed approach. The gray bar indicates the percentage of samples classified for each phoneme.
Conclusion
We proposed a set of models to extract phonological posterior probabilities from speech. The models consists of a set of RNNs with bidirectional GRU units trained to recognize 18 phonological classes defined according to the mode and manner of articulation of the different phonemes of the Spanish language. The proposed models can be used to detect miss-pronunciation errors in different groups of phonemes, which can be highly useful in the assessment of pathological speech, or in the evaluation of non-native speakers. The accuracy of the proposed models ranges from 80.4% to 93.3%, depending on the phonological class. There are highly accurate models such as those to detect nasal, strident, or voice phonemes.
An additional model was considered to recognize individual phonemes of the Spanish language, in a multi-class scenario. The results suggest that there are phonemes such as /s/, /tS/, /m/, and /p/ that are detected accurately. On the other hand, many of the miss-classified phonemes are recognized as a similar phoneme according to the mode and manner of articulation.
The proposed models were trained to recognize phonological posteriors in Spanish language, but the training process can be easily adapted to other languages. Future models will include the estimation of phonological posteriors for the English and German languages. The trained models using Keras [13] are available as an open-source package that can be used to extract phonological posteriors directly from the speech signals 3 .
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