We consider the classes of analytic functions introduced recently by K.I. Noor which are defined by conditions joining ideas of close-to-convex and of bounded boundary rotation functions. We investigate coefficients estimates and radii of convexity.
Introduction
Let A denote the class of functions f of the form f (z) = z + ∞ n=2 a n z n (1.1) which are analytic in the unit disc U = {z ∈ C: |z| < 1} on the complex plane C. By S, K, S * and C we denote the subclasses of A which consist of univalent, close-to-convex, starlike and convex functions, respectively. It is well known that
∃β ∈ R ∃g ∈ C: Re f (z) e iβ g (z) > 0, z ∈ U .
There are many related classes of functions defined by variations on the theme of convex and starlike functions. where B is the beta function, a ∈ C, c ∈ C \ {0, −1, −2, −3, . . .}.
If we modify the conditions in definitions of K, S * , C by inserting L(a, c)f or L(a, c)g instead of f , g, then we obtain new classes of functions considered recently in different ways by many authors.
Let us denote for λ ∈ [0, 1], k 2,
It is easy to see that P 2 (λ) = P(λ). The class P k (0) was introduced by Pinchuk in [4] while he has extended the concept of functions of bounded boundary rotation which were introduced by Loewner and Paatero. Pinchuk defined P k (0) in the following way
It is easy to see that
need not be with the positive real part, Pinchuk showed that for p k ∈ P k (0),
In this paper we consider the following classes of functions introduced by
For brevity our investigation concerning coefficients of functions belonging to above classes we need to look on the Carlson-Shaffer operator L(a, c) as on a convolution operator. The convolution, or Hadamard product, of two power series
This product is associative, commutative and distributive over addition and 1 1−z is an identity for it. If f has the form (1.1), then we can write (1.2) as follows
is the Gauss hypergeometric function and 
(1.9) 
Coefficient estimates Lemma 1. Let f be of the form (1.1). Then f ∈ Q α (k, λ; a, c) if and only if
Proof. Lemma 1 follows (i). The function k ∈ C (see [5] ) and the class K k (λ; a, c) (see [2] ) is closed under convolution with convex function, therefore from (i) we obtain (ii). 2
Because for α > 0 we have
we can write (i) using the Carlson-Shaffer operator in the form
Theorem 1. If f ∈ K k (λ; a, c) and f is of the form (1.1), then
for n = 1, 2, 3, . . . .
Proof. From the definition of the class K k (λ; a, c) it follows that there exists a function g such that L(a, c)g belongs to the class C of convex functions. Let us denote

L(a, c)g(z)
Equating coefficients of the power series in the relation (2.4) we find from (1.6) that
It is well known that bounds of coefficients for the classes C and
and thus (2.2) holds. 2
Corollary 2. The range of every univalent function f ∈ K k (λ; a, c) contains the disc
Proof. The Koebe one-quarter theorem asserts that each omitted value ω of the univalent function f of the form (1.1) satisfies
Using (2.2) for n = 2 and (2.7) we obtain (2.6). 2
Let us denotẽ
If λ ∈ [0, 1), thenp λ ∈ P(λ) and for k 2 the functioñ
belongs to the class
where
belong to the class K k (λ; a, c) . This function shows that the estimation (2.2) is sharp for n = 2 and each k 2. Moreover, if k = 2 the bound (2.2) is sharp for n = 1, 2, 3, . . . , in this case the equality in (2.2) is given by the functioñ 
Proof. It follows directly from (1.9) and (2.2). 2
The bound (2.12) extends result of Noor [2] where n = 2, a > 0, c > 0. The functioñ
shows that the bound (2.12) is sharp for n = 2 and each k 2. If k = 2 the bound (2.12) is sharp for n = 1, 2, 3, . . . with extremal functioñ
Conjecture. A support to this conjecture is that coefficients of the "wedge mapping"
dominate suitable others in the class of functions of bounded boundary rotation and
Corollary 3. The range of every univalent function f ∈ Q α (k, λ; a, c) contains the disc For k = 2 we have N(r) = (r − 1) 2 (r 2 − 4r + 1) and the least root of N(r) = 0 is r 0 = 2 − √ 3 which is the sharp estimate for the radius of convexity of the class of close-to-convex functions, we recall that K 2 (0; 1, 1) ⊂ K.
