We provide a new perspective on the popular multi-class algorithmic techniques one-vs-all and (error correcting) output-codes. We show that is that in cases where they are successful (at learning from labeled data), these techniques implicitly assume structure on how the classes are related. We show that by making that structure explicit, we can design algorithms to recover the classes based on limited labeled data. We provide results for commonly studied cases where the codewords of the classes are well separated: learning a linear one-vs-all classifier for data on the unit ball and learning a linear error correcting output code when the Hamming distance between the codewords is large (at least d + 1 in a d-dimensional problem). We additionally consider the more challenging case where the codewords are not well separated, but satisfy a boundary features condition.
Introduction
The PAC framework prides itself on making minimal assumptions about the underlying distribution, while still guaranteeing learning (see, [Mohri et al., 2012, Shalev-Shwartz and Ben-David, 2014] ). However, in many cases it is very natural to make assumptions about the distribution that generates the examples, and to use its properties to establish the success of a given algorithm. For example, many Statistics and Bayesian methodologies start by assuming a specific distribution over the examples, say Gaussian, and analyze their algorithms using properties of the assumed distribution. Another very different example, is the weak learner assumption. Namely, if we assume that there is always a weak learner then we can run a boosting algorithm and derive a highly accurate hypothesis (see, [Schapire and Freund, 2012] ).
When considering unlabeled data, the natural assumption would be regarding the distribution that generates the data. A very popular assumption is that the data is a mixture of Gaussians, where each Gaussian models a different class. Given that the data is generated in this way, one can construct algorithms that recover the distribution, and thus implicitly label the examples (see, for example, [Achlioptas and McSherry, 2005 , Kannan et al., 2005 , Arora and Kannan, 2001 ).
In this work we consider the reverse assumption. Rather than assuming that the distribution has a certain structure and designing algorithms to recover it, we make assumptions about which algorithms are able to learn from labeled data, and reach conclusions about the underlying distribution. More specifically, we consider learning in real-valued domains with linear classifiers using the one-vs-all, output-code, and errorcorrecting output-code methodologies. All of these approaches learn multi-class predictors by reducing the multi-class problem to a series of binary linear classification tasks (see, for example, [Dietterich and Bakiri, 1995 , Mohri et al., 2012 , Shalev-Shwartz and Ben-David, 2014 , Langford and Beygelzimer, 2005 , Beygelzimer et al., 2009 ).
Our main assumption is that the data is such that, given a sufficiently large labeled sample, these algorithms would be able to learn an accurate hypothesis. Note that such an assumption already imposes a significant structure on the data. Implicit in all these approaches is that the classes have some shared structure that can be leveraged in constructing these useful families of binary classification problems, which can then be used to provide high accuracy classifiers for the original multi-class problem. For instance, assuming that the one-vs-all methodology using linear classifiers will be successful implies that each class should be linearly separable from the union of the others. More generally, in our work, we make these implicit assumptions explicit and then analyze what additional properties of the output code matrix and underlying distribution allow us to perform multi-class learning from limited labeled data or even without any labels.
We consider the realizable case where classes are defined by an output code based on linear classifiers. That is, there exist m linear separators h 1 , . . . , h m and a code matrix C ∈ {±1} L×m , where L is the number of classes, so that a point x belongs to class i exactly when C ij h j (x) > 0 for all j = 1, . . . , m. The linear separators h 1 , . . . , h m partition the space into a number of cells and the i th row of C, called the codeword for class i, determines which cell contains points belonging to class i. We do not assume that the linear separators or the code matrix are known. More information about output code classifiers is provided in Section 3. We will either assume that the data distribution is uniform over the set of valid examples for the output code classifier, or that it satisfies a thick level set condition, which ensures that its high-density regions do not have bridges or cusps that are too thin. We also assume that the linear classifiers defining the output code classifier are in general position in the sense that at most d of these classifiers intersect at any point in a d-dimensional problem.
Our contributions are as follows:
• We show that when there exists a consistent one-vs-all classifier with linear separators for data in the unit ball distributed uniformly on the set of points belonging to any class, then it is possible to learn from only unlabeled data by first projecting the data onto the unit sphere and then running a robust single linkage clustering procedure.
• When there exists a consistent output code classifier for a d dimensional problem whose codewords have pairwise Hamming distance at least d + 1 and the data distribution is uniform over the set of valid inputs, we show that it is possible to learn from unlabeled data by running a single linkage clustering procedure. We also consider the imperfect decoding setting where points belonging to class i may have Hamming distance up to β bits away from the codeword for class i. In this case, the Hamming distance between the codewords is required to be at least 2β + d + 1.
• We also consider a significant generalization of the above setting where we relax the requirement that the data distribution be uniform. In this case, running single linkage on a large unlabeled dataset may produce multiple clusters belonging to each class, and a small set of labeled data is required to decide the label of each cluster. We show that the number of clusters output by the algorithm (and therefore the number of labels required) is competitive with the natural number of clusters in the distribution.
• Finally, we consider the more challenging case where the codewords of the classes are not well separated, which leads to a much more delicate structure where clustering-based approaches are unable to separate the classes (see, for example, Figure 2 ). We identify an interesting and general condition on the code matrix which implies that the global structure of the learning problem (the linear separators) can be inferred from local observations. For this case, cluster-based learning algorithms will fail in general, but we show that an edge-detection (plane-detection) algorithm can learn purely from unlabeled data, up to a permutation of the labels.
Our results demonstrate that assuming one-vs-all and error correcting output codes are successful at learning from labeled data entails significant structure in the underlying data, which can be exploited to learn from limited labeled data.
Related Work
One of the most widely used techniques in applied machine learning research for attacking multi-class problems is to reduce them to the problem of learning multiple binary classification tasks. Indeed the oneversus-all approach, the one-versus-one approach, and more generally the error-correcting output codes (ECOC) approach [Dietterich and Bakiri, 1995] , multi-class learning all follow this structure [Mohri et al., 2012 , Shalev-Shwartz and Ben-David, 2014 , Langford and Beygelzimer, 2005 , Beygelzimer et al., 2009 .
Large scale multi-class learning problems are ubiquitous in applied machine learning, for example in object recognition systems, text understanding, recommendation systems, or wearable computing [Thrun, 1996 , Thrun and Mitchell, 1995b ,a, Mitchell et al., 2015 . In such systems raw or unlabeled data is plentiful (e.g., available on the web) and it is much cheaper to obtain than carefully annotated labeled data required by classic multi-class learning algorithms.
The output-code formalism is also used in [Palatucci et al., 2009] for the purpose of zero shot learning. They demonstrate that it is possible to exploit the semantic relationships encoded in the code matrix to learn a classifier from labeled data that can predict accurately even classes that did not appear in the training set. These techniques exploit similar structures in the data as our methods, but require up-front knowledge of the code matrix.
Another work related to ours is [Balcan et al., 2013] , where labels are recovered from unlabeled data. The main tool that they use, in order to recover the labels, is the assumption that there are multiple views and an underlying ontology that are known, and restrict the possible labeling. Our work is more natural, since we consider multi-class learning problems where all the tasks share the same set of features.
Preliminaries and Overview of Our Results
We consider multiclass learning problems over an instance space X ⊂ R d where each point is labeled by f * : X → {1, . . . , L} to one out of L classes and the probability of observing each outcome x ∈ X is determined by a data distribution P on X .
Throughout this paper we consider the classic output code methodology. The idea of output codes is to reduce the problem of learning one classifier over L classes to learning a collection of binary classifiers. This is accomplished by designing m binary partitions of the L classes and learning a binary classifier for each partition. The partitions are given by a code matrix C ∈ {±1} L×m , where each column determines one partition. One way to think about (and design) the code matrix is to associate each partition with a semantic feature that describes one aspect of the data. For example, in an animal classification problem, the semantic features could be "it has a tail", "it lives in water", "it is furry", and so on, and a class like Dog would be represented by the semantic feature vector (+1, −1, +1, . . .). We call the semantic feature vector of class i its codeword, which is also the i th row of the code matrix, denoted by C i . We assume that the underlying problem truly has the structure implicitly assumed by the output code methodology. In particular, we assume that there is a code matrix C and associated functions h 1 , . . . , h m : X → R so that a point x ∈ X belongs to class i iff C ij h j (x) > 0 for all j = 1, . . . , m. Note, however, that we do not assume that the code matrix C or the functions h 1 , . . . , h m are known.
We further assume that h 1 , . . . , h m are linear functions with h i (x) = w i x − b i and w i 2 = 1. We will abuse notation slightly and use h i to also refer to the hyperplane given by h i = 0. For each class i, let K i ⊂ X denote the set of points that belong to class i, called the positive region for class i, and let K = i K i denote the set of all points that belong to any class. Finally, unless otherwise specified, we assume that the data distribution P is the uniform distribution on the positive region K with density function p(x) = I{x∈K} Vol(K) where I{·} is the indicator function and Vol(·) is the Lebesgue measure in R d . 1 We consider the problem of learning a hypothesisf : X → {1, . . . , L} from an unlabeled sample drawn from the data distribution P , possibly using a small amount of labeled data. Some of our algorithms learn from only unlabeled data. In these cases, since it is impossible to recover the label identities from an unlabeled sample, our goal is to minimize the following permutation-invariant error criterion: err P (f ) = min σ∈S P σ(f (X)) = f * (X) , where X is drawn from P and S denotes the set of permutations of {1, . . . , L}. Given a small labeled set of data, it is possible to determine the error minimizing permutation by solving the maximum matching problem.
Overview of Results
The implicit assumptions of output-code based methods imply a significant structure in the geometry of the classes. In particular, every point x ∈ X with class label i must belong to the set K i , which is a convex polytope. This structure alone is enough for supervised learning algorithms to learn from labeled data. In this paper we study additional conditions on the data distribution and the code matrix that are sufficient to learn from either unlabeled data (up to a permutation of the labels), or from a large set of unlabeled data together with a small set of labeled examples.
We study output-code problems under three types of additional assumptions on the code matrix C. The first type is the one-vs-all assumption, where the code matrix is the identity (with zeros replaced by −1). The second type of assumption is that any pair of rows from the code matrix have Hamming distance at least d + 1 in a d-dimensional problem. Finally, the third type of assumption is that for each semantic feature i, there is at least one class k such that the hyperplane for feature i is a boundary between class k and a space that does not correspond to any class.
In the one-vs-all problem, we assume that for each class there is a linear separator h i so that K i is on the positive side of h i and all other classes are on the negative side. This is a special case of the output code framework where the i th semantic feature is "it belongs to class i" and the code matrix has ones on the diagonal and negative ones everywhere else. We consider the one-vs-all problem on the unit ball B d in R d under the additional assumption that there are at least 3 classes and no class contains the origin. We show that after projecting onto the unit sphere S d−1 in R d , a robust linkage algorithm can be used to obtain a low-error classification rule.
Theorem. Consider any one-vs-all classification problem on the unit ball in R d . There exists an algorithm A and a function γ( , d, b 1 , . . . , b L ) such that for any > 0 and any δ > 0, running algorithm A on a sample of size O( 1 γ 2 (d ln d γ + ln 1 δ )) will output a classifierf with err P (f ) ≤ with prob. ≥ 1 − δ, where γ = γ( , d, b 1 , . . . , b L ) and the b i is the offset for the linear function h i .
Next, we consider the case when the Hamming distance between any pair of rows of the code matrix is at least d + 1 in a d dimensional problem and when the linear separators h 1 , . . . , h m are in general position. This condition is natural, since the code matrix is usually designed so that the classes have well separated codewords. We show that in this setting there is necessarily a gap separating the positive regions and that a single linkage clustering algorithm can be used to obtain a low-error classification rule.
Theorem. Consider any Hamming distance d + 1 problem on the unit cube in R d . There exists an algorithm A and a function γ ( , d, g, σ, v) such that for any > 0 and any δ > 0, running algorithm A on a sample of size O( 1 γ 2 (d ln d γ + ln 1 δ )) will output a classifierf with err P (f ) ≤ with prob. ≥ 1 − δ, where γ = γ ( , d, g, σ, v) , g is the gap size, σ is a roundness parameter, and v = Vol(K).
We also consider the Hamming distance at least d + 1 problem under the weaker assumption that the data distribution has a density function p, and that p has a thick level set property, which requires that the level set {p ≥ λ} does not have any bridges or cusps that are too thin. In this setting, single linkage may output multiple clusters belonging to each class. We use a small number of labeled examples to identify which clusters belong to which classes.
Theorem. Consider any Hamming distance d + 1 problem on X ⊂ R d and suppose the data distribution P has thick level sets. There exists an algorithm A and a function γ ( , d, g, σ, C, v) such that for any > 0 and any δ > 0, running algorithm A on an unlabeled sample of size O( 1 γ 2 (d ln d γ + ln 1 δ )) and allowing it to query the labels of O( log(N/δ) ) points (only N label queries are required if the parameters σ, C, and g are known) will output a classifierf with err P (f ) ≤ with prob. ≥ 1 − δ, where γ = γ( , d, g, σ, C, v), g is the gap size, σ and C are parameters of the thickness condition, N is the number of high-density clusters of p, and v = Vol(K).
For both the one-vs-all and Hamming distance at least d + 1 problems, we are able to learn by clustering a finite sample of unlabeled data. Finally, we consider a different assumption on the code matrix for which clustering strategies fail, but a (hyper)plane-detection approach succeeds. The boundary features assumption is that each of the linear separators h i must form a boundary between some positive region K i and some empty space (i.e., a region with zero probability mass). The equivalent condition on the code matrix is that for each semantic feature i, there is at least one class j so that negating the i th bit in the code word for class j results in a codeword missing from C. In this setting, we show that an algorithm based on detecting linear boundaries in a sample of data can be used to accurately approximate the linear separators {h i } m i=1 . It is then easy to construct a low-error classification rulef from the approximated linear functions.
Theorem. Consider any boundary features problem on the unit cube in R d . There exists an algorithm A and a function γ( , d, R, v) such that for any > 0 and any δ > 0 running algorithm A on a sample of
, R is a scale property of the problem, and v = Vol(K).
The linkage-based and plane-detection based algorithms are different in interesting ways: Robust linkage leverages the presence of data and local structure to discover the positive regions K 1 , . . . , K L , while the plane-detection algorithm leverages the absence of data to recover global structure (the linear separators).
All proofs not given in the main text can be found in the appendix. 
One-Versus-All on the Unit Ball
In this section we show how to use a robust single linkage algorithm to learn in the one-vs-all setting on the unit ball B d . In this setting, each class i is associated with a single linear separator h i (x) = w i x − b i so that the positive region is K i = {x ∈ B d : h i (x) > 0} and the sets K i are disjoint. For simplicity, we assume that that no class contains the origin, which implies that b i > 0 for all i. The intuition of our approach is that, after projecting onto the unit sphere S d−1 = {x ∈ R d : x 2 = 1}, each class forms one mode of the projected distribution and these modes are separated by low-density regions. An example one-vs-all problem in two dimensions along with the corresponding projected density function is shown in Figure 1 . Let Q denote the probability distribution of the projected data. In a sample drawn from Q, we expect to see many nearby samples in the interior of each class and only a few samples near the boundaries. The robust linkage algorithm discards any samples that do not have many near neighbors and clusters the surviving samples using single linkage. New points are classified according to their nearest cluster. We show that w.h.p. this algorithm discards all samples that form bridges between the classes, but keeps enough samples to learn an accurate classification rule. Algorithm 1 gives pseudocode for the robust linkage algorithm using the notation defined in the following paragraph.
For any pair of points u and v on the sphere and any angular radius r > 0, let θ(u, v) = arccos(u v) be the angle between u and v, and C(v, r) = {u ∈ S d−1 : θ(v, u) ≤ r} be the spherical cap of radius r at v. We let µ • be the uniform probability measure on S d−1 and V d (r) be the µ • -measure of a spherical cap of radius r. Given an iid sample X of n points drawn from Q, the empirical probability mass of a set A iŝ Q(A) = |X ∩ A|/|X|. We also use this notation for the empirical probability measure induced by a sample throughout the paper for any distribution P .
Parameters: Connection radius r c > 0, activation radius r a > 0, activation threshold τ > 0; Input: X = {x 1 , . . . , x n } sampled iid from Q begin Mark x i as active ifQ(C(x i , r a )) > τ and inactive otherwise; Construct a graph G on the active samples with an edge between x i and x j iff θ(x i , x j ) < r c ; LetK 1 , . . . ,K N be the connected components of G; Output classification rulef (x) = argmin 1≤i≤N θ(x,K i ); end Algorithm 1: Robust linkage on the sphere More generally, Algorithm 1 can be applied in any metric space (X , d) by replacing θ with the distance metric d and C(v, r) with the corresponding ball B(x, r). For the robust linkage approach to have low error, each class should have one large connected component in the graph G constructed by the algorithm so that:
(1) with high probability a new point in class i will be nearest to that largest component, and (2) the large components of different classes are separated. Intuitively, G will have these properties if each K i has a connected high-density inner region A i covering most of the mass of K i and when it is rare to observe a point that is close to two or more classes. This notion is formalized below.
Let S be any set in X . We say that a path π : [0, 1] → X crosses S if the path starts and ends in different connected components of the complement of S in X and we say that the width of S is the length of the shortest path that crosses S. Definition 1. The sets A 1 , . . . , A L are (r c , r a , τ, γ)-clusterable under probability P if there exists a separating set S of width at least r c such that:
It is often necessary for the separating set S to be smaller than X − i A i in order to satisfy the probability requirements. The first three properties ensure that each class will have one large connected component and the remaining two properties ensure that these connected components will be disconnected. Following an analysis similar to that of the cluster tree algorithm of Chaudhuri and Dasgupta [2010] gives the following result.
Lemma 1. For any > 0, suppose each positive region K i has a subset A i such that the {A i } L i=1 are (r c , r a , τ, γ)-clusterable and P (K − i A i ) < . Then for any δ > 0, letf be the output of Algorithm 1 run on a sample of size n
To apply Lemma 1 to one-vs-all problems, we need to construct sets {A i } m i=1 satisfying the conditions of Lemma 1 for the projected distribution Q. We show that Q has a density function q : S d−1 → [0, ∞) with respect to µ • and we will choose the sets A i to be the connected components of the upper level set of q, which is the set of points v ∈ S d−1 for which q(v) ≥ . The following calculation is given in Section 9.1.
Lemma 2. The probability distribution Q has a density function q with respect to µ • given by
The connected components of the upper level set of q are the spherical caps given by
For any error rate , setting A i = A i ( ) guarantees that the A i sets cover at least 1 − of q's mass. Using the triangle inequality and the fact that the A i are level sets, we show that for sufficiently small r a , the sets A i are (r c , r a , τ, γ)-clusterable, giving the following result. The formal proof is given in Section 9.2.
Theorem 1. For any > 0, let r a > 0 be small enough to satisfy the following chain of inequalities for each class i:
, with connection radius r c = 2r a , activation radius r a , and activation threshold τ = 5 8 V d (r a ). Then with prob.
For two-dimensional problems, Corollary 1 in Section 9.3 establishes that there are two positive numbers c 1 and c 2 that depend on the numbers b 1 , . . . , b L so that whenever < c 1 , it is enough to set r a = c 2 in Theorem 1 resulting in γ = Θ( 2 ).
Hamming Distance at Least d + 1
In this section we show that a simple single linkage algorithm (Algorithm 1 with r a = τ = 0 and changing the metric space from S d−1 to R d ) can be used to learn under the Hamming distance at least d+1 assumption. In this setting, we assume that the rows of the code matrix (the semantic feature vectors for the classes) have pairwise Hamming distance at least d + 1. We further assume that at any point x ∈ X , at most d of the linear functions h 1 , . . . , h m are zero and that the positive region K is disjoint from the boundary of X . We begin by looking at the simpler case where the data distribution is uniform over the positive region K, and later we present methods that significantly relax this assumption.
Assuming that the codewords have large Hamming distance is equivalent to assuming that the classes are easily distinguishable in the semantic feature space. Despite being a natural assumption, it implies a convenient geometric property: there is a minimum distance g > 0 so that the positive regions are at least a distance g apart (see Section 10 in the appendix for a proof of this fact). Since there is a gap between the positive regions, the single linkage algorithm with connection radius r c < g will never accidentally connect two different classes. It is intuitively clear that if we draw a large enough sample, then each class will have one large connected component in the graph G constructed by the single linkage algorithm, which we saw leads to a low-error classification rule. To get finite-sample guarantees, we borrow the notion of ( , σ)roundness from Blum and Chawla [2001] . For any σ > 0, the σ-interior of a set A is the set int σ (A) = {x ∈ A : ∃y ∈ A s.t. x ∈ B(y, σ) ⊂ A} and the σ-tendrils of A are the points further than distance σ from the σ interior:
Definition 2. Say that a set A is (σ, )-round with respect to probability P if int σ (A) is non-empty and connected and P (tendril σ (A)) ≤ .
Intuitively, the set A is ( , σ)-round if all but an -mass of its points can be reached by a ball of radius σ contained in A. Following a similar proof technique as Blum and Chawla, we obtain the following result, which is proved in Section 10.1.
Theorem 2. Suppose P is uniform on K and let g > 0 be the gap between positive regions. For any > 0, suppose there exists a number 0 < σ < g/8 such that the positive regions K 1 , . . . , K L are ( , σ )-round. For any δ > 0, letf be the output of Algorithm 1 run with parameters r c = g/2 and r a = τ = 0 on a sample of size n ≥ 1
Vol(K) is the probability of a ball of radius σ contained in K. Then with probability at least 1 − δ, we have err P (f ) ≤ L .
Extension to error-correcting output-codes In fact, Theorem 2 applies to any classification problem with round positive regions K 1 , . . . , K L that are separated by a gap g > 0 when the data distribution is uniform on K. This allows us to consider a more general version of the output code problem that relaxes the requirement that every example in class i perfectly decodes to the codeword for class i. Instead, suppose that x belongs to class i iff the Hamming distance between h(x) = (h 1 (x), . . . , h m (x)) and the code word for class i is at most β and assume that the class codewords have Hamming distance at least 2β + d + 1. Then there will still be a gap between the classes, since each class now corresponds to a set of codewords, and by the reverse triangle inequality the Hamming distance between any pair of codewords belonging to different classes is at least d + 1. Therefore, Theorem 2 also holds in this imperfect-decoding setting.
Relaxed separation condition Alternatively, we can slightly relax the separation condition: suppose instead that the minimum Hamming distance is only required to be d. In this case, any pair of positive regions can only touch at a point. In this setting, it is intuitive that robust linkage algorithm can learn for appropriately chosen parameters, since it is rare to observe points that are close to two classes (since they must be near the vertices of the sets K 1 , . . . , K L ). However, if the codewords have distance smaller than d, then in general clustering may fail to approximate the positive regions.
Extension to non-uniform distributions: Next, we present a significant generalization of the above results by removing the assumption that the data distribution is uniform over the positive region K. Instead, we will assume only that the data distribution has a density p : X → [0, ∞) which satisfies a thick level set condition. Intuitively, this condition requires that the level sets of p, (i.e., {p ≥ λ} = {x ∈ X : p(x) ≥ λ}) do not have bridges or cusps that are too thin.
The cost of this relaxed assumption is that we are no longer able to learn from only unlabeled data. As before, the existence of a consistent output code classifier whose codewords are well separated in Hamming space will guarantee that there is a gap g > 0 between points belonging to different classes. This ensures that running single linkage with a connection radius r c < g will not accidentally glue together points belonging to different classes. In our earlier analysis, we then used the fact that the data distribution was uniform over the set K together with a roundness assumption to show that (with high probability) single linkage would output one large cluster for each of the L classes. The thick level set condition is not strong enough to ensure that single linkage will produce only one large cluster of points for each class, since the density p may have multiple high-density clusters within the positive region for each class. We propose two active learning algorithms for this setting that query the labels of a small set of examples to determine which clusters belong to which classes.
Our first algorithm for this setting is a simple modification to the single linkage algorithm. In this case, after constructing the single linkage graph for a well-chosen connection radius r c , we query the label of a single point from each cluster containing at least a 7 8 -fraction of the unlabeled data. To classify a new input x, we assign it to the same class as the nearest labeled cluster. See Algorithm 2 for pseudocode.
Parameters: Connection radius r c > 0, target error > 0; Input: X = {x 1 , . . . , x n } sampled iid from p begin Construct a graph G on the sample X with an edge between x i and x j iff x i , x j < r c ; LetK 1 , . . . ,K N be the connected components (clusters) of G; Query the label of a single point from each clusterK i with |K i | ≥ 7 8 n; Output classification rulef (x) that assigns x to the same class as its nearest labeled cluster; end Algorithm 2: Active Single Linkage
Since the label complexity of Algorithm 2 scales linearly with the number of large clusters output by single linkage, we would like to ensure that there will not be too many large clusters. We use the following thick level set condition borrowed from Steinwart [2015] to guarantee that single linkage will not subdivide the natural high-density clusters of the density p:
Definition 3. A density function p has thick level sets up to level λ 0 ≥ 0 if there exist constants C > 0 and σ 0 > 0 such that for all levels λ ∈ [0, λ 0 ] and all σ ∈ (0, σ 0 ], we have:
2. The furthest point in {p ≥ λ} from the σ-interior of {p ≥ λ} is at most Cσ away. That is,
Two examples of the thickness constant C are as follows: first, suppose that the λ-level set of p is a square in R 2 . Then the σ-interior of the level set will be another square whose side length is reduced by 2σ and the furthest point in {p ≥ λ} from the σ-interior is √ 2σ, so in this case, C = 2. Analogously, if the level set is a hypercube in d-dimensions, then C = √ d. On the other hand, if the level set is a sphere in R d , then the thickness constant C is 1.
The second condition of Definition 3 is similar to the roundness condition given by Definition 2. The goal of both definitions is to ensure that the points further than distance σ from the σ-interior will not cause problems for single linkage. The roundness condition assumes that those points have small probability mass, while the thickness condition assumes that they are not too far from the σ-interior (at most distance Cσ). In the case when C = 1, the thickness condition implies that each connected component of the level set will be (σ, 0)-round, but for C > 1 the two conditions are incomparable. Theorem 6 in Section 10 proves an analogous result to Theorem 2 using the thickness condition in place of roundness when the distribution is uniform over K.
One difference between the two conditions, however, is that the roundness condition is used to restrict the shape of the positive regions K 1 , . . . , K L , while the thickness condition is a constraint on the density p. Given an unlabeled sample, we have no hope of testing whether the roundness condition is satisfied (since one set K i violating the roundness condition could be embedded in another positive region K j ). On the other hand, it seems plausible that one could estimate whether the thick level set condition is satisfied by a given density function from a sufficiently large unlabeled sample.
For the non-uniform case, we have the following result:
Theorem 3. For any > 0 and δ > 0, let λ = min Vol(K) , λ 0 and σ = min g (2C+6) , σ 0 . Suppose that int σ ({p ≥ λ}) has N connected components, each with probability mass at least 2 and letf be the output of Algorithm 2 run with connection radius r c = (2C + 6)σ on an unlabeled dataset of size
With probability ≥ 1 − δ, the algorithm will query at most N labels andf will have error at most .
Note that since N ≤ 1 2 , the number of labels queried is O( 1 ). One drawback to Algorithm 2 is that the required connection radius r c depends on parameters of the problem that are typically unknown. To overcome this challenge, our second algorithm uses a somewhat larger set of labeled data to find a good pruning of the single linkage hierarchical clustering without knowing the good connection radius beforehand. Recall that the single linkage hierarchical clustering is a binary tree where each node corresponds to a subset of data with the root being the entire dataset and the leaves being individual examples. The tree is built from the leaves up by repeatedly joining the two nodes having the closest pair of points. A pruning of the hierarchical clustering is a collection of nodes in the tree that partition the data. Our algorithm finds the smallest pruning (in terms of number of clusters) for which each cluster contains labeled examples from at most one class. A new example x is classified by assigning it to the label of the nearest cluster. See Algorithm 3 for pseudocode.
Parameters: EstimateN of number of clusters, target error > 0, failure probability δ > 0; Input: X = {x 1 , . . . , x n } sampled iid from p begin
Let T be the single linkage hierarchical clustering of X; Query the labels of a random subset of X of size 8 7 ln 2N δ ; LetK 1 , . . . ,KÑ be the clusters obtained by finding the smallest pruning of T for which each cluster contains labeled points from at most one class; Output classification rulef (x) that assigns x to the same class as its nearest labeled cluster; end Algorithm 3: Active Hierarchical Single Linkage
Theorem 4. For any > 0 and δ > 0, let λ = min Vol(K) , λ 0 and σ = min g (2C+6) , σ 0 . Suppose that int σ ({p ≥ λ}) has N connected components, each with probability mass at least 2 and letf be the output of Algorithm 2 run with parameterN ≥ N on an unlabeled dataset of size
With probability ≥ 1 − δ,f will have error at most .
Notice that Algorithm 3 queries the labels of O( log 1/δ ) points. The dependence on here is the same as one would expect from standard supervised learning, since we are in the realizable setting. The main advantage of the above algorithm is that the number of label queries is independent of the dimension of the problem, while in supervised learning the VC-dimension of output codes would appear in the bound.
The Boundary Features Condition
In this section we consider a condition on the code matrix called the boundary features condition that generalizes the two earlier assumptions. In this setting, we assume that for each semantic feature i, there is some class such that negating the i th bit of the code word for class results in a code word that is not present in the code matrix (i.e., it is not the code word for any other class) and which corresponds to a region of non-zero volume. Since each semantic feature corresponds to one of the m linear separators, this implies that the linear separator h i forms a boundary between the positive region K of class and some region that does not belong to any class. A data set X drawn uniformly from the set K = K will never contain any points that do not belong to one of the K sets. In this section, we present an algorithm that with high probability approximates the linear separators h 1 , . . . , h m by searching for hyperplanes that locally have many samples on one side and very few on the other.
Before introducing the algorithm, we make two additional assumptions. Recall that each point x ∈ X is assigned a codeword in {±1} m depending on which side of each of the true linear separators h 1 , . . . , Second, recall that the boundary features condition implies that each linear separator h i forms a boundary between at least one class and a region that belongs to no class. We further assume that this boundary is large in the following sense: for each semantic feature i, there exists a class and a point x on the hyperplane h i so that one half-ball of B(x, R) with face h i is contained in the set K and the other is disjoint from K. We call this the large boundary assumption. Note that there is always some radius R for which the large boundary assumption holds, but for simplicity we assume that it holds at the same scale as the large separation assumption. Our algorithm, called the plane detection algorithm, works by searching for balls of radius r whose centers are sample points (and therefore must belong to K) such that one half of the ball contains very few samples, say less than a τ fraction of the sample set. After applying a uniform convergence argument for half-balls, if a half-ball contains very few sample points then it must be mostly disjoint from the set K. But since its center point belongs to the set K, this means that the hyperplane defining the half-ball must run nearly parallel to the boundary of K, and therefore is a good approximation to at least one of the true hyperplanes. Here we are using the large separation assumption to ensure that the boundary of K does not have any acute interior angles. Given the collection H of hyperplanes produced in this way, the algorithm classifies a new point according to its code word under the hyperplanes in H. More specifically, the set of hyperplanes in H partition the instance space X into a collection of cells and we assign a different class label to each cell. Pseudocode is given in Algorithm 4 and Figure 3 shows examples of some half-balls selected by the algorithm.
We will use the following notation: for any center x ∈ X , radius r ≥ 0, and direction w ∈ S d−1 , let B 1/2 (x, r, w) = {y ∈ B(x, r) : w (y − x) > 0} denote the half-ball with center x, radius r, and direction w and define p 1/2 (r) = r d v d 2 Vol(K) to be the probability mass of a half-ball of radius r contained entirely in the positive region K (even if no such half-ball exists).
Each candidate hyperplane produced by the algorithm is associated with a the half-ball that caused it to be included in H. In fact, we can think of the pairs (x,ŵ) in H as either encoding the linear function h(x) = w (x −x) or the half-ball B 1/2 (x, r,ŵ), where r is the scale parameter of the algorithm. Most of our arguments will deal with the half-balls directly, so we adopt the second interpretation. The analysis of Algorithm 4 has two main steps. First, we show that the face of every half-ball in the set H is a good approximation to at least one of the true hyperplanes, and that every true hyperplane is well approximated by the face of at least one half-ball in H. Second, using the fact that the half-balls in H are good approximations to the true hyperplanes, we argue that the output classifier will only be inconsistent with the true classification rule in a small margin around each of the true linear separators. Then the error of the classification rule is easily bounded by bounding the probability mass of these margins.
To measure the approximation quality, we say that the half-ball B 1/2 = B 1/2 (x, r,ŵ) is an α-approximation Parameters: Threshold τ > 0, scale parameter r > 0; Input: X = {x 1 , . . . , x n } sampled iid from P begin Initialize set of candidate hyperplanes H = ∅;
Output rulef that classifies x according to the codeword sign(ĥ 1 (x), . . . , sign(ĥ M (x)) ; end Algorithm 4: Plane-detection learning algorithm. to the linear function h if P X∼B 1/2 (sign(h(X)) = sign(h(x))) ≤ α, where P X∼B 1/2 denotes the probability when X is sampled uniformly from the half-ball B 1/2 . The motivation for this definition is as follows: given any pointx ∈ X , the half-ball B 1/2 (x, r,ŵ) will be an α-approximation to h i only ifx is on one side of the decision surface of h i and all but an α-fraction of the half-ball's volume is on the other side. Intuitively, this means that the face of the half-ball must approximate the decision surface of the function h i .
The following theorem is proved in Section 11.
Theorem 5. For any desired error rate > 0 and confidence parameter δ > 0, letf be the output classifier of Algorithm 4 run with parameters r = R/2 and τ = 1 2 αp 1/2 (R/2) on a sample of size n = O( 1 γ 2 (ln 2 d γ + ln 1 δ )) where γ = 1 5 αp 1/2 (R/2) and α = O
Vol(B(0,D)) ). Then with probability at least 1 − δ, the error off is at most .
It is worth noting that if we set τ to be smaller than necessary in Theorem 5 and set γ = 2 5 τ , then the result still holds. In other words, setting the parameter τ to be conservatively small based on estimates of Vol(K) and R is sufficient to achieve high accuracy.
Conclusion
In this work we consider the implicit geometric structure that is assumed by the popular one-vs-all and error correcting output code methodologies. Under the commonly studied condition that the codewords are well separated and the more challenging condition that the codewords are not well separated, but satisfy the boundary features condition, we show that it is possible to learn from limited labeled data. In all cases, our algorithms exploit the geometric structure that is present when one-vs-all and output code techniques work well. 
Related Work
The use of the output code formalism for doing zero-shot learning in [Palatucci et al., 2009 ] is also related to our work, though it is complementary in many ways. This work, like ours, assumes that each column of the code matrix (what they call a semantic feature) corresponds to a linear regressor and that there is a one to one mapping between a row of the semantic output code and each of the classes. The key point of this work is to use the labeled examples to learn the mapping from raw features to semantic feature vectors. The hope is to be able to correctly classify an example belonging to a class, even if that class did not appear in the labeled training set. Unlike our methods, their method must know the code matrix C, and requires sufficiently many labeled examples to learn the linear classifier corresponding to each column of C using standard techniques. In contrast, when our methods learn from purely unlabeled data, we require additional distributional assumptions and only learn up to a permutation of the labels, but we do not need to know the code matrix C (or even the number of columns). And, when our methods use a small amount of labeled data, we require that labels are observed from every class.
9 Appendix For One-vs-all on the Unit Ball Lemma 1. For any > 0, suppose each positive region K i has a subset A i such that the {A i } L i=1 are (r c , r a , τ, γ)-clusterable and P (K − i A i ) < . Then for any δ > 0, letf be the output of Algorithm 1 run on a sample of size n = O( 1 γ 2 (D ln D γ + ln 1 δ )), where D is the VC-dimension of balls in X (D = d + 1 in R d ), with parameters r c , r a , and τ . Then with prob. ≥ 1 − δ, we have err P (f ) < .
Proof. Let X denote the sample of size n andP denote the empirical measure induced by X. For each class i, letK i = {x ∈ X : d(x, A i ) < r c /3} be the set of samples within distance r c /3 of A i for each class i = 1, . . . , L. First, we show that with probability at least 1 − δ, the graph G constructed by Algorithm 1 has the following properties:
1. (Completeness) Every sample inK i is active and included in the graph G.
(Separation)
For all pairs of classes i = j, there is no path in G fromK i toK j .
(Connectedness)
For every class i, the setK i is connected in G.
We use a standard VC bound [Vapnik and Chervonenkis, 1971 ] to relate the probability constraints in the clusterability definition to the empirical measureP . For our value of n we have P sup x,r P (B(x, r)) − P (B(x, r)) > γ < δ.
This implies that with probability at least 1 − δ for all points x we have:
3 )) > 0. We now use these facts to prove that the graph G has the completeness, separation, and connectedness properties.
Completeness follows from the fact that every sample x ∈K i is within distance r c /3 of A i and thereforê P (B(x, r a )) > τ .
To show separation, first observe that every sample z ∈ X that belongs to S will be marked as inactive, sinceP (B(z, r a )) < τ . Now let x ∈K i and x ∈K j for i = j. Since the graph G does not contain any samples in the set S, any path in G from x to x must have one edge that crosses S. Since the width of S is at least r c , this edge would not be included in the graph G, and therefore G does not include a path from x to x .
To show connectedness, let x and x be any pair of samples inK i and let v and v be their nearest points in A i , respectively. By definition ofK i , we know that d(x, v) < r c /3 and d(x , v ) < r c /3. Since A i is a connected set, there is a path π : [0, 1] → A i in A i starting at v and ending at v . Cover the path π with a sequence of points z 1 , . . . , z k such that d(z j , z j+1 ) < r c /3 for all j and the path π is covered by the balls B(z j , r c /3). Further, choose z 1 = v and z k = v . Since each point z j belongs to A i , the empirical probability mass of the ball B(z j , r c /3) is non-zero, which implies that it must contain at least one sample point, say y j ∈ X. We may take y 1 = x and y k = x . Since every sample y 1 , . . . , y k is within distance r c /3 of A i , they are all active and included in the graph G. Moreover, since d(y j , y j+1 ) < r c , we have that the path x = y 1 → · · · → y k = x is a path connecting x and x in G, as required.
Finally we show that the output hypothesisf has small error. Let x be any new sample drawn from P . Then, with probability at least 1 − it will belong to one of the sets A i . In this case, the ball B(x, r c /3) has non-zero empirical probability mass so it must contain at least one active sample in G, say z. Since z is within distance r c /3 of A i , it belongs to theK i , the large connected component of G corresponding to class i. Now let z * be the nearest sample to x. We know that d(x, z * ) ≤ d(x, z) < r c /3 and therefore, by the triangle inequality, d(z, z * ) < r c and we have that z and z * are connected in G. It follows that with probability at least 1 − , the point x will be assigned to the large connected component corresponding to the class of i. Therefore, with probability at least 1 − , the rulef will be consistent with f * .
Properties of the Distribution Q
In order to apply Lemma 1 to the one-vs-all problem, we need to understand the probability distribution Q of the projected data. First, we calculate the density function q of Q.
Proof. Let X be a random variable with distribution P and set V = X/ X 2 so that the distribution of V is Q. For any set A ⊂ S d−1 , we need to show that Q
By the construction of V , we have that P(V ∈ A) is equal to P(X ∈ cone(A)), where cone(A) = {rv : v ∈ A, r ≥ 0} is the conic hull of A. We can express P(X ∈ cone(A)) as an integral under the µ • measure by integrating the density function p(x) = I{x∈K} Vol(K) of X over cone(A) (with respect to the Lebesgue measure) and then applying a change of variables:
where the second line follows by the change of variables from x to (r, v) where r = x 2 and v = x/ x 2 . The term r d−1 is the determinant of the Jacobian of the change of variables, and the term d Vol(B d ), which is the surface area of S d−1 , appears since µ • is normalized so that µ • (S d−1 ) = 1. Next, we show that the integrand over v is equal to q(v). Substituting the definition of p(rv) = I{rv ∈ K}/ Vol(K) and rewriting the indicator functions I{rv ∈ K } as I{ bi w i v < r ≤ 1} for i = 1, . . . , L gives
where the third line results from evaluating the integral over r. The last equality follows from the fact that the indicator function I{w i v > b i } is one iff v ∈ K i and the fact that the regions K i are disjoint. We have shown that Q
, this is equivalent to the condition that θ(w i , v) < arccos(b i ). It follows that the set of points on the sphere that belong to class i is a spherical cap of radius arccos(b i ) centered at w i . Moreover, by the one-vs-all assumption, these spherical caps must be disjoint.
Next we show that the connected components of the upper level set of q are the spherical caps A i ( ) = C(w i , ρ i ( )) for i = 1, . . . , L. Fix any class i and consider the restriction of q to class i. We can rewrite the restricted density q as a function of the angle between v and w i :
Restricted to class i, the density q is a decreasing function of the angle θ(w i , v). Moreover, the density goes to zero as v approaches the boundary of class i (i.e., when θ(w i , v) approaches arccos(b i )). From this, it is clear that class i contributes one connected component to the λ upper level set of q which is a spherical cap centered at the vector w i . It remains to calculate the radius of this spherical cap. Solving the equation
. Therefore, the connected component of the λ upper level set contributed by class i is the spherical cap C(w i , ρ i (λ)).
Since the density function is zero outside of the classes, it follows that the connected components of the λ upper level set of q are given by C(w 1 , ρ 1 (λ)), . . . , C(w L , ρ L (λ)).
Proof of Theorem 1
For any δ > 0, letf be the output of Algorithm 1 run on a sample from Q of size n = O 1 γ 2 (d ln d γ + ln 1 δ ) , where γ = V d (2r a /3)/12, with connection radius r c = 2r a , activation radius r a , and activation threshold τ = 5 8 V d (r a ). Then with prob. ≥ 1 − δ, we have err Q (f ) < .
Proof. Let A = q ≥ be the upper level set of q and, for each class i, let A i = C(w i , ρ i ( )) be the connected component of A associated with class i. By Lemma 2, we know that A = L i=1 A i and, since q is smaller than outside of A, we have that Q(
We will show that the sets A 1 , . . . , A L are (r c , r a , τ, γ)-clusterable for the parameters given in the theorem statement with separating set S = {v ∈ S d−1 : θ(w i , v) ≥ ρ i ( /4) for all i}. Then the result will follow from Lemma 1. (3 /4) , where the last inequality follows from the conditions on r a . Therefore, q(u) ≥ 3 /4 and we have Q (C(v, r a 
. Since r c /3 = 2r a /3 is smaller than r a , the above claim also implies that C(v, r c /3) ≥ 3 4 V d (2r a /3) for any v ∈ A i for some class i. Let c M = 3 4 V d (2r a /3). Finally, suppose that v belongs to the separating set S. Then we have that θ(w i , v) ≥ ρ i ( /4) for all classes i. Now let u ∈ C(v, r a ). Then, by the reverse triangle inequality, we have that
where the last inequality follows from the conditions on r a . Therefore q(u) ≤ 2 and we have Q (C(v, r a ) 
3 )} shows that the sets A 1 , . . . , A L are (r c , r a , τ, γ)-clusterable and the result follows from Lemma 1, together with the fact that the VC-dimension of spherical caps is at most d + 1.
Parameter settings in 2 dimensions
Corollary 1. For the one-vs-all problem in R 2 , there exist positive numbers c 1 and c 2 so that the following holds: For any 0 < < c 1 and any δ > 0, running Algorithm 1 on a sample of size n = O( 1 4 (ln( 1 )+ln( 1 δ )) drawn from Q with distance function θ, activation radius r a = c 2 , connection radius r c = 2r a , and activation threshold τ = 5 16 r a will output classifier with error at most with probability at least 1 − δ. Proof. The main idea of this proof is to find simple upper and lower bounds for the ρ i (λ) functions for when λ is sufficiently small and to use these bounds to solve for an activation radius r a > 0 that satisfies the inequalities of Theorem 1.
First, consider any function of the form ρ(λ) = arccos(b(1 − cλ) −1/2 ) for some constants 0 < b < 1 and 0 < c < 1. The first, second, and third derivatives of ρ are given by
, all three derivatives are negative, which implies that ρ is strictly concave, and that ρ and ρ are both decreasing functions.
Since ρ is concave, it is upper bounded by its linear approximation at any point. So, the function ρ + (λ) = ρ(0) + ρ (0)λ is an upper bound on ρ(λ).
Next we will show that ρ − (λ) = ρ(0) + 5 4 ρ (0)λ is a lower bound on ρ(λ) for sufficiently small λ. Since ρ (0) is negative, for λ > 0 we have that ρ − (λ) < ρ + (λ). The constant 5 4 is chosen to make the gap between ρ + (λ) and ρ − (λ) small enough so that the inequalities from Theorem 1 are still satisfiable when we replace ρ(λ) by ρ + (λ) and ρ − (λ) appropriately. For the moment, suppose that λ belongs to the smaller range [0, 1−b 2 2c ]. Then, from Taylor's theorem, we know that there exists some ζ ∈ [0, λ] such that
where in the second line we used the fact that ρ is a decreasing function. It follows that whenever
The left hand side of the above inequality is a quadratic function of λ and, since the leading coefficient is negative, it is concave. If this function has two zeros, then it will be positive between them. Substituting the formulas for ρ and ρ into (1) gives (1) gives
The roots of this quadratic are
For 0 < b < 1 and 0 < c < 1, the second solution is positive. In summary, we have shown that for any function of the form ρ(λ) = arccos(b(1 − cλ) −1/2 ), the functions
These bounds hold for all of the ρ i functions in the one-vs-all problem taking b = b i and c = Vol(K) Vol(B 2 ) . Next, we will show that for any function of the form ρ(λ) = arccos(b(1 − cλ) −1/2 ) and any 0 < < λ max (b, c), setting
For the first inequality, it is enough to show that ρ + ( ) + 5 3 r a ≤ ρ − ( 3 4 ). Since both ρ + and ρ − are linear, this inequality is easy to solve and we find that taking
satisfies the inequality. Note that this inequality is where it was important that we used the constant 5 4 in the definition of ρ − .
To show the second and third inequalities hold, it is enough to show that ρ + ( 2 ) ≤ ρ − ( 4 ) − r a and ρ − (0) ≥ ρ + ( 4 ) + r a . Again, these inequalities are easy to solve and we find that taking
satisfies the first inequality, while
satisfies the second. The largest value of r a that satisfies all three inequalities is given by
Letting c 1 = min 1≤i≤L λ max (b i , Vol(K) Vol(B 2 ) ) and c 2 = min 1≤i≤L r a (b i , Vol(K) Vol(B 2 ) ) and setting the remaining parameters as in Theorem 1 (using the fact that V 2 (r) = r 2π ) completes the proof.
Using this geometric interpretation of the code matrix together with the conditions for the Hamming distance d + 1 case, we now show that there is a gap between the positive regions.
Lemma 4. There is a number g > 0 such that d(K i , K j ) ≥ g whenever i = j.
Proof. Fix any pair of classes i and j and suppose for contradiction that d(K i , K j ) = 0. First, we construct a point x that belongs to K i ∩ K j , where K i denotes the closure of K i . Since d(K i , K j ) = 0, there exists a sequence of points x 1 , x 2 , . . . ∈ K i such that d(x n , K j ) → 0 as n → ∞. But, since K i is bounded, so is the sequence (x n ), and therefore by the Bolzano-Weierstrass theorem, (x n ) has a convergent subsequence. Without loss of generality, suppose that (x n ) itself converges to the point x. Then x is a limit point of K i and therefore belongs to the closure of K i . On the other hand, since the function z → d(z, K j ) is continuous, it follows that d(x, K j ) = lim n→∞ d(x n , K j ) = 0 and therefore x is also in the closure of K j . Now let k be any index such that the code words for class i and j disagree on bit k. Next, we show that h k (x) = 0. For each integer n > 0, let A n = B(x, 1/n) be the ball of radius 1/n centered at x. Since x belongs to the closure of K i and A n is a neighborhood of x, we can find some point, say x n that belongs to the intersection K i ∩ A n . Similarly, we can find a point y n belonging to K j ∩ A n . Since the line segment [x n , y n ] passes from K i to K j , Lemma 3 guarantees that there is a point z n ∈ [x n , y n ] ⊂ A n such that h k (z n ) = 0. But, by construction, the sequence z n is converging to x and, since linear functions are continuous, it follows that h k (x) = lim n→∞ h k (z n ) = 0.
But this leads to a contradiction: since the codewords for class i and j must disagree on at least d + 1 bits, at least d + 1 of the lines h 1 = 0, . . . , h m = 0 intersect at the point x, which contradicts our assumption that at most d lines intersect at any point x ∈ X . Therefore, we must have d(K i , K j ) > 0. Since there are finitely many classes, taking g = min i,j d(K i , K j ) completes the proof.
Proof of Theorem 2
Proof. We begin by covering the σ -interior of the positive region K with finite set of balls of radius σ . Consider the following greedy procedure: while there exists a point x in the σ -interior of K that is not covered by our current set of balls, add the ball B(x, σ ) to the cover. This procedure only terminates once the σ -interior of K is covered, so it remains to bound the number of iterations before it terminates. Suppose that after t iterations we have added balls with centers c 1 , . . . , c t . Since each point c j is in the σ -interior of K, we know that B(x j , σ ) ⊂ K. Moreover, since no ball of radius σ contains the center of any other ball, it follows that the balls with centers c 1 , . . . , c t of radius σ /2 are disjoint (and contained in K). It follows that we have
Rearranging this inequality gives an upper bound on the number of iterations before terminating:
For any ball B of radius σ contained in the positive region K, the probability that a sample X of size n drawn from the uniform distribution on K does not include a sample in B is (1 − γ) n ≤ e −nγ (recall that γ is the probability mass of a ball of radius σ contained in K). Taking the union bound over the balls in the cover constructed above, the probability that there exists a ball in the cover that does not contain at least one sample is at most 2 d γ e −nγ . This implies that whenever n ≥ 1 γ (ln 2 d γ + ln 1 δ ), the probability that there exists a ball in the cover that does not contain a sample is at most 1 − δ. Assume that this high probability event holds for the remainder of the proof.
Next we show that the graph G constructed by Algorithm 1 has one large connected component for each of the classes and that these components are disconnected from each other. Fix any class i and let B 1 , . . . , B k be the balls from our covering that cover the σ -interior of K i and letK i = X ∩ ( k j=1 B j ) be the set of sample points that land in those balls. We will show that all samples inK i are connected in G. Let x, y ∈K i . The set k j=1 B j is connected, since the σ -interior of K i is connected, and it follows that there is a path π : [0, 1] → k j=1 B j from x to y that stays in our covering of the σ -interior of K i . The path π must move through some sequence of balls B j1 , . . . , B j N (possibly with repetition). By the high probability event, each ball contains at least one sample point. Let v 1 , . . . , v N be any sequence of samples with v l ∈ B j l . Without loss of generality, we may assume that v 1 = x and v N = y. Since B j l and B j l+1 touch, the triangle inequality guarantees that d(v j , v j+1 ) ≤ 4σ < r c , which shows that the path
Finally, since the distance between any pair of positive regions is at least g > r c , the graph G will never conntain a path from oneK i to anotherK j . Now suppose that x is any new point that belongs to K i but not the σ -tendrils of K i . We will show that the nearest sample in X to x is connected toK i . By definition of the σ -tendrils, the distance from x to the σ -interior of K i is at most σ , so we can find some point y ∈ int σ (K i ) so that d(x, y) < σ . The point y must belong to some ball B j from our covering of the σ -interior of K i , and the ball B j contains at least one sample, say z. By the triangle inequality, we have that d(x, z) ≤ 2σ . Now let z * be the closest sample in X to x. We know that d(x, z * ) ≤ d(x, z) = 2σ , from which it follows that d(z, z * ) ≤ 4σ < r c , and z * is connected to z in the graph G. Since z ∈K i , it follows that z * is connected toK i .
The above arguments show that the classification rulef will assign different labels to any points that belong to different classes, and it will assign the same label to any point in K i , except possibly for those that belong to the σ -tendrils. Since the total probability mass of the σ -tendrils is L , it follows that the error of f is at most L .
Thick Level Set Condition
Our first result does not depend on the thick level set condition, but shows that we can cover the σ-interior of the λ-level set of p with a relatively small number of balls of radius σ. Moreover, if we see a sufficiently large sample drawn from p, then every ball in this covering will contain at least one sample point.
Lemma 5. For any λ > 0 and any σ > 0, there is a covering of the σ-interior of {p ≥ λ} by balls of radius σ of size at most N = 2 d /(λσ d v d ). Moreover, for any δ > 0, if we see an iid sample x 1 , . . . , x n drawn from p of size n ≥ 1 λσ d v d ln 2 d λσ d v d + ln 1 δ , then with probability at least 1 − δ, every ball in our cover will contain at least one sample.
Proof. Consider the following greedy procedure: as long as there exists any point x in the σ-interior of {p ≥ λ} that is not covered by our current cover, add the ball B(x, σ) to the cover. Suppose after t additions, we have added balls with centers c 1 , . . . , c t . Since no ball in the cover contains the center of any other, we know that the distance between any pair of centers is at least σ/2. Therefore, the balls B(c 1 , σ/2), . . . , B(c t , σ/2) are disjoint and contained in {p ≥ λ} (since their centers are in the σ-interior of {p ≥ λ}). This gives
Rearranging the above inequality gives an upper bound of 2 d /(λσ d v d ) on the number of centers added into our cover.
For any center c i in our cover, the ball B(c i , σ) is contained in {p ≥ λ}, which implies that its probability mass is at least λσ d v d . Therefore the probability that none of the n iid samples falls in B(c i , σ) is at most
Applying the union bound over the balls in our cover, we have
Substituting the provided lower bound on n results in the right hand side being equal to δ.
Next we combine Lemma 5 together with the thick level set condition to show that running single linkage on a large enough sample with a large enough connection radius will not subdivide the connected components of int σ ({p ≥ λ}).
Lemma 6. For any λ ∈ (0, λ 0 ], σ ∈ (0, σ 0 ], and δ > 0, let X be an iid sample drawn from p of size
and let G be the graph whose vertices are the samples X with an edge between samples x and x if x−x ≤ r c , where the connection radius is r c = (2C + 6)σ. Let A 1 , . . . , A N be the connected components of the σ-interior of {p ≥ λ} and define C i = {x ∈ {p ≥ λ} : d(x, A i ) ≤ Cσ} for i = 1, . . . , N . Then with probability at least 1 − δ, for every i, the set of sampleŝ
x is connected to a point in C i in G} will be a connected component of the graph G. Moreover, for any new point x ∈ C i , the closest sample in the graph G will belong toĈ i .
Proof. By Lemma 5, we know there exists a covering of the σ-interior of {p ≥ λ} by balls of radius σ and, with probability at least 1 − δ, each ball in the cover will contain at least one sample. Assume that this high probability event holds. Consider any connected component A i of the σ-interior of {p ≥ λ} and let x, x be any pair of samples that belong to C i . We will show that x and x must be connected in the graph G. By definition of C i , there exist points z and z in A i such that x − z ≤ Cσ and x − z ≤ Cσ. Since both z and z belong to the connected set A i , there is a path π : [0, 1] → A i starting at z and ending at z . And, since the set A i is contained in the σ-interior of {p ≥ λ}, our covering of int σ ({p ≥ λ}) is also a covering of A i ; therefore the path π starts at z and passes from one ball in our cover to another until it reaches the point z . Since each ball contains at least one sample, we can find a sequence of samples z 1 , . . . , z k ∈ S such that z i − z i+1 ≤ 4σ for all i, x − z 1 ≤ (C + 2)σ, and z k − z ≤ (C + 2)σ. The furthest distance between any consecutive pair of points along the path x → z 1 → · · · → z k → x is max (C + 2)σ, 4σ ≤ (C + 6)σ ≤ r c , and therefore this path exists in the graph G and connects x to x . See Figure 4 for a visualization of how the path π is approximated by the path z 1 → · · · → z k . Figure 4 : The black outline shows the set C i , and the gray region is the σ-interior, A i . The dashed circles depict a covering of A i by balls of radius σ. The black and orange dots represent a set of samples such that every ball in the covering contains at least one sample. We can approximate any path π : [0, 1] → A i (for example, the path shown in green) by a path in the graph G (for example, the orange path) by taking one sample from each ball that π passes through. Since the distance between any pair of points belonging to intersecting balls of radius σ is at most 4σ < r c , this is a valid path in the graph G.
Finally, let x be any new point in C i . By definition of C i , there exists a point z in A i with x − z ≤ Cσ. The point z must be contained in some ball from our covering, which must contain at least one sample. Therefore, there exists a sampleẑ ∈ C i that is within distance at most (C + 2)σ from the point x. Now let z * ∈ S be the nearest point to x. We must have x−z * ≤ x−ẑ and therefore ẑ−z * ≤ (2C +4)σ < r c and the points z * andẑ are connected in the graph G. Sinceẑ was within distance σ from some connected component of the σ-interior of {p ≥ λ}, the claim follows.
At this point, we can prove a simple result analogous to Theorem 2 using the thick level set condition instead of the (σ, ) roundness.
Theorem 6. Suppose that p is the uniform distribution over the positive region K = L i=1 K i and has thick level sets up to level λ 0 = 1 Vol K with constants C and σ 0 . Let σ = min g (2C+6) , σ 0 ) and run Algorithm 1 on a sample of size
Then with probability at least 1 − δ, the output classifier has zero error.
Proof. For any λ ∈ [0, 1 Vol(K) ], the λ level set of p is exactly equal to K and has L connected components, given by the positive regions K 1 , . . . , K L . By Lemma 6, with probability at least 1 − δ, the single linkage graph for our sample at connection radius r c = (2C + 6)σ will output one large cluster for each of the connected components K 1 , . . . , K L . With probability 1, a new sample x will land in the set K, which means that it will belong to one of the connected components K i . In such a case, the nearest cluster to x will be the cluster in K i , and therefore x is classified correctly.
Finally, we use the above results to prove the Theorems3 and 4:
Proof. Let C 1 , . . . , C N be the sets as in Lemma 6. First, we show that with high probability, the fraction of our sample S that lands in each of the C i sets and in the set {p < λ} will not deviate from their true probability mass by more than /4. For any set A ⊂ X , Hoeffding's inequality gives that P S ( |S∩A| |A| − P (A) > 4 ) ≤ 2 exp(−n 2 /8), where P (A) = A p(x) dx is the probability mass of set A. Applying the union bound over the sets C 1 , . . . , C N and {p < λ}, the probability that any of the C i sets contain less than a 7 /8-fraction of the sample, or that {p < λ} contains more than a 5 /8-fraction of the sample is at most 2(N + 1) exp(−n 2 /8). Whenever n ≥ 8 2 ln 4(N +1) δ , this probability is at most δ/2. Next, by Lemma 6, we know that if we run single linkage with connection radius r c = (2C + 6)σ on an iid sample S drawn from p of size
then with probability at least 1 − δ 2 , the samples in S ∩ {p ≥ λ} will be contained in at most N clusters output by the single linkage algorithm. In particular, for each i, the set of samples S ∩ C i will be connected in the single linkage graph G. LetĈ i = {x ∈ S : x is connected to a point in C i in the graph G}, be the set of samples in C i ∩ S together with any samples connected to C i ∩ S in the single linkage graph G. Applying the union bound over the two high probability events above, we know that: (1) each setĈ i is connected, (2) each setĈ i contains at least a 7 /8-fraction of the sample, and (3) every other cluster output by single linkage must have fewer than a 5 /8-fraction of the sample (since they are necessarily contained in {p < λ}). Moreover, since the connection radius r c is smaller than the gap between classes, we know that all clusters output by single linkage are pure, in that they contain just one label.
By the above arguments, there will be at most N clusters output by single linkage that are larger than 7 8 n, so Algorithm 2 will query at most N labels. After querying the labels, the algorithm will know the true label of each clusterĈ 1 , . . . ,Ĉ N . By Lemma 6, we know that the closest cluster to any point x ∈ {p ≥ λ} will be one of the clustersĈ 1 , . . . ,Ĉ N , and that the distance is at most (C + 2)σ < g, which implies that x has the same label as the point as this nearby large cluster. It follows that with probability at least 1 − δ, the classification rulef has error at most P x∼p (x ∈ {x < λ}) ≤ .
Proof. The clustering obtained by running single linkage with any connection radius r c is a pruning of the single linkage hierarchical clustering. As an intermediate result of Theorem 3, we showed with high probability, the pruning obtained at connection radius r c = (2C + 6)σ has the following properties with probability at least 1 − δ/2:
1. The clusters are pure, in the sense that they contain points belonging to only one class.
2. There exist at most N clustersĈ 1 , . . .Ĉ N that each contain at least 7 8 n points.
3. For any new point x ∈ C i , the nearest cluster to x isĈ i and the distance is at most (C + 2)σ < g.
If we query the labels of a random subset of data (with replacement) of size n ≥ 8 7 ln 2N δ , then with probability at least 1 − δ/2 we will query the label from at least one point in each of theĈ i clusters. Assume that both of these high probability events occur.
To find the smallest pruning of T for which each cluster contains at most one label, we start at the root of T and only split clusters when they contain labeled example from different clusters. This pruning will never separate any of the clusters in the single linkage graph at connection radius r c = (2C + 6)σ, since they will never contain points belonging to different classes. And, since each of the big clustersĈ 1 , . . . ,Ĉ N contains at least one labeled example, large clusters that belong to different classes will be separated in this pruning. It follows that eachĈ i will be labelled correctly in the clusters corresponding to this pruning of T .
Finally, any new point x drawn from the distribution p will belong to the set {p ≥ λ} ⊂ N i=1 C i with probability at least 1− , which implies that the nearest cluster will be one of the N large clusters. Therefore, the error off is at most .
Appendix for Boundary Features Condition
The following Lemma shows that when Algorithm 4 is run with appropriate parameters and on a large enough sample drawn from the data distribution, then with high probability the algorithm will include at least one half-ball in H α-approximating each true hyperplane h i and every half-ball in H will be an αapproximation to at least one true hyperplane.
Lemma 7. Fix any α > 0 and confidence parameter δ > 0. Let H be the set of half-balls produced by Algorithm 4 when run with parameters r = R/2 and τ = 1 2 αp 1/2 (r) on a sample of size n = O( 1 γ 2 (ln 2 d γ + ln 1 δ )) where γ = 2 5 τ = 1 5 αp 1/2 (r). Then with probability at least 1 − δ, every half-ball in H will be an α-approximation to at least one true hyperplane h i , and every true hyperplane h i will be α-approximated by at least one half-ball in H.
Proof. Since the VC-dimension of both balls and half-spaces in R d is d + 1, the VC-dimension of the set of intersections of balls and up to two half-spaces is O (d ln d) . Therefore, by a standard VC-bound [Vapnik and Chervonenkis, 1971 ], if we see an iid sample X of size n = O( 1 γ 2 (ln 2 d γ + ln 1 δ )), then with probability at least 1 − δ the empirical measure of any ball intersected with up to two half-spaces will be within γ of its true probability mass. In other words, the fraction of the sample set X that lands in any ball intersected with up to two half-spaces will be within γ of the probability that a sample X drawn from P will land in the same set. For the remainder of the proof, assume that this high-probabilty event holds.
First, we show that every half-ball in the set H is an α-approximation to at least one true hyperplane. Suppose otherwise, then there is a half-ball B 1/2 = B 1/2 (x, r,ŵ) with (x,ŵ) ∈ H that is not an α approximation to any true hyperplane h i . The centerx of the half-ball must belong to the positive region K, since it is one of the sample points. If the half-ball B 1/2 is contained entirely in the set K, then the probability that a new sample X drawn from P will land in the half-ball B 1/2 is p 1/2 (r) and therefore the fraction of samples that landed in the half-ball is at least p 1/2 (R/2) − γ. But since p 1/2 (r) − γ ≥ 4 5 αp 1/2 (r) > τ , this contradicts the half-ball being included in the set H. Otherwise, the half-ball contains at least one point y that does not belong to the set K (i.e., it does not belong to any class). Sincex is in the set K, there is at least one true hyperplane h i that separatesx from y. By the large separation assumption, since r = R/2 < R, every other point y in the half-ball that does not belong to any class must have the same code word as y, and therefore must be on the same side of h i as y. It follows that all points in the half-ball on the same side of h i asx (i.e., those points for which the sign of h i matches the sign of h i (x)) belong to the set K. But, since the half-ball is not an α-approximation to h i , this implies that at least an α fraction of the half-ball's volume must belong to the set K. Therefore, the probability that a new sample X drawn from the data distribution P belongs to the half-ball can be lower bounded as follows: P(X ∈ B 1/2 ) = Vol(B 1/2 ∩ K) Vol(K) = Vol(B 1/2 ∩ K) Vol(B 1/2 ) · Vol(B 1/2 ) Vol(K) ≥ αp 1/2 (r).
By the uniform convergence argument, the fraction of the samples in X contained in the half-ball B 1/2 is at least αp 1/2 (r) − γ > τ , which contradicts the half-ball being in H. In either case we arrived at a contradiction and it follows that every half-ball in H is an α-approximation to at least one true hyperplane h i . Finally, we show that the set H will contain at least one half-ball that is an α-approximation to each true hyperplane h i . Fix any true hyperplane h i . By the large boundary assumption, there is a class and a point x 0 on the decision surface of h i so that one half-ball of B(x 0 , R) with face h i is is contained in K ⊂ K and the other half-ball is disjoint from K. Suppose WLOG that the half-ball on the negative side of h i is contained in K (the case when the half-ball on the positive side is contained in K is essentially identical). Define ρ > 0 to be the width such that the probability that a new sample X from P lands in the slice of the ball S = {x ∈ B(x 0 , r) : h i (x) ∈ [−ρ, 0]} is equal to τ − γ. Note that, since the half-ball on the negative side of h i is a subset of K and τ − γ = 3 10 αp 1/2 (r) < p 1/2 (r), such a value of ρ always exists. Since τ − γ > γ, the uniform convergence argument guarantees that there will be at least one sample point in the slice, sayx ∈ X. Sincex is within distance r = R/2 of the point x 0 , the ball B(x, r) is contained in B(x 0 , R). Therefore, the ball of radius r centered atx only contains points that either belong to class or no class. By construction, the half-ball B 1/2 (x, r, w i ) (where w i is the coefficient vector defining h i (x) = w i x − b i ) with face parallel to h i intersects the set K in a slice of width at most ρ and therefore has probability mass at at most τ − γ. It follows that the directionŵ that minimizes the number of samples in the half-ball B 1/2 (x, r,ŵ) will result in the half-ball containing at most a τ fraction of the sample set, and therefore the pair (x,ŵ) will be included in H, and this will be an α-approximation to h i . Naturally, if a half-ball B 1/2 (x, r,ŵ) is an α-approximation to the linear function h, we expect that the decision surface ofĥ(x) =ŵ (x −x) is similar to the decision surface of h. In turn, this suggests that eitherĥ(x) or −ĥ(x) should take similar function values to h(x) (since the coefficient vectors are normalized). We first give a simple probability lemma that bounds the fraction of a ball contained between two parallel hyperplanes, one passing through the ball's center.
Lemma 8. Let r > 0 be any radius and X be a random sample drawn uniformly from the ball of radius r centered at the origin. For any width 0 ≤ ρ ≤ r/ √ 2, the probability that the first coordinate of X lands in [0, ρ] can be bounded as follows:
Proof. Let B be the ball of radius r centered at the origin and S = {x ∈ B : x 1 ∈ [0, ρ]} be the slice of B for which the first coordinate is in the interval [0, ρ]. The probability that a uniformly random sample from B lands in the subset S is given by Vol(S)/ Vol(B), where Vol denotes the (Lebesgue) volume of a set. We bound the volume of the set S by writing the volume as a double integral over the first coordinate x 1 and the remaining d − 1 coordinates x R .
Noticing that the inner integral is actually the volume of a d − 1 dimensional ball of radius r 2 − x 2 1 , and using the fact that for any d, the volume of a d-dimensional ball of radius r is r d v d , where v d is the volume of the d-dimensional unit ball, we have Vol(S) = v d−1 ρ 0 (r 2 − x 2 1 ) (d−1)/2 dx 1 .
distribution on the half-ball is radially symmetric about the pointx, we have that P(g(X) < 0) = θ(w,ŵ) π . It follows that θ(w,ŵ) ≤ πα. Using this fact, we can bound w −ŵ as follows:
w −ŵ 2 = w 2 + ŵ 2 − 2w ŵ = 2(1 − w ŵ).
Since w ŵ = cos(θ(w,ŵ)) and on the interval [0, π/2], the cos(θ) function is decreasing and lower bounded by 1 − 2 π θ, we have that 2(1 − w ŵ) ≤ 4α. Taking the square root gives that w −ŵ ≤ 2 √ α.
Next we show that |h(x)| (the distance fromx to the decision surface of h) is not too large. The half-ball B 1/2 (x, r, w), whose direction w matches the coefficient vector of h is one half-ball centered atx of radius r minimizing the fraction of its volume contained on the same side of h asx. This is because every point in the ball B(x, r) not on the same side asx is contained in B 1/2 (x, r, w). Let Y be uniformly sampled from B 1/2 (x, r, w). By construction of the half-ball Y is sampled from, we have that P(h(X) < 0) ≥ P(h(Y ) < 0), which gives
which implies that |h(x)| ≤ 2 d π d rα 2 .
Finally, let x be any point on the decision surface of h, so that h(x) = w (x − x ). Combining the above calculations we have
as required. The proof of the case when h(x) > 0 follows by applying the above arguments to the function −h.
Recall that for any hyperplane h(x) = w x − b with w 2 = 1, the distance from point x to the decision surface of h is |h(x)|. The above lemma implies that if B 1/2 (x, r,ŵ) is an α-approximation to h, then either h or −ĥ will have the same sign as h for all points in X except those in a margin of width O( √ α) around h.
Under the uniform distribution on K, the probability mass of the margins surrounding the true hyperplanes isn't large, which results in low error for the classification rule.
Theorem 5. For any desired error rate > 0 and confidence parameter δ > 0, letf be the output classifier of Algorithm 4 run with parameters r = R/2 and τ = 1 2 αp 1/2 (R/2) on a sample of size n = O( 1 γ 2 (ln 2 d γ + ln 1 δ )) where γ = 1 5 αp 1/2 (R/2) and α = O 2 Vol(K) 2 m 2 2 d R 2 D 2d v 2 d , and D is the diameter of X (giving γ = O ( m ) 2 ( R 4D ) d Vol(K) Vol(B(0,D)) ). Then with probability at least 1 − δ, the error off is at most .
