Abstract. There is no single generic kernel that suits all estimation tasks. Kernels that are learnt from the data are known to yield better classification. The coefficients of the optimal kernel that maximizes the class separability in the empirical feature space had been previously obtained by a gradient-based procedure. In this paper, we show how these coefficients can be learnt from the data by simply solving a generalized eigenvalue problem. Our approach yields a significant reduction in classification errors on selected UCI benchmarks.
Introduction
SVMs aim to minimize the upper bound on the generalization error by maximizing the margin between the separating hyperplane and the data. If a linear separator in the input space does not suffice, a non-linear mapping is used to map the input space into a higher dimensional Euclidean or Hilbert feature space. This embedding induces a Riemannian metric in the input space, which is either enlarged or reduced in the feature space. Thus, by choosing an "appropriate" mapping φ(·), the data points become linearly separable or mostly linearly separable in the high dimensional feature space, enabling easy application of structural risk minimization. Each kernel induces a different mapping or structure of the data in the embedding space, which may or may not be suitable from the classification perspective. To obtain a good quality embedding, that is more appropriate for the estimation task, the choice of the kernel should be "learned" from the structure of the data rather than chosen through some trial and error heuristics. An improper choice of kernel may lead to worse classification. In this paper, we extend the approach of [3] , which tries to optimize the data dependent kernel by maximizing the class separability criterion in the empirical feature space. The transformation from the input space to an r-dimensional Euclidean space is given by
T , where, K m×m = P m×r D r×r P r×m . Their approach has led to obtaining kernels that yield a significantly better classification performance compared to primary Gaussian or polynomial kernels for k-Nearest Neighbor (KNN), Kernel Fisher Discriminant (KFD), Kernel Minimum Squared Error machine (KMSE), and SVM on the UCI benchmark data sets [4] . However, only a slight improvement in performance is observed on using the optimal kernels for SVMs. Our approach reduces to solving a single generalized eigenvalue problem. Our approach also has a number of other advantages, namely, 1. It avoids using an iterative algorithm to update alpha (coefficients of the optimal kernel) in each step, since now only a single generalized eigenvalue problem needs to be solved. 2. It avoids an ascent procedure that can not only potentially run into numerical problems when the Hessian matrices in question are not well conditioned, but also gets stuck in local maxima. 3. It also avoids tuning parameters such as learning rate and the number of iterations.
Section 2 formally defines our notion of optimality and develops the procedure to obtain the data dependent optimal kernel as a generalized eigenvalue solution. Section 3 gives the classification performance evaluation of our optimal kernel with a Gaussian kernel, and with the optimal kernel generated by the iterative update approach of [3] on UCI Benchmark data sets and section 4 concludes the paper.
Kernel Optimization
Maximizing the separation between the different classes is a natural step in the hope of obtaining better classification. To evaluate the measure of separability, we choose the Fisher Discriminant function [5] . It attempts to find a natural measure between examples induced by the generative model. In terms of the between class scatter matrix S B and the within class scatter matrix S W , the Fisher discriminant criterion J(·) can be written as (cf. [6] 
Substituting ∇J(w) = 0 for maximizing J(·)we get,
Thus the extremum points w * of the Rayleigh Quotient J(w) are obtained as the eigenvectors of the corresponding generalized eigenvalue problem.
Data Dependent Optimal Kernel
Similar to Amari [2] , we choose the data dependent kernel function, K, as a conformal transformation of the form K(x, y) = q(x).q(y).k 0 (x, y) , where,
In (2), k 1 denotes a primary Gaussian kernel of the form
. . , α ne } is the vector of linear combination coefficients. The total number of empirical cores is denoted by n e and a i denotes the ith empirical core. We choose a random set of one-third of the data points as the empirical cores. If the data is written as the first m 1 data points class C 1 , followed by the rest m 2 data points of class C 2 , then, the kernel matrix K 0 , corresponding to the primary kernel, can be written as
where, K 11 , K 12 , K 21 and K 22 are sub-matrices of order m 1 ×m 1 , m 1 ×m 2 , m 2 × m 1 , and m 2 × m 2 respectively. The "between-class" kernel scatter matrix B 0 , and the "within -class" kernel scatter matrix W 0 , can then be written as
and,
Using (4) and (5), the Fisher's coefficient is equivalent to J =
Here, K 1 is a matrix of order m×(n e +1) and α is as before. Hence J can now be used as a measure of separability of the data in the empirical feature space that is easy to compute. Maximizing J, to obtain the maximum separation of data requires finding the optimal q. Optimizing the projection q is in turn equivalent to optimizing α with respect to the data (cf. (2)). Maximization of this separability measure, to obtain the optimal kernel, thus amounts to finding the optimal set of coefficients of the vector α. These coefficients would optimally enlarge or reduce the spaces around the empirical cores to reduce the error maximally. To obtain this optimal α, an iterative procedure to maximize Rayleigh quotient J was proposed in [3] . The algorithm based on the general gradient descent method updates in all iterations. While a decreasing learning rate ensures convergence, the algorithm still requires an iterative update solution and is susceptible to getting trapped in local maxima. In the sequel we solve (11) as a generalized eigenvalue problem and obtain the optimal data dependent kernel.
The Generalized Eigenvalue Solution
On substituting (6), J can be written as
As a generalized eigenvalue problem, (6) can be written as B 0 q = λW 0 q, where λ are the set of eigenvalues. This is solved by Lanczos method. For the optimal kernel, the eigenvector α, corresponding to the maximum eigenvalue is used. It also avoids the need for tuning parameters like number of iterations and learning rate. Further, it also avoids the possibility of getting stuck in local minima which is a generic problem associated with gradient descent based methods. The regularized measure of separability is then given by
where D is a small constant and I is the identity matrix of the appropriate dimension.
Experimental Results
In this section we apply the algorithm to datasets of different level of complexity in terms of number of instances (m) and number of attributes (d). Ionosphere (m = 351 and d=34), Monks (m = 432 and d=6), Heart( m = 297 and d=13), Wisconsin ( m = 569 and d=30). The data points with missing attributes, if any, have been removed. In the Ionosphere dataset, the column with zero variance has been removed. Each dataset has been normalized to lie between zero mean and unit variance. For all our experiments we have used (8) , where D have been chosen through cross validation. For evaluating our approach's performance, in each run, we randomly divide the data set into three disjoint sets. The data points in the first set are used for training while those in the second set are used for testing. The data points in the remaining third set are used as the empirical cores. Tables 1 through 4 compare the performance in terms of the classification error incurred (both training and testing separately) by using a primary Gaussian kernel, the kernel optimized using the approach proposed by Xiong et al. and the kernel optimized using the suggested approach illustrated in this paper. γ 0 corresponds to the parameter for the primary kernel while γ 1 is the parameter for the data dependent kernel. For the sake of comparison we choose the same set of values for γ 0 , γ 1 and C (for SVMs) as those in [3] . Each entry in the table, for a particular choice of kernel and a particular choice of value for γ 0 and γ 1 has been computed as the average of 20 random runs. The parameter for C has been chosen to be 1000 for all runs.
For most cases, the kernel optimized via the generalized eigenvalue approach gives significantly better classification errors than the corresponding other two methods. The comparison between the generalized eigenvalue approach based optimal kernel and using an arbitrary kernel clearly shows the huge difference in performance. This is because in [3] , only an approximation to the optimal value of α is obtained for the equation
On the other hand we mapped the problem to a generalized eigenvector problem. The generalized eigenvector problem is a quasiconvex optimization problem, since the constraint is convex and the objective function is quasiconvex [7] . The Generalized eigenvalue problem is tractable and can be solved in polynomial time [7] . In practice they can be solved (a feasible point with an objective value that exceeds the global minimum by less than the prescribed accuracy can be obtained) very efficiently. Matlab uses semi-definite programming to obtain the global optimal of the GEVP problem [8] . Hence we could obtain the optimal solution, which is not possible in the other case. The approach in [3] was adopted to remove the problem of singularity. We corrected this problem using regularization. The generalized eigenvalue problem thus allows us to obtain the optimal solution without the need of any tuning of parameters or stopping conditions etc and without compromising the quality of the optimum. Overall one can conclude that if the empirical cores have the same distribution as the training and testing set, then classification accuracy can be improved significantly, sometimes by an order of magnitude, by the use of such data dependent kernels optimized by the generalized eigenvalue approach.
Conclusions and Discussion
The low classification error rates obtained by using the generalized eigenvalue approach to obtain the data dependent kernel implies that this approach yields a kernel that is better suited for the classification task because it can better adapt to the structure of the data and leads to a significant improvement in SVM's performance. This is because the generalized eigenvalue approach yields an exact solution that avoids getting stuck in a local maximum, and consequently leads us to obtain better kernels that yield a lower classification error. Moreover, we did not face any numerical problems in computing the generalized eigenvalue solution for the regularized Fisher's Discriminant function for various data sets. The performance of the proposed approach was compared with that of [3] . The experimental results convincingly demonstrated the effectiveness of our approach. Thus, it is evident that using the exact solution gives much better solutions that not only fit well, but also generalize well. In future, it would be interesting to explore the effect that the number of empirical cores would have on the classifier performance. We also plan to test our approach on other classifiers.
