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Optimized pulse patterns (OPPs) are a pulse-width modulation method in which the switching
pattern is computed offline. Typically, the harmonic distortions for a given switching frequency are
minimized. OPPs are particularly beneficial for industrial power electronic systems that operate at
low switching frequencies (such as medium-voltage drive systems). However, designing a controller
with a high dynamic performance for higher-order converter systems that are modulated by OPPs
is a difficult and somewhat unexplored task. For first-order converter systems, a state-of-the-art in-
dustrial control technique known as model predictive pulse pattern control achieves a high dynamic
performance.
This thesis proposes a generalized model predictive pulse pattern controller that is applicable to
(linear) higher-order converter systems. Using the notion of small-signal modelling, the dynamic
equations of the state variables of the converter system are linearized around the optimal steady-
state trajectory that results from the OPP. Key to the control method is to model the modifications
to a pulse pattern with the strengths of impulses, resulting in the modifications to the converter
states being linear in the impulse strengths. The proposed controller is formulated according to the
model predictive control methodology. Thanks to the linear internal dynamic model, the under-
lying optimization problem can be formulated as a convex quadratic program. Simulation results
demonstrate that the proposed controller achieves a very short response time during transients and
superior harmonic performance during steady-state operation. Importantly, an implementation of
the control algorithm on a low-cost field-programmable gate array demonstrates that the controller
can execute in real-time within a short sampling interval of 25 µs; thus far, none of the (few) ex-
isting OPP-based controllers for higher-order converter systems have been proven to be practically
implementable.
Additionally, the control method is augmented with constraints on the state variables. Specif-
ically, the state variables are given bounds that they should remain within. The method is verified
through simulation. Furthermore, balancing of the neutral-point potential is integrated in the con-
troller. Simulation results show that the balancing method performs well under dynamic operating
conditions, including during zero power factor at the converter terminals, where traditional balanc-




Geoptimeerdepulspatrone (OPPs) is ’n pulswydte-modulasiemetode waarin die skakelpatroon van-
lyn bereken word. Die harmoniese distorsie van ’n gegewe skakelfrekwensie sal tipies geminimeer
word. OPPs is veral voordelig vir industriële drywingselektroniese stelsels wat teen ’n lae skakel-
frekwensie funksioneer (soos, byvoorbeeld, ’n mediumspanning-aandrywingstel). Om ’n beheerder
met ’n hoë dinamiese optrede te ontwerp vir hoër-orde omsetterstelsels wat gemoduleer word deur
OPPs is egter ’n moeilike taak en nog redelik onverken. Vir eerste-orde omsetterstelsels kan ’n nuwe
industriële tegniek, wat bekend staan as modelvoorspelling-pulspatroonbeheer, ’n hoë dinamiese
optrede bereik.
Hierdie tesis bied ’n veralgemeende modelvoorspelling-pulspatroonbeheerder wat van toepassing
is op (lineêre) hoër-orde stelsels. Deur gebruik te maak van kleinseinmodellering kan die dinamiese
vergelykings van die toestandsveranderlikes van die omsetter-stelsel gelineariseer word rondom die
optimale bestendigdetoestandtrajek. Dit kom as gevolg van ’n nominale bestendigdetoestandpulspa-
troon. ’n Belangrike aspek van die beheermetode is om die wysigings aan die pulspatroon te mod-
elleer met die sterkte van impulse. Die gevolg is dat die wysigings aan die omsettertoestande lineêr is
in die sterkte van die impulse. Die voorgestelde beheerder word geformuleer volgens die modelvoor-
spellingsbeheermetodologie. Danksy die lineêre interne dinamiese model kan die onderliggende
optimeringsprobleem geformuleer word as ’n konveks-kwadratiese program. Volgens simulasie re-
sultate bereik die voorgestelde beheerder ’n baie kort reaksietyd tydens oorgange en uitmuntende
harmoniese optrede tydens bestendigdetoestandwerking. Die implementering van hierdie beheer-
stelsel op ’n lae-koste veld-programmeerbare hekskikking (FPGA) demonstreer dat die beheerder
intyds kan funksioneer binne ’n kort monsterperiode van 25 µs. Tot dusver kon geen van die (min)
bestaande OPP-gebasseerde beheerders vir hoër-orde stelsels daarin slaag om prakties uitvoerbaar te
wees nie.
Die beheermetode word verder aangepas met beperkings op die toestandsveranderlikes. Die
toestandsveranderlikes word spesifiek perke gegee waarbinne hul behoort te bly. Hierdie metode
word bevestig deur middel van simulasies. Die balansering van die neutrale-puntspanning word ook
geïntegreer in die beheerder. Simulasies toon dat die balanseermetode goed presteer onder dinamiese
toestande. Dit sluit in tydens nuldrywingsfaktor by die omsetterterminale waar die tradisionele
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This chapter serves as an introduction to this thesis. First, a background on the medium-voltage
power electronics industry is given. This includes a review of the requirements of control methods
for medium-voltage applications. The control problem that needs addressing is then identified. This
is followed by a summary of the contributions of this thesis. The chapter concludes with the outline
of this thesis and a brief summary of each chapter.
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Figure 1.2: The fundamental trade-off between harmonic distortions and switching losses in power electronics.
1.1 Background
The medium-voltage power electronics industry involves converter systems with power ratings in ex-
cess of 1MVA. Arguably, the most common medium-voltage application is a variable-speed drive.
A block diagram of such a system is shown in Figure 1.1. Typically, a back-to-back converter configu-
ration is used: a grid-connected converter establishes a dc-link voltage, which a converter connected
to an electrical machine uses as its voltage source. In this thesis, only the grid-connected side is
considered. For a medium-voltage converter system, there are three main requirements regarding
its control and modulation method: low harmonic distortions, low switching losses, and high con-
troller bandwidth.
The first two requirements, low harmonic distortions and low switching losses (that is, low
harmonic distortions per switching losses), are interconnected. In power electronics, there is a fun-
damental trade-off between the harmonic distortions and switching losses (which are proportional
to the device switching frequency) of a converter system, see Figure 1.2. Typically, if only one of
these objectives is prioritized, the other is compromised. Instead of optimizing for one of the two
objectives, the optimal trade-off point should be moved closer to the origin since both objectives
are beneficial. Lower harmonic distortions result in smaller (and therefore cheaper) filter compo-
nents being required. Moreover, grid-connected converters are subject to harmonic standards that
have to be satisfied. On the other hand, decreasing the power losses allows for the power rating of
a converter system to increase (and thus its selling price as well). Due to the high-power applica-
tion of medium-voltage systems, with voltages and currents in the kilovolt and kiloampere range,
high-power semiconductors are required, for which the switching losses are significant. Often, they
are of the same magnitude as the conduction losses. Therefore, the switching frequency of the
semiconductor devices is typically limited to a few hundred hertz.
Furthermore, a converter system is often required to react fast to changes in operating condi-
tions, such as reference steps or faults. This is achieved by having a controller with a high bandwidth
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Figure 1.3: Classification of control methods for medium-voltage applications. Adapted from [4, Figure 1.4].
(which results in a short response time). However, having a high-bandwidth controller in addition
to low harmonic distortions per switching losses does pose a significant challenge; very few con-
trol methods satisfy this criteria. Hysteresis-based controllers, such as direct power control [1], use
lookup tables to select the appropriate switching state of a converter. These methods have a rapid
response. However, the harmonic distortions are typically high. Another group of control methods
that have a short response time are linear controllers (such as PI controllers) in conjunction with
carrier-based pulse-width modulation (CB-PWM). An example of such a technique is field voltage-
oriented control [2]. Unfortunately, methods that use CB-PWM as a modulation technique at low
switching frequencies typically suffer from high harmonic distortions. In order to achieve a near
optimal ratio of harmonic distortions per switching frequency, a modulation technique known as
optimized pulse patterns (OPPs) can be used. OPPs are offline-calculated switching patterns that
minimize the harmonic distortions of a given system. However, designing a high-bandwidth con-
troller for OPPs is a difficult task; typically, a linear controller with a low bandwidth is used.
Recently in 2012, the control problem underlying OPPs was formulated in a model predictive
control framework, giving rise to model predictive pulse pattern control (MP3C) [3]. The controller
combines a short response time (similar to that of hysteresis-based controllers) during transients with
the superior steady-state harmonic performance of OPPs. MP3C is being utilized in the modern
industrial drive systems of ABB. In Figure 1.3, the aforementioned control methods are classified
according to their harmonic performance and dynamic response.
However, MP3C was originally designed for the control of electrical machines. Specifically,
MP3C is only applicable to first-order systems that can be modelled as an integrator (such as an in-
ductive load). A new high-bandwidth control method, that is practically implementable, is required
that addresses the control of higher-order converter systems that are modulated by OPPs.
1.2 Thesis Contributions
The primary contribution of this thesis is a new OPP-based model predictive controller that is
applicable to higher-order systems. Specifically, the control method addresses the control problem
of linear multiple-input multiple-output (MIMO) converter systems that are modulated by OPPs.
In a sense, the control method is a generalization of MP3C. The control method regulates the state
vector of a converter system along the steady-state trajectory that results from an OPP. Specifically,
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 5
the control method modifies the (nominal) pulse pattern during transients (such as reference steps,
faults, or disturbances) to achieve fast closed-loop control. Then, during steady-state operation,
the control method modulates the converter system with the nominal pulse pattern to achieve the
superior harmonic performance of OPPs. A patent application for this control method has been
filed by ABB [5].
Furthermore, the formulation of the proposed controller is extended to include constraints
on the state vector in the form of bounds. The control method is further extended to include
the balancing of the neutral-point potential of the neutral-point-clamped converter. Thus far, the
neutral point balancing problem has not been completely solved for pulse patterns, as traditional
balancing methods tend to fail when operating under zero power factor at the converter terminals.
Finally, the proposed control method (without constraints on the state vector and balancing of
the neutral-point potential) is implemented on a low-cost field-programmable gate array (FPGA) in
order to prove its practical feasibility. None of the (few) existing OPP-based controllers for higher-
order systems have been shown to execute in real-time operation.
In summary, the contributions of this thesis are
• a model predictive pulse pattern controller for linear MIMO converter systems that are mod-
ulated by OPPs,
• the extension of the formulation of the control method so that bounds can be imposed on
the state vector,
• the integration of the balancing of the neutral-point potential in the controller, and
• an (efficient) implementation of the control algorithm on a low-cost FPGA.
1.3 Thesis Outline and Summary
This thesis is arranged in three parts.
Part I: Introduction serves as an introduction and reviews the theory required for this thesis.
Existing work is also reviewed.
Chapter 2 gives a brief overview on mathematical optimization. This includes the required
notation and problem statements. Specific attention is given to quadratic programs, which fre-
quently arise throughout this thesis. Some details are presented on optimization algorithms, which
are numerical methods employed to solve optimization problems. The gradient projection method
is highlighted and thoroughly discussed. Illustrative examples are given throughout the chapter.
Chapter 3 discusses power electronics and optimized pulse patterns. Initially, a few preliminary
concepts regarding power electronics and power systems are given. This includes a review on three-
phase systems, the Clarke transformation, and the per-unit system. The neutral-point-clamped
converter is then presented. The application of grid-connected converters is briefly discussed, which
is followed by a model for a grid-connected converter. The chapter concludes with a thorough intro-
duction to OPPs, which is the modulation technique used throughout this thesis. To demonstrate
the effectiveness of OPPs, a comparison with well-known CB-PWM is presented.
Chapter 4 gives an introduction to model predictive control and reviews existing control tech-
niques. First, the origins and underlying control principle of model predictive control are given.
Then, finite-control-set model predictive control, a popular control technique used in the power
electronics research community, is briefly reviewed. The remainder of the chapter discusses control
techniques that are employed to address the control problem underlying OPPs. The concept of
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MP3C is discussed in moderate detail, including its formulation. The chapter concludes with a
review of OPP-based control techniques for higher-order systems; the shortcomings of these tech-
niques are also discussed.
Part II: Generalized Model Predictive Pulse Pattern Control Based on Small-Signal Mod-
elling presents the research contribution of this thesis.
Chapter 5 presents the so-called small-signal controller, which is a generalized model predictive
pulse pattern controller that is applicable to any linear MIMO converter system that is modulated
by OPPs. The notion of small-signal modelling is first explained. Then, a method to determine the
steady-state trajectory of a converter system that is modulated by a pulse pattern is derived. The
linearization to efficiently model modifications of a pulse pattern is explained. This is followed by the
derivation of the small-signal controller, which combines OPPs with a model predictive controller.
A performance evaluation, through use of simulation, demonstrates that the controller exhibits high
dynamic performance during transients, and applies the nominal pulse pattern during steady-state
conditions (thus achieving the superior harmonic performance of OPPs).
Chapter 6 expands the formulation of the small-signal controller to impose bounds on the state
vector in the form of constraints. First, the bounds are formulated as linear constraints. Additional
decision variables are included to relax the bounds (resulting in so-called soft constraints) in order to
maintain a feasible optimization problem. Thereafter, the constraints are added to the optimization
problem underlying the small-signal controller. Simulation results confirm that converter states are
kept within their respective bounds, although some relaxation of the bounds is present.
Chapter 7 integrates balancing of the neutral-point potential in the small-signal controller. First,
a method is derived that determines the steady-state trajectory, that includes the effect of the neutral-
point potential, of an OPP-modulated converter system. An efficient method to model the modi-
fications to the absolute value of a pulse pattern is shown. Finally, the small-signal controller with
integrated balancing of the neutral-point potential is derived. Simulation results demonstrate that
the controller balances the neutral-point potential very effectively, even under operating conditions
where traditional methods are insufficient.
Chapter 8 discusses the implementation of the control algorithm. Specifically, the aspects of
the control algorithm with a high computational burden are analyzed, and recommendations are
given to reduce the computations and efficiently implement these aspects. A brief summary of the
control algorithm that is implemented on an FPGA is given; this includes an overview of some of
the design choices, resource usage, and execution time. A hardware-in-the-loop simulation demon-
strates that the control algorithm can execute in real-time, within a short sampling interval of 25 µs,
on a low-cost FPGA.
Part III: Summary and Outlook summarizes the main results of the thesis. Recommendations for




Finding the minimum of a constrained convex quadratic program by using the gradient projection
method is a crucial step for the control algorithm developed in this thesis. To some readers, these
terms and concepts might be unfamiliar. The intent of the following chapter is to present a basic
introduction to optimization that will be sufficient for this thesis. Proofs are omitted and expla-
nations are kept relatively simple. Readers who are interested in a more in-depth (and complete)
understanding of optimization are referred to any of the following classical textbooks [6, 7, 8, 9, 10].
For an accessible introduction, see [11].
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2.1 General Optimization Problems




subject to gi(z) ≤ 0 for i = 1, 2, . . . , ng (2.1b)
hi(z) = 0 for i = 1, 2, . . . , nh, (2.1c)
where z ∈ Z ⊆ Rnz is referred to as the decision variable (or optimization variable). The con-
tinuous function f(z) : Rnz → R with the argument z is known as the objective function (or
cost function). A value of f(z) will be referred to as cost. The functions gi(z) : Rnz → R and
hi(z) : Rnz → R are referred to as the inequality and equality constraint functions, respectively.
Usually, the constraint functions are simply referred to as the constraints. The constraints define a
subset Z = {z : gi(z) ≤ 0, hi(z) = 0} on Rnz to which the decision variable must belong to
when f(z) is minimized. The set Z is referred to as the feasible region.
A point zmin is called a local minimum if it has the lowest cost in a neighbourhood close to
zmin,
f(zmin) ≤ f(z) for any z in a neighbourhood of zmin.
Furthermore, a point zopt is referred to as a global minimum if it has the lowest cost over the entire
feasible region,
f(zopt) ≤ f(z) for all z ∈ Z.
This point is referred to as the optimal solution (or global minimizer). In the case that zopt is unique,
it is referred to as a strict global minimum and implies
f(zopt) < f(z) for all z ∈ Z, z 6= zopt.
The value at which the (global) minimum is obtained is denoted by fopt = f(zopt) = minz∈Z f(z).




which indicates that the argument (or solution) that minimizes f(z) is returned.
In general, (2.1) can not be solved algebraically; a numerical method (an algorithm) must be
employed to solve the problem. A few of these methods will be discussed in Section 2.3.
It is important to be able to recognize when a minimum has been achieved during minimization.
For simplicity, consider the case where there are no constraints, implyingZ = Rnz ; this is commonly
referred to as unconstrained optimization. The following conditions that will be presented are known
as optimality conditions. For a more comprehensive analysis (with proofs), refer to [6, Section 1.1].







· · · ∂f(zmin)
∂znz
]T
= 0nz , (2.2)
where ∇f(z) ∈ Rnz (a vector of first-order partial derivatives) is known as the gradient. This is
called the necessary first-order optimality condition. However, the gradient is also zero at maxima and
saddle points; more information is thus required to identify a minimum. The matrix of second-
order partial derivatives
H(z) = ∇2f(z) ∈ Rnz×nz , (2.3)
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which is referred to as theHessianmatrix (or simply the Hessian), supplies the required information.
Its (i, j)th entry is given by H(i,j)(z) = ∂
2f(z)
∂zizj
. Note that the Hessian is symmetrical. At a
minimum, the Hessian H(zmin) is positive semidefinite1, that is,
(z − zmin)TH(zmin)(z − zmin) ≥ 0 for any z in a neighbourhood of zmin.
This is called the necessary second-order optimality condition. Note that these two optimality con-
ditions are called the necessary conditions; they are not always sufficient and a maximum or saddle
point can also satisfy these conditions.2 A stricter condition that guarantees a minimum has been
obtained is when the Hessian H(zmin) is positive definite,
(z − zmin)TH(zmin)(z − zmin) > 0 for any z in a neighbourhood of zmin.
This is called the sufficient second-order optimality condition.
For constrained optimization there are similar optimality conditions, which are known as the
Karush-Kuhn-Tucker conditions. Interested readers are referred to [6, Section 4.3.1] for more infor-
mation.
Thus far, no assumptions have been made regarding the convexity of the optimization problem.
A special and important class of optimization problems are convex problems. In order for a problem
to be convex, theHessianH(z) of the objective functionmust be positive semidefinite for all z ∈ Z
and Z must be a convex set [6, Proposition B.4]. A set Z is defined as convex if [6, Appendix B.1]
`z1 + (1− `)z2 ∈ Z for all z1, z2 ∈ Z and for all ` ∈ [0, 1],
which can be interpreted as the line segment that joins any two points in a set must also be contained
in the set itself. An important and useful characteristic of convex problems is that any stationary
point [see (2.2)] is a minimum, meaning only the first-order optimality condition is required. In
fact, any minimum is a global minimum. It is thus easy to determine once the optimal solution
is found, and these problems may be efficiently solved with many optimization algorithms. In
contrast, nonconvex optimization problems can have multiple minima, maxima, and saddle points,
and thus require significant effort in order to find the global minimum. In the sequel, unless
explicitly mentioned otherwise, only convex problems are considered. A particular type of convex
optimization problem, that is encountered frequently throughout this thesis, is considered in the
next section.
2.2 Quadratic Programs
A type of convex optimization problem that arises frequently in many fields, one of them being





zTHz + cTz (2.4a)
subject to Az ≤ b (2.4b)
Aeqz = beq, (2.4c)
1AmatrixM is called positive semidefinite ifzTMz ≥ 0 for allz, and positive definite ifzTMz > 0 for all nonzero
z.
2For example, consider f(z) = z3, which has an inflection point at z = 0 but satisfies the necessary optimality










Figure 2.1: Illustration of an inequality-constrained QP, where Z = {z : Az ≤ b}. The contour lines
indicate the level sets, and those that are closer to the origin have a lower cost. The optimal solution zopt is the
point in the setZ with the lowest cost. The shape of the contour lines are defined by the Hessian.
where the HessianH is constant and assumed to be positive (semi)definite3, and c ∈ Rnz a vector.
Note that the inequality in (2.4b) applies to each component. A QP can have linear equality
and inequality constraints, which can be written in compact matrix notation (a system of linear
equations) using A ∈ Rng×nz , b ∈ Rng , Aeq ∈ Rnh×nz , and beq ∈ Rnh , as shown in (2.4b) and
(2.4c). These linear constraints are convex and form a polyhedron. A geometric illustration of a QP
is shown in Figure 2.1.
Since the gradient of a quadratic function is
∇f(z) = Hz + c,
it can easily be seen from (2.2) that the solution of an unconstrained QP can be obtained by solving
Hzopt = −c.
If the Hessian H is only positive semidefinite (and therefore singular), the optimal solution zopt
is not unique. In the case that the Hessian H is positive definite, there will be a unique optimal
solution given by
zopt = −H−1c.
This is sometimes referred to as a strictly convex problem.
2.3 Optimization Algorithms
In order to solve the QP of (2.4), or in general (2.1), an optimization algorithm must be employed,
which is an iterative method. These algorithms can be split into three categories [10, Section 1.1.2]:
zero-order methods that only evaluate the objective function, first-order methods that evaluate the
objective function and its gradient, and second-order methods that evaluate the objective function,
its gradient, and the Hessian. Two complexity measures can be associated with an algorithm [10,
Section 1.1.2]. The first is the analytical complexity, which refers to the number of iterations an
algorithm requires to solve the problem accurately (in other words, how quickly the algorithm
3In general when referring to a QP, it is assumed to be convex. However, if the Hessian is indefinite, the QP will be
nonconvex and difficult to solve globally [12].
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converges). The second measure is called the arithmetic complexity, which refers to the arithmetic
operations per iteration of an algorithm (that is, the computational burden). The higher the order
of the method, the faster the convergence rate and the higher the computational burden (and vice
versa), implying a trade-off between analytical and arithmetic complexity. Both of these complexity
measures are of particular concern when an algorithm has to solve a problem with sufficient accuracy
in real-time (typically within a few microseconds) on a hardware-constrained device. This is the case
with a model predictive controller executing in real-time on an embedded system, which is discussed
in Chapter 8.
An iteration of an algorithm usually has the form
zk+1 = zk + sk∆zk, (2.5)
where zk and zk+1 are the current and next iteration, respectively; and ∆zk ∈ Rnz and sk ∈ R
(which are determined by the algorithm) are the direction of the step and the stepsize, respectively.
2.3.1 Newton’s Method
First consider one of themost advanced and fastest unconstrained optimization algorithms,Newton’s
method, which is a second-order method. This method is a well-known root-finding algorithm,
and is used in many fields outside of optimization. For (unconstrained) optimization problems,
Newton’s method attempts to find the roots of the gradient; it attempts to solve (2.2) iteratively.
The method is shown in Algorithm 1. Newton’s method exhibits quadratic convergence4, which is
extremely fast. In fact, Newton’s method (with a full step) can solve an (unconstrained) QP within
a single iteration.
Algorithm 1Newton’s Method for Unconstrained Optimization
1: procedure NewtonsMethod(f(z), z0) . z0 is the initial iterate
2: while stopping criterion is not met do
3: Solve H(zk)∆zk = −∇f(zk) . Find the step direction ∆zk
4: Find the stepsize sk ∈ (0, 1] so that f(zk) decreases sufficiently to the next iterate
5: zk+1 ← zk + sk∆zk
6: end while
7: return zopt . zopt is the final iterate
8: end procedure
Regarding constrained optimization algorithms, two popular methods available to solve (2.4)
with relatively few iterations are active-set methods [7, Section 16.5] and interior-point methods
[13] (both make use of Newton’s method). In particular, interior-point methods are some of the
most commonly used algorithms for general nonlinear optimization, whereas active-set methods are
typically restricted to linearly-constrained QPs5 (but are well suited for such problems). Although
these algorithms have fast convergence6 (good analytical complexity), they have significant arith-
metic complexity. At every iteration these algorithms require solving a system of linear equations
(similar to Newton’s method, see line 3 in Algorithm 1), which is a nontrivial task. Solving a system
4To be more specific, quadratic convergence is achieved close to a minimum. See [6, Section 1.6], [7, Section 3.4],
and [9, Section 9.5.2] for more information on Newton’s method.
5For an active-setmethod that can be used for general nonlinear programs, refer to sequential quadratic programming
[7, Chapter 18].
6The rate of convergence of active-setmethods are unknown [14, Section 7.3.2], but in practice they typically perform
well for small- to medium-sized problems [7, Section 16.5].
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of linear equations involves a considerable amount of arithmetic operations (growing cubically with
the problem size), including divisions. Special attention is required to ensure the solver is robust
(numerically stable). Unless the problem has some structure that can be exploited, see [14, Sec-
tion 7.3.2] for some examples, active-set and interior-point methods will be difficult to implement
on embedded hardware. In the next section, a method with a very low computational burden, that
is well suited to solve (2.4) in real-time, is reviewed.
2.3.2 The Gradient Method
The gradient method (also referred to as the steepest descent method) is a first-order optimization
algorithm. A property of the gradient∇f(z) is that it points towards the steepest ascent at a given
point. The gradient method, pragmatically, takes a step in the opposite direction of the gradient,
towards the steepest descent. Thus, in view of (2.5),
∆zk = −∇f(zk). (2.6)
There are a few stepsize rules for sk of (2.5). A very simple and easily implementable rule is a fixed
stepsize. However, the stepsize (which must be chosen in advance) must not be too large so that the
algorithm diverges, nor too small so that convergence is extremely slow. Choosing the optimal (fixed)
stepsize is discussed soon. For other stepsize rules, see [6, Section 1.2.1] and [10, Section 1.2.3].
Before continuing to explain the gradient method, it is worthwhile to motivate the use of the
method. The algorithm is simple yet robust, and is well suited to solve the optimization prob-
lems underlying real-time model predictive controllers [14, Section 7.4]. The gradient method can
tolerate rounding errors [15], which is ideal when using fixed-point arithmetic. In some ways, the
gradient method is the opposite of Newton’s method; where Newton’s method has fast convergence
at the expense of the computational burden, the gradient method is a (very) simple algorithm at the
expense of the convergence rate (at best, linear convergence [10, Section 2.1.5]). However, it is easy
to motivate that algorithms yielding a solution with floating-point accuracy are not required for
real-time controllers in practical conditions. The solution should simply have sufficient accuracy,
which for power electronic applications is typically not that tight.
There are also other interesting gradient methods, such as Nesterov’s fast gradient method [16],
but these methods are not discussed for the sake of brevity.
The Unconstrained Gradient Method
As mentioned previously, a fixed stepsize is used. In order to choose a (fixed) stepsize in advance
that guarantees convergence [6, Proposition 1.2.2], Lipschitz continuity of the gradient is required,
which is defined as
‖∇f(z2)−∇f(z1)‖2 ≤ Lc‖z2 − z1‖2 for all z1, z2 ∈ Rnz ,
where ‖ξ‖2 is the 2-norm (or Euclidean norm) of the vector ξ, and Lc is a strictly positive Lips-
chitz constant. If a function is twice continuously differentiable, then a Lipschitz constant can be
characterized by the Hessian as [10, Lemma 1.2.2]
‖H(z)‖2 ≤ Lc,
where ‖M‖2 is the (induced) 2-norm of the matrix M . Thus, for a quadratic function,
Lc = ‖H‖2, (2.7)
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which is referred to as the tight Lipschitz constant. Note that Lc is the largest eigenvalue of the





which is referred to as the convexity parameter [18, Section 5.2].








If the convexity parameter µ is taken into account, the optimal stepsize (resulting in the fastest
convergence) is s = 2
Lc+µ
[10, Section 2.1.5]. However, calculating the smallest eigenvalue in real-
time conditions is highly demanding. Whereas the largest eigenvalue can be overestimated with little
computation (instead of evaluating the 2-norm), it is not trivial to get a nonzero lower bound on
the smallest eigenvalue. This is further discussed in Section 8.2.1. If the convexity parameter is not
taken into account, the ideal stepsize, albeit with slower convergence, is s = 1
Lc
[10, Section 2.1.5].
Note that if the stepsize is s ≥ 2
Lc
, the gradient method will not converge, implying that the (tight)
Lipschitz constant Lc must not be underestimated by a factor of two or more. Algorithm 2 presents
the gradient method with a stepsize s = 1
Lc
. Figure 2.2 shows the first ten iterations of the gradient
method when considering different (fixed) stepsizes.
Algorithm 2 Gradient Method for Unconstrained Optimization
1: procedure GradientMethod(f(z), z0) . z0 is the initial iterate
2: while stopping criterion is not met do
3: zk+1 ← zk − 1Lc∇f(zk)
4: end while
5: return zopt . zopt is the final iterate
6: end procedure
The conditioning of the Hessian has a significant impact on the convergence of the gradient
method [6, Section 1.3.2]. For a symmetrical positive definite matrix, the so-called conditioning





Matrices with a high conditioning number are referred to as being ill-conditioned and result in a
slow convergence of the gradient method, whereas matrices with a low conditioning number are
well-conditioned and converge quickly. Figure 2.3 illustrates this. In general, there is no specific
conditioning number where a matrix is suddenly considered to be ill-conditioned, as the numerical
accuracy of software and the data also determine how the conditioning number affects a problem.
However, in view of the gradient method, the number of iterations required for a specific accuracy
is proportional to the conditioning number. In fact, if the Hessian is singular (which has a con-
ditioning number of infinity), the gradient method will not converge. Since the gradient method
is extremely reliant on conditioning, it is not considered a general purpose method and is typically
absent in optimization suites.
For further reading on gradient methods, refer to [6, Sections 1.2 and 1.3] and [10, Sections 1.2.3,
2.1.5, 2.2.2, and 2.2.2]. For an accessible source, see [11, Chapter 4]. For further reading on first-
order methods, see [18].
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(d) s = 2Lc
Figure 2.2: The first ten iterations of the gradient method, illustrating the convergence of different stepsizes. It











(b) Ill-conditioned Hessian, with κ = 90.4.
Figure2.3: The impact of conditioningon the convergenceof the gradientmethod. Awell-conditionedHessian
is characterized by circular contour lines, whereas an ill-conditioned Hessian has elongated contour lines.
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(b) The behaviour of gradient method at the first iter-
ation and at the optimal solution.
Figure 2.4: The gradient projection method with box constraints.
The Gradient Projection Method
The gradient method can be extended so that it is able to minimize a function over a convex set Z .





‖z − x‖22, (2.11)
which projects x onto the set Z . Then, after the (unconstrained) gradient method takes a step,
the result is projected onto the set Z by using (2.11). This is referred to as the gradient projection
method, and is described in Algorithm 3.
Algorithm 3 Gradient Projection Method for Constrained Optimization
1: procedure GradientProjectionMethod(f(z), z0) . z0 is the initial iterate
2: while stopping criterion is not met do




. Take step and project result onto Z
4: end while
5: return zopt . zopt is the final iterate
6: end procedure
In order for the method to be practically viable, the projection operation should be relatively
simple. For some sets, a simple closed-form solution exists. As an example, consider so-called box
constraints (or bounds),
B = {z :
¯
zi ≤ zi ≤ z̄i for i = 1, 2, . . . , nz},
where
¯
zi and z̄i are the lower and upper bounds, respectively, of the ith component of z. The
projection of the ith component is defined as
[πB(x)]i =
¯
zi if xi <
¯
zi
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An illustration of the gradient projection method for a QP with box constraints is shown in Fig-
ure 2.4. For a list of projection rules for other sets, see [18, Table 6.1] and [14, Table 5.1].
In general, a closed-form solution is not available for the projection. Consider a polyhedron
defined by ng inequality constraints, Z = {z : Az ≤ b}, where A ∈ Rng×nz and b ∈ Rng . An
approximate projection can be obtained by solving (2.11) with an algorithm. Refer to (2.11) as the
primal problem. By using the notion of duality, it can be shown that the (approximate) projection
also follows as






ηTAATη + (b−Ax)T η, (2.13)
where η ∈ Rng is known as the Lagrange multiplier. The derivation of (2.12) can be found in
Appendix A. The problem (2.13), which is also a QP, is referred to as the dual problem. Note that
the constraints of the dual problem are extremely simple; η should be nonnegative. The projection
onto the set of nonnegative real numbers Rng+ is
πRng+ (η) = max{0ng ,η},
where the max operation is componentwise (the ith operation is max{0, ηi}). Thus, the dual
problem itself can be solved with the gradient projection method, with the kth iteration being
ηk+1 = max
{





where the stepsize is s = 1
Ld
or, if possible, s = 2
µd+Ld
. In this case, the Lipschitz constant Ld and
convexity parameter µd refer to the Hessian of the dual projection problem, AAT. The accuracy
of the projection relies on how accurately (2.13) is solved: more iterations of (2.14) result in a more
accurate projection. Obviously, the conditioning of AAT is also crucial as to how many iterations
are required for an accurate projection. Once the dual variable η is calculated (up to a certain
accuracy), (2.12) is used to retrieve the primal solution and complete the (approximate) projection.
The approximate projection plays a central role in Section 8.3.2, and is discussed further there.
For further reading on the gradient projection method, refer to [6, Section 3.3], [10, Sec-
tion 2.2.5], and [11, Section 9.4].
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Chapter 3
Power Electronics and Optimized Pulse
Patterns
A medium-voltage grid-connected neutral-point-clamped converter that is modulated by optimized
pulse patterns is used as the primary case study throughout this thesis. This chapter first explains a
few preliminary concepts regarding power electronics and power systems. A review of the neutral-
point-clamped converter, which is one of the most popular converter topologies for medium-voltage
applications, is then given. Thereafter, the application of a converter connected to the grid is dis-
cussed. This involves (briefly) reviewing the harmonic standards that a grid-connected converter
must satisfy and how the system can be modelled. The chapter concludes with optimized pulse
patterns which, at the low switching frequencies that medium-voltage converter systems operate, is
arguably the modulation technique with the most benefits.
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Figure 3.1: A three-phase voltage source connected to a load.
3.1 Preliminaries
The following section explains some useful concepts in power electronics. In particular, the Clarke
transformation and the per-unit system. In order to give some context to the aforementioned con-
cepts, three-phase systems are first reviewed. The majority of the content in this section is adapted
from [4, Section 2.1].
3.1.1 Three-Phase Systems
A general three-phase system is shown in Figure 3.1. It is assumed that the load Z is balanced in all
three phases. The point n denotes the neutral point of the three-phase source, and the point s is
the star point of the load. Only star-connected systems are considered. Typically, the star point s is
floating. In the case that the star point s is connected to the neutral point n, the system turns into
three decoupled single-phase systems, and the benefits of a three-phase system are lost.
The three-phase voltage source is assumed to be balanced with a positive phase sequence, with
















where Vp is the root-mean-square (rms) voltage and ω1 = 2πf1 is the fundamental angular fre-
quency. Unless mentioned otherwise, all voltages and currents are rms quantities. The line-to-line
voltages are





















The real, reactive, and apparent power of a three-phase system are
P = 3VpIp cos(φ)
Q = 3VpIp sin(φ)
S = 3VpIp,
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respectively. Here, Ip is the (rms) phase current and φ is the angle between the voltage and current.
The power factor is defined as
PF = |cos(φ)| =
∣∣∣∣PS
∣∣∣∣ .
If φ is positive, the current is lagging the voltage and signifies a lagging power factor, and vice versa
when φ is negative. Unity power factor is achieved when φ is zero.
3.1.2 Clarke Transformation
It is common to make use of transformations when modelling power electronic systems. One such
transformation is the Clark transformation, which maps the three-phase abc coordinate system to
the (orthogonal) αβ0 coordinate system. The terms αβ0 plane, αβ0 reference frame, and stationary
orthogonal coordinate system are used interchangeably. The transformation is defined as [19]
ξαβ0 = Kξabc,

















Accordingly, the inverse transformation is
ξabc = K
−1ξαβ0
with the inverse transformation matrix
K−1 =














The 0-component, which is the common-mode term, is often ignored. This is always the case
in this thesis, as common-mode terms are either zero or do not contribute to phase current (this is
further explained in Section 3.2.1). The reduced Clarke transformation and its inverse are introduced
as





































Note that it is implicitly assumed that the 0-component is zero when considering the reduced trans-
formation.
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Table 3.1: Definition of base values. Adopted from [4, Section 2.1.2].









Angular frequency ωB = ω1
Apparent power SB = 32VBIB
Impedance ZB = VBIB
Inductance LB = ZBωB
Capacitance CB = 1ωBZB
3.1.3 Per-Unit System
It is convenient to normalize values when considering power electronic systems (or power systems
in general). The SI units are normalized with so-called base values. Although the base values can be
arbitrarily chosen, it is common practice to use the (nominal) rated values of a system. Thus, when
the system is operating at nominal conditions, most of the nominalized quantities are 1 per unit
(pu).
The fundamental base values are voltage, current (or, alternatively, apparent power), and fre-
quency. The rated voltage VR of a grid-connected converter usually refers to the line-to-line voltage










Alternatively, the rated power can instead be used as the second base value,
SB = SR.
The final (fundamental) base value is the frequency, which is set equal to the nominal angular
fundamental frequency of the grid,
ωB = ω1.
Other base values, such as impedance, can be derived from the fundamental base values. Useful
base values are summarized in Table 3.1. Time can also be normalized by multiplying it with the
base (angular) frequency.
Throughout the thesis, all derivations are in SI units. However, all the implementations and
results are with respect to normalized values.
3.2 Neutral-Point-Clamped Converter
The neutral-point-clamped (NPC) converter, introduced in 1981 [20], is the workhorse of the
medium-voltage power electronics industry. The converter is shown in Figure 3.2. The dc-link
consists of two equal bus capacitors Cd, with the dc-link voltage denoted by Vd (which is assumed
to be constant). The voltages of the top and bottom capacitors are denoted by vtop and vbot, respec-
tively. The point between the capacitors is known as the neutral point and is denoted by N. Unless
Stellenbosch University https://scholar.sun.ac.za












Figure 3.2: The neutral-point-clamped converter. Here, the semiconductor devices are integrated-gate-
commutated thyristors with additional freewheeling diodes.
the capacitors have infinite capacitance, there will be a variation in capacitor voltages under load.




(vbot − vtop). (3.8)
The (standard) NPC converter is a three-level topology, and can synthesize the following three
voltages (with respect to N) at the output of a phase arm
vp =

vtop if up = 1
0 if up = 0
−vbot if up = −1,
where p ∈ {a, b, c} denotes the phase and up ∈ {−1, 0, 1} represents the switch position of a
particular phase. By neglecting the variation in capacitor voltages, meaning vn = 0V, the output





The neutral-point potential is further discussed in Section 3.2.2. Table 3.2 summarizes the switching
states of a phase of the NPC converter, and Figure 3.3 shows the paths for positive phase current.
The negative phase current paths can be derived accordingly.
3.2.1 Voltage Vectors





where vabc = [va vb vc]T and uabc = [ua ub uc]T ∈ {−1, 0, 1}3. A three-phase three-level NPC
converter can synthesize 27 different combinations of three-phase switch positionsuabc. By applying
the Clarke transformation from Section 3.1.2 to the three-phase switch positions,
uαβ = Kuabc,
1Although the voltages are time dependent, time dependency is often dropped from variables for convenience and
will be reintroduced where relevant.
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(c) up = 1
Figure 3.3: Paths for a positive phase current.
where uαβ = [uα uβ]T, it can be derived that there are only 19 vectors in the αβ reference frame.
These vectors are typically classified as zero, short, medium, and long vectors. It can be observed
that some abc vectors result in so-called redundant vectors in the αβ plane; three abc vectors produce
the zero vector and six pairs of abc vectors constitute the short vectors. Note that the (neglected) 0-
component of the short vector pairs, which represents the common-mode voltage v0 at the converter
output, has opposite signs. In the case that the star point of the load is floating, the potential of the
star point will also be at v0 (this can be easily derived from Figure 3.1 by using superposition). This
results in the common-mode voltage not driving any phase current. In contrast, theαβ-components,
which form the differential-mode voltage vαβ , drive phase currents.
3.2.2 Neutral-Point Potential















Observe from Figure 3.3 that the neutral point only conducts current when a phase is switched to
it (when up = 0). The neutral-point current can thus be described by
in(t) = (1− |ua(t)|)ia(t) + (1− |ub(t)|)ib(t) + (1− |uc(t)|)ic(t). (3.13)
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(|ua(t)| ia(t) + |ub(t)| ib(t) + |uc(t)| ic(t)) . (3.14)
Note that the neutral point does not conduct current when all three phases are switched to it.
During the operation of a converter system, it must be ensured that the neutral-point potential
vn is balanced and does not drift away over time; typically, some form of control over the neutral-
point potential is required. Addressing the balancing of the neutral-point potential is highly chal-
lenging, since it is nonlinear [note the products in (3.14)]. Chapter 7 further discusses and addresses
the neutral-point potential balancing problem. In all other chapters, the neutral-point potential is
assumed to be zero (and therefore ignored).
3.3 Grid-Connected Converters
Grid-connected converters are important in many industries. A well-known application of grid-
connected converters is the integration of renewable sources to the grid. In the medium-voltage
drives industry, grid-connected converters are often used as an active front-end (a rectifier) in order
to establish the dc-link voltage that a variable-speed drive uses as a source.
A grid-connected NPC converter is shown in Figure 3.4, where the converter is represented
by switched voltage sources. The filter of a typical grid-connected converter system consists of an
inductor L and (an optional) capacitor C , forming an LC filter. Unless the system is operating
at a high switching frequency, the filter capacitor is typically required in order to meet the grid
codes. The equivalent series resistances (ESRs) of the filter inductor and capacitor, R and RC , are
considered. The converter system is connected via a transformer to the point of common coupling
(PCC). The PCC is the closest available connection a consumer has with the grid. The transformer
can be represented by its leakage inductance Lt and resistance Rt. Since the grid is complex and
difficult to model precisely, it is common practice to simply represent it with a grid inductance Lg,
a grid resistance Rg, and a three-phase grid voltage source with a line-to-line voltage of Vg,LL.

















which is the ratio between the short-circuit power of the grid and the rated power of the converter.
Ratios above 20 indicate a strong (or stiff) grid, whereas ratios below 10 refer to a weak grid. A weak
grid is characterized by having a large impedance compared to that of the converter system, and
causes the voltage at the PCC to vary noticeably under load. Weak grids typically have low stability
margins [21].
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Figure 3.4: Grid-connected converter.
A grid-connected converter system is required to meet the harmonic standards imposed at the
PCC. These standards are required so that systems in a grid network do not harm each other. Al-
though these standards are not universal, a popular and widely adopted standard is the IEEE Std
519 [22, 23], which establishes current and voltage harmonic limits (also called distortion limits).
According to [22, Table 10.3], which details the current limits for systems up to 69 kV, stricter har-
monic limits are required for weaker grids. The harmonic limit also becomes stricter for harmonics
of a higher order. The limits on even-order harmonics are particularly stringent, and no dc offset
is allowed. The voltage harmonic standard [22, Table 11.1], although not as detailed as the current
harmonic standard, requires that all individual voltage harmonics must be below a certain limit.
There is also a limit on the total voltage distortion. Another popular standard is the IEC 61000,
which focuses more on the voltage distortion limits.
3.3.1 Modelling of a Grid-Connected Converter
For the grid-connected converter in Figure 3.4, the state variables are the converter currents iabc =
[ia ib ic]
T, grid currents ig,abc = [ig,a ig,b ig,c]T, and capacitor voltages vc,abc = [vc,a vc,b vc,c]T. It
is assumed that the dc-link voltage is constant at its nominal value, and the neutral-point potential
has no fluctuations. Recall from (3.10) that the switched voltage source vabc = [va vb vc]T (the
three-phase output voltage of the NPC converter) is simply the switch positions uabc = [ua ub uc]T
scaled by Vd
2
. Note the input uabc is restricted to the set {−1, 0, 1}3. The grid voltage source vg,abc
is treated as a (known) disturbance.
By using the Clarke transformation ξαβ = Kξabc to map the three-phase abc variables to the






































where i = [iα iβ]T, ig = [ig,α ig,β]T, vc = [vc,α vc,β]T, and vg = [vg,α vg,β]T. The resistances and
inductances of the grid and transformer are lumped together asRgt = Rg+Rt and Lgt = Lg+Lt,
respectively. For the derivation of (3.15), refer to Appendix B. Note that, except for the three-phase
switch position uabc, all variables are referred to the αβ coordinate system. For convenience, the
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Table 3.3: Rated values of the medium-voltage converter system.
Parameter Symbol Value
Rated line-to-line voltage (at the secondary) VR 3150V (rms)
Rated phase current (at the secondary) IR 1649.6A (rms)
Rated angular frequency ωR ω1 = 2π50 rad/s
Table 3.4: System parameters of the medium-voltage case study.
Parameter Symbol Value Per unit
Converter
Dc-link voltage Vd 4840V 1.8818 pu
Rated apparent power SR 9MVA 1 pu
Half dc-link capacitance Cd 9.9mF 3.4290 pu
Filter inductance L 350 µH 0.0997 pu
Filter capacitance C 420 µF 0.1455 pu
Filter inductor ESR R 0.3mΩ 0.000 27 pu
Filter capacitor ESR RC 4mΩ 0.0036 pu
Transformer inductance Lt 526.41 µH 0.15 pu
Transformer resistance Rt 16.54mΩ 0.015 pu
Grid
Grid-side inductance Lg 349.19 µH 0.0995 pu
Grid-side inductor ESR Rg 10.97mΩ 0.010 pu
Fundamental frequency f1 50Hz 1 pu
Grid voltage (line-to-line) Vg,LL 3150V (rms) 1.2247 pu
Rated phase current IR 1649.6A (rms) 0.7071 pu
αβ subscript is dropped from the respective variables, whereas abc variables will have their subscript
explicitly stated.
3.3.2 Medium-Voltage Case Study
A 9MVA grid-connected NPC converter with an LC filter is (primarily) used as a case study
throughout this thesis. The rated values are shown in Table 3.3, whereas the system parameters
are shown in Table 3.4. Both the short-circuit ratio ksc and grid impedance ratio kXR are assumed to
be 10. The base values are set equal to their peak phase rated values in accordance with the per-unit
system in Section 3.1.3. The system possesses two resonant frequencies at 262Hz and 491Hz.
3.4 Optimized Pulse Patterns
Optimized pulse patterns (OPPs) are a pulse-width modulation technique (hence they are also
known as synchronous optimal pulse-width modulation) that is primarily used at low switching
frequencies. One of the earliest uses of OPPs was in 1977 [24], where it was proposed for two-level
converters. OPPs offer a number of benefits over conventional pulse-width modulation (PWM)
methods such as well-known carrier-based PWM (CB-PWM). Specifically, OPPs have superior har-
monic performance and offer remarkable flexibility. OPPs are optimal in the sense that switching
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Figure 3.5: Single-phase pulse pattern u(θ).
angles are computed (offline) that minimize an objective function which, typically, relates to har-
monic distortion. Since the OPP problem formulation involves an optimization problem, a large
degree of freedom is permitted regarding the characteristics of a pulse pattern.
Only three-level pulse patterns are considered. For more further reading on pulse patterns with
more levels, see [4, Section 3.4.3] and [25].
3.4.1 Pulse Pattern
Consider the single-phase pulse pattern u(θ), where θ = ω1t, as shown in Figure 3.5. Similar to
other PWMmethods, the fundamental component of the OPP isma sin(θ), which is the modulat-
ing signal that the pulse pattern approximates, wherema is the modulation index. The pulse pattern
is periodic with a period of 2π with quarter-wave symmetry (typically) imposed. Denote with d
the so-called pulse number, which represents the number of switching transitions within a quarter
wave. The pulse number relates the fundamental frequency to the device switching frequency with
fsw = df1 (the switching frequency is synchronized with the fundamental frequency). The pulse
pattern has d (primary) switching angles (that occur within the first quarter wave) denoted by αi, for
i = 1, 2, . . . , d; due to the quarter-wave symmetry, the entire pulse pattern can be characterized by
these switching angles. At each switching instant, the so-called switch position that the pulse pattern
assumes is denoted by ui ∈ {−1, 0, 1}. From this, the change in switch position (called a switching
transition) is defined as∆ui = ui−ui−1 ∈ {−1, 1}. It can be observed that for θ ∈ [0, π2 ], a pulse
pattern can be described as
u(θ) = u0 +
d∑
i=1
∆uih(θ − αi), (3.16)
where h(θ) is the well-known (unit) step function (see Appendix C for a brief review on the step
function). Note that due to quarter-wave symmetry, the initial switch position u0 is required to be
zero. Assume that switching is performed between 0 and 1 within the first quarter wave, resulting
in a switching transition being described as ∆ui = (−1)i+1.
The next section analyzes the harmonic content of a pulse pattern in order to formulate the
harmonic distortion that a pulse pattern results in.
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3.4.2 Harmonic Analysis
Fourier Series of a Pulse Pattern







(an cos(nθ) + bn sin(nθ)) ,












u(θ) sin(nθ)dθ, for n ≥ 1.
Since a pulse pattern is an odd function with quarter-wave symmetry, it follows that an = 0 for













u(θ) sin(nθ)dθ, for any odd n. (3.18)
Note that a pulse pattern with half-wave symmetry has no even-order harmonics. Inserting (3.16)









∆uih(θ − αi) sin(nθ)dθ,


















where the fact that cos(nπ
2
) = 0 for any odd n has been used. Observe from (3.19) that the largest
possible fundamental component (the highest modulation index) is 4
π
, which is achieved during
square-wave switching (d = 1 and α1 = 0 rad).
Thus far, the characteristics of a three-phase system has not been taken into account when
considering the harmonics. A three-phase pulse pattern is symmetrical in the three phases with a
positive phase sequence,
uabc(θ) =



















It can be seen that the third-order harmonics (with n being a multiple of three) of the three phases
are in phase. The third-order harmonics constitute common-mode voltages, which do not induce
phase currents. Therefore, third-order harmonics do not contribute to the harmonic distortion of
phase current.
Harmonic Distortion
The harmonic distortion that an OPP will result in needs to be quantified. Usually, the harmonic
distortion of the OPP itself is not of interest; instead the so-called weighted harmonic distortion is
required.




of a general load, where s is the complex frequency, u is the pulse pattern, and ξ is some converter
quantity (for example, an inductor current or capacitor voltage). The amplitude of nth harmonic
of ξ is the harmonic ûn of the pulse pattern that is weighted with |H(njω1)|:
ξ̂n = |H(njω1)| ûn,
where j is the imaginary unit. A useful and widely used metric (in power systems) for the distortion







where ξnom is the nominal rms value of ξ. Alternatively, the total harmonic distortion can also be
used as a metric, where
√
2ξnom is replaced by the amplitude of the fundamental component ξ̂1.
As an example, consider a voltage source in series with an inductive load (where the resistance
is assumed to be negligible) that is connected to the output of a converter. Systems that can be
modelled as such are grid-connected converters (without a filter capacitor) and electrical machines.
Recall that the phase output voltage of the converter is v = Vd
2
u. The transfer function (for
















From the definition of the TDD in (3.20), and with the ûn given by (3.19) and în given by (3.21),
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where Inom is the nominal inductor current. Note that only odd non-third-order harmonics are
considered, since all other harmonics are either zero or do not contribute to the TDD. Observe that












where it is seen that the harmonics of the pulse pattern of a higher order are weighted less, since
they will be attenuated by the inductor. In the case of a grid-connected converter with an LC filter,
the TDD of the grid current will be of concern, and the harmonics will be weighed differently to
those of an inductive load.
With the expression of the current TDD as a function of the switching angles αi, the pulse
pattern can be optimized to have minimum harmonic distortion of the current.
3.4.3 Optimization Problem
The minimization of the harmonic distortion leads to a nonlinear optimization problem [as shown












with the vector of switching angles α = [α1 α2 · · · αd]T as the decision variable. During the
operation of a converter system, the fundamental component is required to be equal to the desired





∆ui cos(nαi) = ma. (3.24)
In order to guarantee that the switching transitions result in a feasible pulse pattern, it is required
that the switching transitions are nonnegative, in ascending order, and occur before the quarter-wave
point. This results in the following d+ 1 inequality constraints:








subject to (3.24) (3.26b)
(3.25), (3.26c)
which is illustrated in Figure 3.6. It is easy to see that the objective function is nonconvex, which
can be expected due to the trigonometric terms. Solving (3.26) to global optimality requires signif-
icant effort, especially for high pulse numbers. The optimization problem is usually repeated with
different initial conditions to ensure global optimality.
2The same relation results if the total harmonic distortion is used as a metric.
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(a) The contours of the objective function. The equal-
ity constraint refers toma = 0.9. Only the region that








(b) Cost of the objective function when moving along
the equality constraint as a function of α1.
Figure 3.6: Visualization of the optimization problem underlying OPPs with pulse number d = 2.
























(a) The switching angles as a function of the modula-
tion index.













(b) The optimal cost as a function of the modulation
index.
Figure 3.7: The optimal switching anglesαopt and optimal cost Jopt for pulse number d = 2.
Due to the high computational burden that is required when computingOPPs, the optimization
is done offline. For a given pulse number, the OPPs are computed over a range of modulation indices
ma ∈ [0, 4π ], with the (optimized) switching angles then being stored in a lookup table. During
real-time operation of a converter system, the OPP corresponding to the desired modulation index
is read-out. As an example, consider a pulse pattern with pulse number d = 3 to be optimized.
The MultiStart method from Matlab is used with 100 initial conditions that are generated by
a Halton sequence. The sequential quadratic programming (sqp in Matlab) algorithm is selected.
Harmonics up to the 200th are considered, as the impact of higher order harmonics on the TDD
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Table 3.5: System parameters of a typical medium-voltage system.
Parameter Symbol Value
Dc-link voltage Vd 1.9 pu
Inductance L 0.25 pu
Resistance R 0.025 pu
Fundamental frequency f1 50Hz
Load voltage source (line-to-line) VLL 1.2247 pu
Rated phase current IR 0.7071 pu















Figure 3.8: The TDD of the current for OPPs and CB-PWM as a function of the switching frequency at a
modulation index ofma = 1.111.
rapidly decreases. The optimal switching angles αopt and cost Jopt resulting from the optimization
are shown in Figure 3.7. For noncommercial alternatives to solve the optimization problem, Python
and Julia offer a number of libraries that can be called, such as IPOPT [27].
The OPP problem formulation that has been used thus far can be seen as a minimum repre-
sentation of the OPP problem; pulse patterns are highly flexible, and additional terms can be added
to the objective function or to the constraints. For example, constraints may be placed on certain
harmonics (say, the 5th and 7th) so that they do not exceed a certain amplitude. Additional free-
dom can be obtained when relaxing the quarter-wave symmetry. This can result in lower harmonic
distortion, which has recently been investigated in [28].
3.4.4 Comparison with Carried-Based Pulse-Width Modulation
In order to motivate the use of OPPs, this section demonstrates the harmonic performance of
OPPs against that of CB-PWM. The CB-PWM technique that is considered is asymmetric-regularly-
sampled PWM with space-vector centering, which is a standard method in power electronics. For
brevity, these details are omitted and the interested reader is referred to [29] for further information
on PWM, and [4, Section 3.3] for an accessible overview.
As a case study, typical per-unit values of a medium-voltage first-order converter system are used,
which can represent an electrical machine or a grid-connected system. The higher-order case study
from Section 3.3.2 is not used due to the severe limitation the resonance will impose on lowering
the switching frequency of CB-PWM. The parameters are summarized in Table 3.5, where the
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(c) Phase a current spectrum










(d) Phase a switching signal spectrum
Figure 3.9: The waveforms (in pu) of an OPP with pulse number d = 5. The TDD of the current is ITDD =
4.27%.
load voltage source may represent a grid voltage or the counter electromotive force of an electrical
machine.
The operating conditions for all tests are at rated current and unity power factor, resulting in
a modulation index of ma = 1.111.3 In Figure 3.8, the TDD of the current versus the device
switching frequency is shown for OPPs and CB-PWM. Switching frequencies fsw between 200Hz
and 350Hz are of particular relevance for medium-voltage applications, as this is typically the oper-
ating range for these systems (assuming a fundamental frequency of 50Hz). It can be observed that
OPPs significantly outperform CB-PWM in terms of harmonic performance at very low switching
frequencies; reductions of 54 % and 49% at switching frequencies of 200Hz and 250Hz, respec-
tively, are achieved relative to CB-PWM. A consequence of the lower harmonic distortion that OPPs
possess is that the converter can operate at a lower switching frequency while still having accept-
able TDD levels. In turn, this leads to lower switching losses in the power converter. Thus, from
another viewpoint, OPPs lower the losses in the system at a given distortion level when compared
to CB-PWM. It is worth mentioning that CB-PWM is not suitable for very low switching fre-
quencies, with its performance deteriorating. Although not visible in Figure 3.8, CB-PWM yielded
better harmonic performance at a switching frequency of fsw = 100Hz (ITDD = 12.43%) than at
3For regularly-sampled PWM, the fundamental component of the pulse-width modulated switching pattern will be
slightly different to that of the modulation index due to the sample-and-hold operation.
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(c) Phase a current spectrum









(d) Phase a switching signal spectrum
Figure 3.10: The waveforms (in pu) of CB-PWMwith a carrier frequency of 450Hz. The TDD of the current
is ITDD = 8.33%.
fsw = 150Hz (ITDD = 15.43%). This is due to the phase of the carrier, which is kept at zero for all
simulations, having a significant influence on the TDD of the current at low switching frequencies
[30].
For more insight into the mechanisms that OPPs exploit to achieve such low harmonic dis-
tortions, consider the steady-state waveforms for an OPP and CB-PWM in Figures 3.9 and 3.10,
respectively. The device switching frequency is fsw = 250Hz in both cases. From the spectrum of
the phase a switching signal ua for the OPP and CB-PWM (Figures 3.9d and 3.10d, respectively),
it is seen that the OPP shifts significant amount of harmonic power into the 3rd harmonic (0.324)
when compared to CB-PWM (0.189). At the 9th harmonic, the OPP has slightly less harmonic
power (0.218) than CB-PWM (0.262). The power in all third-order harmonics (which establish the
common-mode components) of the OPP is 0.4353, which is noticeably higher than the 0.4033 of
CB-PWM.4 Recall that third-order harmonics do not contribute to the TDD of the phase current.
Regarding non-third-order harmonics, it can been observed that the OPP tends to shift harmonic
power into higher-order harmonics. Recall that higher-order harmonics are weighted less (in other
words, they contribute less to the current TDD), since they are attenuated by the inductor. The
largest (non-third-order) harmonic of the OPP is the 31st harmonic (0.139), whereas that of CB-
PWM is the 19th harmonic (0.249). The 19th harmonic of CB-PWM is easily noticeable in the
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current spectrum in Figure 3.10c.
However, OPPs entail certain challenges; designing a suitable controller for a system that is
modulated with OPPs is a difficult (and somewhat unexplored) topic. Chapter 4 discusses related
control techniques, where some of the underlying difficulties of OPPs are highlighted. In Chapter 5,
a new OPP-based control technique is proposed that overcomes the limitations of existing methods.
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Chapter 4
Model Predictive Control and Existing
Control Schemes
This chapter first provides an introduction to model predictive control; specifically, its origin and
control principle are discussed. This is followed by a discussion on finite-control-set model predic-
tive control, a very popular technique in the power electronics research community. OPP-based
control methods are then introduced. Special attention is given to model predictive pulse pattern
control, which is a state-of-the-art control technique used in the medium-voltage power electronics
industry. Its primary limitation is highlighted, which the control technique proposed in Chapter 5
addresses. The chapter concludes with a review of some control techniques that also attempt to
address the limitation of model predictive pulse pattern control. However, these methods do have
some underlying drawbacks, which are discussed, that either make them impractical or limit their
performance.
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4.1 Introduction to Model Predictive Control
One of the largest contributions to optimal control was by Kalman in 1960 [31], where the notions
of controllability and observability were introduced along with a rigorous and complete analysis of
the regulator problem. This gave rise to the well-known linear-quadratic regulator (LQR), which is
widely used to control linear multiple-input multiple-output (MIMO) systems. The LQR problem
involves calculating the optimal behaviour of a system over an infinite horizon in the time domain.
Solving the control problem yields a (closed-loop) state-feedback matrix.
However, the (classic) LQR is limited to linear systems without any input or state constraints.
The limitations of the LQR motivated the research and development of model predictive control
(MPC) techniques which can address the control of nonlinear systems while enforcing constraints
on states and inputs. The first variants ofMPC appeared in the late 1970s [32]. Since then, MPC has
become a mature control technique and is widely used in the process industry, the food processing
industry, and even with some applications in the aerospace and defence industry [33, Table 6].
Although some early research of MPC for power electronics was conducted in the 1980s [34],
only since the mid 2000s has it been readily adopted in the research community of power electronics,
where it has become a popular and active research topic.1 This late adoption of MPC in power
electronics can be attributed to the fast dynamics of power electronic systems, which typically require
short sampling intervals (within the microsecond range). In the past, these short sampling intervals
madeMPC an infeasible option due to the limited computational power that was available. With the
recent advancements in the processing power of embedded systems, MPC has become a viable and
attractive control technique for power electronic applications. Since MPC is a MIMO controller, it
is well suited for power electronic systems (which are typically MIMO systems). Furthermore, being
able to impose constraints on the inputs enables the controller to take the limitations of the system
into account; no anti-windup schemes are required. Further constraints can be placed on system
states to ensure that the converter system is operating within safe limits. Finally, nonlinearities can
be addressed by MPC in a systematic manner, as the nonlinear behaviour can be incorporated in
the internal dynamic model. However, it should be stressed that nonlinearities do increase the
complexity of the problem. For this reason there is often a distinction between linear and nonlinear
MPC techniques.
Traditionally, and nearly exclusively, the control problem of MPC techniques is formulated
in the discrete-time domain. Specifically, the internal dynamic model of the controller is discrete
and the control problem is formulated accordingly. However, the MPC technique proposed in
Chapter 5 is formulated in the continuous-time domain (but operates at discrete instants). Although
the proposed control technique follows all the principles of MPC (which is explained soon), the
method does differ moderately from discrete-time MPC. In order to avoid confusion and keep the
scope limited, details regarding traditional (discrete-time) MPC are omitted. Readers interested
in the formulation of traditional discrete-time MPC are referred to the classic textbooks [36, 37].
The continuous-time MPC formulation is further discussed in Chapter 5 within the context of
the proposed control method. For now, only a brief overview of the principles of MPC is given;
Section 5.5 revisits these concepts with appropriate illustrations.
All model predictive controllers consist of an internal dynamicmodel to predict the future states
of a system over a finite prediction horizon as a function of the system inputs.2 A constrained op-
timal control problem is formulated, with the control objectives mapped into an objective function,
and with constraints representing (physical) limitations as well as operating limits. Solving the un-
derlying optimization problem yields an optimal (open-loop) sequence of manipulated variables over
1The interested reader is referred to [35] for a recent survey paper onMPC for power electronics.
2MPC techniques are also available with infinite horizons.
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the prediction horizon. In order to provide feedback and make the system robust to disturbances
and modelling errors, only the (optimal) manipulated variable during the current sampling interval
is applied. At each subsequent sampling instant, the prediction horizon is shifted, new measure-
ments are taken, and the sequence of manipulated variables is re-optimized; this is known as the
receding horizon policy [37, Section 1.1]. The receding horizon is synonymous with MPC, hence it
is also known as receding horizon control.
4.2 Finite-Control-Set Model Predictive Control
AnMPC technique that has gained significant traction in the power electronics research community
is finite-control-set (FCS) MPC [38], where it is arguably the most popular MPC technique due
to its intuitive nature. Typically, a power electronic system includes a pulse-width modulator that
converts a real-valued signal (usually the modulating signal that is determined by the controller)
into a discrete-valued pulse-width modulated signal that is used to switch semiconductor devices.
However, a pulse-width modulator is a nonlinear device, and its switched behaviour is nontrival
to model efficiently. Most control schemes usually assume an averaged modulator, reducing it to a
constant gain, which can easily be included in the internal model of the controller. The averaged
model ignores the harmonics of PWM and, therefore, the ripple of the converter quantities. This
approach is suitable if the switching frequency of the converter is high enough. At low switching
frequencies, however, the ripple becomes significant, and the switching nature of the converter
should be considered. So-called direct MPC methods overcome this problem by combining the
modulation stage with the controller; a pulse-width modulator is not required.
FCS-MPC is a discrete-time MPC method and predicts the system states as a function of the
input over a prediction horizon of Np discrete-time steps. Note that due to the controller handling
the modulation stage, the manipulated variable is restricted to a finite set of integers U ⊂ Znu ,
where nu is the number of inputs. This implies that the optimization problem is an integer pro-
gram. Although integer programs seem conceptually easy to solve, since the (finite) feasible set can
be enumerated in order to find the optimal solution, integer programs are actually significantly
harder to solve than a problem with continuous variables. Note that the number of elements in
the nonconvex feasible set increases exponentially with an increasing number of prediction steps;
there is a combinatorial explosion of possible solutions over the prediction horizon, making an
enumeration-based approach intractable.3 In fact, integer programs are known to be nondetermin-
istic polynomial-time hard [39], meaning that it is highly unlikely that an algorithm will ever exist
that can solve the problem efficiently for all problem classes; the computational time required to
find the optimal solution will eventually grow exponentially as the problem size increases.
Nonetheless, for the problem sizes considered in power electronics, the underlying integer pro-
gram of FCS-MPC can be solved in real-time. Typically, most uses of FCS-MPC only considers
a single-step prediction, which is trivial to solve (it is feasible to enumerate all possible solutions).
On the other hand, long prediction horizons (that is, multiple prediction steps) offer a consider-
able improvement in harmonic performance [40] (typically, the performance falls between that of
CB-PWM and OPPs). For long prediction horizons, a modified sphere decoder has been proposed
[41] to solve the underlying integer program, which has been successfully implemented on a field-
programmable gate array [42].
However, (traditional) FCS-MPC does have some significant drawbacks. First, due to the ab-
sence of a pulse-width modulator, the harmonic spectrum of the switching signal is not well-defined.
In fact, the harmonic spectrum is nondeterministic and includes harmonics at noninteger multiples
3For a three-phase three-level converter, the number of possible solutions is 33Np .
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of the fundamental frequency (that is, interharmonics exist). For applications with strict harmonic
requirements (such as grid-connected converters), such a spectrum is not suitable. Second, a weight-
ing factor has to be tuned (typically in a trial-and-error manner) in order to obtain a desired (average)
switching frequency. Moreover, once the operating conditions change, the switching frequency also
changes. Thus, the weighting factor has to be readjusted. Finally, it can also be observed in [40,
Figure 9] that increasing the number of prediction steps does not always improve the harmonic
performance. In order to obtain the optimal harmonic performance for a given prediction horizon,
the weighting factor and sampling interval have to be adjusted (see [40, Figure 11]).
4.3 OPP-Based Control Techniques
OPP-based control techniques have significant advantages over FCS-MPC, since the (superior)
steady-state harmonic performance is deterministic (the spectrum is determined by the OPP) and
the device switching frequency can easily be adjusted via the pulse number. This section first moti-
vates the benefits of OPPs. The underlying control difficulties of pulse patterns are also identified.
This is followed by a brief review of some early OPP-based methods. Model predictive pulse pat-
tern control, a modern OPP-based method that has seen usage in industry, is then reviewed and its
primary limitation is highlighted. The section concludes with a review of OPP-based methods that
attempt to address the limitation of model predictive pulse pattern control.
4.3.1 Early Methods
As shown in Section 3.4.4, OPPs significantly outperform CB-PWM in terms of harmonic distor-
tion at low switching frequencies. This results in an OPP-modulated converter that is able to operate
at low switching frequencies (which in turn leads to lower losses) while still having acceptable har-
monic distortion. This is highly beneficial for medium-voltage applications, where the switching
losses are high, since the power rating of a power converter can increase.
However, addressing the control problem of a converter system that is modulated with pulse
patterns instead of CB-PWM is substantially more difficult. It is important to realize that OPPs
are optimal in steady-state conditions; during transients, OPPs are suboptimal and lead to a slow
response. This is exacerbated by a low switching frequency. A useful feature of CB-PWM is the ex-
istence of regularly-spaced sampling instants (which are at the peak and trough of the carrier signal)
where the ripple of (certain) converter quantities is zero; it is possible to sample only the fundamen-
tal component. This fixed modulation interval is ideal for linear controllers, as the fundamental
component can easily be regulated along its (sinusoidal) reference. In contrast, pulse patterns do
not possess a fixed modulation interval. Therefore, regularly-spaced sampling instants where the
ripple of certain converter quantities is zero do not exist; the fundamental component and the rip-
ple are sampled. The ripple, which is a natural characteristic of an OPP, will be interpreted as an
error by a linear controller. This leads to the controller attempting to regulate the ripple to zero
and thus modify the steady-state pulse pattern. This will sacrifice the optimality of an OPP during
steady-state conditions and thus increase the harmonic distortion. In order to prevent this, the
bandwidth of a linear controller should be low so that it does not react to the ripple. Unfortu-
nately, as a consequence, the response becomes sluggish. Moreover, the discontinuities that exist in
the switching angles (see Figure 3.7) create current excursions when the modulation index changes
in the quasi-steady state. Due to the slow response of a linear controller, these discontinuities must
be eliminated. This requires additional restrictions (in the form of constraints) on the optimization
problem underlying OPPs, which lead to pulse patterns with higher harmonic distortion during the
steady state. In summary, linear controllers are not suitable for converter systems that are modulated
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with pulse patterns.
As a first step away from a traditional linear controller for pulse patterns, a current trajectory
controller was proposed in 1991 [43] for electrical machines. The method first determines the
steady-state (stator) current trajectory that results from the pulse pattern. Then, during transients,
a deadbeat-type controller regulates the stator current towards its steady-state trajectory by modi-
fying the pulse pattern. In 2007, the method was adapted to control the stator flux instead of the
stator current [44]. The advantage of tracking the stator flux trajectory is that the stator flux is inde-
pendent of the leakage inductance of a machine. However, both methods require the fundamental
component and ripple as separate quantities. Due to the fundamental component not being readily
available when a converter is modulated by pulse patterns, a dedicated observer is required [45].
4.3.2 Model Predictive Pulse Pattern Control
Although MPC is a very active and popular research topic in the power electronics research com-
munity, there are few instances of MPC being readily used in industry. One exception is model
predictive pulse pattern control (MP3C), which is patented by ABB [46] and is being used in their
modern drive systems [47]. Considered to be a state-of-the-art control technique, MP3C formu-
lates the stator flux trajectory control problem underlying pulse patterns in an MPC framework,
resulting in a control technique with superior harmonic performance in steady-state conditions and
a fast response during transients. Since the controller that is proposed in Chapter 5 is, in a sense, a
generalization of MP3C, the control principles underlying MP3C are discussed in more detail than
the early methods. For a full and complete overview on MP3C, see [3] and [4, Chapter 12].
Consider an NPC converter that is modulated by a pulse pattern u and that is connected to
the stator of an induction machine. For simplicity, only a single phase is considered (the concept
generalizes to all three phases). When neglecting the stator resistance, the stator flux ψs of an
induction machine is simply the integral of the (input) stator voltage,






where ψs,0 is the stator flux at the initial (sampling) instant. With (4.1) as the internal dynamic
model of the predictive controller, the stator flux is predicted at the end of the prediction horizon
Tp [that is, ψs(Tp) is predicted]. Denote with nsw the number of switching transitions that occur
during the prediction horizon Tp. It is fairly straightforward to show that by modifying the ith
switching transition of a pulse pattern by ∆ti = ti − t∗i , where ti and t∗i are the modified and








where ∆ui = ui − ui−1 ∈ {−1, 1} is the change in switch position.
Similar to the early trajectory-based methods, MP3C regulates the stator flux ψs along its (op-
timal) steady-state trajectory ψ∗s . Since the stator flux is simply the (scaled) integral of the pulse
pattern, it is easy to derive the steady-state trajectory.4 In addition to reference tracking, and in
accordance with the optimal control principle paradigm, the control effort (the switching time
modification) is also penalized. The (quadratic) objective function underlying MP3C is




4Section 5.3 demonstrates how the steady-state trajectory for any load can be obtained.
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where ψs,err = ψs,0 − ψ∗s,0 is the initial flux error. A positive penalty r ∈ R is required on the
modifications. In the case that r is zero, MP3C turns into a deadbeat-type controller and attempts
to remove the flux error promptly.5 Note that MP3C minimizes the flux error at the end of the
prediction horizon (and not across it). To maintain a feasible pulse pattern, the modified switching
instants (in a particular phase) are not allowed to move into the past and must be in an ascending
order, leading to the following nsw + 1 constraints:
0 ≤ t1 ≤ t2 ≤ · · · ≤ tnsw ≤ tnsw+1. (4.4)
The minimization of the objective function of (4.3) subject to the constraints of (4.4) constitutes
a QP. Once the (optimal) modified switching instants have been determined, only the switching
transitions within the sampling interval Ts (where Ts is typically much smaller than Tp) are applied.
At the next sampling instant, the pulse pattern is re-optimized in accordance with the receding
horizon policy.
When compared to the early methods, MP3C has two major advantages. First, MP3C considers
the instantaneous error; the fundamental component and ripple are considered as a single quantity.
Unlike the early methods that required the fundamental component and ripple separately, MP3C
does not require an additional observer to extract the fundamental component. Second, MP3C
is formulated in an MPC framework. The early methods were deadbeat-type controllers (which
had no notion of a prediction horizon) that required a relatively coarse sampling interval in order
to consider multiple switching transitions; all of the controller actions (modifications to the pulse
pattern) over the (coarse) sampling interval were applied. In contrast, MP3C has a short sampling
interval and long prediction horizon, and utilizes the receding horizon principle. This inherently
makes MP3C more robust to noise and measurements errors.
Limitation
Although MP3C is a state-of-the-art control technique that significantly outperforms conventional
control methods used in industry (see [4, Chapter 13]), it is limited in its application. As observed
from (4.1), the internal dynamic model is an integrator. Thus, MP3C cannot capture the behaviour
of higher-order systems, such as the grid-connected converter with an LC filter of Section 3.3.2;
MP3C is not applicable to any MIMO system. However, MP3C can, to an extent, account for
resonant behaviour of a higher-order system by adding an additional damping term in the objective
function [48, 49], or by adding an outer dampening loop [50]. Although these approaches can be
effective during steady-state operation, the performance during transients is rather poor. Specifically,
in order to avoid exciting the resonance, large reference steps are filtered by a ramp-limiter, leading
to a sluggish response.
4.3.3 OPP-Based Methods for Higher-Order Systems
As mentioned in Section 4.3.2, the internal dynamic model of MP3C limits the method to first-
order systems (more specifically, a pure integrator). For higher-order medium-voltage applications,
a different control method is required that can operate at low switching frequencies with a good
harmonic performance while having a short response time. However, very little research has been
conducted on OPP-based controllers for a general MIMO system, making it a largely unexplored
topic. Although there are existing control methods that attempt to address this problem, these
methods do have some characteristics that either make them impractical or limit their performance.
5Refer to [3, Section 5-B] for more details on the deadbeat-basedMP3C algorithm.
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In [51], an MPC control problem is formulated in the continuous-time domain. The modifica-
tions to the switching instants are determined by solving a nonlinear program. However, sinusoidal
references are used instead of the (optimal) steady-state trajectory resulting from the pulse pattern.
This implies that the (natural) ripple from the pulse pattern is interpreted as an error and will thus be
modified, which during steady-state conditions results in suboptimal performance. The optimiza-
tion problem, in its original nonlinear form, requires the gradient projection method to evaluate the
matrix exponential at every iteration and, in addition, also requires a moderate amount of matrix
multiplications; this results in a high computational burden. In order to simplify the optimization
problem to a QP, the state variables are linearized around the nominal switching instants. However,
the linearization requires that the three-phase voltage vectors have a fixed switching sequence. This
implies that a switching transition in one phase cannot be shifted beyond a switching transition in
another phase; thus imposing a major limitation. In combination with this limitation, the modifi-
cations to the switching transitions are also required to be very small due to the limited accuracy of
the linearization. This results in very conservative constraints that lead to a sluggish response dur-
ing transients. Furthermore, at certain operating points, the linearized problem also significantly
increases the harmonic distortion.
In [52], the MPC control problem is formulated in the discrete-time domain. Relative to the
current sampling instant k, the controller predicts the system states at even-indexed switching in-
stants (that is, at k+2, k+4, and so forth) and can manipulate the odd-indexed switching instants
(that is, at k + 1, k + 3, and so forth). Note that the prediction instants are, therefore, irregularly
spaced. The method introduces a nonlinear transformation of the decision variables (which are the
odd-indexed switching instants), transforming the problem from a nonconvex optimization prob-
lem into a QP. As with [51], the state references are also sinusoidal. However, the converter current
(which has significant ripple) is slightly penalized, whereas the grid current (which is nearly sinu-
soidal and therefore matches its reference in the steady state) is penalized significantly. This choice
of penalties results in the superior harmonic distortion of the OPP not being significantly worsened
during the steady state. Although the method assumes a fixed switching order, the response time
is still modest. However, the method does make an assumption regarding the characteristics of the
load: the total energy in the system stays constant during an unforced response (that is, when the
converter output voltage and the grid voltage are zero), implying elements that dissipate power have
to be ignored in the internal model.
The latest attempt in a generalized OPP-based controller is proposed in [53, Chapter 4]. The
MPC problem is formulated in the discrete-time domain at regularly-spaced prediction instants.
The core principle of the method is to transform the discrete-valued pulse pattern into a real-valued
control signal that is easy to modify. This is achieved by averaging the pulse pattern between the
discrete-time instants. Once the real-valued signal is modified by solving a QP, a reverse transforma-
tion is required in order to retrieve the modified switching transitions. Unlike the methods in [51]
and [52], this method uses the optimal steady-state trajectory that results from the pulse pattern as a
reference. However, the method does have some limitations. Switching transitions are not allowed
to move out of the sampling interval they are contained in, therefore restricting the degree that
the pulse pattern can be modified. Thus, in order to allow moderate modifications, the sampling
interval is required to be relatively coarse. On the other hand, the averaging step introduces an
error in the steady-state pulse pattern, which increases as the sampling interval is increased. This
creates conflicting objectives. The reverse transformation itself requires an additional optimization
problem to be solved: a linear program. Nonetheless, the method results in a decent response time
and holds the most promise when compared to [51] and [52].
The controller proposed in Chapter 5 has none of the limitations of the aforementioned control
methods, and is a natural generalization of MP3C. Furthermore, the proposed controller is practi-
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cally viable, as it is implemented on a low-cost field-programmable gate array in Chapter 8 and can




Generalized Model Predictive Pulse Pattern





In this chapter, the primary contribution of this thesis is presented: a generalized model predictive
pulse pattern controller based on small-signal modelling. The chapter first describes the require-
ments of the control method. The notion of small-signal modelling and its use in the context of the
proposed control method follows. A method is described that efficiently calculates the steady-state
trajectory of a converter system that is modulated by a pulse pattern. The linearization of the mod-
ifications to a pulse pattern is then explained. Finally, a model predictive controller, which utilizes
small-signal modelling, is derived. The performance of the controller during transients is evaluated
via simulations, and the results are discussed.
Chapter Contents
5.1 Control Method Requirements . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Overview of Small-Signal Modelling . . . . . . . . . . . . . . . . . . . . . 46
5.3 Steady-State Trajectory of a Converter System . . . . . . . . . . . . . . . . 47
5.4 Modelling Modifications of a Pulse Pattern . . . . . . . . . . . . . . . . . 49
5.4.1 Linear Approximation toModifications of a Pulse Pattern . . . . . . . . 50
5.4.2 Enabling Accurate Predictions of Modifications of a Pulse Pattern . . . . 52
5.4.3 Three-Phase Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.5 The Small-Signal Controller . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.5.1 Internal Dynamic Model . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.5.2 Objective Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.5.3 Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.5.4 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.5.5 Receding Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5.6 Control Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.5.7 Standard Control Algorithm . . . . . . . . . . . . . . . . . . . . . . . 63
5.6 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.6.1 Response Time During Transients . . . . . . . . . . . . . . . . . . . . 64
5.6.2 Standard Controller and Prediction Accuracy . . . . . . . . . . . . . . 65
5.6.3 Comparison to Nonlinearized Controller . . . . . . . . . . . . . . . . 66
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
44
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 5. THE SMALL-SIGNAL CONTROLLER 45
5.1 Control Method Requirements
The controller proposed in this chapter is a generalized model predictive pulse pattern controller
that is applicable to any linear MIMO converter system that is modulated by OPPs, overcoming
the primary limitation of MP3C mentioned in Section 4.3.2. When compared to the existing OPP-
based control methods reviewed in Section 4.3.3, the proposed controller is a natural generalization
of MP3C and has no restrictions on modifications to a pulse pattern (except that the switching
transitions must be nonnegative and occur in ascending order in each phase).
The formulation of the controller in Section 5.5 is general enough so that any converter topol-
ogy can be considered. This includes inverters and rectifiers, single-phase and multi-phase systems,
two-level and multi-level converters, voltage-source and current-source converters, and converters
connected to electrical machines and to the grid. The only assumption is that the converter system
must only contain linear elements such as ideal resistors, inductors, and capacitors. Furthermore,
only linear quantities are directly controlled such as voltage, current, and flux.1,2 Such a converter
system can be described by a continuous-time state-space representation,
dx(t)
dt
= Fx(t) +Gu(t) + Pvg(t), (5.1)
where x ∈ Rnx and vg ∈ Rnv are the state and disturbance vectors, respectively. Note the it is
assumed that the disturbance is known. The input vector u ∈ Znu describes the switch positions
of the system, and is equal to the pulse pattern when the converter is modulated by OPPs. The state
F ∈ Rnx×nx , input G ∈ Rnx×nu , and disturbance P ∈ Rnx×nv matrices characterize the system.
It is assumed that all parameters are exactly known.
The control method proposed in this chapter regulates the state vector x of a linear MIMO
converter system along a suitable reference trajectory x∗ by
• modifying the nominal pulse pattern during transients to achieve a short response time, and
• modulating the converter with the nominal pulse pattern during the steady state to achieve
the superior harmonic performance of OPPs.
As a case study to demonstrate the controller, the grid-connected NPC converter system from
Section 3.3.2 is considered. The control problem underlying grid-connected converters is, typically,
to control the real powerP and reactive powerQ to their respective referencesP ∗ andQ∗. Although,
strictly speaking, the power should be controlled at the point of common coupling, the power is
instead controlled directly at the grid voltage source for convenience. The state vector is the converter
currents, grid currents, and capacitor voltages in the αβ reference frame,
x(t) =
[
iα(t) iβ(t) ig,α(t) ig,β(t) vc,α(t) vc,β(t)
]T
















1Quantities such as power and electromechanical torque are products of two system states (hence, nonlinear) and
are not directly controlled. However, these quantities can be controlled by having an outer control loop generate suitable
references for the system states.
2In Chapter 7, the controller is extended to control the neutral-point potential, which is a product of states and
inputs.
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From the differential equations of (3.15) that describe the converter system, the state-space matrices
follow as
F =








I2 − 1C I2 02×2









The input to the system is a three-phase three-level pulse pattern uabc ∈ {−1, 0, 1}3,





Note that all variables, except for the input, are referred to the αβ reference frame.
5.2 Overview of Small-Signal Modelling
Although no clear definition of small-signal modelling could be found in literature, the term, usu-
ally, refers to a linearization of a nonlinear system around an operating point [54, Section 3.10]. The
term is exclusively used in electrical engineering, and there are many uses and methods of small-signal
modelling. A common usage is to obtain a linear approximation of semiconductor devices [55]. In
power electronics, small-signal modelling has been used to obtain an accurate linear model of pulse-
width modulators [56], from which the stability of the system can be accurately analyzed. Note
that small-signal modelling does not strictly imply a linearization around a single operating point;
the system can also be linearized around a trajectory (which is the case in this thesis). In this thesis,
small-signal modelling is used to obtain a linear model for the modifications to a pulse pattern;
for higher-order systems, (nonlinearized) modifications to the switching instants of the pulse pat-
tern have a nonlinear effect on the system states as the modifications will be arguments of matrix
exponentials.
There are three types of variables associated with small-signal modelling. The first is the complete-
signal variables
ξ(t) = ξ∗(t) + ξ̃(t), (5.2)
which is the sum of the large-signal variables ξ∗ and small-signal variables ξ̃. The large-signal
variables represent the trajectory that the system is linearized around. The small-signal quantities
represent the linearized variables, which are perturbations superimposed on the large-signal variables.
In this thesis, the large-signal variables are the steady-state variables (the nominal pulse pattern and its
resulting steady-state trajectory), which are interpreted as references. The complete-signal variables
represent the actual (measured) values of the system. From (5.2), the small-signal variables can be
expressed as
ξ̃(t) = ξ∗(t)− ξ(t), (5.3)
which is interpreted as an error (specifically, small-signal state variables represent errors). A controller
can be used to modify the small-signal input in order to drive the small-signal state variables to zero.
In steady-state conditions, all small-signal variables are zero.
It is shown in Section 5.4 that modifications to a pulse pattern can be approximated by the
strengths of impulses (which are the small-signal input). This results in the switching instant modi-
fications to the pulse pattern being removed from the matrix exponentials, and the small-signal state
variables (the error) being linear in the impulse strengths. The model predictive controller devel-
oped in Section 5.5 then manipulates the impulse strengths in order to drive the state vector onto
its steady-state trajectory. First, the steady-state trajectory resulting from the nominal pulse pattern
is required, which is derived in the next section.
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Figure 5.1: Three-phase nominal pulse pattern u∗abc. The pulse number is d = 3, and there are a total of
N = 36 switching transitions across all three phases.
5.3 Steady-State Trajectory of a Converter System
The following method is a modification to the method proposed in [57].
It can be shown from (5.1) that the steady-state trajectory resulting from the nominal pulse
pattern u∗abc at time t ∈ [0, T1], where T1 is the fundamental period, is
x∗(t) = eF tx∗0 +
∫ t
0
eF (t−τ)Gu∗abc(τ) dτ +
∫ t
0
eF (t−τ)Pvg(τ) dτ, (5.4)
where x∗0 is the initial steady-state value at the start of the fundamental period T1. In order to
calculate the steady-state trajectory over a fundamental period, the initial steady-state value x∗0 first
needs to be calculated. Thanks to linearity, the principle of superposition can be used to calculate
the effect of the pulse pattern and grid voltage separately as








eF (t−τ)Gu∗abc(τ) dτ. (5.6)
For now, the grid is ignored and assumed to be short-circuited. Consider the (three-phase)
nominal pulse pattern in Figure 5.1, which hasN = 12d switching transitions over the fundamental
period T1. Denote with t∗i the (three-phase) nominal switching times, where i = 0, 1, . . . , N + 1.
The switching times t∗0 = 0 and t∗N+1 = T1 are introduced to take the boundaries into account.








where Inx is the identity matrix of dimensions nx. To calculate x∗OPP(T1), note that the three-phase
pulse pattern is constant between switching transitions. This leads to the integral of (5.6) (with
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Figure 5.2: The steady-state trajectory x∗ (in pu) of the converter system resulting from the nominal pulse
patternu∗abc.















i ) − eF (T1−t∗i+1))Gu∗abc(t∗i )
)
,
where F is assumed to be invertible. Thus, the steady-state value at the end of the fundamental
period is
x∗OPP(T1) = e
FT1x∗OPP,0 + f . (5.9)
It is easy to show from (5.7) [after inserting (5.8) and (5.9)] that the initial steady-state value resulting
from the pulse pattern is
x∗OPP,0 = (Inx − eFT1)−1f , (5.10)
where xOPP,0 is assumed to be unique in the steady state.3
3This is true for most plants. However, for plants where the resistive components are not taken into account (such as
an integrator or resonator), there is no unique trajectory since eF t will not diminish as t→∞.
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With the initial steady-state value x∗OPP,0 known, the steady-state trajectory x∗OPP resulting from
the pulse pattern can be calculated over the fundamental period using (5.6). Typically, the steady-
state trajectory x∗OPP is required at discrete sampling instants of Ts (the sampling interval of the
controller). Alternatively, instead of the continuous-time representation of (5.6), a discrete-time
representation can be used to calculate the steady-state trajectory over a fundamental period, al-
though there will be a slight error due to the quantization of the switching instants of the pulse
pattern.







where the integral is not trivial to solve since the grid voltage is sinusoidal. Fortunately, the effect of
the grid can be calculated using well-known phasor analysis; all the converter states resulting from
the grid voltage only consist of a fundamental component. After calculating the effect of the grid
voltage over the fundamental period, the steady-state trajectory x∗g resulting from the grid voltage
can be added to that of the pulse pattern as shown with (5.5). Alternatively, the effect of the grid
voltage can be considered by representing the grid voltage as a harmonic resonator and including it
as additional state variables (this approach is used in Section 7.2).
Figure 5.2 shows an example of a steady-state trajectory x∗ in the abc reference frame. The
pulse number is d = 5 and the system is operating at rated conditions with unity power factor.
5.4 Modelling Modifications of a Pulse Pattern
This section demonstrates how the modifications to a pulse pattern are modelled. First, in Sec-
tion 5.4.1, it is shown that the modifications can be approximated by using the strengths of im-
pulses. This results in the modifications to the state vector being described by a linear set of dif-
ferential equations during the design of a model predictive controller in Section 5.5.1. The major
benefit of this linearization is that the underlying optimization problem, which yields the optimal
impulse strengths (representing the optimal modifications), becomes a QP instead of a significantly
more complex nonlinear program involving the matrix exponential. However, the approximation of
using impulses does introduce a margin of error during the predicted system response. To improve
the accuracy, the pulse pattern is successively linearized around the modified switching instants as
described in Section 5.4.2.
Before continuing, three types of pulse patterns are introduced. For now, only a single-phase
pulse pattern is considered. The first type is called the nominal pulse pattern, which is described as
u∗(t) = u∗0 +
n∗∑
i=1
∆u∗ih(t− t∗i ), (5.11)
where h(t) is the (unit) step function, u∗0 ∈ {−1, 0, 1} is the initial nominal switch position, and
∆u∗i ∈ {−1, 1} is the ith switching transition direction. The nominal pulse pattern is the offline-
calculated pulse pattern that is optimal in steady-state conditions. The (nominal) pulse pattern has
n∗ switching transitions that occur at the nominal switching instants t∗i .
The second type is the incumbent pulse pattern, which has n switching transitions that occur at
the incumbent switching instants t′i,






















Figure 5.3: Using impulses to represent rectangular pulses (that is, modifications to a pulse pattern).
where u0 and ∆ui are the initial switch position and ith switching transition, respectively.
The third and final type of pulse pattern is the modified pulse pattern, which results from mod-
ifications to the incumbent pulse pattern. The pulse pattern has switching transitions that occur at
the modified switching instants ti = t′i +∆ti, and is described as
umod(t) = u0 +
n∑
i=1
∆uih(t− (t′i +∆ti)). (5.13)
In summary, the nominal pulse pattern u∗ is the offline-calculated pulse pattern (which is never
modified and is part of the large-signal model), the incumbent pulse pattern u is the pulse pattern
that is used as a starting point to optimize the switching instants, and the modified pulse pattern
umod is the pulse pattern that results from the modifications to the incumbent pulse pattern (and is
part of the complete-signal model).
5.4.1 Linear Approximation to Modifications of a Pulse Pattern
Consider the modified pulse pattern umod. It can be observed in Figure 5.3 that by modifying the
ith switching transition by ∆ti, a rectangular pulse with an area of
λi = −∆ui∆ti (5.14)
is added or removed to the incumbent pulse pattern u. It is known that an impulse with strength
λi can be used to approximate the area λi of narrow rectangular pulses (this fact is used in [56]).
Specifically, their (definite) integrals are the same. To further motivate this, consider a first-order
Taylor series expansion of the step functions of the modified pulse pattern umod of (5.13) around
the incumbent switching instants t′i,4
umod(t) ≈ u0 +
n∑
i=1
∆ui (h(t− t′i)−∆tiδ(t− t′i)) ,
which can be written as5







4A first-order Taylor series expansion is f(t+∆t) ≈ f(t) + ∆t df(t)dt .
5For convenience, the approximation is replaced with an equality in the sequel.
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with the definition of (5.14). As expected, the (linearized) modified pulse pattern umod consists of
the incumbent pulse pattern u and the (approximated) modifications represented by impulses with
strengths λi. Specifically, the strength λi of the ith impulse represents the ith (rectangular) area.
For the moment, assume that the incumbent pulse pattern u and nominal pulse pattern u∗ are
equal (as is the case in Figure 5.3). Then, according to the definition of small-signal variables in
(5.3), the small-signal input is defined as





The small-signal input ũ consists of impulses with strengths λi that occur at the incumbent switch-
ing instants t′i.
The model predictive controller developed in Section 5.5 adjusts the impulse strengths in order
to drive the system into the steady state. After the (optimal) impulse strengths are calculated by the





which follows from (5.14). These modifications can then be added to the incumbent switching
times to yield the modified switching times, ti = t′i +∆ti.
Accuracy of Approximation
It is stressed that the impulses approximate the rectangular areas; the narrower the rectangular pulses,
the better the approximation. Furthermore, the placement of the impulses also has an effect; ideally,
the impulses should be placed at the center of the rectangle. However, since the widths of the
rectangles are not known in advance, it is not possible to do so without rendering the linearization
pointless. Instead, the impulses are simply placed at the incumbent switching instants (as derived
from the first-order Taylor series expansion). Finally, the characteristics of the load also determine
how well the strength of an impulse can represent a rectangular area.
To demonstrate the aforementioned statements, consider the responses shown in Figure 5.4. For
convenience, only single-phase systems are used. The state variables that result from the impulse
are denoted with ξ̃, whereas those that result from a rectangular pulse (with its area equal to the
impulse strength) are denoted with ξ. In Figure 5.4a, the parameters fromTable 3.5 are used with the
resistance neglected (thus, the system is a pure integrator). The load voltage source is also set to zero.
The impulse is placed at the center of the rectangle. It can be observed that an impulse is a (near)
perfect approximation of the rectangle, with the only difference being during the integration period.
This observation holds true no matter the width of the rectangle. However, this case is an exception
and there will be a margin of error in the approximation for other systems. In Figures 5.4b–5.4d, the
parameters of the grid-connected converter system from Section 3.3.2 are used (with the grid voltage
set to zero), which constitutes a third-order system. In Figure 5.4b, a narrow rectangular pulse with
a width of ∆t = 0.1ms is applied to the system. It can be observed that the (barely noticeably)
impulse is a good approximation, with the responses resulting from the rectangle and impulse being
near identical. The width of the rectangular pulse is increased to∆t = 0.5ms in Figure 5.4c. Now,
the margin of error is noticeable in the responses. Nonetheless, the approximation is decent. The
width is further increased to ∆t = 1ms and the impulse is now placed at the start of the rectangle
in Figure 5.4d. It is obvious that the impulse poorly approximates the larger rectangular pulse. In
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(a) Integrator. The impulse is placed at the center of a
rectangle with width∆t = 1ms.










(b) Third-order load. The impulse is placed at the cen-
ter of the rectangle with width∆t = 0.1ms.













(c) Third-order load. The impulse is placed at the cen-
ter of the rectangle with width∆t = 0.5ms.













(d) Third-order load. The impulse placed is at the start
of the rectangle with width∆t = 1ms.
Figure 5.4: Responses (in pu) of an impulse and its equivalent rectangular pulse. The impulse strengths are
scaled up by a factor of 1000 in order to be visible.
addition, since the impulse is not placed at the center of the rectangular pulse, there is a time shift
of ∆t
2
(half the pulse width) present that only worsens the approximation.
The next section proposes a relatively simple technique in order to overcome these inaccuracies
and improve the internal model of the controller.
5.4.2 Enabling Accurate Predictions of Modifications of a Pulse Pattern
As shown in Section 5.4.1, the strength of impulses can be used to approximate the time modifica-
tions to the switching instants of a pulse pattern. The primary benefit of this is that the underlying
optimization problem in Section 5.5.4 is a QP. However, as illustrated with Figure 5.4, only small
modifications can be accurately represented by impulses; large modifications can lead to severe in-
accuracies. Fortunately, it is possible to accurately predict the effect of the actual rectangular pulses
after the modified switching instants ti have been calculated. This is achieved by updating the in-
cumbent switching times t′i at the current instant with the modified switching instants ti calculated
at the previous instant; this is illustrated with Figure 5.5. Here, the incumbent switching times t′i are
equal to the modified switching times ti of Figure 5.3. In this case, with slight abuse of notation,
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Figure 5.5: Illustration of how previously-calculated impulse strengths are represented by actual rectangles.
the difference between the modified pulse pattern and the nominal pulse pattern yields6
umod(t)− u∗(t) = ũ(t) + ū(t),
where
ū(t) = u(t)− u∗(t)










is defined as the rectangle input and represents the actual rectangular pulses of previous impulse
strengths. This enables a (predictive) controller to accurately predict the result of its (previous)
corrections and, if required, adjust them accordingly.
5.4.3 Three-Phase Case
This section generalizes the notation and techniques developed in the previous sections to the three-
phase case. The modification of the ith switching instant of phase p ∈ {a, b, c} is
∆tp,i = tp,i − t′p,i, (5.19)
where tp,i and t′p,i are the modified and incumbent switching instants, respectively. The (direction
of the) ith switching transition in a particular phase is
∆up,i = up,i − up,i−1,
where up,i, up,i−1 ∈ {−1, 0, 1}. By generalizing (5.14), the impulse strength associated with the ith
switching transition in a particular phase is
λp,i = −∆up,i∆tp,i. (5.20)
Consider the three-phase modified pulse pattern over the interval t ∈ [0, Tp], where Tp is the pre-
diction horizon. According to the principle developed in Section 5.4.1 of using impulses to represent
modifications, the (linearized) modified pulse pattern is
uabc,mod(t, λp,i) = uabc(t) + ũabc(t, λp,i) (5.21)
6According to (5.3), it should be written umod − u∗ = ũ. However, ũ is reserved for the impulses as in (5.16). To
account for the additional terms, ū is introduced.
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is the three-phase small-signal input (a weighted train of impulses). Here, np denotes the number of
switching transitions in phase p that fall within the prediction horizon Tp. Note that the incumbent
switching times are defined according to the current time instant t0 = 0. The total number of
switching transitions are denoted with nsw = na + nb + nc. With Figure 5.6 as an example, the
number of switching transitions that fall within the horizon in each of the three phases is na = 2,
nb = 4, and nc = 3, whereas the total number of switching transitions is nsw = 9.





















with n∗p switching transitions in phase p occurring at the nominal switching instants t∗p,i. The
(so-called) three-phase rectangle pulse pattern follows from (5.18) as
ūabc(t) = uabc(t)− u∗abc(t). (5.25)
5.5 The Small-Signal Controller
This section introduces the generalized model predictive pulse pattern controller, which is referred
to as the small-signal controller. The controller is formulated according to the MPC framework.
First, Section 5.5.1 derives the internal dynamic model of the controller, which describes the error
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of the system state vector over the prediction horizon. The internal model of the controller utilizes
impulse strengths to model corrections to the pulse pattern (as developed in Section 5.4). Using the
internal dynamic model, an objective function is formulated in Section 5.5.2 that penalizes the track-
ing error and modifications to the pulse pattern. Constraints are introduced in Section 5.5.3 that
maintain a feasible pulse pattern. The objective function and constraints constitute the optimization
problem described in Section 5.5.4, which, when solved, yields the optimal impulse strengths that
can be translated into time modifications. Finally, Section 5.5.5 explains and illustrates the receding
horizon policy, which introduces feedback into the system. The control algorithm is explained in
Section 5.5.6. A reduced version of the controller is explained in Section 5.5.7.
5.5.1 Internal Dynamic Model
Recall the state-space representation of (5.1) that describes the evolution of a converter system. By
integrating (5.1), and with the modified pulse pattern uabc,mod as the input, the state vector can be
predicted at the time t ∈ [0, Tp] as




eF (t−τ)Guabc,mod(τ, λp,i) dτ +
∫ t
0
eF (t−τ)Pvg(τ) dτ, (5.26)
where x0 is the initial state that is measured at t0 = 0. Similarly, as shown in Section 5.3, the
(optimal) steady-state trajectory follows from the nominal pulse pattern u∗abc over the prediction
horizon Tp as
x∗(t) = eF tx∗0 +
∫ t
0
eF (t−τ)Gu∗abc(τ) dτ +
∫ t
0
eF (t−τ)Pvg(τ) dτ, (5.27)
where x∗0 is the initial optimal state.7 According to (5.3), the small-signal state vector is defined as
x̃(t, λp,i) = x(t, λp,i)− x∗(t), (5.28)
which is referred to as the small-signal error; this term is used to emphasize that the small-signal
state vector represents an error. By inserting (5.26) and (5.27) into (5.28), the small-signal error is
described as




eF (t−τ)Gūabc(τ) dτ +
∫ t
0
eF (t−τ)Gũabc(τ, λp,i) dτ, (5.29)
where x̃0 = x0 − x∗0 is the initial small-signal error. It can be observed that the grid is not part of
the small-signal model. However, the grid voltage is required when selecting the appropriate pulse
pattern according to the operating conditions. Note that for an unmodified pulse pattern (ũabc and
ūabc are zero), the (unforced) small-signal error naturally diminishes over time; this is expected since
the system will eventually enter the steady state, albeit extremely slowly since the time constants are
typically long.
Observe that when the system is a pure integrator (F = 0nx×nx), and when ūabc is zero, that
(5.29) reduces to the internal dynamic model of MP3C in (4.1). Furthermore, λp,i = −∆up,i∆tp,i
is contained in the correction term of MP3C in (4.2). It can be concluded that the small-signal con-
troller is a natural generalization of MP3C to higher-order systems. However, MP3C only considers
the system states at the end of the prediction horizon, whereas the small-signal controller considers
the systems states across the prediction horizon.
7Note that x∗0 of (5.27) refers to the initial state at the current time instant, whereas x∗0 of (5.4) refers to the initial
state at the start of the fundamental period.
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Compact Vector Form of the Small-Signal Error
The small-signal error of (5.29) can be written in a compact vector form. First, the small-signal
input ũabc is decomposed into each phase, resulting in (5.29) becoming
x̃(t, λp,i) = e






















eF (t−τ)Gūabc(τ) dτ. (5.30)
Derivations involving Γ ∈ Rnx are moved to Appendix D.1 for brevity. By using the well-known
sifting property of the impulse function (see Appendix C), the small-signal error becomes
x̃(t, λp,i) = e




















By using basic algebraic manipulations, the small-signal error can be compactly stated as
x̃(t,Λ) = eF tx̃0 + Γ(t) +Φ(t)Λ (5.31)










b,1)Gbh(t− t′b,1) · · · e
F (t−t′b,nb )Gbh(t− t′b,nb) (5.32)
eF (t−t
′





and Λ ∈ Rnsw is introduced as the strength vector,
Λ =
[
λa,1 · · · λa,na λb,1 · · · λb,nb λc,1 · · · λc,nc
]T
, (5.33)
with the nsw impulse strengths over the prediction horizon Tp. As an example, the strength vector
corresponding to Figure 5.6 is
Λ =
[
λa,1 λa,2 λb,1 λb,2 λb,3 λb,4 λc,1 λc,2 λc,3
]T
. (5.34)
Observe that the small-signal error is linear in the impulse strengths; if the time modifications are
not represented by impulse strengths, and instead is an argument in the step function [as is the
case with the nonlinearized pulse pattern of (5.13)], the time modifications will be the arguments
of matrix exponentials after integrating the differential equations.
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5.5.2 Objective Function
The control objectives are to minimize the small-signal error (which relates to the tracking error)
across the prediction horizon and to penalize modifications to the incumbent pulse pattern (which










The first term penalizes with the positive semidefinite diagonal (penalty) matrix Q ∈ Rnx×nx the
integral of the small-signal error over the prediction horizon Tp. The diagonal (penalty) matrix
R ∈ Rnsw×nsw corresponding to the penalty on the switching modifications is also required to be
positive semidefinite. The penalty on the control effort inhibits the controller being overly aggressive.
This is useful when modelling errors (recall that modifications to a pulse pattern are approximated
and not exact) and noise (from measurement devices and observers) are present in a system. The
objective function can now be expanded and written in standard quadratic form.
Tracking Error Term

































where Υ ∈ Rnsw×nsw , Θ ∈ Rnsw , and θ ∈ R are defined as
Υ(t) = ΦT(t)QΦ(t) (5.37)
ΘT(t) =
(














First, consider the (i′, j′)th entry of Υ that is to be integrated. The i′th entry corresponds to
phase p1 ∈ {a, b, c} and the ith switching transition in that phase. With (5.34) as an example,
i′ = 5 refers to phase p1 = b and to the switching transition i = 3. The j′th entry is defined
accordingly with phase p2 ∈ {a, b, c} and the jth switching transition in that phase. From (5.37),

















8Alternatively, the control effort term can instead penalize the deviation between the modified pulse pattern and the
nominal pulse pattern.
9The scaling factor of 12 is added to ensure the problem can be written in standard quadratic form.
10Note that ‖ξ‖2Q = ξ
TQξ, the 2-norm of vector ξ with matrixQ.
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where t′p,ij = max{t′p1,i, t
′
p2,j








)Gp2h(t− t′p,ij) dt (5.40)
involves a product of two matrix exponentials. In general, these matrices do not commute and thus






TtQeF t dt (5.41)
can be solved with
Ξ(∆T ) = MT(∆T )N (∆T ), (5.42)
where
[



















To use this theorem, the integral of (5.40) needs to be manipulated into the form of (5.41) so that
(5.42) can be used. By knowing that the step function changes the lower bound of an integral,
(5.40) becomes










and by shifting the integrand forward by t′p,ij (and using some basic manipulations),








TtQeF t dt eF (t
′
p,ij−t′p2,j)Gp2 ,
which is then stated as






using the definition of (5.41).
Next consider Θ of (5.38), which is split into two terms











Consider the i′th entry of ΘT0 (which refers to phase p and the ith switching transition therein),














p,i)Gph(t− t′p,i) dt (5.44)
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can also be written in the form of (5.41). By following similar manipulations used in the derivation













F Tt′p,iΞ(Tp − t′p,i)Gp (5.45)





are moved to Appendix D.2 for brevity, since they involve similar steps used in the derivation of
(5.43). After c0 and cΓ are calculated, c follows as
c = c0 + cΓ. (5.47)




ΛTV Λ+ cTΛ. (5.48)
Note the θ(t) of (5.39) is a constant term in the objective function and is therefore omitted, since
it has no influence on the minimum.
Control Effort Term






Using the results of (5.48) and (5.49), the objective function can now be written in its standard
quadratic form as




where H = V +R is the Hessian and c the vector with linear coefficients.
5.5.3 Constraints
During minimization of (5.50), constraints are required on the switching time modifications to
ensure a feasible pulse pattern. Similar to the linear constraints imposed when calculating an OPP
[see (3.25)], the np + 1 constraints
0 ≤ tp,1 ≤ tp,2 ≤ · · · ≤ tp,np ≤ Tp (5.51)
are imposed for each phase p ∈ {a, b, c}. These constraints ensure that the switching transitions are
in ascending order, nonnegative, and are not moved beyond the prediction horizon. Alternatively,
the npth switching transition can be upper bounded by the first switching transition that occurs
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after the prediction horizon, tp,np+1. Since the impulse strengths λp,i are the decision variables, the
modified switching instants tp,i are written in terms of the impulse strengths as










where the definitions of (5.19) and (5.20) are used.
By applying (5.52) to all three phases, the constraints in matrix notation follow as
AΛ ≤ b (5.53)








respectively, with the per-phase constraint matrix Ap ∈ R(np+1)×np (which is an augmented first-
















... . . .
...
...























subject to AΛ ≤ b, (5.54b)
where Λopt is the (open-loop) optimal strength vector. The Hessian H is guaranteed to be at least
positive semidefinite and therefore the problem is convex (see Appendix E for an analysis on the
definiteness of the Hessian). In Chapter 8, the QP of (5.54) is solved using the gradient projection
method of Section 2.3.2, whereas in all other chapters CPLEX (which is an optimization suite
developed by IBM) is used.
Optimal Switching Instants
Once the optimal strength vectorΛopt is calculated by solving the QP of (5.54), the impulse strengths
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(a) First sampling instant.





(b) Second sampling instant.





(c) Third sampling instant.





(d) Fourth sampling instant.
Figure 5.7: The receding horizon policy.




to yield the optimal modified switching instants.
5.5.5 Receding Horizon
The control algorithm operates at discrete-time instants of kTs, where k ∈ N is the discrete instant
and Ts the sampling interval. Note that although the control algorithm operates at discrete instants,
the control problem is formulated in the continuous-time domain.
Out of the long prediction interval Tp, only the modified switching instants within the current
sampling interval [that is, between kTs and (k+1)Ts] are applied to the converter system. At each
subsequent sampling instant k, new measurements are taken and the incumbent switching instants
(which are the modified switching instants calculated at the previous sampling instant k − 1) are
re-optimized based on new information. Since the modified switching instants are calculated in an
open-loop manner, this process, known as the receding horizon policy, is key to providing feedback
and making the controller more robust to measurement and modelling errors. Figure 5.7 illustrates
the receding horizon policy. In Figures 5.7a–5.7c, no measurement errors or sudden changes in
operating conditions are present; the controller makes small adjustments to the modified switching
instants at each subsequent sampling instant. However, in Figure 5.7d, there is a sudden change
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Figure 5.8: Block diagram of small-signal controller.
in the operating conditions (such as a reference step or fault). The controller then significantly
modifies the pulse pattern based on the new information. This highlights the importance of the
receding horizon policy and demonstrates why the controller actions determined across the (long)
prediction horizon should not be applied in open-loop fashion.
5.5.6 Control Algorithm
The control diagram of the small-signal controller is shown in Figure 5.8. The overall control
algorithm consists of the following steps:
1. The real power P ∗ and reactive powerQ∗ references are mapped into a modulation indexma
and pulse pattern phase φ, which depends on the grid voltage vg, in the Converter Reference
block via simple phasor analysis.
2. For the given modulation index ma and the selected pulse number d, the nominal pulse
pattern is read out from a lookup table and phase-shifted accordingly by φ in the Nominal
OPP block.
3. The Reference Generator block calculates the steady-state trajectory x∗ over one fundamental
period according to the method of Section 5.3. Alternatively, if storage is not limited, all
steady-state trajectories corresponding to their nominal pulse patterns can be calculated offline
and stored in lookup tables.
4. The initial small-signal error is calculated as x̃0 = x0 − x∗0, where the steady-state value at
the current instant x∗0 is read-out from the Reference Generator block and x0 is the measured
state vector.
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5. Given the small-signal error, and the nominal and incumbent switching transitions that fall
within the prediction horizon, the Construct QP block calculates the Hessian H and vector
c, as well as the constraint matrix A and vector b.
6. Once the Solve QP block solves (5.54), the optimal impulse strengths λopt,p,i are converted
into optimal switching time modifications ∆topt,p,i in the Convert Strengths block.
7. After the (optimal) modified switching instants are calculated in the Modified OPP block
as topt,p,i = t′p,i + ∆topt,p,i, the Gating Scheduler block determines the switching transitions
that fall within the current sampling interval (which are also then removed from the modified
pulse pattern).
8. At the subsequent sampling instant, the incumbent pulse pattern is updated with the modi-
fied pulse pattern in the Incumbent OPP block.
Note that Steps 1 to 3 are only required when the operating conditions change.
5.5.7 Standard Control Algorithm
Note that the updating of the incumbent pulse pattern (that is, the successive re-linearization of
the pulse pattern at the newly-calculated switching instants) is an optional step, with the aim of
improving the accuracy of the state predictions. By neglecting this step, the computational burden
of the controller can be reduced. This implies that the nominal pulse pattern u∗abc and incumbent
pulse pattern uabc are equal, which results in ūabc being zero. From (5.31), this leads to the model
of the small-signal error reducing to
x̃(t,Λ) = eF tx̃0 +Φ(t)Λ. (5.55)
It can easily be verified that the calculations regarding the Hessian H are identical. However, the
calculations regarding the vector with linear coefficients reduces to c = c0 [see (5.47)], resulting in
a moderate decrease in computational burden. Unfortunately, and as expected, the accuracy of the
state predictions will decrease as the modifications increase. Nevertheless, these inaccuracies can be
compensated for by the controller thanks to the receding horizon policy.
In the sequel, the small-signal controller that uses the reduced model of (5.55) is referred to as
the standard controller, whereas if (5.31) is used it is referred to as the advanced controller.
5.6 Performance Evaluation
This section evaluates the efficacy of the small-signal controller via simulations. The performance
of the advanced controller during multiple reference steps is first demonstrated. Thereafter, the
response of the standard controller is compared to that of the advanced controller. Also, the accuracy
of the predictions of the two controller variants is compared. Finally, the response of the advanced
controller is compared to a controller with a nonlinear model (in other words, if impulses are not
used to represent modifications) in order to establish an upper bound in the achievable performance
of the small-signal controller. This controller is simply referred to as the nonlinearized controller.
As a case study, the grid-connected converter system from Section 3.3.2 is used. The device
switching frequency is chosen as fsw = 250Hz (a pulse number of d = 5), which is a typical
switching frequency of medium-voltage systems. The nominal pulse pattern is calculated so that the
harmonic distortion of the grid current is minimized. Unless mentioned otherwise, the prediction
horizon of the controller is set to Tp = 2ms; this is a practically reasonable horizon, usually resulting
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Figure 5.9: The response of the converter states (in pu) duringmultiple reference steps. References are indicated
with dashed lines.
in two or three switching transitions per phase for the given pulse number of d = 5. All state
variables are penalized equally with Q = I6 and all switching transition modifications are also
penalized equally with R = Insw . The sampling interval of the controller is set to Ts = 25 µs.
5.6.1 Response Time During Transients
The primary objective of the controller is to achieve a fast closed-loop response when a converter
is modulated by OPPs. In Figure 5.9, the (advanced) controller is given four power reference steps.
The reactive power reference Q∗ is set to zero and thus the converter is operating at unity power
factor. Initially, the converter is operating at rated power (P = 1 pu), when the first reference step
of P ∗ = 0.5 pu is applied at 8.35ms. As soon as the controller has regulated the state vector onto
its steady-state trajectory at 15ms, the power reference is stepped back to P ∗ = 1 pu. The power
reference is then stepped to P ∗ = 0 pu at 25ms and then stepped back again to P ∗ = 1 pu at
35ms.
It is seen that the controller swiftly regulates all the state variables to their respective references.
During the transients, it can be observed from Figure 5.9d that the nominal pulse pattern is modified
significantly; for example, note that from 35ms to 40ms some of the switching transitions of phases
a and c are removed. Once the converter enters the steady state, it can be seen that the (unmodified)
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Figure 5.10: The grid current (in pu) responses of the standard and advanced controllers during reference steps.
References are indicated by dashed lines. The responses of the standard and advanced controllers are indicated
with dash-dotted and solid lines, respectively.
nominal pulse pattern is applied to the converter system; the superior harmonic performance of
OPPs is achieved. Although there are some oscillations present during the transients, it should be
noted that the converter system is underdamped and, due to the low switching frequency, there are
only a few switching transitions available that can be used to achieve closed-loop control. It is likely
that the response time can be reduced if additional switching transitions are inserted; this is known
as pulse insertion and the MP3C algorithm utilizes this technique, see [4, Section 12.6] and [59]. In
the event that the oscillations are unacceptable, the reference steps can be limited by a ramp-limiter.
However, this will increase the response time.
5.6.2 Standard Controller and Prediction Accuracy
Consider the standard controller described in Section 5.5.7, which is given the same reference steps
as the advanced controller of the previous section. In Figure 5.10, the responses of the standard
and advanced controllers are shown; only the grid currents are illustrated for clarity. As expected,
the advanced controller noticeably outperforms its standard counterpart, although the standard
controller does perform reasonably well.
For an illustration on how the superior internal dynamic model of the advanced controller en-
ables it to outperform the standard controller, consider the state predictions of the standard and
advanced controllers in Figures 5.11 and 5.12, respectively. For this illustration, the prediction hori-
zon is increased to Tp = 7.5ms, and all states are set to zero (the converter is at start-up). At the first
sampling instant, it can be seen that the standard (see Figure 5.11a) and advanced (see Figure 5.12a)
controllers have identical predictions; this is expected, since the incumbent pulse pattern of the ad-
vanced controller has not been updated. However, at the second sampling instant, the predictions
of the advanced controller (see Figure 5.12b) significantly improve thanks to its ability to accurately
predict the previous corrections; the incumbent pulse pattern has been updated. Note that the
actual response has also changed. In contrast, the standard controller still has inaccurate predictions
as shown in Figure 5.11b. At the 12th sampling instant, the advanced controller predicts the actual
behaviour nearly perfectly as shown in Figure 5.12c; unless the operating conditions change, the
advanced controller makes no further modifications to the incumbent pulse pattern. Regarding
the standard model, it can be seen in Figure 5.11c that a margin of error is still present in its pre-
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(a) First sampling instant.





(b) Second sampling instant.





(c) 12th sampling instant.





(d) 200th sampling instant.
Figure 5.11: Grid current (in pu) prediction of the standard controller across a prediction horizon of Tp =
7.5ms. The dashed lines are the references, the dash-dotted lines are the state predictions of the controller, and
the solid lines are the actual responses if the pulse pattern is applied open loop.
dictions. Fortunately, thanks the receding horizon policy, the controller actions determined by the
standard model are not applied open loop across the prediction horizon. As the system states reach
their steady-state trajectories, it can be observed in Figure 5.11d that the predictions of the standard
model are sufficiently accurate since only small modifications are necessary.
Note that the standard controller assumes that the nominal pulse pattern and incumbent pulse
pattern are equal. This, however, is not always true. If switching transitions are delayed or advanced,
there will be a mismatch between the nominal and incumbent pulse patterns that will manifest itself
as an error; this is not compensated for. In contrast, the advanced controller does not suffer from
this phenomenon and no compensation is required, since its internal model does not assume that
the nominal and incumbent pulse patterns are equal.
5.6.3 Comparison to Nonlinearized Controller
In order to establish an upper limit to what is achievable with OPP-based model predictive con-
trollers that have a similar formulation to the small-signal controller, its response is compared to
that of a nonlinearized controller. Specifically, the nonlinearized controller does not use impulses to
model corrections, and the time modifications are arguments of matrix exponentials. For the non-
linearized controller, the underlying optimization problem contains matrix exponentials that have
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(a) First sampling instant.





(b) Second sampling instant.





(c) 12th sampling instant.





(d) 200th sampling instant.
Figure 5.12: Grid current (in pu) prediction of the advanced controller across a prediction horizon of Tp =
7.5ms. The dashed lines are the references, the dash-dotted lines are the state predictions of the controller, and
the solid lines are the actual responses if the pulse pattern is applied open loop.
to be evaluated at every iteration of the optimization algorithm, and therefore its computational
burden is immense and the method is not practically viable. Moreover, the problem is nonconvex.
The optimization problem of the nonlinearized controller is solved using the fmincon function of
Matlab. Note that only a single initial solution (of zero modifications) is used.
In Figure 5.13, the responses of the grid currents for the (advanced) small-signal controller and
the nonlinearized controller are shown. Interestingly, at most instances, the small-signal controller
matches the response of the nonlinearized controller. This implies that the successive linearization
step (around the previously-calculated modified switching instances) of the advanced small-signal
controller is, in a sense, similar to sequential quadratic programming: the nonlinear objective func-
tion (with matrix exponentials) is approximated as a quadratic function at each sampling instant,
and a QP is then solved to determine new modified switching instants. However, at certain in-
stances, such as at 27ms, the nonlinearized controller does have a quicker response. It should be
noted that an even quicker response is possible by the nonlinearized controller if multiple initial
conditions are used in order to find the global minimum (however, the already-high computational
burden would increase even more). Nonetheless, the small-signal controller, with a relatively low
computational burden, performs very well when compared to the nonlinearized controller.
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Figure 5.13: The grid current (in pu) responses during reference steps of the nonlinearized and advanced con-
trollers. References are indicated by dashed lines. The responses of the nonlinearized and advanced controllers
are indicated with solid and dash-dotted lines, respectively.
5.7 Summary
A generalized model predictive pulse pattern controller, which is referred to as the small-signal
controller, was introduced. Thanks to the use of the strength of impulses to model corrections
to a pulse pattern, the state vector is linear in the corrections. This resulted in the underlying
optimization problem to be a QP. Although the use of impulses is an approximation and introduces
an error in the state predictions, it was shown that this can be compensated for by successively
linearizing the pulse pattern around the modified switching instants (instead of always linearizing
around the nominal switching instants).
Two controller variants were proposed: the standard and advanced controllers. The latter makes
use of successive linearization to accurately predict the state vector, whereas this is absent from the
former controller, resulting in inaccurate state predictions but with a decrease in the computational
burden. The advanced controller displayed a short response time during the dynamic operation
of a converter system. The standard controller, although not as fast as its advanced counterpart,
exhibited a decent response.
Finally, an upper bound was established for the small-signal controller by comparing its response
to a nonlinearized controller. It was seen that the small-signal controller performs in a similar manner




In this chapter, the formulation of the small-signal controller is extended to include constraints on
the state vector. Specifically, constraints, representing the bounds that the state variables should stay
within, are added to the optimization problem. First, the bound types are discussed. The bounds are
then formulated as constraints and added to the QP underlying the small-signal controller. Finally,
the performance of the constrained small-signal controller is evaluated during a start-up transient,
and the results are discussed.
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6.1 The State Constraints Problem
In Section 5.5.3, constraints are placed on the strength vectorΛ (which is the decision variable of the
optimization problem) in order to maintain a feasible pulse pattern. However, further constraints
are required on the state vector x to ensure the converter states are kept within certain bounds;
these bounds typically represent a safe operating region for the converter system. These additional
constraints are added to the underlying QP [see (5.54)] of the control algorithm. Note that only the
advanced controller is considered in this chapter, since the standard controller is simply a reduced
version thereof.
As a case study, the (higher-order) grid-connected converter system from Section 3.3.2 is used.
Recall that the state vector consists of the converter currents, grid currents, and capacitor voltages
in the αβ reference frame,
x(t) =
[
iα(t) iβ(t) ig,α(t) ig,β(t) vc,α(t) vc,β(t)
]T
.
6.2 Constrained Small-Signal Controller
In this section, the formulation of the constrained small-signal controller is derived. In Section 6.2.1,
the bounds are discussed, which are then formulated as constraints in Section 6.2.2. During the
formulation of the constraints, additional optimization variables are introduced that can temporarily
increase the limits of the bounds in order to ensure feasibility during optimization. Finally, in
Section 6.2.3, the QP of (5.54) is augmented with the additional constraints.
6.2.1 Selecting the Bound
Although directly applying the bounds in the αβ reference frame is convenient (and requires no
additional transformations), the converter limits are usually defined in terms of the three-phase
variables as
|ξa| ≤ σξ, |ξb| ≤ σξ, and |ξc| ≤ σξ,
where σξ is the limit on a specific converter quantity. Note that the bounds are assumed to be
symmetrical and all components of a specific quantity have the same limit. By using the reduced
inverse Clarke transformation of (3.5), the bounds that are defined in the three-phase plane can be
mapped to the αβ reference plane as ∣∣K−1ξαβ∣∣ ≤ 13σξ, (6.1)
where the absolute value is componentwise, and 1n is an n-dimensional vector of ones. The re-
sulting shape of the bounds is a hexagon, as shown in Figure 6.1. Recall that the reduced Clarke
transformation assumes that the common-mode components of the transformed variables are zero,
which is fortunately true in the case of the grid-connected converter of Section 3.3.2. In the case
of nonzero common-mode components, the common-mode components have to be identified and
the full inverse Clarke transformation has to be used. Alternatively, the control problem can be
exclusively formulated in the three-phase reference frame.
For brevity, other bounds are not discussed since they either result in nonlinear constraints
(which significantly increase the complexity of the optimization problem), or are suboptimally de-
fined (for example, if defined directly in the αβ reference frame). The interested reader is referred
to [4, Section 11.1.3] for further reading on other bounds.
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Figure 6.1: Bounds mapped from abc.
With the grid-connected converter as a case study, denote with σi, σig , and σvc the limits on the
converter currents, grid currents, and capacitor voltages, respectively. For now, it is assumed that all
converter states have limits. By applying (6.1) to all of the converter states, the resulting bounds are∣∣∣K−1augx(t)∣∣∣ ≤ Sσ (6.2)
















6.2.2 Formulating the Constraints
Ideally, the state vector should be evaluated, and ensured to be within the bounds, across the entire
continuous-time prediction horizon,∣∣∣K−1augx(t)∣∣∣ ≤ Sσ for all t ∈ [0, Tp].
Unfortunately, this is difficult to realize efficiently. Even just calculating where the peak1 of the state
vector occurs is a demanding task due to the multiple stationary points in the state vector prediction
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(see Figure 5.12), as there is no simple closed-form expression that returns these points. Even if the
peak value has been calculated, it is demanding yet again to dynamically incorporate it within the
optimization procedure; the peak value and the point in time at which it occurs will be a function
of the decision variable. Instead, the state vector is predicted at discrete-time instants across the
prediction horizon as ∣∣∣K−1augx(kTc)∣∣∣ ≤ Sσ for all k = 1, 2, . . . , Nc, (6.4)
where Tc is the constraint prediction interval (that is, the time interval between state-constraint pre-
diction instants) and Nc = TpTc is the number of state-constraint predictions.
The direct implementation of the (hard) constraints of (6.4) is naive and optimistic, as infeasi-
bility is likely to occur at instances where the state vector x cannot be contained within its bounds;
the optimization algorithm will return an infeasible solution. This may occur due to inaccurate
predictions, measurement errors, faults that cause the state vector to move outside the bounds, or
if the limits of the bounds are too tight. One (naive) option, if infeasibility occurs, is to repeat the
optimization problem with the bounds removed (or increased). This approach is computationally
inefficient, and, if the bounds are completely removed, does not actively drive the state vector back
towards the bounds. Fortunately, it is possible to introduce additional decision variables that can
temporarily relax the (limits of the) bounds during optimization to ensure feasibility. This gives rise
to so-called soft constraints. Introduce with
∆σk =
[
∆σi,k ∆σig ,k ∆σvc,k
]T (6.5)
the relaxation vector at the kth state-constraint prediction instant, where∆σi,k,∆σig ,k, and∆σvc,k
are the relaxation (or slack) variables on the converter currents, grid currents, and capacitor voltages,
respectively. The relaxation vectors are applied to (6.4), resulting in the bounds∣∣∣K−1augx(kTc)∣∣∣ ≤ S(σ +∆σk) for all k = 1, 2, . . . , Nc (6.6)
that can be relaxed.
Next, the constraints of (6.6) are written in a compact matrix form. Recall that the small-signal
error (for the advanced controller) is described as
x̃(t,Λ) = eF tx̃0 + Γ(t) +Φ(t)Λ,
where (5.31) is repeated here for convenience. From the definition of (5.28), the predicted state
vector follows as the sum of the small-signal error x̃ and the steady-state trajectory x∗,
x(t,Λ) = eF tx̃0 + Γ(t) +Φ(t)Λ+ x
∗(t). (6.7)
By inserting (6.7) into (6.6), and using the fact that |ξ| ≤ ζ ⇔ −ζ ≤ ξ ≤ ζ , the kth state-constraint
prediction instant results in two sets of inequality constraints,
K−1aug
(
eF kTcx̃0 + Γ(kTc) +Φ(kTc)Λ+ x
∗(kTc)
)
≤ S(σ +∆σk) (6.8a)
K−1aug
(
eF kTcx̃0 + Γ(kTc) +Φ(kTc)Λ+ x
∗(kTc)
)
≥ −S(σ +∆σk). (6.8b)
Following some basic algebraic manipulations, the kth state-constraint prediction instant of (6.8)
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Each state-constraint prediction instant results in 18 linear constraints and 3 additional decision
variables that are added to the optimization problem: there are nine states (in abc), and each state
requires two linear constraints to realize its bounds. Note that it is not required to constrain all of





2 · · · ∆σTNc
]T
, (6.10)
where the original decision variables (the strength vector Λ) have been augmented with the Nc
relaxation vectors. By aggregating all the state-constraint prediction instants, for k = 1, 2, . . . , Nc,
the full constraints in matrix form are
AσΛaug ≤ bσ, (6.11)
where Aσ ∈ R18Nc×(nsw+3Nc) and bσ ∈ R18Nc are defined as
Aσ =

Aσ,1 Saug 018×3 · · · 018×3
Aσ,2 018×3 Saug · · · 018×3
... . . .
Aσ,Nc 018×3 018×3 · · · Saug








6.2.3 Augmented Optimization Problem































respectively, where γ ∈ R is the nonnegative relaxation weight that penalizes relaxation (of the
bounds). Note that the original constraint matrix A, defined in Section 5.5.3, is augmented with
0(nsw+3)×3Nc since it is not a function of the relaxation vectors ∆σk. It can be deduced that all
elements of the relaxation vector will only be positive (that is, the bounds are never decreased) and
will be zero if the bounds do not have to be increased.
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Relaxation Weight Selection
A large relaxation weight γ implies that the controller relaxes the bounds as little as possible since
∆σk is penalized significantly, whereas a small relaxation weight γ results in the controller exerting
little effort to keep the state vector within the bounds since∆σk can be increased freely. At first, it
seems sensible to choose a very large relaxation weight γ so that the bounds increase just enough to
maintain feasibility. However, this is known to lead to ill-conditioning. To demonstrate this, recall





where Lc (the tight Lipschitz constant) and µ (the tight convexity parameter) are the largest and
smallest eigenvalues of the Hessian H , respectively. Furthermore, note that the eigenvalues of the
augmented Hessian H aug are the relaxation weight γ and those of the original Hessian H . Thus,
if addition of state constraints should not influence the conditioning of the augmented Hessian
H aug, and therefore the convergence of the gradient method, the relaxation weight γ should be
in the interval [µ, Lc]. If the relaxation weight γ is not in this interval, it increases the largest, or
decreases the smallest, eigenvalue of the augmented HessianH aug, which increases the conditioning
number. Since it is beneficial to have the weight as large as possible (to relax the bounds as little as
possible), the relaxation weight γ should be equal to the largest eigenvalue of the original Hessian
H , γ = Lc. Note that the relaxation weight γ can never improve conditioning.
6.3 Performance Evaluation
To evaluate the performance of the constrained small-signal controller, the converter system is con-
sidered during a start-up transient (when all the converter states are initially zero).2 The parameters
of the converter system can be found in Section 3.3.2. The prediction horizon and sampling interval
of the controller are set to Tp = 2ms and Ts = 25 µs, respectively. A pulse number of d = 5 is
selected, resulting in a switching frequency of fsw = 250Hz. All state variables are penalized equally
with Q = I6 and all switching transition modifications are also penalized equally with R = Insw .
Unless mentioned otherwise, the constraint prediction interval is set to Tc = 200 µs, resulting in
Nc = 10 state-constraint prediction instants across the horizon of Tp = 2ms. At all instants, the
relaxation weight is set equal to the largest eigenvalue of the Hessian H , γ = Lc. No limits are
imposed on the converter and grid currents, as they do not exhibit any significant overshoot during
start-up. This implies that the vector containing the bounds and the relaxation vector reduce to
(scalar) variables, that is, σ = σvc and ∆σk = ∆σvc,k. This reduces the size of the optimization
problem, since the dimension of the additional decision variables is reduced by a factor of three.
6.3.1 Multiple Relaxation Variables
The capacitor voltage during a start-up transient is shown in Figure 6.2. In the case that no bounds
are imposed, it can be observed from Figure 6.2a that the peak3 capacitor voltage is 1.8 pu. Once
a tight bound of σvc = 1.25 pu is placed on the capacitor voltage, it is seen in Figure 6.2b that
the peak capacitor voltage reduces to 1.26 pu. It can be observed that bounds are slightly violated,
implying that some relaxation is present.
2Note that a start-up transient is not a typical occurrence in practice, since (practical) converters are not started in
this manner. However, for the purpose of benchmarking the controller, this case does present a useful case study, since it
results in a significant overshoot in the capacitor voltage.
3Recall that the peak refers to the maximum absolute value.
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(a) No capacitor voltage bounds.







(b) Capacitor voltage bounds of σvc = 1.25 pu.
Figure 6.2: The capacitor voltage (in pu) during a start-up transient when using multiple relaxation variables.
The bounds are indicated with black dashed lines.





Figure 6.3: The peak capacitor voltage (in pu) as a function of the constraint interval Tc when using multiple
relaxation variables for capacitor voltage bounds of σvc = 1.25 pu.
In Figure 6.3, the peak capacitor voltage as a function of the constraint interval Tc is shown. As
seen, in general, shorter constraint intervals Tc allow the controller to more accurately impose the
bounds. However, it is noted that at some instances a longer constraint interval Tc performed better
than a shorter interval. The cause of this is not yet known, but it may be attributed to inaccurate
predictions. Recall that the predictions of the advanced controller only become accurate after the
successive re-linearization around the modified switching instants; initially, the advanced controller
tends to predict rather optimistic behaviour (see Figure 5.12).
6.3.2 Single Relaxation Variable
Now, the case of a single relaxation variable is considered. Specifically, only a single relaxation variable
is used across the prediction horizon Tp. This significantly reduces the size of the optimization
problem, as the dimension of the additional decision variables is reduced by a factor ofNc. However,
having a single relaxation variable results in when the bounds are relaxed, they are relaxed by the
same amount across the entire prediction horizon Tp (which most likely reduces the performance
of the controller).
First, a (relatively) loose bound of σvc = 1.6 pu is placed on the capacitor voltage. As seen in
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(a) Capacitor voltage bounds of σvc = 1.6 pu.







(b) Capacitor voltage bounds of σvc = 1.25 pu.
Figure 6.4: The capacitor voltage (in pu) during a start-up transient when using a single relaxation variable. The
bounds are indicated with the black dashed lines.




(a) Capacitor voltage bounds of σvc = 1.6 pu.






(b) Capacitor voltage bounds of σvc = 1.25 pu.
Figure 6.5: The peak capacitor voltage (in pu) as a function of the constraint interval Tc when using a single
relaxation variable.
Figure 6.4a, the capacitor voltage reached a peak value of 1.61 pu. The bound is then significantly
tightened to σvc = 1.25 pu. As seen in Figure 6.4b, the bounds are poorly met, with the peak
capacitor voltage only reducing to 1.55 pu. Furthermore, increasing the relaxation weight γ does
not remedy the poor adherence to the bounds. Note the decrease in performance when compared
to using multiple relaxation variables (see Figure 6.2b).
Figure 6.5 illustrates the effect that the constraint interval Tc has on the peak capacitor voltage.
In Figure 6.5a, it can be observed that for a (loose) bound of σvc = 1.6 pu, the length of the
constraint intervals Tc resulted in expected behaviour: a finer constraint interval results in better
adherence to the bounds. However, when a very tight bound of σvc = 1.25 pu is selected, the
performance becomes unpredictable as shown in Figure 6.5b.
6.4 Summary
A method to impose bounds on the state vector was proposed in this chapter. Owing to the shape
of the bounds, the constraints are linear and can easily be added to the QP underlying the small-
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signal controller. Relaxation variables were introduced that gave rise to so-called soft constraints,
which allowed the optimization problem to always maintain feasibility.
The performance evaluation of the constrained small-signal controller was analyzed when using a
single relaxation variable and multiple relaxation variables. When using a single relaxation variable,
the method works relatively well given that the bounds were not too tight. In the case of using
multiple relaxation variables, the method worked well, even if tight bounds were selected.
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Chapter 7
Control of Neutral-Point Potential
In this chapter, balancing of the neutral-point potential is integrated in the standard small-signal
controller. First, a review of the neutral-point potential control problem is given, including an
overview of the traditional methods that are used. Then, a method to determine the steady-state
trajectory, which includes the effect of the neutral-point potential, of a converter system that is
modulated by OPPs is presented. Thereafter, it is shown how modifications to the absolute value
of a pulse pattern can be efficiently modelled. Finally, the small-signal controller with integrated
balancing of the neutral-point potential is derived. The performance of the controller is evaluated,
by means of simulation, during transients as well as during conditions where traditional methods
fail. The results are discussed.
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7.1 The Neutral-Point Potential Control Problem







(|ua(t)| ia(t) + |ub(t)| ib(t) + |uc(t)| ic(t)) , (7.1)
where (3.14) is repeated here for convenience. As evident from (7.1), the differential equation that
describes the neutral-point potential vn is nonlinear, as it involves the products of state variables
(specifically, the three-phase converter current iabc) and the inputs (in this case, the three-phase
pulse pattern uabc). The NPC converter exhibits so-called natural balancing properties [60]; under
certain circumstances, the neutral-point potential vn will balance automatically and its average (dc)
value will be zero in steady-state conditions. It is shown in [60] that the load impedance and the
spectra characteristics of the switching signaluabc (that is, the switch positions over the fundamental
period) determine the effectiveness of the natural balancing mechanisms. Specifically, if the sets
of spectra of (the switching signals) ua and |ua|, ub and |ub|, and uc and |uc| are all orthogonal
(meaning, they do not overlap), then the neutral-point potential vn is balanced in the steady state.
It is relatively easy to show that for a (nominal) quarter-wave symmetrical pulse pattern that these
spectra are orthogonal. However, the natural balancing properties that certain pulse patterns possess
can be weak and easily disrupted when a controller modifies the pulse pattern to achieve closed-loop
control. This may inadvertently lead to a loss of natural balancing and, consequently, the drifting
away of the neutral-point potential vn; thus, it may be required to actively balance the neutral-point
potential via a control method.
Traditionally, the control methods of the neutral-point potential vn can be categorized into
two groups. The first group of methods, which has only been proposed for CB-PWM, uses the
principle of common-mode injection by manipulating the common-mode component u0 of the
switching signal uabc. This method was first introduced in [61], and then later extended in [62] and
[63]. The common-mode component u0 induces a current in neutral point, which in turn modifies
the neutral-point potential vn. Common-mode injection is typically achieved by having an outer
control loop inject the appropriate common-mode term u0 into the modulating signal that is fed
to the modulator. However, the effectiveness of common-mode injection diminishes as the phase
between the converter voltage and current approaches 90 degrees (see [63, (9)]).
The second group of methods exploits the redundant vectors of the NPC converter, which
was first proposed in [64]. Recall from Section 3.2.1 that there are six pairs of three-phase switch
positions uabc that result in the same differential-mode voltages vαβ but with opposite common-
mode voltages v0; the common-mode voltages have an opposite effect on the neutral-point potential
vn. Thus, one of the vectors of the redundant pair will increase the neutral-point potential whereas
the other one will decrease it. Note that, similar to the principle of common-mode injection, the
method of redundant vectors is also a form of common-mode voltage v0 manipulation and is not
effective when the phase between the converter voltage and current is 90 degrees (that is, when the
power factor at the converter terminals is zero).
Literature of neutral-point potential balancing methods for a converter that is modulated by
OPPs is very limited. The first neutral-point potential control method for pulse patterns was pre-
sented in [65], where the method of redundant vectors was extended to pulse patterns. In [66],
a neutral-point potential control method was integrated in the MP3C algorithm. An additional
term was added to the objective function that penalizes the dc-component of the neutral-point po-
tential vn. In order to target only the dc-component, a low-pass filter is required. A number of
assumptions were made during the derivation of the control method that proved to be detrimental
to the performance. First, the converter current is assumed to be purely sinusoidal. Second, modi-
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fications to the converter current are not taken into consideration. Finally, the converter current is
assumed to be constant between the switching transitions of the pulse pattern. These assumptions
effectively reduced the method to a form of common-mode injection, and thus the method is not
effective under zero power factor at the converter terminals. In order to achieve balancing of the
neutral-point potential vn at all operating conditions, a control method should consider the ripple
of the converter current; a common-mode injection-only approach is insufficient.
In this chapter, balancing of the neutral-point potential is integrated in the standard small-
signal controller (from Section 5.5.7). Unlike the aforementioned balancing methods, the proposed
method does not rely on manipulating the common-mode voltage v0 of the converter, and is thus
effective across all operating conditions (including zero power factor at the converter terminals).
In accordance with the control principle of the small-signal controller, the neutral-point potential
balancing method regulates the (instantaneous) neutral-point potential vn along its steady-state
trajectory v∗n; no additional filters are required to extract the dc-component. Note that this method
does not reduce the ripple of the neutral-point potential vn in the steady state, since it is a natural
characteristic during steady-state operation.
As a case study to demonstrate the balancing method, a first-order converter system with pa-
rameters of Table 3.5 and a half dc-link capacitance of Cd = 3.43 pu is considered. The derivation
of the balancing method is general enough so that any load can be considered. When the effect





uabc(t)− vn(t) |uabc(t)| ,
where the absolute value is componentwise, |uabc| = [|ua| |ub| |uc|]T. Note that the neutral-point
potential vn is also a state variable of the system. However, for convenience in subsequent sections,
the state vector x ∈ Rnx is used for all converter states other than the neutral-point potential vn,























where the transformation matrix T ∈ Rnu×nx , introduced for generality, calculates the three-phase
converter current iabc from the state vector x. In the case of the first-order converter system, the
transformation matrix T is simply the inverse Clarke transformation matrix K−1. The (complete)
converter system is described using the continuous-time state-space representation
dxnp(t)
dt
= F np(|uabc(t)|)xnp(t) +Gnpuabc(t) + P npvg(t), (7.4)
where uabc is the three-phase pulse pattern, and vg is the grid voltage in the αβ reference frame.
The (complete) state F np(|uabc|) ∈ R(nx+1)×(nx+1), input Gnp ∈ R(nx+1)×nu , and disturbance
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Figure 7.1: The different states thatF np(|u∗abc|) assumes over a fundamental period T1.
































K, and P = − 1
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7.2 Steady-State Trajectory Including the Neutral-Point Po-
tential of a Converter System
The method from Section 5.3 used to determine the steady-state trajectory of a converter system
that is modulated by the nominal pulse pattern u∗abc can be extended to include the neutral-point
potential vn. Note that the state matrix F np(|u∗abc|) is now time-varying and a function of the pulse
pattern u∗abc. Specifically, F np(|u∗abc|) is piecewise constant and assumes N + 1, where N = 12d,
different states during a fundamental period T1. Denote with t∗i the (three-phase) nominal switching
times, where i = 0, 1, . . . , N +1. The times t∗0 = 0 and t∗N+1 = T1 are introduced to consider the
boundaries. Define the state that F np(|u∗abc|) assumes over a fundamental period T1 with
F np,i = F np(|u∗abc(t∗i )|).
Figure 7.1 illustrates the (three-phase) nominal switching times t∗i and the different states that
F np(|u∗abc|) assumes.
Unlike the steady-state trajectory that does not consider the effect of neutral-point potential, as
described in (5.4), the steady-state trajectory x∗np cannot be described by a single set of equations











eF np,0(t−τ)P npvg(τ) dτ
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eF np,1(t−τ)P npvg(τ) dτ
for time t ∈ (t∗1, t∗2]. Furthermore, unlike in Section 5.3, the effect of the grid voltage vg cannot
be calculated separately using simple phasor analysis due to the state matrix F np,i being piecewise
















Although the integral involving the grid voltage vg, which contains products between the matrix
exponential and trigonometric terms, is not particularly difficult to solve by using integration by












the effect of the grid voltage vg can be taken into account in a concise manner (without having
to use integration by parts). The steady-state trajectory x∗np is augmented with the grid voltage vg





















































N) dτ for t ∈ (t∗N , T1]. (7.8c)
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Note that in order to calculate
x∗aug(T1) = e










which follows from setting t = T1 in (7.8c), all the preceding sets of equations must be calculated
in ascending order; that is, (7.8a) is first calculated for t = t∗1, then (7.8b) for t = t∗2, and so forth









































Note the order of the products of matrix exponentials are important, since they do not commute.









These integrals are trivial to solve since u∗abc is constant between the switching transitions t∗i and
t∗i+1. Note that F aug,i is singular at instances where the neutral point does not conduct current. By























where no assumption is made regarding the invertibility of F aug,i.
It follows from (7.9) [after inserting (7.10) and (7.12)] that
Daugx
∗







Note that the initial augmented steady-state value x∗aug,0 is not unique (Daug is singular) since it
depends on initial grid voltage vg,0; in a sense, the elements of vg,0 may be seen as free variables.
However, the initial steady-state value x∗np,0 can easily be determined given the initial grid voltage
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Figure 7.2: The steady-state trajectory x∗np (in pu) of the converter system resulting from the nominal pulse
patternu∗abc.
vg,0. First, by knowing the grid voltage vg is independent of the other state variables, and that for





















where vg,0 is set to the appropriate initial grid voltage. With x∗aug,0 calculated, the steady-state
trajectory x∗aug can be calculated over a fundamental period (at instants of Ts) using (7.8).
In Figure 7.2, an example of a steady-state trajectory x∗np is shown. The pulse number is d = 5
and the system is operating at rated conditions with unity power factor.
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7.3 Modelling Modification of the Absolute Value of the Pulse
Pattern
Since the state matrix F np(|uabc|) is a function of the absolute value of the pulse pattern, any
modifications to the three-phase pulse pattern uabc must also be reflected in its absolute value,
|uabc|. To efficiently represent these modifications, the absolute value of the pulse pattern should
be replaced with an expression that is more benign to use and manipulate. For the moment, only a
single-phase pulse pattern is considered.
Recall from Section 5.4 that the incumbent pulse pattern is defined as




where u0 ∈ {−1, 0, 1}, ∆ui ∈ {−1, 1}, and t′i are the initial switch position, ith switching
transition, and ith switching instant, respectively. Recall that only the standard controller from
Section 5.5.7 is considered in this chapter, and thus the incumbent pulse pattern u is assumed to
be equal to the nominal pulse pattern u∗. Furthermore, the modified pulse pattern is defined as




where∆ti is the timemodification. The absolute value of the incumbent pulse pattern is represented
by the so-called absolute incumbent pulse pattern,
u′(t) = |u(t)| , (7.16)
which is described as




where u′0 ∈ {0, 1} and ∆u′i ∈ {−1, 1} are the initial absolute switch position and ith absolute
switching transition, respectively. Accordingly, the absolute modified pulse pattern is defined as







∆u′ih(t− (t′i +∆ti)). (7.19)
The pulse patterns are shown in Figure 7.3.
7.3.1 Linear Approximation to Modifications of the Absolute Value of the
Pulse Pattern
In Section 5.4.1, it is shown that the (linearized) modified pulse pattern is described as






















Figure 7.3: Representing the absolute value of the pulse pattern |u| by the so-called absolute pulse pattern u′.
is the small-signal input consisting of impulses with strengths λi that occur at the incumbent switch-
ing instants t′i. The ith impulse strength
λi = −∆ui∆ti
represents the ith rectangular area that is added or removed to the incumbent pulse pattern u
(see Figure 7.3). By using a first-order Taylor series expansion of the step functions around the
incumbent switching instants t′i, the linearization is now extended to the absolute modified pulse
pattern as
u′mod(t) = u






is the absolute small-signal input. Similarly, the ith absolute impulse strength
λ′i = −∆u′i∆ti (7.22)
represents the ith rectangular area that is added or removed to the absolute incumbent pulse pattern
u′. Since the time modifications∆ti to the ith switching transition of the incumbent pulse pattern
u and absolute incumbent pulse pattern u′ are the same, it follows that the absolute impulse strength














This section generalizes the notation developed for the absolute pulse pattern in the previous section
to the three-phase case. The modification of the ith switching instant of phase p ∈ {a, b, c} is
∆tp,i = tp,i − t′p,i,
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where tp,i and t′p,i are the modified and incumbent switching instants, respectively. The (direction




where u′p,i, u′p,i−1 ∈ {0, 1}. By generalizing (7.22), the absolute impulse strength associated with
the ith switching transition of phase p is
λ′p,i = −∆u′p,i∆tp,i,





The (linearized) absolute modified pulse pattern of (7.20) is generalized to a three-phase absolute
modified pulse pattern as





































is the three-phase absolute small-signal input. Here, np denotes the number of switching transitions
in phase p that fall within the prediction horizon Tp. Note that the incumbent switching times are
defined according to the current time instant t0 = 0. The total number of switching transitions
are denoted with nsw = na + nb + nc.
7.4 Small-Signal Controller with Integrated Balancing of the
Neutral-Point Potential
This section demonstrates how balancing of the neutral-point potential is integrated in the formula-
tion of the (standard) small-signal controller. First, Section 7.4.1 derives the internal dynamic model,
which now also models the neutral-point potential vn, of the controller. Then, in Section 7.4.2,
an additional term, that penalizes the deviation of the neutral-point potential vn from its steady-
state trajectory v∗n, is added to the objective function of the small-signal controller described in
Section 5.5.2. Finally, the optimization problem is presented in Section 7.4.3.
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7.4.1 Internal Dynamic Model
The neutral-point potential vn is now integrated into the internal dynamic model of the standard
controller in Section 5.5.1 in order to predict the (complete) state vector xnp over a prediction
horizon Tp as a function of the modified pulse pattern umod,abc. However, due to the switched
behaviour of the state matrix F np(u′mod,abc), it is not possible to (easily) represent the predicted
state vector xnp using a single set of equations [see (7.8), which describes the steady-state trajectory
x∗np]. Furthermore, since the absolute modified pulse patternu′mod,abc, and therefore the state matrix
F np(u
′
mod,abc) as well, is a function of the impulse strengths λp,i, the solution to the differential
equations will not have the well-known forms of (7.8). In order to derive an internal dynamic model
that is practically useful, the neutral-point potential vn is assumed to be constant when its effect on
the (load) state vector x is considered. This assumption reduces the state-space representation that
describes the state vector to
dx(t)
dt
= Fx(t) +Guabc(t) +Gn(vn,0)u
′
abc(t) + Pvg(t), (7.29)






Now, the neutral-point potential vn is no longer a state variable when considering the (load) state










and fully takes the (reduced) load state vectorx into account. This assumption, in a sense, decouples
the converter system into two models: one that describes the load state vector x and another that
describes the neutral-point potential vn.
Next, the model that describes the predicted state vector x is derived. Thereafter, by using
the model that describes the state vector x, the model of the neutral-point potential vn is derived.
Before continuing, recall from Section 5.5.1 that the small-signal error is defined as
x̃(t) = x(t)− x∗(t), (7.31)
where (5.28) is repeated here for convenience. Similarly, the small-signal neutral-point error is de-
fined as
ṽn(t) = vn(t)− v∗n(t). (7.32)
The Small-Signal Error
By integrating (7.29) with the modified pulse pattern uabc,mod as the input, the state vector can be
predicted at time t ∈ [0, Tp] as













eF (t−τ)Pvg(τ) dτ, (7.33)
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where x0 is the initial (sampled) state at time t0 = 0. Similarly, the (reduced) steady-state trajectory
follows from the nominal pulse pattern u∗abc as
x∗(t) = eF tx∗0 +
∫ t
0













where x∗0 and v∗n,0 are the initial optimal state and the initial optimal neutral-point potential, re-
spectively.1 After inserting (7.33) and (7.34) into (7.31), and using the fact that u∗abc = uabc and
u′∗abc = u
′
abc are assumed for the standard small-signal controller, the small-signal error follows as

















Next, the small-signal error x̃ is written in a compact vector form. By decomposing the small-
signal input ũabc and the absolute small-signal input ũ′abc into each phase, (7.35) becomes
x̃(t, λp,i) = e











































































[0 0 1]T, and using the well-known sifting property of the
impulse function, the small-signal error becomes
x̃(t, λp,i) = e




















By using basic algebraic manipulations, the small-signal error can be compactly stated as
x̃(t,Λ) = eF tx̃0 + φ(t) +Φn(t)Λ (7.36)
1Note that initial optimal values x∗0 and v∗n,0 are calculated according to (7.15).
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b,1)Gb,1h(t− t′b,1) · · · e
F (t−t′b,nb )Gb,nbh(t− t′b,nb) (7.37)
eF (t−t
′






and Λ ∈ Rnsw is the strength vector,
Λ =
[
λa,1 · · · λa,na λb,1 · · · λb,nb λc,1 · · · λc,nc
]T
. (7.38)
The Small-Signal Neutral-Point Error
By integrating (7.30) with the modified pulse pattern uabc,mod as the input, the neutral-point po-
tential can be predicted at time t ∈ [0, Tp] as






Tu′mod,abc(τ, λp,i) dτ. (7.39)









x∗T(τ)T Tu′∗abc(τ) dτ. (7.40)
From the definition of (7.32), and by inserting (7.39) and (7.40), the small-signal neutral-point error
follows as







Tũ′abc(τ, λp,i) + x̃
T(τ, λp,i)T
Tu′abc(τ)




By inserting the small-signal error of (7.36) into (7.41), and solving the integral, leads to the compact
expression
ṽn(t,Λ) = ṽn,0 + θ(t) + (m1(t) +m2(t) +m3(t))
TΛ+ΛTM (t)Λ (7.42)
for the small-signal neutral-point error, where θ ∈ R, m1 ∈ Rnsw , m2 ∈ Rnsw , m3 ∈ Rnsw , and








Tũ′abc(τ, λp,i) dτ (7.43)












x∗T(τ)T Tũ′abc(τ, λp,i) dτ. (7.45)
For the sake of brevity, the derivations of (7.43)–(7.45) are moved to Appendix F.
Observe that the small-signal neutral-point error ṽn is quadratic in the strength vector Λ. Un-
fortunately, this means that the optimization problem formulated in Section 7.4.3 will not be a QP
(with linear constraints) if (7.42) is used. Instead, the optimization problem will either be a non-
linear fourth-order program (if ṽn is weighted with a 2-norm) or a QP with nonconvex quadratic
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constraints (if a 1-norm weighting function is used).2 In order to guarantee a QP (with linear con-
straints) in Section 7.4.3, the quadratic term is ignored, reducing the small-signal neutral-point error
of (7.42) to
ṽn(t,Λ) = ṽn,0 + θ(t) +m
T(t)Λ, (7.46)
where m = m1 +m2 +m3. By ignoring M , second-order behaviour is not taken into account.
Specifically, the way in which the small-signal input ũ′abc interacts with the absolute small-signal
input ũ′abc is not modelled (that is, how corrections to the incumbent pulse pattern interact with
corrections to the absolute incumbent pulse pattern). Fortunately, the remaining terms still model
useful and important behaviour. Specifically
• m1 models how the absolute small-signal input ũ′abc interacts with the unforced small-signal
error x (that is, when ũabc is zero),
• m2 and θ model how the absolute incumbent pulse pattern u′abc interacts with the small-
signal error x (in other words, how the corrections to the converter current interact with the
absolute incumbent pulse pattern), and
• m3 models how the absolute small-signal input ũ′abc interacts with the steady-state trajectory
x∗.
7.4.2 Objective Function
The control objectives are to minimize the small-signal error across the prediction horizon, to penal-
ize modifications to the incumbent pulse pattern (that is, the control effort), and to minimize the
small-signal neutral-point error. Mapping these control objectives into an objective function results
in
J(Λ) = J1(Λ) + J2(Λ) + Jnp(Λ) (7.47)











respectively. Before choosing a suitable expression for the term Jnp, note that the terms J1 and
J2 follow from the objective function of the small-signal controller without integrated balancing
of the neutral-point potential [see (5.35), the original objective function]. Furthermore, note that
the standard model of the small-signal controller that takes the initial neutral-point potential vn,0
into account [which is used in this chapter, and shown in (7.36)] and the advanced model of the
small-signal controller without the neutral-point potential [as shown in (5.31)] have a near identical
algebraic structure. This means that the derivations of the terms J1 and J2 will be near identical to
those detailed in Section 5.5.2. For the sake of brevity, and to avoid repetition, these terms are not
expanded again; only the (final) standard quadratic form is given here as













2Although the definiteness ofM is not established algebraically, numerical simulations show it is indefinite.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 7. CONTROL OFNEUTRAL-POINT POTENTIAL 92
where qnp ∈ R is the nonnegative penality associated with the small-signal neutral-point error ṽn.








ΛTm(t)mT(t)Λ+ 2mT(t) (ṽn,0 + θ(t))Λ+ (ṽn,0 + θ(t))
2) dt.
However, θ and m both contain a moderate number of matrix exponentials that are required to
be integrated. In order to reduce the computational burden associated with the balancing of the
neutral-point potential, the small-signal neutral-point error ṽn is only penalized at the end of the












where terms that are not a function of the strength vector Λ have been ignored. The Hessian
Hnp ∈ Rnsw×nsw and vector cnp ∈ Rnsw associated with small-signal neutral-point error are
Hnp = m(Tp)m
T(Tp) (7.51)
cnp = m(Tp) (ṽn,0 + θ(Tp)) , (7.52)
respectively.












To summarize, the quadratic objective function contains two parts. The first part relates to the
original objectives of the small-signal controller as defined in Section 5.5.2, which is realized by H
and c. The second part refers to the integrated balancing of the neutral-point potential, and is
realized by Hnp and cnp.
7.4.3 Optimization














subject to AΛ ≤ b,
where the constraints are defined in Section 5.5.3.
7.5 Performance Evaluation
This section evaluates the efficacy of the standard small-signal controller with integrated balancing of
the neutral-point potential via simulations. First, the performance is evaluated during the dynamic
operation of the converter system. Then, performance is evaluated at the case where traditional
methods fail: when the converter current and voltage are 90 degrees out of phase (zero power factor
at the converter terminals).
As a case study, a first-order converter system is used (the parameters are given in Section 7.1).
The device switching frequency is set to fsw = 250Hz (a pulse number of d = 5). The prediction
horizon and sampling interval of the controller are set to Tp = 2ms and Ts = 25 µs, respectively.
All state variables are penalized equally with Q = I2 and all switching transition modifications are
penalized equally with R = Insw .
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Figure 7.4: The converter states (in pu) during multiple reference steps without balancing of the neutral-point
potential. References are indicated with dashed lines.
7.5.1 During Transients
Consider the case where the converter system is operating at unity power factor at the grid voltage
source (the reactive power reference Q∗ is set to zero). In Figure 7.4, the controller is given four
power reference steps. The weight on the neutral-point potential balancing qnp is set to zero (and
thus deactivated). Note that the internal dynamic model still takes the effect of the initial neutral-
point potential vn,0 into account. Initially, the power reference is P ∗ = 1 pu and the converter
system is in the steady state. Then, at 8.35ms, the power reference is stepped to P ∗ = 0.5 pu. At
15ms, the power reference is stepped back to P ∗ = 1 pu. The power reference is then stepped
to P ∗ = 0 pu and back to P ∗ = 1 pu at 25ms and 35ms, respectively. It can be seen that the
small-signal controller exerts no effort in balancing the neutral-point potential vn. Moreover, it can
be observed that the natural balancing mechanisms are weak; once the converter is operating at
rated power, the average value of the neutral-point potential vn does not diminish. Typically, pulse
patterns with high modulation indices do not possess strong natural balancing properties. Note
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Figure 7.5: The converter states (in pu) during multiple reference steps with neutral-point potential balancing.
References are indicatedwith dashed lines. The responses of the weights qnp = 40 and qnp = 160 are indicated
with the solid and dash-dotted lines, respectively.
that when the converter system is operating at zero power, the converter current is nearly zero, and
therefore the neutral-point potential vn is weakly affected.
In Figure 7.5, the same reference steps as Figure 7.4 are given, but with weights qnp = 40 and
qnp = 160 on the neutral-point potential balancing. Note that the former weight is small, since the
HessianHnp and vector cnp that refer to the balancing of the neutral-point potential are significantly
smaller than the HessianH and vector c that relate to the original control problem. For clarity, only
the phase a converter current is clearly shown. As seen, the controller now balances the neutral-
point potential vn. The balancing is most notable when the converter system is operating at rated
power; note the rate at which the neutral-point potential vn balances in Figure 7.5 between 15ms
and 25ms, and between 35ms and 50ms, when compared to Figure 7.4. Furthermore, it can be
seen that the controller increases the ripple of the converter current in order to obtain control over
the neutral-point potential; this is most notable at zero power, where it can be seen that a weight of
qnp = 160 results in a larger current ripple when compared to a weight of qnp = 40.
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Figure 7.6: The neutral-point potential (in pu) under zero power factor.





(a) qnp = 20





(b) qnp = 160
Figure 7.7: Converter current (in pu) when balancing the neutral-point potential under zero power factor.
7.5.2 Zero Power Factor at Converter Terminals
In this section, the balancing method is investigated for the case where the phase between the con-
verter voltage and current is 90 degrees; traditional balancing methods that rely on common-mode
voltage manipulation fail under this operating condition. Modulation indicesma from 0.1 to 1.2 in
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steps of 0.1 are considered in order to evaluate multiple pulse patterns. Different weighting factors
are also considered. The grid voltage is adjusted so that the magnitude of the converter current
is 1 pu. Initially, the converter is in the steady state, when a large offset of 0.1 pu is added to the
neutral-point potential vn. Simulations indicate that the controller is able to balance the neutral-
point potential vn at all the modulation indices that are considered. In Figure 7.6, the neutral-point
potential vn for the modulation indicesma ∈ {0.1, 0.6, 1, 1.2} is shown. As seen, without balanc-
ing, the average value of neutral-point potential vn does not decay noticeably. An extremely small
weight of qnp = 20 is already sufficient for the controller to balance the neutral-point potential vn.
Furthermore, it is clear that having a larger weight qnp results in faster balancing.
In order to see one of the mechanisms that the controller uses to obtain control over the neutral-
point potential vn under zero power factor at the converter terminals, consider the converter current
shown in Figure 7.7 for a modulation index of ma = 0.1. As seen, a larger weight qnp results in
more aggressive modifications to the converter current; the controller does not rely on common-
mode injection. Also note in Figure 7.7b that the modifications to the converter current diminish
as the neutral-point potential vn becomes balanced.
7.6 Summary
In this chapter, balancing of the neutral-point potential was integrated in the (standard) small-signal
controller. Owing to the introduction of the so-called absolute pulse pattern u′, the absolute value
of a pulse pattern |u| (and modifications to it) could easily be expressed and manipulated. A model
that describes the neutral-point potential vn was derived. The quadratic term of the model was
ignored in order to ensure a linear model, resulting in the underlying optimization problem to be a
QP. Fortunately, the linear model still captured useful and important behaviour.
Simulation results demonstrated that the controller balances the neutral-point potential vn dur-
ing the dynamic operation of a converter system. Importantly, the controller managed to balance
the neutral-point potential vn when operating at zero power factor at the converter terminals (that
is, when the converter voltage and current were 90 degrees out of phase).
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Chapter 8
Implementation of Standard Controller
This chapter presents an efficient implementation of the standard small-signal controller from Sec-
tion 5.5.7. Specific attention is given to formulating and solving the QP, which is the part of
the control algorithm with the highest computational burden. Other aspects of the control algo-
rithm are not discussed. Specifically, this chapter explains how to calculate the Hessian and vector
of the quadratic function, determine the stepsize of the gradient projection method, and imple-
ment the projection operator. The remainder of this chapter (briefly) discusses the implementation
of the control algorithm on a field-programmable gate array. The grid-connected converter from
Section 3.3.2 is considered as the case study. This chapter concludes with a verification of the
implemented control algorithm operating in real-time.
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8.1 Efficient Calculation of the Hessian and Vector
The first step regarding the QP is to calculate the Hessian H = V + R and vector c of the
quadratic objective function. In this section, the structure of the Hessian H and vector c are
analyzed and exploited in order to reduce the computational burden, with the aim of enabling
an efficient implementation on a field-programmable gate array (FPGA). Section 8.1.1 gives a brief
review of the calculations regarding the Hessian H and vector c. Section 8.1.2 then shows how
these calculations can be reduced. Note that the computations regarding the matrix exponentials are
not discussed; it is assumed that the matrix exponentials are calculated offline and stored in lookup
tables.
8.1.1 Review of the Objective Function
The (i′, j′)th component of V is defined in Section 5.5.2 as





F (t′p,ij−t′p2,j)Gp2 , (8.1)









The i′th index corresponds to phase p1 ∈ {a, b, c} and the ith switching transition in that phase.
The j′th index is defined accordingly based on p2. Refer to (5.42) on how to solveΞ. Furthermore,




F Tt′p,iΞ(Tp − t′p,i)Gp. (8.2)
The matrix R is simply a diagonal matrix that penalizes the control effort.
8.1.2 Exploiting the Problem Structure
As a first step to reduce the computational burden, several aspects of the problem can be exploited.
First, since t′p,ij = max{t′p1,i, t
′
p2,j
}, it can be observed that either
eF
T(t′p,ij−t′p1,i) or eF (t
′
p,ij−t′p2,j)
of (8.1) will be the identity matrix. This means that one of the matrix-vector products
GTp1e
F T(t′p,ij−t′p1,i) or eF (t
′
p,ij−t′p2,j)Gp2 ,
where each product may require up to 36 multiplications, is not required to be calculated. Fur-
thermore, note that t′p1,i = t
′
p2,j
holds when calculating the diagonal components of V , leading to
both
eF
T(t′p,ij−t′p1,i) and eF (t
′
p,ij−t′p2,j)
being identity matrices. Thus, a diagonal component of V has the form
V (i′,j′) = G
T
pΞ(Tp − t′p,i)Gp, (8.3)
where p = p1 = p2 and t′p,i = t′p1,i = t
′
p2,j
. Finally, note that the term
Ξ(Tp − t′p,i)Gp
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of (8.3) is present in (8.2). Thus, half of the terms of ci′ have already been calculated when the
diagonal components of V are calculated.
Next, characteristics of the load are exploited in order to reduce the computational burden
further. Recall from Section 5.1 that the state F and input G matrices characterizing the grid-
connected converter are
F =








I2 − 1C I2 02×2





respectively, for a state vector that is defined as
x(t) =
[
iα(t) iβ(t) ig,α(t) ig,β(t) vc,α(t) vc,β(t)
]T
.
Due to the α and β components of the state matrix F being decoupled, half of the components of
the matrix exponential eF t are zero. More specifically, it is of the structure
eF t =

x 0 x 0 x 0
0 x 0 x 0 x
x 0 x 0 x 0
0 x 0 x 0 x
x 0 x 0 x 0
0 x 0 x 0 x
 ,
where x denotes a nonzero element. Thus, the term
x̃T0e
F Tt′p,i
of (8.2) only requires 18 multiplications (instead of 36). Furthermore, recall thatGa = G[1 0 0]T,
Gb = G[0 1 0]
T, and Gc = G[0 0 1]T. Note that for any given phase p ∈ {a, b, c} only the top
two elements of Gp are nonzero. This results in matrix-vector multiplications in (8.1) of the forms
eF tGp and Ξ(∆T )Gp
only requiring 6 multiplications (instead of 36).
8.2 Determining the Stepsize
Before the gradient projection method can be used to solve the QP, the (fixed) stepsize s of the
method first needs to be determined. Section 8.2.1 shows how the (tight) Lipschitz constant Lc
can be efficiently overestimated. Section 8.2.2 then demonstrates how the stepsize s = 1
Lc
can be
calculated using Newton’s method.
8.2.1 Efficiently Overestimating the Lipschitz Constant
Recall from Section 2.3.2 that the optimal (fixed) stepsize for the gradient method that results in





where Lc = ‖H‖2 (the tight Lipschitz constant) and µ = 1‖H−1‖2 (the tight convexity parameter)
are the largest and smallest eigenvalues of the Hessian H , respectively. First consider the Lipschitz
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constant Lc, which requires the evaluation of the (induced) 2-norm of the Hessian H . Evaluating
the 2-norm of a matrix is computationally expensive, requiring an iterative method. Fortunately, a




and since the Hessian H is symmetric, the relation simplifies to
‖H‖2 ≤ ‖H‖1 = ‖H‖∞.






which is the maximum of the absolute value of the matrix entries summed up in each row; no mul-
tiplications are required. Denote with L̄c = ‖H‖∞ the overestimated (tight) Lipschitz constant.
Unfortunately, an efficient approximation for the convexity parameter µ could not be found. If





should be used (refer to Section 2.3.2 for more details). An overestimated (tight) Lipschitz constant
L̄c results in an underestimated stepsize s.
8.2.2 Calculating a Reciprocal
To calculate the stepsize s = 1
L̄c
, division needs to be implemented on the FPGA, since hardware
description languages typically do not have a division primitive. A widely-used numerical method
that can be used to realize division is Newton’s method [68].
In a first step, the Lipschitz constant L̄c is normalized to the interval [0.5, 1] (this is common
practice, and the reasoning for this will soon become apparent). The normalization can be easily
achieved by using simple bit shifts, which are equivalent to dividing or multiplying by powers of
two. Denote with D = L̄c2m ∈ [0.5, 1] the normalized Lipschitz constant, where m ∈ Z is the
number of bit shifts required to scale L̄c to the interval [0.5, 1]. Then,
1
D





by using Newton’s method, where the kth iteration has the form [68]
zk+1 = zk + zk(1−Dzk). (8.6)
Once Newton’s method has terminated, the final iteration zopt (which approximates 1D ) is denor-
malized to find the stepsize as s = zopt2m.
Note that in order for the method to converge, the initial solution z0 must fall within the
interval (0, 2
D
). Recall that Newton’s method has quadratic convergence, meaning the error reduces
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Figure 8.1: Linear least-square approximation of 1D in the region D ∈ [0.5, 1]. The coefficients are a0 =
2.8162 and a1 = −1.9066.
by εi+1 = ε2i at subsequent iterations. Thus, finding an initial iterate that is close to the solution
1
D
significantly increases the convergence, since a small initial error (given by ε0 = 1 − Dz0) will









− (a0 + a1D)
)2
dD. (8.7)
The (linear) least-squares problem of (8.7) involves calculating the coefficients a0 and a1 so that
the first-order polynomial a0 + a1D best approximates 1D (in the least-square sense) in the region
[0.5, 1]. According to [69, Section 8.2], the coefficients a0 and a1 are the (unique) solutions to the























After solving the trivial integrals, the solutions to the system of linear equations are a0 = 2.8162
and a1 = −1.9066. The linear least-square approximation is shown in Figure 8.1. The initial iterate
z0 of Newton’s method is set equal to the linear (least-squares) approximation of 1D , z0 = a0+a1D.
Note that these (static) coefficients always result in the best linear approximation (in the least-square
sense) for the initial iterate z0, since D is always in the interval [0.5, 1]. With the initial iterate
z0 = a0 + a1D, only two to three iterations of (8.6) are (typically) required for sufficient accuracy.







Dj 1DdD for each j = 0, 1, . . . , n.
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8.3 Efficient Projection onto the Feasible Set






subject to AΛ ≤ b (8.8b)
is solved using the gradient projection method, where (5.54) is repeated here for convenience. The
























... . . .
...
...
















In Section 8.3.1, the gradient projection method is employed to solve the QP of (8.8). The deci-
sion variable is transformed to the modified switching instants, which enables an efficient projection
onto the feasible set. Section 8.3.2 then shows how the projection onto a truncated monotone cone
can be efficiently realized.
8.3.1 The Gradient Projection Method
To solve (8.8) on an FPGA, the gradient projection method from Section 2.3.2 is employed. The
kth iteration of the method, with a stepsize s = 1
L̄c









where the feasible set is Z = {z : Az ≤ b}. The first step of the gradient projection method,




(HΛk + c) (8.10)
is trivial to realize. The second step, projecting the unconstrained step onto the set Z , requires
special attention to efficiently implement.
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Transforming the Decision Variable for an Efficient Projection
Recall from Section 5.5.3 that the constraints of (8.8b) can be defined in terms of the modified
switching times as
0 ≤ tp,1 ≤ tp,2 ≤ · · · ≤ tp,np ≤ Tp (8.11)
for all p ∈ {a, b, c}. The impulse strengths (which are the elements in the strength vector Λ) can







(recall that ∆up,i ∈ {−1, 1}, no division is required). Once an unconstrained step has been taken
according to (8.10), the impulse strengths are transformed to modified switching transitions accord-
ing to (8.12).
In the next section, it is shown how to efficiently project onto the set of (8.11). Note the
constraints of a phase are independent of the constraints in another phase; the projection of each
phase can be considered separately. Thus, only the projection of a single phase is considered from
here on in. Denote with tp ∈ Rnp the vector of modified switching transitions that is to be
projected.
8.3.2 Efficient Projection onto a Truncated Monotone Cone
The constraints of (8.11) form a so-called truncated monotone cone, which in its general form is
K̄ = {z :
¯
z ≤ z1 ≤ z2 ≤ · · · ≤ znz ≤ z̄}, (8.13)
where
¯
z and z̄ are the lower and upper bounds, respectively.2 As noted in [70], a truncated mono-
tone cone can be written as the intersection between a (convex) monotone cone and a box,
K̄ = K ∩ B,
where
K = {z : z1 ≤ z2 ≤ · · · ≤ znz}
B = {z :
¯
z ≤ zi ≤ z̄ for i = 1, 2, . . . , nz}
are the monotone cone and box, respectively. It is shown according to [70, Theorem 1] that the pro-
jection of tp onto a truncated monotone cone is equivalent to first projecting it onto the monotone
cone and then onto the box,
πK̄(tp) = πB(πK(tp)). (8.14)
The second projection, onto the box B, is extremely simple to realize: the projection of the ith
component of ξ is simply
[πB(ξ)]i = min{max{ξi,¯z}, z̄}. (8.15)
The first projection onto the monotone cone K is significantly more complex to realize, and is
explained next.
2In the case of (8.11), the lower and upper bounds are
¯
z = 0 and z̄ = Tp, respectively.
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Projecting onto a Monotone Cone
Note that a monotone cone can be defined in matrix form as K = {z : Cz ≤ 0nz−1}, where
C ∈ R(nz−1)×nz is a first-order difference matrix,
C =

1 −1 0 · · · 0
0 1 −1 0
... . . . . . .
...
0 · · · 0 1 −1
 .
Although no closed-form expression exists for the projection onto a monotone cone, an exact solu-
tion can be iteratively obtained (see [71]). However, the exact solution is computationally expensive,
requiring pseudoinverses of matrices. Therefore, [70] recommended that the projection should be
approximated if a computationally efficient option is required. As shown in (2.13), the approxi-
mated projection follows as






ηTCCTη − (Cy)T η, (8.17)
where η ∈ Rnp−1 is the Lagrange multiplier. In order to solve (8.17) to a certain accuracy, the
gradient projection method can be used; refer to the gradient projection that is employed to solve
(8.17) as the inner gradient method, whereas (8.9) is referred to as the outer gradient method. It is
shown with [70, Proposition 2] that the largest Ld and smallest µd eigenvalues of the (dual) Hessian
CCT ∈ R(np−1)×(np−1), which is a second-order difference matrix,
CCT =

2 −1 0 0 · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 · · · 0
... . . . . . . . . .
...
0 0 · · · −1 2 −1




Ld + ud = 4.




for the inner gradient method; thus,







Importantly, an iteration of (8.18) only requires additions, subtractions, and bit shifts; no multipli-
cations are required. Furthermore, the conditioning number of the Hessian CCT of (8.17) is very
low for the dimensions required by the small-signal controller: for np = 5 (five switching transitions
for a given phase), the conditioning number is below 10.3 Due to the low conditioning number,
only a few iterations of the (inner) gradient method are required to achieve a sufficient accuracy. It
is noted in [70] that if warmstarting is employed from the last iterate ηk+1 for each outer iteration
of (8.9), only a single (inner) iteration of (8.18) is sufficient.
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To summarize, an iteration of the gradient projection method of (8.9) involves the following
steps. Once an unconstrained step has been taken according to (8.10), the impulse strengths are
transformed to modified switching transitions according to (8.12). Then, the vector of modified
switching transitions tp is projected onto the monotone cone with (8.16), which is then projected
onto the box with (8.15). The modified switching transitions are then transformed back to impulse
strengths according to
λp,i = (tp,i − t′p,i)∆up,i
for the next (outer) iteration of the gradient projection method.
8.4 Implementation and Verification
This section discusses the implementation of the control algorithm on an FPGA. Specifically, Sec-
tion 8.4.1 gives a summary of the implementation of the control algorithm; this includes the design
choices, resource usage, and the time required to execute the control algorithm. Section 8.4.2 then
verifies the control algorithm in real-time via a hardware-in-the-loop (HIL) simulation.
8.4.1 Design Choices and Implementation
The entire control algorithm is implemented in very high speed integrated circuit hardware descrip-
tion language (VHDL). Although details regarding VHDL are omitted for the sake of brevity, the
interested reader is referred to the excellent textbook [72] on how to use VHDL effectively.
Design Choices
The entire design of the control algorithm uses a single clock, which is a recommended design
practice (see [72, Section 19.3.2]). It is decided that the design is clocked using a 50MHz clock.
For a controller with a sampling interval of Ts = 25 µs, this results in 1250 clock cycles being
available to execute the control algorithm. A low-cost Xilinx XC7Z020 Zynq-7000 FPGA is used,
which has 220 DSPE41 slices; each DSP slice contains a single 25× 18 bit multiplier.4 Next, some
of the design choices of the control algorithm are discussed.
First, fixed-point arithmetic is used. When compared to floating-point arithmetic, fixed-point
arithmetic requires less resources and results in faster computations. Furthermore, there is little
reason to use floating-point arithmetic when considering the fact that model inaccuracies and quan-
tization errors (from analogue-to-digital converters) are present in a practical system. Floating-point
arithmetic may only be required if certain aspects of a control algorithm require high numerical
precision for stability purposes.
Second, all variables are limited to a word length of 18 bits to minimize the usage of DSP slices.
Using word lengths that exceed the capabilities of a single DSP slice requires additional DSP slices
to be invoked. Furthermore, 18 bits yielded sufficient numerical accuracy.
Third, special attention is given on how the DSP slices are utilized in the design. It is possible
to multiply and use the answer within a single clock cycle. Doing so, however, will severely limit
the clock speed the DSP slices can be operated at (and consequently the clock speed of the entire
design). In order to operate a DSP slice at a high clock speed, a technique known as pipelining
should be used; the result of a DSP slice is passed through a so-called pipeline register before it is
used. For an illustrative example, refer to Figure 8.2, where the multiplication y = x1x2x3x4 is
4Operations such as adding, subtracting, or bit shifting (which relates to multiplication or division by powers of
two) typically require little resources to realize and can be implemented using (cheap) logic elements. On the other hand,
multiplication is realized by the dedicated multipliers (DSP slices) within the FPGA.
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Figure 8.2: Example of pipelining.
shown. As seen, pipeline registers are placed at the output of each DSP slice.5 Note that two clock
cycles are required to ready the pipeline registers before the result y is available.
Fourth, the matrix exponentials are calculated offline, at a time resolution of 1 µs, and stored
in lookup tables. Furthermore, the steady-state trajectories are also calculated offline, over one
fundamental period, and stored in lookup tables.
Finally, recall that the problem size (the dimension of the decision variable Λ) is time-varying,
and given as nsw = na + nb + nc (the total number of switching transitions that fall within the
prediction horizon Tp). The design on the FPGA must be of a fixed size, since the hardware re-
quired for the design has to be invoked during synthesis; once the FPGA is programmed, additional
hardware cannot be invoked. The (fixed-size) implementation assumes a maximum of five switching
transitions per phase at any given moment, leading a maximum problem dimension of 15. For a
pulse number of d = 5 and a prediction horizon of Tp = 2ms, there are usually no more than
three switching transitions per phase.
DSP Slice Usage and Execution Time
Out of the 220 DSP slices that are available, only 69 were required for the design: 50 for calculating
the Hessian and vector, 3 for determining the stepsize, and 16 for the gradient projection method.
To calculate the Hessian and vector, 124 clock cycles are required. Calculating the stepsize (us-
ing 3 iterations of Newton’s method) requires 24 clock cycles. Solving the QP with the gradient
projection method (using 35 iterations) requires 921 clock cycles. In total, 1072 (out of the avail-
able 1250) clock cycles are required to execute the entire control algorithm (including determining
the incumbent pulse pattern and readying the switching transition within the sampling interval),
translating to only 21.4 µs.
8.4.2 Verification
To validate the implementation, a HIL simulation is considered. The HIL simulation is realized
using a discrete-time state-space representation, which is implemented using the remaining resources
on the FPGA. Fixed-point variables with a word length of 32 bits are used to accurately simulate the
plant. Strictly speaking, the HIL simulation should execute in parallel with the control algorithm to
represent a physical plant. However, the plant inMatlab is not simulated while the control algorithm
is executing; only once the control algorithm has executed is the plant simulated for a time of Ts.
5Additional pipeline registers may also be used, which may result in even higher clock speeds. However, a single
pipeline register at the output enabled a DSP slice to be operated at 50MHz.
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Figure 8.3: The grid current (in pu) responses during reference steps of the FPGA- and Matlab-implemented
controllers. References are indicated by dashed lines. The responses of the FPGA- and Matlab-implemented
controllers are indicated with solid and dash-dotted lines, respectively.
Thus, for comparison purposes to the Matlab simulation, the HIL simulation also executes after
the control algorithm has executed.
The sampling interval and prediction horizon of the controller are set to Ts = 25 µs and Tp =
2ms, respectively. All state variables are penalized equally with Q = I6 and all switching transition
modifications are also penalized equally with R = 2Insw . A pulse number of d = 5 is used. The
parameters of the grid-connected converter system can be found in Section 3.3.2.
In Figure 8.3, the response of the grid current during reference steps is shown. Initially, the
converter is operating at rated power with unity power factor. The (real) power reference is stepped
to P ∗ = 0 pu at 5ms, and then back to P ∗ = 1 pu at 17ms. As seen, the simulation on the
FPGA is near identical to that of Matlab, demonstrating that the controller can execute in real-time
within a short sampling interval. The largest errors in switching times (between that of Matlab and
the FPGA) for phases a, b, and c are approximately 3.3 µs, 3.7 µs, and 3.3 µs, respectively.6 The
6The switching times are captured at a resolution of 500 ns from the FPGA.
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average errors (in switching times) for phases a, b, and c are approximately 1.3 µs, 1.1 µs, and 1.2 µs,
respectively.
8.5 Summary
In this chapter, recommendations were given to reduce the computational burden of the QP under-
lying the standard small-signal controller, with the purpose of enabling an efficient implementation
on an FPGA.
It was shown how the calculations regarding the Hessian and vector can be reduced by exploiting
the algebraic structure of the control problem and the characteristics of the load. It was further
shown that the Lipschitz constant can be overestimated using the infinity-norm of the Hessian,
and how the stepsize of the gradient method can be computed using Newton’s method. Finally,
it was explained how the projection operator of the gradient projection method can be efficiently
implemented without requiring any multiplications.
Using the recommendations that were given, an efficient implementation of the standard con-
troller was achieved, as only 69 DSP slices were required. The control algorithm required 21.4 µs








This chapter reviews the main results of this thesis. Recommendations for future research are
presented.
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9.1 Main Summaries
Four main results were achieved in this thesis, which are now briefly summarized.
The Small-Signal Controller: A Generalized Model Predictive Pulse Pattern Controller
With the proposed small-signal controller, fast closed-loop control of a higher-order converter system
that is modulated with OPPs was achieved. During the steady state, the controller modulated the
converter system with the nominal pulse pattern, thus achieving superior harmonic distortions.
The small-signal controller is a natural generalization of MP3C, which is a state-of-the-art industrial
control technique, to higher-order systems.
Key to the controller was to approximate the modifications of a pulse pattern by the strength
of impulses. This resulted in a linear internal dynamic model for the controller, which enabled
the underlying optimization problem to be a QP. Furthermore, an optional step (the successive re-
linearization around the newly-calculated switching instants) of the control algorithm allowed for a
highly accurate prediction of the system states.
Constrained Small-Signal Controller
The formulation of the small-signal controller was extended so that bounds can be imposed on
the converter states. These bounds were realized as (linear) constraints, which were added to the
underlying QP of the controller. By using the notion of relaxation (or slack) variables gave rise to
so-called soft constraints that allowed the optimization problem to always maintain feasibility.
Balancing of the Neutral-Point Potential
Balancing of the neutral-point potential was integrated in the (standard) small-signal controller. An
important aspect of the balancing method was to represent the absolute value of a pulse pattern by
a so-called absolute pulse pattern. In accordance with the small-signal controller, the strengths of
impulses were used to approximate modifications of the absolute pulse pattern. The method was
demonstrated to work effectively at the (difficult) operating condition of zero power factor at the
converter terminals (where traditional balancing methods fail).
FPGA Implementation of the Standard Controller
It was shown that the standard small-signal controller is a practically viable control method that can
be used today, as it was implemented on a low-cost FPGA. Thus fur, none of the other existing
OPP-based controllers for higher-order systems have been proven to operate in real-time.
9.2 Proposed Extensions and Additions
Recommendations to extend the research of this thesis are now proposed.
Compensation for the Standard Small-Signal Controller
It was mentioned in Section 5.5.7 that the internal dynamic model of the standard small-signal
controller assumed that the nominal and incumbent pulse patterns were equal, u∗abc = uabc. This
is not always true; switching transitions are often advanced or delayed, which creates a mismatch
between these two pulse patterns (see Figure 9.1). This mismatch manifests itself as an error in the
prediction of the state vector.
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Figure 9.1: The case when the incumbent u and nominal u∗ pulse patterns are not equal. Here, the nominal
switching transition t∗1 has been advanced to occur at t1. The current sampling instant is denoted with kTs.
0 Tp
State-Constraint Prediction Instants
(a) Fixed constraint prediction interval.
0 Tp
State-Constraint Prediction Instants
(b) Variable constraint prediction interval.
Figure 9.2: Illustration of state-constraint prediction instants.
An additional term is thus required in the internal dynamic model of the standard small-signal
controller to compensate for this mismatch. As a starting point, it is worthwhile to look at how
the advanced small-signal controller incorporates the mismatch between the two pulse patterns [see
(5.18)]; a similar route can be used for the standard small-signal controller. Note that the mismatch
will require the integration of rectangular areas; to reduce the computational burden, the rectangular
areas can be approximated by the strengths of impulses.
Move Blocking for State-Constraint Predictions
It was shown in Section 6.3 that shorter constraint prediction intervals Tc (the time between state-
prediction instants), generally, increases the performance of the constrained small-signal controller;
however, the dimension of the optimization problem also increases.
Typically, the state-constraint prediction instants occur at a fixed interval, see Figure 9.2a. To
reduce the dimensions of the problem without significantly deteriorating the performance, the state-
constraint prediction instants can be predicted at variable time intervals (instead of a fixed short
or long interval). Specifically, as shown in Figure 9.2b, the first few state-constraint prediction
instants are finely spaced (say, the first three instants are predicted at a 50 µs interval) whereas later
state-constraint prediction instants are coarsely spaced (say, at a 250 µs interval). This is similar to
so-called move blocking that is used in MPC [73].
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Advanced Small-Signal Controller with Integrated Balancing of the Neutral-Point Potential
In Chapter 7, only the standard small-signal controller was adapted to include balancing of the
neutral-point potential. Integrating balancing of the neutral-point potential in the advanced small-
signal controller will involve similar steps to those used when the standard small-signal controller
was considered (no further theory will be required to be developed). However, it is expected that
the computations required will increase moderately due to the additional terms in the model of the
advanced small-signal controller.
Pulse Insertion for the Small-Signal Controller
As mentioned in Section 5.6.1, it is highly likely that the response time can be reduced if additional
switching transitions are inserted during transients. As a starting point to implement pulse insertion,
refer to [4, Section 12.6] and [59].
Further Implementations on an FPGA
Only the standard small-signal controller was implemented on an FPGA in Chapter 8. The ad-
vanced small-signal controller, constrained small-signal controller, and the small-signal controller
with integrated balancing of the neutral-point potential have not been implemented on an FPGA.
Given that only 69 (out of the 220) DSP slices were used for the standard small-signal controller,
it is reasonable to expect that the other controllers are also implementable. It would be interesting
to see how the projection operator of the gradient projection method can be implemented for the
constrained small-signal controller, since the feasible set has a nontrivial shape.
Computing the Matrix Exponential Online
The matrix exponential was calculated offline in Chapter 8. However, if for any reason the matrix
exponential is required to be calculated online, refer to the methods in [74]. Preliminary simulations
show that a Taylor series expansion up to the 5th order in combination with the so-called scaling-
and-squaringmethod [74, Method 3] seems to result in sufficient numerical accuracy for the control
problem.
9.3 Outlook
Although the small-signal controller has demonstrated promising results in simulations, where the
grid is modelled to be ideal, there are certain aspects of a practical converter system that were not
considered in this thesis and may need addressing. It is believed that the following topics are impor-
tant research questions.
Inclusion of Parameter Estimation
It was assumed that the parameters of the grid were known exactly. However, the parameters of a
practical grid are not static. Thus, some form of estimation may be required to be integrated within
the control algorithm.
Response to Grid Asymmetries
The parameters and the grid voltage were assumed to be symmetrical. It would be interesting to see if
the internal dynamic model of the controller can be adapted to compensate for the grid asymmetries,
or if it will be required to develop appropriate (nominal) pulse patterns.
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Response to Grid Voltage Harmonics
Unknown voltage harmonics may be present at the point of common coupling, which may cause
significant harmonics in the converter current. In such a case, the immunity of the controller against
these grid (voltage harmonic) disturbances has to be improved. A possibility to address this problem
is to identify the voltage harmonics (via online estimation) and include them in the internal dynamic






The Dual of the Projection
For details regarding the theory of duality, interested readers are referred to [6, Section 4.4 and
Chapter 6] and, for an accessible source, [11, Chapter 12].





‖z − x‖22, (A.1)
which projects x onto the set Z . Consider the case where Z is a polyhedron defined as Z = {z :
Az ≤ b}, where A ∈ Rng×nz and b ∈ Rng are the constraint matrix and vector, respectively.
The Lagrangian (or Lagrange dual function) is
L(z,η) = 1
2
‖z − x‖22 + (Az − b)Tη, (A.2)




It follows from the stationary condition (where the first-order partial derivatives are zero) that the
Lagrangian of (A.2) achieves a minimum at
z = x−ATη. (A.3)
By substituting (A.3) back into (A.2), the dual objective function becomes
d(η) = 1
2
ηTAATη + (A(x−ATη)− b)Tη
= −1
2
ηTAATη + (Ax− b)Tη





ηTAATη + (b−Ax)T η. (A.4)
The primal problem of (A.1) attains its minimum at







































Figure B.1: Grid-connectedNPC converter. The transformer is represented by its leakage inductance and resis-
tance. The converter is represented by switched voltage sources.







































(ξb − ξc), (B.2)
respectively.
Denote with Lgt = Lg + Lt and Rgt = Rg + Rt the inductances and resistances, respectively,
of the grid and transformer that are lumped together (see Figure B.1).
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Converter Current The following equations can be derived from Figure B.1:





)−RC(ig,a − ig,b) + (vc,a − vc,b) (B.3a)





)−RC(ig,b − ig,c) + (vc,b − vc,c). (B.3b)













































After inserting (B.3) into (B.2), and by using similar manipulations to those used in the derivation






























where vαβ = Vd2 Kuabc has been used.
Grid Current The following equations can be derived from Figure B.1:










) + (vg,a − vg,b)
(B.7a)










) + (vg,b − vg,c).
(B.7b)












































and after inserting (B.5),
vα = −RCiα + (Rgt +RC)ig,α + Lgt
dig,α
dt
− vc,α + vα + vg,α.
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After inserting (B.7) into (B.2), and by using similar manipulations to those used in the derivation


































































(ig,b − ig,c). (B.11b)


























































The Step and Impulse Functions
The (unit) step function, also known as the Heavyside function, is defined as
h(t− ti) =
{
1 if t ≥ ti
0 else.
(C.1)
A useful feature of the step function is that it changes the lower bounds of an integral,∫ t
−∞
h(t− ti)f(t) dt =
∫ t
ti
f(t) dt h(t− ti). (C.2)




is known as the impulse function (or the Dirac Delta function). The impulse function λδ(t− ti) is
defined to have infinite amplitude and zero duration,
λδ(t− ti) =
{
∞ if t = ti
0 else,
(C.3)
and its integral is equal to its strength λ,∫ t
−∞
λδ(t− ti) dt = λh(t− ti). (C.4)
An extremely useful property of the impulse is the so-called sifting property,∫ t
−∞
δ(t− ti)f(t) dt = f(ti)h(t− ti), (C.5)
where f(t) is assumed to be continuous at ti.
Note that the impulse is not a function in the traditional sense: it is a generalized function (also
known as a distribution), and is defined by its integral. For further reading on the impulse function,




Manipulations Involving the Rectangle
Input
D.1 Expanding the Rectangle Input
Recall that the rectangle input is defined as
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where the fact has been used that an integral involving the step function is∫ t
0







Furthermore, ∆uTabc,0 has been introduced as ∆uTabc,0 = [ua,0 ub,0 uc,0]− [u∗a,0 u∗b,0 u∗c,0].
For convenience, (D.1) is decomposed into three terms,
































































eF t − Inx
)
F−1G∆uabc,0. (D.5)
D.2 Quadratic Objective Function Terms Involving the Rect-
angle Input




























F (t−t′p,i)Gph(t− t′p,i). (D.9)
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where p2 is a particular phase of (D.3) and t′ij = max{t′p,i, t′p2,j}. Note that ΘΓ′,i′ = ΘΓ′,a,i′ +









































which, following a time shift forward with t′ij and using algebraic manipulations similar to those





















where Ξ is defined in (5.41). According to [58], the second integral can be calculated using
W (∆T ) =
∫ ∆T
0
QeF t dt (D.12)
where [
Inx W (∆T )
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where t′∗ij = max{t′p,i, t∗p2,j}.


























































Definiteness of the Hessian
















b,1)Gbh(t− t′b,1) · · · e
F (t−t′b,nb )Gbh(t− t′b,nb)
eF (t−t
′





Consider the case where the penality matrix R is zero, thus H = V . To show the Hessian is
at least positive semidefinite, note that
‖Φ(t)Λ‖Q ≥ 0
for any Λ ∈ Rnsw (and given that Q is positive semidefinite). Then, it follows from [76, Theo-
rem 7.1.5] that ∫ Tp
0
‖Φ(t)Λ‖Qdt ≥ 0, (E.1)
thus showing that the Hessian H is at least positive semidefinite.
Furthermore, if Q is positive definite, it can be shown there exists an interval on [0, Tp] that
guarantees ∫ Tp
0
‖Φ(t)Λ‖Qdt > 0 (E.2)
if no switching transitions t′p,i occur at the same time. The proof is omitted, but it involves noting
that only one column ofΦ becomes nonzero at any given time. Thus, the HessianH is guaranteed
to be positive definite if no switching transitions t′p,i occur at the same time (and assuming Q is
positive definite).
Note that having switching transitions t′p,i in the same phase occur at the same time leads to at
least two (identical) columns ofΦ becoming nonzero at the same instant. This leads to the Hessian
H being positive semidefinite, since it will have identical columns. It can be deduced that having
switching transitions t′p,i in the same phase that are close together will result in ill-conditioning.
125
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Finally, consider the case where the penality matrixR is positive definite (meaning all switching
transition modifications are penalized). It then follows that the HessianH is always positive definite
since
ΛT(V +R)Λ > 0 (E.3)













Tũ′abc(τ, λp,i) dτ (F.1)












x∗T(τ)T Tũ′abc(τ, λp,i) dτ (F.3)
from Section 7.4.1. The transformation matrix T ∈ Rnu×nx calculates the three-phase converter
current iabc from the state vector x. For convenience, the small-signal error of (7.36) is repeated
here as
x̃(t,Λ) = eF tx̃0 +Φn(t)Λ, (F.4)










b,1)Gb,1h(t− t′b,1) · · · e
F (t−t′b,nb )Gb,nbh(t− t′b,nb) (F.5)
eF (t−t
′





and Λ ∈ Rnsw is the strength vector,
Λ =
[
λa,1 · · · λa,na λb,1 · · · λb,nb λc,1 · · · λc,nc
]T
.
Note the termφ of (7.36) has been ignored in (F.4), since preliminary simulations show that it has a
small influence on the integrals of (F.1)–(F.3) (and omitting it moderately reduces the computational
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First, consider the integral of (F.1). By using (F.7), the term T Tũ′abc can be written in terms of
Λ as
T Tũ′abc(τ, λp,i) = Ψ(t)Λ (F.8)










T bδ(t− t′b,1) · · ·
∆u′b,nb
∆ub,nb
T bδ(t− t′b,nb) (F.9)
∆u′c,1
∆uc,1






and where T a = T T[1 0 0]T, T b = T T[0 1 0]T, and T c = T T[0 0 1]T have been introduced.
Inserting (F.4) and (F.8) into the integral of (F.1) yields
mT1 (t)Λ+Λ
TM(t)Λ, (F.10)
where m1 ∈ Rnsw and M ∈ Rnsw×nsw are defined as

































F Tt′p,iT ph(τ − t′p,i). (F.13)








T(τ−t′p1,i)h(τ − t′p1,i)δ(τ − t
′
p2,j




























Note that the sifting property of the impulse function assumes a function to be continuous where
the impulse occurs, which is not the case when t′p2,j = t
′
p1,i
in (F.14). For this case, it is assumed
that half of the value is sifted.
Next, consider the integral of (F.2), which can be written as
θ(t) +mT2 (t)Λ (F.16)
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Tt − eF Tt′p,i)∆u′p,ih(t− t′p,i)
)
T p. (F.19)


























































where t′p,ij = max{t′p,i, t′p2,j}.
Finally, consider the integral of (F.3), which with (F.8) can be written as
mT3 (t)Λ (F.22)





















x∗T(t′p,i)h(t− t′p,i) T p. (F.24)
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