The dispersion effect in an optical network is utilized in several applications. The pattern of the received signal is matched to a pre-prepared data bank. Useful data can be retrieved from this by data matching. It is demonstrated that in a Time-Division-Multiplexing configuration, not only that the data can be retrieved but also the data of the adjacent detectors, i.e., this method can be utilized for optical eavesdropping. Moreover, it is also shown that this method can be utilized as an affordable method to synchronize the data stream and to find the length of the dispersive fiber (or, for a given fiber length, this method can be used to measure the fiber's dispersion coefficient). One of the benefits of this method is that it can operate, while the network is running without deteriorating its performances. The conclusions are based on theoretical and numerical analysis as well as on experimental results. Keywords: dispersion compensation devices, fiber optics communications, fibers, single-mode, dispersion compensation devices
The first object of this work was to demonstrate, that in such a TDM network, by measuring the data received by a single receiver, it is possible to decode the data, which was transmitted to its adjacent receivers, i.e., to the one allocated to its neighbor bits channels.
For example, suppose four 10Gb/s receivers and transmitters are multiplexed to a single 40Gb/s channel, and let us further assume that the signal of, say, the 3 rd channel is measured with high precision, then the first conclusion of this work is that it is possible to decode the data of the 1 st , the 2 nd and the 4 th channels as well from the 3 rd channel measurements alone. That is, all four channels data can be deciphered from only the 3 rd channel measurements.
It should be stressed that in ordinary fiber tapping and eavesdropping a special hardware is required, and the tapping must be placed in close proximity to the fiber(see, for example, Iqbal, Fathallah, and Belhadj, 2011; Grishachev, 2012; Hayes, ND) ). In the proposed technique, on the other hand, no such hardware is required.
Furthermore, there are numerous methods to eliminate or to mitigate signal deformation caused by dispersion. However, in all cases, dispersion measurement is required. When the communication line is fixed, the total dispersion can be estimated from the length of the fiber and knowledge of the fiber's dispersion coefficient, or can measured when the fiber is first deployed. However, many networks are flexible, and vary in time; therefore it is very difficult to evaluate the dispersion exactly at any given time. Methods to estimate dispersion usually require a pilot tone, which, after being detected at the other end of the fiber, can be used to determine the fiber's length, provided the group velocity dispersion (GVD) parameter is known (see, for example Noh, Kim, Oh, & Pack, 1999; F. Hakimi & H. Hakimi, 2001; Fernando, 2001; Derickson, 1998) . These methods are cumbersome, for they require an established protocol between the transmitters and the receivers, and they either reduce the data spectral bandwidth or reduce signal to noise ratio. Moreover, these methods require access to both ends of the fiber, which in many cases is an unattainable requirement. A simple method to estimate the exact GVD parameter, such as the one suggested in this work, (which does not require any additional hardware, nor does it require an access to both ends of the fiber, nor does it require an allocation of spectral bandwidth for the dispersion measurement, and it can measure while the network is operating), can be useful in mitigating dispersion in time-varying networks.
In the second part of this work, a similar method is used in estimating the total dispersion of the medium when the length of the fiber is known. Conversely, in the case where the GVD parameter is known, the length of the medium can be estimated. This method does not require sending special pulses, signals or protocol. Instead, the evaluation is done by comparing the pattern of the arriving signal to a pre-prepared data bank. Matching the pattern allows decoding the data, evaluating the GVD parameter, and signal synchronization -all in one algorithm, and without the need to access both ends of the fiber.
Motivation
Dispersion is a linear but non-local effect. Hence, the deformations that affect any single pulse in the data stream, also affect other pulses in the data stream, particularly the pulses closest to it. Thus, measuring the correlations between neighboring pulses, which usually have a negative effect on optical communication, can be harnessed to gather information about the values of nearby bit slots or to evaluate the length of the fiber.
The general idea of the algorithm is based on the assumption that since the dispersion dynamics are well known, and, more specifically, the dynamics of any smooth rectangular pulse is known with high precision, then it is possible to anticipate the signal shape for any pattern of pulses after dispersion.
One implementation is to create a database, which includes the waveform of all possible digital patterns of a given length, after transmission through different dispersive media. Then, by comparing a small section of the entire received signal to the different shapes in the database, and locating the waveform that best fits the measured data, the exact digital pattern that was sent can be recovered. In addition, the waveform includes information not only on the bits which comprise the transmitted pattern, but also information on neighboring patterns. In cases where the neighboring patterns are not necessarily decoded into binary representation by the receiver, such as TDM, information from neighboring patterns nonetheless is present in the received waveform (see Figure 1 ).
Mathematical and Physical Background
When an electromagnetic pulse propagates in a dispersive medium its envelope, in the slowly varying approximation, is governed by the Schrödinger equation (Ramachandran, 2010) . In real systems the shape of the resulting pulse is governed by nonlinearities, attenuation, polarization effects and wave equation corrections to the Schrödinger equation. However, in relatively short networks (less than 60km, which is the maximum distance of all PON's) polarization, attenuation and nonlinearities effects can, in the first approximation, be neglected. Vol. 7, No. 2; 2015 Moreover, provided the pulse rise time is substantially shorter than the reciprocal of the optical carrier's frequency, the Schrödinger equation is an excellent approximation to the Maxwell wave equation. Finally, third order dispersion can also be neglected. As Granot, Luz, and Marchewka (2012) explained, even for data rates as high as 50GB/s, the third order dispersion term is negligibly small in comparison to the second one.
Hence, the dynamics of the envelope of the electromagnetic field ( ) t z A , is governed by the following Schrödinger equation:
is the time measured with respect to the fiber's time of flight, τ is the time and v is the group velocity in the fiber, α is the attenuation coefficient and β is the GVD parameter (which for brevity we omit the subscript 2).
At 0 = z (the beginning of the fiber) an infinite sequence is sent into the fiber. The sequence can be either OOK, i.e., for example,
, a PSK or DPSK, i.e., for example,
, or any other digital sequence. Furthermore, assume that the laser is modulated by (smooth) rectangular pulses then the envelope of the electromagnetic field can be written (this formulas were derived in Ref.13 as the optical equivalence of the quantum dispersion analysis that was derived in (Granot & Marchewka, 2011; Granot & Marchewka, 2005; Marchewka, Granot, & Schuss, 2007) )
is the bit period (B is the Bitrate), ξ is a measure of the duty cycle (i.e., it determines the normalized pulses width), 0 A is a dc term, which is a manifestation of the modulation extinction ratio, Δ is the reciprocal of the pulses rise time and erfc is the complementary error function (Abramowitz & Stegun, 1965) .
It should be noted that Equation (2) and (3) can be utilized for both NRZ and RZ with an arbitrary duty-cycle. 1 = ξ corresponds to 100% duty cycle and therefore to NRZ sequence, while 1 < ξ corresponds to a duty cycle of % 100 × ξ , which is the general definition of an RZ signal. In most practical RZ cases, 5 . 0 ≅ ξ . It should be emphasized again that Equation 2 is totally generic for any digital sequence (OOK, PSK, DPSK, 4QAM, 16QAM, etc.).
Furthermore, the signal in Equation (2), is the equivalent of launching a stream of rectangular pulses,
, which consists of perfect rectangular pulses
The Gaussian filter will be responsible for smoothing the pulse edges.
The transfer function of the dispersive fiber can be written
where β is the GVD parameter (see Equation 1), and L is the fiber's length. Hereinafter we disregard higher dispersion terms, since, as was explained in Ref.13, the influence of the next term even for high bitrates, is negligible.
In this case the exact solution of the signal at the other end of the fiber can be written directly without any approximation (Granot, Luz, & Marchewka, 2012; Granot & Marchewka, 2011 ) 
and α again represents the attenuation coefficient of the fiber (see Equation 1 ).
That is, the function srect (6) describes the exact evolution of a smooth rectangular pulse, i.e., a rect pulse after a spectrally Gaussian filter, in dispersive medium. Now, let us assume that we can measure only what happens within a single bit time-slot, which is what happens in a switchable TDM system, see Figure 1 .
Therefore, let the optical signal be sampled at 2M+1 points within a time slot T , i.e.,
Furthermore, let us assume that we are interested only in N nearest neighbors bits, i.e., we assume that the 2M+1 signal envelope measurements in the zero time slot (n=0) can be approximated by Figure 1 . Switchable TDM schematic. The sequence is splitted into 4 channels, each of which is connected periodically for only 1/4 of the total time.
Hence, the relation between the measured signal A and the digital data sent x can be written in a matrix form
, and 
Eavesdropping in Coherent Detection
In the case of coherent detection (Betti, De Marchis, & Iannone, 1995 ) the electromagnetic field is measured directly. Hence, the pulse envelope vector A is known by direct measurements. Since the matrix S can be approximated by (10) then if the number of unknown bits (2N+1) is equal to the number of measurements in a single bit period (2M+1), i.e., when N=M the data can easily be retrieved by inverting the matrix
(11) However, since the measurements are accompanied by noise it is advantageous to repeat as many measurements as possible. Since the measurements are taken on a live sequence, there are no repetitions, and therefore all the measurements have to be taken in the bit period, however, in principle, the measurements number can be considerably larger than the number of unknown bits. In this case, i.e., when M>N, the matrix cannot be inverted, however, the data can be retrieved by using least square error algorithm (Cherkassky & Mulier, 1998) 
Since one realization of this technique is to be activated in real time, then it is advantageous to calculate the matrix
beforehand. In real time only a matrix product with relatively small computational burden is required.
The problem with this method is that it is based on coherent detection, which is currently not used in short-range optical networks, although there is a good chance that it will be in the near future (Jung, Cho, Takushima, & Chung, 2010; Lavery et al., 2012; Cvijetic et al., 2011) .
Eavesdropping in Non-Coherent Detection
In the non-coherent case, the intensity, rather than the field, is measured, i.e., instead of measuring the field, the intensity is measured at 2M+1 different measuring points:
Or in a matrix form:
Hence, for every vector x an error function can be defined:
The minimum of this function min E , for all possible bit sequences x, is the best estimate of x, which should correspond to the sequence with the highest probability best x . Ideally, the exact solution of (14) is the correct x, for which 0 min = E , which does not occur in real scenarios.
When the number of unknown bits is relatively small, there is no need to guess the combination, but instead all the possible sequences of x of a given length can be examined.
In order to find this solution, a database is created for all possible combinations of x. In most examples used in this work N=3, i.e., the database included all possible combinations of 7 bits, i.e., 128 combinations. For every the error (15) is calculated. When the minimum error is reached, then the sequence best x is considered to be the algorithm solution (see Figure 2) . It should be emphasized that the term
is the database, and therefore does not have to be calculated in real time.
Experimental validation of the optical signal mathematical model
In the first section we demonstrate the ability of the function (5) As can be seen from Figures 3-5, despite the noisy measurements, which are a consequence of the fast sampling rate (note that averaging is not an option here) the theoretical analytical prediction is excellent, and it is even improved for 20-40km since the dispersion deformation smooths out the effects of noise. 
Simulation validation of the decoding algorithm
In the second part we demonstrate the ability of the algorithm (neighbors eavesdropping) to decipher the data of the adjacent unknown bits. After seeing that the mathematical description (5) describes fairly well the signals in the communication line, we use the mathematical formula to evaluate the algorithm's capabilities in the presence of noise.
First, a database, which consists of all the 128 combinations of 7 consecutive bits was generated for several fiber's lengths (10km, 20km, 30km, 40km, 50km, 60km, and 70km).
Then, a PRBS digital sequence was generated and substituted in Equation 5 to generate an optical signal. Optical noise was added to the sequence with different Signal to Noise Ratios (SNR's).
In the deciphering process, the bit at the center of each sequence in the database is compared to a specific (but random) bit in the noisy and dispersed sequence for evaluating the relative error of each sequence.
Finally, the adjacent neighbors of the chosen bit are reconstructed from the sequence in the data base with the smallest error.
In Figures 6-9 , the ability to decode the neighbors' bits for different distances and different SNR's is presented.
The bit number stands for relative distance between the central bit, i.e., the one where the measurements took place, and the adjacent ones, i.e., bit#0 is the measured bit, bit#1 is an average of its two nearest neighbors etc. As can be seen, this algorithm works reasonably well. Clearly, when the dispersion deformations are smaller than the noise level, it is more difficult to decipher the adjacent data. This is the reason that after 40km (in the low SNR case) it is easier to reconstruct the data than after 20km. Eventually when the deformations are too high (i.e., for Vol. 7, No. 2; 2015 long distances), the boundary effects of the finite combination in the data base are felt, and the reconstruction abilities are reduced again. That is the reason that it is more difficult to reconstruct the data beyond 60 km than after 40 km for the relatively far bits (except for the last SNR=3.5 case, where the optimum point is moved toward the 70 km).
An important conclusion is that the technique is relatively insensitive to the precise shapes of the initial signals in the database. Beyond 20Km the dispersion becomes the major distortion effect.
It should be stressed that for practical purposes the first adjacent (bit#1) is sufficient to prove that eavesdropping is possible. From Figures 6-9 it is shown that decoding of these bits (#1) has proven to be excellent for the first 20km scenario -considerably less than 10 -3 . In cases where the SNR is not too low (higher than 3.5) the BER increases above 1% only for distances larger than 60km, which is sufficient for PON.
Experimental validation of the model and algorithm
To validate the algorithm experimentally, the algorithm was applied on an experimental signal, which was deformed by dispersion. A 2 7 PRBS optical signal at 10Gb/s was generated with carrier wavelength of 1550nm and launched into a 90km of smf28 optical fiber.
In Figure 10 the optical intensity of the deformed signal is plotted.
It should be noted, that this experiment is equivalent for sending a 20Gb/s sequence into 22.5 km of fiber. In Figures 11-13 the detection probability as a function of the bit slot is presented for three different scenarios.
In Figure 10 the measurements were taken only in the time-slot of bit#0, and the adjacent bits# 1 ± , 2 ± and 3 ± were reconstructed from the algorithm based on the data base.
As can be seen, the reconstruction of bits 2 ± and 3 ± yielded relatively poor detection probability, however, the detection probability of the nearest (i.e., 1 ± ) neighbors was higher than 97%.
In Figure 12 , bit#0 was reconstructed based on the measurements in both bits +1 and -1. In this configuration 100% detection probability was generated.
Similarly, in Figure 13 the same idea is generalized in decoding the odd bits (+1,-1,+3 and -3) based on the measurements in the even bits (0,+2 and -2). These results show, that this kind of neighbors eavesdropping works with 100% precision within the experiment limitations of BER<10 -3 .
Clearly, this eavesdropping method can work provided the TDM remains in the optical domain. Conversion to the electrical domain will regenerate the initial digital signal and will eliminate the necessary deformation.
In these experiments the database contained only 128 bits combinations times 4 samples per bit. Hence, only 512 products are required to evaluate the correct combination, which is a task that can easily be done in real time. Figure 11 . Detection probability of different neighbors bits, based only on measurements in the bit #0 (marked with crosses) time slot Figure 12 . Detection probability of different neighbors bits, based on measurements in the bits +1 and -1 (marked with crosses) time slots
In fact, according to these charts one can identify unknown bits in between two known ones with absolute certainty. Figure 11 , the odd bits (+1,-1,+3 and -3) are decoded with 100% accuracy based on the measurements in the even bits (0,+2 and -2).
Applying the algorithm to measure the length of a fiber
In fact, there is no reason in assuming a priori knowledge of the fiber's length. Knowing the fiber length in advance saves a lot of time in decoding the neighboring channels. However, if the fiber length is unknown, one can extend the database for different fiber lengths. We can use the same algorithm, but instead of limiting the search to different kinds of bit combinations, we can include other unknowns such as the fiber's length (or the GVD parameter). Obviously, this method can be utilized in evaluating the fiber's length in any network without the need of sending control signals. Modern networks are highly dynamic. Frequently, they evolve faster than the network documentation and in many cases the network even changes during operation. Hence, the network manager requires a tool to evaluate the fiber length, or equivalently, the fiber's overall dispersion, between specific points. The most ubiquitous methods consist of control signals (such as specific tones), which are monitored at the other end of the channel. The main problem, of course, with these methods is that they utilize part of the spectral bandwidth, and thus hinder the channel capacity. In addition, these methods require access to both ends of the fiber, which in many cases this is an unattainable requirements.
The method presented here solves these problems completely, since the data signal at the end of the channel is compared to the pre-calculated database (instead of to a control signal), and therefore, this method can work continuously and simultaneously with the normal operation of the channel, where its full capacity is used. Moreover, it does not require access to both ends of the fiber.
As was said above, even the offset can be determined by the algorithm. Clearly, the offset is already determined in a TDM system; however, this algorithm can work even in a system, where there is no a-priori knowledge of the data sequence transmitted and therefore the offset is undetermined. This feature is important in cases, where there is no knowledge on the characteristics of the fiber line, no preliminary compensation is used, and the data BER is as high as 0.5.
The new database is therefore considerably larger, it consists the intensity ( )
as a function of the combination (b, for all the binary combinations of 2N+1 bits), the bin number (p, i.e., the measurement number in a single bit) as in the previous case, but also as a function of the fiber's length (i.e., this is a 3D database), i.e.,
which is a function of the offset r, the combination number b and the fiber's length z. The parameters, for which
is at minimum' determines the correct time offset r, the length of the fiber z, and even the specific combination b.
A schematic presentation of the process is illustrated in Figure 14 . The minimum of the error function determines the fiber's length. In Figure 13 the process, by which comparison between measured and the database takes place, is schematically presented. In all cases, the center bit (where the data is measured) is compared to the central bit in every combination in the entire database.
In Figure 15 the simulation results are presented, where the minimum error ( ) ( )
, for the best combination number b, and best offset r) is presented as a function of the fiber's length. As can be seen for the figure, the fiber's length can thus be estimated from the algorithm.
In Figure 16 we demonstrate the minimum error seeking algorithm for a real experimental setup. In this setup the data stream was sent at 10Gb/s into approximately 90km of optical fiber. Since the data was sampled at 80GS/s, every bit was oversampled at 8 different places. As can be seen from four different experimental results the fiber's length can be correctly estimated. After applying the algorithm for a large number of different places in the data stream the fiber length was measured to be km z 4 86 ± = .
It should be noted that the main calculation time consumption is the generation of the database, which is needed to be created only once. After the database generation is complete, the comparison itself takes less than a couple of seconds on an ordinary pc with a matlab platform.
The database contained (128 bit options) x (4 samples per bit) x (~100 fiber's lengths) elements, i.e., only 51,200 products are needed to evaluate the length of the fiber, which can easily be done in less than a second. Since the fiber length does not have to be measured in real time, this time scale is practically instantaneous.
The object of this investigation was to demonstrate the feasibility of the idea, and therefore, there was no attempt to improve the process or to make it more efficient. Nevertheless, the deciphering, and comparison times are sufficiently low for most practical purposes, and they can be reduced considerably with efficient programming.
It should be stressed that despite the fact that this technology was applied in this work to OOK, and despite the fact that in the non-coherent method only intensity is measured, this technology (even the non-coherent one) is not restricted to the OOK protocol, and, in principle, it should work on the BPSK and QPSK ones as well. 
Summ
The disper was shown many kilom also to de Moreover, it was shown that a similar algorithm can be used to measure the length of an optical communication channel without the need for a control (or pilot) signal generation and detection. In fact, by comparing the received data of an ordinary OOK signal sequence to a database comprising different combinations for different fiber's length, the exact length of the fiber can be retrieved. This method can be utilized as a low cost dispersion measuring technique, which unlike other methods can be operated in a running network without deteriorating its performances.
