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Abstract
We consider a robust analog of the planted clique problem. In this analog, a set S of vertices is
chosen and all edges in S are included; then, edges between S and the rest of the graph are included
with probability 1
2
, while edges not touching S are allowed to vary arbitrarily. For this semi-random
model, we show that the information-theoretic threshold for recovery is Θ˜(
√
n), in sharp contrast to
the classical information-theoretic threshold of Θ(log(n)). This matches the conjectured computational
threshold for the classical planted clique problem, and thus raises the intriguing possibility that, once we
require robustness, there is no computational-statistical gap for planted clique. Our lower bound involves
establishing a result regarding the KL divergence of a family of perturbed Bernoulli distributions, which
may be of independent interest.
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1 Introduction
The planted clique problem is perhaps the most famous example of a computational-statistical gap—while
it is information-theoretically possible to recover planted cliques even of size 2 log2(n), the best efficient
recovery algorithms require the clique to have size Ω(
√
n). It has long been conjectured that no polynomial-
time algorithm can find cliques of size n1/2−ǫ, with recent breakthrough work by Barak et al. (2016) estab-
lishing this for the class of sum-of-squares algorithms. There thus appears to be an exponential gap between
what is possible statistically and what is tractable computationally.
In this paper we revisit this gap, and question whether recovering cliques of size s ≪ √n is actually
meaningful, or if it can only be done by over-exploiting the particular details of the planted clique model.
Recall that in the planted clique model, a set S of vertices is chosen at random and all vertices in S are
connected; the remaining edges are then each included independently with probability 12 . While this model
is convenient in its simplicity, it also has a number of peculiarities—for instance, simply returning the
highest-degree nodes already performs nearly as well at recovering S as sophisticated spectral algorithms.
Feige and Kilian (2001) argue that it is more realistic to consider a semi-random model, in which edges
that do not touch any vertices in the clique are allowed to vary arbitrarily. This forces recovery algorithms
to be more robust by not relying on simple heuristics such as maximum degree to identify the planted clique.
It is then natural to ask—once we require such robustness, how large must a clique be to be statistically
identifiable? To this end, we establish a strong information-theoretic lower bound:
Theorem. In the semi-random model, it is information-theoretically impossible to even approximately re-
cover planted cliques of size o(
√
n). Moreover, it is information-theoretically possible to exactly recover
cliques of size ω(
√
n log(n)).
It is interesting that the information-theoretic threshold in the semi-random model essentially matches
the computational threshold of
√
n in the standard model. It is tempting to hope that, in the semi-random
model, the computational and statistical thresholds in fact coincide—i.e., that there is an efficient algorithm
for recovering cliques of size
√
n log(n). In such a case, the previous exponential gap between the statistical
and computational limits would vanish entirely.
The best upper bound we are aware of is via the results of Charikar et al. (2017) on robust estimation
in the ℓ2-norm, which allows recovery of cliques of size Ω˜(n
2/3). While this does not match the Θ˜(
√
n)
information-theoretic threshold, in a sense this is a much smaller gap than before—in the non-robust case
there was an exponentially large gap of log(n) versus
√
n, whereas here the gap is now at most
√
n versus
n2/3. Moreover, the algorithm in Charikar et al. (2017) solves a much more general problem and is not
tailored to the planted clique problem, so there is reason to hope that the true gap is smaller. Since initial
publication of this paper, McKenzie et al. (2018) improved this upper bound to O(n2/3), removing the log
factor.
The Model
We now explain the semi-random model in more detail. We consider a graph on n nodes with a planted
clique of size s. Label the nodes 1, . . . , n, and let S ⊆ {1, . . . , n} be the set of vertices in the clique. We
represent the graph by its adjacency matrix A ∈ {0, 1}n×n, which must be symmetric and satisfy Aii = 0
for all i. Beyond these constraints, A is generated as follows:
Aij =


1 : i, j ∈ S
Ber(12) : i ∈ S, j 6∈ S or j ∈ S, i 6∈ S
arbitrary : else
(1)
1
Here Ber(p) denotes the Bernoulli distribution with parameter p (i.e., a coin toss with probability p of being
1). In words, A is generated by planting a clique S and connecting all pairs of vertices in S; then connecting
each clique vertex to each non-clique vertex independently with probability 12 ; and finally filling in edges
between non-clique vertices arbitrarily.
This is essentially the model considered by Feige and Kilian (2001), except they additionally allow any
number of edges between S and [n]\S to be deleted. The focus of this paper is on lower bounds, so restrict-
ing the edges between S and [n]\S to be random (i.e., disallowing deletions among these edges) as above
will only make proving lower bounds harder—in particular, any lower bounds in our model automatically
hold in Feige and Kilian’s model. Our information-theoretic upper bound also holds in Feige and Kilian’s
model, though we will give an algorithmic upper bound that does require the edges between S and [n]\S to
be random. For the most part, however, a reader who prefers to think about Feige and Kilian’s model can do
so.
Motivation, Background, and Related Work
While the planted clique model is a central tool for understanding average-case hardness, it has long been
understood that it is somewhat artificial as a model of real data, as it imposes strong regularities on the
graph asserting that every vertex has a neighborhood that is either completely random or completely random
apart from the clique. This fails to capture interesting structure in real graphs—for instance, we might think
of planted clique as a stylized model for community detection, where the goal is to statistically recover
a community of highly connected vertices in a social network. In such a case, we might expect to see
high-degree “hub” vertices (which, despite their high degree, may not be part of a community) as well as
heterogeneity among different vertices. Both phenomena are ruled out by the classical planted clique model.
To deal with this, Blum and Spencer (1995) proposed the monotone adversaries1 model; in this model, a
graph is first drawn from the classical planted clique model, and then an adversary is allowed to remove any
of the non-clique edges. Intuitively, this should only make the problem easier; however, this model already
re-assuringly rules out simple degenerate heuristics (such as returning the highest-degree nodes) that work
in the original planted clique model but not the monotone adversaries model.
While the monotone adversaries model does allow interesting variation beyond the original planted
clique model, it is still quite restrictive—it only allows the creation of graphs with a single large clique,
while real-world graphs typically have many densely connected communities. One could explicitly extend
the model to have multiple planted cliques (or more generally multiple planted dense subgraphs, as in
Chen et al. (2014), Gue´don and Vershynin (2014), and Agarwal et al. (2015)), but this is still unsatisfying—
it forces us to model the entire graph just to learn about a single clique/community. If our model for the rest
of the graph is wrong, then formally, any recovery guarantees will no longer hold.
This leads us to Feige and Kilian’s model as described above, which allows not only edge deletions,
but also edge additions as long as the added edges have both endpoints outside the planted clique. Rather
than having to explicitly model additional cliques, the additional cliques are elegantly accounted for as
edges that may be added in the rest of the graph. Beyond modeling a richer family of graph structures,
Feige and Kilian’s model is also interesting because it gets at the notion of which structures can be recovered
locally (i.e., by relying only on the planted structure and its neighborhood).
While this model seems very natural to us, it unfortunately does not appear very well-studied, despite a
great deal of work on the weaker monotone adversaries model (Feige and Krauthgamer, 2000; Coja-Oghlan,
1Blum and Spencer’s model has been alternately referred to as the monotone adversaries model or the semi-random model,
while Feige and Kilian’s model has only been referred to as the semi-random model. We will always refer to the former as the
monotone adversaries model and the latter as the semi-random model in this paper.
2
2004; Chen et al., 2014; Gue´don and Vershynin, 2014; Moitra et al., 2015; Agarwal et al., 2015). In fact, to
our knowledge, only two papers since Feige and Kilian have studied versions of their model—Coja-Oghlan
(2007), who study maximum independent sets and k-colorings, and Makarychev et al. (2012), who propose
a fairly general model for semi-random graph partitioning. The paucity of results in this model is perhaps
because, while semidefinite programs form a natural class of algorithms that work in the monotone adver-
saries model, it appears challenging to design algorithms for the full semi-random model. Moreover, from a
statistical perspective, it might intuitively seem impossible to recover the planted clique in the face of such
a powerful source of adversarial corruptions.
Some recent work on learning in the presence of adversarial corruptions has caused us to question this
intuition, and to feel that the semi-random model deserves renewed interest. Specifically, Charikar et al.
(2017) study learning in the presence of a large (possibly even majority) fraction of corruptions. Among
other settings, they propose a model of clustering where, rather than thinking of the data as a mixture of k
clusters, one only models a single cluster and allows the data that would have come from the remaining k−1
clusters to instead be completely arbitrary. Surprisingly, it is possible to efficiently and robustly cluster the
data essentially as well as is possible with the best non-robust computationally efficient algorithms. While
one might have initially suspected that such a strong adversary would destroy any hope of statistical recovery,
in fact we lose nothing as long as we restrict attention to efficient algorithms.
Charikar et al. (2017) also study a robust version of the stochastic block model, which is a generalization
of the model studied here. In the present setting, their results imply that it is possible to robustly recover
planted cliques of size Θ˜(n2/3) in polynomial time; this puts to rest the idea that efficient algorithms are
unattainable in this setting. This, together with the observation (proved below as Theorem 1.2) that it is
information-theoretically possible to recover cliques of size Θ˜(
√
n)–i.e., at the same threshold as algorith-
mic recoverability in the classical model–led us to consider the semi-random model much more closely.
Here, we obtain a better understanding of this model by showing that the information-theoretic recovery
threshold is exactly Θ˜(
√
n). This exhibits a large gap relative to the monotone adversaries model (for which
recovery is possible at size Θ(log n)); it also establishes the threshold at which statistical recovery of the
clique is possible from purely local information (i.e., from the clique and its neighborhood). While recovery
below this threshold may be possible, it would necessarily involve assumptions on parts of the graph that
are disjoint from the planted clique.
Other related work. Moitra et al. (2015) recently studied information-theoretic thresholds for planted re-
covery in the monotone adversaries model, and established the surprising result that even for monotone
adversaries the two-community stochastic block model problem is information-theoretically harder than in
the absence of adversaries. The gap shown there is only a constant factor, in contrast to the log n vs.
√
n
gap shown here (though of course the models are different and so the results are incomparable).
Steinhardt et al. (2018) recently established information-theoretic upper bounds for a large class of ro-
bust learning problems, and our upper bound here follows their strategy. Non-trivial information-theoretic
lower bounds for robust recovery are still somewhat lacking, and the results here provide one step towards
that end.
Recovery Criterion
In the semi-random model, it is necessary to modify our notion of what it means to recover the planted
clique S: Because edges not touching S can be chosen arbitrarily, the set S need not be the unique large
clique in the graph, even when the clique size s is very large. Indeed, even if s = n2 , we could observe a
graph with two cliques of size n2 (with all edges between them occurring with probability
1
2 ) and it would
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be impossible to tell which of the two was the planted clique S.
How can we overcome this ambiguity? One natural condition is to ask that most members of S are able
to identify S. In other words, if we think of the clique as a community, members of that community should
be able to identify the other members.
We can formalize this as follows: we are given the adjacency matrix A of the graph and a vertex v
sampled uniformly from S, and asked to output an estimate Sˆ(A, v) of the set S. (The vertex v is sampled
after A is generated, i.e. the adversary in the semi-random model is not allowed to respond to the choice of
v.) This is a special case of the semi-verified model introduced by Charikar et al. (2017). We succeed if S
and Sˆ are similar according to some similarity measure.
Our specific similarity measure is the Jaccard index J(S, Sˆ) = |S∩Sˆ||S∪Sˆ| , although our results are mostly
agnostic to this choice. We will show that when the clique size s≪ √n, even partial recovery is impossible
under this measure—J(S, Sˆ) = o(1) for all estimators Sˆ whenever s = o(
√
n). In fact, we will show that it
is impossible to distinguish between the case where a subset of s vertices belongs to a unique planted clique,
and the case where every vertex belongs to Θ(
√
n/s) planted cliques. In contrast, when s ≫ √n log(n),
exact recovery is possible—J(S, Sˆ) = 1 with high probability.
We note that some other work on the semi-random model, such as Makarychev et al. (2012), considers
a different notion of success. Rather than asking to recover the specific clique S, they are happy with
recovering any large clique. This is a reasonable notion if one’s goal is to test the effectiveness of graph
heuristics, i.e. to use the semi-random model as a rich test-bed for analyzing heuristics for maximum clique
and other NP-hard problems. That goal is certainly both well-motivated and interesting, but is not the
focus here. From a statistical perspective, identifying the specific clique S is in fact important—if S is
unidentifiable, then the original statistical recovery problem was ill-posed to begin with, and no heuristic
can circumvent this.
Results and Techniques
Our main result is an information-theoretic lower bound on recovery in the semi-random model:
Theorem 1.1. For any n and s, there is a distribution over instances of the semi-random planted clique
model, each with planted clique size at least s, such that given the adjacency matrix A and v sampled
uniformly from S, any candidate Sˆ(A, v) for S must satisfy
EA,v
[
J(S, Sˆ(A, v))
]
≤ O
(s+ log(n)√
n
)
. (2)
In particular, this means that the Jaccard similarity goes to 0 whenever s/
√
n goes to 0.
The proof idea is to construct a “null distribution” P0(A) under which every vertex belongs to exactly k
identically distributed cliques, and show that it has small total variational distance to an instance P1 of the
semi-random model. Then, given v, it is impossible to tell which of the k cliques is S, and so one cannot
achieve Jaccard similarity better than O( 1k ). It turns out we can take k = Θ(
√
n/s) while still maintaining
low total variational distance.
Lower bound construction. One challenge is how to construct the k identically distributed cliques. Ideally,
we would like every pair of cliques to have small intersection, since in the semi-random model the cliques
are supposed to be disjoint. We take inspiration from a well-known combinatorial design involving finite
fields. Specifically, for any finite field Fm, we can consider the line in F
2
m with a given slope r and intercept
h, i.e. Lr,h = {(a, b) | a− br = h}. If we take Lr,h where r ranges from 0 to k − 1 and h ranges from 0 to
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m − 1, then every point in F2m is covered by exactly k lines, and every pair of lines intersects in at most 1
point. We will sample points from F2m without replacement, and create a clique for each of the lines Lr,h.
Coupling and perturbed Bernoulli distributions. Using a coupling argument, we will show that the above
construction P0 can be approximately simulated using an instance P1 of the semi-random model. However,
a difficulty is that P0 has a number of dependencies (due to the additional cliques) that cannot exist in
P1 due to the independence between the random edges in P1. To address this, we establish a technical
result–Proposition 2.2–regarding a family of “perturbed Bernoulli” distributions, which shows that their KL
divergence is small as long as the “low-order statistics” of the perturbations are similar. In our context, this
shows that the dependencies in P0 created by the additional cliques are sufficiently hidden by the randomness
in the remaining edges. The family of perturbed Bernoulli distributions is quite general and this bound may
be useful in other cases, as well.
Upper bound. We also establish an upper bound showing that exact recovery is information-theoretically
possible for sets of size
√
n log(n), and computationally possible for sets of size n2/3 log1/3(n):
Theorem 1.2. Under the semi-random model, for a planted clique of size s = ω(
√
n log(n)), exact recovery
is possible with high probability— there is an Sˆ(A, v) such that PA,v[S = Sˆ(A, v)] = 1− o(1).
Moreover, there exists a constant C such that for s ≥ Cn2/3 log1/3(n), efficient exact recovery is
possible—there is a polynomial-time algorithm Sˆ(A, v) such that PA,v[S = Sˆ(A, v)] = 1− o(1).
This result is relatively straightforward but we include it for completeness. The information-theoretic
bound uses the fact that the true planted clique must have small intersection (size at most O(log n)) with
any other large clique, and therefore for cliques of size s we can recover all but a n log(n)
s2
fraction of the
vertices in the clique (this follows an argument of Steinhardt et al. (2018)). We note this bound holds in
Feige and Kilian’s model as well (i.e., it still holds under deletions of edges between S and [n]\S). The
computational bound is essentially Corollary 9.3 of Charikar et al. (2017); unlike the information-theoretic
bound, it is not robust to deletions between S and [n]\S.
Open Problems
The results in this paper show that in the semi-random model, the information-theoretic threshold for planted
clique is between
√
n and
√
n log(n). We believe that the correct threshold is
√
n log(n):
Conjecture 1.3. If s = o(
√
n log(n)), no algorithm can even partially recover S in the semi-random model.
In our lower bound construction below, we consider distributions over cliques that overlap in a single
element. Proving Conjecture 1.3 would require considering cliques that overlap in log(n) elements, which
seems possible but more challenging (note that we show in the proof of Theorem 1.2 that it is impossible for
cliques to overlap in more than O(log n) elements).
Computationally, our upper bound is at s = Θ˜(n2/3), while in the purely random model there are
algorithms which succeed at s = Θ(
√
n). This is a large gap, and one might hope to do better, especially
given that the computational upper bound is tailored to a much more general problem that does not exploit
the planted clique structure.
Open Problem 1.4. Is there a polynomial-time algorithm that, for s = ω(
√
n log(n)), exactly recovers S
with high probability under the semi-random model?
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A resolution in either direction would be interesting—if resolved in the positive, this would mean that,
once we require robustness, the computational-statistical gap for planted clique vanishes; on the other hand,
if resolved in the negative, it would yield an instance where there is a computational gap between robust
recovery and non-robust recovery.
Finally, we can generalize the planted clique model to the more general planted dense subgraph model,
in which edges within S are formed with probability p, and edges between S and [n]\S are formed with
probability q. The planted clique model corresponds to p = 1, q = 12 . We can then ask for the information-
theoretic recovery threshold in this more general model, as a function of p and q.
Conjecture 1.5. The information-theoretic threshold for recovery in the semi-random planted dense sub-
graph model is Θ˜(
√
n(p+q)
(p−q)2 ).
The threshold in Conjecture 1.5 is the Kesten-Stigum threshold (Kesten and Stigum, 1966b;a), which is
believed to be the threshold for efficient recoverability in the stochastic block model (Decelle et al., 2011).
As semi-random dense subgraph is a natural robust analog of the stochastic block model, a proof of Con-
jecture 1.5 would be another data point suggesting a relationship between robustness and computation. We
remark that at least the upper bound can be established with similar ideas to Theorem 1.2.
2 Perturbed Bernoulli Distributions
The main technical tool in our proof is a bound on a class of distributions that we refer to as perturbed
Bernoulli distributions. These are obtained by first sampling s variables X1:s ∈ {0, 1} independently from a
Bernoulli distribution, then setting some subset of them to 1. More formally, consider the following process:
• First, Y1, . . . , Ys ∼ Ber(q).
• Then, a set J ⊆ {1, . . . , s} is sampled according to a probability mass function σ (i.e., σ(J) is the
probability of sampling J).
• Finally, Xj is set to 1 if either Yj = 1 or j ∈ J .
Definition 2.1. We say that a random variable distributed asX1:s above is a perturbed Bernoulli distribution
with parameters q and σ. We denote it by X1:s ∼ PB(q, σ).
In our analysis in the subsequent sections, we will take q ≈ 12 , and σ will place most of its mass on
sets of size 0 or 1. It turns out that many of the distributions we will want to analyze in comparing the
semi-random model to a null model are perturbed Bernoulli distributions, where intuitively we would like to
say that a perturbed Bernoulli distribution is close to the original Ber(q) distribution. Unfortunately, such a
comparison is too coarse, and we instead need to show that two perturbed Bernoulli distributions are close if
the perturbations have “similar low-order statistics”. This can be made precise in the following proposition:
Proposition 2.2. Suppose that X1:s ∼ PB(q, σ), and X ′1:s ∼ PB(q, τ). Let S(J) =
∑
J ′⊇J σ(J
′) and
define T (J) similarly in terms of τ . Then, we have
Dkl(PX , PX′) ≤ 1
τ(∅)
∑
J⊆{1,...,s}
(1− q
q
)2|J |
(S(J) − T (J))2, (3)
where PX and PX′ are the distributions over X and X
′ and Dkl denotes KL divergence.
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To interpret Proposition 2.2, first note that τ(∅), the probability that J is the empty set under τ , must
be non-negligible for (3) to be meaningful. We will specifically have in mind the case where σ and τ place
most of their mass on sets of small size (say, for simplicity, sets of size at most 1). To use Proposition 2.2 in
this case, one would first argue that
∑
|J |≥2(
1−q
q )
2|J |(S(J)−T (J))2 ≤ 2∑|J |≥2(1−qq )2|J |(S(J)2+T (J)2)
is negligible, and next argue that S(J) and T (J) take similar values on sets of size 1 (the size 0 case is
trivial because S(∅) = T (∅) = 1). This is useful because it allows us to show that two perturbed Bernoulli
distributions are similar as long as the “low-order statistics” of σ and τ match and the “high-order statistics”
are negligible.
The proof of Proposition 2.2 is given in Appendix A. It is based on upper-bounding KL divergence by
χ2 divergence, and then analyzing a sort of Fourier transform of the probability distributions PX and PX′ .
As a final note, if q′ > q then sampling from a Ber(q′) distribution is equivalent to sampling from
PB(q, σ) with σ(J) = ( q
′−q
1−q )
|J |(1−q
′
1−q )
s−|J |. This is because flipping a coin with weight q′ is equivalent to
flipping coins with weights q and q
′−q
1−q , and calling the result heads if if either coin comes up heads.
3 Lower Bound: Warm-Up
In this section we will prove a weaker version of Theorem 1.1, showing that the probability of recovering S
cannot be much larger than 12 (the proof of the full version of Theorem 1.1 is given in Section 4). The idea
is to construct a null distribution P0 which does not lie in the semi-random model, and from which S cannot
be recovered, and show that it is close to a distribution P1 lying in the semi-random model.
The null distribution P0. We start by describing P0, which is parameterized by integers n (the size of the
graph) and m; it will induce cliques of size roughly nm . It is constructed so that samples from P0 have the
following properties:
• The graph contains 2m cliques, each of size approximately nm .
• Every vertex lies in two cliques.
• Every pair of cliques is either disjoint or has intersection 1.
We will do this as follows, creating two groups ofm cliques each. For each vertex i ∈ [n], sample (without
replacement) a pair (ai, bi) ∈ [m]× [m]. Vertex i will belong to the aith clique in the first group, and the bith
clique in the second group. Note that sampling without replacement ensures that no two cliques intersect in
more than one element.
Given a1:n and b1:n, we generate the adjacency matrix A for the graph as follows:
Aij =
{
1 : ai = aj or bi = bj,
Ber(q) : else.
(4)
Here q will be chosen to be 12 − 12m−2 ; it is slightly less than 12 in order to correct for the extra edges created
by the two cliques, so that the expected degree is the same as in the semi-random model.
The semi-random instance P1. We want to construct a semi-random instance P1 that is close to P0. We
will do this via a coupling argument: we express a sample from P0 as a sequence of local decisions, and
show that each decision can either be exactly imitated under P1, or approximately imitated with small KL
divergence.
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S [n]\SS [n]\S
S
Figure 1: Illustration of step 2 of P0 (left) vs. step 2
′ of P1 (right). Each grid is the top s × n portion of
the adjacency matrix. Red edges are from cliques while blue edges are random. In the left matrix, b6 = 2,
b9 = 3, b11 = 5, b12 = 2, and b14 = 1 (the remaining elements of b6:14 are all larger than 5). The extra red
edges introduce anti-correlations in P0 which could potentially distinguish it from P1. We will bound these
correlations using Proposition 2.2.
First let us re-express P0 in a way that makes it look more like a planted clique instance, where we
will think of the clique corresponding to ai = 1 as the “planted” clique S. Let HG(n,K,N) denote the
hypergeometric distribution, which samples n items without replacement from [N ], and counts the number
of sampled items lying in {1, . . . ,K}. We can generate A ∼ P0 sequentially as follows:
1. Sample s ∼ HG(n,m,m2) and let S be a uniformly random subset of [n] of size s. Set ai = 1 for
each i ∈ S and sample the corresponding bi from [m] without replacement. Connect all vertices in S.
2. For each i 6∈ S, determine which edges should exist between S and [n]\S. This involves sampling
(ai, bi) and determining if bi = bj for some j ∈ S (in which case Aji = 1), and including the
remaining edges with probability q.
3. Finally, fill in all of the remaining edges (i.e., the edges between elements of [n]\S) conditioned on
the decisions made in steps 1 and 2.
Steps 1 and 3 can be exactly mimicked under the semi-random model—step 1 because it involves plant-
ing a clique at random, and step 3 because it only involves decisions in [n]\S, which we are allowed to
choose arbitrarily. For step 2, however, we cannot exactly mimic P0 in the semi-random model—our hands
are tied because all edges between S and [n]\S must be generated at random. Under P1, then, steps 1 and 3
are the same as P0, but we use the alternate step 2
′:
2′. For each i 6∈ S, determine which edges should exist between S and [n]\S. This involves setting Aji
to be 1 with probability 12 independently for all j ∈ S.
It is also necessary to sample (ai, bi) in step 2
′, since these are used in step 3. Since ai and bi do not affect
the edges generated in 2′, we can sample them however we want without violating the semi-random model.
For each i, we will thus mimic P0 by sampling (ai, bi) from the conditional distribution under P0 given the
decisions made so far (e.g. conditioned on S, on the previous (ai′ , bi′), and on Aji).
Comparing P0 and P1. We next want to show that P0 and P1 are close. For this, it helps to more concretely
represent the difference between P0 and P1 in step 2. For convenience, number the vertices in S as 1, . . . , s
and assume that bi = i for i = 1, . . . , s. Suppose that we have already filled in the edges from S to
vertices s+ 1, . . . , i− 1 (and also sampled bs+1, . . . , bi−1), and want to fill in the edges from S to vertex i.
Conditioned on bs+1:i−1, these edges have the following distribution under P0:
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• For each j = 1, . . . , s, set Aji = 1 with probability q.
• Additionally, sample j0 ∈ {1, . . . ,m} with probability πj0 = m−1−Ni(j0)m2−m−(i−s−1) . If j0 ∈ [s] then set
Aj0i = 1 as well.
Here Ni(j) counts the number of bl with bl = j and s+ 1 ≤ l < i. This expression for πj0 comes from the
fact that among the m2 −m − (i − s − 1) pairs (a, b) that have not yet been used, there are m − 1 pairs
(a, b) with a 6= 1 and b = j0, but some might have been used up already from the samples bs+1, . . . , bi−1.
Note thatA1:s,i is exactly sampled from a perturbed Bernoulli distribution PB(q, σ), where σ({j}) = πj ,
σ(∅) = 1−∑sj=1 πj , and σ(J) = 0 for |J | ≥ 2. On the other hand, under P1, the A1:s,i are instead sampled
independently from Ber(12 ). This is equivalent to a PB(q, τ) distribution with τ(J) = (
1−2q
2−2q )
|J |( 12−2q )
s−|J |
(see comment at end of Section 2). We can therefore apply Proposition 2.2 regarding the KL divergence of
perturbed Bernoulli distributions to obtain the following bound on Dkl(P0(A1:s,i), P1(A1:s,i)):
Corollary 3.1. For P0 and P1 as above, we have
Dkl(P0(A1:s,i), P1(A1:s,i) | b1:i−1, s)
≤ (2− 2q)s
((1− q
q
)2 s∑
j=1
(1− 2q
2− 2q − πj
)2
+
∑
|J |≥2
( (1− q)(1 − 2q)
q(2− 2q)
)2|J |)
=
( m
m− 1
)s(( m
m− 2
)2 s∑
j=1
(1/m − πj)2 +
∑
|J |≥2
(m− 2)−2|J |
)
. (5)
In the first line, the (2 − 2q)s term comes from the fact that τ(∅) = ( 12−2q )s; the first sum comes from
comparing S({j}) and T ({j}) (sets of size 1), while the second sum comes from summing over |J | ≥ 2
and noting that S(J) = 0 for such sets. The second line is simply substituting q = 12 − 12m−2 .
Provided that s ≤ m − 6 we can check that ( mm−1 )s( mm−2 )2 ≤ 3, and
∑
|J |≥2(m − 2)−2|J | = (1 +
1
(m−2)2 )
s − s
(m−2)2 − 1 ≤ s
2
(m−2)4 . Therefore, (5) yields
Dkl(P0(A1:s,i), P1(A1:s,i) | b1:i−1, s) ≤ 3 s
2
(m− 2)4 + 3
s∑
j=1
(πj(b1:i−1)− 1/m)2. (6)
Chaining the KL divergence. Having bounded the KL divergence of each local decision, we would like to
obtain a global bound on the difference between P0 and P1. We can do this with the following inequality,
which follows from the chain rule for KL divergence (all expectations are with respect to P0):
Dkl(P0(A), P1(A)) ≤ Es
[ n∑
i=s+1
Eb1:i−1 [Dkl(P0(A1:s,i), P1(A1:s,i) | b1:i−1, s)]
]
. (7)
Plugging (6) into (7), we obtain
Dkl(P0(A), P1(A)) ≤ Es
[
3s2n
(m− 2)4 + 3
n∑
i=s+1
s∑
j=1
Eb1:i−1
[
(πj(b1:i−1)− 1/m)2
] ]
. (8)
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To bound (8) we need to analyze the mean and variance of πj . By symmetry, E[πj(b1:i−1)] = πj(b1:s) = 1m .
Also, Var[πj(b1:i−1)] = 1(m2−m−(i−s−1))2 Var[
∑i−1
l=s+1 I[bl = j]]. We have (m
2 − m − (i − s − 1))2 ≥
(m2 − 2n)2 ≥ 12m4 assuming m2 ≥ 7n. Therefore, Var[πj ] is bounded above as
Var[πj(b1:i−1)] ≤ 2
m4
Var
[ i−1∑
l=s+1
I[bl = j]
]
(9)
(i)
≤ 2
m4
i−1∑
l=s+1
Var[I[bl = j]] (10)
(ii)
≤ 2(i− s− 1)
m5
≤ 2n
m5
. (11)
Here (i) is because the events I[bl = j] are negatively correlated (since we sample without replacement),
and (ii) is because I[bl = j] is Ber(
1
m ) which has variance less than
1
m . We thus have Eb1:i−1 [(πj(b1:i−1)−
1/m)2] = Varb1:i−1 [πj(b1:i−1)] ≤ 2nm5 .
Now, plugging back into (8) and using the fact that E[s] = n/m, Var[s] ≤ n/m, we obtain
Dkl(P0(A), P1(A)) ≤ Es
[
3s2n
(m− 2)4 +
6sn2
m5
]
(12)
≤ 3n
(m− 2)4 ((n/m)
2 + n/m) +
6n3
m6
≤ O
( n3
m6
)
. (13)
By Pinsker’s inequality, this implies that Dtv(P0(A), P1(A)) ≤
√
1
2Dkl(P0(A), P1(A)) = O(n1.5/m3).
Obtaining a recovery lower bound. We have just concluded that the total variation distance between P0
and P1 is small—at most O(n1.5/m3). On the other hand, under the null distribution P0 it is clear that S
cannot be recovered with probability greater than 12 (because there are two completely symmetric choices
for S). The total variation distance upper-bounds the probability that any test can distinguish between P0
and P1. In particular, if it was possible to recover S with probability much greater than
1
2 + Θ(n
1.5/m3),
then we could use this as a test, which would contradict the total variation bound. So, there is no way to
recover S with probability greater than 12 +O(n1.5/m3).
4 Lower Bound: Full Argument
We now give the argument for the full lower bound, showing that the probability of recovering S (and
more generally, the Jaccard similarity with S) goes to 0, rather than to 12 as above. In the previous section,
our construction involved a null distribution P0 where every vertex belonged to 2 cliques. In order for
the recovery probability to go to 0, we need every vertex to belong to k cliques, where k → ∞ (we will
eventually take k = Θ(
√
n/s).
The analysis is nearly identical to Section 3, except that the probability distribution over each column
A1:s,i becomes much more complicated. Before it consisted of a Bernoulli distribution perturbed in at most
one element, whereas now each column could (with some low probability) be perturbed in as many as k− 1
places, and the overall distribution over perturbations ends up being quite complex. Fortunately, it is still in
the family of perturbed Bernoulli distributions, and so we can still apply Proposition 2.2 to obtain bounds
on the KL divergence.
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To start, we first need to generalize the construction from Section 3 from 2 sets of cliques to k sets of
cliques. The previous construction sampled (ai, bi) from anm×m grid, and created cliques corresponding
to the rows and columns of that grid. If we wanted a third set of cliques, we could also consider diagonals of
the grid. More generally, we can associate [m]× [m] with the two-dimensional vector space F2m (assuming
m is prime), and construct a clique for every line of slope 0, 1, . . . , k − 1.
The null distribution P0. More formally, the null distribution P0 is constructed as follows:
• For i = 1, . . . , n, sample (ai, bi) without replacement from [m]× [m].
• Define the relation (a, b) ⊲⊳ (a′, b′) if a− a′ ≡ r(b− b′) (mod m) for some r ∈ {0, . . . , k − 1}.
• Generate A by setting Aij =
{
1 : (ai, bi) ⊲⊳ (aj , bj)
Ber(q) : else.
Here we will let q = 12 − k−12(m−k+1) .
The semi-random instance P1. As in the previous section, we will construct P1 via a coupling with P0.
The idea will be to pick a random line Lr,h = {(a, b) | a− br ≡ h (mod m)} as corresponding to the true
planted clique. For this line, the outgoing edges will all be sampled from Ber(12 ) rather than according to
the null distribution. Specifically, P1 is sampled as follows, analogously to Section 3:
0. Sample r∗ uniformly from {0, . . . .k − 1} and h∗ uniformly from {0, . . . ,m− 1}.
1. Sample s ∼ HG(n,m,m2) and let S be a uniformly random subset of [n] of size s. For i ∈ S, sample
(ai, bi) uniformly from Lr∗,h∗ without replacement.
2′. For each i 6∈ S and j ∈ S, draw an edge between j and i with probability 12 .
3. Fill in the remaining edges according to the conditional distribution under P0.
We refer to the second step as 2′ because it is analogous to step 2′ in the previous section. This semi-random
instance is almost identical to the null distribution P0, except that under the null distribution step 2
′ is
replaced with the following step 2:
2. For each i 6∈ S, sample (ai, bi) without replacement from F2m\Lr∗,h∗ . Then for j ∈ S, if (aj , bj) ⊲⊳
(ai, bi) draw an edge between j and i; otherwise draw an edge between j and i with probability q.
Note that step 2 again corresponds to a perturbed Bernoulli distribution, where the perturbations correspond
to the edges Aji with (aj , bj) ⊲⊳ (ai, bi); we analyze this in more detail below.
BoundingDkl(P0, P1). Without loss of generality assume that S = {1, . . . , s}. As before, the main task is
bounding the conditional KL divergenceDkl(P0(A1:s,i), P1(A1:s,i) | a1:i−1, b1:i−1, s) for the edges between
S and some i 6∈ S.
Under the null distribution P0, the conditional distribution of A1:s,i is a perturbed Bernoulli distribution:
first we sample Y1:s ∼ Ber(q), then sample (ai, bi) uniformly from F2m\(Lr∗,h∗ ∪ {(al, bl)}i−1l=s+1) and set
Aji = 1 if either Yj = 1 or j ∈ J(ai, bi), where J(a, b) = {j ∈ [s] | (aj , bj) ⊲⊳ (a, b)}.
This is a more complicated distribution from before, but Proposition 2.2 is still flexible enough to analyze
it. Let Ni(j) be the number of (al, bl) with s + 1 ≤ l < i such that (al, bl) ⊲⊳ (aj , bj). Then A1:s,i ∼
PB(q, σ), where σ does not have a closed form, but for a single element j we have
S({j}) =
∑
J⊇{j}
σ(J) =
(k − 1)(m− 1)−Ni(j)
m2 −m− (i− s− 1) . (14)
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This is because there are initially (k − 1)(m− 1) opportunities for i and j to lie on the same line (note that
Lr∗,h∗ is already used up), and Ni(j) counts the number of these opportunities that are already taken up by
previous (al, bl).
On the other hand, for |J | = 2, first note that S(J) ≤ (k−1)(k−2)m(m−1)−n ≤ 2k
2
m2
(assuming n ≤ m(m− 1)/2).
This is because for any two points (a, b), (a′, b′) ∈ Lr∗,h∗ , any pair of non-parallel lines through these points
has a single point of intersection, and so the probability of containing the set J = {(a, b), (a′, b′)} is at most
(k − 1)(k − 2) (the number of pairs of non-parallel lines) divided bym(m− 1)− n (a lower bound on the
number of points in F2m\Lr∗,h∗ that have not yet been sampled). Since S(J) decreases monotonically in J ,
this means that S(J) ≤ 2k2
m2
for all |J | ≥ 2 as well.
We can now apply Proposition 2.2. As before, under P1, A1:s,i comes from Ber(
1
2 ) = PB(q, τ), with
τ(J) = (1−2q2−2q )
|J |( 12−2q )
s−|J |. Assuming k ≤ m/4 and 2s+ 8 ≤ m/k, we get (see Appendix D for details)
Dkl(P0(A1:s,i), P1(A1:s,i) | a1:i−1, b1:i−1, s)
≤ 3
s∑
j=1
(S({j}) − T ({j}))2 + 6
∑
|J |≥2
( m
m− 2k + 2
)2|J |
(S(J)2 + T (J)2). (15)
Note that T (J) = (k−1m )
|J |. For |J | = 1, this together with (14) yields, for the first sum,
s∑
j=1
(S({j})− T ({j}))2 =
s∑
j=1
((k − 1)(m− 1)−Ni(j)
m2 −m− (i− s− 1) −
k − 1
m
)2
. (16)
Next, plugging in T (J) = (k−1m )
|J | for larger J yields
∑
|J |≥2
( m
m− 2k + 2
)2|J |
T (J)2 =
∑
|J |≥2
( m
m− 2k + 2
k − 1
m
)2|J |
(17)
=
(
1 +
( k − 1
m− 2k + 2
)2)s − ( k − 1
m− 2k + 2s
)2 − 1 (18)
≤
( s(k − 1)2
(m− 2k + 2)2
)2 ≤ 2k4s2
m4
(19)
assuming that s(k − 1) ≤ m− 2k + 2. Finally, using the previous observation S(J) ≤ 2k2
m2
, we have
∑
|J |≥2
S(J)2 ≤ 2k
2
m2
∑
|J |≥2
S(J). (20)
Putting these together, we get:
Corollary 4.1. Assume that k ≤ m4 and that s ≤ m2k − 4. Then we have
Dkl(P0(A1:s,i), P1(A1:s,i) | a1:i−1, b1:i−1, s)
≤ 3
s∑
j=1
((k − 1)(m− 1)−Ni(j)
m2 −m− (i− s− 1) −
k − 1
m
)2
+
12k4s2
m4
+
12k2
m2
∑
|J |≥2
S(J). (21)
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Chaining the KL divergence. Chaining the KL divergence in the same way as before, we obtain for any
s ≤ m2k − 4,
Dkl(P0(A), P1(A) | s)
≤
n∑
i=s+1
Ea1:i−1,b1:i−1 [Dkl(P0(A1:s,i), P1(A1:s,i) | a1:i−1, b1:i−1, s)] (22)
≤ 12k
4s2n
m4
+
12k2
m2
n∑
i=1
∑
|J |≥2
E[S(J) | s] + 3
n∑
i=1
s∑
j=1
E
[( (k − 1)(m− 1)−Ni(j)
m2 −m− (i− s− 1) −
k − 1
m
)2 | s].
(23)
Now, for the first sum we have ∑
|J |≥2
S(J) =
∑
|J |≥2
∑
J ′⊇J
σ(J ′) (24)
≤
∑
J ′
∑
J⊆J ′,|J |≥2
σ(J ′) (25)
≤
∑
J ′
(2|J
′| − |J ′| − 1)σ(J ′), (26)
which is the expected value of 2I − I−1, where I is the number of points of intersection of S with the k−1
lines going through (ai, bi). Since each of these lines intersects Lr∗,h∗ exactly once, and S is a uniformly
random subset of s out ofm elements of Lr∗,h∗ , I is hypergeometrically distributed–I ∼ HG(k − 1, s,m)–
and (26) is equal to EI∼HG(k−1,s,m)[2I − I − 1] ≤ 4k2s2m2 as long as s ≤ m/2k (see Appendix E for
justification).
For the second sum, note that k−1m is the mean of the random variable
(k−1)(m−1)−Ni(j)
m2−m−(i−s−1) , and so the
calculation comes down to computing the variance of Var[Ni(j)]/(m
2 −m− (i− s− 1))2 ≤ 4
m4
Var[Nj ]
assuming that n+m ≤ m2/2. We note thatNi(j) is a sum of k−1 (dependent) hypergeometric distributions
each distributed asHG(i−s−1, (k−1)(m−1),m(m−1)) and so has variance at most k2 ·(i−s−1)k−1m ≤
nk3
m ; the overall sum is then at most
4k3sn2
m5
. Putting these together, we obtain:
Proposition 4.2. If k ≤ m4 , s ≤ m2k − 4, and n+m ≤ m
2
2 , then we have
Dkl(P0(A), P1(A) | s) ≤ O
(k4s2n
m4
+
k3sn2
m5
)
. (27)
Proof of Theorem 1.1. We now have all we need to prove our main result. We will take our distribution over
semi-random instances to be P1(A | n2m ≤ s ≤ 2nm ). Assuming that n ≤ m
2
4k − 2m, we have 2nm ≤ m2k − 4
and so we can apply Proposition 4.2. Therefore, the KL divergence between P1 and P0 (conditioned on
s ∈ [ n2m , 2nm ]) is at most O(E[k
4n
m4
s2 + k
3n2
m5
s | n2m ≤ s ≤ 2nm ]) = O(k4n3/m6). Therefore, by Pinsker’s
inequality, Dtv(P0(A), P1(A) | n2m ≤ s ≤ 2nm ) = O(k2n1.5/m3).
On the other hand, under P0, s is a hypergeometric random variable HG(n,m,m
2), and so the probabil-
ity that s ∈ [ n2m , 2nm ] is very high: at least 1−2e−n/8m by Hoeffding (1963). Therefore, the unconditional dis-
tribution of A is close to that conditioned on s ∈ [ n2m , 2nm ]: Dtv(P0(A), P0(A | n2m ≤ s ≤ 2nm )) ≤ 2e−n/8m.
Together with the previous bound, this yields Dtv(P1(A | n2m ≤ s ≤ 2nm ), P0(A)) ≤ O(k2n1.5/m3 +
e−n/8m).
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Now, under P0, the expected Jaccard similarity is clearly O(1/k) (because there are k identical cliques
to which v belongs, so one cannot align with the true clique by more than Θ(1/k) on average). On the other
hand, the Jaccard similarity is bounded between 0 and 1, so the total variational bound implies that
E[J(S, Sˆ(A, v))] ≤ O
(1
k
+
k2n1.5
m3
+ e−n/8m
)
(28)
as long as n ≤ m24k − 2m and k ≤ m4 . We will take k = m/
√
n, which satisfies the conditions as long as
16 ≤ n ≤ m2/64. This yields a bound of O(√n/m + e−n/8m). Since the minimum clique size s0 is n2m ,
this is the same as O(s0/
√
n + e−s0/4), which is small as long as s0 ≥ 8 log(n). We therefore obtain the
bound O(s+log(n)√
n
)
. The condition n ≤ m2/64 necessitates s ≤ √n/2, but this holds whenever the error
bound is non-vacuous. We therefore get E[J(S, Sˆ(A, v))] = O(s+log(n)√
n
)
, as was to be shown.
5 Upper Bound
We next turn to the upper bound (Theorem 1.2). The crux is the following lemma showing that the planted
clique is nearly disjoint from all other large cliques:
Proposition 5.1. Let S be a planted clique of size s in a subgraph of size n under the semi-random model.
Then, with probability at least 1− 2s
n2
, any other clique S′ of size at least s satisfies |S ∩ S′| < 3 log2(n).
Now, call a clique good if it has size at least s, and its intersection with any other clique of size at least s
is at most 3 log2(n). We have just seen that the planted clique S is good with probability 1−o(1). Moreover,
if s ≥ 3√n log2(n), then there must be less than 2ns good cliques. To see this, note that by the principle of
inclusion-exclusion, the union ofm good cliques has size at leastms−3(m2 ) log2(n) > ms− 32m2 log2(n),
and so we must have m(s − 32m log2(n)) < n. If we take m = 2ns then we obtain 32m log2(n) < s2 , and
hencem(s− 32m log2(n)) ≥ ms/2 = n, which is a contradiction. This shows that we indeed havem < 2ns .
Now, since there are at most 2ns good cliques, the total number of vertices in S that intersect with any
other good clique is at most
6n log2(n)
s , and so the fraction of such vertices in S is at most
6n log2(n)
s2 . This
yields the following recovery algorithm: given A and v, if v lies in a unique good clique then output that
clique as S; otherwise, output the empty set. With probability 1− 2s
n2
− 6n log2(n)
s2
, this gives us exact recovery
of the planted clique S, which completes the first part of Theorem 1.2.
For the second part, we invoke Corollary 9.3 of Charikar et al. (2017). While their result is more general,
in our context it specializes to the following:
Theorem 5.2 (Charikar et al. (2017)). Let A be a graph drawn from the semi-random model with a planted
clique of size s. Then there is a polynomial time algorithm which, with probability 1− exp(−Ω(s)), outputs
sets Sˆ1, . . . , Sˆm withm ≤ 4ns , such that minmj=1 |S△Sˆj| = O
(
(n/s)2 log(n)
)
.
Now for a large enough constant C , if s ≥ C ·n2/3 log1/3(n) then the bound in Theorem 5.2 translates to
|S△Sˆj| ≤ s8 . Then, any vertex i ∈ S will be connected to at least 7s8 elements in Sˆj , while with probability
1−n exp(−Ω(s)), no vertex not in S will be connected to more than 3s4 elements in Sˆj . We can thus define
S˜j to be the set of vertices that are connected to at least
7s
8 elements in Sˆj , and with high probability one of
the S˜j will be the planted clique S.
To finish, we remove any S˜j that is not a clique of size at least s, and then also any S˜j that has intersection
greater than 3 log2(n) with any of the other remaining S˜j′. Given a vertex v, we return the S˜j that it belongs
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to (if it exists and is unique) and otherwise return the empty set. By the same logic as before, this outputs S
with probability at least 1− 2s
n2
− 12n log2(n)
s2
− (n+ 1) exp(−Ω(s)) = 1− o(1).
This completes the proof of Theorem 1.2. We remark that Proposition 5.1 remains true under Feige and Kilian’s
model, and hence the information-theoretic part of Theorem 1.2 holds in that model as well.
A Proof of Proposition 2.2
By summing over the different possible samples from σ, we can calculate PX as
PX(x1:s) =
∑
J
σ(J)I[xJ = 1]
∏
j 6∈J
qxj(1− q)1−xj (29)
=
( s∏
j=1
qxj (1− q)1−xj
)(∑
J
σ(J)I[xJ = 1]/q
|J |
)
(30)
(i)
=
( s∏
j=1
qxj(1− q)1−xj
)(∑
J
S(J)
∏
j∈J
(−1 + I[xj = 1]/q)
)
. (31)
To justify (i), for any J0 consider all occurences of the term I[xJ0 = 1]/q
|J0| =
∏
j∈J0(I[xj = 1]/q). For
each J ⊇ J0, this term will occur with coefficient (−1)|J\J0|S(J) = (−1)|J\J0|
∑
J ′⊇J σ(J
′). Therefore,
the overall coefficient is
∑
J ′⊇J0
(
σ(J ′)
∑
J :J0⊆J⊆J ′(−1)|J\J0|
)
= σ(J0), since the inner sum is zero unless
J ′ = J0.
Motivated by this, we define yJ(x) = S(J)
∏
j∈J(−1 + I[xj = 1]/q). An analogous derivation to (31)
holds for PX′ , and we correspondingly define zJ(x) = T (J)
∏
j∈J(−1 + I[xj = 1]/q).
By Lemma 2.7 of Tsybakov (2009), we can upper bound KL divergence by χ2-divergence:
Dkl(PX , PX′) ≤ Dχ2(PX , PX′) (32)
=
∑
x∈{0,1}n
(PX(x)− PX′(x))2
PX′(x)
(33)
=
∑
x∈{0,1}n
( s∏
j=1
qxj(1− q)1−xj
)(∑
J
(
zJ(x)− yJ(x)
))2∑
J τ(J)I[xJ = 1]/q
|J | . (34)
We can always bound the denominator by simply τ(∅) (since the rest of the terms in the sum are non-
negative). In addition, we can treat the sum over x ∈ {0, 1}s as an expectation with respect to a Ber(q)
distribution. Together, these yield
Dkl(PX , PX′) ≤ 1
τ(∅) · Ex1:s∼Ber(q)

(∑
J
(
zJ(x)− yJ(x)
))2 . (35)
Now note that Ex∼Ber(q)[zJ(x)] = Ex∼Ber(q)[yJ(x)] = 0 for all J . Also, for J 6= J ′, we have (by indepen-
dence of the xj)
E[yJ(x)yJ ′(x)] = S(J)S(J
′)
∏
j∈J∩J ′
E[(−1 + I[xj = 1]/q)2]
∏
j∈J△J ′
E[(−1 + I[xj = 1]/q)] = 0, (36)
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since all the terms in the latter product are zero. By analogous arguments, E[zJ(x)yJ ′(x)] = 0 and
E[zJ(x)zJ ′(x)] = 0. Together these imply that most of the terms in (35) are 0; indeed, we have
Ex
[(∑
J
(
zJ(x)− yJ(x)
)
)
)2]
= Ex
[∑
J
(
zJ (x)− yJ(x)
)2]
. (37)
Now, we have (zJ (x)−yJ(x))2 = (S(J)−T (J))2
∏
j∈J(−1+I[xj = 1]/q)2 ≤ (S(J)−T (J))2
(
1−q
q
)2|J |
.
We thus obtain
Dkl(PX , PX′) ≤ 1
τ(∅)
∑
J
(1− q
q
)2|J |
(S(J)− T (J))2, (38)
as was to be shown.
B Proof of Equation (7)
We make use of the chain rule for KL divergence, which says that given distributions P0(X1:N ) and
P1(X1:N ), we have Dkl(P0(X1:N ), P1(X1:N )) =
∑N
i=1 E[Dkl(P0(Xi), P1(Xi) | X1:i−1)] (all expectations
are with respect to P0).
In our case, we want to bound Dkl(P0(A), P1(A)). We will add in the auxiliary variables b1:n and
s, which will only increase the KL divergence, and then apply the chain rule. For short-hand, we use
Dkl(X | Y ) to denote Dkl(P0(X | Y ), P1(X | Y )). We have:
Dkl(P0(A), P1(A)) ≤ Dkl(P0(A, b, s), P1(A, b, s)) (39)
= Dkl(s,A1:s,1:s, b1:s) + Es
[ n∑
i=s+1
E[Dkl(A1:s,i, bi | s,A1:s,1:i−1, b1:i−1)]
]
+ E[Dkl(As+1:n,s+1:n | s,A1:s,1:n, b1:n)] (40)
= Es
[ n∑
i=s+1
E[Dkl(A1:s,i, bi | s,A1:s,1:i−1, b1:i−1)]
]
, (41)
where the final equality is because all of the other conditional distributions are identical under P0 and P1.
Furthermore, A1:s,i, bi are independent of A1:s,1:i−1 conditioned on s and b1:i−1, so
Dkl(A1:s,i, bi | s,A1:s,1:i−1, b1:i−1) = Dkl(A1:s,i, bi | s, b1:i−1) (42)
= Dkl(A1:s,i | s, b1:i−1) + E[Dkl(bi | s, b1:i−1, A1:s,i)] (43)
= Dkl(A1:s,i | s, b1:i−1). (44)
Here again the final equality is because bi has an identical conditional distribution under P0 and P1.
Plugging (44) into (41), we obtain
Dkl(P0(A), P1(A)) ≤ Es
[ n∑
i=s+1
Eb1:i−1 [Dkl(A1:s,i | s, b1:i−1)]
]
, (45)
which is exactly the statement of (7).
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C Proof of Proposition 5.1
Take any candidate clique S′, which we can assume has size exactly s (since any larger S′′ would contain
a clique S′ of size s). For any such S′, all of the edges between S and S′ must be present, which occurs
with probability (1/2)l(s−l), where l = |S ∩ S′|. On the other hand, there are (sl)(n−ss−l) sets of size s with
intersection l. Union bounding over all l ≥ l0, the probability that there is any clique with intersection
greater than l0 = 3 log2(n) is at most
∑
l0≤l<s
(
s
l
)(
n− s
s− l
)
2−l(s−l) ≤
∑
l0≤l<s
(
s
l
)(
n− s
2l
)s−l
(46)
≤
∑
l0≤l<s
(
s
l
)
(1/n2)s−l (47)
≤ (1 + 1/n2)s − 1 ≤ 1 + 2s
n2
, (48)
where the final inequality holds because (1 + 1/n2)s ≤ exp(s/n2) ≤ 1 + 2s/n2 since s/n2 ≤ 1.
D Details of Equation 15
We have
Dkl(P0(A1:s,i), P1(A1:s,i) | a1:i−1, b1:i−1, s)
(i)
≤ 1
τ(∅)
∑
J
(1− q
q
)2|J |
(S(J) − T (J))2
(ii)
≤ (2− 2q)2
((1− q
q
)2 s∑
j=1
(S({j})− T ({j}))2 + 2
∑
|J |≥2
(1− q
q
)2|J |
(S(J)2 + T (J)2)
(iii)
=
( m
m− k + 1
)s(( m
m− 2k + 2
)2 s∑
j=1
(S({j})− T ({j}))2 + 2
∑
|J |≥2
( m
m− 2k + 2
)2|J |
(S(J)2 + T (J)2)
)
(iv)
≤ 3
s∑
j=1
(S({j}) − T ({j}))2 + 6
∑
|J |≥2
( m
m− 2k + 2
)2|J |
(S(J)2 + T (J)2). (49)
Here (i) applies Proposition 2.2, (ii) splits terms into the cases |J | = 1 and |J | ≥ 2 (and applies the inequality
(S(J) − T (J))2 ≤ 2(S(J)2 + T (J)2) to the second set of terms), and (iii) substitutes in the definition of
q = 12 − k−12(m−k+1) . Finally, (iv) uses the fact that ( mm−k+1)s( mm−2k+2 )2 ≤ exp(s k−1m−k+1) exp(2 2k−2m−2k+2 ) ≤
exp((2s+8)k/m) (as long as k ≤ m/4). Then assuming 2s+8 ≤ m/k, this quantity is at most exp(1) ≤ 3
which yields the bound.
E Bounding Hypergeometric Expectations
We show here that EI∼HG(k−1,s,m)[2I − I − 1] ≤ 4k2s2m2 , as required to bound (26). This uses Theorem 4 of
Hoeffding (1963), which states that for any convex continuous function f , we have EI∼HG(k−1,s,m)[f(I)] ≤
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EI∼Binom(k−1,s/m)[f(I)]. The function 2I − I − 1 is certainly convex and continuous, so we have
EI∼HG(k−1,s,m)[2
I − I − 1] ≤ EI∼Binom(k−1,s/m)[2I − I − 1] (50)
=
k−1∑
j=0
(
k − 1
j
)
(s/m)j(1− s/m)k−1−j(2j − j − 1) (51)
≤
k−1∑
j=2
(
k − 1
j
)
(s/m)j2j (52)
= (1 + 2s/m)k−1 − 2(k − 1)s/m− 1 ≤ 4(k − 1)2s2/m2 ≤ 4k2s2/m2
(53)
as long as 2(k − 1)s/m ≤ 1.
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