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Rational methods applied to sectional category and
topological complexity
Jose´ Carrasquel
Abstract. This survey is a guide for the non specialist on how to use ratio-
nal homotopy theory techniques to get approximations of Farber’s topological
complexity, in particular, and of Schwarz’s sectional category, in general.
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Introduction
The sectional category [Sch66] of a continuous map f ∶X → Y is the least
integer m for which there are m + 1 local homotopy sections for f whose domains
form an open cover of Y . If X is a path-connected topological space then two
important invariants of the homotopy type of X can be described through sectional
category. The first one is the Lusternik-Schnirelmann (LS) category of X [LS34],
cat(X), which is the sectional category of the base point inclusion
cat(X) = secat(∗ ↪X).
The second one is the (higher) topological complexity [Far03, Rud10] ofX , TCn(X),
which is the sectional category of the n diagonal inclusion
TCn(X) = secat(X ↪Xn).
In this paper we will only consider, unless stated otherwise, simply connected
CW complexes of finite type. As a consequence, every time we write the word
space, we actually mean one of such CW complexes.
If X is a space, then there exists a cofibration ρX ∶X ↪X0, called the rational-
ization of X , which verifies:
● X0 is a rational space, that is, H∗(X,Z) (or equivalently π∗(X)) is a
rational vector space.
● ρX is a weak rational homotopy equivalence, that is, H∗(ρX ,Q) (or equiv-
alently π∗(ρX) ⊗Q) is an isomorphism.
● Every continuous map f ∶X → Y , with Y a rational space, factors uniquely
up to homotopy:
X0
X Y
f0ρX
f
The main lower bound for sectional category is cohomological. Namely, if f is
a continuous map and R is any ring, then
nil kerH∗(f,R) ≤ secat(f),
where nil I denotes the nilpotency of an ideal I, that is, the longest non trivial
product of elements in I. Often, this bound is not good enough. This is mainly
because cohomology does not capture all the homotopic information of a map.
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However, rational homotopy theory offers a whole new set of algebraic lower bounds
which are based on the following inequalities:
nil kerH∗(f,Q) ≤ secat(f0) ≤ secat(f).
More precisely, there is a pair of contravariant adjoint functors
APL∶Top cdga ∶ ∣ ⋅ ∣
where
● cdga is the category of simply connected commutative differential graded
algebras over Q of finite type (see Section 1).
● Top is the category of simply connected CW complexes of finite type.
When restricted to rational spaces, these functors actually yield an equivalence
in the associated homotopy categories [BG76, Sul77]. This means that all the
rational homotopic information of a continuous map f can be encoded algebraically
through APL(f). From this algebraic object, one can deduce approximations for
sectional category which are better than the cohomological lower bound,
nil kerH∗(f,Q) ≤ Hsecat(f) ≤msecat(f) ≤ secat(f0) ≤ secat(f),
by relaxing the algebraic characterization of secat(f0).
1. Sullivan’s rational homotopy theory
For a deep description of the tools we use, the reader is invited to read the
standard reference on rational homotopy theory [FHT01]. We start describing the
algebraic objects we use.
A commutative graded algebra (cga) is a graded Q-vector space
A =⊕
i≥0
Ai
together with a degree zero bilinear map µ∶A ⊗A → A, a⊗ b ↦ ab, called multipli-
cation, verifying for a, b, c ∈ A,
● A0 = Q and a1 = 1a = a,
● (ab)c = a(bc), and
● ab = (−1)∣a∣∣b∣ba.
where ∣a∣ = i means that a ∈ Ai and we say that a is homogeneous of degree i. Ob-
serve that, if a has odd degree, then a2 = 0. A morphism of cga f ∶A→ B is a linear
map of degree zero such that f(1) = 1, f(ab) = f(a)f(b). A derivation of degree k
on A is a degree k linear map θ∶A → A verifying θ(ab) = θ(a)b + (−1)k∣a∣aθ(b). A
differential on A is a derivation d of degree 1 such that d2 = d ○ d = 0.
A commutative differential graded algebra (cdga) is a pair (A,d) where A is a
cga and d is a differential on A. A morphism of cdga is a morphism of cga commut-
ing with differentials. We denote by cdga this category. There exists a homology
functor H∶cdga → cdga defined as H(A,d) ∶= ( kerd
d(A)
,0) and H(f)([z]) = [f(z)]. A
morphism of cdga f is said to be a quasi-isomorphism if H(f) is an isomorphism.
The direct sum of two cdgas is a cdga, (A,d) ⊕ (B,d) ∶= (A ⊕Q B,d), with
d(a + b) = d(a) + d(b) and ab = 0 for a ∈ A and b ∈ B.
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The tensor product of two cdgas is a cdga, (A,d)⊗ (B,d) ∶= (A⊗Q B,d), with(a⊗ b)(a′ ⊗ b′) ∶= (−1)∣b∣∣a′∣(aa′)⊗ (bb′) and d(a⊗ b) ∶= d(a)⊗ b + (−1)∣a∣a⊗ d(b).
Given a graded Q-vector space V , define TV = ⊕j≥0 T jV where T 0V = Q and
T jV = V ⊗j . We have that TV is a graded algebra with product
(a1 ⊗⋯⊗ aj)(b1 ⊗⋯⊗ bk) ∶= a1 ⊗⋯⊗ aj ⊗ b1 ⊗⋯⊗ bk.
Consider I the ideal of TV generated by elements of the form a⊗ b − (−1)∣a∣∣b∣b⊗ a
and define the free commutative graded algebra generated by V :
ΛV ∶=
TV
I
.
We will write simply ab to denote the element [a⊗b] ∈ ΛV . We say that an element
v1⋯vj ∈ ΛjV has word length j and degree ∣v1∣ + ⋯ + ∣vj ∣. We will denote by A+
the elements of positive degree of a graded algebra A, and by Λ+V the elements of
positive word length of a free graded algebra. We will also employ notations such
as Λ>mV to mean ⊕j>mΛjV , and so on. Observe that there is an isomorphism
ΛV ⊗ΛW ≅ Λ(V ⊕W ) which we often will use implicitly.
The free commutative graded algebra ΛV has the following two universal prop-
erties:
● Given A a cga and f ∶V → A a linear map of degree zero, then there exists
an unique cga morphism fˆ ∶ΛV → A verifying fˆ(v) = f(v) for all v ∈ V .
● If θ∶V → ΛV is a linear map of degree k then there exists a unique deriva-
tion on ΛV of degree k, θˆ, such that θ(v) = θˆ(v) for all v ∈ V .
Let (A,d) be a cdga. A relative Sullivan algebra over (A,d) is a cdga of the
form (A ⊗ ΛV,D) such that D(a) = d(a), if a ∈ A, and V = ⊕k≥1 V (k) with
D(V (1)) ⊂ A⊗ 1 and
D(V (k)) ⊂ A⊗Λ (V (1)⊕⋯⊕ V (k − 1)) (nilpotence condition).
If, in addition, the differential D satisfies D(V ) ⊂ A+ ⊗ ΛV + A ⊗ Λ≥2V we say
that (A⊗ΛV,D) is a minimal relative Sullivan algebra. Observe that the inclusion
i∶ (A,d) → (A⊗ΛV,D) is a cdga morphism. In fact, the category cdga is a closed
model category [Qui67] (if we restrict to cdgas (A,d) for which H0(A,d) = Q
[Hal83]) with the following structure:
● Weak equivalences: quasi-isomorphisms (A,d) ≃→ (B,d).
● Fibrations: surjective morphisms (A,d)↠ (B,d).
● Cofibrations: Inclusions of a cdga (A,d) into a relative Sullivan algebra
(A,d) ↪ (A⊗ΛV,D).
As a consequence we get the following important fact:
Existence of relative Sullivan models: Every cdga morphism ϕ can be
factored as
(A,d) (B,d)
(A⊗ΛV,D),
ϕ
i θ
≃
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where either θ is surjective or (A⊗ΛV,D) is minimal (but not necessarily both at
the same time).
An (A,d)-module homotopy retraction for ϕ is a chain map
r∶ (A ⊗ΛV,D)→ (A,d)
such that r(a) = a and r(aξ) = ar(ξ) for all a ∈ A and ξ ∈ A⊗ΛV . Moreover, if r is
a cdga morphism, we say that it is a (cdga) homotopy retraction for ϕ.
The surjective trick: Every cdga morphism ϕ can be factored as
(A,d) (B,d)
(A⊗ΛV,D),
ϕ
≃
The lifting lemma: For any solid commutative cdga diagram, there exists a
dashed arrow completing the commutative cdga diagram
(A,d) (B,d)
(A⊗ΛV,D) (C,d),
provided that at least one of the vertical morphisms is a quasi-isomorphism.
Since cdga is a closed model category, there exists a notion of homotopy of
maps (ΛV, d) → (B,d) which is nicely described in [FHT01, Chap. 12-14]. Two
cdga morphism ϕ1, ϕ2 are weakly equivalent when there is a homotopy commutative
cdga diagram
(A1, d) (ΛV, d) (A2, d)
(B1, d) (ΛW,d) (B2, d),
ϕ1
≃ ≃
ϕ2
≃ ≃
where (ΛV, d) and (ΛW,d) are Sullivan algebras (see below).
1.1. Sullivan models. In the special case that (A,d) = (Q,0), the initial
object of cdga, we get Sullivan (perhaps minimal) models for a cdga (B,d),
θ∶ (ΛV, d) ≃→ (B,d). These objects are very important as they are the fibrant-
cofibrant objects in the category cdga. For us, unless stated otherwise, cdgas
denoted in the form (ΛV, d) will be assumed to be Sullivan algebras, the same ap-
plies to relative Sullivan algebras (A⊗ΛV,D).
To be more explicit, a Sullivan algebra is a cdga of the form (ΛV, d) verifying
the nilpotence condition, that is, V =⊕k≥1 V (k) with D(V (1)) = 0 and
D(V (k)) ⊂ Λ (V (1)⊕⋯⊕ V (k − 1)) .
If moreover, the differential D verifies D(V ) ⊂ Λ≥2V , we say that it is a minimal
Sullivan algebra. As with relative Sullivan models for cdga morphism, the con-
struction of Sullivan models for a given cdga, θ∶ (ΛV, d) ≃→ (B,d), can be carried
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out inductively, degree by degree, by adding generators to V and defining their
differentials to kill or create the necessary homology classes in order to turn θ into
a quasi-isomorphism. This process is very well explained in [FHT01, Pg. 144]
when H1(B,d) = 0.
Let (ΛV, d) be a Sullivan algebra and write d = d0+d1+⋯ with dk(V ) ⊂ Λk+1V .
The equation d2 = 0 implies that ∑ki=0 didk−i = 0 for all k ≥ 0. Observe then that
d0 is a differential on V , called the linear part of d, which gives a chain complex(V, d0). Analogously, given a cdga morphism ϕ∶ (ΛV, d) → (ΛW,d) define the linear
part of ϕ as the chain complex morphism
Q(ϕ)∶ (V, d0)→ (W,d0)
defined by (ϕ −Q(ϕ))(V ) ⊂ Λ≥2W .
We can now state some important facts about Sullivan algebras which will be
used throughout this survey[FHT01, Prop. 14.13, Thm. 14.12].
Proposition 1.1. Let ϕ∶ (ΛV, d) → (ΛW,d) be a cdga morphism between Sul-
livan algebras.
● Then ϕ is a quasi-isomorphism if and only if H(Q(ϕ)) is an isomorphism.
● If (ΛV, d) and (ΛW,d) are minimal, then ϕ is a quasi-isomorphism if and
only if ϕ is an isomorphism.
1.2. The connection with topology. Given a space X , we say that a cdga(A,d) is a model for X if APL(X) is weakly equivalent to (A,d), that is, if there is
a Sullivan algebra (ΛV, d) and quasi-isomorphisms
(A,d) (ΛV, d) APL(X).≃ ≃
In this case, we say that (ΛV, d) is a Sullivan model of X (and of (A,d)). These
special cofibrant models are suitable for encoding the rational homotopic informa-
tion of X . In fact, by Proposition 1.1, two minimal models for a space X are
isomorphic. In fact, we have [FHT01, Cor. 10.10, Thm. 15.11]
Theorem 1.2. If (ΛV, d) is the minimal Sullivan model for X, then
● H∗(X,Q) ≅ H(APL(X)) ≅ H(ΛV, d), and
● for every i ≥ 1 there is a natural linear isomorphism V i → homZ(πi(X),Q).
A cdga morphism ϕ is said to be a model for a continuous map f if ϕ is weakly
equivalent to APL(f).
We will often use a special notation for describing Sullivan algebras which
can be understood by the following example: (Λ(ai, bj , ck);db = α,dc = γ) means(ΛV, d) with V spanned by a, b, c of degrees i, j, k respectively and with da = 0,
db = α ∈ Λ(a) and dc = γ ∈ Λ(a, b). The universal properties of p. 4 show that the
previous (ΛV, d) is well defined.
Example 1.3. Let us compute the minimal Sullivan models for spheres. We
have to construct a quasi isomorphism θ∶ (ΛV, d) ≃→ APL(Sn). Recall that
H∗(APL(Sn)) = Q ⟨1,Ω⟩
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with Ω the fundamental class of Sn. So V must have one generator of degree n
which is a cycle, say a. Take ω ∈ APL(Sn) a cycle in degree n representing Ω and
define
(Λ(a),0) APL(Sn)
a ω
θ
Here the dimension is crucial. If n is odd, then a2 = 0 and H(θ) is an isomor-
phism. Therefore (Λ(a),0) is the minimal model of an odd sphere. However, if n
is even, then H(Λ(a),0) = Q⟨1, a, a2, a3, . . .⟩ and θ cannot be a quasi-isomorphism,
this means that we need to add new generators in V that turn a2, a3, . . . into bound-
aries. So let x be a new generator of degree 2n − 1 and define d(x) = a2. Then in(Λ(a,x), d) we have
1 a a2 a3 a4⋯
x ax a2x a3x⋯
d d d
which shows that H(Λ(a,x), d) ≅ H(APL(Sn)). However, we still have to define
the quasi-isomorphism θ to make sure that (Λ(a,x), d) is the minimal model of an
even sphere. Observe that, in H∗(APL(Sn)), Ω2 = 0, this means that there exists
ξ ∈ APL(Sn) of degree 2n − 1 such that d(ξ) = ω2. We then define θ as
(Λ(a,x), d) APL(Sn)
a ω
x ξ.
θ
Observe finally that d(θ(x)) = d(ξ) = ω2 = θ(a)2 = θ(a2) = θ(d(x)). This proves
that θ is a quasi-isomorphism showing that (Λ(a,x), d) is the minimal Sullivan
model of an even sphere. Notice that, as corollary, we get the Serre finiteness
theorem for the homotopy groups of spheres.
In the previous example, there exists also a quasi-isomorphism
(ΛV, d) ≃→ (H(ΛV, d),0)
defined as a ↦ [a] and x ↦ 0. When this happens we say that the space is formal.
More precisely, a cdga (A,d) is said to be formal when (A,d) and (H(A),0) are
weakly equivalent. A space X is said to be formal when APL(X) is a formal cdga.
Example 1.4. A cdga which is not formal. Consider
(ΛV, d) = (Λ(a3, b3, x5), dx = ab)
and observe that, as vector spaces,
ΛV = Q⟨1, a, b, x, ab, ax, bx, abx⟩ and
H(ΛV, d) = Q⟨1, [a], [b], [ax], [bx], [abx]⟩.
For degree reasons, any cdga morphism ϕ∶ (ΛV, d) → (H(ΛV, d),0) must satisfy
ϕ(x) = 0, but then, we would have H(ϕ)([ax]) = [ϕ(ax)] = [ϕ(a)0] = 0, so ϕ
cannot be a cdga quasi-isomorphism. This proves that (ΛV, d) is not the minimal
model of the cdga (H(ΛV, d),0) and therefore (ΛV, d) is not formal.
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A cdga morphism ϕ is said to be formal when it is weakly equivalent to H(ϕ). A
continuous map f is said to be formal if APL(f) is formal [Vig79, Opr86, FT88]
or equivalently, when H∗(f,Q) is a model for f . Obviously, if a map f ∶X → Y is
formal then both X and Y are formal spaces, however, the converse is not true as
we will see in Example 1.5.
1.3. Models for homotopy pullbacks. One of the most frequent ways in
rational homotopy theory to construct models is through homotopy pullbacks and
pushouts. Suppose that either f or g is a fibration in the following commutative
diagram
(1.1)
A X
Y Z.
α
β
f
g
Then the universal property of pullbacks induces a diagram
(1.2)
A
T X
Y Z.
β
α
(α,β)
fˆ
gˆ
f
g
in which the square is a (homotopy) pullback[Mat76]. We now explain how to
construct cdga models for the previous diagram. Suppose we have a commutative
cdga square modeling Diagram 1.1 (applying APL for example),
(A,d) (B,d)
(C,d) (D,d),
g
f
β
α
where the name of a cdga morhpism is the same as the name of the continuous
maps it models (for instance, f ∶ (A,d) → (B,d) is a cdga model for f ∶X → Z). We
will often adopt this convention. Now choose f or g and factor it as a cofibration
followed by a weak equivalence, say f = θ ○ i with i∶ (A,d) ↪ (A ⊗ ΛV,D) and
θ∶ (A ⊗ ΛV,D) ≃→ (B,d). Since C ⊗A (A ⊗ ΛV ) ≅ C ⊗ ΛV , diagram 1.2 is modeled
by
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(B,d)
(A,d) (A⊗ΛV,D)
(C,d) (C ⊗ΛV,D)
(D,d)
β
f
i
g
≃ θ
gˆ
α
fˆ
(α,β)
in which the square is a pushout in cdga, gˆ(a) = g(a), g(v) = v, D(v) = gˆ(Dv)
for a ∈ A and v ∈ V . Observe also that the induced morphism (α,β) is given by(α,β)(c) = α(c), (α,β)(v) = β(θ(v)).
1.4. Models for fibrations. Let p∶E ↠ B be a fibration with fiber F . Then
we have a (homotopy) pullback
F E
∗ B.
p
Following previous section, take i∶ (A,d) ↪ (A ⊗ ΛV,D) a relative Sullivan model
for p. Then we have a model for the previous diagram
(A,d) (A⊗ΛV,D)
(Q,0) (ΛV,D),
i
q
where the projection
q∶ (A ⊗ΛV,D)↠ ( A⊗ΛV
A+ ⊗ΛV
,D) ≅ (ΛV,D)
is a model for the inclusion F ↪ E[FHT01, Theorem 15.3].
Example 1.5 (The Hopf fibration). Consider the Hopf fibration p∶S7 → S4. A
cdga model for p is the projection q∶ (Λ(a4, x7), dx = a2) ↠ (Λ(x),0), since there
is a bijection [S70 , S40] ≅ [(Λ(a,x), d), (Λ(x),0)]. Construct now a relative Sullivan
model for q (and thus, for p) as follows: Since H(q)([a]) = 0, introduce a generator
y of degree 3 and define Dy = a. Now extend q to
θ∶ (Λ(a,x)⊗Λ(y),D)→ (Λ(x),0)
by setting θ(y) = 0. Now observe that H((Λ(a,x) ⊗ Λ(y),D)) = Q⟨1, [x − ay]⟩,
therefore, θ is a quasi-isomorphism (Proposition 1.1). This gives a model of the
fiber of f
( Λ(a,x)⊗Λ(y)
Λ+(a,x)⊗Λ(y) ,D) ≅ (Λ(y),0),
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which is S3. Observe lastly that H(q) is trivial but p is not, this shows that p is a
map between formal spaces which is not formal.
1.5. Models for homotopy pushouts. Dually, one can also model homo-
topy pushouts throught pullbacks provided one of the cdga models is surjective.
Consider
(Q,d) (A,d)
(B,d) (X,d),
f
g
where (Q,d) is the sub cdga of the direct sum (A,d)⊕ (B,d),
Q = {(a, b) ∈ A⊕Q B∶f(a) = g(b)} .
1.6. Models for cofibrations. If i∶C ↪ X is a cofibration modeled by a
surjective cdga morphism ϕ∶ (A,d) → (B,d), the projection X → X/C is modeled
by the the inclusion
(Q⊕ kerϕ,d) → (A,d).
The weakness of this approach, in contrast with the models of fibration, is that the
model for the cofiber, Q⊕ kerϕ, need not be a Sullivan model.
Example 1.6 (The homotopy cofibre of the Hopf fibration). Recall q the model
of the Hopf fibration p in Example 1.5. Then a model for the homotopy cofiber of
p is given by Q⊕kerq = Q⊕(a). One can see that the Sullivan model for this space
is given by (Λ(a4, y11), dy = a3).
1.7. Models for the base point inclusion. Let (A,d) be a cdga model for a
space X with A0 = Q, then the augmentation morphism ǫ∶ (A,d) → (Q,0) is a cdga
model for the base point inclusion ∗↪X . Observe that this inclusion is homotopy
equivalent to the based path space fibration e∶PX → X , α ↦ α(1) whose fiber is
the loop space ΩX . Now let θ∶ (ΛV, d) ≃→ (A,d) be the minimal Sullivan model for(A,d) and take a relative Sullivan model for the augmentation (ΛV, d) → (Q,0)
which is of the form (ΛV ⊗ΛVˆ ,D) with D0∶ Vˆ → V a degree 1 linear isomorphism.
Moreover, since the fiber of e, ΩX , is an H-space, by [FHT01, Pg. 143] we must
have that D(Vˆ ) ⊂ Λ+V ⊗ΛVˆ . Now the following homotopy pushout diagrams gives
a relative model for ǫ
(ΛV, d) (ΛV ⊗ΛVˆ ,D)
(A,d) (A⊗ΛVˆ ,D)
(Q,0),
θ ≃ θ⊗Id ≃
≃
ǫ
≃
where D(vˆ) = (θ ⊗ Id)(Dvˆ) ∈ A+ ⊗ ΛVˆ = (ker ǫ) ⊗ ΛVˆ . This construction is called
the acyclic closure of (A,d)[FHT01, p. 192].
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1.8. Models for the diagonal map. Let X be a space and ∆nX ∶X ↪ Xn
the n diagonal map x ↦ (x,x, . . . , x). If (A,d) is a cdga model for X , then
the n-multiplication morphism µn∶ (A⊗n, d) ↠ A is a surjective cdga model for
∆nX [FHT01, Pg. 142].
Let us now give a model of X
n
∆n
X
(X)
, the cofibre of ∆nX . If a ∈ A, denote by
ai ∈ A⊗n the corresponding inclusion of a into the i-th factor. Let G be a set of
generators for A, that is, A+ = (G), the ideal of A generated by G. By [Car15,
Section 6], kerµn is generated by {x1 − xi∶x ∈ G, i = 2, . . . , n}. We see then that a
cdga model for X
n
∆n
X
(X)
is Q⊕ ({x1 − xi∶x ∈ G, i = 2, . . . , n}).
The diagonal inclusion ∆nX is homotopy equivalent to the path fibration πn∶X
I ↠
Xn, α ↦ α (0, 1
n−1
, 2
n−1
. . . , n−2
n−1
,1) whose fiber is the product of based loops on X ,
(ΩX)n−1.
Let us now construct a cdga model for this fibration. Let (ΛV, d) be a Sul-
livan model for X , then by [FHT01, Pg. 206] a relative Sullivan model for the
multiplication
µ2∶ (ΛV1 ⊗ΛV2, d) → (ΛV, d),
where V ≅ V1 ≅ V2, is given by (ΛV1 ⊗ ΛV2 ⊗ ΛVˆ ,D), together with Vˆ = sV ,
Vˆ k = V k+1 and
Dvˆ = v2 − v1 − ∑
k≥1
(sD)k
k!
(v1).
The map s is the degree −1 derivation defined by s(v1) = s(v2) = vˆ, s(v) = 0. Here,
subscripts are used to distinguish copies of V . Observe that D(Vˆ ) ⊂ (kerµ2) ⊕(ΛV1 ⊗ΛV2 ⊗Λ+Vˆ ) therefore a quasi-isomorphism
θ∶ (ΛV1 ⊗ΛV2 ⊗ΛVˆ ,D) ≃→ (ΛV, d)
is defined by θ(v1) = θ(v2) = v and θ(vˆ) = 0. Now π3 fits in the homotopy pullback
XI XI ×XI
X ×X ×X X ×X ×X ×X
π3 π2×π2
Id×∆2×Id
which is modeled through the pushout
(ΛV, d)⊗ (ΛV, d)
(ΛV ⊗ΛV, d)⊗ (ΛV ⊗ΛV, d) (ΛV ⊗ΛV ⊗ΛVˆ ,D)⊗ (ΛV ⊗ΛV ⊗ΛVˆ ,D)
(ΛV1 ⊗ΛV2 ⊗ΛV3, d) (ΛV1 ⊗ΛV2 ⊗ΛV3 ⊗ΛVˆ1 ⊗ΛVˆ2,D).
µ2⊗µ2
Id⊗µ2⊗Id
θ⊗θ≃
An inductive argument proves that the relative Sullivan model for µn is given by
the inclusion
(ΛV1 ⊗⋯⊗ΛVn, d) ↪ (ΛV1 ⊗⋯⊗ΛVn ⊗Λ(Vˆ1 ⊕⋯⊕ Vˆn−1),D)
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where
Dvˆi = vi+1 − vi − ∑
k≥1
(siD)k
k!
(vi), si(vi) = si(vi+1) = vˆi.
Observe, in particular that the minimal model for the homotopy fibre of πn is given
by
(ΛsV,0)⊗n−1 ≅ (ΛsV ⊕n−1,0).
This corresponds to the model given in [FHT01, Pg. 143] for H-spaces and the
fact that πi−1(ΩX) ≅ πi(X).
Example 1.7. Even spheres Sn. Let (Λ(a,x), dx = a2) be the minimal model
for Sn. Then, with previous notation, the multiplication morphism is given by
µn∶ (Λ(a1, . . . , an, x1, . . . , xn), d) → (Λ(a,x), d),
with µn(ai) = a, µn(xi) = x, and dxi = a2i , i = 1, . . . , n. Therefore a relative Sullivan
model for µm is given by
(Λ(a1, . . . , an, x1, . . . , xn)⊗Λ(aˆ1, . . . , aˆn−1, xˆ1, . . . xˆn−1),D),
with ∣ai∣ = n−1 and ∣xi∣ = 2n−2. Let us now compute the differentials. Since dai = 0
we have Daˆi = ai+1 − ai. We now compute (siD)k(xi) using the fact that D and si
are derivations:
● k = 1: (siD)(xi) = si(a2i ) = 2ais(ai) = 2aiaˆi,
● k = 2: (siD)2(xi) = 2(siD)(aiaˆi) = 2si(ai(ai+1 − ai)) = 2aˆi(ai+1 − ai),
● k = 3: (siD)3(xi) = 2(siD)(aˆi(ai+1 − ai)) = 2si(ai+1 − ai)2 = 0.
Therefore
Dxˆi = xi+1 − xi − (2aiaˆi + aˆi(ai+1 − ai)) = xi+1 − xi − aˆi(ai+1 + ai).
Observe that D2 = 0 and that the morphism
θ∶ ((Λ(a1, . . . , an, x1, . . . , xn)⊗Λ(aˆ1, . . . , aˆn−1, xˆ1, . . . xˆn−1),D)) → (Λ(a,x), d)
θ(ai) = a, θ(xi) = x, θ(aˆi) = θ(xˆi) = 0 is a cdga quasi-isomorphism since H(Q(θ))
is an isomorphism.
2. Rational Lusternik-Schnirelmann category
We present this section as an overview of the rational homotopy techniques
used to study LS category. The rational methods used to study sectional category
are generalizations of the ones used for LS category.
We begin stating the Fe´lix-Halperin theorem [FH82, Theorem VIII] which
gives an algebraic characterization of the LS category of rational spaces. This
theorem is key in the development of computation methods for LS category.
Theorem 2.1. Let X be a space and (ΛV, d) a Sullivan model for X. Then
the rational LS category of X, cat(X0), is the least m for which the cdga projection
ρm∶ (ΛV, d) → ( ΛV
Λ>mV
, d)
admits a homotopy retraction.
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Example 2.2. Let X = S7 and (ΛV, d) = (Λ(a),0), with ∣a∣ = 7, its minimal
model. Since ρ1 = Id and X is not contractible, we see that cat(X0) = cat(X) = 1.
Now take a cdga model for X of the form
A = (Λ(a4, x3)(a2) , dx = a) ,
the projection ρ1∶ (A,d) → ( A(A+)2 , d) is not homology injective since the funda-
mental class is represented by ax ∈ (A+)2. Therefore ρ1 cannot have a homotopy
retraction. This shows that, in previous theorem, it is necessary to take a Sullivan
model for the space.
One can define new invariants by weakening the requirements on homotopy
retractions, namely
● the module LS category of X , mcat(X), as the smallest m such that ρm
admits a homotopy retraction as (ΛV, d)-module,
● the rational Toomer invariant of X , e(X), as the leastm such that H(ρm)
is injective.
Hence
Corollary 2.3. Let X be a space and (A,d) be any cdga model for X, then
nil H+(X,Q) ≤ e(X) ≤mcat(X) ≤ cat(X0) ≤ cat(X) ≤ nil A+.
If X is formal then one can take (A,d) = (H(A),0) and all the above are thus
equalities.
Proof. For the first inequality, suppose e(X) =m and consider
[x0], [x1], . . . , [xm] ∈ H+(X,Q) ≅ H+(ΛV, d).
Since one can identify xi ∈ Λ+V , we have x0x1⋯xm ∈ Λ>mV and therefore, [x0x1⋯xm] ∈
kerH(ρm). Since, by hypothesis, H(ρm) is injective, we must have [x0][x1]⋯[xm] =[x0x1⋯xm] = 0. Let us now prove the last inequality. Suppose nil A+ = m, and
take a quasi-isomorphism θ∶ (ΛV, d) → (A,d). Since (A+)m+1 = 0, θ factors through
ρm as
(ΛV, d) (A,d)
( ΛV
Λ>mV
, d).ρm
θ
≃
ρm
Then taking a relative Sullivan model for ρm, the lifting lemma gives a homotopy
retraction r for ρm:
(ΛV, d) (ΛV, d)
( ΛV
Λ>mV
, d) (ΛV ⊗ΛZ,D) (A,d)
Id
ρm
θ≃
ξ
≃
ρm○ξ
r

Proposition 2.4. If X is a space such that π∗(X) ⊗Q is finite dimensional
and concentrated in odd degrees, then
cat(X0) = dimπ∗(X)⊗Q.
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Proof. By Theorem 1.2, the minimal model of X is of the form (ΛV, d) =(Λ(a1, . . . , an), d) with ai in odd degree and n = dimπ∗(X)⊗Q. Since Λn+1V = 0
then ρn = Id. Now consider the element ω ∶= a1⋯an ∈ ΛnV . For degree reasons,
d(ω) = 0 and by the nilpotence condition of a Sullivan algebra, ω cannot be a
boundary. This shows that ρn has a homotopy retraction and ρn−1 does not as it
is not homology injective. 
The following is a first example of how rational homotopy theory gives better
lower bounds for sectional category than the standard cohomological ones.
Example 2.5. Let X be the space of Example 1.4 and recall its minimal model(ΛV, d) = (Λ(a, b, x), d) with ∣a∣ = ∣b∣ = 3 and d(x) = ab. By the previous proposition,
cat(X0) = 3. However nil H+(ΛV, d) = 2.
The following is a surprising result by Hess which is a second pillar for the
study of rational LS category.
Theorem 2.6 ([Hes91]). Let X be a space and (ΛV, d) be its minimal model.
Then the projection
ρm∶ (ΛV, d) → ( ΛV
Λ>mV
, d)
admits a cdga homotopy retraction if and only if it admits a homotopy retraction
as (ΛV, d)-module. In particular mcat(X) = cat(X0).
Using this result, Fe´lix-Halperin-Lemaire[FHL98] proved
Theorem 2.7. Let X and Y be spaces. Then
● cat(X0 × Y0) = cat(X0) + cat(Y0),
● If X is a Poincare´ duality complex (see Section 4.2), then e(X) = cat(X0).
In this theorem, the hypothesis of Poincare´ duality is necessary:
Example 2.8 ([LS81]). Let X be the space modeled by the cdga
(A,d) = ( Λ(a, b, x)(a4, ab, ax) , d) ,
with ∣a∣ = 2, ∣b∣ = 3, d(a) = d(b) = 0 and d(x) = a3. Observe that, as vector
spaces, A = Q⟨1, a, b, a2, x, a3, bx⟩ and H(A,d) = Q⟨1, [a], [b], [a]2, [bx]⟩. This shows
that 2 ≤ cat(X0) ≤ 3. The minimal model of X is of the form (ΛV, d) with
V = Q⟨a, b, v, x,w⟩ ⊕ V ≥7, d(a) = d(b) = 0, d(v) = ab, d(x) = a3 and d(w) = bv.
Then H(ΛV, d) = Q⟨1, [a], [b], [a]2, [bx + a2v]⟩, and there is no element in Λ>2V
representing a non zero class in H(ΛV, d). This shows that e(X) = 2.
We now prove by contradiction that cat(X0) = 3. Suppose that ρ2 admits a
cdga homotopy retraction r. This implies that H(r) ○H(ρ2) = Id but this is absurd
since d(x) ∈ Λ3V and, for degree reasons,
(H(r) ○H(ρ2))([bx + a2v]) =H(r)([bx + a2v]) =H(r)([b][x]) =H(r)([b])0 = 0.
2.1. The mapping theorem for LS category. Another important conse-
quence of Theorem 5.4 is the so called mapping theorem [FH82, Theorem I]. We
include a simple proof based on the proof of [FHT01, Pg. 389] which we will later
on extend to Theorem 6.1.
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Theorem 2.9. Let f ∶Y → X be a continuous map. If π∗(f) ⊗Q is injective
then cat(Y0) ≤ cat(X0).
Proof. Let (ΛV, d) and (ΛW,d) be the minimal models of X and Y respec-
tively. Then, by Theorem 1.2, the hypothesis tells us that f is modeled by a
surjective cdga morphism ϕ∶ (ΛV, d) → (ΛW,d). Denote p∶PX →X the based path
fibration on X , so that cat(X) = secat(p). We construct a model of the (homotopy)
pullback
E PX
Y X
q p
f
(using the acyclic closure of (ΛV, d)) as the homotopy pushout
(ΛV, d) (ΛW,d)
Q (ΛV ⊗ΛVˆ ,D) (ΛW ⊗ΛVˆ ,D)
ǫ
ϕ
j
≃
Here, j is a cdga model for q and D verifies D(Vˆ ) ⊂ Λ+W ⊗ΛVˆ and D0∶ Vˆ →W is
surjective. Now write Z ∶= kerD0 and consider the projection π∶ (ΛW ⊗ΛVˆ ,D) →(ΛZ,0). Observe that Q(π)∶ (W ⊕ Vˆ ,D0) → (Z,0) is a quasi-isomorphism. By
Proposition 1.1, π is a cdga quasi-isomorphism. Since π○j is trivial, we deduce that
q0 is trivial and thus cat(X0) = secat(q0). The result follows since rationalization
commutes with limits and secat(q0) ≤ secat(p0). 
Observe that in previous proof, the fact that D(Vˆ ) ⊂ Λ+V ⊗ΛVˆ was crucial in
assuring that π is a cdga morphism.
3. The Whitehead and Ganea characterizations
We start describing the Whitehead and Ganea characterizations for the sec-
tional category of a continuous map f provided that our spaces are CW complexes.
We will then translate them to the rational context in the category cdga.
3.1. The Whitehead characterization. Take i∶A ↪ X a cofibration re-
placement for f . We define the m-th fat wedge of i as
Tm(i) ∶= {(x0, . . . , xm) ∈Xm+1∶ xj ∈ i(A) for at least one j} ⊂Xm+1.
Then, secat(f) = secat(i) is the least m for which there exists the dashed map
making the following a homotopy commutative diagram
Tm(i)
X Xm+1.
∆m+1
Here ∆m+1 denotes the diagonal map ∆m+1(x) = (x,x, . . . , x)
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3.2. The Ganea characterization. Take p∶E ↠ B a fibration replacement
for f . We define the m-th Ganea fibration for f as
Gmf ∶P
m(p)↠ B,
where
Pm(p) ∶= ⎧⎪⎪⎨⎪⎪⎩
m∑
j=0
tjej ∶ p(e0) = p(ej), tj ≥ 0 and m∑
j=0
tj = 1
⎫⎪⎪⎬⎪⎪⎭ ,
for which summands of the form 0e are dropped, and Gmf (t0e0+ t1e1+⋯+ tmem) ∶=
p(e0). See [Hus94, Pg. 54] for a detailed description of the topology of Pm(p).
Then, secat(f) = secat(p) is the smallest m for which Gmf admits a section.
3.3. Whitehead vs. Ganea. The way to prove the Ganea characterization
is to glue the local sections of p into a section of Gmp by means of a partition of the
unity on B. Then, to prove the Whitehead characterization it is sufficient to see
that there is a homotopy pullback[Mat76, Fas02]
(3.1)
Pm(p) Tm(i)
X Xm+1.
Gmp
∆m+1
3.4. First algebraic characterizations. Let ϕ∶ (A,d)↠ (B, b) be a surjec-
tive cdga model for a cofibration replacement i∶A↪X of a continuous map f . Then
by [FT09, Thm. 1] the inclusion of the m-fat wedge Tm(i)↪Xm+1 is modeled by
the quotient
π∶ (A⊗m+1, d)↠ ( A⊗m+1(kerϕ)⊗m+1 , d)
while ∆m+1∶X ↪ Xm+1 is modeled by the multiplication µ∶ (A⊗m+1, d) → (A,d).
Now choose a relative Sullivan model for π,
jm∶ (A⊗m+1, d) ↪ (A⊗m+1 ⊗ΛW,D),
then Diagram 3.1 is modeled by the following pushout
(A⊗m+1, d) (A⊗m+1 ⊗ΛW,D)
(A,d) (A⊗ΛW,D).
jm
µ µ
im
Here, im is a relative Sullivan model for G
m
f . We have that secat(f0) is the smallest
m for which one of the following equivalent conditions hold
● Whitehead: There exists a cdga morphism r∶ (A⊗m+1 ⊗ ΛW,D) → A
such that r ○ jm = µ.
● Ganea: There exists a cdga retraction for im.
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4. Rational approximations of sectional category
One can now impose less restrictive conditions to the existence of morphisms
in the characterizations of Section 3.4 to get algebraic lower bounds for sectional
category.
Let f be a continuous map and im∶ (A,d) ↪ (A⊗ΛW,d) be a relative Sullivan
model for Gmf (for example, the one constructed in Section 3.4). If r∶ (A⊗ΛW,D) →(A,d) is a retraction of im (that is r(a⊗1) = a, for a ∈ A) then we have the following
implications: r is a cdga morphism ⇒ r is an (A,d)-module morphism ⇒ H(i) is
injective.
Definition 4.1. With previous notation,
● the module sectional category of f , msecat(f), is the least m for which im
admits an (A,d)-module retraction.
● the homology sectional category of f , Hsecat(f), is the least m for which
H(im) = H∗(Gmf ,Q) is injective.
In previous definition one can replace im by any model for G
m
p and asking the
retractions to be homotopy retractions. We can now deduce
Proposition 4.2. If f is a continuous map, then
nil kerH∗(f,Q) ≤ Hsecat(f) ≤msecat(f) ≤ secat(f0) ≤ secat(f).
Observe that, if we take f as the inclusion of the base point into a based space
X , we get
nil H+(X,Q) ≤ e(X) ≤mcat(X) ≤ cat(X0) ≤ cat(X).
In contrast with Theorem 2.6, there are maps f for which msecat(f) < secat(f0):
Example 4.3 ([Sta00]). Consider the cdga (Λ(a2, b2, x3), dx = a2 + b2), then
the inclusion
ϕ∶ (Λ(a),0)↪ (Λ(a, b, x), dx = a2 + b2)
admits a retraction as (Λ(a),0)-module but not as cdga. In fact, if r is a cdga
retraction then it must verify r(a) = a, r(b) = αa, r(x) = 0, but then r cannot
commute with differentials since r(dx) = r(a2 + b2) = (1 + α2)a2 ≠ 0. Let us now
define an (A,d)-module retraction as r(bix) = 0 and r(bi) = 0 for i odd and r(bi) =(−1)i/2ai for i even.
Since we are particularly interested in topological complexity, by taking f as
the diagonal map, ∆nX , we introduce
Definition 4.4. For a space X ,
● the module topological complexity of X is mTCn(X) ∶=msecat(∆nX),
● the homology topological complexity is HTCn(X) ∶= Hsecat(∆nX).
Since (∆nX)0 =∆nX0 , we have
nil kerH∗(∆nX ,Q) ≤ HTCn(X) ≤mTCn(X) ≤ TCn(X0) ≤ TCn(X).
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4.1. Module sectional category. Most of this section is based on [FGKV06,
CKV16, CPV16]. Let (A,d) be a cdga. An (A,d)-module is a chain complex(M,d) together with an action of A, A ⊗ M → M verifying d(am) = d(a)m +(−1)∣a∣ad(m). A semi-free extension of an (A,d)-module (M,d) is an (A,d) mod-
ule of the form (M ⊕ (A⊗X), d),
where X = ⊕i≥0Xi, d(X0) ⊂ M , d(Xk) ⊂ M ⊕ (A ⊗ (⊕k−1i=0 Xi) and the inclusion(M,d) → (M ⊕ (A ⊗X), d) is an (A,d)-module morphism. Observe that relative
Sullivan algebras (A ⊗ ΛV,D) are semi-free extensions of (A,d)[FHT01, Lemma
14.1]. In fact, we have that the category of (A,d)-modules is a closed proper model
category [FGKV06, Theorem 4.1].
Any cdga morphism ϕ∶ (A,d) → (B,d) can be seen as an (A,d)-module mor-
phism by taking in (B,d) the (A,d)-module structure ab = ϕ(a)b. A semi-free
model for ϕ is an (A,d)-module quasi-isomorphism (A⊕ (A⊗X), d) ≃→ (B,d) from
a (A,d)-semi-free extension of (A,d). A semi-free model for a continuous map f is
just a semi-free model for any cdga model of f .
Theorem 4.5 ([FGKV06]). If (A,d) ↪ (A⊕ (A⊗X), d) is a semi-free model
for a map f then a semi-free model for the m-th Ganea fibration Gmf is
jm∶ (A,d) ↪ (A⊕ (A⊗ s−mX⊗m+1), d)
Here d = d0 + d+ (in A⊕A⊗ s−mX⊗m+1) is given by
d(s−mx0 ⊗⋯⊗ xm) = (−1)
m
∑
k=1
(k∣xm−k ∣+k−1)
d0x0 ⋅ ⋯ ⋅ d0xm
+
m∑
i=0
∑
ji
(−1)(∣aiji ∣+1)(∣x0∣+⋯+∣xi−1∣+m)aiji ⊗ s−mx0 ⊗⋯⊗ xiji ⊗⋯⊗ xm,
for x0,..., xm ∈ X and d+xi = ∑
ji
aiji ⊗ xiji with aiji ∈ A and xiji ∈X .
Corollary 4.6. If f is a map, then msecat(f) is the smallest m for which
jm admits an (A,d)-module retraction and Hsecat(f) is the smallest m for which
H(jm) is injective.
4.2. Poincare´ Duality. A finite dimensional commutative graded algebra H
is said to be a Poincare´ duality algebra with formal dimension n when H0 = Q,
H =⊕ni=oHi and there exists an element Ω ∈ Hn such that the map of degree −n
H hom(H,Q)
a b↦ Ω#(ab)
Φ
is an isomorphism, where Ω# denotes the dual of Ω.
Theorem 4.7 ([CKV16]). Let ϕ∶ (A,d) → (B,d) be a cdga morphism with
H(A,d) a Poincare´ duality algebra, then H(ϕ) is injective if and only if ϕ admits
a homotopy retraction as a morphism of (A,d)-modules.
Corollary 4.8. If f ∶X → Y is a map with H∗(Y,Q) a Poincare´ duality alge-
bra, then msecat(f) = Hsecat(f). In particular, if X is a Poincare´ duality complex,
then mTCn(X) = HTCn(X).
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5. Characterization a` la Fe´lix-Halperin
Let f be a continuous map and ϕ∶ (A,d) ↠ (B,d) a surjective cdga model for
f . Recall the notation from Section 3.4. Then, since µ((kerϕ)⊗m+1) ⊂ (kerϕ)m+1,
we have a diagram
( A⊗m+1
(kerϕ)⊗m+1
, d)
(A⊗m+1, d) (A⊗m+1 ⊗ΛW,D)
(A,d) (A⊗ΛW,D)
( A
(kerϕ)m+1
, d) .
π
j
µ
≃
µ
ρm
i
τ
Then taking (A⊗ΛZ,D) a relative Sullivan model for ρm, the lifting lemma gives
a diagram
A (A⊗ΛZ,D)
(A⊗ΛW,D) A
(kerϕ)m+1
i ≃
τ
τ
which implies
Proposition 5.1 ([JMP12, Car15]). If ρm admits a cdga homotopy retrac-
tion then secat(f0) ≤m. If ρm admits an (A,d)-module homotopy retraction, then
msecat(f) ≤m. If H(ρm) is injective, then Hsecat(f) ≤m.
Observe that the opposite implication need not hold (see Example 2.2) and this
remains true even for topological complexity:
Example 5.2. Let us compute the topological complexity of S30 . The path
fibration π2 is modeled by the multiplication morphism µ2∶ (Λ(a1, a2),0) → (Λa,0)
with ∣a1∣ = ∣a2∣ = ∣a∣ = 3. We remark that kerH(µ2) = ([a1] − [a2]), therefore
nil kerH(µ2) = 1 ≤ TC(S30). Now, since kerµ2 = (a1−a2), we have that (kerµ2)2 = 0
and ρ1 = Id admits a (homotopy) retraction. This proves, by Proposition 5.1, that
TC(S30) = 1. Another way to show this is through TC(S30) ≤ TC(S3) = 1.
Now consider another cdga model for S3, namely the cdga (A,d) ∶= (Λ(a, b, c), d)
with ∣a∣ = ∣b∣ = ∣c∣ = 1, with d(a) = bc, d(b) = ac and d(c) = ab. Observe that A is a
free cga but that (A,d) is not a Sullivan algebra. Observe also that (A,d) is a cdga
model for S3 as there is a quasi-isomorphism (Λv3,0) ≃→ (A,d) defined as v ↦ abc.
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We have then that another cdga model for the path fibration π2 is the multi-
plication on (A,d), µ2∶ (Λ(a1, b1, c1, a2, b2, c2), d) = (Λ(a, b, c), d). We now see that
ρ2∶ (Λ(a1, b1, c1, a2, b2, c2), d) → (Λ(a1, b1, c1, a2, b2, c2)(kerµ2)3 , d)
is not homology injective. In fact, the element ω ∶= (a1 − a2)(b1 − b2)(c1 − c2) ∈(kerµ2)3 can be written as ω = a1b1c1 − a2b2c2 − d(a1a2 − b1b2 + c1c2). This means
that [ω] ≠ 0 and that H(ρ2)([ω]) = 0.
If I is an ideal of A, define the homology nilpotency of I, Hnil I, to be the
smallest m such that Im+1 is contained in an acyclic ideal of A, that is, a differen-
tial ideal J , with H(J) = 0.
Using previous proposition one can deduce that, if ϕ is a surjective cdga model
for f , then
secat(f0) ≤ Hnil(kerϕ) ≤ nil ker ϕ.
In fact, if (kerϕ)m+1 ⊂ J with J an acyclic ideal of (A,d). Then, by the five
lemma, there is a diagram
(A,d)
(A
J
, d) ( A
(kerϕ)m+1
, d)
≃ ρm
which can be used, together with the lifting lemma, to give a homotopy retraction
for ρm.
As a consequence, if f is a formal map such that H∗(f,Q) is surjective, then
secat(f0) = nil kerH∗(f,Q). The hypothesis of H∗(f,Q) being surjective is neces-
sary:
Example 5.3. Consider the cdga morphism ϕ∶ (Λa2,0) → (Λ(a2,b2)(a2+b2) ,0) defined
by ϕ(a) = a. Let f be a continuous map whose model is ϕ (the spatial realization
of ϕ, for instance), then H∗(f,Q) = ϕ. Obviously nil kerϕ = 0 but ϕ does not admit
a homotopy retraction. In fact, a relative Sullivan model for ϕ is given by
(Λ(a),0) ( Λ(a,b)
(a2+b2)
,0)
(Λ(a)⊗Λ(b, v1, v2, . . .),D),
ϕ
j
≃ θ
with D(b) = 0, D(v1) = a2 + b2, θ(b) = b, θ(v1) = 0, and ∣vi∣ ≥ 4 for i ≥ 2. But, as in
Example 4.3, j cannot have a cdga retraction. This means that secat(f0) ≥ 1.
5.1. When f admits a homotopy retraction. Now suppose that our con-
tinuous map f admits a homotopy retraction. Observe that this is the case of the
path fibrations πn∶X
I ↠ Xn. We now construct a special type of model for such
maps which we will call s-models.
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We can suppose that f ∶X ↪ Y is a cofibration and that it admits a strict
retraction r∶Y →X , so that r ○ f = IdX . Now, take a surjective quasi-isomorphism
θ∶ (ΛV, d) → APL(X) and a relative Sullivan model
APL(X) APL(Y )
(ΛV, d) (ΛV ⊗ΛW,D).
APL(r)
≃θ ≃ ξ
Now the lifting lemma
(ΛV, d) (ΛV, d)
(ΛV ⊗ΛW,D) APL(Y ) APL(X),
Id
≃ θ
ϕ
′
ξ APL(f)
gives a cdga morphism, ϕ′, which is a model for f . Now suppose (A,d) is any cdga
model for X . Then there is a pushout diagram
(ΛV, d) (ΛV ⊗ΛW,D)
(A,d) (A⊗ΛW,D)
(A,d),
ψ ≃ ≃
ψ○ϕ′
IdA
ϕ
which gives a model ϕ for f which is a retraction for the inclusion
(A,d) ↪ (A⊗ΛW,D).
Such a model is said to be an s-model for f .
We can now state a generalization of the Fe´lix-Halperin theorem which lets us
compute the topological complexity of rational spaces.
Theorem 5.4 ([Car16b]). Let f be a continuous map and ϕ∶ (A ⊗ΛW,D) →(A,d) an s-model for f . Then secat(f0) is the smallest m for which the cdga
projection
ρm∶ (A⊗ΛW,D) → ( A⊗ΛW(kerϕ)m+1 ,D)
admits a homotopy retraction. Also,
● msecat(f) is the smallest m for which ρm admits a homotopy retraction
as (A⊗ΛW,D)-module, and
● Hsecat(f) is the smallest m for which H(ρm) is injective.
Observe that the augmentation is an s-model for the base point inclusion. In
this case, previous theorem is just the Fe´lix-Halperin Theorem 2.1.
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5.2. Applications to topological complexity. Let (A,d) be any cdga model
for a space X . We build an s-model for the path fibration πn∶X
I →Xn as follows:
Take (ΛV, d) a Sullivan model for X (not necessarily minimal) and take a quasi-
isomorphism θ∶ (ΛV, d) ≃→ (A,d). Then the cdga morphism
µθn ∶= (IdA, θ, . . . , θ)∶ (A,d) ⊗ (ΛV, d)⊗n−1 → (A,d)
is an s-model for πn. Moreover, as with the multiplication (µn = µIdn ), one can see
that kerµθn = (θ(v) − vi) where, as usual, vi, i = 2, . . . , n stands for v in the i-th
factor. As a corollary to Theorem 5.4, we get
Corollary 5.5. Let X be a space, (ΛV, d) a Sullivan model for X, and
θ∶ (ΛV, d) ≃→ (A,d)
a quasi-isomorphism. Then TCn(X0) is the least m such that the projection
ρm∶ (A⊗ (ΛV )⊗n−1, d) → (A⊗ (ΛV )⊗n−1(kerµθn)m+1 , d)
admits a homotopy retraction. Moreover, mTCn(X) is the least m such that ρm
admits a retraction as (A⊗(ΛV )⊗n−1, d)-module and HTCn(X) is the least m such
that H(ρm) is injective.
Example 5.6. Compare [FGKV06, Example 6.5] and [GLO15, Example 3.5].
Let X = S3a∨S
3
b ∪e
8
∪e8 where the cells are attached through the iterated Whitehead
products [S3a, [S3a, S3b ]] and [S3b , [S3a , S3b ]]. By [FHT01, p. 179], the minimal model
of X is of the form (ΛV, d) with V ≤10 = Q⟨a, b, x, y⟩, ∣a∣ = ∣b∣ = 3, d(a) = d(b) = 0,
d(x) = ab, d(y) = abx and H(ΛV, d) = Q⟨1, [a], [b], [ax], [bx]⟩. Therefore, writing
(A,d) ∶= (Λ(a, b, x)(abx) , d) ,
the projection θ∶ (ΛV, d) → (A,d) is a quasi-isomorphism and an s-model for the
diagonal map ∆X is
µθ ∶(Λ(a1, b1, x1)(abx) ⊗Λ (⟨a2, b2, x2, y2⟩⊕ V ≥11) , d)→ (
Λ(a, b, x)
(abx) , d) .
Now consider the element ω ∶= (a1−a2)(b1−b2)(x1−x2) ∈ (kerµθ)3. A computation
yields that ω = a1x1b2−b1a2x2+a1b2x2−b1x1a2−d(x1x2+y2). This means that [ω] ∈
kerH(ρ2) is non-zero. Therefore HTC(X) ≥ 3. On the other hand, the nil kerµ = 3
where µ∶A ⊗A → A is the multiplication. This proves that 3 = TC(X0) ≤ TC(X)
whilst nil kerH∗(∆2X ,Q) = 2.
Finally we have
Theorem 5.7 ([CPV16]). If X and Y are topological spaces, then
mTCn(X × Y ) =mTCn(X)+mTCn(Y ).
6. A mapping theorem for topological complexity
In this section we will give a slight generalization of the mapping theorem for
rational topological complexity of Grant-Lupton-Oprea[GLO15, Theorem 3.2] and
give a proof using Sullivan models.
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Theorem 6.1. Let fi∶Yi →X be continuous maps, i = 1, . . . , n, between rational
spaces such that π∗(fi) are injective. If im (π∗(f1)) ∩ im (π∗(f2)) = 0 then
cat(Y1) +⋯ + cat(Yn) ≤ TCn(X).
Proof. Since π∗(fi) is injective, there is a surjective model for fi,
ϕi∶ (ΛV, d)↠ (ΛWi, d)
between minimal Sullivan models. The condition im (π∗(f1)) ∩ im (π∗(f2)) = 0
implies that for each w1 ∈W1 and w2 ∈W2, there exist v1, v2 ∈ V such that ϕ1(v1) =
w1, ϕ2(v1) = 0, ϕ1(v2) = 0 and ϕ2(v2) = w2. As in the proof of Theorem 2.9, we
model the (homotopy) pullback
P XI
Y1 ×⋯× Yn X
n,
q πn
f1×⋯×fn
through the pushout
(ΛV1 ⊗⋯⊗ΛVn, d) (ΛW1 ⊗⋯⊗ΛWn, d)
(ΛV1 ⊗⋯⊗ΛVn ⊗ΛVˆ ,D) (ΛW1 ⊗⋯⊗ΛWn ⊗ΛVˆ ,D),
i
ϕ1⊗⋯⊗ϕn
j
where i is the relative model for πn from Section 1.8, j is a model for q, Vˆ =
Vˆ1 ⊕ ⋯ ⊕ Vˆn−1, and D0(vˆi) = ϕi+1(vi+1) − ϕi(vi). We will prove that q is trivial.
Observe that, by the properties of the ϕi’s, D0∶ Vˆ → W1 ⊕ ⋯ ⊕Wn is surjective.
Now take Z ∶= kerD0 ⊂ Vˆ . Since D(Vˆ ) ⊂ Λ+(W1 ⊕⋯⊕Wn)⊗ΛVˆ , the projection
ξ∶ (ΛW1 ⊗⋯⊗ΛWn ⊗ΛVˆ ,D)↠ (ΛZ,0)
is well defined. By construction, H(Q(ξ))∶H(W1 ⊕⋯Wn ⊕ Vˆ ,D0) → H(Z,0) is an
isomorphism, therefore, by Proposition 1.1, ξ is a quasi isomorphism. Since ξ ○ j is
trivial we have that q is trivial, thus
cat(Y1 ×⋯× Yn) = secat(q) ≤ secat(πn) = TCn(X).
But by Theorem 2.7, cat(Y1 ×⋯× Yn) = cat(Y1) +⋯ + cat(Yn). 
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