I. INTRODUCTION
Techniques for still image representation and compression include conventional transforms and wavelets. Other recent techniques include vector quantization and fractals. The JPEG standard for lossy image compression is based on the DCT transform which has been shown to be efficient in approximating the KLT. Over the last few years, substantial work has been done in a promising area called the multi-transforms [1]- [2] . It has been shown that for most compression ratios, employing mutually non-orthogonal basis functions such as DCT and Haar or DCT and Walsh, to represent images yields a more compact representation than employing a single transform such as the DCT. This is because, basis functions of a single transform may be unsuitable for approximating the entire spectrum of the image which may be narrowband at lower frequencies and wideband at higher frequencies. two functions, namely the wavelet and scaling functions are used to approximate the signal at a certain resolution. The process of analysis and synthesis can be performed by an efficient pyramidal algorithm employing quadrature mirror filters(QMF). This corresponds to splitting the signal spectrum into subbands on a logarithmic scale.
In this paper, the mixed transforms and subbanding are combined to efficiently represent images using a minimum number of transform (components for a given accuracy. First, the discrete wavelet transform splits the image into subbands. Each of thlese subbands is then represented with the highest SNR using the multi-transform representation by superimposing partial set of basis images of different transforms. These transforms are, in general, mutually non-orthogon.al. A procedure is shown to select the dominant components of the image spectrum from the different transform domains. The unrepresented image energy or the residual error energy is formulated and minimized employing an adaptive algorithm for a given number of transform components. The optimally represented subbands are finally combined to reconstruct the original image. The remainder of the paper is arranged as follows. The wavelet transform and multi-transforms implementation are considered in section 11. Section I11 discusses the results applied to a monochrome image. Section IV concludes the paper.
11. IMPLEMENTATION Figure 1 shows the overall flow of the approach. Each block is explained in the following subsections. 
A . Discrete Wavelet Tb-ansform Block
The concept of mul.tiresolutiona1 analysis was introduced in [5] and has been discussed in great detail sub-U.S. Government work not protected by sequently [6]. This section briefly considers the concept's relation to band splitting. The main idea is to approximate a signal at a certain given resolution employing the scaling and the wavelet functions, thereby producing an approximation signal. During the process of approximation, some information is lost and this is referred to as the error signal. For example, let a signal f, with N samples be approximated at a resolution 2 j . Also, assume N to be a power of 2. The approximated signal, referred t o as A2j,,(f), consists of 23" samples. The index n refers to the sample number and j is related to the resolution. The information lost is the error signal E2j ,n(f), also at a resolution 2 j . The two can be combined to produce the signal at a higher resolution, A2j+l,n(f). On the other hand, the approximated signal A2j ,,(f), can be further decomposed into an approximation and an error signal at a lower resolution, 2 j -l . The orthogonal wavelet representation of the signal fn thus consists of the approximation signal, A 2 -~, , ( f ) at a certain resolution 2-K and the error sig-
where k = -K, ..-1. The scaling and the wavelet functions give rise to quadrature mirror filters, h and g, where h is a lowpass filter and g is a highpass filter. The filters are related by g , = -l(l-n)hl-n and satisfy additional properties [3]. The wavelet decomposition is performed efficiently using the pyramidal algorithm employing the mirror filters i and 9, where in = h-, and gn = g-n. The approximation signal forms the lower frequency half of a band while the error signal forms the higher frequency half.
Each approximation signal can similarly undergo the next level of decomposition. In this manner, the signal spectrum is split into subbands on a logarithmic scale. As the h and g filters are related to wavelet orthonormal bases, they give rise to perfect reconstruction.
A,j+l,,(f) = 2 c hn-zkAzj,k(f) + 2 x g n -2 k E 2 j , k ( f )
The above model can also be extended to the general multidimensional case. For images, a simplistic approach can be adopted by assuming the seperable multiresolutional approximation. The decompostion can be interpreted along a set of spatially independent frequencies. A similar pyramidal algorithm can be utilized to compute the 2-D wavelet transform of an image employing the 1-D scaling and wavelet functions. The first level decomposition is shown in Fig. 2 . 
B. Multi-transforms Block
Next, the multi-resolution images derived from the previous subsection are input to the multi-transforms block. T V is the (2N x 2 N ) matrix which contains all the above described 4N2 basis images. Let L be the total number of basis images needed to represent the block and T be the filter matrix, if t g , j = 1, the basis image corresponding to the coefficient wi,j is selected. n is the coefficient counter.
The algorithm and the weight optimization technique are outlined in the following subsections.
Algorithm
Given: X, L Step 1. Initialization:
Step 2. Compute mean of input:
Step 3. Set dc weight and mark as selected: dc = $ g ; 1 .g.;1 xij ' 1~1 1 = N.dc, til = 1
Step 4. Increment basis image counter: n = n + l
Step 5. Compute residual energy: R = X -B W B T , ER = llR1I2
Step 6 Step 7 . Select the basis image with largest gradient: tm,n = 1, such that gm,n = max(gi,j)
Step 8. Perform weight optimization: W = Optimize(W,T). A possible optimization algorithm is listed in next subsection.
Step 9. Increment basis image counter n. If n < L goto
Step 5, else terminate if done.
Employing the above algorithm results in the image being represented by the multi-transforms technique for a given number of total retained basis images, L. Step 1. Initialize iteration counter:
Step 2. Compute initial residual energy:
Step 3. Estimate gradient for the selected basis images: For all i, j such that t i j = 1, do Aw2J = S, p = i,q = j . .
Step 4. Update weights of selected basis images:
Step 5. Compute residual energy:
Step 6. Continue if significant improvement:
Eg+') = llR(k+1)112
C. Image Reconstruction Block
The previous block approximates each multi-resolution subimage employing multi-transforms.
The inverse wavelet transformation is performed on these reconstructed subimages, Fig. 4 yielding the reconstructed original image. The Approx image is a low pass approximation, while the Detailh,,,, Detail,,,t and Detaildi,, contain the higher frequencies in the horizontal, vertical and diagonal directions respectively. Each of these imag,es is then input t o the multitransforms block. For implementation purposes, each input image is divided into 8 x 8 blocks and is compressed independently. For a given L, coefficients are allocated to the different subimages in proportion to their energy. The coefficient reduction factor(cr f) is defined as the factor by which the total number of basis images for the entire image is reduced. For a given L , the crf for the entire image is,
The final image, X' is reconstructed employing the inverse wavelet transform. For each crf, the RMSE is calculated as an objective measure.
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RMSE =
The same simulation is conducted for the following approaches for comparison purposes.
1. Subbanding followed by DCT alone. The reconstructed image is shown in Fig. 6 for a crf of 4. 
IV. CONCLUSIONS
The proposed wavelet and multi-transform approach for constrained image representation has been developed by addressing several key issues. The residual error is properly formulated. The reconstruction employing the DCTHaar transforms, when performed in conjunction with subbanding is more accurate than using DCT or Haar alone used with subbanding. Work is in progress t o develop an efficient coding scheme for the approach.
