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ABSTRACT
Astrophysical fluid flow studies often encompass a wide range of physical processes to account for the com-
plexity of the system under consideration. In addition to gravity, a proper treatment of thermodynamic processes
via continuum radiation transport and/or photoionization is becoming the state of the art. We present a major
update of our continuum radiation transport module, Makemake, and a newly developed module for photoion-
ization, Sedna, coupled to the magnetohydrodynamics code PLUTO. These extensions are currently not publicly
available; access can be granted on a case-by-case basis. We explain the theoretical background of the equations
solved, elaborate on the numerical layout, and present a comprehensive test suite for radiation–ionization hydro-
dynamics. The grid based radiation and ionization modules support static one-dimensional, two-dimensional,
and three-dimensional grids in Cartesian, cylindrical, and spherical coordinates. Each module splits the radia-
tion field into two components, one originating directly from a point source – solved using a ray-tracing scheme
– and a diffuse component – solved with a three-dimensional flux-limited diffusion (FLD) solver. The FLD
solver for the continuum radiation transport makes use of either the equilibrium one-temperature approach or
the linearization two-temperature approach. The FLD solver for the photoionization module enables accounting
for the temporal evolution of the radiation field from direct recombination of free electrons into hydrogen’s
ground state as an alternative to on-the-spot approximation. A brief overview of completed and ongoing scien-
tific studies is given to explicitly illustrate the multipurpose nature of the numerical framework presented.
Keywords: Radiative transfer — Magnetohydrodynamics (MHD) — Methods: numerical — Stars: formation
— H II regions
1. INTRODUCTION
Code development for astrophysical research can be cate-
gorized based on the generality of the implementations: of-
ten, algorithms are implemented to model a specific system
or physical behavior unique to that system; examples from
our own numerical studies are the subgrid modules for pro-
tostellar outflow feedback (Kuiper et al. 2015, 2016) and the
stellar evolution solver (Kuiper & Yorke 2013a). These spe-
cific applications rely on underlying software modules that,
by contrast, treat the more general basic equations common
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to a variety of problems. In astrophysics, these are, e.g., mag-
netohydrodynamics (MHD), N-body, and dust and line radi-
ation transport solver packages.
A variety of such general purpose codes, solving the MHD
equations, were developed in the past and are commonly ap-
plied in astrophysical studies. Without claiming complete-
ness, commonly used open-source and Message Passing In-
terface (MPI)-parallelized MHD software packages include
Zeus (e.g. Norman 2000; Hayes et al. 2006; Ramsey & Dulle-
mond 2015), PLUTO (Mignone et al. 2007, 2012), Flash
(Fryxell et al. 2000; Dubey et al. 2009, 2012; Klassen et al.
2014), Ramses (e.g. Teyssier 2002; Fromang et al. 2006;
Commerc¸on et al. 2011; Rosdahl et al. 2013; Commerc¸on
et al. 2014; Gonza´lez et al. 2015; Rosdahl & Teyssier 2015;
Dzyurkevich et al. 2016, 2017), Nirvana (e.g. Ziegler 2011;
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Gressel et al. 2013), and Enzo (e.g. O’Shea et al. 2004, 2010;
Norman et al. 2009, 2018; Collins et al. 2010; Wise & Abel
2011; Bryan et al. 2014). The gravito-MHD equations, ac-
counting for gravity of point sources and/or the self-gravity
of the gas, can be implemented into such general purpose
software quite easily. By contrast, implementing continuum
radiation transport into an existing MHD code is not straight-
forward. One reason is the huge computational effort associ-
ated with solving the general radiation transport equation in
three spatial dimensions, perhaps even including frequency
dependence and scattering. For this reason, radiation MHD
frameworks do not solve the general radiation transport equa-
tion but make use of multiple approximations, such as fre-
quency averaging, moment methods, short and long charac-
teristics, thus limiting the general applicability of the code.
Analogous arguments apply for the photoionizing radiation
in combination with MHD.
In addition to the breadth of physical processes being mod-
eled, the applicability of a software package is limited by the
underlying data structure as well. Here, we will focus on
grid based codes, although a generalization of our radiation
transfer modules for smooth particle hydrodynamics would
be possible in a hybrid scheme. The different grid based ap-
proaches used currently include regular static grids or grids
composed of multiple regular grids, using Cartesian, cylin-
drical, and spherical coordinates, nested or adaptive mesh
refinement (AMR) grids, usually done in Cartesian coordi-
nates, and unstructured grids such as triangulations. Each of
these different approaches has its own advantages and disad-
vantages.
For astrophysical applications, the grid structure often has
to cover a broad dynamical range in e.g. spatial dimension
and/or mass density. This feature is perhaps easiest to achieve
using unstructured grids. But at the same time, astrophysical
applications often require higher-order integration schemes,
e.g. to properly account for shocks. Higher-order schemes
are naturally easier to realize on structured grids. Nested and
AMR grids combine these two features, but currently those
implementations are usually done in Cartesian coordinates
(but see also Mignone et al. 2012, for a curvilinear AMR
approach for MHD). One reason for the wide use of Cartesian
coordinates is that the currently available open-source and
MPI-parallelized grid libraries are restricted to this type of
coordinate system, as is the case for Paramesh (MacNeice
et al. 2000, 2011) and Chombo (Adams et al. 2015; Group
& Division 2012). A regular grid in spherical coordinates
has increased spatial resolution toward the center, alleviating
the necessity for a nested or AMR grid for a large variety of
astrophysical systems that require higher resolution near the
coordinate origin.
The continuum radiation transport and photoionization
solver modules presented here both make use of a hybrid
ansatz, which combines a ray-tracing routine along one co-
ordinate axis with a three-dimensional flux-limited diffusion
(FLD) solver. Thus, our numerical framework is clearly tai-
lored toward applications for which either a single source
dominates the radiation field (spherical coordinates) or for
plane-parallel setups (which can be solved using Cartesian
coordinates). The supported grids and solvers are suitable
for a huge variety of astrophysical systems, such as star for-
mation, planet formation, planetary atmospheres, accretion
disks, disk photoevaporation, planet–disk interaction, com-
mon envelope, late stages of stellar evolution, planetary neb-
ulae, H II regions, black hole accretion, and active galactic
nucleus (AGN) physics.
The manuscript is organized as follows: in Sect. 2, we in-
troduce the newly developed continuum radiation transport
and photoionization framework; in Sect. 3, we present a com-
prehensive test suite of the code; and in Sect. 4, we give
an overview of successfully completed and ongoing research
projects utilizing the described numerical tool.
2. METHODS
The central workhorse of the numerical frame-
work presented is the open-source MHD code PLUTO
(http://plutocode.ph.unito.it), as presented in Mignone et al.
(2007, 2012). PLUTO is not only used to solve the equations
of motion for the gas (as described below in detail), but we
also use the parallel layout and I/O structure for the multi-
physics numerical framework presented. We currently use
PLUTO in its version 4.1.
A brief overview of the multiphysics framework is pre-
sented as a flowchart of their dependencies and interlinks in
Fig. 1. Detailed description of the physics and numerics of
each of the radiation–ionization modules are given in the fol-
lowing sections.
The modules added to the PLUTO code either address spe-
cific physics of star formation and accretion disks such as
stellar evolution, protostellar outflows, dust evaporation and
sublimation, disk shear-viscosity prescriptions, or involve
implicit solution methods on the basic spatial dimensions
(while PLUTO solves for the MHD in an explicit fashion)
such as self-gravity, ray-tracing of thermal continuum radi-
ation (Sect. 2.3.1) and photoionizing radiation (Sect. 2.4.1)
FLD of thermal radiation energy density (Sect. 2.3.2) ,
and evolution of diffuse direct recombination EUV photons
(Sect. 2.4.2).
Although the developed numerical framework denotes a
straightforward extension of our earlier work in the field of
radiation hydrodynamics (Kuiper et al. 2010b, 2012; Kuiper
& Klessen 2013), stellar feedback in cloud collapse (Kuiper
et al. 2010a, 2015, 2016; Kuiper & Yorke 2013b,a), and disk
formation simulations (Kuiper et al. 2011) all routines and
algorithms were newly written from scratch and have un-
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Figure 1. Flowchart of the overall multiphysics numerical framework for astrophysical fluid dynamics. Black boxes represent a module for
a specific physical task. Red boxes connected to the modules represent their output quantities; output quantities of a module are only shown
if they denote an input for another module. Black dotted arrows represent the call sequence of the different modules; the main loop starts
from prefdefined initial conditions by calling the self-gravity module. Yellow arrows denote input quantities. Green arrows denote update of a
dependent quantity.
dergone major changes in the code design. The most re-
cent code development, not present in these earlier studies, is
the ionizing radiation solver module. Furthermore, the other
physics modules have been updated by, e.g., the inclusion of
a so-called two-temperature FLD solver, a model for time-
dependent dust evaporation and sublimation, a flared disk
model for the shear-viscosity description, and an algebraic
multigrid preconditioner for fast, incomplete matrix conver-
sion. The latter improves the parallel scalability of the im-
plicit solvers for self-gravity, thermal diffusion, and diffuse
ionization.
2.1. Grids
The MHD code PLUTO is capable of treating static
grids of logically rectangular coordinates (Cartesian, cylin-
drical, and spherical) as well as exploiting AMR techniques
(Mignone et al. 2012) via the Chombo library. The exten-
sions presented herein are restricted to the static grids of
rectangular coordinates. The implicit solvers (self-gravity,
thermal diffusion, diffuse ionization) work in all three coor-
dinate systems. The ray-tracing is only done along the first
coordinate axis, i.e. along the x direction in Cartesian coordi-
nates, and the radial direction in cylindrical and spherical co-
ordinates. These static grids can be arbitrarily stretched and
stacked (but not nested), i.e. the cell size in the nth coordinate
direction can be an arbitrary function of the nth coordinate,
but is independent of the two other directions.
Two grids that we use regularly are spherical grids in log-
radial and cos-polar. We define the spherical coordinates as
the spherical radius r, going from rmin to rmax; the polar angle
θ, going in its maximum extent from θmin = 0 at the upper
polar axis to θmax = pi at the lower polar axis; and the az-
imuthal angle φ, going in its maximum extent from φmin = 0
to φmax = 2pi. In spherical coordinates, the resolution of grid
cells linearly decreases toward smaller radii in the polar and
azimuthal direction. To achieve the same behavior in the ra-
dial direction, the radial resolution can be set to be a linear
function of the radius itself, a so-called log-radial grid. Such
a grid will cover very large spatial regions within the compu-
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tational domain with increased resolution toward the central
region.
Although the log-radial grid has the same extensions in all
three coordinate dimensions in the grid cells of the midplane
(θ = pi/2), the size of grid cells in the azimuthal direction de-
creases proportionally to sin θ toward the poles. Accordingly,
the volume of the grid cells decreases proportionally to sin θ
toward the poles. In order to achieve grid cells of compara-
ble volume at the same radius but for different polar angles,
the size of grid cells in the polar direction can be set to be
uniform in cos θ space. Such a grid allows for higher spatial
resolution (in the polar direction) toward the midplane of the
computational domain, as, e.g., used to study accretion disks.
We have used PLUTO with such a grid for the first time in 3D
simulations of the formation of protoplanetary atmospheres,
see Ormel et al. (2015) for further details.
2.2. Fluid Dynamics
As mentioned above, we coupled our continuum radia-
tion transport and photoionization framework (as well as
the self-gravity, stellar evolution, dust evolution, and pro-
tostellar outflows module) with the open-source MHD code
PLUTO (Mignone et al. 2010). PLUTO is a grid based
code, which solves the MHD equations using Godunov-type
shock-capturing schemes. It provides a variety of different
solvers, interpolation schemes, and slope limiters. For de-
tails, we refer the interested reader to the original technical
reports by Mignone et al. (2007, 2012).
In general, PLUTO allows the user to add “external” ac-
celeration or potentials to the momentum and energy equa-
tion. We utilize this interface to introduce the additional
accelerations from absorption and reemission of radiative
fluxes in the continuum and EUV regime respectively ~a totext =
~a radext + ~a
ion
ext .
2.3. Radiation Transport
In this section, we describe the physics and numerics of
the updated radiation transport module named Makemake.
A predecessor was introduced in Kuiper et al. (2010b) as
the generalization of the hybrid radiation transfer module of
Richling & Yorke (1997) written in cylindrical coordinates.
We describe the radiation transport methods implemented,
their derivation, and how they are implemented in our hy-
brid approach, whereby the radiation field is split into multi-
ple components and each component is handled by a differ-
ent appropriate solver method. Determining the appropriate
solver method means finding a good balance between physi-
cal accuracy and computational speed. Starting from the gen-
eral radiation transport equation given below, we describe the
different approximations applied in each solver method, dis-
cuss their applicability to different components of the total
radiation field, and describe the numerical algorithms used
to solve the final equations.
Consider the basic time-dependent radiation transport
equation (see e.g. Mihalas & Mihalas 1984)(
1
c
∂t + ~Ω · ~∇ + χext
)
Irad = χext S (1)
with the radiation intensity Irad, the direction ~Ω of the radia-
tive flux, and the source function S . The extinction coef-
ficient χext along the radiative direction comprises the coeffi-
cient for absorption and scattering χext = χabs + χscat.
2.3.1. Irradiation
The irradiation routine handles the transport of a user-
defined luminosity and spectrum along the first coordinate
via ray-tracing. Although in principle this routine can be used
to compute ray-tracing along the x coordinate in Cartesian
geometry, e.g., to model a part of an atmosphere in locally
plane-parallel approximation, we will focus the description
of the routine on a central source at the origin of a spherical
coordinate system. The ray-tracing computes the absorption
of the source function of spectral photons along each ray di-
rection, the handling of sources from thermal (re)emission
along the ray is shifted to the FLD solver described below.
Hence, in the case of ray-tracing, Equation (1) reduces to the
form without source terms:
1
c
∂t Irad + ~Ω · ~∇ Irad + χext Irad = 0 (2)
The radiation transport for Irad is computed for the same
time step as the simultaneously running MHD. If the photon
travel time up to its first absorption or scattering is short com-
pared to the time step of the hydrodynamics, we can ignore
the time derivative of the radiation intensity on the left-hand
side:
~Ω · ~∇ Irad + χext Irad = 0 (3)
If we solve the remaining equation for a source at the origin
of a spherical coordinate system, the resulting differential
equation
∂r Irad = −χext Irad (4)
has the solution
Irad = Irad(rmin) exp(−τ) (5)
with the source function Irad(rmin) at the minimum integra-
tion radius rmin and the optical depth along the ray direction
τ(r) =
∫ r
rmin
χext dr. (6)
The radiation intensity and optical depth are computed for
each ray direction. For frequency-dependent ray-tracing, the
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Figure 2. Flowchart of the continuum radiation transport module Makemake. The legend is the same as in Fig. 1.
radiation intensity and the optical depth are computed for
each frequency bin. Equation (5) states that in the absence of
extinction (and emission) the radiation intensity is conserved
along a ray. The corresponding solution for the irradiation
flux emitted by an isotropic emitter at the origin of the spher-
ical coordinate system is given by
Firr(r) = Firr(rmin) exp(−τ)
( rmin
r
)2
(7)
The term (rmin/r)2 corresponds to the geometrical attenua-
tion along the radially outgoing ray direction; for the anal-
ogous ray-tracing of a plane-parallel flux along the x- di-
rection of a Cartesian coordinate system, this term becomes
unity.
2.3.2. Flux-limited-diffusion Approximation
In the following derivation, we write the equations in the
gray (non-frequency-dependent) approximation without loss
of generality. Besides the issue of a gray versus multifre-
quency approach, the FLD equation is the result of a se-
quence of approximations, which we will outline step by
step. As a first step, we integrate Equation (1) over all solid
angles, neglect scattering, and use the definitions for radi-
ation energy density Erad and radiation energy flux density
~Frad
Erad =
1
c
∫
4pi
Irad dΩ (8)
~Frad =
∫
4pi
Irad ~Ω dΩ (9)
to obtain
∂t Erad + ~∇ · ~Frad = χabs (4pi Brad − c Erad) (10)
Within a given volume, the change in radiation energy den-
sity per time (leftmost term) is either the result of a flux
over the volume boundary (second term on left-hand side)
or caused by the source and sink terms within the volume
(right-hand side terms). The right-hand side of Equation (10)
describes the cooling and heating balance of the local emis-
sion and the local radiation field. In the case of Brad > Erad,
the emission yields a decrease of the local temperature of the
medium (cooling) and an increase of the local radiation field.
In the case of Brad < Erad, the local radiation field decreases
with time, and the energy is deposited as an increase in the
local temperature of the medium (heating).
Equation (10) relates the zeroth moment of the radiation
field Erad to the first moment ~Frad. One can obtain the next
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higher moment equation by multiplying Equation (1) by ~Ω
and integrating over all solid angles. For simplicity, we as-
sume the time-independent case and obtain
c~∇ · ~Prad + χabs ~Frad = 0 (11)
where we have introduced the radiation pressure tensor de-
fined by
~Prad =
1
c
∫
4pi
Irad ~Ω⊗~Ω dΩ . (12)
By defining the dimensionless radiation diffusion tensor by
~Drad = ~Prad/Erad, Equation (11) becomes
~Frad = − c
χabs
~∇ ·
(
~Drad Erad
)
. (13)
Up to now, we have not made any approximations, other than
time independence. For the so-called FLD approximation,
the radiation diffusion tensor is approximated by a scalar dif-
fusion coefficient Drad
Drad =
λ c
χR
(14)
with the flux limiter function λ and the Rosseland mean ab-
sorption coefficient χR. For convenience, the speed of light
and the absorption coefficient are here included in the defi-
nition of the scalar diffusion coefficient, hence, in contrast to
the dimensionless diffusion tensor defined above, the scalar
diffusion coefficient has a unit of cm2 s−1. With this FLD
approximation, Equation (13) becomes
~Frad = −Drad ~∇ Erad . (15)
In the classical diffusion limit, the isotropic diffusion coeffi-
cient is given as Drad = c/(3χR) (i.e. λ = 1/3). Applying
this flux limiter to optically thin radiative flows (where the
diffusion limit is a priori not satisfied) leads to unphysical
infinite flow velocities, because the diffusion coefficient ap-
proaches infinity in the case of vanishing absorption (χabs →
0). This deficiency can be circumvented by allowing the flux
limiter function to vary. The choice of the flux limiter func-
tion is relatively free and can be adapted to special cases but
should fulfill the limiting values λ → 1/3 in the optically
thick limit (for τ→ ∞) and λ→ χR Erad/|~∇ Erad| in the opti-
cally thin limit (for τ→ 0). The physical reason for the latter
is that the velocity ~v = −Drad ~∇ Erad/Erad of the radiative flux
is limited to the speed of light.
Finally, inserting the FLD approximation (15) into the con-
servation Equation (10) yields the time evolution of the radi-
ation energy density as
∂t Erad − ~∇ ·
(
Drad ~∇ Erad
)
= χabs (4pi Brad − c Erad) . (16)
The FLD equation (16) involves two unknown quantities,
namely the radiation energy density Erad and the local tem-
perature of the medium Brad = 1pi σSB T
4, with the Stefan–
Boltzmann constant σSB which are coupled to each other via
heating and cooling processes.
In principle, Equation (16) can be solved without further
approximations by simultaneously solving for the temporal
evolution of the local internal energy Eint = cV ρgas T with
the specific heat capacity of the medium cV = R/(µ(γ − 1))
with the universal gas constant R, the molar mass µ, and the
adiabatic index γ. Its temporal evolution due to the thermo-
dynamics of cooling and heating is given by
∂t Eint = −χabs (4pi Brad − c Erad) . (17)
This solution method is also known as the two-temperature
approach, because the evolution of both the radiation and the
internal energy is determined. The drawback of this approach
is the numerical cost, especially in the case of a stiff system
of equations, which can easily follow from the nonlinear de-
pendence of the absorption coefficient χabs on the local tem-
perature. The internal energy can also change due to nonther-
modynamic processes such as advection. These terms are
not included in the equation above; hence, these are solved
for in the MHD module.
The system of coupled equations (16) and (17) can be
further reduced to a single evolution equation of the radia-
tion energy density only. Below in sections 2.3.3 and 2.3.4,
we consider two different approximations, namely the equi-
librium temperature approach (also called one-temperature
approach) and the linearization approach (also called two-
temperature linearization approach).
Due to the extreme simplification of the general radiation
transport equation (1) by the FLD equation (16), the applica-
bility of the FLD approximation remains rather narrow. The
method was first intended to solve for the radiation transport
in one-dimensional problems. Moreover, first applications
focused on the interior of stars with the medium mostly in
the optically thick regime with only one transition from opti-
cally thick to thin at the stellar surface. In such media, the ap-
proximations applied are (reasonably) valid, and the method
allows for a very efficient way of solving the radiation trans-
port equation. However, in a multidimensional problem with
multiple transitions from optically thick to thin regions and
vice versa, defining a usable flux limiter that accurately mim-
ics the relation between radiative energy density and radia-
tion pressure is difficult. Moreover, the FLD approximation
implicitly assumes that the flow direction is given by the gra-
dient of the radiation energy density, which in general causes
unphysical behavior of the radiative flux. For example, opti-
cally thick obstacles illuminated by a single source are unable
to cast sharp shadows when the FLD approximation is in-
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voked; such a situation is e.g. given by a protostar surrounded
by its circumstellar disk (see, e.g., Kuiper & Klessen 2013).
Further, we have the gray approximation, assuming that the
absorption coefficient is a pure function of the local radiation
temperature. In general, however, the absorption coefficient
depends on the energy of the absorbed photons, which can
originate from any location. As an example, regions directly
irradiated by stellar sources would absorb these photons on
average according to the Planck mean opacity with respect
to the photospheric stellar temperature; in the gray FLD ap-
proximation, these stellar photons are absorbed according to
the mean opacity with respect to the local temperature. To
alleviate this problem, Yorke & Sonnhalter (2002) used a
frequency-dependent FLD solver; the herein presented code
development is based on an FLD approach in gray approxi-
mation (plus ray-tracing along the first coordinate axis).
2.3.3. Equilibrium Temperature Approach
The equilibrium temperature approach has been imple-
mented in the previous version of the star formation frame-
work as presented in Kuiper et al. (2010b). As discussed
above, both the equilibrium temperature approach and the
linearization approach are meant to simplify the system of
coupled equations for FLD,(16), and internal energy, (17), to
a single equation. In the equilibrium temperature approach,
this reduction is achieved via the assumption that the local
radiation field is in equilibrium with the temperature of the
medium. Hence, radiation energy and internal energy are
related to the same temperature. Adding up the combined
Equations (16) and (17),
∂t Eint =−χabs (4pi Brad − c Erad) (18)
∂t Erad − ~∇ ·
(
Drad ~∇ Erad
)
= +χabs (4pi Brad − c Erad) (19)
leads to a single equation including both energies,
∂t (Erad + Eint) − ~∇ ·
(
Drad ~∇ Erad
)
= 0. (20)
But due to the fact that the internal energy Eint = cV ρgas T
and the radiation energy Erad = a T 4 is assumed to refer to
the same temperature, their time derivatives can be expressed
as ∂tEint = cV ρgas/
(
4 a T 3
)
∂tErad and the equation above
reduces to a modified diffusion equation,
∂t Erad − fc ~∇ ·
(
Drad ~∇ Erad
)
= 0 (21)
with the energy ratio of
fc =
(cV ρgas
4 a T 3
+ 1
)−1
. (22)
This diffusion equation allows one to directly solve for the
radiation field Erad. In the case of a single radiation field
Erad, the temperature of the local medium is then determined
by the equilibrium condition
χabs a T 4 = χabs Erad (23)
This equation is valid only if the FLD approximation is used
to determine the total radiation field, i.e. not for the hybrid
scheme discussed below. The factor χabs of course cancels
out in the equation above, but we show the equation in this
form to allow direct comparison to the hybrid equilibrium
equation.
2.3.4. Linearization Approach
In the linearization approach, the radiation field and the
temperature of the medium are allowed to evolve as two dif-
ferent properties with no equilibrium assumption a priori.
But instead of solving the two Eqs. (16) and (17) simulta-
neously, linearizing on the right-hand side of Equation (16)
the implicit dependence on the temperature of the medium,
(T (t + ∆t))4 ≈ 4 (T (t))3 × T (t + ∆t) − 3 (T (t))4 , (24)
reduces the fourth-power dependence to only a linear depen-
dence on the new temperature T (t + ∆t) at the current time
step ∆t. The concept of linearization of the T 4 dependence is
used regularly in radiative transfer literature and was pursued
in the pioneering work by Auer & Mihalas (1968) on stellar
atmospheres (their Equation (7)); in the context of radiation
hydrodynamics, this linearization approach to decouple the
two evolution equations was to the best of our knowledge
first presented in Commerc¸on et al. (2011).
Utilizing this linearization, we can solve for the radiation
energy density according to Equation (16) and afterwards
solve for the new temperature via
T (t + ∆t)
T (t)
=
Eint(t) + χabs ∆t (12pi Brad(t) + c Erad(t + ∆t))
Eint(t) + χabs ∆t 16pi Brad(t)
.
(25)
This equation includes on the right-hand-side an implicit de-
pendence of the absorption coefficient on the new temper-
ature. Accordingly, this equation is solved via an iterative
Newton–Raphson update. As in the equilibrium approach,
this equation is valid only if the FLD approximation is used
to determine the total radiation field. Changes due to hybrid
radiation transport schemes are discussed below.
The drawback of the linearization approach is that the time
step ∆t has to be small enough to assure that the linearization
(24) is valid, i.e. changes in temperature have to be small
within a single time step. Hence, the temperature difference
has to be monitored and limited throughout the course of sim-
ulations. For example, in the presence of strong shocks or
the direct irradiation of previously shadowed regions, the so-
lution method becomes CPU expensive.
2.3.5. Hybrid Schemes
In our hybrid radiation transport scheme, as presented in
Kuiper et al. (2010b), we split the total radiation field into an
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irradiation source and thermal (re)emission. Such a splitting
of the total radiation field into multiple components allows
us to use different radiation transport solvers for the different
components. In this way, it is possible to adapt the methods
(and their approximations) closely to the properties of the in-
dividual radiation field components and through that achieve
a good balance between accuracy of the solution and speed
of the solver. The irradiation source, here denoted as ~Firr,
is solved via ray-tracing along the first coordinate axis; see
Section 2.3.1. This component can either be solved in the
gray approximation or for multiple frequency bins. The ther-
mal (re)emission is solved in the gray FLD approximation;
see Section 2.3.2.
In the case of a hybrid radiation transport scheme, the ab-
sorbed irradiated flux enters the equation of internal energy,
previously Equation (17), as a source term:
∂t Eint = −χabs (4pi Brad − c Erad) − ~∇ · ~Firr. (26)
Hence, in the equilibrium approach, the modified diffusion
Equation (21) is given as
∂t Erad − fc ~∇ ·
(
D ~∇ Erad
)
= − fc ~∇ · ~Firr (27)
and the equilibrium condition (23) for the temperature update
becomes
χabs a T 4dust = χabs Erad +
∑
ν
χν
Firr,ν
c
. (28)
In the linearization approach, the temperature update, for-
merly Equation (25), becomes
T (t + ∆t)
T (t)
=
Eint + ξ
(
3 a(T (t))4 + Erad(t + ∆t)
)
− ∆t ~∇ · ~Firr
Eint(t) + 4 ξ a(T (t))4
(29)
with the dimensionless abbreviation ξ = χabs c ∆t. Analo-
gous to Equation (25), the equation above is solved via an
iterative Newton–Raphson update to take into account the
temperature-dependence of the absorption coefficient. The
derivation and basic tests of such a hybrid scheme – splitting
the total radiation field into irradiation sources and thermal
emission – was given in Kuiper et al. (2010b). In the current
code description, we have augmented this algorithm includ-
ing the linearization approach by Commerc¸on et al. (2011).
In the introductory remark about the validation of the FLD
approximation, we pointed out two caveats, namely problems
in anisotropic multi-dimensions, where FLD is not capable
of modeling shadows, and the underestimation of radiative
forces in directly irradiated regions when using the gray FLD
approximation. The hybrid scheme was intentionally intro-
duced in the past to overcome these two caveats: the shadow
due to the stellar irradiation of the inner disk rim can be very
accurately reproduced using the frequency-dependent hybrid
scheme in contrast to the FLD approximation alone as shown
in Kuiper & Klessen (2013). An accurate computation of the
radiative force within directly irradiated regions turned out to
be a crucial necessity to properly model the evolution of low-
density bipolar cavities (see Kuiper et al. (2012) for details
and the simulation outcomes in a direct numerical compari-
son of the hybrid and FLD-only scheme).
In general, the hybrid scheme is independent of the choice
of the coordinate system or the geometry of the computa-
tional grid. Recently, this hybrid scheme was also imple-
mented on an AMR grid in Cartesian coordinates (Klassen
et al. 2014). Furthermore, the splitting of the total radiation
field into multiple components and the use of different solver
methods per component can also be applied using other radi-
ation transport methods such as Monte Carlo or M1.
2.3.6. Radiative Forces
Physics —The coupling of radiation transport and MHD in-
cludes the radiative force, which acts on the absorbing and
emitting medium due to momentum conservation. The re-
sulting acceleration from the direct irradiative flux can be
computed as
~airr = −
~∇ · ~Firr
c ρgas
~Ω . (30)
Numerics —In the literature, radiative acceleration is often
specified as ~a = κ ~F/c according to Mihalas & Mihalas
(1984) with the opacity κ = χext/ρgas. Although this equa-
tion is identical to the equation above, its direct numerical
implementation has to be handled with care due to spatial
discretization. For a detailed proof of the equality of the two
expressions, we refer the interested reader to Kuiper et al.
(2010b).
No problems would occur if optically thick regions are re-
solved by as many grid cells that all individual grid cells have
a local optical depth less than unity. But problems can arise
in the case where individual grid cells in the computational
domain are optically thick. Physically, the maximum accel-
eration of a specific volume of gas is given by the case where
this volume absorbs the full incoming radiative flux. This
upper limit is only accounted for correctly in the discretized
version of the equation ~a = κ ~F/c, if the radiative flux acting
on a specific volume or grid cell of gas is computed as the
integrated mean value over the volume.
As a thought experiment, we can think of a volume of gas
or a grid cell, with an opacity corresponding to an optical
depth of τ = 103. The radiative acceleration of this volume
is given by the upper limit where all photons are absorbed
within the cell and does not change if the opacity and opti-
cal depth would become a factor of 10 larger; the number of
absorbed photons within the volume is still the same. Hence,
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to eliminate the proportionality on opacity in ~a = κ ~F/c, one
has to take into account the fact that the mean radiative flux
within the volume scales in the optically thick limit with the
inverse of the opacity. In other words, the full acceleration
as given by κ ~F/c is acting only on a fraction 1/τ of the opti-
cally thick volume, and the remnant part of the volume feels
no acceleration at all.
In contrast to this (careful) handling, the discretized ver-
sion of Equation (30) automatically includes the upper limit
by computing the difference of incoming and outgoing fluxes
as given by the gradient of radiative flux. Note that the atten-
uation of the direct irradiated flux given by ~∇ · ~Firr becomes
part of the source of the diffuse radiation field as discussed in
Sect. 2.3.5.
The total radiative acceleration ~aradext must also include the
contribution of the diffuse radiation field. To calculate this
contribution, we apply ~adiff = κ ~Frad/c together with our def-
inition of κ to Eqs. (14) and (15):
~aradext = −
~∇ · ~Firr
c ρgas
~Ω − λ
ρgas
~∇Erad . (31)
2.4. Photoionization
As a completely new ingredient, a hydrogen photoioni-
zation module, Sedna (Figure 3), is included in this mul-
tiphysics framework. If the ionization module is switched
on, the spectrum of the direct radiation field from the central
source is divided into two spectral regimes, one with a pho-
ton energy lower than 13.6 eV and one with a higher pho-
ton energy. The part of the spectrum with higher energy is
– in addition to the continuum absorption of the radiation
transport step described above – handled by the ionization
module. Furthermore, we do not only ray-trace the high-
frequency part of the central object’s emission spectrum, but
also compute for the diffuse EUV radiation field created in
(partly) ionized regions due to direct recombination of free
electrons into the hydrogen’s ground state. The physical de-
scription and the basic numerical implementation of both of
these components follow the description by Yorke & Welz
(1996) and Richling & Yorke (1997) but makes use of mod-
ern state-of-the-art numerical solvers and algorithms.
In addition to photon momentum absorption, ionization
couples to the hydrodynamics through the gas pressure due
to its effect on both the temperature Tgas and molecular mass
µgas of the gas. µgas depends on the degree of ionization,
x =
nH+
nH0 + nH+
(32)
and neutral fraction,
y =
nH0
nH0 + nH+
= 1 − x, (33)
which are determined in the rate equation solver of the ion-
ization module. nH0 and nH+ denote the neutral and ionized
hydrogen number densities. For simplicity, we do not in-
clude molecular hydrogen. A more rigorous treatment would
include the formation and destruction of molecular hydrogen
via Lyman–Werner-band photons and its associated contribu-
tion to µgas.
Details of the rate equation solver for ioniza-
tion/recombination are given in Sect. 2.4.3. Solving the rate
equations requires knowledge of the local ionizing radiation
flux. The determination of those is described in Sections
2.4.1 and 2.4.2 for the ray-tracing and diffuse flux, respec-
tively. Medium properties appropriate for present-day star
formation regions are presented in Sect. 2.4.6.
2.4.1. Ray-tracing of Ionizing Radiation
Ray-tracing of the direct radiative EUV flux with photon
energy hν ≥ 13.6 eV of a specified spectrum is performed
along the first coordinate axis of the computational domain.
In principle, this routine can be used in Cartesian coordinates
to model, e.g., plane-parallel atmospheres, the routine works
also for any user-defined irradiation spectrum. Nonetheless,
we focus in the following description on a grid in spherical
coordinates and ray-tracing of a given radiation field denoted
as FEUV. Analogous to the ray-tracing solution Equation (7)
described in Sect. 2.3.1, the radiative EUV flux is given as a
function of radius as
FEUV(r) = FEUV(rmin)
( rmin
r
)2
exp(−τtot), (34)
where FEUV(rmin) denotes the initial flux of ionizing radiation
at the minimum radius of the computational domain. The fac-
tor (rmin/r)2 denotes the geometrical attenuation of the flux
due to the increase in the traversed area for an isotropic
source at the origin of a grid in spherical coordinates (i.e.,
this factor depends on the geometry of the source ). The
factor exp(−τtot) denotes the total extinction of the radiative
flux along the path. The total optical depth τtot = τion + τext
is the sum of the optical depth due to ionization of hydrogen
and continuum extinction by dust grains and gas. The optical
depth for the hydrogen-ionizing flux is given as
τion(r) =
∫ r
rmin
nH y σEUV dr (35)
with the total hydrogen number density nH = nH0 + nH+ and
the photon cross section σEUV of the medium with respect to
ionizing radiation from the ray-tracing source.
The optical depth τext due to continuum extinction of the
EUV photons is described above in the radiation transport
module in Equation (6) and is given as
τext(r) =
∫ r
rmin
χext dr. (36)
In practice, the ray-tracing of the EUV radiative flux is not
split into radiation and ionization modules, but is done only
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Figure 3. Flowchart of the photoionization module Sedna. The legend is the same as in Fig. 1.
once while simultaneously computing the heating of dust
grains (formally belonging to the radiation transport module)
and the ionization of the hydrogen gas (formally belonging
to the ionization module). That is, the two modules share the
ray-tracing routine for the EUV part of the specified spec-
trum.
The optical depth τion depends on the ionization fraction
x = 1 − y of the medium along the ray path. The ionization
fraction is solved at each location via rate equations, which
depend in turn on the local ionizing radiation field. Hence,
the rate equations have to be solved locally while simulta-
neously solving for the ionizing radiative flux along the ray.
Furthermore, the implicit dependence of the flux on x and
vice versa requires a Newton–Raphson iterative update of
these quantities in each grid cell during the advance of the
ray-tracing.
The EUV flux FEUV of the ray-tracing step enters the rate
equation solver in terms of the EUV photon number density
uEUV, which are related to each other via
uEUV =
1
〈hν〉EUV
FEUV
c
(37)
with the mean photon energy 〈hν〉EUV of the ray-traced spec-
trum.
2.4.2. Diffuse Ionizing EUV Flux from Direct Recombination of
Free Electrons into the Ground State of Hydrogen Atoms
Within a (partly) ionized region, free electrons will recom-
bine directly into the hydrogen’s ground state. This process
is accompanied by spontaneous emission of an EUV photon.
We solve for the further ionization of gas by these photons by
following the evolution of the recombination photon number
density urec of this diffuse ionizing radiation field. For an
alternative method, the so-called on-the-spot approximation,
please see Sect. 2.4.4. The temporal evolution of the diffuse
EUV radiation field is governed by the conservation equa-
tion:
∂t urec +
~∇ · ~Frec
〈hν〉rec = +α1(Tgas) n
2
H x
2 − χrec urec c (38)
with the flux of the recombination radiative energy density
~Frec, the recombination rate α1(Tgas) of free electrons directly
into the ground state of hydrogen atoms, and the recombina-
tion absorption coefficient χrec, which denotes the inverse of
the mean free path of the recombination EUV photons and is
accordingly determined as
χrec = nH y σrec + χext, (39)
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with the continuum extinction coefficient χext introduced in
the ray-tracing description of the nonionizing radiation trans-
port module (Sect. 2.3.1).
For the sake of computation, we make use of the FLD
approximation for the diffuse recombination EUV radiation
field, i.e. we assume that the flux is proportional to the gradi-
ent of the recombination photon number density,
~Frec = −〈hν〉rec Drec ~∇urec, (40)
with the diffusion coefficient
Drec =
λrec c
χrec
. (41)
The flux limiter λrec is set according to Levermore & Pom-
raning (1981) to
λrec =
2 + Rrec
6 + 3Rrec + R2rec
(42)
with
Rrec =
|~∇urec|
χrec urec
. (43)
The recombination photon number density urec that is finally
solved enters the rate equations solver, described in the fol-
lowing section, as a source of ionizing photons.
2.4.3. Rate Equations for Ionization–Neutral Fraction
The temporal evolutions of the ionization fraction x and
neutral fraction y are given by
∂t (ρgas x) + ~∇ ·
(
ρgas x ~ugas
)
=
+ρgas y (σEUV uEUV + σrec urec) c
+ρgas C(Tgas) nH x y
−ρgas α(1)(Tgas) nH x2 (44)
∂t (ρgas y) + ~∇ ·
(
ρgas y ~ugas
)
=
−ρgas y (σEUV uEUV + σrec urec) c
−ρgas C(Tgas) nH x y
+ρgas α
(1)(Tgas) nH x2 (45)
with the recombination rate α(1)(Tgas) of free electrons into
any of the states of the hydrogen atoms and the collisional
excitation coefficient C(Tgas).
These equations describe the change of ionization and neu-
tral fraction with time (first term on the left-hand side) due to
hydrodynamic advection (second term on the left-hand side),
radiative ionization (first term on the right-hand side), col-
lisional excitation (second term on the right-hand side), and
recombination (third term on the right-hand side).
In principle, one of the two equations above is redundant,
due to the fact that the ionization fraction x and neutral frac-
tion y have to sum up to unity, x + y = 1. That is why the
rate equations above are identical to each other with switched
signs of the source terms on the right-hand side (the source
of one quantity is the sink of the other and vice versa). But
the numerical floating point operation to compute, e.g., the
neutral fraction as y = 1 − x implicates a severe loss of sig-
nificance for x ≈ 1. Hence, to accurately solve for very small
neutral fractions in highly ionized regions as well as for very
small ionization fractions in highly neutral regions, we solve
both evolution equations given above. The additional con-
straint of x + y = 1 is actually used as an automatic internal
solver check.
For Newtonian gas flows, radiative ionization, collisional
excitation, and recombination are commonly much faster
processes than the hydrodynamic advection. Because all
terms on the right-hand side are greater than the advection
term by many orders of magnitude, we ignore the advection
term in these equations for simplicity. For the same rea-
son, the remaining terms have to be solved numerically in
an implicit fashion, i.e. the time derivative is discretized via
∂t x(t) →
(
xn+1 − xn
)
/∆t with ∆t =
(
tn+1 − tn
)
and the ion-
ization and neutral fractions on the right-hand side have to be
evaluated at an advanced point in time tn+1.
Thus, the discretized representation of equation (44) leads
to a standard quadratic equation of the form
A
(
xn+1
)2
+ B xn+1 + C = 0 (46)
with
A = b + c (47)
B = 1 + a − b (48)
C =−xn − a (49)
with
a = c ∆t (σEUV uEUV + σrec urec) (50)
b = nH ∆t C(Tgas) (51)
c = nH ∆t α1(Tgas). (52)
Analogously, the discretized representation of equation
(45) is given as
A
(
yn+1
)2
+ B yn+1 + C = 0 (53)
with
A = b + c (54)
B =−1 − a − b − 2c (55)
C = yn + c. (56)
2.4.4. Diffuse EUV versus On-the-spot Approximation
In at least partly ionized regions, free electrons will un-
dergo direct recombination into the ground state of hydro-
gen and by that release an EUV photon, capable of ionizing
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another hydrogen atom. We solve for the ionization feature
of this diffuse-like EUV radiation field by utilizing the FLD
approximation as presented in Sect. 2.4.2. Another common
approach is the so-called on-the-spot approximation. By that,
the released EUV photons are assumed to immediately ion-
ize an atom locally. Hence, there is no need to compute the
evolution of this radiation field in time. By definition, this ap-
proximation is only valid for regions that are optically thick
for EUV photons, but this is rarely the case for regions of
high ionization fraction, where the diffuse EUV field has its
most important source. But the on-the-spot approximation
also works fine for one-dimensional problems such as the R-
type or D-type expansion of a spherically symmetric H II
region around a luminous star; see e.g. Bisbas et al. (2015).
The reason for the validity here lies in the fact that the H II re-
gion denotes a region of very high ionization fraction, which
drops to a nearly neutral ionization fraction on a comparably
small length scale. Hence, the diffuse EUV photons, which
are created inside the sphere, will anyway only contribute to
the total ionization fraction inside the H II region, and on
average, the exact location of their contribution can be disre-
garded. Therefore, assuming these diffuse photons ionize the
medium locally does not, e.g., change the expansion rate of
the global H II region.
We have implemented the on-the-spot approximation into
our numerical star formation framework in addition to the
time- and space-dependent evolution equations for the dif-
fuse field. To account for the on-the-spot approximation,
the equations presented in the previous sections have to be
modified accordingly; in Equations (44) and (45), the re-
combination rate α(1)(Tgas) into any state of the hydrogen
atom is substituted by the recombination rate α(2)(Tgas) into
any state of the hydrogen atom besides the ground state:
α(1)(Tgas)→ α(2)(Tgas). Through this, the rate equation solver
automatically includes the approximation that direct recom-
bination into the ground state leads to a local ionization event
again. The recombination photon number density urec is not
solved for anymore, and in the rate equations solver, it is just
replaced by urec = 0.
We note that for multidimensional cases, when sharp shad-
ows on the direct EUV field are cast, the more generalized
treatment of the diffuse EUV recombination photons should
be used to determine the ionizing radiation in the shadowed
regions.
2.4.5. Ionizing Radiation Forces
The coupling of ionizing radiation transport and MHD in-
cludes – along with changes of the gas components and their
thermodynamics – radiative forces, which act on the absorb-
ing medium due to momentum transfer. The resulting accel-
eration from the direct irradiation and diffuse EUV radiation
field is analogous to the nonionizing radiation (see Equation
(31)) given as
~aionext = −
~∇ · ~FEUV
c ρgas
~Ω − λrec
ρgas
〈hν〉rec ~∇urec. (57)
2.4.6. Ionization-related Properties of Gaseous Media and Stellar
Photospheres
The ray-tracing equations of ionizing photons, diffuse ion-
izing photons from recombinations, and the rate equations for
ionization and neutral fraction involve several material prop-
erties, which have to be derived from laboratory experiments
or theoretical models of the underlying microphysics. In this
section, we present the relations implemented for these ma-
terial properties as well as their origin or derivations.
Stellar atmospheres —In star forming regions, high-mass lu-
minous stars denote a major source of ionizing radiation.
Commonly, stellar evolution is therefore solved simulta-
neously with radiation (magneto)hydrodynamics. These
solvers return the stellar luminosity Lstar, its effective tem-
perature Tstar, and radius Rstar at each point in time during the
course of the simulation. If one would approximate the star’s
spectrum by a blackbody, the number of ionizing photons
from the stellar photosphere per unit time would be given as
NBB(Tstar) = 4pi R2star
∫ ∞
νL
pi Bν(ν,Tstar)
hν
dν (58)
= 4pi R2star
∫ ∞
νL
ν2
c2
2pi
exp(hν/kBTstar) − 1 dν. (59)
The factor pi in front of the Planck spectrum results from the
fact that B(Tstar) =
∫
Bν dν = σSB T 4star / pi and we are inter-
ested in the flux of radiation energy density F = pi B(Tstar)
with the Stefan–Boltzmann constant σSB see, e.g., Mihalas
& Mihalas (1984). remit
Actually, a hot star emits fewer EUV photons into its sur-
roundings than given by the blackbody spectrum due to the
fact that the stellar atmosphere absorbs a fraction of the gen-
erated EUV photons and remits them at lower frequencies
(UV-line blanketing). To appropriately account for this ef-
fect, we implemented a stellar atmosphere model based on
Kurucz (1979). We compute the number of emitted EUV
photons per unit time NL from a luminous star as a correc-
tion of its blackbody emission,
NL(Tstar) = f (Tstar) × NBB(Tstar) (60)
and determine the correction function f (Tstar) via analytical
polynomial fits from the tabulated data of stellar-generated
EUV photons given in Thompson (1984); the tabulated data
are also reprinted in the book by Kudritzki et al. (1988), Table
3-3 on p. 241.
The resulting EUV photon generation rates are shown in
comparison to the original data in Fig. 4. The deviation of
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Figure 4. EUV photon emission rate NL as function of stellar ef-
fective temperature Tstar for a blackbody (solid line) and a Kurucz
(1979) atmosphere model (dashed line). Values of the blackbody
curve are computed via Equation (58). Values for the atmosphere
model represent polynomial fits to the tabulated data of Thompson
(1984), including their dependence of the stellar radius on tempera-
ture. The original tabulated data is shown as crosses and dots.
the polynomial fits to the tabulated data remains smaller than
10% for cooler stars Tstar ≈ 10, 000 K and decreases toward
larger temperature to less than 2%. For comparison, such a
difference in the number of generated EUV photons would
change the extent of a classical Stro¨mgren sphere by 0.7%
and 3%, respectively.
Stellar irradiation —For the hydrogen ionization cross section
of the gaseous medium with respect to stellar photospheric
photons, we use as well an analytical fit function to the orig-
inal data from Kudritzki et al. (1988), Table 3-4 on p. 243.
The data are based on solar abundances and a Kurucz (1979)
atmosphere model. The approximated relation is chosen to
be
σEUV =
(
21.6 − 4 log(Tstar/K)) × 10−18 cm2. (61)
A comparison of the original data with the approximate ana-
lytical relation is presented in Fig. 5. The analytical relation
gives a reasonable fit to the original data with a maximum
deviation of 5% at T ≈ 104 K, 4% at T ≈ 3× 104 K, and less
than 2% for higher temperatures.
In this approach, we treat the EUV frequency range in
a single bin. The implemented ray-tracing scheme sup-
ports multiple frequency bins. If multiple frequency bins
should be used within the EUV range, the hydrogen ioniza-
tion cross section of the gaseous medium should be updated
to a frequency-dependent table.
Recombination —A recombination event is given by
e− + H+ → H0 + hν (62)
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Figure 5. Hydrogen ionization cross section σEUV as function of
stellar temperature Tstar. Dots represent the original data by Spitzer,
while the solid line denotes an analytical fit.
For the determination of the recombination rates, we follow
the derivation by Spitzer (1978). The recombination rate of
free electrons into an energy level n is denoted by αn, the
recombination rate into any level ≥ n by α(n). For the rate
equation solver of the hydrogen ionization module, we re-
quire knowledge of the recombination rates into all possible
levels α(1). For the diffuse EUV recombination field solver,
we need the recombination into the ground state only, α1.
And if as an alternative approach the on-the-spot approxima-
tion is used, the only required recombination rate is the one
into all possible levels except hydrogen’s ground state α(2).
By definition,
α(n) =
∞∑
n
αn. (63)
We actually use the relation above to compute α(2) as
α(2) = α(1) − α1. (64)
Hence, only values for α(1) and α1 have to be determined.
Following Spitzer (1978), we first relate the recombination
rates α(n) to the so-called recombination coefficient functions
Φn, which are dimensionless temperature-dependent func-
tions. The relationship is defined as
α(n)(Tgas) = 2 Ar
√
2 kB Tgas
pi me
β Φn(β) (65)
with the energy ratio β = h νl/(kB Tgas), the reference fre-
quency νl = Z2 c R∞, the atomic number Z (Z = 1 for hy-
drogen), the Rydberg constant R∞ = α2fs me c/(2 h), the di-
mensionless fine-structure constant αfs, the electron mass me,
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the Boltzmann constant kB, the so-called recapture constant
Ar = 24/33/2 × h e2/(m2e c3), and the elementary charge e.
Evaluating the zoo of physical constants eventually yields
α(n)(Tgas) ≈ ξ Z
2√
Tgas
Φn(Tgas) (66)
with ξ = 2.065 × 10−11 cm3 s−1 √K.
The two required recombination rates for the ionization
module are related to the dimensionless recombination co-
efficient functions Φ1 and Φ2 only:
α(1)(Tgas) = ξ
Z2√
Tgas
Φ1(Tgas) (67)
α1(Tgas) = ξ
Z2√
Tgas
(
Φ1(Tgas) − Φ2(Tgas)
)
. (68)
The functions Φ1 and Φ2 are tabulated in Spitzer (1978) as
a function of gas temperature. Here, we provide convenient
analytical fit functions to the original tabulated data in form
of
Φ1 ≈ 5.99 − log(Tgas/K) (69)
and
Φ1−Φ2 ≈ −0.815
(
arctan(3.1 log(Tgas/K) − 16.1)
pi
− 0.5
)
.
(70)
The original tabulated data sets as well as the fit functions are
presented in Fig. 6. The analytical expressions resemble the
original data values within reasonable accuracy. The Φ1−Φ2
data points are within 0.5% of the fitting curve. The Φ1 data
points are within 2% of the fitting curve for T ≥ 103 K and
within 4% for lower temperatures. The error estimate for the
original data given by Spitzer (1978) denotes 2% for T ≤
16, 000 K and < 10% for higher temperatures.
The resulting recombination rates α1(Tgas) of free electrons
directly into the hydrogen ground state, the recombination
rates α(1)(Tgas) of free electrons into any state of the hydrogen
atoms, and the recombination rates α(2)(Tgas) of free electrons
into any state of the hydrogen atoms except of the ground
state are shown in Fig. 7.
Direct recombination of free electrons into the hydrogen
ground state results in the emission of an EUV photon, which
is again capable of ionizing neutral hydrogen. For hydrogen
ionization due to these EUV photons created via direct re-
combination into the hydrogen ground state, the ionization
cross section of the gaseous medium reads
σrec = σL
(
νL
ν
)3
(71)
with the Lyman cross section σL = 6.3 × 10−18 cm2. The
frequency ratio is determined via the Lyman photon energy
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Figure 6. Recombination functions Φ1 (upper panel) and (Φ1−Φ2)
(lower panel) as a function of gas temperature Tgas. Dots represent
the original data by Spitzer (1978), while the solid line denotes our
analytical fit. The error bars correspond to the error estimate given
by Spitzer (1978).
h νL = 13.6 eV and the mean energy of the photons due to
recombination 〈hν〉rec. This recombination mean photon en-
ergy is a function of gas temperature. Due to the fact that
electrons with low kinetic energy are favored in the recombi-
nation process, the mean photon energy has an upper limit of
〈hν〉rec ≤ hνL + 23 kB Tgas. (72)
If required, temperature-dependent values can be obtained
from the tables presented in Osterbrock (1989). For our cur-
rent applications of the module in present-day high-mass star
formation, we estimate the recombination cross section as a
constant value based on the tabulated data: for a typical gas
temperature within fully ionized regions of Tgas ≈ 8000 K,
the mean photon energy is 〈hν〉rec = 14.2 eV, and the result-
ing cross section is σrec = 5.53 × 10−18 cm2.
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Figure 7. Recombination rates α(1) (solid line), α(2) (dashed line),
and α1 (dotted-dashed line) of free electrons into varying states of
hydrogen atoms as function of gas temperature. The upper panel
shows a linear scale, the lower panel a log scale on the vertical axis.
See the main text for derivation details.
Collisions —Within (partly) ionized regions, collisions be-
tween free electrons and neutral hydrogen increase the ion-
ization fraction via the reaction
e− + H→ H+ + 2e− (73)
The collisional ionization rate is determined via
C(Tgas) = pi R2B ue(Tgas) exp
(
− h νL
kB Tgas
)
(74)
with the thermal electron drift velocity of ue(Tgas) =√
3 kB Tgas/me. These rates are shown as function of gas tem-
perature in Fig. 8.
2.4.7. Thermodynamics
Within ionized regions, the gas temperature is governed by
the balance of the heating and cooling mechanisms of the hot
gas. The major heating source within a H II region is given by
the excess energy of the ionizing photons; the excess energy
is first transformed into kinetic energy of the free electron
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Figure 8. Collisional ionization rates C as function of gas temper-
ature Tgas.
and afterwards thermalizes due to collisions, more precisely
Coulomb interactions between the charged particles. This
process is called the photoelectric heating of gas.
Related to this dominant process, photoelectric heating of
gas can also happen by freeing electrons from dust grains
within the gaseous medium. Further heating processes in-
clude chemical heating on dust grain surfaces, compressional
heating via hydrodynamic shocks, and potentially magnetic
reconnection.
The most important cooling mechanism is the emission of
line radiation. Collisions between gas particles leading to ex-
citation of one or both of the colliding particles into higher
energy levels remove kinetic energy from the gas. Deex-
citation via spontaneous emission will remove energy from
the volume of gas, if the emitted photon is either absorbed
by a dust grain or freely escapes from the hot gaseous re-
gion. Hence, the main “cooling lines” are a result of appro-
priate level populations, ionization states, and the frequency-
dependent optical depth of the medium.
Gas cooling can also take place via grain–gas collisions,
in which thermal energy is transferred from the hot gas to
the colder dust grains.1 Further cooling mechanisms include,
e.g., free-free emission or Bremsstrahlung, collisional ion-
ization cooling, recombination cooling, and hydrodynamic
expansion of the gas.
In spite of the complexity of the heating and cooling pro-
cesses, which ultimately control the gas temperature, the re-
sulting gas temperature of a fully ionized H II region gener-
ally exhibits only small internal variations in comparison to
the large temperature difference between ionized and neutral
regions. Hence, for our current simulations, we use a very
1 In neutral regions, it is possible that the dust grains are warmer than the gas
and grain–gas collisions would lead to gas heating rather than cooling.
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simplistic and rather convenient way of setting the gas tem-
perature within the ionized regions: we assume that the equi-
librium gas temperature of fully ionized regions T iongas is con-
stant. Within the H II region, the dust temperature is largely
decoupled from the gas temperature, because grain heating
due to collisions with the hotter electrons and ions is sev-
eral orders of magnitude smaller than cooling via gray body
emission of the dust grains. Hence, we use the hybrid radi-
ation transport module as described above to determine the
dust temperature Tdust in both ionized and neutral regions.
The gas temperature T neugas of the neutral medium, which is
shielded from the EUV radiation, is assumed to be in equi-
librium with the dust temperature. Hence, the temperature is
determined by the hybrid radiation transport module as well.
Transition regions between the fully ionized gas and the neu-
tral medium are very confined and only marginally resolved
on the numerical grid, if at all. For simplicity, the gas tem-
perature within these boundary layers is set by a linear re-
gression between T iongas and T
neu
gas based on the local ionization
fraction x:
Tgas = y T neugas + x T
ion
gas . (75)
If required for an astrophysical problem on hand, this ther-
modynamics routine can in principle be coupled to a chem-
ical network solver to account for heating and cooling in a
more self-consistent way; see, e.g., Nakatani et al. (2018a,b)
for a more sophisticated chemical–thermodynamical treat-
ment.
3. TESTS
In this section we discuss a variety of tests that have been
performed using the numerical framework presented. We
present this as a useful test suite for future code development
in the field of astrophysical fluid flows. Hence, we focus on
reproducibility more than modeling a particular astrophysi-
cal environment. In the case of a community’s interest in a
common code comparison project, including realistic model-
ing of specific astrophysical conditions, we are happy to join
such an effort.
3.1. Radiation Transport
We first present tests using the thermal continuum radia-
tion transport solver Makemake without taking into account
photoionization or hydrodynamics.
3.1.1. Optically Thin Irradiation
The first radiation test describes a dominating source of
radiation irradiating an optically thin environment. The ad-
vantage of such a simple initial test is that it allows us to first
compare the result of the ray-tracing scheme to an analytical
solution as described below.
Physical setup —The radiating source is chosen to be Sun
type, i.e., a point source with solar luminosity and a pho-
tospheric temperature corresponding to a stellar size of one
solar radius. The optically thin environment is represented by
a sphere of radius rmax = 1000 au with a uniform negligibly
small gas density of 10−40 g cm−3. The initial gas tempera-
ture can be set to an arbitrarily (low) value.
Numerical configuration —The problem is solved on a one-
dimensional grid in spherical coordinates. The star is placed
at the origin. The computational domain extends from the
innermost radius rmin = 1 au to the outermost radius of
rmax = 1000 au. We use logarithmically increasing radial
widths ∆r toward larger radii with 1000 grid cells. At the in-
nermost radial boundary, we use zero gradient in thermal ra-
diation energy density. At the outermost radial boundary, we
use zero gradient in flux of thermal radiation energy density,
computed in the optically thin limit. We compute the equilib-
rium temperature slope via gray ray-tracing only, gray ray-
tracing plus FLD in the equilibrium temperature approach,
and gray ray-tracing plus FLD in the linearization tempera-
ture approach.
Result —An analytical solution for directly irradiated regions
far away from the radiating source is given by Spitzer (1968)
as
T (r) = Tstar
(
r
2 Rstar
)−0.5
. (76)
In Fig. 9, we compare the numerical results of the different
solver methods with the analytical estimate. The three radi-
ation transport methods yield the correct temperature distri-
bution very accurately with relative deviations of the order
of ∆ = 10−6. As expected, the different solver methods also
yield the same slope due to the fact that the radiation field is
fully dominated by the central star, which is solved via the
same ray-tracing approach for all three methods. Due to the
extremely low optical depth of the environment in this test
case, the effect of the remitted radiation field is negligible.
Hence, this test checks the reliability of the ray-tracing part
only.
3.1.2. Irradiated Circumstellar Disk of Pascucci et al. (2004), the
τ550nm = 0.1 Case
The second and third radiation tests are defined by the most
optically thin and the most optically thick test cases of Pas-
cucci et al. (2004): a two-dimensional benchmark study of
continuum radiative transfer for circumstellar disk configu-
rations. We have utilized these setups in our earlier technical
radiation transport studies in Kuiper et al. (2010b) and Kuiper
& Klessen (2013). In contrast to these early studies, the new
version of Makemake presented here includes the capability
of the two-temperature linearization approach to solve the
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Figure 9. Radiation test of optically thin irradiation. The an-
alytical solution (dashed line) and numerical results (markers) of
the temperature slope around a solar-type star. Black dots denote
ray-tracing only. Red squares denote ray-tracing plus equilibrium
temperature approach FLD. Blue diamonds denote ray-tracing plus
linearization temperature approach FLD.
FLD equation. We will see in the following, however, that
because the test only aims for the final equilibrium tempera-
ture for a radiation transport problem without compressional
heating, the equilibrium and linearization approaches yield
identical results. The newly implemented two-temperature
solving technique becomes important for the radiation hy-
drodynamics tests presented in the following section.
Physical setup —The gas and dust mass density distribution
describes a flared circumstellar disk setup with
ρgas(R, z) = ρ0 × RdR × exp
−pi4
(
z
zd
(Rd
R
)1.125)2 (77)
with the cylindrical radius R and height z, Rd = 500 au, and
zd = 125 au. ρ0 is a free parameter that allows us to specify
the total optical depth of the disk’s midplane in the radial di-
rection. The radiating source is chosen to be Sun type, i.e., a
point source with a photospheric temperature of 5800 K and
a stellar luminosity corresponding to a stellar size of one so-
lar radius. The star is assumed to radiate as a blackbody. The
dust-to-gas mass ratio is set constant to 1%. Scattering is ig-
nored. The initial gas temperature can be set to an arbitrarily
(low) value.
Numerical configuration —The problem is solved on a two-
dimensional grid in spherical coordinates, assuming axial
symmetry. The star is placed at the origin. The computa-
tional domain extends from the innermost radius rmin = 1 au
to the outermost radius of rmax = 1000 au. We use logarith-
mically increasing radial widths ∆r toward larger radii with
200 grid cells. The polar grid ranges from 0 to pi and consists
of 64 grid cells with a uniform coverage in angle.
At the innermost radial boundary, we use zero gradient in
thermal radiation energy density. At the outermost radial
boundary, we use zero gradient in flux of thermal radiation
energy density, computed in the optically thin limit. We
compute the equilibrium temperature slope via frequency-
dependent ray-tracing plus FLD in the equilibrium tempera-
ture approach and frequency-dependent ray-tracing plus FLD
in the linearization temperature approach; those results are
compared to the numerical solution obtained by using the
radmc Monte Carlo dust continuum radiation transport code
(Dullemond 2011).
Result —The resulting temperature distributions through the
disk’s midplane and the deviation in temperature as com-
pared to the radmc Monte Carlo solution (Dullemond 2011)
are shown in Fig. 10 for the optically thin case. The two radi-
ation transport methods reproduce the same temperature dis-
tribution with deviations much less than 0.1%. As expected,
the different solver methods also yield the same distribution
due to the fact that this test denotes an equilibrium problem
and the radiation field is highly dominated by the central star,
which is solved via the same ray-tracing approach.
3.1.3. Irradiated Circumstellar Disk of Pascucci et al. (2004), the
τ550nm = 100 Case
Physical setup and numerical configuration —The physical setup
and numerical configuration are identical to the previous test,
but the normalization density of the irradiated environment
is set to a higher value to obtain an optical depth of τ550nm =
100 through the disk’s midplane.
Result —The resulting temperature distributions through the
disk’s midplane as well as along a polar cut at 2 au and the
corresponding temperature deviations from the Monte Carlo
solution are presented in Figs. 11 and 12, respectively. The
two radiation transport methods represent the temperature
distribution very accurately with deviations from 5% at the
inner disk rim up to 15% at the outer disk rim; these dif-
ferences are similar to those found by Pascucci et al. (2004)
for the different Monte Carlo and ray-tracing codes partic-
ipating in the benchmark tests. The temperature variations
in the Monte Carlo solution at higher latitudes, visible in
Fig. 12 are actually due to Monte Carlo noise, and the result-
ing temperature distribution in this optically thin part of the
stellar environment should be constant along a radial cut for
the higher latitudes, as obtained by the numerical results of
the two solvers in use. As expected, the two different solver
methods used here yield the same results due to the fact that
this test is an equilibrium problem.
18 Kuiper, Yorke, & Mignone
3.2. Radiation Hydrodynamics
The tests of the previous section are devoted to radiation
transport only. In this section, we further check the coupling
and interaction with the hydrodynamic flow.
3.2.1. Radiative Shock Tube, Subcritical
Context —Radiative shocks denote a classical test problem
of radiation hydrodynamics. They were studied in semian-
alytical approaches and are part of a variety of test suites
for codes within the astrophysical literature (Heaslet & Bald-
win 1963; Zel’Dovich & Raizer 1967; Winkler & Newman
1980; Mihalas & Mihalas 1984; Ensman 1994; Gehmeyr &
Mihalas 1994; Sincell et al. 1999a,b; Turner & Stone 2001;
Hayes & Norman 2003; Hayes et al. 2006; Gonza´lez et al.
2007; Lowrie & Rauenzahn 2007; Lowrie & Edwards 2008;
Kuiper et al. 2010b; Commerc¸on et al. 2011; Kolb et al. 2013;
Klassen et al. 2014; Ramsey & Dullemond 2015). Caution
should be exercised for direct comparisons of the different
code results and semianalytical solutions due to differences
in the thermodynamic properties of the gas used in the dif-
ferent test configurations. Here, we will rely on the original
setup by Ensman (1994) with the negligible change of using
a grid in Cartesian coordinates rather than the original spher-
ical coordinates in the far-field limit.
Physical setup —We model a tube of length 7× 1010 cm filled
with gas, which is compressed by a piston moving from one
side into the tube. The gas density is initially set to a uni-
form value of 7.78 × 10−10 g cm−3. The initial gas temper-
ature linearly decreases from 85 K on the piston boundary
toward 75 K at the upstream side. The radiation hydrody-
namics equations are solved with an ideal equation of state
with an adiabatic index of γ = 5/3 and a molar mass of
µ = 0.5. The gas is assumed to be initially at rest, and the
piston is moving with a speed of upiston = 6 km s−1.
Numerical configuration —The problem is solved on a one-
dimensional grid. In the original setup of Ensman (1994), the
author used a grid in spherical coordinates, extending from
Rmin = 8 × 1011 cm to Rmax = 8.7 × 1011 cm. Due to the
short grid extent far away from the origin of the spherical
grid, this setup results into a quasi-Cartesian grid, i.e. the
variation of the interface areas with radius becomes rather
small. Hence, we directly use a Cartesian grid here with an
extent from xmin = 0 to xmax = 7 × 1010 cm.
We model the test problem in the comoving frame of the
piston. The gas velocity is initialized with the negative of
the physical piston velocity ugas = −upiston. The boundary
conditions at the side of the piston are set to an impermeable
wall utilizing reflective boundary conditions. The boundary
condition at the upstream side xmax of the tube is set to the
initial uniform density, initial value of 75 K in temperature,
and negative piston velocity. We use a uniform resolution
with 512 grid cells.
Results —The shock structure is depicted in Fig. 13 at four
instances in time, namely 0.933, 1.67, 2.80, and 3.85× 104 s.
The last snapshot in time corresponds to the last time shown
in the figures by Ensman (1994). The abscissa in our figures
was converted into the original setup configuration of Ens-
man (1994) to ease comparison, i.e. properties are shown in
the non-comoving laboratory frame with the piston starting
at a radius of Rmin = 8 × 109 cm.
Both radiation transport methods yield the basic shock pa-
rameters such as its propagation speed and the physical prop-
erties in the shocked and upstream directions. The equilib-
rium temperature approach implies that the radiation temper-
ature and gas temperature in the shock tube are the same.
Hence, the bottom-right panel of Fig. 13 visualizes the result
for the two-temperature linearization approach only. More-
over, the equilibrium temperature approach does not show
the smooth transition of gas temperature from the shocked to
the upstream region, as shown Fig. 13. Moreover, the steep
gradient of gas temperature results in a slightly enhanced
cooling flux, leading to a cooler temperature and lower pres-
sure in the shocked gas. As a result of the stronger cooling,
the gas is compressed to slightly higher densities than in the
linearization approach.
For these shock tube tests, which assume a gray radiation
field, the radiation energy density can be translated into a
radiation temperature via Erad = a T 4rad, cf. Equation (23).
The so-called radiative precursor of the radiation temperature
in comparison to the gas temperature is presented in Fig. 13,
bottom-right panel.
The simulation results of the subcritical shock are in over-
all very good agreement with the results from the original En-
sman (1994) study. Our last presented snapshot seems to be
a little bit more advanced in time than the last snapshot from
the original article. The radiative precursor in our simulation
is found to be stronger than in the original study. Keeping
in mind the differences between the hydrodynamics schemes
of the two studies, and the fact that the exact form of the
radiative precursor will depend on the choice of the flux lim-
iter function (we used the one by Levermore & Pomraning
(1981) for these simulations), the agreement of the simula-
tion results is satisfactory.
3.2.2. Radiative Shock Tube, Supercritical
The physical setup and numerical configuration of the su-
percritical radiative shock tube test is identical to the subcrit-
ical case of the previous section with the exception that the
piston is moving at a higher velocity of upiston = 20 km s−1.
A supercritical radiative shock is characterized by the fact
that the gain of internal energy of the gas due to compres-
sional heating cannot sufficiently be radiated away. Hence,
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Figure 10. Radiation test of an optically thin disk from Pascucci et al. (2004). The dashed line shows the result from the radmc Monte Carlo
continuum radiation transport code. Black dots denote results from ray-tracing plus FLD using the equilibrium temperature approach. Red
squares denote results from ray-tracing plus FLD using the linearization temperature approach. The left panel shows the resulting temperature
distributions through the disk’s midplane. The right panel shows the deviation of the two methods with respect to the radmc Monte Carlo
continuum radiation transport code.
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Figure 11. Same as Fig. 10, but for a radiation test of an optically thick disk from Pascucci et al. (2004).
the preshock radiation temperature resembles the postshock
radiation temperature. In the case of a subcritical radiative
shock, the preshock radiation temperature declines rapidly.
Results —The evolution of the shock structure is presented in
Fig. 14 for four instances in time, namely 1.17, 2.33, 3.50,
and 4.43 × 104 s. The last snapshot in time corresponds to
the last time shown in the figures by Ensman (1994).
Again, both radiation transport methods yield the basic
shock parameters such as its propagation speed and the phys-
ical properties in the shocked and upstream direction. The
equilibrium temperature approach assumes that the radiation
temperature is identical to the gas temperature. Hence, nei-
ther a spike in gas temperature at the shock front nor the
radiative precursor of the radiation temperature are present.
Hence, the bottom-right panel of Fig. 14 shows the result for
the two-temperature linearization approach only. Moreover,
the equilibrium temperature approach – as in the subcritical
case – leads to a steeper gradient in temperature and, hence,
to a more efficient cooling of the shock. As a result, the gas
temperature is significantly smaller than in the linearization
approach.
Although the two-temperature linearization approach
yields a spike in gas temperature, the structure of this spike is
not resolved at the grid resolution used. The maximum value
of the gas temperature in the spike increases with higher spa-
tial resolution. This is also the reason why the maximum val-
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Figure 12. Same as Fig. 11, but for a cut in the polar direction at 2 au in radius.
ues presented herein are higher than in the original Ensman
(1994) simulation runs, which used 300 grid cells instead of
512. Fig. 14 shows the formation of the radiative precursor
when the linearization approach is used.
The simulation results of the supercritical shock are in
overall very good agreement with the results from the origi-
nal Ensman (1994) study. Our last snapshot presented seems
to be a little bit more advanced in time than the last snapshot
from the original article. As for the subcritical shock, the
radiative precursor in our simulation of a supercritical shock
is found to be stronger than in the original study. Keeping
in mind the differences between the hydrodynamics schemes
of the two studies, and the fact that the exact form of the
radiative precursor will depend on the choice of the flux lim-
iter function (we used the one by Levermore & Pomraning
(1981) for these simulations), the agreement of the simula-
tion results is satisfactory.
3.3. Ionization
3.3.1. Stro¨mgren Sphere
Context —Stro¨mgren spheres relate to the classical solution
of the size of a H II region for a source of constant EUV pho-
ton luminosity injected into a medium with a uniform num-
ber density of hydrogen gas. The analytical solution for the
radius RSt of the spherical H II region is derived from the
equilibrium condition of photoionization and recombination
and is given as (see, e.g., Yorke 1986) by
RSt =
 34pi S EUVn2H α2
1/3 (78)
The following test runs compare the numerically computed
size of different Stro¨mgren spheres with the analytical solu-
tion and check for the correct scaling of the H II region size
with the number per unit time of ionizing photons S EUV emit-
ted by the star, the hydrogen number density nH, and the co-
efficient for recombinations into any but the hydrogen ground
state α2.
Physical setup —A source of a fixed luminosity of ionizing
photons S EUV is placed into a uniform medium of initially
neutral atomic hydrogen gas mass density ρH = nH mH.
We use three different photon number luminosities S EUV =
1049, 1050, and 1051 s−1. We use various different hydro-
gen gas mass densities from ρH = 3 × 10−23 g cm−3 up to
ρH = 3 × 10−20 g cm−3. The recombination coefficient is
taken to be α2 = 2×10−13 cm3 s−1 or α2 = 2×10−14 cm3 s−1.
In order to mimic the approximation used in the analytical
solution that a certain sphere around the luminous source is
either fully ionized or fully neutral, we set the cross sec-
tion for the photoionization to an arbitrarily high value of
σstar = 1010 cm2; this procedure guarantees that the turnover
from a fully ionized (x = 1) to a completely neutral (x = 0)
medium occurs within a single grid cell of the computational
domain. A few additional test runs used a physically reason-
able value ofσstar = 6×10−18 cm2; for these tests, the smooth
turnover from the fully ionized to the neutral medium can be
resolved on the numerical grid, and the resulting size of the
H II region is numerically computed as the radius where the
ionization degree drops below 50%.
Numerical configuration —We use a one-dimensional grid
in spherical coordinates from an inner radial boundary at
0.01 pc up to an outer radial boundary of 40 pc. For a com-
parison with the analytical Stro¨mgren result, the inner radial
boundary should either be chosen to a value much smaller
than the expected size of the H II region (as done in these
tests) or the injected photon luminosity at the inner radial
boundary has to be corrected analytically to take into account
the photoionization of the inner volume between the point
source and the inner rim of the computational domain. The
numerical grid consists of 20, 000 grid cells, and the size of
each grid cell increases logarithmically toward larger radii.
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Figure 13. Gas-related properties of the radiation hydrodynamics subcritical shock tube test. Solid lines denote results using the equilibrium
temperature approach, dashed lines results of the linearization approach. From top to bottom and left to right, the panels show gas density,
gas pressure, gas velocity, gas temperature, radiative flux, and radiation temperature. The four snapshots in time (moving from left to right
in each panel) correspond to 0.93, 1.87, 2.80, and 3.85 × 104 s. Dotted lines denote the initial setup. In the bottom-right panel, dashed
black lines denote the gas temperature as also shown in the middle-right panel, dashed red lines denote the radiation temperature. Blue dots
denote the numerical data extracted from Ensman (1994), their Fig. 8, using the Web Plot Digitizer tool (https://apps.automeris.io/wpd) for
t = 3.8 × 104 s. The abscissa was converted into the original setup configuration of Ensman (1994) to ease comparison, i.e., properties are
shown in the non-comoving laboratory frame with the piston starting at a radius of Rmin = 8 × 109 cm.
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Figure 14. Gas-related properties of the radiation hydrodynamics supercritical shock tube test. Solid lines denote results using the equilibrium
temperature approach, dashed lines results of the linearization approach. From top to bottom and left to right, the panels show gas density,
gas pressure, gas velocity, gas temperature, radiative flux, and radiation temperature. The four snapshots in time (moving from left to right
in each panel) correspond to 3.5, 7.0, 10.5, and 13.0 × 103 s. Dotted lines denote the initial setup. In the bottom-right panel, dashed black
lines denote the gas temperature as also shown in the middle-right panel, dashed red lines denote the radiation temperature. Blue dots denote
the numerical data extracted from Ensman (1994), their Figs. 10 and 11, using the Web Plot Digitizer tool (https://apps.automeris.io/wpd) for
t = 3.8 × 104 s. The abscissa was converted into the original setup configuration of Ensman (1994) to ease comparison, i.e., properties are
shown in the non-comoving laboratory frame with the piston starting at a radius of Rmin = 8 × 109 cm.
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We chose a logarithmic grid spacing to obtain the same rel-
ative spatial resolution ∆r/r for tests with small and large
Stro¨mgren radii.
Additionally, we have run these tests on a variety of two-
dimensional and three-dimensional grids in spherical coordi-
nates with uniform and logarithmic grid spacing in the ra-
dial direction as well as uniform in angle and uniform in
cos(angle) in the polar direction.
For this one-dimensional problem, the on-the-spot approx-
imation is expected to give a very accurate result. Neverthe-
less, we use this as a test for both methods, the direct ray-
tracing plus diffuse EUV radiation field as well as the direct
ray-tracing making use of the on-the-spot approximation.
Results —Fig. 15 shows the resulting radius of the H II
region for the three simulation series of different photon
number densities as a function of hydrogen mass density.
Here, the recombination coefficient is taken to be α2 =
2 × 10−13 cm3 s−1.
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Figure 15. Ionization Stro¨mgren test. Size RHII of a spherical H II
region for hydrogen mass densities from ρH = 3 × 10−23 g cm−3 up
to 3×10−20 g cm−3 around a point-like radiation source of three dif-
ferent EUV photon number luminosities of 1048, 1049, and 1050 s−1
(from bottom to top line). Here, the recombination coefficient was
set to α2 = 2 × 10−13 cm3 s−1. Filled circles represent the numerical
results. Dashed lines represent the analytical solution, namely the
Stro¨mgren sphere radius from Equation (78), for each of the lumi-
nosities, respectively.
All tests result in H II region sizes in agreement with the
analytical solution; the absolute value of the difference be-
tween the numerical and the analytical result is given by the
spatial resolution of the grid. The dependence of the size of
the H II region on the three input parameters is in agreement
with the analytical solution.
Results of simulations using the on-the-spot approximation
are identical to simulations including the transport of diffuse
EUV photons (as expected for such a one-dimensional prob-
lem). Simulations using a cross section for the photoioniza-
tion of σstar = 6 × 10−18 cm2 yield a smooth interface be-
tween the fully ionized and the neutral medium, the radius of
a turnover value of x = 50% is in agreement with the analyt-
ical Stro¨mgren estimate.
3.4. Ionization Hydrodynamics
Context —Using the newly developed ionization solver mod-
ule Sedna, we participated in the first STARBENCH test
(Bisbas et al. 2015). The STARBENCH initiative aims at
benchmarking numerical codes used for star formation and
stellar feedback. The first test problem in Bisbas et al. (2015)
investigates the early and late D-type expansion phases of
a H II region. Results obtained with the Sedna + PLUTO
code package agree with the other participating code results
in terms of the expansion velocity in the early and late ex-
pansion phases and the final equilibrium extent of the H II
region. In terms of performance, Sedna + PLUTO allowed
for one of the highest resolution results. Furthermore, due to
the use of spherical coordinates, we could apply the code to
both the 1D and the 3D test cases, and the expanding H II
region maintains the assumed spherical symmetry of the test
problem very accurately.
Nevertheless, we repeat here the D-type expansion tests,
because we have introduced slight modifications to the ion-
ization solver package.
Physical setup —The physical setup follows the 1D test of
the original benchmark study by Bisbas et al. (2015). The
ionization hydrodynamics test describes a spherically sym-
metric D-type expansion of a H II region into a uniform den-
sity medium. The medium is assumed to consist solely of
atomic hydrogen, and the uniform gas mass density is set
to ρgas = 5.21 × 10−21 g cm−3. The medium is initially at
rest vgas = 0. Initially, the gas is fully neutral. The EUV
point-like radiation source is set to 1049 photons per sec-
ond. Using the two-temperature thermodynamics approx-
imation, the gas temperature of the ionized gas is set to
T iongas = 10
4 K, while the gas temperature of the neutral gas
is set to either T neugas = 10
2 K in the early-phase test and to
103 K in the late-phase test. To mimic two-temperature lo-
cal isothermal conditions, an ideal equation of state is used
with an adiabatic index of γ = 1.0001. The test is com-
puted using the on-the-spot approximation for the recombi-
nation field; the associated recombination coefficient is set to
α2 = 2.7×10−13 cm3 s−1. Collisional ionization and radiation
forces are ignored.
Numerical configuration —The spherically symmetric test
problem is realized on a 1D grid in spherical coordinates
with the ionization radiation source placed at the origin of
the coordinate system. In the early-phase test, the simulation
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domain extends from 0.05 pc up to 2.5 pc. In the late-phase
test, the simulation domain extends from 0.25 pc up to 12 pc.
In both cases, we use 104 uniformly spaced radial grid cells
to cover the computational domain.
Results —The resulting H II region expansion is shown in
Fig. 16 for the early-stage setup (upper panel) and the late-
phase setup (lower panel). At the onset, the size of the initial
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Figure 16. Ionization hydrodynamics test results of the size of
an expanding H II region into a uniform density environment as a
function of time. Dotted-dashed lines denote the analytical Spitzer
(1978) and dashed lines the analytical Hosokawa & Inutsuka (2006)
solution. Horizontal dashed lines denote analytical solutions for the
initial Stro¨mgren sphere and the final equilibrium stagnation radius.
Solid lines denote the numerical solution.
H II region satisfies the Stro¨mgren solution RHII(t = 0) = RSt
from Equation (78). During the early phase (upper panel), the
calculated H II region radius lies between the two analytical
estimates: the lower curve for the Spitzer (1978) solution,
RSpitzer (1978)HII (t) = RSt ×
(
1 +
7
4
cions
RSt
t
)4/7
(79)
with the sound speed cions of the ionized gas not taking into
account the ram pressure within the expanding H II regions;
hence, it describes very well the onset of expansion in the
simulation. The upper curve, for the Hosokawa & Inutsuka
(2006) solution,
RHosokawa & Inutsuka (2006)HII (t) = RSt×
1 + 74
√
4
3
cions
RSt
t
4/7 (80)
does take into account the effect of ram pressure, and hence,
describes the expansion after the onset. During the late
phase, the expanding H II region runs into an equilibrium
state with the thermal gas pressure of the environment. As
a result, the H II region initially expands over this so-called
stagnation radius,
RStagnation = RSt ×
(
cions
cneus
)4/3
, (81)
with the sound speed cneus of the neutral gas before turning
back toward the equilibrium solution. These results are in
very good agreement with our and others’ earlier results in
Bisbas et al. (2015).
As described in the original benchmark paper, these tests
are done for different environmental neutral gas temperatures
in the early- and late-phase setups on purpose, implying that
the two H II expansion simulations will not overlap. As a fur-
ther remark on the STARBENCH initiative, we are currently
designing a follow-up test, studying the evolution of an un-
stable ionization front; more participants are welcome to join
this community effort.
3.5. Diffuse EUV Radiation from Direct Recombination
Context —In addition to the commonly used on-the-spot ap-
proximation, the algorithm implemented here allows us to
compute the transport of the diffuse EUV radiation field
generated by direct recombination of free electrons into the
ground state of atomic hydrogen. The governing equation is
given by Equation (38) as
∂t urec +
~∇ · ~Frec
〈hν〉rec = +α1(Tgas) n
2
H x
2 − χrec urec c (82)
with χrec = nH y σrec in the absence of continuum absorption
(χext = 0) and ~Frec = −〈hν〉rec Drec ~∇urec with D = λrecc/χrec.
In the following, we label the different terms of the equation
above as follows: the divergence of the radiative flux is called
the diffusion term. The first term on the right-hand side is
called the recombination term, the second term on the right-
hand side is called the absorption term.
Analytical solutions —In the following, we derive analytical
solutions to this equation for specific physical regimes and
assumptions, which we can afterwards compare to the nu-
merical solutions. The two source terms on the right-hand
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side of the equation decouple from each other in terms of
their dependence on the ionization degree x of the medium.
The recombination term describes a source of diffuse ioniz-
ing photons due to direct recombination of free electrons into
hydrogen’s ground state and scales quadratically with the
ionization degree. The absorption term is a sink term, which
describes the absorption of EUV photons; this terms scales
linearly with the neutral degree y = 1 − x of the medium.
Hence, in the following, we will study the equation above ei-
ther for a fully ionized medium (x = 1) or a completely neu-
tral medium (x = 0), in order to eliminate one of the terms
on the right-hand side.
First, let us consider a fully neutral medium (x = 0, y = 1).
The temporal evolution of the ionizing EUV radiation field
is governed by the absorption term on the right-hand side
and the diffusion term on the left-hand side. The absorption
term scales linearly with the absorption coefficient χrec, while
the diffusion coefficient is inversely proportional to the ab-
sorption coefficient; furthermore, we can assume a uniform
medium in terms of density and absorption opacities, so that
the absorption coefficient is not affected by the spatial deriva-
tive in front of the term on the left-hand side. Then, we can
distinguish the transport physics into its two extreme regimes
– an optically thin and an optically thick medium. In the op-
tically thin regime (χrec  1), the transport of diffuse EUV
photons is dominated by the term on the left-hand side, which
can further simplified by the fact that the flux in the optically
thin regime approaches Frec ≈ 〈hν〉rec urec c. Hence, in a
neutral optically thin medium, we can estimate the temporal
evolution of the diffuse EUV photons by
∂t urec + c ~∇ urec = 0 (83)
In the following, we choose the initial distribution of EUV
photon number density to be a Gaussian distribution of the
form:
urec(t = 0) = u0 exp
− (∆xh
)2 (84)
The temporal evolution of the peak number photon density
of the Gaussian, initialized as a sharp pulse, can be estimated
as
umaxrec (t) = u0 exp
−√cth
 (85)
In the optically thick regime (χrec  1), the diffusion equa-
tion is dominated by the absorption term on the right-hand
side. Hence, in a neutral optically thick medium, we can es-
timate the temporal evolution of the diffuse EUV photons by
∂t urec = χrec urec c (86)
This equation leads to a temporal evolution of the maximum
photon number density of the form:
umaxrec (t) = u0 exp(−χrec ct) (87)
Now, let us consider a fully ionized medium (x = 1, y = 0).
Here, the temporal evolution of the ionizing EUV radiation
field is governed by the recombination term on the right-hand
side and the diffusion term on the left-hand side.
In the following, we chose the initial distribution of EUV
photon number density to be uniform in space:
urec(t = 0) = u0 (88)
For such a constant photon density, and if we treat the outer
boundaries as closed (mimicking an infinite region, i.e., zero
gradient in photon density), the gradient in the left-hand side
term evaluates to zero. If the absorption opacity is also uni-
form in space, the absorption term is space independent, and
the temporal evolution of the photon field is governed by the
equation
∂t urec = α1 n2H x
2 (89)
This equation has the solution
urec(t) = α1 n2H t (90)
On the other hand, to include the effect of the diffusion
term, we can set up the same constant photon density but
now into a region of finite size 2×Lbox with open boundaries,
i.e. the photons can freely escape into both side directions. If
we set the photon number density outside the computational
domain as zero, the diffusion term can be approximated by
urec c/Lbox = urec/tc with the photon-crossing timescale tc
and the resulting temporal evolution of the photon field is
governed by the equation
∂t urec +
urec
tc
= α1 n2H x
2 (91)
For the given initially uniform photon density within an open
region, the final solution becomes
urec(t) = α1 n2H tc
(
1 − exp
(
− t
tc
))
(92)
In the following, we compare numerical test results to these
analytic solutions/estimates.
3.5.1. Neutral Medium Tests
In this section, we check the numerical solver in the regime
of a fully neutral medium by comparing the numerical results
to the analytically derived estimates of Eqs. (85) and (87) in
the optically thin and optically thick regimes, respectively.
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Physical setup —The EUV photon number density is initially
given as urec(t = 0) = u0 exp
(
− (∆x/h)2
)
with an initial max-
imum photon number density of u0 = 10−10 cm−3 and an
FWHM value of h = 0.01 pc.
For simplicity and ease of reproducibility, we specify all
coefficients here as constants: the recombination rate into any
state is set to α(1) = 3 × 10−13 cm3 s−1, while the recombina-
tion rate into the ground state is set to α1 = 10−13 cm3 s−1.
The recombination cross section is given as σrec = 5.53 ×
10−18 cm2. Absorption by dust grains is switched off (χext =
0).
The uniform hydrogen gas mass density is varied to
achieve the different optical regimes. The gas is sup-
posed to be atomic hydrogen only. In the optically thin
test setup, the gas mass density is set to ρgas = 10−30 g cm−3
(nH ≈ 6 × 10−7 cm−3) and in the optically thick test setup,
the gas mass density is set to ρgas = 10−20 g cm−3 (nH ≈
6 × 10+3 cm−3). Afterwards, we scan the density from the
optically thin to the optically thick regime to further check
the numerical solution in the transition region as well.
Numerical configuration —The temporal evolution of the sys-
tem is solved on a one-dimensional grid in Cartesian coordi-
nates. The grid extents from the left boundary at −1 pc up to
the right boundary at +1 pc. The grid consists of 1000 grid
cells with uniform grid spacing. The domain boundaries are
treated as open boundaries for the photon flux.
Results —For the optically thin regime, the resulting tempo-
ral evolution of the maximum photon number density is com-
pared to the analytic estimate in Fig. 17. The numerical re-
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Figure 17. Maximum EUV photon number density as function of
time for a neutral optically thin medium. Filled circles denote the
numerical result. The solid line denotes the analytic solution.
sults agree with the analytic solution in the neutral optically
thin regime.
For the optically thick regime, the resulting temporal evo-
lution of the maximum photon number density is compared
to the analytical estimate in Fig. 18. The numerical results
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Figure 18. Maximum EUV photon number density as function of
time for a neutral optically thick medium. Filled circles denote the
numerical result. The solid line denotes the analytic solution.
closely agree with the analytical solution in this absorption-
dominated regime as well.
To further check the transition regime from optically thin
to optically thick, we run the test case for a variety of dif-
ferent hydrogen number densities from 10−6 to 10+4 cm−3,
i.e. spanning 10 orders of magnitude. In Fig. 19, we compare
the resulting half-life of the Gaussian photon distribution to
the analytical estimates of the two extreme cases (highly op-
tically thick or thin regime). In both limiting cases (optically
��-� ��-� ������
���
���
��-� ��-� ��-� ��� ��� �����
-�
��-�
��-�
��-�
��-�
���
��������� ���� ��������� �����
� [��-�]
� �/�
[��]
Figure 19. Half-life of the initial Gaussian distribution of EUV
photon number density as function of hydrogen number density.
Filled circles denote the numerical results for individual simula-
tions. The two solid lines (horizontally and diagonally declining)
denote the analytical estimates for the highly optically thin and thick
regimes, respectively. The inset figure focuses on the results at the
transition between optically thin and thick around the τrec ≈ 1 tran-
sition.
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thin and optically thick), the resulting half-life of the numer-
ically computed evolution is in agreement with the analytical
prediction. In the transition regime from optically thin to op-
tically thick, we can at least understand the physical behavior
of the numerical solution qualitatively: from low densities
in the optically thin limit to high densities in the optically
thick limit, the velocity decreases from the speed of light to
zero. Due to the fact that the diffusion velocity in the transi-
tion regime τrec ≈ 1 is lower than in the optically thin limit,
the half-life of the Gaussian photon distribution increases in
comparison to the analytical solution, which is only valid in
the optically thin limit. By contrast, in the optically thick
limit, diffusion is negligible with respect to absorption. Ap-
proaching the transition regime τrec ≈ 1, the diffusion be-
comes nonnegligible, and the combined effect of diffusion
and absorption yields a faster decay of the Gaussian photon
distribution, or – in other words – a half-life shorter than the
analytic solution for the optically thick limit. As a result, the
highest deviation from the analytic solutions occurs in the
transition regime from optically thin to thick around τrec ≈ 1,
because the analytic solutions derived for the extreme lim-
its are invalid in the transition regime. One should also keep
in mind that the FLD approximation used in the numerical
solver is expected to produce the strongest deviations from
the correct radiation transport solution at the transition from
the optically thin to the optically thick regimes.
3.5.2. Ionized Medium Tests
In this section, we check the numerical solver in the regime
of a fully ionized medium by comparing the numerical results
to the analytically derived solutions of Eqs. (90) and (92) for
the infinite and finite domains, respectively.
Physical setup —The EUV photon number density is initial-
ized to zero, urec(t = 0) = 0. The uniform hydrogen gas mass
density is set to ρgas = 10−21 g cm−3. The recombination
rates and cross sections are identical to the neutral medium
tests above. To keep the medium fully ionized during the en-
tire runtime of the simulation, we irradiate the medium along
the x-direction with an incoming direct flux of ionizing EUV
photons of 1060 s−1, which is handled during the ray-tracing
step of the overall photoionization solver scheme.
Numerical configuration —The extent and resolution of the
computational domain are identical to the tests of the neu-
tral medium case. Explicitly, the temporal evolution of the
system is solved on a one-dimensional grid in Cartesian co-
ordinates. The grid extents from the left boundary at −1 pc
up to the right boundary at +1 pc. The grid consists of 1, 000
grid cells with uniform grid spacing.
The domain boundaries for the photon flux are either
treated as closed zero gradient boundaries (to mimic the in-
finite medium setup) or open free-streaming boundaries (to
mimic the finite medium).
Results —The resulting evolution of the maximum value of
the diffuse EUV photon number density is shown for both
cases – the open as well as the closed boundaries – in Fig. 20.
In both cases, the numerical results are in agreement with
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Figure 20. Maximum EUV photon number density as function of
time for an ionized medium. Black refers to a medium with closed
boundaries. Gray refers to a medium with open boundaries. Filled
circles denote the numerical results of both simulations. Solid lines
denote the analytically derived solutions.
the analytic solutions. For the case of a closed system (or a
medium of infinite size), the maximum photon number den-
sity increases linearly with time. For the case of an open sys-
tem (or a medium of finite size), the maximum photon num-
ber density increases monotonically in time and approaches
an equilibrium value determined by the recombination rate
and the photon loss across the outer boundaries.
3.6. Radiation–Ionization Forces
In the following tests, we check the numerically computed
force terms, i.e. the absorbed radiative momentum for each
of the different radiative fluxes.
Physical setup —A constant source of radiation is placed into
a finite gaseous and dusty cloud of uniform mass density.
The various test simulations shown here differ in the physics
modules included (stellar emission of thermal (nonionizing)
radiation, dust emission of thermal radiation, stellar emission
of ionizing photons, and recombination radiation from direct
recombination into the hydrogen ground state), the strength
of the different components of the total radiation field, and
the optical depth of the surrounding medium.
The cloud radius is set to 100.0 pc, the dust-to-gas mass
ratio is set to 1% in all tests performed, and – for simplicity
– the dust evolution routines, which handle evaporation and
sublimation, are switched off. The tests of the thermal con-
tinuum radiation (Sect. 3.6.1) utilize a constant opacity of
κ = 324.081 cm2 g−1 throughout the medium, which yields
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a total optical depth of τ = 1 × ρgas/(10−21 g cm−3). For
these tests, we vary the uniform density to compute tests at
τ = 0.1, 1, and 100, respectively.
All other tests in this section make use of the frequency-
dependent dust opacities from Ossenkopf & Henning (1994),
which we extend toward the FUV and EUV regimes with
two additional frequency bins. The opacity in these two fre-
quency bins is set to 40, 000.0 cm2 g−1 per gram dust in the
FUV (6.0 eV < hν < 13.6 eV) and 20, 000.0 cm2 g−1 per
gram dust in the EUV bin (hν > 13.6 eV), respectively.
In the tests of the stellar and diffuse thermal continuum ra-
diation (Sect. 3.6.2), we vary the uniform density between
ρgas = 10−18 g cm−3, 3 × 10−18 g cm−3, and 10−17 g cm−3.
In the tests in Sect. 3.6.3 and Sect. 3.6.4, including the
photoionization components, the gas mass density is set to
ρgas = 10−21 g cm−3.
In all tests, the central radiation source has an effective
photospheric surface temperature corresponding to a radius
of 10 R. In the tests of Sect. 3.6.3, the luminosity is varied
from 103 L to 106 L, otherwise all tests assume a luminos-
ity of 106 L. We apply the Kurucz stellar atmosphere model
(see Sect. 2.4.6 for details) to compute the emitted spectrum.
Tests, which do not show results for a diffuse ionizing radi-
ation field, use the on-the-spot approximation. These tests
utilize the radiation modules to compute the radiation force
terms that enter the hydrodynamic equations; the hydrody-
namic evolution itself is not taken into account here, i.e., the
density structure is fixed in time.
Numerical configuration —The absorbed momentum is com-
puted on a one-dimensional grid in spherical coordinates
assuming spherical symmetry around the central radiation
source. The grid extends from a left boundary at 0.001 pc up
to the right boundary at 100 pc. In all cases, the grid consists
of 2048 grid cells with logarithmically increasing grid spac-
ing toward larger radii. The outer domain boundary is set to
an open boundary; the inner domain boundary is closed for
the diffuse fluxes.
In the case of the purely diffuse thermal radiation tests (i.e.,
no stellar radiation and no ray-tracing), the irradiation lu-
minosity from the central source is added as a source term
to the FLD equation and the ray-tracer is switched off. We
checked both FLD approaches, the equilibrium as well as the
linearization approach, which yielded identical results, as ex-
pected for these time-independent equilibrium test problems.
Results —The results of the different simulation series are
presented in the following subsections, which are ordered by
the radiative components included in the numerical model.
3.6.1. Thermal Continuum (Nonionizing) Radiation
For uniform density environments and constant opacity,
there is no anisotropy in the optical depth, i.e., there is no
preferred path for the photons originating from the central
source to diffuse through the medium. As a result of the ab-
sorption and reemission events of the diffuse photon field, the
total radiative momentum absorbed per unit time within the
cloud scales with the central luminosity and the total opti-
cal depth (measured from the central source toward the outer
cloud radius τ = κ ρ rmax). We determine the absorbed ra-
diative momentum in three setups with an optical depth of
τ = 0.1, 1, and 100; results are shown in Fig. 21. The cu-
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Figure 21. Radiative acceleration test of thermal (nonionizing)
continuum radiation. The cumulative absorbed radiative momen-
tum per unit time is shown as a function of cloud radius for three
different total optical depths of the cloud: τ = 0.1 (black), τ = 1
(blue), and τ = 100 (red).
mulative absorbed momentum per unit time increases lin-
early with distance from the central source; this is the ex-
pected result for the uniform density and constant opacity
used here; see the next section for results of temperature-
dependent opacities. When approaching the surface of the
inner sink (the inner radial boundary of the computational
domain in spherical coordinates) at 0.001 pc from the out-
side, the momentum rate declines due to the fact that photons
cannot travel through the sink itself. As expected, the total
radiative momentum absorbed per unit time within the cloud
is given by m˙tot = τ L/c with the luminosity L of the radia-
tion source at the origin of the computational domain and the
speed of light c.
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3.6.2. Thermal Continuum Irradiation and Diffuse Radiation
The main difference from the tests of the previous sec-
tion is that we now use different radiation transfer solvers
for the central radiation source (ray-tracing) and the ther-
mal dust reemission (FLD). Instead of a constant opacity,
we use an extended version of the frequency-dependent dust
opacities from Ossenkopf & Henning (1994) here. We de-
termine the absorbed radiative momentum per unit time for
three cases with a total optical depth of τR = 3, 12, and 90
for the diffuse component, respectively; τR denotes the opti-
cal depth with respect to the Rosseland mean dust opacity
τR = κR,dust ρdust rmax. The results are shown in Fig. 22.
The much higher Planck mean opacity for the hot irradia-
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Figure 22. Radiative acceleration test of direct irradiation (solid
lines) plus thermal (dashed lines) continuum radiation. The cumu-
lative absorbed radiative momentum per unit time is shown as a
function of cloud radius for three different total optical depths of
the cloud: τ = 3 (black), τ = 12 (blue), and τ = 90 (red).
tion source compared to the cooler dusty environment leads
to an absorption of the direct irradiation component rela-
tively close to the source. From this first absorption region
on, the reemission and absorption within the diffuse compo-
nent yields an increase in the absorbed momentum per unit
time from the diffuse radiation field. Here, the use of the
temperature-dependent Rosseland mean opacities results in
a higher opacity in the warmer regions close to the central
source than on the larger, cooler cloud scales. Hence, the
cumulative absorbed momentum rate does not scale linearly
with the distance to the source, as was the case for the uni-
form local optical depth tests of the previous section. As ex-
pected, the total radiative momentum absorbed per unit time
within the cloud is given by m˙tot = τ L/c, whereas the cu-
mulative radiative momentum absorbed per unit time from
the direct irradiated component within the cloud is given by
m˙irr = L/c, and the cumulative radiative momentum absorbed
per unit time from the diffuse component within the cloud is
given by m˙diff = m˙tot − m˙irr = (τ − 1) L/c.
3.6.3. Thermal Continuum and Ionizing EUV Irradiation
In this test, we switch off the diffuse radiation field compo-
nent and only follow the first absorption of the central source
luminosity. In contrast to the previous tests, we consider
thermal continuum (nonionizing) radiation as well as EUV
photoionization. The relative importance of the two compo-
nents depends on the emitted spectrum of the central source.
We vary the luminosity from 103 L to 106 L, which for the
constant stellar radius of 10 R implies an increasing shift
of the spectrum toward the ionizing regime. The amount of
available ionizing photons in the EUV regime is determined
from the Kurucz stellar atmosphere model; see Sect. 2.4.6
for details. Results of these four test runs are shown in
Fig. 23. In all cases, the absorbed momentum per unit time
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Figure 23. Radiative acceleration test of central nonionizing irra-
diation (solid lines) and ionizing (dashed lines) radiation. The nor-
malized cumulative absorbed radiative momentum per unit time is
shown as a function of cloud radius for four different luminosities of
the central radiation source: L = 103 L (red), L = 104 L (orange),
L = 105 L (blue), and L = 106 L (purple). The absorbed momen-
tum per unit time is normalized in units of the central luminosity
divided by the speed of light, which varies between the simulations.
is dominated by the thermal continuum component of the ra-
diation field. As a result of the lower uniform gas density
ρgas = 10−21 g cm−3 in contrast to the tests of the previous
section, the inner absorption region of the thermal contin-
uum component now extends out to ≈ 2 pc. The absorbed
momentum per unit time from the photoionization compo-
nent clearly increases with higher source luminosity. The
total radiative momentum – i.e. the sum of both components
– absorbed per unit time within the irradiated cloud is given
by m˙tot = L/c.
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3.6.4. Ionizing EUV Irradiation and Diffuse EUV Radiation
In the tests of this subsection, we switch off the thermal
continuum components and only follow the photoionization
EUV radiation. We distinguish between the EUV radiation
field from direct irradiation by the central source and the dif-
fuse ionizing EUV radiation originating from direct recom-
bination into hydrogen’s ground state. For comparison, we
perform the same simulation run using the on-the-spot ap-
proximation, as described in the method Sect 2.4.4. Results
of both test runs are shown in Fig. 24. The radiative momen-
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Figure 24. Radiative acceleration test of ionizing direct irradiation
(solid lines) and ionizing diffuse (dashed line) EUV radiation. The
cumulative absorbed radiative momentum per unit time is shown as
a function of cloud radius. The black solid line denotes the results
assuming the on-the-spot approximation; hence, no diffuse EUV
component is determined. The red lines denote the simulation re-
sults which include the diffuse EUV radiation field (dashed line).
tum absorbed per unit time from the total EUV radiation field
is dominated by the direct irradiation component. Although
the use of the on-the-spot recombination coefficients mim-
ics correctly the ionization effects of the diffuse component
in an isotropic environment, the approximation leads to a
lower momentum absorption rate (the black solid line shown
is slightly below the red one). But frankly, this difference will
be of less importance for most ionization simulations; the dif-
fuse EUV component becomes mainly important due to the
photoionization properties in multidimensional, anisotropic
environments, where it will limit the occurrence of shadows,
which are otherwise mistakenly produced when using the on-
the-spot approach. The total radiative momentum absorbed
per unit time within the irradiated cloud is lower than L/c, be-
cause from the source spectrum only photons with an energy
higher than 13.6 eV contribute to the EUV radiation field.
4. SCIENTIFIC APPLICATIONS
The introduced software has been used in recent years for
a variety of astrophysical studies. It was successfully ap-
plied to the research fields of super-Earth atmosphere for-
mation (Cimerman et al. 2017), dynamics of protoatmo-
spheres around low-mass planets with eccentric orbits (Mai
et al. 2020), accreting gas giants (Marleau et al. 2017,
2019), photoevaporation of protoplanetary disks (Nakatani
et al. 2018a,b), low-mass star formation (Bhandare et al.
2018, 2020), magnetized massive core-collapse, magneto-
centrifugally driven jets, and magnetic-pressure-driven out-
flows from high-mass protostars (Ko¨lligan & Kuiper 2018),
fragmentation of accretion disk around high-mass protostars
and multiplicity in massive star formation (Meyer et al.
2017, 2018; Ahmadi et al. 2019; Oliva & Kuiper 2020), UV-
line driven feedback in massive star formation (Kee et al.
2018a,b; Kee & Kuiper 2019), radiation forces and pho-
toionization feedback in massive star formation (Kuiper &
Hosokawa 2018), stellar wind feedback in massive star for-
mation (Kee & Kuiper, in prep.), photoionization feedback
in the turbulent interstellar medium (Menon et al. 2020), the
formation of first stars (Hosokawa et al. 2016), the formation
of very metal-poor stars (Fukushima et al. 2020), the for-
mation of the first supermassive black hole progenitors (Hi-
rano et al. 2017), and accreting intermediate seed black holes
(Toyouchi et al. 2019, 2020).
This extensive list of scientific applications covers a broad
parameter space in terms of mass densities, optical depths,
thermal energies, and radiation energies. It furthermore il-
lustrates our software development strategy toward general
purpose modules. A specific feature is thereby given by the
ability to utilize grids in spherical coordinates. Hence, in
contrast to a general purpose style, the numerical framework
is especially useful for modeling (the environments of) astro-
physical objects, which dominate their environment in terms
of gravity and/or radiation feedback. An exception to this
rule is the study by Menon et al. (2020) in which simulations
were carried out on a 3D Cartesian grid with uniform grid
spacing in a frame comoving with the bulk velocity of the
turbulent and impacted interstellar medium gas.
With respect to ongoing code development and mainte-
nance of the software package, the flux-limited-diffusion
solver for the continuum radiation transport has recently been
updated to the so-called M1 scheme (Vo¨lkel & Kuiper, in
prep.). In Nakatani et al. (2018a,b), the authors further aug-
mented the software by adding a ray-tracing step for the far
UV and X-ray emission of a central point source combined
with a chemical network to solve for the thermodynamics
self-consistently.
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5. SUMMARY
We have introduced a newly developed radiation–
ionization framework for astrophysical Newtonian fluid dy-
namics. The framework includes an update of our contin-
uum radiation transport module Makemake and a newly de-
veloped photoionization module called Sedna. We have de-
scribed the equations solved by the overall framework and
give details on the derivation of these equations, including
their underlying assumptions and approximations. Numer-
ical specifics to be considered are discussed to help future
development of similar tools.
Radiation transport and photoionization are solved within
a grid-based approach, and static grids in Cartesian, cylin-
drical, and spherical coordinates are supported. One-
dimensional, two-dimensional, and three-dimensional ge-
ometries are selectable. A particular focus is given on either
systems with a single dominant source of radiation or plane-
parallel radiation fields. Both modules – continuum radiation
and photoionization – include a ray-tracing algorithm along
the first grid coordinate direction and a three-dimensional
FLD solver. In the case of the continuum radiation transport
module, the FLD solver is implemented as an equilibrium
one-temperature approach (radiation temperature equals dust
temperature) as well as in the linearization two-temperature
approach. In the case of the photoionization module, the user
can choose between the widely used on-the-spot approxima-
tion or additionally solve for the temporal evolution of the
diffuse EUV radiation field from direct recombination of free
electrons into hydrogen’s ground state.
Both modules and both solver steps – ray-tracing and dif-
fusion – solve for the appropriate momentum feedback due
to the absorption of photons, which are eventually added as
additional source terms to the hydrodynamics equations.
Diffusion-like equations are solved in a fully implicit man-
ner. The linear systems of equations are solved by mod-
ern Krylov subspace iterative algorithms utilizing the open-
source Portable Extensible Toolkit for Scientific computing
(PETSc) library (Balay et al. 2004). These modules are par-
allelized for multiprocessor computing using the MPI stan-
dard.
This radiation–ionization framework was combined with
the open-source code PLUTO for the MHD modeling of as-
trophysical fluids. The functionality, reliability and robust-
ness, as well as the quantitative accuracy of the different
modules and their combination is demonstrated in terms of
a comprehensive test suite. The test suite is structured along
the module/physics combinations (radiation transport, radi-
ation hydrodynamics, ionization, recombination, ionization
hydrodynamics, and radiation–ionization forces). The test
suite includes widely used classical test problems, modern
state-of-the-art benchmarks, and newly derived test prob-
lems.
Finally, an overview of the current astrophysical appli-
cations of the gravito–radiation–ionization hydrodynamics
framework (including further subgrid modules for stellar
evolution, dust evolution, and protostellar outflow feedback)
demonstrates the broad applicability of the solver package
from planetary science to star formation and AGN physics,
as well as its already successful utilization in a variety of dif-
ferent research fields of astrophysics.
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APPENDIX
A. OVERVIEW OF SYMBOLS AND CONSTANTS
Symbol Description Value (in cgs)
pi Ratio of a circle’s circumference to its diameter ≈ 3.1416
c Speed of light in vacuum ≈ 2.9979 × 10+10 cm s−1
h Planck constant ≈ 6.6260 × 10−27 erg s−1
kB Boltzmann constant ≈ 1.3807 × 10−16 erg K−1
arad Radiation constant ≈ 7.5657 × 10−15 erg cm−3 K−4
Rgas Universal gas constant ≈ 8.3145 × 10+7 g cm2 s−2 mol−1 K−1
NA Avogadro’s constant ≈ 6.0221 × 10+23 mol−1
σSB Stefan–Boltzmann constant 2 pi5 R4gas/(15 h
3 c2 N4A) ≈ 5.6704 × 10−5 erg cm−2 s−1 K−4
u Atomic mass unit ≈ 1.6605 × 10−24 g
me Electron mass ≈ 5.4858 × 10−4 u
e Elementary charge ≈ 4.8032 × 10−10 statC (≈ 1.6022 × 10−19 C)
αfs Fine-structure constant 2pi e2/(h c) ≈ 7.2974 × 10−3
R∞ Rydberg constant α2fs me c/(2 h)
Ar Recapture constant 24 h e2/(33/2 m2e c
3)
Table 1. Overview of constants.
Symbol Description Unit (in cgs)
Space and Time
r Spherical radius cm
θ Polar angle rad
φ Azimuthal angle rad
rmin Minimum radius of the computational domain cm
rmax Maximum radius of the computational domain cm
t Time s
∆t Time step s
Hydrodynamics
ρgas Gas mass density g cm−3
~ugas Gas velocity cm s−1
Pgas Gas pressure erg cm−3
Etot Total gas energy density erg cm−3
Eth Thermal gas energy density erg cm−3
Ekin Kinetic gas energy density erg cm−3
~aext External acceleration cm s−2
Continuum Radiation
Irad Radiative intensity erg cm−2 s−1
~Ω Direction of radiative flux 1
~Firr Stellar radiative flux erg cm−2 s−1
Erad Thermal radiation energy density erg cm−3
~Frad Thermal radiative flux erg cm−2 s−1
Drad Thermal radiation diffusion coefficient cm2 s−1
λrad Thermal radiation flux limiter 1
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χscat Scattering coefficient cm−1
χext Extinction coefficient cm−1
χabs Dust absorption coefficient cm−1
χR Rosseland mean absorption coefficient cm−1
χν Frequency-dependent absorption coefficient cm−1
Brad Blackbody Planck spectrum energy density erg cm−3
Tdust Dust temperature K
Tgas Gas temperature K
ν Frequency s−1
Photoionization
nH Total hydrogen number density cm−3
nH0 Neutral hydrogen number density cm−3
nH+ Ionized hydrogen number density cm−3
x Ionization fraction 1
y Neutral fraction 1
uEUV Photon number density from direct ray-tracing cm−3
~FEUV Ionizing radiative EUV flux from direct ray-tracing erg cm−2 s−1
S EUV Number of ionizing photons per unit time s−1
urec Diffuse recombination photon number density cm−3
~Frec Diffuse ionizing EUV flux erg cm−2 s−1
Drec Recombination diffusion coefficient cm2 s−1
λrec Diffuse recombination flux limiter 1
σEUV Photon cross section for ionizing ray-tracing flux cm2
σrec Recombination photon cross section cm2
〈hν〉EUV Mean photon energy of ray-tracing spectrum erg
〈hν〉rec Mean recombination photon energy erg
α(1) Recombination rate of free electrons into any state cm3 s−1
α(2) Recombination rate of free electrons into any state of
atomic hydrogen besides the ground state
cm3 s−1
α1 Recombination rate into ground state of hydrogen cm3 s−1
C Collisional excitation coefficient cm3 s−1
Φ1,Φ2 Recombination coefficient functions 1
Z Atomic number 1
Table 2. Overview of Symbols.
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