The alternating direction method of multipliers (ADMM) is one of most foundational algorithms for linear constrained composite minimization problems. For different specific problems, variations of ADMM (like linearized ADMM, proximal ADMM) are developed. By using the Bregman distances, lots of ADMMs can be formulated into a uniform mathematical scheme. Although variational inequalities have been well used to study ADMMs, the use for BADMM has still been missing. In this paper, we study the convergence of BADMM by variational inequalities. We present a proof framework for BADMMs. And then, we present very concise convergence proof for the basic BADMM. As applications, we consider several variations of BADMM and obtain corresponding convergence results.
I. INTRODUCTION
Composite optimizations with linear constraints are ubiquitous in different disciplines and applications. This paper is devoted to solving the following problem min x∈X ,y∈Y
where θ 1 and θ 2 are proper, closed and convex but may be indifferentiable, and X ⊆ R n 1 , and Y ⊆ R n 2 , and A ∈ R m×n 1 , and B ∈ R m×n 2 , and b ∈ R m . A classical and efficient solver is the Alternating Direction Method of Multipliers (ADMM) algorithm [7] , [8] , [17] , [19] . ADMM focuses on the augmented Lagrange problem of (1) rather than its original problem, that is,
where β > 0 is a parameter. In each iteration, the ADMM algorithm employs alternating strategy: it minimizes only one variable and fixes others; while the variable λ is updated by a feedback strategy.
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A. BREGMAN ADMM
Recently, the sparsity-related problems have greatly promoted the development of ADMM [20] , [29] , [30] . In the ADMM applied to these problems, the proximal map of one objective function (we assume that is θ 1 ) is usually easy to be calculated; and the other one function (we assume that is θ 2 ) is quadratic. In these cases, matrix A is usually the identity matrix. Thus, each step of updating then can be solved quite fast.
But in the general ADMM, the variable x and y are coupling by matrix A and B, which leads to troubles in using the proximal maps when A fails to be identity. Thus, the linearized ADMM is proposed by [4] , which employs a linearization technique for the quadratic term β 2 Ax + By − b 2 2 in the augmented Lagrange function. A more general ADMM was proposed by [26] based on the Bregman distance of the quadratic term. By using Bregman distance, many ADMMs including the ones mentioned above can be formulated as
where B ψ (y, y k ) and B φ (x, x k ) are Bregman distances (see detailed definitions in Sec. II-B). Although BADMM is an extension of linearized ADMM, it actually contains many other algorithms; we will explain this in Sec. II. Besides the basic BADMM (3), we also consider several other variations like customized BADMM, symmetric BADMM in the application part.
B. RELATED WORKS
Numerous elegant works have made contributions to the study of the convergence of ADMM. Among them, B. He et al. present particularly concise framework by variational inequalities [9] , [11] , [15] . The authors point out that the ADMM is actually the proximal point algorithm but using the structure of the problems. They also extend their works to the primal-dual schemes [12] , [14] . Such a framework is easy to understand and follow; thus, many works draw lessons from this framework: in [21] , the authors analyze the diagonal preconditioning for primal-dual algorithm by employing variational inequalities tools introduced by [13] ; and then, [3] develop the convergence for general primal-dual algorithms by the techniques given in [12] .
Besides the theoretical parts, it has also been applied to application heavy area; in paper [6] , the authors used the method proposed in [11] for multi-block linearly constrained problems. In recent years, the research of nonconvex ADMM has also been developed [16] , [18] , [23] - [25] , [27] , [28] . But the nonconvex case is beyond the scope of this paper, and will not be discussed.
C. CONTRIBUTION
In this paper, we use variational inequalities to analyze the convergence of BADMM. The main contributions of this paper are twofold: 1. We combine the properties Bregman distance with variational inequalities and establish novel concise convergence framework for BADMM. Due to that BADMM is much more general than ADMM and more useful in various tasks, our framework is thus quite more broadly applicable. 2. We propose several variations of BADMM and present very concise convergence analyses for BADMM and its variations by the proposed framework.
II. PRELIMINARIES
This part contains the needed preliminaries in the analysis. We first the technical tools: variational inequalities. Then the definitions and properties of Bregman distances are presented.
A. VARIATIONAL INEQUALITIES
We present several Variational Inequalities (VI) for problem (1) . These VI reformulations are exploited in paper [15] and play important roles in the analysis. We refer the readers to the paper [15] for more details.
VI reformulation of (1):
for convex functions φ and ψ. The notation will be frequently used in Sec. III and Sec. IV. It is easy to see
for the skew-symmetricity of F. Then, the VI formulation equals to finding w * = (x * , y * , λ * ) ∈ such that
Inequality (5) builds the basis in the analysis. By using this, a point w is regarded as an -approximate solution if
where ε > 0, and B is an any closed ball.
B. BREGMAN DISTANCE
The Bregman distance, which can be viewed as an extension of the squared Euclidean distance, was proposed by [1] . Given a convex differentiable function φ, the Bregman distance between two points x, y ∈ dom(φ) is defined as
With the definition of Bregman distance, we can see that the BADMM contains many algorithms beyond the standard and linearized ADMM. We present the following five examples.
1) If A = 0, B = 0, θ 2 ≡ 0 and φ(·) = 1 2 · 2 , ψ ≡ 0, BADMM then reduces to Proximal Point Algorithm (PPA) [22] . 2) If A = 0, B = 0, θ 2 ≡ 0 and θ 1 has a Lipschitz gradient with constant L 1 . Letting φ(·) = L 2 · 2 −θ 1 (·) (L ≥ L 1 ) and ψ ≡ 0, BADMM then reduces to Iterative Shrinkage-Thresholding Algorithms (ISTA) [5] .
3) If φ ≡ 0 and ψ ≡ 0, BADMM then reduces to basic ADMM.
2 ) and ψ ≡ 0, BADMM then reduces to linearized ADMM. 5) If φ(·) = r 1 · 2 2 2 and ψ(·) = r 2 · 2 2 2 (r 1 , r 2 > 0), BADMM then reduces to proximal ADMM [10] . Definition 1: For a convex function φ and a matrix A,
2 is convex. And we can easily prove the following result.
Direct calculations can give the following lemma. Lemma 1: For differentiable convex functions σ , it holds that
As a special case, let σ (x) = 1 2 x Hx for some symmetric positive semidefinite matrix H , then
. Direct using of Lemma 1 can give the following result.
Proposition 3: For differentiable convex functions φ and ψ, it holds that
III. BREGMAN UNIFIED CONVERGENCE FRAMEWORK
In this section, we prove the ergodic convergence rate with Bregman distances. For any abstract algorithm for composite constrained minimization (1), if several conditions hold, we have the following lemma. 
And for any k,
3. The matrix H := QM −1 is symmetric. We denote
Then, we have the following inequality
where
In this lemma, {w k } k=0,1,2,... and { w k } k=0,1,2,... are both abstract, and the relations between them are given by the three conditions in the lemma. In the application part, we then just need to verify the conditions all hold.
Remark 1: Note that φ, ψ are all convex. Then, if G 0, condition 3 certainly holds. And if φ ≡ 0 and ψ ≡ 0, Lemma 2 will reduce to framework in [15] . With Lemma 2, we can get the following convergence rate.
Theorem 1: If conditions of Lemma 2 hold. Then
where w n := 1 n+1 n k=0 w k ∈ . Different from classical results on the gradients or objective functions, Theorem 1 describes the convergence rate in the perspective of variational inequality. The rate is presented in ergodic form O( 1 n ) with iteration n. The convergence of the BADMM can also be obtained. 
{w k } k=0,1,2,... converges to a point in * .
IV. APPLICATIONS
In this part, we consider the convergence of BADMM and several variations. We can see that the core task is finding M and Q. The convergence result and convergence rate naturally follow from Lemma 2. In this part, the auxiliary sequence is denoted by
The function is given by ϕ(u) = φ(x) + ψ(y). Then, the relations above obviously give that
Then, we are led to
Lemma 3: Let {w k } k=0,1,2,... be generated by BADMM. The, it holds that For any convex functions, conditions 1, 2 and 3 in Lemma 2 will be satisfied. Assume that ψ is strongly convex with constant ν ψ (ν ψ ≥ 0). Then, condition (11) is satisfied if B B + ν ψ I n 2 0 and ν φ > 0. Proposition 4: The BADMM is ergodic-sublinearly convergent as
where w n := 1 n+1 n k=0 w k ∈ , and B is any closed ball in . Further, assume that φ and ψ are strongly convex with constants ν φ > 0 and ν ψ , and 1,2,3,. .. converges to a point w * ∈ * .
B. CUSTOMIZED BREGMAN ALTERNATING DIRECTION METHOD OF MULTIPLIERS
By changing the iterative order of y and λ of BADMM, we obtain the Customized BADMM which reads as
Such a scheme is motivated by [2] . We denote that
For customized BADMM, we have that
Lemma 4: Let {w k } k=0,1,2,... be generated by customized BADMM. Then, it holds that 
If B B is nonsingular and ν > 0, Q is positive definite. Proposition 5: The customized BADMM is ergodicsublinearly convergent as
where w n := 1 n+1 n k=0 w k ∈ and B is any closed ball in . Further, let φ be strongly convex with ν φ > 0, B B be nonsingular and ψ νB B for some positive constant ν. Then, {w k } k=0,1,2,3,. .. converges to a point w * ∈ * .
C. SYMMETRIC BREGMAN ALTERNATING DIRECTION METHOD OF MULTIPLIERS
The symmetric BADMM can be described as
where µ ∈ (0, 1]. We use notation as follows
With the notation above, symmetric BADMM enjoys the following iteration
Lemma 5: Let {w k } k=0,1,2,. .. be generated by symmetric BADMM. Then, it holds that
The matrix H is given by
We also have
Matrix H can be represented as
That is to say when µ = 1, H must be non-full rank. For any µ < 1, there exists ε > 0 such that (2 − µ)( 1 µ − ε) ≥ 1. We divide H can be into two parts H = H ε + H ε , where
Thus, H ε 0 and H ε =
condition 3 will be satisfied. And we can easily see that if ψ is strongly convex, (27) holds. Thus, we have the following result. Proposition 6: The symmetric BADMM is ergodicsublinearly convergent as
where w n := 1 n+1 n k=0 w k ∈ and B is any closed ball in . Further, if 0 < µ < 1 and φ, ψ are both strongly convex with ν φ > 0, ν ψ > 0, then, {w k } k=0,1,2,3,. .. converges to a point w * ∈ * .
V. PROOFS A. PROOF OF PROPOSITION 2.3
Let h(x) := φ(x) − x Ax 2 , then, h is convex. Thus, for any
After simplifications, we can derive the result.
B. PROOF OF LEMMA 3.1
Note that Q = HM , then for any w ∈ , we are led to
where a) depends on (7) , and b) is due to Proposition 3, and c) follows from u k = u k+1 . On the other hand,
Direct calculation yields
Combining condition 3 and (31), we then derive
Relation (29), together with (30) and (32), then gives
In (4), letting w = w k , we obtain
Substituting (34) into (33), we then finish the proof.
C. PROOF OF THEOREM 3.3
In (10), summing the inequality from 0 to n gives that
The convexity of θ indicates
Substituting (37) into (35), with simplifications, we then derive the result. Substituting w = w * into (9), we obtain
Note that w * ∈ * , then the right side of (38) is nonnegative. Thus, we have
Then, we can see {w k } k=0,1,2,... is bounded and
Note that if strict inequalities (11) hold, there exist π, π δ > 0 such that
(39) From (39), we can further obtain that
Assume that w ∞ is a stationary point of {w k } k=0,1,2,... , and {w k j } j=0,1,2,... is the subsequence which converges to w ∞ . From (40), we havew k j → w ∞ . Substituting k = k j into (6) and letting j → +∞, we have
Then, for any other stationary point w † ,
which indicates that w ∞ = w † from (39). That is also to say w ∞ is the only stationary point, namely, w k → w ∞ .
The first of step for updating x k+1 gives us
Similarly, we can have
(44) By using notation (12) , we can rewrite the two relations above as ∀x ∈ X
With (45), (46), (13) and (4), we have
for any w ∈ . After simplifications, we can derive the result. VOLUME 8, 2020 F. PROOF OF LEMMA 4.3
Similarly, we can derive
The two relations above can be rewritten as ∀x ∈ X
and ∀y ∈ Y
With (50), (51) and (4), we are then led to
− v k ) + (x − x k ) (∇φ(x k ) − ∇φ( x k )) + (y − y k ) (∇ψ(y k ) − ∇ψ( y k )).
(52)
With simplifications, we then derive the result.
G. PROOF OF LEMMA 4.5
The first of step for updating x k+1 gives
which also can be rewritten as ∀x ∈ X 
With (54), (56) and (4), we have
Direct calculation then gives the variational inequality.
VI. CONCLUSION
In this paper, we revisit the convergence of Bregman BADMM by variational inequaities. The core theoretical finding lays in generalizing an identical relation by Bregman distance. Thus, we prove the convergence and convergence rate of BADMM and its variations.
