Asymptotic stabilizability of three-dimensional homogeneous polynomial systems of degree three  by Jerbi, H
Available at Applied 
www.ElsevierMathematics.com._l Mathematics 
, o . . . . .  8o ,~.  o .  @ o , .  8oT .  Letters 
ELS~VI~ Applied Mathematics Letters 17 (2004) 357-366 
www.elsevier.com/locate/aml 
Asymptotic Stabilizability of 
Three-Dimensional Homogeneous Polynomial 
Systems of Degree Three 
H. JEaBI 
Department  of Mathematics, Faculty of Sciences of Sfax 
3018 Sfax, Tunisia 
hj erbi©voila, fr 
(Received February 2000; revised and accepted January 2002) 
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1. INTRODUCTION 
This paper is a contribution to the study of the stabilization of homogeneous systems of degree 
three of the form 
= f (x ,  z), x ~ R ~, 
-- u, u E ]~. (1.1) 
The problem is to find a feedback law (x, z) ~ u(x, z) which makes the closed-loop system (1.1) 
globally asymptotically stable (G.A.S.). In the case when the planar control system ic = f (x ,  v), 
(E) is G.A.S. about the origin. A kind of problem has been addressed by authors like [1-5]. In 
the general case, when the state x lies in ]R n, Sontag and Sussmann (in [6]) prove that if the 
system ~ = f (x ,  v), x e ~n is G.A.S., then there exists a feedback u(x, z) which stabilizes the 
system ~ = f (x ,  z), ~ = u. The difficulty of this paper arises from the fact that the feedback 
u(x, z) depends on the Lyapunov function of system ~ = f (x ,  v). In this paper, we will use an 
arbitrary Lyapunov function for system (Z). 
Consider the class of systems 
= f (x ,  z), x E ]R 2, 
= u, u C ~, (1.2) 
where f is a polynomial homogeneous function of degree three (i.e., f()~x, )~z) = )~3f(x, z), 
V A C R). The paper is organized as follows. 
The author would like to thank the referee for his comments on this paper. 
0893-9659/04/$ - see front matter  (~) 2004 Elsevier Ltd. All rights reserved. Typeset by ,4J~4$-TEX 
doi: 10.1016/S0893-9659 (04)00019-9 
358 H. JERBI 
In Section 1, we show how to compute a stabilizing feedback for (1.2) when the system 2 = 
f(x,  v) is G.A.S. by the feedback v(x) = Qv/-Q-~) (Q(x) is a definite positive quadratic form). As 
an application of this result, we give a necessary and sufficient condition for the stabilizability 
problem of the planar system 
~1 = Pl(xl, x2) + v2x2, 
(1.3) 
22 = P2(xl, x2) - v2xl, 
where 7)1 and 7)2 are polynomial homogeneous functions of degree three. 
In Section 2, when system ~: -- f(x,  v) is G.A.S. by a linear feedback, we construct a smooth 
feedback for system (1.2). Then we give necessary and sufficient conditions, algebraically com- 
putable, for the global asymptotic stabilization for the following system: 
~ = 7)1(Xl, z~) + ~(~x~ + ~1~),  
(1.4) 
a~2 = 7)2(Xl, x2) ÷ v((a + 3)xlx2 + x22), a # O. 
DEFINITION. We recall the system 2 = f(x, v) (E). I f  there exists control law v such that 
lim~_~+~ x(t) = o (~(t) denoting the solution of ~ = f(~, ~), x(0) = xo) for all ~0, we will say 
that system (E) is controllable to the origin. 
Obviously, to be asymptotically controllable to the origin is a necessary condition for the 
asymptotic stabilizability. 
To study the stabilizability problem of planar systems, one can use a known result on the 
stability of two-dimensional homogeneous systems (for the proof, see [7]). 
THEOREM 1. (See [7].) Consider the two-dimensional system, [xl, x2] T = [/l(Xl, x2), f2 (Xl, x2)] T, 
where [fl, f2] T is Lipschitz continuous and is homogeneous of degree p, we define the function 
Q(Xl, X2) = X2fl (Xl, X2) -- Xl f2 (Xl, X2). The system is asymptotically stable if and only if one of 
the following is satisfied: 
(i) the system does not have any one-dimensional invariant subspaces and 
foo 2~ cosOfl(cosO, sinO) +sinOf2(cosO, sinO) / j j  f l(1, s) ds <0,  
eosOf2(eosO, sinO)--sinOfl(COsO, sinO) dO= f2(1, s) - sfl(1, s) 
OF 
(ii) the restriction of the system to each of its one-dimensional invariant subspaces i asymptot- 
icallystable, i.e., i fthepoint (~1, [2) issuch that g(~i, [2) = O, then ((f1(~1, ~2), f2([1, ~2)) ] 
(~, ~)} < 0. 
2.  GENERAL IT IES  ON ASYMPTOTIC  STABIL IZAT ION 
We denote by H-[[ the norm in R n. (.. ]..) denotes the Euclidean inner product. 
THEOREM 2. If the homogeneous system of degree three 
~1 = P l (x l ,  x2, u), 
~2 = P2(xl, x2, ~) (2.1) 
(,'])1 and 7)z are homogeneous polynomials of degree three) is stabilizable by a positive definite 
feedback of the form U(Xl, x2) = ~/c~x21 + pxlx2 + ffx~ (where ~ > O; p2 _ 4~ff < 0), then the 
following feedback law: 
~(Xl, x2, z) = 2(v/~x~ + pXlX2 + ~x~ + z2-  v~z)3~/~x~ + p~x~ + ~x[ + z~ 
2V/2ax 2 + 2pxlx2 + 27x~ + 2z 2 -- 2z 
-k (2aXl + px2)P(Xl,X2,Z) -k (2~/x2 -k pxl)Q(xl,x2, z), for (Xl,X2,z) ~£ (0,0,0), 
2V/2C~Xl 2 + 2pxlx2 + 27x~ + 2z 2 -- 2z 
~(0, 0, 0) = 0, 
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stabilizes the system 
:rl = 7)l(Xl, X2, Z), 
~2 = 7)2(x~, ~2, z), (2.2) 
PROOF. Under a coordinate change of the form 
yl = x l ,  y2 = ~2, and y~ = v~z  - ~/~x~ + p~2 + ~ + Z2~ 
the closed loop system (2.2) by the feedback g(Xl, x2, z) becomes 
fil = 7)~ (yl,y2, x/2y3 + ~c/ay~ + pyly2 + ~/Y2 + Y2) = 7~(Yl,Y2,Y3), 
~)2 = 7)2 (yl,y2, v/-2y3 + ~/ay~ + pyly2 + ~/y22 + y2) = ~2(y1,Y2,Y3), 
It is easy to see that the function (Yl,Y2,Y3) ~ (~l(Yl,Y2,Y3),7)2(Yl,Y2,Y3)) is locally Lips- 
chitzian, i.e., there exists L > 0 such that 
( , , 
, , ' 75  - _ 
for all (yl,y2,Y3); (Y~,Y~,Y~3) in a neighborhood of (0,0,0). It is clear that the vector fields 
(7)1,7)2, 7)3) and X (y) = (y2 + y~ + y2)2(751,752,753) have the same orbits. 
Clearly, the vector field X(yl, Y2, Y3) is of C 2, then from the center manifolds theorem (see [8]), 
system (2.2) is locally asymptotically stable, and since the closed loop system (2.2) is homoge- 
neous, then the locM stabilization implies the global stabilization. 
Now we investigate the global stabilization problem of the following system: 
a:l ---~ 7)1(Xl, X2) ~- ~t~X2, (2.3) 
22 = 7)2(x~,x2) - u~x~, u ~ ]~ + and ~>0.  
We define the real function 
THEOREM 3. System (2.3) 
PROOF. Suppose that the 
definite function V(xl, x2) 
trajectories of the open (or 
-JU(Xl, X2) = Xl~r) 1 (Xl, X2) -1- X2~)2 (Xl, X2). 
is stabilizable if and only if there exists d E ]R such that ~-(1, d) < O. 
condition of the theorem is not satisfied and consider the positive 
= (x 2 + x2)/2. The computation of the derivative of V along the 
closed) loop system (2.3) gives 
dV(xl ( t ) ,  x2(t)) =- .T'(Xl(t), x2(t)) 0. 
This shows that system (2.3) is not asymptotically controllable to the origin. 
Conversely, suppose now Chat there exists d C ]I{ such that Jr(1,d) < 0 and consider the 
homogeneous polynomial of degree four: ~(xl ,x2) = x27)l(Xl, x2) -Xl~)2(Xl,X2) . Using the 
Euclidean division of 7-{ by x 2 + x22, we can write 
?t(xl, x2) = R(xl, x2)(x~ + x22) + axlx 3 + bx 4, 
where R is a homogeneous polynomial of degree two and a, b are some constants. Consider the 
following feedback: 
1 (_R(x)  + (tx~-5~xlx2+(t-5~)x~)((d 2 +~2)x~,- 2dxlx2+ x~) -ax lx~-bx~)  
~(~) = -~ x~ + ~ 
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where 
ad 2 ÷ as 2 -- a -  2bd bd 2 + be 2 - b+ 2ad 
X : (X l ,  X2) ,  6~ : 4d 2 A- (d 2 + s 2 - -  1 )  2 ,  6~ = 4d 2 + (d 2 n a s2 _ 1 )  2 . 
We define the vector field Xl (x l ,x2)  = P l (X l ,X2)+ f iu(xl ,x2)x2; X2(x l ,x2)  = ~2(x1,x2) -
/~u(xl, xe)x l .  One can verify that 
O(xl, x2)=x2Xl  (Zl, x2) -Z lX2(x l ,  z2)--- ( tx~-~ZlX2+(t  - 5~) x~) ( (d2-i-s2)x21 - 2dxlz2 -]- z~) . 
Under the choice of 51 and 5~ and for t positive large enough, the function G(xi, x2) is a definite 
positive homogeneous polynomial of degree four. 
Thanks to Theorem 1, the equation 21 = Xl (X l ,  z2); 22 = X2(x l ,  x2) is G.A.S. if and only if 
I < 0, where I is defined by 
/ : j  X l  (1, s ) /+ j  ~_~l (1, s ) + t3su (1, s ) ds . 
I=  G(1,s) as= ( t -5 [s+( t  g~)s 2)((d 2+e 2) -2ds+s  2) 
Since 7)1(1, s) + ~su(1, s) is a polynomial of degree three, then there exists c E R such that 
7)1(1, s) + flsu(1, s) - cs(t - 5~s + (t - 6~) s 2) is a polynomial of degree two. Denoting the solutions 
of the equation ~(1, z) = 0 by zl, z2, z-l, and ~2, a simple computation gives 
al + i~/4t~ - 4ta~ - (~)~ 
Zl = d + is and z2 = 
2 (t - 5~)  
Using the theorem of residues, we can write 
/jj T)l(1, s )+f l su (1 ,s ) -cs ( t -5~s+(t -5~)  s2) ( 7)l!J-:zl)_+_~ zlu(l'zl) -( i-  ~1~  ~- -~)  ~)-((~ :~ 7~) - Y~ g 7 )  ~s = ~ \ 2~s (t - ~I~1 + (t - ~) d)  
e cd "Jr "]91 (2~- Z2 )-'~ ~Z-~2U (1 ,____Z2J 
% 
2 2is i~/4t ~ - 4tSf - (5~)2 ((d ~ + s ~) - 2dz~ + z~) ; 
(1) 
Finally, we have 
Thus, 
2 7(1 ,  zj)  - -1  - -  zj 
1 = ~ and ~ - -  - -  
-~-(1, zj) 31 + z~ 
.7"(1, zj) 
7)l(1, zj) + flzju(1, zj) -- ~-~-~j • 
The expression of I in conjunction with equations (1) and (2) yields 
I = ~r ( 3c(1, zl) 
7 \ (1 + ZlD (t - ~{~1 + (t - ~)  4 )  
2i$- (1, z2) 
- -S  
14t2 - 4t5~ - (5~) 2 (1 + z~) ((d 2 + e 2) - 2dz2 + z~) 
= -~(s ) .  
S 
(2) 
and 
C8 d8 ~ 7~--. 
s 2 -- 2ds + d 2 + e 2 e 
Since G(1, z~) = 0 for j E {1, 2}, then there exists ~, C R such that (XI(1, z~), X2(1, zj)) = (u, ~,zs), 
and it follows that 
1 1 
f Pl  (1, zy )z j1 ) ( f lu (1 ,  zj ) ) .  
Then 
1 ~' _1 1/. 
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The last expression in conjunction with the condition of the stability of system (2.3) yields 
5r(1, d) 
4)(~) E ~I, 4)(0) = (1 + d 5) (t - ~°d + (t - ~°)db) < 0. 
Since @ is a continuous function, then there exists some s > 0 such that I < 0. For c > 0 and for 
t positive large enough, the feedback law u(xi, xb) is a definite positive homogeneous polynomial 
of degree two. 
The following theorem is crucial to the study of the following system: 
Xl = 7)l(Xl, x2) -}-/~z2xb, 
;~2 = 7)2(Xl, X2) -- ZZ2Xl ,  (2.4) 
THEOREM 4. The two following statements are equivalent. 
1. System (2.4) is globally asymptotically stable. 
2. The planar homogeneous system (2.3) is globally asymptotically stable. 
PROOF. (1) ~ (2): It is shown in the proof of Theorem 3 that the stabilizability of planar homo- 
geneous ystem (2.3), where the control u E ]~+, is equivalent o the asymptotic ontrollability 
to the origin. Therefore, if one supposes that the homogeneous system (2.3) is not G.A.S., then 
it cannot be asymptotically controllable to the origin. Thus, system (2.4) is not asymptotically 
controllable to the origin, and it cannot be G.A.S. 
PROOF. (2) --+ (1): If the planar homogeneous system (2.3) is G.A.S., then it is G.A.S. by 
u = u(x), definite positive homogeneous feedback law of degree one. An immediate consequence 
of Theorem 2 is that system (2.4) is G.A.S. by ~, a homogeneous feedback of degree three. 
3. SUFF IC IENT CONDIT IONS FOR 
ASYMPTOTIC  STABIL IZAT ION 
THEOREM 5. I f  the homogeneous system of degree three 
:~i -~ 7)l(Xl, Xb, U), 
~2 = P2(xi,  xs, u) (3.1) 
(7)i and 7)5 are homogeneous polynomials of degree three) is stabilizable by a Iinear feedback 
U(Xl ,  X2) : ~xi + ~x2 (where ~, V E R), then the following feedback u(xi ,  x2, z) = (~xi + Vx2 - 
z) 3 -}- c~7)1 (xl, x2, z) ÷ V7)5 (Xl, xb, z) stabilizes the system 
Xi  ---- 7)l(Xl,X2,Z), 
X5 = 7)5(Xl, x2, z), (3.2) 
z :u .  
PROOF. Under a coordinate change of the form xi = xi, x2 = x2, and x3 = z - o~x I -- ~/X2, the 
closed loop system (3.2) by the feedback g(xl,  x2, z) becomes 
= 7)5 (x l ,  + + = ¢5(X l ,  
.3  = = x2,  
Using the same technique used in proof of Theorem 2, one can deduce the stabilizability of 
system (3.2). 
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As an application of Theorem 5, we study the stabilizability by linear feedback of the system 
xl = 7)1 (Xl, X2) -4- uQI(x l ,  x2), 
52 = P2(Xl, X2) + uQ2(xl, x2), (3.3) 
where Q1 and Q2 are two quadratic forms and have no linear factor in common, 7)1 and 7)2 being 
homogeneous polynomials of degree three. 
From Theorem 4-1 considered in [9] and since Q1, Q2 have no common linear factor, then there 
exists a suitable basis such that the system [51,52] 7- = [Q1 (xl, x2), Q2(xl, x2)] T takes one of the 
following forms: 
(1) [51, :~2] T ~--- [a3:12 -~- XlX2 ,  (a + 3)xlx2 + x~] T, 
(2) [51, 5 1T = + 
(3 )  [51,5 1T = - 
(4) [51,52] T = [-2XlX2 + (2/3)xl(axl + bx2),x 2 + x 2 + (2/3)x2(ax 1 + bx2)] T, 
(5) [51,52] T = [-2XlX2 + (2/3)x1(axl -b bx2),-x~ + x~ + (2/3)x2(axl Jr" bx2)] v. 
Here we will treat the form (1) and forms (2)-(5) should be submitted shortly. 
3.1. Case Where  Ql(xl ,  x2) = ax~ + xlx2 and Q2(Xl, x2) = (a + 3)XlX2 + x~ 
We consider the equation 
51 = ax  2 -}- X lX2 ,  
52 = (a Jr- 3)XlX 2 -~ X 2. (3.4) 
Under the hypothesis that Q1 and Q2 have no linear factor in common, one has a ~ 0. The 
expression of system (3.4) in polar coordinates i  
# = r 2 (cos OQ1 (cos O, sin O) + sin OQ2(cos O, sin 0)) = r2g(O), 
= r (cos OQ2 (cos O, sin O) - sin OQl(COS O, sin 0)) = 3r cos O 2 sin O. 
d8 If we introduce a new time s via ~ = r, then the above system becomes ÷ = rg(O), 8 = 
3 cos 02 sin 0. Therefore, the orbits of equation (3.4) take one of the forms shown in Figures 1 
and 2 (see [7]). 
a>O 
Y 
a<0 
Figure 1. ~2 \ {(0, 0) U O(_1/2 _1)} = A1 U ¢~1, -/[1 Figure 2. R 2 \ {(0, 0) U (9(~,1) } = 12 U.A2. M2 and ~2 
and ~I  are two connects, are two connects. 
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We consider the system 
~i = Vi (xi, x=) + u (ax~ + xlx~) , 
:r2 = V2(Xl, x2) + u ((a + 3)XlX2 + x~) . 
We define the following real functions, which will play an important role in our study: 
(3.5) 
~-{(2~1, X2) : ~r) 1 (Xl, X2)X 2 -- ~')2(Xl, X2)921, agl_d 
Jg'(Xl, x2) = P l (X l ,  272)~2(xl, x2) -- P2(Xl ,  x2)~l(Xl, x2). 
Since the function 7-{ is a homogeneous polynomial of degree four, then we can write 
7{(xi, x2) = L(xl,  x2)x~x2 "Jr- c~x 4 + /~xlx a + ~/x 4, 
where L is a linear function. 
We consider the vector field Xi (x i ,x2)  = l)l(Xi,X2) ÷ U(Xl,X2)Q~(xl,x2); X2(x i ,x2)  = 
7)2(xi, x2) + U(Xl, x2)Q2(xi, x2), and the function g(x i ,  x2) = x2X i (x l ,  x2) - xiXg~(xi, x2). To 
prove the stability of vector fields X(x)  = (XI(x) ,  X2(x)),  we will prove that it satisfied Condi- 
tion (ii) of Theorem 1. 
PROPOSITION 1. / f  ~(1,m) = 0, then the straight line l) : x2 - mx i  = 0 is invariant by 
the sys~,em 351 --- Z l (X l ,X2)  , x2 = X2(z l ,X2) ,  and we have ((1, m) [ (Z l (1 ,  gD,),X2(i,?n)) ) : 
(7(1, + 
PROOF. If (1, m) is such that g(1, m) = 0, then there exists z~ E ]R such that (Xz(1, m), ){2(1, m)) 
= (r,, L,m), and it follows that 
p (1,m) Q2(1,m) : "  
Then 
Thus, 1 = ~,(3m/.P(1,m)) and z, = ~(1, rn)/3m, and finally, ((1, m) [ (Zl(1,  m) ,X2(1,m))} = 
(~(1, m)/3rn)(1 + m2). 
PROPOSITION 2. We de,  he v = p(cos 0, sin 0) and 9 =/3(cos 0, sin 0) two vectors of •2. 
A 
• I f  det(v, ~) < 0, then 1'angle(v, ~) = 0 - 0 E )re, 2~r(. 
A 
• I fdet (v ,~)  > 0, then l'angle(v,~) = 0 -0  E)O,r~(. 
PROOF. The proof is rather simple and consists of writing 
det(v, )=det(pcosO Zcos   
\ps in0  thsin0J =/hps in (0 -  0). 
For the stabilizability of system (3.5), we need a result guaranteeing the existence of a stabilizing 
homogeneous feedback. 
THEOREM 6. I f  system (3.5) is G.A.S., then there exists some m E R such that 
< 0 and < 0. (S) 
PROOF. Under the hypothesis that a ¢ 0, we deal with the two cases. 
• a < 0, suppose that for all m > 0 we have ~(1, m) > 0. 
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From the statement jr(l, m) = det [ 7)1(1'm) Q1(1,m) ) \~2(i,-~) Q2(i,m) > 0 and according to Proposition 2, we 
can deduce that l'angle(7 ), Q) E )0, 7r(, it follows that the subset A2 is invariant for the open loop 
system (3.5).(see Figure 2). So it cannot be asymptotically controllable to the origin. 
• a > 0, if we suppose that for all m < 0 we have jr(1,rn) < 0. 
From the statement jr(l, m)  = det kT~( l ,m ) Q2(l,rn)] < 0 and according to Proposition 2, we 
can deduce that Fangle(7), ~) ~ )~r, 2~r(, it follows that the subset A~ is invariant for the open 
loop system (3.5) (see Figure I). Using the fact that -~1 is not simply connected and if any 
equation d: = Y(x) is globally asymptotically stable on a manifold A4, then A/t must  be simply 
connected. We can conclude that system (3.5) cannot be G.A.S. 
The closed loop system (3.5) by a linear feedback u(x~, x~) is 
:~1 = ~::~I(Xl, X2) "~-~(Xl,X2)~I(Xl,X2) = X l (X l ,X2)  , 
~2 = P~(xl, x2) + u(~l, x~) Q2(xl, x2) = X2(Xl, x2). 
We recall the function 0(51, x2) = x2Xl(xl,  x2) - xlX2(Xl, x2)  : ~-~(Xl, x2)  - 3U(Xl, x2)x~x2. 
From Theorem 1, the function g plays an important role in the stabilizability of the vector field 
(X1, X2). Moreover, to determine the feedback U(Xl, x2) which stabilizes ystem (3.5), we must 
choose the function g such that 
(F1) the functions x~x2 divide the homogeneous function g(Xl, x2) -T[(xl ,  x2); 
(F2) if the point ([1, [2) is such that ~([1, [2) = 0, then ((X1(~1, ~2)' X2([1, [2)) ] (~1, [2)> < 0; 
(F3) the function 6(Xl, x2) must be a homogeneous function of degree four. 
Note that from Proposition 1, Condition (F2) is equivalent to 
• if the point (1, m) is such that 9(1, m) = 0, then jr(l, m)/m > O. 
Theorem 6 guarantees the existence of the set of points (1, m) such that jr(l, m)/m > O. 
THEOREM 7. If there exists a function ~(Xl, xk) satisfying Conditions (F1), (Fk), and (F3), then 
the linear feedback 
stabilizes ystem (3.5). 
PROOF. Since the function g satisfies (F1), then there exists 91 and 92 such that 
This implies 
u(xl,x2)=- 7-l(Xl,X2)-g(xl,x2) (1 )  
3x~x2 -- - (-ix1 + 92x2). 
The proof of the theorem follows from the fact that the closed loop system (3.5) with the linear 
feedback U(Xz,X2) satisfies Condition (ii) of Theorem 1. 
THEOREM 8. System (3.5) is G.A.S. if and only if there exist some m E ]~ such that 
ma < 0 ana mjr(1, m) < 0, (S) 
and if Condition (S) is satisfied, then there exists a linear feedback stabilizing system (3.5). 
For the construction of the stabilizing feedback, Table 1 summarizes all the cases. 
PROOF. The necessity of Condition ($) follows from Theorem 6. 
Conversely, suppose Condition ($) is satisfied and let us consider the vector field XI (X l ,  x2)  = 
7)1 (xl, x2) + U(Xl, x2) Q1 (Xl, x2); X2 (xl, x2) -- 7)2 (xl, x2) + u(xl, x2) Q2 (xl, x2). We recall the 
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Cases Linear Feedback 
a#O;~3,>O 
a#O;  ~>0;~<0 
a#O;a>O; f t#O;3 ,=O 
a#O;  ~>O;7=f t=O 
a¢O;  a<O;  3`>0 
aft>O; c~<O; 3,=0 
aft<O; o~<0; v=O 
a#O;a<O; f t= 7=0 
a¢O;  ~=0;  7>0 
a#O;a=O;7<O 
aft>O; a=7=O 
aft<O; a=7=O 
a#O;  f t=~=7=O 
u(y) = (1/3)(L(y) - (/5¢ 2 + 2¢a3` - 2c~/S)Xl q- (2sft q- 376 2 - c~/~2)x2) for e 
small enough such that caa < 0 and zbr(1, z) < 0. 
u(y) = (1/3)(L(y) - (b~ft+ (b+¢)(bz'),-c~/bz))Xl - (7bz-s+c~/ba)x2) where 
s = (b+z)(ft +3`b+ve). Ib[ large enough such that ba > 0 and b~'(1, b) < 0. 
I~1 small enough such that z~(1, e) < 0 and ea < 0. 
n(Xl, x2) = (1/3)(L(xl, x2) + (ce/b)xl q- (ftb)az2) for Ib] large enough such 
that b.P(1, b) < 0 and b/~ < 0. 
u(xl, x2) = (1/3)(L(xl, x2) - bx2) b > 0 large enough. 
u(y) = (1/3) (n (y) - (rnzft-4- (m + z) (me3` - c~/mz) )Xl - (Tmg - s "4- a/m~)x2), 
s = (rn + z)(ft + 3`m + 3`z). [~1 small enough such that aa > 0 and 
~-(1, ~) < o. 
~(~, x2) = O/3)(L(~, ~)  + (-eb + (~/~))*1 + (~ft + b)*2) for -b  > 0 large 
enough. [zl small enough such that za > 0 and z~'(1,e) < O. 
U(Xl,X2) = (1/3)(L(xl,x2) + (aim + c~/z - ftsm)xl + (eft + ftrn - 
c~/zrn)x2), [~1 small enough such that za > 0, z~(1, z) < 0 and 
( -~/mft~)~:O,-~/-~ft~) < 0. 
u(xl, x2) = (1/3)(L(xl, x2) + (a(m + ~)/rnz) Xl - (a/m~) x2) for Izl small 
enough such that ea > 0 and e5~(1, e) < 0. 
u(xl,x2) = (1/3)(L(xl,x2) - mbxl + (rnft + b + 3`m2)x2) - b > 0 large 
enough. 
u(x,, x2) = (1/3)(L(x1, x2) + b3"yZl + bflz2), Ibl large enough such that 
ba > 0 and b~(1, b) < O. 
u(z~, x~) = (1/3)(L(x,, x2) - bza - cz2) for c > 3P2(0,1) + L(O, 1) and Ib[ 
large enough such that ab > O. 
U(Xl, x2) = (1/3)(L(xa, x2) -- ftrnbxx + ft(m -4- b)x2) for Ib] large enough such 
that b/~ < O. 
u(xl, m2) = (1/3)(L(m1, m2) - mbml + b~c2) for -b  > 0 large enough. 
funct ion Q(z i ,x2)  = x2Xl (X l ,X2)  -x lX2(x l ,X2) .  It i8 clear that  Q(Xl,X2) = T/ (x! ,x2)  - 
XlX~U(Xl, x2). Since 7-t(xl, x2) = L(Xl ,  x2)x21x2 + ax  4 +/3XlX 3 + 7x~, then one can write 
~(Xl ,  x2) : ax  4 q-/3xix 3 -4-Vx 4 q- (L (x l ,  x2) - u (x l ,  x2))x2x2. 
In this case, we found 5(x l ,  x2) = 791(Xl, x2)Q2(Xl,  ~2)-792(Xl,  x2)Ql (X l ,  x2) ~- "yxh-{-(/3-l-(a-} - 
3)7)x4xl  + . . .  + aax~. In all eases, to prove the stabi l izabi l i ty of the closed loop system (3.5) wi th 
the l inear feedback, we wilt prove that  the homogeneous funct ion ~(x l ,x2)  satisfies Condit ions 
(P2), and (r3). 
Here we invest igate some cases, and all other cases can be t reated similarly. 
I f  a ~ 0, a V > 0, a simple computat ion  gives ~ = (ZXl - x2) 2 ( (a /e2)x  2+ (/3 + 2sT)x lx2 + 7x2). 
Since Y(1 ,0)  = cm, so for c small  enough such that  aaz < 0, we have s~(1 ,z )  < 0 and the 
quadrat ic  form Q(x l ,  x2) = ( (a/z2)x~ + (/3 + 2sV)XlX2 + 3'x22) is definite. 
In the case where a ~ 0, ~ > 0; ~/= 0, and/3  ~ 0, we found 
~(Xl,X2) :2~l (bX l - -X2)  (bX21- /3x2)  .
According to the expression of ~ and for Ib] large enough such that  b/3 < O, we have b5-(1, b) < 0 
and X2(I,  0) = 792(i, 0) + 0/3)(L( I ,  0) + b/3) < 0. 
In the case a ~k 0; o~ = V =/3  ---- 0, we found ~(Xl,X2) ---- bx2x2(mxl  -x2) .  For -b > 0 large 
enough, we have X1(0,1) = 791(0,1) + (a/3)(L(O, 1) - mb) < 0, b$-(1,b) < 0, and X2(1,0) = 
79 (1,0) + 0/3)(L(1,0) + b) < 0. 
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