In this paper, we introduce the Preselection Bandit problem, in which the learner preselects a subset of arms (choice alternatives) for a user, which then chooses the final arm from this subset. The learner is not aware of the user's preferences, but can learn them from observed choices. In our concrete setting, we allow these choices to be stochastic and model the user's actions by means of the Plackett-Luce model. The learner's main task is to preselect subsets that eventually lead to highly preferred choices. To formalize this goal, we introduce a reasonable notion of regret and derive lower bounds on the expected regret. Moreover, we propose algorithms for which the upper bound on expected regret matches the lower bound up to a logarithmic term of the time horizon.
Introduction
The setting of preference-based multi-armed bandits or dueling bandits [Yue and Joachims, 2009 , Sui et al., 2017 , Busa-Fekete et al., 2018 ] is a generalization of the standard stochastic multi-armed bandit (MAB) problem [Lattimore and Szepesvári, 2019] . Instead of numerical rewards of individual arms (choice alternatives), as assumed by the latter, the former is based on pairwise preferences between arms. In this paper, we introduce the Preselection Bandit (or simply Pre-Bandit) problem, which is closely related to the preference-based setting, especially to the recent variant of battling bandits [Saha and Gopalan, 2018] .
Our setting involves an agent (learner), which preselects a subset of arms, and a selector (a human user or another algorithm), which then chooses the final arm from this subset. This setting is motivated by various practical applications. In information retrieval, for example, the role of the agent is played by a search engine, and the selector is the user who seeks a certain information. Another example is online advertising, where advertisements recommended to users can be seen as a preselection. As a concrete application, we are currently working on the problem of algorithm (pre-)selection Kerschke et al. [2018] , where the (presumably) best-performing algorithm needs to be chosen from a pool of candidates.
In the beginning, the agent is not aware of the selector's preferences. However, the choices made by the latter reveal information about these preferences, from which the agent can learn. Due to external effects such as time-constraints or information asymmetry, we do not assume the selector to act perfectly, which means that it may miss the actually best among the preselected arms. In algorithm selection, for example, the final choice might be made on the basis of a cross-validation study, i.e., estimated performances, which does not guarantee the identification of the truly best algorithm. Instead, by modeling the selector's actions by means of the Plackett-Luce model [Luce, 1959 , Plackett, 1975 , we allow some randomness in the process of decision making.
The agent's main task is to preselect subsets that eventually lead to highly preferred choices. To formalize this goal, we introduce a reasonable notion of regret and study two variants of the problem. In the first variant, which we call restricted Pre-Bandit problem, the size of the preselection is predefined and fixed throughout. In the second variant, the flexible Pre-Bandit problem, the agent is allowed to adjust the size of the preselection in every round. For these settings, we derive lower bounds on the expected regret. Moreover, for both scenarios, we propose active learning algorithms for which the upper bound on expected regret matches the lower bound (possibly) up to a multiplicative constant and a logarithmic factor of the time horizon.
We discuss related work in Section 2. In Section 3, we introduce the notation used throughout the paper, and also give a concise review of the Plackett-Luce model and some of its properties. In Section 4, the Pre-Bandit problem is formally introduced, together with a reasonable notion of regret, for which lower bounds with respect to the time horizon are verified. Near-optimal algorithms for the two variants of the Pre-Bandit problem are provided in Section 5. We devote Section 6 to a simulation study that demonstrates the usefulness and efficiency of our algorithms. Finally, Section 7 summarizes our results and discusses directions for future work. All proofs of the theoretical results are deferred to the supplementary material.
Related work
The flexible Pre-Bandit problem has obvious connections to the dueling bandits [Yue and Joachims, 2009 , Sui et al., 2017 , Busa-Fekete et al., 2018 resp. battling bandits Gopalan, 2018, 2019a] setting, with the freedom of adjusting the size of comparison for each time instance. In Saha and Gopalan [2019a] , the effect of this flexibility is investigated in an active PAC-framework for finding the best arm under the PL model, while the active top-k-arm identification problem in this model is studied in Chen et al. [2018a] . Recently, this scenario was considered in terms of a regret minimization problem with top-m-ranking feedback in Saha and Gopalan [2019b] , although the authors do not provide an algorithm for dealing with winner feedback (as we do in this paper). Yet, they provide gap-dependent lower bounds for winner feedback for a slightly different notion of regret.
The Pre-Bandit problem also reveals parallels to the Dynamic Assortment Selection (DAS) problem [Caro and Gallien, 2007] , where a retailer seeks to find an optimal subset of his/her available items (or products) in an online manner, so as to maximize the expected revenue (or equivalently minimize the expected regret). The DAS problem under the multinomial logit model [Rusmevichientong et al., 2010 , Sauré and Zeevi, 2013 , Agrawal et al., 2016 , Chen et al., 2018b is especially close to our framework, as the corresponding concept of regret shares similarities with our definition of regret. However, our problem can rather be seen as complementary, since we do not assume a priori known revenues for each item. While this might be natural for the retail management problem, it is arguably less so for applications we have in mind, such as algorithm (pre-)selection. To demonstrate the inappropriateness of the DAS algorithms for the restricted Pre-Bandit problem, we employ some of the algorithms in our experimental study.
Another quite related branch of research is the so-called stochastic click model [Zoghi et al., 2017 , Lattimore et al., 2018 , where a list of l items is presented to the selector in each iteration. Scanning the list from the top to the bottom, there is a certain probability that the selector chooses the item at the current position, or otherwise continues searching (eventually perhaps not choosing any item). The resulting learning task boils down to finding the l most attractive items, as these provably constitute the optimal list in this scenario (which is not necessarily the case for our setting).
Preliminaries

Basic setting and notation
We formalize our problem in the setting of preference-based multi-armed bandits [Busa-Fekete et al., 2018] , which proceeds from a set of n arms, each of which is considered as a choice alternative (item, option). We identify the arms by the index set [n] = {1, . . . , n}, where n ∈ N is arbitrary but fixed. Moreover, we assume a total preference order , where i j means that the ith is preferred to the jth arm.
Let A l be the set of all l-sized subsets of [n] and A f ull . .= ∪ n l=1 A l . Moreover, let S n be the symmetric group on [n], the elements of which we refer to as rankings: each r ∈ S n defines a ranking in the form of a total order on the arms [n], with r(i) the position of arm i. We assume that S n is equipped with a probability distribution P : S n → [0, 1]. For an integer l > 1 and a set of arms {i 1 , i 2 , . . . , i l } ⊆ [n], the probability that i 1 is the most preferred among this set is given by
(1)
The Plackett-Luce model
The Plackett-Luce (PL) model [Plackett, 1975 , Luce, 1959 ] is a parametric distribution on the symmetric group S n with parameter v = (v 1 , . . . , v n ) T ∈ R n + , where each component v k corresponds to the strength or utility of an arm k, which we will refer to as score parameter. The probability of a ranking r ∈ S n under the PL model is
where r −1 (i) denotes the index of the arm on position i. According to (2), PL models a stage-wise construction of a ranking, where in each round, the item to be put on the next position is chosen with a probability proportional to its strengths. As a model of discrete choice, the PL distribution has a strong theoretical motivation. For example, it is the only model that satisfies the Luce axiom of choice [Luce, 1959] , including independence from irrelevant alternatives (ILA property, see Alvo and Yu [2014] ). Besides, it has a number of appealing mathematical properties. For instance, there is a simple expression for the l-wise marginals in (1):
This probability is identical to the popular Multinomial Logit (MNL) model, which is a discrete choice probability model considered in various frameworks (cf. Train [2009] ). For our purposes, the use of the relative scores
will turn out to be advantageous, as they are directly affected by the ILA property of the PL model. Indeed, for i, j ∈ [n], let S i,j ∈ A l be such that i, j ∈ S i,j . Furthermore, define S −i,j . .= S i,j \{i} and similarly S i,−j . .= S i,j \{j} for i, j ∈ [n]. Then, (3) and (4) imply for any such a set S i,j that
Without restricting the parameter space V = {v ∈ R n + }, the PL model in (2) is not (statistically) identifiable, as v ∈ R n + andṽ = C v for any constant C > 0 lead to the same models, i.e. P v = Pṽ. Restricting the parameter space by assuming some normalization condition on the score parameters fixes this issue. Thus, we consider as parameter space the (restricted) unit square with respect to the infinity norm,
which leads to an identifiable statistical model (P v ) v∈V and naturally yields a normalization of each individual score parameter easing the fast grading of an arm's utility. For technical reasons, we additionally exclude models that allow utilities below a certain threshold v min (which will be a small constant), as the relative scores in (4) are then well-defined for any pair
The Pre-Bandit problem
The considered online learning problem proceeds over a finite time horizon T . For each time instance t ∈ [T ], the agent (i.e. the learner) suggests a subset S t ∈ A, where A is the action space. The agent's action S t is based on its observations so far. As a new piece of information, it observes the selector's choice (i.e. the user or the environment) of an arm i t among the offered subset S t (with probability q it,St\{it} given by (3)).
Suppose r : A → R + is a suitable regret function (to be defined in the next section below). The goal of the learner resp. the agent is to preselect the available arms by means of subsets S t in every time instance t such that the expected cumulative regret over the time horizon, that is E v T t=1 r(S t ) with v ∈ V, is minimized. The problem is analyzed for two possible characteristics of the action space:
• (Restricted Preselection) A = A l , i.e., a preselection consists of exactly l many arms, where l is a fixed integer strictly greater than one. • (Flexible Preselection) A = A f ull , i.e., a preselection can be any non-empty subset of [n] .
In the following, we introduce sensible notions of regret for the considered problem setting. The key question we then address is the following: What is a good preselection to present the selector? Moreover, we provide a lower bound on the related expected cumulative regret.
Regret definition
From the agent's perspective, the expected score of suggesting S to the selector under the PL model with score parameter v is given by
Hence, the corresponding optimal preselection is
The regret suffered by the selector is anticipated by the agent through
Thus, if S 1 , . . . , S T are suggested for rounds 1 to T , respectively, the corresponding regret over the time horizon is given by
Remark 1 (Relations to dueling bandits and battling bandits). Note that the optimal subset for A = A f ull , i.e., for the flexible Pre-Bandit problem, always consists of the items whose score parameters equal the overall highest score v max . Thus, like for the dueling bandits [Yue and Joachims, 2009 , Sui et al., 2017 , Busa-Fekete et al., 2018 and battling bandits [Saha and Gopalan, 2018] problem, the goal is to find the best arm(s). However, whilst in the latter settings only pairwise resp. fixed l-wise comparisons of arms are observed, we allow to draw comparisons of arbitrary size. In addition, the restricted Pre-Bandit problem for l = 2 can be interpreted as a dueling bandit problem. Compared to the latter, however, the notion of regret has a more natural meaning in our setting. This is due to the different semantics of a selection of a pair (or any subset) of arms, which is a preselection that eventually leads to a concrete choice (and hence reward).
Most-preferred subsets
One tempting question is how the most preferred subsets look like, given our definition of regret. As already mentioned, the optimal preselection S * for the flexible Pre-Bandit variant consists of the items with the same highest score parameter. However, in the restricted Pre-Bandit variant, the optimal preselection does not consist of the l items with the highest scores in general, as the following example demonstrates. Example 1. In Table 1 , we provide three problem instances for n = 5 and the corresponding expected scores of (the relevant) 3-sized subsets of [n] . In the first instance, where one arm has a much higher score than the remaining ones, it is favorable to suggest this high score arm together with the arms having smallest score. This is due to the large differences between the scores, so that the selector will take the best arm with a sufficiently high probability. Roughly speaking, the best strategy for the agent is to make the problem for the selector as easy as possible.
The second instance is different, as the optimal preselection for the agent now consists of the top-3 arms with the highest scores. This comes with a non-negligible probability of missing the optimal arm, however, since the runner-up arms are sufficiently strong, the regret can be tolerated. On the other hand, adding a poor arm would be suboptimal, as one cannot be certain enough that it will not Table 1 : Problem instances with different optimal subsets (indicated in bold font) for the regret in (7) with n = 5 and l = 3 (omitted subsets had higher regret resp. smaller rewards throughout). be taken. But by reducing the score for the worst arm notably as in the third instance, the worst arm substitutes the third best, as then the best item can again be better distinguished from the suboptimal ones inside the optimal subset.
As suggested by this example, a reasonable strategy is to compose the preselection of subsets of best and worst arms, respectively. In fact, we show in the supplementary material (Section D) that the optimal subsets for the restricted Pre-Bandit problem are always composed of best and worst arms with the overall best arm(s) mandatory inside the optimal subset.
The obvious rationale of adding a strong arm is to guarantee a reasonably high utility, whereas a poor arm merely serves as a decoy to increase the probability of choosing the best arm. Such effects are known in the literature on decision theory as the attraction effect or the decoy effect, see [Dimara et al., 2017] and references therein. In particular, our definition of regret is able to capture this effect and consequently emphasizes that our regret aims at penalizing difficult decisions for the selector in the restricted case.
Lower bounds
In this section, we prove lower bounds on the expected regret defined in (8) for the two types of Pre-Bandit problems. Theorem 4.1. [Restricted Preselection Bandits] Let n ∈ N, l ≤ n/4, and T ≥ n be integers. Then, for any algorithm ϕ suggesting an l-sized subset S ϕ t at time t, it holds that
where C > 0 is some constant independent of n, l, and T. Remark 2. The order of the lower bound in Theorem 4.1 coincides with the lower bound on the expected regret derived by for the DAS problem under the MNL model with capacity constraints. In particular, the preselection size l does not affect the order at least if it is smaller than n/4. Although the lower bounds are theoretically of the same order, it is not directly possible to use the lower bound results of Agrawal et al. [2016] or , as in both proofs the probability of the no-choice option is assumed to be strictly positive, and the revenues are all equal one. Therefore, we provide a proof in the supplementary material (Section A). Theorem 4.2. [Flexible Preselection Bandits] Let n ∈ N and T ≥ n be integers. Then, for any algorithm ϕ suggesting subset S ϕ t ∈ A f ull at time t, it holds that (i) [Gap-independent version] there exists a constant C > 0 independent of n and T , such that
(ii) [Gap-dependent version] if ϕ is a no-regret algorithm, there exists a constant C > 0 independent of n and T , such that
Remark 3. Note that the gap-independent lower bound is independent of the number of arms n. This is in line with the enhancement for the DAS problem for the uncapacitated compared to the capacitated MNL model (cf. ). On the other hand, the gap-dependent lower bound depends on the number of arms n, and is of the same order as in the dueling bandit setting. In particular, compared to the dueling bandits setting, there is (theoretically) no improvement by offering subsets larger than two. This is in accordance with the observations made in Gopalan [2018, 2019b] .
Algorithms
In this section, we propose the Thresholding-Random-Confidence-Bound (TRCB) algorithm stated in Algorithm 1. This algorithm returns subsets S 1 , . . . , S T for the restricted Pre-Bandit problem. As will be shown, it has a satisfactory upper bound for the expected cumulative regret in (8). For the flexible Pre-Bandit problem, we further suggest the Confidence-Bound-Racing (CBR) algorithm as stated in Algorithm 2. It is inspired by the idea of racing algorithms, initially introduced in Maron and Moore [1997] to find the best model in the framework of model selection. for i ∈ {1, . . . , n}\{J} do 7:
The TRCB algorithm
end for 10:
Suggest S t =Ŝ and obtain decision i t ∈ S t 12:
13: until t == T First of all, note that an estimation of the score parameter v is not necessary for the goal of regret minimization. Instead, a proper estimation of the relative scores in (4) is sufficient. Indeed, maximizing the expected utility (5) is equivalent to maximizing the expected utility with respect to some reference arm J, that is
where
Thanks to Lemma 1 in Saha and Gopalan [2019a] , one can derive appropriate confidence region bounds based on a similar exponential inequality for the relative score estimates, so that one might be tempted to use a UCB-like policy for the restricted Pre-Bandit problem. However, the main problem of such an approach is UCB's principle of "optimism in face of uncertainty", which tends to exclude arms with low score from a preselection. As we have seen in Example 1, such arms could indeed be part of the optimal subset S * .
The core idea of the TRCB algorithm is to solve this issue with a certain portion of pessimism. Instead of using the upper confidence bound estimates for the relative scores, a random value inside the confidence region of the relative score estimate is drawn (lines 7 -8), so that pessimistic guesses for the relative scores are considered as well, which in turn ensures sufficient exploration of the algorithm. This sampling idea can be interpreted as a frequentist statistical version of Thompson Sampling. To exclude inconsistencies with the score parameter space (cf. Section 3.2), these random confidence values are appropriately thresholded.
Until the a priori unknown time horizon is reached (lines 3,4,13), the TRCB algorithm repeatedly does the following. Primarily, the arm with the total number of wins for the pairwise comparisons is determined as the reference arm J (line 5). Next, for every other arm, a random value inside its confidence region for its relative score with respect to the reference arm J is drawn with uniform distribution and appropriately thresholded (lines 6 -9). These thresholded random values correspond to the current belief on the actual relative scores with respect to J and are used to determine the preselection with the highest utility in (9) (line 10). After offering this preselection to the selector and observing its choice (line 11), the pairwise winning counts are updated (by breaking down the l-wise comparison into pairwise comparisons) as well as the estimates for the relative scores (line 12).
The following theorem shows that the upper bound for the worst-case cumulative regret of the proposed TRCB algorithm matches the information-theoretic lower bound on the cumulative regret in Theorem 4.1 up to a logarithmic term of T (the proof is given in Section B of the supplement).
where C > 0 is some constant independent of n, l and T, but possibly depending on v min . Remark 4. The maximization over A l in Algorithm 1 (line 10) can be realized by Algorithm 3 provided in the supplementary material. It keeps the computational cost low by exploiting structural properties of the reward function and the most preferred subsets (see Section 4.2).
The CBR algorithm
Algorithm 2 CBR-algorithm
A ← A\{i} 13:
end if 14:
end for 15:
Suggest St = S and obtain decision it ∈ St 16:
Update wi t ,j ← wi t ,j + 1, j ∈ St\{it} and qi,j
The CBR algorithm is structurally similar to the TRCB algorithm. However, it uses estimates of the pairwise winning probabilities and the corresponding confidence intervals instead of the relative scores.
In particular, the CBR algorithm maintains a pool of candidates A ∈ [n] and admits an arm i ∈ A to be part of the preselection with a certain probability determined by the rate of uncertainty that i could beat the current arm J with the most winning counts. This uncertainty is expressed through the ratio between the length of the confidence interval for q i,J (cf. the definition in (1)) exceeding 1/2 and the overall confidence interval's length. More specifically, if [l i (t), u i (t)] is the confidence interval for q i,J in time instance t, then arm i is included into the preselection with probability σ (ui(t)−1/2) /(ui(t)−li(t)) , where σ : R → [0, 1] is an S-shaped function with σ(1/2) = 1/2 and σ(x) > 0 iff x > 0.
Hence, if the confidence interval lies mostly above 1/2, that is l i (t) ≈ 1/2, the chance is high that this particular arm could possibly beat the current best arm and consequently has a large probability of being incorporated in the preselection. In contrast, if the upper bound of the confidence interval is beneath 1/2, that is u i (t) ≤ 1/2, the arm is discarded from the pool of candidates (lines 11 -13), as one can be sure that this arm is already beaten by another.
At the beginning, the major part of the arms have a high chance to be part of the preselection, which however decreases over the course of time until finally the preselection consists of only the best arm(s). In the repetition phase, the preselection is successively build starting from the current arm with the most total number of wins for the pairwise comparisons and adding arms from the active set depending on the outcome of a Bernoulli experiment (lines 5 -10), whose success probability depends on the length of the confidence interval (of the arm's pairwise winning probability against J) above 1/2. After offering this preselection to the selector and observing its choice (line 15), the pairwise winning counts and estimates on the pairwise winning probabilities are updated (line 16).
We have the following theorem for the upper bound on the cumulative regret for CBR, which matches the information-theoretic gap-dependent lower bound on the cumulative regret in Theorem 4.2 (the proof is given in Section C of the supplement).
Theorem 5.2. There exist constants C 0 , C 1 > 0 (perphaps depending on v min , but independent of T and n) such that
Experiments
In this section, we investigate the performance of the TRCB algorithm (Algorithm 1) as well as the CBR algorithm (Algorithm 2) on synthetic data for some specific scenarios, while providing further scenarios in the supplementary material.
Restricted Pre-Bandit problem First, we analyze the empirical regret growth with varying time horizon T for the restricted Pre-Bandit problem. We consider the case n = 10, l = 3, and time
The score parameters v = (v i ) i∈ [n] are drawn uniformly at random from the n-simplex, i.e., without a restriction on their minimal value and thus allowing v min to be infinitesimal. The left plot in Figure 1 provides the performance of our algorithms together with some algorithms for the DAS problem (see Supplement E for more information on these). For the algorithms of the DAS problem, the best arm is set to be the no-choice option, thereby putting (most of) them in the advantageous position of knowing a priori one element of the optimal subset. Nevertheless, only TS-Oracle, with the advantage of knowing the best arm a priori, is able to slightly outperform TRCB in this scenario, whereas all other algorithms are distinctly outperformed by TRCB.
To explain this observation, recall our remark on UCB-like strategies in Section 5.1. The UCB-based algorithms UCB-Oracle resp. UCBSampling as well as the UCB-like approximation of the variance of TS-Oracle-Corr tend to exclude arms with a low score from the suggested subset, even though they are contained in the optimal preselection. TS-Oracle and TS-Sampling, which do not use upper confidence bounds and include low score arms in the suggested subsets, are performing much better. The gap between these two TS algorithms shows how heavily the algorithms depend on the assumption that the no-choice option corresponds to the highest scored arm, since we designed TS-Sampling such that, in each run, it samples once the best-arm from the top three arms according to an MNL model.
In summary, this simulation confirms that the introduced (restricted) Pre-Bandit problem is indeed a new framework that differs from the DAS problem. A naïve application of existing methods for the DAS problem is not suitable for this kind of problem.
Flexible Pre-Bandit problem Next, we investigate the empirical regret growth with varying time horizon T and varying numbers of arms n for the flexible Pre-Bandit problem. In addition, we compared our algorithms with the Double Thompson Sampling (DTS) algorithm of Wu and Liu [2016] , which is considered state-of-the-art for the dueling bandits problem with a small numbers of arms (cf. Sui et al. [2017] ).
In the right picture of Figure 1 , the results are displayed for the CBR resp. DTS algorithm on 1000 repetitions, respectively, with n ∈ {5, 10, 15}, T ∈ {i · 2000}
Conclusion
In this paper, we have introduced the Pre-Bandit problem as a practically motivated and theoretically challenging variant of preference-based multi-armed bandits in a regret minimization setting. More specifically, we proposed two scenarios, one in which preselections are of fixed size and another one in which the size is under the control of the agent. For both scenarios, we derived lower bounds on the regret of algorithms solving these problems. Moreover, we proposed concrete algorithms and analyzed their performance theoretically and experimentally.
Our new framework suggests a multitude of conceivable paths for future work. Most naturally, it would be interesting to analyze the Pre-Bandit problem under different assumptions on the user's choice behavior-despite being natural and theoretically justified, the assumption of the PL model is relatively strong, and the question is to what extent it could be relaxed. The main challenge surely lies in defining a sensible notion of regret, but an extension to the nested logit-model [Chen et al., 2018c] or considering contextual information [Chen et al., 2018b] seems to be possible. Last but not least, like the related dynamic assortment selection problem studied in operational research, the motivation of our new framework stems from practical applications. Therefore, we are also interested in applying our algorithms to real-world problems, such as algorithm (pre-)selection already mentioned in the introduction.
A Proofs of Theorems 4.1 and 4.2
For the proofs of Theorem 4.1 and Theorem 4.2 we need the following result on the Kullback-Leibler divergence of categorical probability distributions, which is Lemma 3 in . Lemma A.1. Let P ∼ Cat(p1, . . . , pm), i.e. P (i) = pi for i = 1, . . . , m and m i=1 pi = 1, as well as Q ∼ Cat(q1, . . . , qm), such that qi = pi + εi and |εi| < 1 for any i = 1, . . . , m. Then,
Proof of Theorem 4.1. We will use a similar proof technique as in . Let ϕ be some arbitrary algorithm suggesting the l-sized subsets (preselections) (S ϕ t ) t∈[T ] ⊂ A l . For a set S ∈ A l we write vS = (vS(1), . . . , vS(n)) to denote the score parameter with components given by
where ε ∈ (0, 1/2) is some hardness parameter specified below. Note that for any S ∈ A l the score parameter vS is an element of the parameter space V. For sake of convenience, we will write PS and ES to express the law and expectation associated with the parameter vS, i.e., PS = Pv S . First, for any S,S ∈ A l with S =S it holds that
since 1 − ε ≥ 1/2 and l − ε < l. For i ∈ [n] let Ni(t) = t s=1 1 {i∈S ϕ s } denote the number of times an arm i is part of a preselection till time instance t suggested by some algorithm ϕ. In particular, write Ni = Ni(T ), then (11) implies
We can bound the expected regret for from below as follows
where we used for the last inequality (12) and for the last equality that T l = n i=1 ESNi = i∈S ESNi + i / ∈S ESNi. Now, using Formulas (5) - (7) in and the Hölder resp. Jensen inequality as in Section 3.4 of one obtains
The Kullback-Leibler divergence in the latter display can be dealt with by the following lemma which is proved below.
Lemma A.2. For each S ∈ A l−1 and i ∈ S the following bound is true
With Lemma A.2 we have that for any S ∈ A l−1
since i∈S E S Ni ≤ T l. Thus, choosing ε = min(C n /T , 1/2) for some appropriate small constant C > 0, independent of T, n and l, we obtain the assertion.
Proof of Lemma A.2. LetS ∈ A l be arbitrary. Then P S (·|S) denotes the (categorical) probability distribution on the setS parameterized by v S , i.e.,
If i / ∈S then KL P S (·|S), P S ∪{i} (·|S) = 0, as both distributions coincide in this case. Thus, we have the following bound
as i ∈S happens E S Ni times in expectation. We proceed by bounding the Kullback-Leibler-divergence on the right hand side of (13). Define J+ = |S ∩ S |, and J− = |S ∩ (S ) |. SinceS ∈ A l it holds that J+ + J− = l. With this, the categorical probabilities for j ∈S are given by
.
We show this exemplary for the case, where j = i and j ∈S ∩ S , while the case j = i and j / ∈S ∩ S , can be dealt with similarly. It holds that J+ + (1 − ε)J− = l − εJ− and
and with this (pj − qj)
as the terms inside the squared brackets are respectively greater than l/2, since ε ∈ (0, 1/2) and |J+|, |J−| ≤ l.
/2. Note that |pj − qj| < 1 for each case, so that by using Lemma A.1 and l ≥ 2 we obtain for Equation (13) that
which completes the proof.
Proof of Theorem 4.2 (i). Let ϕ be some arbitrary algorithm suggesting the subsets (S
In the following we define two problem instances characterized by score parameters
where the infimum is taken over all terminating algorithms ϕ for the flexible Pre-bandit problem andČ > 0 is a constant similar to C as in the assertion. The proof will be then complete due to
Thus, we proceed by showing (14) . The observation at t under the PL model assumption for the algorithm ϕ for an instance with score parameter v is a random sample of P S ϕ t ,v = P S ϕ t
, where
The probability distribution with respect to ϕ and v is denoted by P 
where NS(t) = t s=1 1 {S ϕ s =S} denotes the number of times the subset S ∈ A f ull was suggested by ϕ till time t ∈ [T ]. Note that we suppressed here the dependency of S * on v in the notation for sake of brevity. Next, define
where ε ∈ (0, 1 − vmin) is a hardness parameter of the instances, which will be specified below. Note that both score parameters are elements of V and only differ in two of the n components. It is easy to see that for any S ∈ A f ull \{1} and S ∈ A f ull \{2} one has that
Clearly, the optimal subset to suggest for the problem instance characterized by v (1) is {1}, while {2} is optimal for the other scenario associated with v (2) . Suggesting other subsets respectively results in an at least linear regret in the hardness parameter ε. By means of representation (16) and (18) it follows that
, and
The inequalities are intuitive: if the optimal set {1} for the parameter v (1) is suggested at most T /2 times, then one obtains a regret of at least ε for the suggested sets in the remaining cases, which occur at least T /2 times. Similarly, if the suboptimal set {1} for the problem instance with v (2) is suggested at least T /2 times, then one obtains a regret of at least ε in these cases. The latter display implies
where we used in the last line a version of Pinkser's inequality, see Theorem 14.2 in Lattimore and Szepesvári [2019] .
We proceed by analyzing the Kullback-Leibler distance in the latter display by means of Lemma A.1 and the following decomposition of the Kullback-Leibler divergence for the family of probability distributions (P ϕ v ) v∈V which can be shown analogously to Lemma 15.1 in Lattimore and Szepesvári [2019] .
Ev(NS(T )) KL PS,v, P S,v .
Note that by definition of the score parameters in (17) it holds that KL P S,v (1) , P S,v (2) = 0 for any subset S ∈ A f ull which does not contain {1} and {2}. For the remaining subsets S , which are of order O(2 n−2 ) many, Lemma A.1 yields KL P S ,v (1) , P S ,v (2) ≤ 2v −1 min ε 2 (cf. the proof of Lemma A.2). We distinguish two cases in the following.
Case 1: T > 2 n − 1.
As S∈A f ull Ev(NS(T )) = T for any v ∈ V it is true that Ev(NS(T )) ≤ T /2 n −1 for each S ∈ A f ull by the pigeonhole principle. Thus, by means of Lemma A.3 obtain KL P v (1) , P v (2) ≤ C T ε 2 , where C > 0 is some constant independent of n and T. Hence,
Case 2: T ≤ 2 n − 1.
In this case, note that there are at least 2 n − 1 − T many zero summands in S∈A f ull Ev(NS(T )) as the sum equals T. Therefore, similar to the case before obtain by means of Lemma A.3 KL P v (1) , P v (2) ≤ CT ε 2 for some constant C > 0 independent of n and T. Consequently,
By choosing in both cases ε = min(C 1/T , 1 − vmin) for some appropriate constantC > 0 we obtain the assertion with some constants C, C > 0 which are independent of T, l and n.
Proof of Theorem 4.2 (ii).
For the gap-dependent lower bound we will make use of the following result, which is Lemma 1 in Kaufmann et al. [2016] .
Lemma A.4. Let ν and ν be two MAB models with n arms and νi resp. ν i denotes the reward distribution for arm i ∈ [n] respectively. Let At denote the arm played at round t and Rt be the corresponding observed reward. Moreover, let Ft = σ(A1, R1, . . . , At, Rt) be the sigma algebra generated by the observations till time instance t. Suppose that νi and ν i are mutually absolutely continuous for each i ∈ [n], then it holds that
for any FT -measurable random variable E. Here, d(x, y) = x log( x /y) + (1 − x) log( (1−x) /(1−y)) and Ni(t) = t s=1 1 i ϕ s =i is the number of times an algorithm ϕ plays arm i till time instance t.
In the following, we will adapt the proof of Theorem 3 in Saha and Gopalan [2019b] to our case, which boils down to incorporating our (different) notion of regret into their proof.
To make use of Lemma A.4 we embed the flexible Pre-Bandit problem into a classical MAB problem by considering each subset S ∈ A f ull as an arm. Moreover, we define the score parameters
where ∆ ∈ (0, 1 − vmin) and ε > 0. For v ∈ V and S ∈ A f ull let PS,v denote the categorical distribution as in (15). Using Lemma A.4 with νS = P S,v (1) and ν S = P S,v (i) for i = 1 for any S ∈ A f ull as the reward distributions of the arms and the FT -measurable random variable E = N {i} (T ) /T , one has that
Now, since d(x, y) ≥ (1 − x) log( 1 /(1−y)) − log(2) derive that
− log(2).
As we assume that ϕ is a no-regret algorithm, we have that
Hence, by dividing the latter display by log(T ) and by considering T → ∞ one obtains
Hence, dividing (20) by log(T ) and considering the limit case obtain
The Kullback-Leibler divergence in (21) can be bounded by the following lemma, which fist statement can be shown by following the lines of display (2) in Saha and Gopalan [2019b] , while the second statement is straightforward from the choice of the score parameters in (19).
Lemma A.5. For each i = 1 it holds that
Moreover, if i / ∈ S or if |S| = 1, then
Using Lemma A.5 we can derive from (21) by multiplying with
Summing over i ∈ {2, . . . , n} and taking the limit ε → 0 in the latter display leads to
Next, we bound the cumulative regret in (8) for any algorithm ϕ for the flexible Pre-Bandit problem from below as follows (by denoting the ith component of
With this obtain from (22) that if ϕ is a no-regret algorithm, then
which concludes the proof as ∆ corresponds to min i / ∈S * vmax − vi for v = v (1) and (1 − α)(1 − ∆) 2 is some constant independent of T and n.
B Proof of Theorem 5.1
We start by introducing the notation for the rest of the proof and recalling the main terms of the TRCB algorithm. Thereafter we give an outline of the proof, before deriving the details.
B.1 Notation and relevant terms
Throughout (St)t=1,...,T denotes the suggested subsets (the preselections) of the TRCB algorithm at each time instance respectively and (it)t=1,...,T the corresponding decisions of the selector, i.e., it ∈ St. Next, we clarify the notation as well as recall the main terms emerging in the TRCB algorithm. We define wi,j(t) :=
to denote the number of times i has been picked by the selector till time instance t, when i and j were both part of the preselection, while wi,j(t) := wi,j(t) + wj,i(t) is the number of times either i or j was picked till time instance t, when both were part of the preselection. The relative scores in (4) are estimated in time instance t bŷ Oi,j(t) :=
The arm with the most picks till time instance t is
Note that in the following we will suppress its dependency on the time instance t in the notation. The (thresholded) random value inside the confidence region ofÔi,J (t) iŝ
, and C shrink ∈ (0, 1/2) is some finite constant. Recall the definition of regret for any time instance t ∈ [T ] in (8). Due to (9) we will consider the regret
Finally, let Ft denote the σ-algebra generated by S1, i1, . . . , St−1, it−1 in time instance t, with F1 being the trivial σ-algebra. Note that J(t) as well as wi,J (t) resp. ci,J are Ft-measurable for any t ∈ [T ].
B.2 Outline of the proof
We introduce in the following the core lemmas to prove the result, which will be gradually verified in the next subsection. For t ∈ [T ] define
Thus, At is the event on which the estimatesÔ
for arms of the chosen preselection and the optimal preselection are not close enough to their actual relative score, where ci,J (t) determines how closeness is to be understood in this case. As a consequence, one wishes that the probability that At happens is sufficiently small. The following lemma establishes this requirement. Lemma B.1. It holds that E 1 {A t } |Ft = O log(t) /t , where the constant in the O-term is independent of T, l and n. In particular, for any i ∈ St ∪ S * ,
Next, we investigate the deviation between the regret per time and its empirical counterpart. For this purpose, note thatr
2. Conditioned on Ft there exists a constant C > 0 depending if at all on vmin (but independent of T, l and n) such that on A t it holds
Finally, an upper bound on the expected length of the confidence regions over time (that is basically (wi,J (t)) −1/2 ) has to be verified.
Lemma B.4. The following statement is valid,
Conclusion: Proof of Theorem 5.1 Given these core lemmas, we are now in the position to verify Theorem 5.1.
Let v ∈ V and T ∈ N with T > n, then since r(t) ≤r(t), for any t ∈ [T ], we have
Ev E(r(t)|Ft) ,
where we used the tower property of the conditional expected value. Note thatr ≤ 1/vmin such that by applying Lemma B.2, Lemma B.1 and then Lemma B.3, one can derive that
where Ci > 0, for i ∈ {0, 1, 2}, are constants depending if at all only on vmin, but independent of T, l and n. Next, since
T and log(l · t) ≤ 2 log(T ), due to l ≤ n < T, we can further estimate the right hand side of the latter display to obtain
where we employed Lemma B.4 for the second last inequality. Here, the constants C3, C4, C5 > 0 are as before depending (if at all) on vmin, but are independent of T, l and n. This concludes the proof.
B.3 Proofs of the core lemmas in Subsection B.2
We start with the proof of Lemma B.1. For this we need the following result, which is Lemma 1 in Saha and Gopalan [2019a] .
Lemma B.5. It holds that for any r ∈ N, i, j ∈ [n] and ε > 0 that
It holds that
Hence, all of the latter terms are of "order" O(1/l) and the constants within these O-terms depend if at all on vmin. Conditioned on Ft, all the terms in the squared brackets in (29) are at least of order O(ci,J (t)) = O( √ log(t) / √ t) on the event A t , and in particular the enumerator and the denominator are of the same order in terms of t and l. Hence, the whole term in (29) can be bounded by some constant C > 0 which if at all depends only on vmin. This yields the first part of the lemma. The second part is just a consequence of the first part together with (28).
Proof of Lemma B.3. Define the function φ(x1, . . . ,
It can be easily checked that
Without loss of generality assume that St = {1, . . . , l}, then with the mean value theorem it follows that
(t) and noting that φ(x1, . . . , x l ) = R(St; OJ ) respectively φ(y1, . . . , y l ) = R(St;Ô
T RCB J
).
Proof of Lemma B.4. Since
. Thus, by Jensen's inequality conclude that
C Proof of Theorem 5.2
We start by introducing the notation for the rest of the proof and recalling the main terms of the CBR algorithm. Thereafter we give an outline of the proof, before deriving the technical details.
We break the proof down into two core lemmas, for which we first clarify the notation. We assume that without loss of generality |S * | = 1, i.e., there is only one best arm, as this makes the learning problem only more difficult. Indeed, having several arms with the same highest score extends the opportunities to identify one of these highest score arms. To ease the notation we denote the score of the highest scored arm imax with vmax, which is 1 by definition of V.
C.1 Notation and relevant terms
We define the estimate for the pairwise winning probability qi,j (cf. (3)) bŷ
where wi,j are as in (23) and with the convention that x /0 = 0. With J(t) = J we again denote the arm (within the active set) with the most picks till time instance t as in (25). With ∆i = vmax − vi we define the gap between the score of the ith arm and the best arm. The lengths of the confidence intervals are
thereby implicitly setting wii(t) = ∞ for any i ∈ [n].
C.2 Outline of the proof
We define the following events
Here, Ct is the event where an arm exists whose pairwise probability estimate for winning against J is not close enough to its actual parameter, where closeness is understood by means of the confidence length ci,J (t). Rt is the event when the the most winning arm J is not the best arm and Et is the event, where the offered subset at time instance t is not a singleton. All these events are "bad" events and we wish that their probability of occurrence is sufficiently small.
We have the following key lemmas to prove the main result.
Lemma C.1. There exist constants C1, C2, C3 > 0 independent of T and n and depending if at all on the parameter space V, such that
Lemma C.2. There exist constants C1, C2 > 0 independent of T and n and depending if at all on the parameter space V, such that
Putting all together. Note that r(St) ≤ 1 and therefore
where we used Lemma C.1 and Lemma C.2 to derive the constants C0, C1 > 0, which are both independent of T and n. Furthermore, we used that on R t ∩ E t we have that St equals {imax} = S * and thus r(St) = 0.
C.3 Proofs of the core lemmas in Subsection C.2
Proof of Lemma C.1. Using Lemma B.5 one obtains
we obtain the first claim by summing over t till T, as T t=1
For the second claim, let At denote the set of active arms at time instance t. It holds that conditioned on C t we have that imax ∈ At almost surely. Indeed,
where we used that σ(x) ≤ 0 iff x ≤ 0 and for the last inequality thatqi max,J (t) + ci max ,J (t) ≥ qi max ,J (t) on C t , while qi max,J (t) > 1/2 holds by definition of imax. Next, consider the counting process M i,imax t := wi,i max − wi max,i for some i ∈ At\{imax}. Note that M i,imax t can be written as
It holds that the event {{i, imax} ∈ Ss} has a strictly positive probability for any arm i ∈ At\{imax} and any s ∈ [t], as otherwise the arm would not be active anymore. Conditioned on some set Ss we have that
where H = i∈ [n] vi. Thus, we can find a constant C > 0, which depends only on V such that
Therefore, EM i,imax t ≤ −(t − 1) C ∆i and by Lemma C.4 it follows that
The event Rt is contained in the event that there exists an active arm i such that the winning count of imax against i is smaller than the winning count of i against imax, that is M i,imax t ≥ 0. Hence, using the union bound in combination with the latter display we obtain
from which we can conclude the lemma.
Proof of Lemma C.2. For any i = imax we have that
Now, similar as in the proof of Lemma C.1 before, we can find a constantC > 0 which depends if at all on V such that P(is ∈ {i, imax}, {i, imax} ∈ Ss) ≥ vminC for any active arm i and each s ∈ [t]. With this, we obtain that E(wi,i max (t)) ≥ (t − 1)vminC. Using Lemma C.5 with wi,i max as the counting process one can derive that there exists a constant C > 0 depending on V such that
Next, note that
where we used that J(t) = imax on R t for the first inequality, σ(x) ≤ 0 iff x ≤ 0 for the second inequality, for the third inequality thatqi,i max (t) − ci,i max (t) ≤ qi,i max (t) on C t , while the last inequality is due to log(nt 3/2 ) ≤ 5/2 log(T ), as max n, t ≤ T. One can find constants Ci ∈ [1/4, 1/2] such that 1/2 − qi,i max = Ci∆i. Indeed, note that 1/2 − qi,i max = ∆ i/(2(v i +vmax)) and it holds that
Hence, with these considerations one obtains
. Now, the summation over t on the right hand side of the last display is such that 20 log(T ) /C 2 i ∆ 2 i ≤ (t−1)C /2. Thus, we can use (30) to further estimate the last display by
for some constants C1, C2 > 0. From the latter display we can conclude the lemma.
C.4 Technical results
In this subsection we collect the technical auxiliary results needed for the proofs of the core lemmas.
The next two lemmas were of major importance for the proof of Lemma C.1 and are an extension of Lemma 12 and 13 of Kocsis et al. [2006] to the ternary case.
Zs, where (Zs)s=1,...,t are random variables with values in {−1, 0, 1}, such that Fs is the canonical filtration generated by {Z1, . . . , Zs−1} and Zs+1 is conditionally independent of Zs+2, . . . , Zt given Fs. We have that for any z > 0
Proof of Lemma C.3. The function f (z1, . . . , zt) = z1 + . . . + zt is Lipschitz-continuous with Lipschitz constant L = 2 if −1 ≤ zi ≤ 1 for each i. It is a well-known result that the sequence of random variables (Xi)i=1,...,t with Xi = E[f (Z1, . . . , Zt)|Fi] is a martingale (the so-called Doob martingale) with bounded differences |Xi+1 − Xi| ≤ 2L = 4 (cf. Lemma 11 in Kocsis et al. [2006] ). Consider the martingale difference sequenceXi = Xi − EXi = Xi − EMt and note thatXt = Xt − EXt = Mt − EMt andX0 = 0 by setting F0 = {∅, Ω}. Thus, the Azuma-Hoeffding inequality implies for any z > 0 that
Lemma C.4. Consider the setting of Lemma C.3 and assume that there exists ∆t such that E(Mt) ≤ ∆t/2. Then,
Proof of Lemma C.4.
t /(32 t)), where we used Lemma C.3 in the last step.
For the proof of Lemma C.2 we use the following variant of Lemma 13 in Kocsis et al. [2006] . Lemma C.5. Let Nt = t s=1 Zs, where (Zs)s=1,...,t are random variables with values in {0, 1}, such that Fs is the canonical filtration generated by {Z1, . . . , Zs−1} and Zs+1 is conditionally independent of Zs+2, . . . , Zt given Fs. If ENt ≥ 2∆t, for some ∆t then
Proof of Lemma C.5. By using ENt ≥ 2∆t, we have
where we used Lemma 12 of Kocsis et al. [2006] for the last inequality.
D Optimal subsets for restricted Pre-Bandits and an efficient algorithm for reward maximization
In this section, we show that the best arm is always element of the optimal preselection for the restricted PreBandit case. Following this, we present a sophisticated algorithm (Algorithm 3) to avoid highly computational costs for determining the maximizing set in line 10 of Algorithm 1.
The following lemma, which can be verified by simple techniques of curve sketching, is the foundation for Algorithm 3 and the proof of Lemma D.2.
The following statements are valid.
(ii) f has a unique global minimum inv = ( i∈S vi) 2 + ( i∈S v 2 i ) − ( i∈S vi) and is strictly decreasing in [a,v] and strictly increasing in [v, b] .
vi| = 1 and let J = arg max i∈ [n] vi. Then, for any l ∈ N, one has J ∈ S * , where each S * is a maximizing subset as in (6) for A = A l . Furthermore, if |arg max
, with an equality if and only if vi = vJ . The same holds true for R.
Proof of Lemma D.2. We prove the first assertion by contradiction. Hence, suppose that J / ∈ S * . LetJ ∈ S * be such that vJ < vJ and defineS = S * \{J} ∪ {J}. Thus, by assumption it should hold that
In terms of Lemma D.1 this means that f (vJ , S * \{J}) > f (vJ , S * \{J}), but this is a contradiction due to (i) and ( S ← S ∪ τ (A next )
11:
A ← A\A next
12:
until |S| == l
13:
return: S 14: end if Let v (i) denote the i-th order statistic for (v1, . . . , vn), then Lemma D.1 implies that f v; {v (1) } ≤ f v (1) ; {v (1) } for any v ∈ [0, v (1) ] and the smallest decrease of f ·; {v (1) } over the discrete set {v (2) , . . . , v (n) } is either for v (n) or for v (2) .
With this, Algorithm 3 successively builds a set S which will maximize the expected utility in (5) for a given score parameter v = (v1, . . . , vn). First, the scores are sorted in order to find the arms with the highest scores, as by Lemma D.2 these are always element of the maximizing subset. If more than (l − 1) elements have the same highest score, a randomly chosen l-sized set of these is returned, since the expected reward among all possible l-sized subsets of these is the same by Lemma D.1 or Lemma D.2.
Otherwise, an active index set A is initialized containing all indices for which it is not decided yet, if they are part of the maximizing set S eventually. As by Lemma D.2 the expected utility decreases from that point on by enlarging the set S, the algorithm determines the arm with the smallest decrease for the expected utility, where ties are broken arbitrary by two possible candidates.
Since the expected utility of the currently set S is identical to f (0; S) only the arms with the smallest resp. highest score parameter in A have to be checked by the implication after Lemma D.2. It can be shown that the algorithm has worst complexity of O(l n log(n)) if an efficient sorting algorithm is used in the initial step.
E Further experiments for the Pre-Bandit problem
In this section, we provide further experiments on synthetic data for the two variants of the Pre-Bandit problem. Restricted Pre-Bandit problem First, we present two additional scenarios of the simulation study in Section 6 for the restricted Pre-Bandit problem. In particular, we investigate the performance of the following algorithms, which were also analyzed in Section 6, for the restricted Pre-Bandit problem:
• TRCB: The TRCB algorithm in Algorithm 1 with C shrink = 7 · 10 −5 and vmin = 0.02 (here as a parameter of the algorithm).
• UCB-Oracle: UCB-type algorithm of Agrawal et al. [2016] with knowledge of the best arm in advance and revenues are estimated by the score parameter estimates (in shortr =v).
• UCB-Sampling: UCB-type algorithm of Agrawal et al. [2016] without knowledge of the best arm in advance (sampled with MNL probability among the three best) andr =v.
• TS-Oracle: The Thompson sampling algorithm of Agrawal et al. [2017] (Algorithm 1) with knowledge of the best arm in advance andr =v.
• TS-Sampling: The Thompson sampling algorithm of Agrawal et al. [2017] (Algorithm 1) without knowledge of the best arm in advance (sampled with MNL probability among the three best) and r =v.
• TS-Oracle-Corr: Correlated Thompson sampling algorithm of Agrawal et al. [2017] (Algorithm 2) with knowledge of the best arm in advance andr =v.
The left picture in Figure 2 provides the findings for the case n = 20 and l = 4, while the right picture illustrates our results for n = 30 and l = 5. Both scenarios are considered for the time horizons T ∈ {i · 2000} 5 i=1 and the score parameters are drawn randomly from the n-simplex without any restrictions on vmin. Table 2 : Empirical standard deviations of the cumulative regret for the different time horizon steps for the scenarios (n, l) = (20, 4) and (n, l) = (30, 5).
(n, l) = (20, 4) (n, l) = (30, 5) The findings are similarly as for the case n = 10 and l = 3, that is only the Thompson Sampling algorithm with knowledge of the best arm apriori (TS-Oracle) outperforms TRCB, while the other algorithms are outperformed by TRCB. Furthermore, we report the empirical standard deviations of the considered algorithms for each time horizon in both scenarios in Table 2 . Only TS-Oracle has a throughout smaller standard deviation than TRCB, while all the others have variations of a higher magnitude than TRCB.
Flexible Pre-Bandit problem In addition to the simulations in Section 6, we investigate the empirical regret growth over time for larger numbers of arms n for our CBR algorithm for the flexible Pre-Bandit problem. We consider two variants of the CBR-algorithm:
• CBR: The CBR algorithm with σ(x) = 1 [0,1] (x).
• CBR-As: The CBR algorithm with σ(x) = and γ = 2 (see the left picture in Figure 3 for an illustration).
The right plot in Figure 3 illustrates the results of our simulations for both CBR algorithm variants over 500 repetitions, respectively, with n ∈ {60, 120, 240}, over the time horizons T ∈ {i · 2000} 5 i=1 and the score parameters were drawn randomly from the unit interval.
It is clearly visible that CBR-As outperforms CBR due to the more sophisticated choice of the S-curved function σ. Thus, it is reasonable to believe that the performance of CBR can be significantly improved by an appropriate choice of σ. Note that the Double Thompson Sampling considered in Section 6 was not competitive in these scenarios and is therefore omitted. CBR(n=60) CBR(n=120) CBR(n=240) CBR−As(n=60) CBR−As(n=120) CBR−As(n=240) Figure 3 : Left: S-Curved function of CBR-As. Right: Mean cumulative regret of the variants of the CBR algorithm for 500 runs of randomly generated flexible Pre-Bandit instances for n ∈ {60, 120, 240}.
