Abstract. The purpose of this note is to provide some estimates relating to Newton-type methods of multipliers. These estimates can be used to infer that convergence in such methods can be achieved for an arbitrary choice of the initial multiplier vector by selecting the penalty parameter sufficiently large.
In the above relations and in the sequel, all vectors are considered to be column vectors. A prime denotes transposition. The usual Euclidean norm in R n is denoted [. [. All derivatives of various functions are with respect to the argument x.
We shall restrict ourselves to the case of equality constraints. A straightforward extension of our analysis to inequality constraints can be obtained in the manner described in Refs. 1-2.
For any scalar c, consider the augmented Lagrangian function
We will obtain a result relating to second-order multiplier methods of the form
where Y0 is given, {Ck} is a penalty parameter sequence with
{yk}, {6k} are bounded sequences with
and Nk, Bk are defined by
The Newton-type iteration (3) appears in Tapia where minimization with respect to x is understood to be local and c is su/fciently large (see, e.g., Ref. t and the references quoted therein). As is welt known, in the latter case, when yo is sufficiently close to y* and c is sufficiently large, the method converges to y* with a convergence rate which is at least quadratic. However, the requirements that y0 be close to y*, c be constant, and
VLck (xk, Yk) = 0 for all k represent severe restrictions from the practical point of view. One would like to guarantee convergence even when a good initial choice y0 is unknown, while, for computational efficiency reasons, it is desirable to allow for inexact minimization and variability of the penalty parameter c. The analysis of this paper is motivated by these concerns.
The main result of the paper is Proposition 1.1 below. It provides some estimates which can be used in the analysis of first-order and secondorder multiplier methods. It shows, in particular, that one can compensate for a poor initial estimate Y0 by choosing the penalty parameter sufficiently large. The proposition, except for the estimate (8) 
lye(y, c)-y*l ~ M(28 + 1)ly -y*l/c,
133a (y, c)-Y*I-< A~(26 + 1)2ly -y*12/c 2,
where y~(y, c), )~(y, c) are defined by
33a (y, c)= y +{Vh[xa(y, c)]'[V2Lc[xa(y, c), y]]-lVh [xa(y, c)]}-l{h[x,~(y, c)] -Vh[xa(y, c)]'[V2Lc[xa(y, c),y]]-~VLc[xa(y, c), y]}.
(10)
The proof of Proposition 1.1 is given in the next section. The proposition is not in itself a convergence or rate-of-convergence result for any specific algorithm. Rather, it may be viewed as an aid for stating and analyzing algorithms of the multiplier type similarly as in Refs. 1, 2, 6, and 7.
Proof of Proposition 1.1
As mentioned in the previous section, all the statements of Proposition 1.1 have been established earlier, with the exception of the estimate (8) . We use these statements in the proof of (8) .
For a given triple
(x, y, c)~R" x R " xR,
consider the system of equations in (2, 33)
Note that a system of this type is solved at each iteration of Newton's method applied to the system of necessary conditions VL~(x, y) = 0, h(x)= 0.
Notation. For a triple (x, y, c) for which the matrix on the left-hand side of (11) is invertible, we denote by £(x, y,c), ~(x, y, c) the unique solution of (11) in (£, 19) and say that £(x, y, x), 19(x, y, c) are well defined.
Note that, if for a triple (x, y, c) the matrices V2Lc(x, y) and
are invertible, then the vectors 2(x, y, c), ~(x, y, c) are well defined and in fact they are given by (Refs. 3-4)
Our proof of Proposition t.1 rests on the following lemma, the straightforward proof of which may be found in Bertsekas (Ref. 
fi ( 
