Semidefinite programs have recently been developed for the problem of community detection, which may be viewed as a special case of the stochastic blockmodel. Here, we develop a semidefinite program that can be tailored to other instances of the blockmodel, such as non-assortative networks and overlapping communities. We establish label recovery in sparse settings, with conditions that are analogous to recent results for community detection. In settings where the data is not generated by a blockmodel, we give an oracle inequality that bounds excess risk relative to the best blockmodel approximation. Simulations are presented for community detection, for overlapping communities, and for latent space models.
Introduction
The stochastic blockmodel [19, 7] is a popular class of models for network data in which each node is assumed to belong to a latent class. Various sub-families of the blockmodel now exist, such as community structure [20] , hierarchical community structure [23, 27] , and overlapping blockmodels [29, 33, 32] , as well as relatives such as latent space models [18] , mixed membership [1] , degreecorrected blockmodels [20] , and time-varying blockmodels [24] .
For all of these models, estimation of the latent nodal classes is an active area of research. For blockmodels, spectral methods are known to yield asymptotically consistent estimates, provided that the network is sufficiently large and dense [22, 28] . For the special case of community structure, it is additionally known that specialized methods can achieve weakly consistent estimates even when spectral methods fail completely due to sparsity [26, 21, 14, 2, 31] . Examples of such methods include semidefinite programming [3, 17, 25] and message passing [13, 32] . For other variants of the blockmodel and their relatives, estimation methods also exist but are less understood; in particular, theory analogous to that of community detection does not yet seem to exist for these cases.
To address this gap, we show in this paper that semidefinite programming can be applied not only to community detection, but also to other blockmodel sub-families as well. Specifically, we propose a semidefinite program that can be tailored to any specific instance of the blockmodel. For this program, we prove estimation bounds that are analogous to those already known for community detection, including weak consistency in the bounded degree setting. When the data is not generated from a blockmodel, the semidefinite program can be used to construct a "de-noised" version of the data matrix, and we provide an oracle inequality bounding its error relative to the best blockmodel approximation.
The organization of the paper is as follows. Section 2 presents the semidefinite program. Section 3 presents a convergence analysis for sparse data. Section 4 discusses numerical optimization. Section 5 gives simulations results. Proofs are contained in the appendix.
Problem Formulation
In this section, we present the generative models that we will consider in this paper; derive a semidefinite relaxation for the combinatorial problem of estimating the latent nodal classes; and present estimators for blockmodel and non-blockmodel settings.
Preliminary Notation
Given a matrix M ∈ R nK×nK , let M (ij) ∈ R K×K for i, j ∈ [n] denote its (i, j)th submatrix of size K ×K, and similarly for x ∈ R nK let x (i) ∈ R K for i = 1, . . . , n denote its ith subvector of length K, so that . . .
We will use M 
Generative Models
Stochastic Blockmodel Let A ∈ {0, 1} n×n denote the symmetric adjacency matrix of a undirected network with n nodes. In a stochastic blockmodel with K classes, each node has a random latent class z i ∈ [K], and the upper triangular entries of A are independent Bernoulli when conditioned on z:
A ij ∼ Bernoulli(θ zi,zj ), i, j ∈ [n], i < j (2)
where π is a probability distribution over [K] giving the expected class frequencies, and θ ∈ [0, 1] K×K is a symmetric matrix that gives the connection probabilities between each class type.
General Model Under a more general model, A ∈ {0, 1} n×n is a random matrix generated by
where P ∈ [0, 1] n×n is symmetric and satisfies P ii = 0 for i ∈ [n]. It can be seen that the stochastic blockmodel is a special case of (3), where P ij = θ zi,zj .
Semidefinite program
We will assume that A ∈ {0, 1} n×n is observed, and the estimation task is to find z ∈ [K] n maximizing the generic combinatorial problem
under some choice of objective functions
. In this paper, we will let {f ij } equal the likelihood function
in which case (4) finds the maximum likelihood assignment of z under a specified parameter matrixθ ∈ [0, 1] K×K . Note thatθ may differ from the actual generative model for A.
Optimizing (4) is not computationally tractable, so we will relax it into a semidefinite program. Let F ∈ R nK×nK denote a matrix with submatrices
so that (4) can be expressed as
where e 1 , . . . , e K ∈ {0, 1} K denote the canonical basis in R K . This can be further rewritten as
. . .
This suggests the following semidefinite program relaxation, where xx T is approximated by a positive semidefinite matrix X:
where X 0 denotes that X positive semidefinite, and X ≥ 0 denotes that X is elementwise non-negative. For any feasible X ∈ R nK×nK , each submatrix X (ij) ∈ R K×K is nonnegative and sums to one, and can be viewed as a relaxed version of the indicator matrix e zi e T zj encoding the class pair (z i , z j ).
Matrix Denoising and Blockmodel Estimation
LetX ∈ [0, 1] nK×nK denote the solution to the semidefinite program (8) , and let A be generated from the general model (3), with generative matrix
n×n denote a "MAP estimate" of P , constructed by treating each submatrixX (ij) as a probability distribution over [K] 2 :
Alternatively, letP denote a randomized estimate of P , where each dyad is an independent random variable with distributioñ P ij =θ ab with probabilityX
n denote the cluster labels found by spectral clustering ofP -i.e., applying K-means to the first K eigencoordinates ofP . If A is generated by a blockmodel, then the generative P will be block structured, with blocks induced by θ and z. In this case, we will useẑ to estimate z, up to label-switching permutation.
To estimate θ up to permutation, letθ est ∈ [0, 1] K×K denote the matrix of between-block densities induced byẑ,
Discussion
Related Work Semidefinite programs have been used for community detection in [3, 17, 25] , as well as [9] which allowed for outliers, and [11] which allowed for degree heterogeneity. In each of these works, the network is required to exhibit assortatitve block structure. For the general model (3) without such restrictions, estimation has been considered in [10] , but only for dense settings.
To the best of our knowledge, networks that are both non-assortative and sparse (i.e., bounded degree), such as those presented in Sections 5.2 and 5.3, have not been considered in previous work. Additionally, the semidefinite program presented here bears resemblance to one appearing in [34] for lower bounding the optimal objective value of the quadratic assignment problem (without finding a feasible solution)
1 , and also recent work on estimating pairwise alignments beween objects [6] .
Convergence Analysis
In this section, we analyze the solution of the semidefinite program (8) for both matrix denoising and label recovery. Analogous to existing results for community detection, our results will imply weak consistency (i.e., performance better than random guessing) in the regime where the average degree of A is asymptotically bounded above some constant, and consistency ofẑ, as well as vanishing excess risk ofP , when the average degree → ∞.
The organization of this section is the following: Section 3.1 defines basic notation; Section 3.2 states the required conditions; and Section 3.3 presents the convergence results, which are proven in Appendix A.
Preliminaries
The following notation will be used. Given A ∈ {0, 1} n×n that is generated by (3) under some P ∈ [0, 1] n×n , let ρ denote its expected density
K×K , let F ∈ R nK×nK denote the objective function of the semidefinite program (8) , with submatrices F (ij) ∈ R K×K given by
LetF ∈ R nK×nK denote a idealized version of F in which A is replaced by its expectation P , with submatricesF (ij) ∈ R K×K given bȳ
Let X ⊂ R nK×nK denote the feasible region of the semidefinite program (8):
1 which can be used as an intermediate step in a branch-and-bound algorithm.
LetX denote any solution to the semidefinite program (8) , which can be written as maximize F, X over all X ∈ X .
For any matrix B ∈ [0, 1] K×K , let the function Q B be given by 
Assumptions
Assumption 1 and 2 will apply whenP is used to estimate the general model (3). Assumption 1 requires P to have density ρ exceeding 1/n. Assumption 2 bounds the entries ofθ to differ from ρ by roughly at most a constant factor. Assumptions 3 and 4 will apply when A is generated by a stochastic blockmodel, and are sufficient to show thatẑ converges to the true z, up to label switching. Assumption 3 describes a parametrization that is commonly used for sparse blockmodels. Assumption 4 places bounds on the misspecification betweenθ and θ * in the sparse blockmodel setting.
Assumption 3. For all n, let A ∈ {0, 1} n×n and z ∈ [K] n be generated by a stochastic blockmodel with parameters (π, θ * ). Let π be constant, and let θ * = αB * , where α ∈ R satisfies α → 0 and α > 1/n, and B * ∈ R K×K + is constant, rank K, and satisfies
Assumption 4. Letθ =αB, whereα = 1 n(n−1) ij A ij , andB ∈ R K×K + is a fixed matrix such thatB and B * satisfy
Assumption 4 states thatB and B * need not have identical values, but should have the same structure (as given by QB and Q B * ). Additionally, for all a, b ∈ [K], the entryB ab should be the closest element ofB to B
Results
Theorem 1 holds when A is generated from the general model (3), including non-blockmodels. It gives an oracle inequality on the quality of the randomized estimateP given by (10) , relative to the best blockmodel approximation to the generative P . Theorem 1. Let Assumptions 1 and 2 hold. LetP denote the randomized estimate of P given by (10). Then
with O P (·) having constant terms depending only on K and c (which appears in Assumption 2).
Theorem 2 assumes the sparse blockmodel setting of Assumptions 3 and 4, and shows that bothP and the randomized estimateP asymptotically recover P , with vanishing fraction of incorrect values.
Theorem 2. Let Assumptions 3 and 4 hold. LetP denote the estimate of P given by (9). Then
with the same result ifP is replaced byP given by (10).
Corollary 1 follows from Theorem 2, and states that the eigencoordinates fromP , which are used to computeẑ, converge (up to a unitary transformation) to those of P . As P is block structured, this suggests thatẑ will converge to z up to a permutation of the labels. It is proven in Appendix C, and is a direct application of the Davis-Kahan theorem in [30, Th. 4] . 
Remark Weak consistency in the bounded degree regime is implied by each of the results, in that the estimation error is bounded away from the performance of random guessing, provided that lim n→∞ ρ ≥ c 0 /n (for Theorem 1) or lim n→∞ α ≥ c 0 /n (for Theorem 2), for some constant c 0 .
Numerical optimization
The semidefinite program (8) can be solved by the alternating direction method of multipliers (ADMM) [8] . While this semidefinite program is much larger than those previously introduced for community detection, speedups can often be achieved by exploiting problem structure, resulting in competitive computation times.
To solve (8) using ADMM, we introduce the decision variable X ∈ R nK×nK and auxiliary variables Y, W, U, V ∈ R nK×nK , which are all initialized to zero and evolve according to the following rule:
where F ∈ R nK×nK is given by (6), ρ ∈ R is a positive stepsize parameter, the operator Π S+ denotes projection onto the set of positive semidefinite matrices, and the operator Π X denotes projection onto the affine subspace of all matrices X ∈ R nK×nK satisfying the linear constraints
The slowest step of the ADMM iterations is the computation of
, which requires the eigendecomposition of an nK × nK matrix. In comparison, semidefinite programs for community detection require only the decomposition of an n × n matrix in each ADMM iteration. However, in many settings of interest, X t+1 + V t will be highly structured and have fast eigendecomposition methods.
In particular, let the
be symmetric and share a common set of orthonormal eigenvectors v 1 , . . . , v K . It then holds for some ≤ K and some partition S 0 , . . . ,
where λ ijl is the eigenvalue corresponding to the eigenvectors {v j : j ∈ S l }. In this case, Y t+1 can be computed in the following manner:
, and eigenvalues {λ ijl } satisfying (20).
2. Let Λ 0 , . . . , Λ ∈ R n×n and E 0 , . . . , E ∈ R K×K be given by
so that
which holds because the matrices E 0 , . . . , E are orthogonal and positive semidefinite.
Since Λ 0 , . . . , Λ ∈ R n×n , the above steps require + 1 eigendecompositions of n × n matrices. As the computation time of eigendecomposition scales cubically in the matrix size, the resulting speedup can be quite significant in practice; for example, if K = 10 and = log 2 K, the speedup is a factor of roughly 200 (e.g., going from 3 hours to ≤ 1 minute to solve the semidefinite program).
When will the decomposition (20) hold? A sufficient condition is thatθ is in the span of an association scheme, which is evidently a fundamental concept in combinatorics [15, 16] , and is defined as follows: Definition 1. [15, Sec 2] A set of binary-valued and symmetric matrices B 0 , . . . , B form an association scheme if the following properties hold:
The key property of association schemes is the following result, which is Theorem 2.6 in [5] , or follows from E1-E4 in [15] . The result states that B 0 , . . . , B share a common set of eigenvectors. 
Additionally, the vector 1 will be one of the eigenvectors.
Theorem 3, which is proven in Appendix B, states that if the parameter matrixθ ∈ R K×K is in the span of an association scheme, then the decomposition (20) will hold, with equal to the number of matrices in the association scheme, and with precomputable {S l } and v 1 , . . . , v K : Theorem 3. Let F be defined as (12) , for any symmetric A ∈ {0, 1} n×n andθ ∈ span(B 0 , . . . , B ), where {B i } i=0 form an association scheme. Let X, W, Y, U, V ∈ R nK×nK be initialized to zero and evolve by the ADMM equations (19) . Then (20) holds for all t, with v 1 , . . . , v K and S 0 , . . . , S satisfying (22).
In Section 5, we will give three examples of semidefinite programs in whicĥ θ can be shown to belong to association schemes, with = 1, = 2, and ≤ K respectively. We remark that association schemes were originally invented by statisticians for the study of experiment design [4, 5] , and that they have been used with semidefinite programming in [12] to lower bound the optimal objective value of the traveling salesperson problem (without finding a feasible solution).
Simulation results
To illustrate the usage and performance of the semidefinite program, we show simulated results for three examples: community structure, overlapping communities, and latent space models.
Community Structure
In the best-understood blockmodel setting, A is generated by θ ∈ [0, 1] K×K which has parameters γ 0 , γ 1 ∈ [0, 1], and equals
In this model, nodes connect with probability γ 0 if they are in the same class, and probability γ 1 if they are in different classes. Under (23), the parameter matrix θ can be written as
for B 0 = I and B 1 = 11 T −I. By manual verification, this can be seen to satisfy the requirements given in Definition 1 for an association scheme with = 1 so that fast methods can be used to evaluate the ADMM iterations. Figure 1 shows an adjacency matrix A generated by (23), the estimated class labelsẑ found by spectral clustering ofP (as discussed in Section 2.4), and the estimates found by direct spectral clustering of A. In this instance, the semidefinite program yields nearly perfect class estimates, while spectral clustering of A fails due to its sparsity. Figure 2 shows the average simulated performance, over a range of values for the network size n and average degree nρ. We see that for nρ ≥ 10, the semidefinite program has roughly constant error if the average degree is fixed, which is consistent with Theorem 2 (and other known results for community detection). In contrast, the misclassification rate for spectral clustering of A increases with the sparsity of the graph. This is exemplified by subplot (d), where spectral clustering of A performs well for small networks but degrades severely as n increases.
Two Overlapping Groups of Communities
Let parameters γ 0 , γ 1 ∈ [0, 1] satisfy γ 0 > γ 1 , and let K = k 2 for some integer
In this model, there exist two types of community structure, each type comprised of k communities, where node belongs to one community of each type. Two nodes have a higher probability of connection if they share at least one community in common.
We observe that θ = γ 0 B 0 +γ 0 B 1 +γ 1 B 2 , where B 0 , B 1 , and B 2 ∈ {0, 1} K×K are given by
By manual verification, {B 0 , B 1 , B 2 } can be seen to satisfy the requirements given in Definition 1 for an association scheme with = 2.
For this model, it may be of interest to not only computeẑ andθ est , which estimate z and θ up to label switching, but to also estimate the 2k overlapping communities, which we will denote by C 1 , . . . , C 2k ⊂ [n]. It can be seen that C 1 , . . . , C 2k are given by
where each z i ∈ [K] has k-ary representation (z i1 , z i2 ). Equivalently, C 1 , . . . , C 2k may also be defined as follows: Let G denote a graph with K vertices, and with edges induced by thresholding θ between γ 0 and γ 1 :
It can be seen that G has 2k maximal cliques C 1 , . . . , C 2k , for which the communities C 1 , . . . , C 2k satisfy
for some permutation π of [2k]. Thus, to estimate C 1 , . . . , C 2k , we can constructθ est ∈ [0, 1] K×K as given by (11) , and estimate G bŷ 
We remark that even in settings where the model (24) is not valid, by (26) and (27) the subsetsĈ 1 , . . . ,Ĉ m are still interpretable as overlapping subsets of densely connected nodes. (23) . (e) similarity matrix using spectral clustering of A.Ĉ 1 , . . . ,Ĉ 6 had 32 errors, whileẑ using the non-overlapping model (23) had 397 errors, and spectral clustering of A had 187 errors. Figure 3a shows an adjacency matrix A generated by (24) , with k = 3 and K = 9. The pattern of θ is clearly visible in A. Figures 3b and 3c show the estimated communitiesĈ 1 , . . . ,Ĉ 6 using (27). For comparison, Figure 3d showsẑ when the semidefinite program assumes (23) instead of (24), and Figure 3e shows the estimate of z under spectral clustering of A. In this instance,Ĉ 1 , . . . ,Ĉ 6 accurately estimate the true communities C 1 , . . . , C 6 , with a misclassification rate of 0.04. This is consistent with Theorem 2, which predicts thatP will be nearly block-structured, implying that the subsequent steps of estimatingẑ,θ est , andĜ will succeed as well. In contrast, the two alternative methods give poor estimates for z, with misclassification rates of 0.50 and 0.23, respectively. Figure 4 shows the average misclassification rate forĈ 1 , . . . ,Ĉ 6 , in simulations over a range of values for the network size n and average degree nρ. For comparison, the misclassification rate for spectral clustering of A (which estimates z instead of C 1 , . . . , C 6 ) is shown as well. The misclassification rate of the semidefinite program is not quite constant in n for fixed nρ, suggesting that the asymptotic results of Theorem 2 may require larger n for this model compared to the results shown in Figure 2 . However, as nρ increases the semidefinite program estimates the overlapping communities (and hence z as well) with much better accuracy than spectral clustering of A, which shows little improvement with increasing nρ.
Latent Space Models
We consider a latent space model, reminiscent of [18] , in which each node is assigned a latent coordinate vector y 1 , . . . , y n ∈ [0, 1]
, each dyad is independent Bernoulli with log odds given by log odds
where σ ≥ 0 is a bandwidth parameter. In general, (28) is not equivalent to a blockmodel. (24) with K = 9, k = 3, n = {400, 800, 1200, 1600}, expected average degree nρ = {30, 40, 50, 60}, and unbalanced class sizes. 100 simulations per trial, standard errors shown.
Let D ∈ R n×n denote the matrix of squared distances between the latent coordinates, given by
It is known that the first d eigencoordinates of (I − 11 T /n)D(I − 11 T /n) will recover y 1 , . . . , y n up to a unitary transformation.
To estimate D, we will approximate (28) by a blockmodel with
classes, where each class represents a coordinate in R d , so thatθ equals
where γ 1 , . . . , γ K ∈ R d , and δ is a distance metric. In order forθ to belong to an association scheme, we choose γ 1 , . . . , γ K extending beyond [0, 1] d to form a grid in [0, 2] d , and choose δ to be a toric distance. That is, given a ∈ [K], let (a 1 , . . . , a d ) denote its (2k)-ary representation, and let γ 1 , . . . , γ K be given by
and let δ :
, where γ aj is the jth element of the vector γ a . Sinceθ ab depends on γ a and γ b only through their element-wise differences |γ aj −γ bj |, for j = 1, . . . , d, it follows thatθ can be written as a weighted sum of matriceŝ
where C (j) ∈ {0, 1} 2k×2k for j = 0, . . . , 2k − 1 is the circulant matrix given by
By manual inspection, it can be seen that C = {C (0) , . . . , C (2k−1) } satisfies the requirements of an association scheme, and hence that also C ⊗ · · · ⊗ C is an association scheme as well, with
LetX denote the solution to the semidefinite program (8) withθ given by (29) . To estimate D, letD ∈ R n×n equal the MAP-style estimate underX,
and letD ∈ R n×n denote the randomized estimatẽ
GivenD, we will take the first d eigencoordinates of (I − 11 T /n)D(I − 11 T /n) to estimate y 1 , . . . , y n (or similarly usingD).
Corollary 2 bounds the error between the randomized estimateD and the true distances D, relative to rounding the coordinates {y i } 
where
where the first inequality holds by Theorem 1 and definition of L; the second inequality holds because the minimization is over a strictly smaller set than in the previous line; and the last inequality holds because δ( Figure 5 shows latent coordinates y 1 , . . . , y n ∈ R 2 arranged in a circle, from which an adjacency matrix was generated by (28) with n = 500 and nρ = 20. The figure also shows the estimated coordinatesŷ derived from the randomized D given by (31) , from the MAP-styleD given by (30) , and by applying the USVT method of [10] to the adjacency matrix A, in which a spectral estimate of P is constructed from A, and then inverted to form an estimate of D. In this instance, bothD andD yield estimatesŷ that are similar, and are substantially more accurate than the USVT approach which failed due to the sparsity of A. Figure 6 shows a different configuration for y 1 , . . . , y n , with similar results. Figure 7 shows the average simulated estimation accuracy usingD, for a range of values for the network size n and average degree nρ. For comparison, the performance of the spectral USVT method is shown as well. We see that the estimation error forD is near-constant when the average degree is fixed. In contrast, the estimation error for the spectral USVT method worsens with the sparsity of A. This is exemplified by subplot (d), in which the USVT method performs well for small networks but degrades severely as n increases.
A Proof of Theorems 1 and 2

A.1 Intermediate Results
We first present intermediate results that will be used in the proof of Theorems 1 and 2. Let X * denote any solution to the idealized problem maximize F , X over all X ∈ X .
Lemma 2 is the main technical result, and states that for the general matrix model (3),X nearly optimizes the desired objective functionF , even though only the noisy proxy F is available. Its proof closely follows the approach of [17] . (28) with n = {200, 300, 400, 600, 800, 1000, 1200}, expected average degree nρ = {5, 15, 25, 35}, and latent coordinates y 1 , . . . , y n ∈ R 2 arranged in a circle. 100 simulations per trial, standard errors shown.
Lemma 2. Let Assumptions 1 and 2 hold. Then for some C 1 , C 2 > 0 it holds for all n that
where C 1 and C 2 depend only on K and c.
Lemma 3 gives a condition under whichP andP will both be approximately block structured. It roughly states that if there exists z ∈ [K] n such that
ab for all i, j ∈ [n], then bothP andP will asymptotically have block structure corresponding to z. n and ∆ > 0 such that P,θ andF satisfȳ
then it holds that
Lemma 4 states that the error between P and the randomized estimateP converges to its expectation. 
Bernstein's inequality states that for independent x 1 , . . . , x n satisfying |x i | ≤ b, with variance σ 2 i and expectation Ex i = 0, it holds that
Grothendieck's inequality [17, Th. 3.1] states that there exists a universal constant C G such that for any matrix M ∈ R n×n ,
where M = {U V T : all rows of U, V ∈ B n 2 }, and B n 2 = {x ∈ R n : x 2 ≤ 1} is the n-dimensional unit ball.
Lemmas 2, 3, and 4 are proven in Section A.3.
A.2 Proof of Theorems 1 and 2
Proof of Theorem 1. Given z ∈ [K] n , let the vector x(z) ∈ {0, 1} nK be given by
T .
Theorem 1 holds by the the following steps:
where (35) holds by Lemma 4; (36) and (39) follow from the identity
with (36) additionally using (10), the definition ofP ; (37) holds by Lemma 2; and (38) holds because
Proof of Theorem 2. Defineπ bŷ
By Bernstein's inequality, it can be seen thatα = ρ(1 + o P (1)), and that ρ =
so thatα → ρ → α. As a result, Assumptions 1 and 2 can be seen to hold (in probability). Let ∆ be defined by
It can be seen that ∆ > 0 by assumption. To boundF
so as to apply Lemma 3, observe for all i, j ∈ [n] and c, d / ∈ Qθ(z i , z j ):
where the o P (α) terms are bounded uniformly over all (i, j)
4 . This implies that for all i, j ∈ [n] and all c, d / ∈ Q B * (z i , z j ), it holds that
implying that the conditions of Lemma 3 will hold in probability for any ∆ < ∆ . Lemma 3 thus implies
Let E ij for i, j ∈ [n] be given by
To show (18), we apply (40) as follows:
where the last equality follows from (40).
To show that (18) holds withP in place ofP , we observe the following bounds:
Applying Chebychev, which states that
A.3 Proof of Lemmas 2, 3, and 4
Proof of Lemma 2. LetF ∈ R nK×nK be a re-centered version ofF , with submatricesF (ij) ∈ R K×K given bỹ
Alegebraic manipulation yields that
where (41) holds becauseF
, implying that F −F, X = F −F, X for all X, X ∈ X ; (42) holds becauseX maximizes F, X , implying that F, X * −X ≤ 0; and (43) follows by Grothendieck's inequality and because X ⊂ M.
It remains to bound the right hand side of (43). By the definition ofF , it can be seen that
Given s, t ∈ {−1, 1} nK define x ij ≡ x ij (s, t) by
Using ρ/c ≤θ ab /(1 −θ ab ) ≤ cρ which holds by Assumption 2 and letting C = 2| log c|, it can be seen that
By Bernstein's inequality, it follows that
where we have used the fact that
Applying a union bound over all s, t ∈ {−1,
which implies for all C 1 satisfying
Since s T (F −F )t = i<j x ij , combining (44) and (43) proves the lemma.
Proof of Lemma 3. It holds that
Rearranging and using F , X * = ijF
zi,zj (as implied by (32)) yields
and dividing both sides by n 2 and using Lemma 2 yields that with probability at least 1 − e −C2n ,
proving the lemma.
Proof of Lemma 4. Let x ij for i, j ∈ [n] be given by
x ij = H(P ij ) − P ij log ρ − KL P ij ,P ij .
It can be seen that x ij for i < j are independent random variables with distributions x ij = P ij logθ ab /ρ 1 −θ ab + log(1 −θ ab ) with probabilityX Combining this bound with (45) proves the lemma.
B Proof of Theorem 3
Lemma 1 can be found as E1-E4 in [15] , and as Theorem 2.6 in [5] .
Proof of Theorem 3. Let B = span(B 0 , . . . , B ), and let A denote the set A = {X ∈ R nK×nK : X (ij) ∈ B ∀ i, j}, and observe the following properties of A:
1. If M ∈ A, then its submatrices M (ij) must be symmetric and have the same eigenvectors since they are in the span of an association scheme. Specifically, if X t+1 + V t ∈ A then (20) holds.
2.
A is a linear space, so if M 1 , M 2 ∈ A, then M 1 + M 2 ∈ A as well. It follows that
where in the first inequality follows from λ K = nαλ * K (1 + o P (1)) by Lemma 5, and also from 2σ 1 + P − P op ≤ 3 P op + P op ≤ 3n max By Theorem 2 it holds that
Substituting (47) 
