Abstract. We show that on a derived Deligne-Mumford N -stack, there is a canonical equivalence between the spaces of n-shifted symplectic structures and non-degenerate n-shifted Poisson structures. We also indicate how this comparison might extend to derived Artin stacks.
Introduction
In [PTVV] , the notion of an n-shifted symplectic structure for a derived Artin stack was introduced. The definition of an n-Poisson structure was also sketched, with an announcement that n-shifted symplectic structures correspond to non-degenerate nPoisson structures. The outline argument given there was to establish deformation quantisation for symplectic structures as an intermediate step, but the promised sequel has not yet appeared, and [Toë, § §4.4.2, 6 .2] suggests that it will not. The Darboux theorems of [BBBBJ, BG] imply the existence of shifted Poisson structures locally on derived Deligne-Mumford stacks, but not globally.
We take a more direct approach, not involving deformation quantisation or Darboux theorems. The key new notion is that of compatibility between an n-shifted pre-symplectic (i.e. closed, possibly degenerate) structure ω and an n-Poisson structure π. In the case of unshifted structures on underived manifolds, compatibility simply says that the associated maps between tangent and cotangent bundles satisfy
which ensures that ω ♯ = (π ♯ ) −1 whenever π is non-degenerate. We demonstrate that this notion admits a natural generalisation incorporating shifts and higher coherence data.
The first observation to make is that there is a canonical global section σ of the tangent space T P(X, n) of the space P(X, n) of n-Poisson structures, given by differentiating the G m -action on the differential graded Lie algebra of polyvectors. For an unshifted Poisson structure on a smooth underived scheme, this just maps π to itself. In general, it we write π = r≥2 π r with π r an r-vector, then σ(π) = r≥2 (r − 1)π r .
Our next observation is that any n-shifted pre-symplectic structure ω defines another global section µ(ω) of the tangent space of the space of Poisson structures. This is more complicated to describe, being an L ∞ -derivation given by contraction. In the unshifted case on a smooth scheme, the associated map from the cotangent space to the tangent space is given by µ(ω)
We then say that a pair (ω, π) is compatible if µ(ω)(π) ≃ σ(π). More formally, the space of compatible pairs is the homotopy limit of the diagram PreSp(X, n) × P(X, n) µ / / σ / / T P(X, n) / / P(X, n) .
In the unshifted case, this amounts to seeking compatible pairs in the sense above. We then show that:
(1) If π is non-degenerate, then every compatible pre-symplectic structure ω is also non-degenerate, hence symplectic, and the space of such structures is contractible. (2) If ω is symplectic, then the space of non-degenerate compatible Poisson structures is contractible.
Thus the spaces of n-shifted symplectic structures and non-degenerate n-Poisson structures are both weakly equivalent to the space of non-degenerate compatible pairs (ω, π). The structure of the paper is as follows. Section 1 addresses the case of a single, fixed, derived affine scheme. The compatibility operator µ is introduced in Definition 1.19, and the key technical results are Lemmas 1.18 and 1.20, which show how µ interpolates between the de Rham differential and the Schouten-Nijenhuis bracket. §1.4 shows how to realise the spaces of pre-symplectic structures, Poisson structures and compatible pairs as towers of homotopy fibres. This uses the obstruction theory associated to pro-nilpotent L ∞ -algebras, regarding the construction as a generalised deformation problem. The correspondence between symplectic and non-degenerate Poisson structures in the affine case is then given in Corollary 1.41.
Since functoriality of Poisson structures is very subtle, addressing the global case requires a more conceptual interpretation of these constructions, which is given in § §2, 3. There we introduce ∞-categories of Poisson and pre-symplectic structures, and of compatible pairs, without fixing the underlying commutative algebra. This approach is necessary because the forgetful functor from Poisson to commutative algebras is neither Cartesian nor co-Cartesian.
We then realise these ∞-categories as towers of homotopy fibres of ∞-categories. In §3.3, we apply these constructions to diagrams of derived affine schemes, where they give rise to towers of globally-defined obstructions. The main results are Theorems 3.25 and 3.27, which give conditions for diagrams of Poisson or pre-symplectic structures to lift uniquely to diagrams of compatible pairs.
Section 4 then applies these results to derived stacks. To date, the only proof that the cotangent complex governs deformations of a (derived) algebraic stack (rather than just morphisms to it) uses simplicial resolutions (cf. [Aok, Pri3] ). Since the construction of Poisson structures is a kind of generalised deformation problem, it is unsurprising that we should study them using such resolutions. For derived Deligne-Mumford N -stacks, we look at spaces of structures on the diagrams given by suitable simplicial resolutions, and show that they are independent of the resolution. The main result is then Theorem 4.24, which establishes an equivalence between the spaces of n-symplectic and nondegenerate n-Poisson structures. §4.3 sketches an extension of these results to derived Artin stacks.
Remark. This version is a preliminary draft. Many arguments are only sketched, while choices of sign are inconsistent and should be regarded as purely decorative. A more detailed version will follow in due course. 
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Compatible structures on derived affines
For the purposes of this section, we will fix a commutative DG algebra R = R • over Q, and a cofibrant commutative R • -algebra A = A • . We will denote the differential on A by δ.
In particular, the cofibrancy condition holds whenever the underlying morphism R * → A * of graded commutative algebras is freely generated in non-positive cochain degrees. It ensures that the module Ω 1 A/R of Kähler differentials is a model for the cotangent complex of A over R. For the purposes of this section, this latter property is all we need, so we could relax the cofibrancy condition slightly to include morphisms which are ind-smooth rather than freely generated.
We define Ω p A/R := Λ p A Ω 1 A/R , and we denote its differential (inherited from A) by δ. There is also a de Rham differential Ω p A/R → Ω p+1 A/R , which we denote by d. Given A-modules M, N in cochain complexes, we write Hom A (M, N ) for the cochain complex given by
where V * denotes the graded vector space underlying a cochain complex V .
1.1. Shifted Poisson structures. A/R , A) then extends to give a bracket (the SchoutenNijenhuis bracket)
determined by the property that it is a bi-derivation with respect to the multiplication operation.
Thus Pol(A/R, n) has the natural structure of an n + 2-shifted Poisson algebra, and in particular Pol(A/R, n)[n + 1] is a differential graded Lie algebra (DGLA) over R. Definition 1.2. Define a decreasing filtration G on Pol(A/R, n) by
this has the properties that Pol(A/R, n) = lim
Observe that this filtration makes G 0 Pol(A/R, n)[n + 1] into a pro-nilpotent DGLA.
Poisson structures.
Definition 1.3. Given a DGLA L, define the the Maurer-Cartan set by
Following [Hin] , define the Maurer-Cartan space MC(L) (a simplicial set) of a nilpo-
where
is the commutative dg algebra of de Rham polynomial forms on the n-simplex, with the t i of degree 0.
Definition 1.5. Define an R-linear n-shifted Poisson structure on A to be an element of
and the space P(A/R, n) of R-linear n-shifted Poisson structures on A to be given by the simplicial set
. This is precisely the condition which ensures that π defines an L ∞ -algebra structure on A[n]. This then makes A into aP n+1 -algebra in the sense of [Mel, Definition 2.9] . Equivalently, this is an algebra for the operad Com
A more conceptual equivalent alternative to the simplicial set P(A/R, n) will be given in §2. It is important to remember that P(−/R, n) is just one explicit presentation of the right-derived functor of P 0 (−/R, n). Definition 1.7. We say that an n-shifted
Define P(A/R, n) nondeg ⊂ P(A/R, n) to consist of non-degenerate elements -this is a union of path-components.
In particular, non-degeneracy of a Poisson structure implies that the module Ω 1 A/R is perfect over A, since it has a predual.
1.1.3. The canonical tangent vector σ. The space P(A/R, n) admits a scalar multiplication, which is inherited from the action on Pol(A/R, n) in which Hom A (CoSymm
is given weight p − 1. Differentiating this action gives us a global tangent vector on P(A/R, n).
Take ǫ to be a variable of degree 0, with ǫ 2 = 1. Definition 1.8. Define the tangent spaces
These are simplicial sets over P(A/R, n) (resp. P(A/R, n)/G i ), fibred in simplicial abelian groups. Definition 1.9. Given π ∈ P 0 (A/R, n), observe that δ + [π, −] defines a square-zero derivation on Pol(A/R, n), and denote the resulting complex by
This inherits the filtration G.
Given π ∈ P 0 (A/R, n)/G i , we define Pol π (A/R, n)/G i similarly.
The following is standard:
Lemma 1.10. The fibre T π P(A/R, n) of T P(A/R, n) over π ∈ P(A/R, n) is canonically homotopy equivalent to the Dold-Kan denormalisation of the good truncation
In particular, its homotopy groups are given by
The corresponding statements for T π P(A/R, n)/G i also hold. There is then a morphism
Definition 1.11. Define the canonical tangent vector σ : P(A/R, n) → T P(A/R, n) on the space of n-shifted Poisson structures by applying MC to the morphism σ of DGLAs.
Explicitly, this sends π = π i to σ(π) = i≥2 (i − 1)π i , which thus has the property that δσ(π) + [π, σ(π)] = 0.
This preserves the cofiltration in the sense that it comes from a system of maps
1.2. Shifted pre-symplectic structures. Definition 1.12. Define the de Rham complex DR(A/R) to be the product total complex of the bicomplex
We define the Hodge filtration F on DR(A/R) by setting F p DR(A/R) ⊂ DR(A/R) to consist of terms Ω i A/R with i ≥ p. We also define a shifted Hodge filtration G by
Properties of the product total complex ensure that a map f : A → B induces a quasi-isomorphism DR(A/R) → DR(B/R) whenever the maps Ω p A/R → Ω p B/R are quasiisomorphisms, which will happen whenever f is a weak equivalence between cofibrant R-algebras.
The complex DR(A/R) has the natural structure of a commutative DG algebra over R, filtered in the sense that F i F j ⊂ F i+j . Definition 1.13. Define an n-shifted pre-symplectic structure ω on A/R to be an element
Explicitly, this means that ω is given by an infinite sum ω = i≥2 ω i , with ω i ∈ (Ω i A/R ) n+2−i and dω i = δω i+1 .
Definition 1.14. Define an n-shifted symplectic structure ω on A/R to be an n-shifted pre-symplectic structure ω for which the component ω 2 ∈ Z n Ω 2 A/R induces a quasiisomorphism
Note that this is only possible when Ω 1 A/R is a perfect A-module.
as a filtered DGLA with trivial bracket. This has the property that MC(
We therefore make the following definition: Definition 1.15. Define the space of n-shifted pre-symplectic structures on A/R to be the simplicial set
to consist of the symplectic structures -this is a union of path-components.
Note that PreSp(A/R, n)/G i is canonically weakly equivalent to the Dold-Kan denormalisation of the complex τ ≤0 (F 2 DR(A/R)[n + 2]/F i+2 ) (and similarly for the limit PreSp(A/R, n)), but the description in terms of MC will simplify comparisons.
1.3. Compatible pairs. We will now develop the notion of compatibility between a pre-symplectic structure and a Poisson structure.
by contraction -this is not a chain map unless δφ = 0. Regarding Hom A (Ω 1 A/R [n + 1], A) as the generators of Pol(A/R, n) under the commutative multiplication operation, this map extends to a derivation
In other words, we have a chain map
Observe that for f ∈ A, we have
by combining the contraction of Definition 1.16 with commutative multiplication.
When restricted to CoSymm p Pol(A/R, n), this agrees with φ , not depending on the choice (g, f 1 , . . . , f p ) of representative.
This contraction map provides a crucial interaction between the Schouten-Nijenhuis bracket and the de Rham differential:
Proof. By additivity, it suffices to check the first statement for ω = adf 1 ∧ . . . ∧ df p . we then have
the signs chosen to ensure this is a symmetric element.
To see that these are well-defined, observe that for ω ∈ Ω k and α ∈ G j (CoSymm k Pol), the contraction ω (α) is given by first contracting terms to form an object in
so we see that ω (α) ⊂ G i+j . In particular, µ descends to maps on the quotients of the filtration.
Lemma 1.21. There are maps
over P(A/R, n)/G j for all j, compatible with each other. In particular, we have
shows that the statement also holds on the mth level of the simplicial set.
An alternative approach to proving Lemma 1.21 is to observe that the contraction of Definition 1.17 defines a filtered L ∞ -morphism
(with respect to the filtration G), and then to apply the functor MC.
Example 1.22. If ω i = 0 for i > 2 and π i = 0 for i > 2, and both are homogeneous, then observe that
induces the morphism
Definition 1.23. We say that an n-shifted pre-symplectic structure ω and an n-Poisson structure π are compatible (or a compatible pair) if
where σ is the canonical tangent vector of Definition 1.11. 
In particular, if π is non-degenerate, this means that ω and π determine each other up to homotopy. Lemma 1.25. If (ω, π) is a compatible pair and π is non-degenerate, then ω is symplectic.
Proof. Even when the vanishing conditions of Example 1.22 are not satisfied, we still have π
2 is a quasi-isomorphism, then ω ♯ 2 must be its inverse. Definition 1.26. Given a simplicial set Z, an abelian group object A in simplicial sets over Z, and a section s : Z → A, define the homotopy vanishing locus of s to be the homotopy limit of the diagram
We can write this as a homotopy fibre product Z × h (s,0),A×A A, for the diagonal map A → A × A. When A is a trivial bundle A = Z × V , for V a simplicial abelian group, the homotopy vanishing locus is just the homotopy fibre of s : Z → V over 0. Definition 1.27. Define the space Comp(A/R, n) of compatible n-shifted pairs to be the homotopy vanishing locus of
We define a cofiltration on this space by setting Comp(A/R, n)/G j to be the homotopy vanishing locus of
We can rewrite Comp(A/R, n) as the homotopy limit of the diagram
of simplicial sets. In particular, an object of this space is given by a pre-symplectic structure ω, a Poisson structure π, and a homotopy h between µ(ω, π) and σ(π) in T π P(A/R, n).
to consist of compatible pairs with π non-degenerate. This is a union of path-components, and by Lemma 1.25 has a natural projection
as well as the canonical map
1.4. The obstruction tower. We will now show that the tower 
Proof. This is well-known. The obstruction map o e is given by
for any liftω ∈ L 1 of ω ∈ MC(M ).
In particular, if I is acylic, note that these lemmas combine to give us a trivial fibration MC(L) → MC(M ). Proposition 1.32. Let A be an abelian group object over a simplicial set Z, with homotopy fibre A z over z ∈ Z. If s : Z → A is a section with homotopy vanishing locus Y , there is a long exact sequence
of groups and sets, where the final map sends z to
Proof. Since Y is the homotopy fibre product
the long exact sequence of homotopy gives
Combining Propositions 1.31 and 1.32 gives:
Corollary 1.33. Given a small extension e : L → M of DGLAs with kernel I, there is a canonical long exact sequence
Towers of obstructions. If we apply Corollary 1.33 to the small extensions gr 
. . .
of homotopy groups and sets, where
We can do the same for the de Rham complex, but just recover the long exact sequence of cohomology: Proposition 1.35. For each j ≥ 0, there is a canonical long exact sequence
Of more interest are the corresponding statements for the space Comp(A/R, n) of compatible pairs. Definition 1.36. Given a compatible pair (ω, π) ∈ Comp(A/R, n)/G 1 and j ≥ −2, define the complex M (ω, π, j) to be the cocone of the map
given by combining
, A) (the case j = −1), observe that the map φ ω,π,−1 is just given by π ♯ • ω ♯ . Moreover, φ ω,π = j φ ω,π,j is a derivation with respect to the commutative multiplication on polyvectors, so it is the derivation
In particular, if π is non-degenerate, then (by compatibility) π ♯ • ω ♯ is homotopic to the identity map, and thus φ ω,π,j is homotopic to j + 2. In particular, φ ω,π,j − (j + 1) is a quasi-isomorphism in this case, so the projection
Moreover, if π is non-degenerate, then Symm j+2 (π ♯ ) is also a quasi-isomorphism, so the projection
of homotopy groups and sets, where π i indicates the homotopy group at basepoint (ω, π), and the target of the final map is understood to mean
Proof. Proposition 1.31 gives fibration sequences
We can regard these as homotopy vanishing loci for sections of trivial bundles. Combined with the description of Comp(A/R, n) as a homotopy vanishing locus, this gives Comp(A/R, n)/G j+1 as a homotopy vanishing locus on Comp(A/R, n)/G j .
In more detail, we pull the sequences above back along
If we write N for the homotopy kernel of this map, we obtain a bundle over Comp(A/R, n)/G j equipped with a section s whose homotopy vanishing locus is Comp(A/R, n)/G j+1 .
It therefore remains to describe the tangents of the maps µ, σ. Since σ is linear on gr j G , it is its own tangent, equal to (j + 1). To calculate the tangent of µ, take e with e 2 = 0, and consider
Since terms in G j+1 vanish, e 2 = 0, and µ preserves the filtration G, the only contributions left are
At a point (ω, π) ∈ Comp(A/R, n)/G j , the homotopy fibre N ω,π of the bundle N above is therefore just MC(M (ω 2 , π 2 , j)[1]). Then Comp(A/R, n)/G j+1 is the homotopy vanishing locus of the obstruction map (which takes values in N ), giving the long exact sequence of homotopy groups from Proposition 1.32.
1.5. The equivalence. Corollary 1.39. The canonical maps
Proof. Remark 1.37 shows that for non-degenerate ω 2 , the maps
are quasi-isomorphisms. Propositions 1.34, 1.35 and 1.38 thus combine to show that the maps
are weak equivalences for all j ≥ 1. We then just take the limit over all j.
Proposition 1.40. The canonical maps
Proof. We may apply Proposition 1.32 to the definition of Comp as a homotopy vanishing locus, giving a long exact sequence . . .
of groups and sets. We just have
, with the map µ − σ given as in Definition 1.36 by combining Symm
, A) with the map φ ω,π,0 − 1. As in Remark 1.37, when π is non-degenerate, both maps Symm 2 (π ♯ ) and φ ω,π,0 − 1 are quasi-isomorphisms, inducing isomorphisms
for all i > 0, with
Corollary 1.41. The canonical maps
are weak equivalences.
Proof. Just combine Corollary 1.39 with Proposition 1.40.
Categories of pre-symplectic and Poisson structures
Rather than dealing with individual objects, and ∞-groupoids of structures on them, we now need to work with ∞-categories in order to make functorial comparisons. Our model of ∞-categories will be given by the relative categories of [BK] -these consist of a category C and a subcategory W (whose morphisms we will refer to as weak equivalences). The corresponding simplicial category is then given by taking the simplicial localisation at W.
Throughout this section, we fix a commutative DG algebra R over Q. Write CAlg(R) for the relative category of all CDGAs over R, with weak equivalences are taken to be quasi-isomorphisms.
Poisson structures.
2.1.1. Truncated semi-strict Poisson structures. As in [Mel, Definition 2 .9], we will considerP n+1 -algebras (semi-strict P n+1 -algebras) A. Thus A is a strictly commutative DG algebra, with an L ∞ -structure on A[n] for which the brackets [−] i are all multiderivations with respect to the commutative product.
Definition 2.1. Define Poiss(n + 1, R) to be the relative category ofP n+1 -algebras A over R, with weak equivalences given by quasi-isomorphisms.
Note that morphisms in this category are strict L ∞ -morphisms respecting the commutative multiplication; in particular, we do not have the higher data of ∞-morphisms of L ∞ -algebras in the sense of [LV, 10.2 
.2].
Remark 2.2. For an explicit simplicial category equivalent to the localisation of Poiss(n + 1, R), we could restrict to the cofibrant objects, and construct a simplicial set of morphisms from A to B given in level j by the set of morphisms
is the polynomial de Rham algebra as in Definition 1.3. Systematically adopting this approach has the difficulty that our constructions would need frequent recourse to cofibrant replacement. A more nuanced simplicial category equivalent to the localisation of Poiss(n + 1, R) is given by restricting to objects which are cofibrant as R-CDGAs, and considering semi-strict morphisms
Here, a semi-strict morphism is an ∞-morphism
-coalgebras on the bar construction. Explicitly, this says that
for any finite set K, where c K denotes (c k 1 , . . . , c kr ) for K = {k 1 , . . . , k r }. The drawback of this approach is that the compatibility functor of Lemma 3.1 does not readily extend to these higher morphisms.
Definition 2.3. For i ≥ 1, define an L ′ i -algebra over R to be an R-module L in cochain complexes equipped with brackets
for 2 ≤ j ≤ i, with the functions induced on L ⊗ R k required to satisfy all the relations of an L ∞ -algebra, but only for k ≤ i.
Remark 2.4. Note that an L ′ i -algebra is a very different animal from an L i -algebra, the latter being required to satisfy the relations of an L ∞ -algebra in all degrees. Thus every
2 -algebra is a cochain complex with an antisymmetric bracket (but no Jacobi relations), and an L ′ 3 -algebra is a weak homotopy Lie algebra equipped with a homotopy for the Jacobiator, but no higher coherences.
Thus the category of L ∞ -algebras is the inverse limit over all i of the categories of L ′ i -algebras. In terms of operads, we can characterise this by setting the L ′ i -operad to be the suboperad of L ∞ generated by
Since the L ∞ -operad is freely generated, the L ′ i -operad is freely generated by the generators of degrees ≤ i. Contrast this with the L i -operad, which is the quotient of the L ∞ operad by the operadic ideal generated by the generators of degrees > i. Definition 2.6. Define Poiss(n + 1, R, i) to be the relative category ofP ′ n+1,i -algebras A over R, with weak equivalences given by quasi-isomorphisms.
Observe that Poiss(n + 1, R, ∞) is equivalent to the relative category Poiss(n + 1, R) of Definition 2.1.
There are canonical forgetful functors Poiss(n + 1, R, i) → Poiss(n + 1, R, i − 1) given by forgetting the bracket [−] i . We then have
and that this is in fact a homotopy limit of relative categories. This is entirely analogous to the tower P(A/R, n)/G j of Definition 1.9, except that we now consider all objects simultaneously, and crucially incorporate all morphisms between them.
Definition 2.7. For any (not necessarily cofibrant) CDGA A over R, we extend Definition 1.1 to define the complex of n-shifted polyvector fields on A by
, which has the structure of an n + 2-shifted Poisson algebra, so in particular Pol(A/R, n)[n + 1] is a differential graded Lie algebra (DGLA) over R.
As in Definition 1.2, we set
2.1.2. The canonical tangent vector σ.
Definition 2.8. Define the tangent category G 0 T Poiss(n + 1, R, i) to be the relative category of pairs (A, u) for A ∈ Poiss(n + 1, R, i) and Remark 2.9. Observe that the space of Poisson algebra derivations of A embeds in G −1 Pol(A/R, n), and that this is a quasi-isomorphism whenever A is cofibrant. Thus G 0 T Poiss(n + 1, R, i) is weakly equivalent to the relative category
where ǫ is an element of degree 0 with ǫ 2 = 0.
Note that G 0 T Poiss(n + 1, R, i) is an abelian group in the category of relative categories over Poiss(n + 1, R, i), with additive structure given by (A, u)+ (A, v) = (A, u+ v) and (f, h) + (f, k) = (f, h + k).
Definition 2.10. Define the canonical tangent vector σ : Poiss(n + 1, R, i) → G 0 T Poiss(n + 1, R, i) by setting σ(A) := (A, σ(A)), for σ as in Definition 1.11, with σ(f ) = (f, 0) on morphisms. Explicitly,
2.1.3. Obstructions. We now investigate the obstruction to lifting an object from Poiss(n + 1, R, i − 1) to Poiss(n + 1, R, i), for i ≥ 2. If A is aP ′ n+1,i−1 -algebra, then it is a CDGA equipped with an n-shifted (i − 1)-truncated Poisson structure
Extension by 0 allows us to regard this as an element π + ∈ (G 0 Pol(A/R, n)/G i−1 ) n+2 , and the obstruction to this being an i-truncated Poisson structure is given by ob(π) :
Definition 2.11. Define Ob i Poiss(n + 1, R) to be a relative category whose objects are pairs (A, u), for A ∈ CAlg(R) and u ∈ Z n+3 gr i−2 G Pol(A/R, n). Morphisms (A, u) → (B, v) are formed by pairs (f, h) for f : A → B in CAlg(R) and
Weak equivalences are pairs (f, h) for which f is a quasi-isomorphism. The composition of morphisms is given by
Note that Ob i Poiss(n + 1, R) is an abelian group in relative categories over CAlg(R),
There is a canonical section ob : Poiss(n + 1,
given on objects by ob(A) = (A, ob(π A )) and on morphisms by ob(f ) = (f, 0). Definition 1.26 extends to any homotopical context with finite limits. In particular:
Definition 2.12. Given a relative category C, an abelian group A in relative categories over C, and a section s : C → A, define the homotopy vanishing locus of s to be the homotopy limit of the diagram
More generally, given a morphism C → D of relative categories and an abelian group A in relative categories over D with a map s : C → A over D, define the homotopy vanishing locus of s to be the homotopy vanishing locus of the section s : C → A × h D C. Equivalently, this is the homotopy limit of the diagram
The following is a consequence of the calculations above:
Lemma 2.13. The sequence
realises the relative category Poiss(n + 1, R, i) as the homotopy vanishing locus of ob as a morphism over CAlg(R) for all i ≥ 2.
Note that in the case i = 2, this realises Poiss(n + 1, R, 2) as a loop space Poiss(n + 1, R, 2) ≃ Ω CAlg(R) Ob 2 Poiss(n + 1, R).
Now consider the obstruction to lifting an object from G 0 T Poiss(n + 1, R, i − 1) to G 0 T Poiss(n + 1, R, i). Such an object is given by data (A, π, u), with
where ǫ 2 = 0.
Extension by 0 allows us to regard this as an element π + + u + ǫ ∈ (G 0 Pol(A/R, n)[ǫ]/G i−1 ) n+2 , and the obstruction to this lying in T Poiss(n + 1, R, i) is given by
Similarly, for a morphism (f, h) from (A, π A , u) to (B, π B , v), we may extend by 0 to give
Definition 2.14. Define Ob i Poiss(n + 1, R)[ǫ] to be the relative category
with the convention that we denote objects (a, b) by a+ bǫ, and similarly for morphisms.
There is a canonical section
given on objects by ob(A, u) = (A, ob(π A + uǫ)) and on morphisms (f, h) :
Lemma 2.15. The sequence
realises the relative category Poiss(n + 1, R, i) as the homotopy vanishing locus of ob as a morphism over CAlg(R), for i ≥ 2.
Finally, the following straightforward calculation establishes the compatibility of the canonical tangent vector σ with these obstructions:
commutes, where id + (i − 1)ǫ : Ob i Poiss(n + 1, R) → Ob i Poiss(n + 1, R)[ǫ] is defined on objects by (A, u) → (A, u + (i − 1)uǫ) and on morphisms by (f, h) → (f, h + (i − 1)hǫ).
2.2. Pre-symplectic structures.
2.2.1. Truncated pre-symplectic structures. Given a non-cofibrant CDGA A over R, we can still define the module Ω 1 (A/R) of Kähler differentials as in §1, and hence the de Rham complex DR(A/R) and Hodge filtration, although they will not be homotopyinvariant.
Definition 2.17. Define PSpAlg(n, R) to be the relative category whose objects are pairs (A, ω) for A a CDGA over R, and ω ∈ Z n+2 F 2 DR(A/R). Morphisms from (A, ω) to (A ′ , ω ′ ) are given by pairs (f, h), for f : A → A ′ a morphism of CDGAs over R, and
Weak equivalences are pairs (f, h) for which f is a quasiisomorphism. The composition of morphisms is given by
Remark 2.18. For an explicit simplicial category equivalent to the localisation of PreSpCAlg(n, R), we could restrict to cofibrant objects, and take morphisms in level j to be R-CDGA morphisms
is a simplicial resolution of F 2 DR(A/R), being levelwise quasi-isomorphic with surjective matching maps, so the space of maps fixing the underlying CDGA map f is weakly equivalent to the Dold-Kan denormalisation of τ ≤0 (F 2 DR(A ′ /R)[n + 1]). In particular, the kth homotopy group is H n+1−k F 2 DR(A ′ /R), and any other simplicial resolution will give an equivalent representative.
We now introduce relative categories of truncated pre-symplectic structures.
Definition 2.19. Define PSpAlg(n, R, p) to be the relative category of pairs (A, ω) for A a CDGA over R, and ω ∈ Z n+2 (F 2 DR(A/R)/F p+1 ). Morphisms are given by pairs (f, h) for f :
Weak equivalences are pairs (f, h) for which f is a quasiisomorphism.
2.2.2.
Obstructions. Given a (p − 1)-truncated pre-symplectic structure ω = p−1 i=2 ω i , we have δω i = dω i−1 for 2 ≤ i < p. Thus the obstruction to this defining a p-truncated pre-symplectic structure is given by dω p−1 , which automatically satisfies δ(dω p−1 ) = ±d(δω p−1 ) = ±d 2 ω p−2 = 0.
In particular, dω p−1 ∈ Z n+3−p Ω p (A/R). Any other choice of lift for ω would take the form ω + h, for h ∈ Ω p (A/R) n+2−p , with resulting obstruction dω p−1 + δh. This motivates the following definition:
Definition 2.20. For p ≥ 2, define Ob p PSpAlg(n, R) to be the relative category of pairs (A, u) for A ∈ CAlg(R) and
Morphisms from (A, u) to (A ′ , v) are given by pairs (f, k) for f : A → A ′ and
with δk = f * u−v. Weak equivalences are pairs (f, k) for which f is a quasi-isomorphism. The composition of morphisms is given by
Note that Ob p PSpAlg(n, R) is an abelian group object in relative categories over CAlg(R), with (A, u) + (A, v) := (A, u + v), and similarly on morphisms. There is a canonical functor ob : PSpAlg(n, R, p − 1) → Ob p PSpAlg(n, R).
given on objects by ob(A, ω) = (A, dω p−1 ) and on morphisms by ob(f, h) = (f, dh p−1 ).
Lemma 2.21. The sequence
realises the relative category PSpAlg(n, R, p) as the homotopy vanishing locus of ob as a morphism over CAlg(R) for p ≥ 2.
Note that when p = 2, this recovers PSpAlg(n, R, p) as a loop space over CAlg(R).
Categories of compatible structures
There is an obvious forgetful functor from the relative category PSpAlg(n, R, p) of truncated pre-symplectic structures to the relative category CAlg(R) of R-CDGAs, given by sending (A, ω) to A. There is also a natural functor Poiss(n + 1, R, p) → CAlg(R) given by forgetting the Lie structure.
3.1. Compatibility. Observe that the description ofP ′ n+1,i -algebras in terms of the operad Com•(L ′ i [−n]) means that every cofibrantP ′ n+1,i -algebra is cofibrant as a CDGA. One consequence of this (which simplifies many formulae) is that pulling back along Poiss(n + 1, R, i) → CAlg(R) realises the homotopy pullback of relative categories.
Lemma 3.1. There are compatibility functors
for all p, given by contracting pre-symplectic forms against Poisson structures.
Proof. Denote objects of Poiss(n + 1, R, p) by (A, π A ), where A is the underlying CDGA and π A the Poisson structure. On objects, we define the compatibility functor by
A ) as in Definition 1.19 (noting that the cofibrancy hypothesis there is not essential to define the map).
On morphisms (f, h) :
We need to check that this does indeed define a morphism, i.e. that
On composing with f and using that π
Definition 3.2. Define the relative category CompAlg(R, n, p) of p-truncated compatible n-shifted pairs to be the homotopy vanishing locus of
as a morphism over Poiss(n + 1, R, p).
For an explicit presentation of CompAlg(R, n, p), we can take objects to consist of data (A, ω, π, m) for (A, ω) ∈ PSpAlg(n, R, p), (A, π) ∈ Poiss(n + 1, R, p) and 3.2. Obstructions. Whereas the obstruction categories for Poisson and pre-symplectic structures were defined over CAlg(R) = Poiss(n + 1, R, 1) = PSpAlg(n, R, 1), we need to go one level higher before we can define obstruction maps for compatible pairs. There is further complication, in that we can only realise the map explicitly as a 2-functor.
Obstructions for µ.
Definition 3.3. Define Ob p Poiss(n+1, R) (2) to be the 2-category with the same objects and 1-morphisms as Ob p Poiss(n + 1, R) in Definition 2.11, and with a 2-morphism
Composition of 2-morphisms is given by addition. We regard this as a relative 2-category, with weak equivalences as for Poiss(n + 1, R, 1).
The 2-category Ob p Poiss(n + 1, R) (2) has the same simplicial localisation with respect to weak equivalences as its subcategory Ob p Poiss(n + 1, R), as does the simplicial enhancement incorporating all maps of lower degrees. Thus to construct a map with target Ob p Poiss(n + 1, R) in the homotopy category of relative categories, it suffices to construct a lax 2-functor with target Ob p Poiss(n + 1, R) (2) .
Notation 3.4. To simplify formulae, for the purposes of this section we will write S(p) := PSpAlg(n, R, p), P(p) := Poiss(n + 1, R, p), Ob p S = Ob p PSpAlg(n, R), Ob p P := Ob p Poiss(n+1, R), Ob p P (2) := Ob p Poiss(n+1, R) (2) , T P(p) := G 0 T Poiss(n+ 1, R, p), and C = CAlg(R).
Definition 3.5. Given (A, ω, π) ∈ S(2) × C P(2), define φ ω,π to be the coderivation of the cofree cocommutative algebra CoSymm A (Ω 1 A/R [n + 1]) given on cogenerators by the composition
Explicitly, this means that φ ω,π is the restriction to symmetric tensors of the map
Observe that the operation ν(ω, π, −) of Definition 1.19 is just given by composition with φ ω,π .
Lemma 3.6. There is a natural lax 2-functor
given by by φ(A, ω, π, u) = u • φ ω,π on objects.
We first need to show that
Observe that δω and δπ lie in the first part G 1 of the filtration, so induce trivial maps on the associated graded pieces, and in particular on Ob p P. We therefore have
Because f is a morphism of Poisson algebras, we have
as required. We now check 2-functoriality. We see
Thus the difference is given by
so our 2-morphism provides the required homotopy.
Proposition 3.7. The diagram
Proof. We first consider ob(µ(A, ω, π)), which reduces to describing δ π µ(ω, π) + , where + denotes extension by 0, and
gives a natural isomorphism between ob(µ(A, ω, π) and δ π µ(ω + , π). Now, Lemma 1.20 gives
because κ(π) = 0. Since we are only considering terms mod G p−1 , this simplifies to µ(ob(ω), π 2 ), which gives the required commutativity for objects.
To study morphisms, we first define a functor F on objects by F (ω, π) := δ π µ(ω + , π), and use the isomorphism between ob(µ(ω, π)) and F (ω, π) to extend F to a functor naturally isomorphic to ob • µ. Explicitly, for a morphism (f, h) : (ω, π) → (ω ′ , π ′ ), Lemmas 3.1 and 2.15 give
which is sent under the isomorphism above to
If we define F on morphisms by
then µ(h + , π ′ ) p • f combines with the 1-isomorphism above to give a natural 2-isomorphism between F and ob • µ. Now, Lemma 1.20 gives
is 2-commutative for all p ≥ 3.
Proof. Again, we start with ob(µ(A, ω, π)) = δ π µ(ω, π) + . We have a natural isomorphism between this and δ π µ(ω, π + ) given by (A, ω, π) → µ(ω, π + ) p . Lemma 1.20 then gives
because Dω = 0. Since we are only considering terms mod G p−1 , this simplifies to
which gives the required commutativity for objects.
To study morphisms, we follow Proposition 3.7 in defining a functor F on objects by F (ω, π) := δ π + µ(ω, π + ) with the isomorphism above giving a natural isomorphism to ob • µ. Explicitly, for a morphism (f, h) : (ω, π) → (ω ′ , π ′ ), we set
• f combines with the 1-isomorphism above to give a natural 2-isomorphism between F and ob • µ. Now, Lemma 1.20 gives
as in Lemma 3.6.
Obstructions for compatible structures.
Definition 3.9. For p ≥ 2, define Ob p (Comp/P)(n, R) (abbreviated as Ob p (Comp/P)) to be the homotopy vanishing locus of
over C.
Observe that this defines an abelian group object over P(2) Proposition 3.10. For all p ≥ 2, there is a natural map
over P(2) whose homotopy vanishing locus is Comp(n, R, p).
Proof. For each horizontal arrow in Proposition 3.7, we can take the homotopy vanishing locus, giving us an exact sequence
over P(2); define the second map (which exists by universality) to be ob. Since the vertical sequences in Proposition 3.7 are homotopy vanishing loci, by Lemmas 2.21 and 2.15, this sequence necessarily realises Comp(n, R, p) as the homotopy vanishing locus of ob.
Definition 3.11. Define Ob p (Comp/S)(n, R) (abbreviated as Ob p (Comp/S)) to be the homotopy vanishing locus of
Observe that this defines an abelian group object over S(2) × C P(2) Proposition 3.12. For all p ≥ 3, there is a natural map
over S(2) × C P(2) whose homotopy vanishing locus is Comp(n, R, p).
Proof. For each horizontal arrow in Proposition 3.8, we can take the homotopy vanishing locus, giving us an exact sequence
over S(2) × C P(2); define the second map (which exists by universality) to be ob.
Since the vertical sequences in Corollary Proposition 3.8 are homotopy vanishing loci, by Lemmas 2.13 and 2.15, this sequence necessarily realises Comp(n, R, p) as the homotopy vanishing locus of ob.
3.3. Diagrams. Given a small category I, we wish to compare I-diagrams of compatible structures. Note that I can be regarded as a relative category, with the subcategory of weak equivalences given by isomorphisms. For any relative category A, there is then a function complex map(I, A) (a simplicial set) of maps from I to A. More precisely, map is the right-derived functor of the Hom bifunctor for relative categories.
Definition 3.13. Given a diagram A : I → CAlg(R), define the space PreSp(A/R, n)/G p−1 of n-shifted p-truncated pre-symplectic structures on A/R to be the homotopy fibre of map(I, PSpAlg(n, R, p)) → map(I, CAlg(R)) over A.
Definition 3.14. Given a diagram A : I → CAlg(R), define the space P(A/R, n)/G p−1 of n-shifted p-truncated Poisson structures on A to be the homotopy fibre of map(I, Poiss(n + 1, R, p)) → map(I, CAlg(R)) over A.
Similarly, define T P(A/R, n)/G p−1 to be the homotopy fibre of map(I, G 0 T Poiss(n + 1, R, p)) → map(I, CAlg(R)) over A.
Definition 3.15. Given a diagram A : I → CAlg(R), define the space Comp(A/R, n)/G p−1 of compatible n-shifted p-truncated pairs to be the homotopy fibre of map(I, Comp(n, R, p)) → map(I, CAlg(R)) over A.
Note that when I is a single object, A is just an R-CDGA, and these definitions recover Definitions 1.15, 1.5 and 1.27 applied to a cofibrant replacement of A.
Definition 3.16. Given a diagram A : I → CAlg(R), define Ob p (Comp/P)(A/R, n) and Ob p (Comp/S)(A/R, n) to be the homotopy fibres of map(I, Ob p (Comp/P)(n, R)) and map(I, Ob p (Comp/S)(n, R)) over A ∈ map(I, CAlg(R)), respectively.
Note that Ob p (Comp/P)(A/R, n) is an abelian group object over P(A/R, n)/G 1 , while Ob p (Comp/S)(A/R, n) is an abelian group object over (PreSp(A/R, n) × P(A/R, n))/G 1 .
Remark 3.17. There are also more general versions of all these constructions in which we allow R to be an I-diagram. Explicitly, let Poiss(n + 1, p) be the relative category of pairs (R, A, π) for R ∈ CAlg(Q) and (A, π) ∈ Poiss(n+1, R, p). Define PSpAlg(n, p) and Comp(n, p) similarly. Then observe that in addition to the forgetful functor (R, A, π) → A which we have used extensively, there is a forgetful functor (R, A, π) → R, and we have just been studying the fibres of this over R.
Given a morphism f : R → A of diagrams R, A : I → CAlg(Q), it therefore makes sense to define P(A/R, n)/G p−1 of to be the homotopy fibre of map(I, Poiss(n + 1, p)) → map(I × (0 → 1), CAlg(Q)) over the morphism f . There are analogous definitions for PreSp(A/R, n)/G p−1 and Comp(A/R, n)/G p−1 , and these all recover the definitions above when R is a constant diagram.
3.3.1. Obstructions for diagrams. Applying map(I, −) to Propositions 3.10, 3.12 and taking homotopy fibres over A : I → CAlg(R) then gives:
Proposition 3.18. The simplicial set Comp(A/R, n)/G j+1 is given by the homotopy vanishing locus of
over P(A/R, n)/G 1 for j ≥ 0, and by the homotopy vanishing locus of
We then have the following:
Corollary 3.19. If the homotopy fibre Ob p (Comp/P)(A/R, n) π of Ob p (Comp/P)(A/R, n, R) → P(A/R, n)/G 1 over an element π is contractible for all p ≥ 2, then the morphism
is a weak equivalence.
Proof. The hypothesis ensures that Ob p (Comp/P)(A/R, n) π → P(A/R, n)/G 1 induces a weak equivalence on the path components over [π] . Thus the relevant homotopy vanishing locus from Proposition 3.18 is the whole space over [π] , and the result follows by induction.
The same argument gives:
Corollary 3.20. If the homotopy fibre map(I, Ob
is contractible for all p ≥ 3, then the morphism
induces a weak equivalence on the fibres over
3.3.2. Explicit obstruction spaces. The following follows naturally from Definition 2.11, since the expression below is invariant under weak equivalences, and can be built using Ob p and objects weakly equivalent to A.
Lemma 3.21. Given A : I → CAlg(R) levelwise cofibrant, the homotopy fibre map(I, Ob p P) A of map(I, Ob p P) over A is given by
In particular,
. In more detail, Hom A is taken in the dg category of A-modules in I-diagrams of chain complexes. An object M in that category consists of A(i)-modules M (i) for all i ∈ I, and compatible morphisms A(j) ⊗ A(i) M (i) → M (j) for all morphisms i → j in I. Thus Ω 1 A/R is shorthand for the functor i → Ω 1 A(i)/R . Replacing Definition 2.11 with Definition 2.20, and applying a similar argument, we have:
Lemma 3.22. Given A : I → CAlg(R) levelwise cofibrant, the homotopy fibre map(I, Ob p S) A of map(I, Ob p S) over A is given by
Proposition 3.23. Given π ∈ P(A/R, n)/G 1 , the homotopy fibre Ob p (Comp/P)(A/R, n) π is given by applying N −1 τ ≤0 to the cocone of
where L denotes the cotangent complex LΩ 1 In particular, Ob p (Comp/P)(A/R, n) π is contractible if and only if
is an isomorphism for j ≤ n + 2 and injective for j = n + 3.
Proof. After taking levelwise cofibrant replacement of A, this just substitutes Lemmas 3.21 and 3.22 in Definition 3.9, combined with the observation that on homogeneous elements of degree p, µ(−, π) is just given by Symm p (π ♯ ).
Proposition 3.24. Given (ω, π) ∈ (PreSp(A/R, n) × P(A/R, n))/G 1 , the homotopy fibre Ob p (Comp/S)(A/R, n) (ω,π) is given by applying N −1 τ ≤0 to the cocone of (φ ω,π − (p − 1)) acting on
Proof. After taking levelwise cofibrant replacement of A, substitute Lemmas 3.21 and 3.22 in Definition 3.11.
Recall that the map φ ω,π here is the derivation given on generators by π ♯ • ω ♯ , so for suitably non-degenerate diagrams of compatible pairs we will have φ ω,π ≃ p on CoSymm p .
3.3.3. The correspondences. Putting together the results so far, we have conditions for passing between diagrams of pre-symplectic and Poisson structures, via compatible pairs.
Theorem 3.25. Take A : I → CAlg(R), and
is an isomorphism for k ≤ n + 2 and injective for k = n + 3.
Then the morphism
Comp(A/R, n) → P(A/R, n)
induces a weak equivalence on the fibres over π ∈ π 0 (P(A/R, n)/G 1 ).
Proof. This just combines Corollary 3.19 with Proposition 3.23.
Lemma 3.26. Take A : I → CAlg(R), and
, and such that the operation φ ω,π − 1 is invertible on
Then the morphism
induces a weak equivalence on the fibres over ω ∈ π 0 PreSp(A/R, n)/G 1 .
Proof. First observe that
, with reasoning as in Lemmas 3.21 and 3.22.
Givenω ∈ PreSp(A/R, n)/G 1 in the path component of ω, it suffices to show that the homotopy fibre
Observe that P(2) is an abelian group object over C, and that T P(2) = P(2) × P(2). Thus Comp(n, R, 2) is just the homotopy fibre of µ − σ : S(2) × C P(2) → P(2), and note that σ = 1 here. Taking the homotopy fibre overω, we see that
On homotopy groups at a basepoint π, the morphism
is given by φ ω,π on Ext
. By hypothesis, φ ω,π − 1 is an isomorphism for all i > 0, so the long exact sequence of homotopy shows that F is contractible, as required.
Theorem 3.27. Take A : I → CAlg(R), and
for (p = 2, k < n + 2) and (p > 2, k ≤ n + 2), as well as being injective for (p > 2, k = n + 3).
induces a weak equivalence on the fibres over ω ∈ π 0 (PreSp(A/R, n)/G 1 ).
Proof. Combining Corollary 3.20 with Proposition 3.24 gives a weak equivalence
By Lemma 3.26, this is just the required expression
3.3.4. Equivalent diagrams. Given a functor F : I → J between small categories, and A : J → CAlg(R), we can set B = A • F , and there are induced maps
We now give conditions for these to be equivalences.
Proposition 3.28. If F * gives isomorphisms
, B) for all p ≥ 2 and all k ≤ n + 3, then the map
is a weak equivalence, as is
Proof. By Lemma 3.21, the hypothesis gives weak equivalences F * : map(J, Ob p P) A → map(I, Ob p P) B . Lemma 2.13 then realises P(A/R, n)/G j+1 as the homotopy fibre of P(A/R, n)/G j → map(J, Ob p P) A over 0, so inductively we have weak equivalences P(A/R, n)/G j → P(B/R, n)/G j for all j. Using Lemma 2.15 in place of 2.13 gives the corresponding result for T P.
Proposition 3.29. If F * gives isomorphisms
Proof. The proof of Proposition 3.28 carries over, replacing Lemmas 3.21 and 2.13 with Lemmas 3.22 and 2.21.
Corollary 3.30. If F * gives isomorphisms
for all p ≥ 2 and all k ≤ n + 3, then the map
Proof. This just follows from Propositions 3.28 and 3.29, combined with the definition of Comp as a homotopy vanishing locus.
Compatible structures on derived stacks
We will now use Theorems 3.25 and 3.27 to study symplectic and Poisson structures on derived N -stacks.
As in Corollary 1.41, we know that for diagrams consisting of a single CDGA, the conditions of those theorems are satisfied by non-degenerate structures. A similar argument shows that the conditions are also satisfied by strings ofétale morphisms between non-degenerate structures. Given a derived Deligne-Mumford N -stack X, we could thus take I opp to be the category of derived affine schemes equipped with anétale map to X, and Theorems 3.25 and 3.27 will then give an equivalence between symplectic and non-degenerate Poisson structures on X.
Instead, we will follow the philosophy of [Pri3] , representing a derived Artin N -stack X as a simplicial derived affine scheme X • satisfying various conditions. Thus X • is Spec O(X) • for a cosimplicial diagram O(X) • of CDGAs, and we can apply Theorems 3.25 and 3.27. It turns out that for derived DM stacks this is independent of the choice of resolution X • , with a modified construction needed for derived Artin stacks. 4.1. Derived N -hypergroupoids.
4.1.1. Background. We now require our CDGA R over Q to be concentrated in nonpositive cochain degrees, and write CAlg(R) − for the category of CDGAs over R which are concentrated in non-positive cochain degrees. We denote the opposite category by DG + Aff R . Write sDG + Aff R for the category of simplicial diagrams in DG + Aff R . A morphism in DG + Aff R is said to be a fibration if it is given by a cofibration in the opposite category CAlg(R) − (which in turn just means that it is quasi-free).
We now recall some results from [Pri3] . Definition 4.2. Given a simplicial set K and a simplicial object X • in a complete category C, we follow [GJ, Proposition VII.1.21] in defining the K-matching object in C by M K X := Hom sSet (K, X). Note that for finite simplicial sets K, the matching object M K X still exists even if C only contains finite limits.
Explicitly, the matching object M ∂∆ m (X) is given by the equaliser of a diagram
while the partial matching object M Λ m k (X) is given by the equaliser of a diagram
(1) the matching maps
are fibrations for all m ≥ 0; (2) the partial matching maps Theorem 4.4. The homotopy category of strongly quasi-compact N -geometric derived Artin (resp. DM) stacks over R is given by taking the full subcategory of sDG + Aff R consisting of DG Artin (resp. DM) N -hypergroupoids, and formally inverting the trivial relative DG Artin (resp. DM) N -hypergroupoids.
In fact, a model for the ∞-category of strongly quasi-compact N -geometric derived Artin (resp. DM) stacks over R is given by the relative category consisting of DG Artin N -hypergroupoids over R and the class of trivial relative DG Artin (resp. DM) N -hypergroupoids.
Given a DG Artin (resp. DM) N -hypergroupoid, we denote the associated Ngeometric derived Artin (resp. DM) stack by X ♯ .
Definition 4.5. Given X ∈ sDG + Aff R , define cDGMod(X) to be the relative category of O(X)-modules in cosimplicial diagrams of cochain complexes. Weak equivalences are morphisms M → N inducing quasi-isomorphisms M i → N i of cochain complexes in each cosimplicial level.
The following is [Pri3, Proposition 5.12 and Remarks 5.24]: Proposition 4.6. For a DG Artin N -hypergroupoid X, the relative category of quasicoherent complexes (in the sense of [Lur, §5.2] ) on the n-geometric derived stack X ♯ is equivalent to the full subcategory DGMod(X) cart of cDGMod(X) consisting of modules M which are homotopy-Cartesian in the sense that the maps
are quasi-isomorphisms for all i and m.
Definition 4.7. We make cDGMod(X) into a simplicial category by setting (for K ∈ sSet) (M K ) n := (M n ) Kn , as an N s O(X) n -module in chain complexes. This has a left adjoint M → M ⊗K. Given a cofibration K ֒→ L, we write M ⊗ (L/K) := (M ⊗ L)/(M ⊗ K). Given M ∈ cDGMod(X), define M ∈ (cDGMod(X)) ∆ to be the cosimplicial diagram given in cosimplicial level n by M ⊗ ∆ n .
Definition 4.8. Define the cotangent complex L X/S ∈ cDGMod(X) by L X/S := Tot N c Ω(X/S), where N c denotes cosimplicial conormalisation, and Tot is the direct sum total functor from bicochain complexes to cochain complexes.
By [Pri3, Lemma 7.17 and Corollary 7.14] , this is homotopy-Cartesian and recovers the usual cotangent complexes in derived algebraic geometry under the correspondence of Proposition 4.6. 4.1.2. Poisson and pre-symplectic structures. Take a DG Deligne-Mumford Nhypergroupoid X over R.
Definition 4.9. Define the space P(X/R, n) of n-shifted Poisson structures on X to be the space P(O(X)/R, n) of Definition 3.14, where O(X) : ∆ → CAlg(R) is the cosimplicial diagram with X = Spec O(X).
Explicitly, this means that an element of P(X/R, n) is a cosimplicial diagram P of P n+1 -algebras equipped with a weak equivalence from O(X) to the cosimplicial CDGA underlying P . Definition 4.10. Define the space PreSp(X/R, n) of n-shifted pre-symplectic structures on X to be the space PreSp(O(X)/R, n) of Definition 3.13.
Explicitly, this means that an element of PreSp(X/R, n) can be represented by giving an n-shifted pre-symplectic structure on each derived affine X i , compatible with the morphisms between them.
Definition 4.11. Define the space Comp(X/R, n) of compatible n-shifted pairs on X to be the space Comp(O(X)/R, n) of Definition 3.15.
Remark 4.12. If we want to consider bases S more general than Spec R, we may apply Remark 3.17, by taking a derived DM N -hypergroupoid (Spec R) • representing a derived DM M -stack S, with R : ∆ → CAlg(Q) a cosimplicial DG ring.
4.2. Deligne-Mumford N -stacks. In order to proceed further, we need to show that for a derived DM N -stack X, the spaces of Poisson and pre-symplectic structures above are independent of the choice of hypergroupoid X representing X. Lemma 4.13. If X is a DG Deligne-Mumford N -hypergroupoid over R, with associated stack X ♯ = X, then there are canonical isomorphisms
where we write L p := LΛ p L for the derived pth alternating power of the cotangent complex.
Proof. Arguing as in [Pri3, Lemma 7.18 ], the morphism L X/R → Ω 1 O(X)/R is a levelwise quasi-isomorphism, and the results then follow from Proposition 4.6.
are isomorphisms for all p ≥ 2 and all k ≤ n + 3, then the spaces P(X/R, n), P(Y /R, n) are canonically weakly equivalent.
Proof. Forming the diagram D = (O(Y ) → O(X)) as in Lemma 4.17, we have morphisms P(X/R, n) ← P(D/R, n) → P(Y /R, n).
Our proposed solution is to replace Artin N -hypergroupoids in non-positively graded CDGAs CAlg(R) − with DM hypergroupoids in unbounded CDGAs CAlg(R). The idea is to globalise one of the intermediate steps in the proof [Pri1] of the equivalence between formal moduli problems and DGLAs.
There is a denormalisation functor D from non-negatively graded CDGAs to cosimplicial algebras, with left adjoint D * as in [Pri1, Definition 4.20] . One explicit presentation for the associated left-derived functor LD * is given by Thom-Whitney cochains, but since DG Artin hypergroupoids are Reedy fibrant, it will suffice to take D * . Given a cosimplicial CDGA A, LD * A is then a bi-CDGA, and taking the direct sum total complex gives a CDGA Tot LD * A.
Given a DG Artin N -hypergroupoid X over R, form a bisimplicial objectX ∆ to be given in level m by the formal completion SpecÔ(X ∆ m ) of X ∆ m along X m . We then define the derived normalisation RNX ∆ by applying Tot LD * in each level, so (RNX ∆ ) m is the ind-affine DG scheme Spec Tot LD * Ô (X ∆ m ).
There is a natural inclusion ι : X → RNX ∆ . Observe that
which is a major source of motivation for this definition. Since L X/R is quasi-coherent, the partial matching maps of RNX ∆ are formallyétale, so it can be regarded as a kind of derived DM hypergroupoid.
We may now proceed as in §4.2, defining P(X/R, n) := P(RNX ∆ /R, n)
for any DG Artin N -hypergroupoid X with X ♯ ≃ X, and similarly for PreSp and Comp. In the case of PreSp, this will still recover derived de Rham cohomology, because the vertex maps X ∆ m → X are trivial N -hypergroupoids. Some constructions have to be tweaked to accommodate the fact that RNX ∆ is only an ind-object. The proof of Theorem 4.24 should then carry over, mutatis mutandis.
