A boundary value problem for the poisson equation with multi-scale oscillating Boundary  by Friedman, Avner et al.
File: ARCHIV 325701 . By:BV . Date:26:05:97 . Time:15:43 LOP8M. V8.0. Page 01:01
Codes: 3732 Signs: 1369 . Length: 50 pic 3 pts, 212 mm
Journal of Differential Equations  DE3257
journal of differential equations 137, 5493 (1997)
A Boundary Value Problem for the Poisson Equation
with Multi-scale Oscillating Boundary
Avner Friedman
Institute for Mathematics and Its Applications, University of Minnesota,
Minneapolis, Minnesota 55455
Bei Hu
Department for Mathematics, University of Notre Dame, Notre Dame, Indiana 46556
and
Yong Liu
Institute for Mathematics, University of Minnesota, Minneapolis, Minnesota 55455
Received June 28, 1996; revised July 15, 1996
The paper is concerned with the homogenization problem for the Poisson equa-
tion in a domain, a part of whose boundary is rapidly oscillating according to
several scales. Such a problem arises in the processing of devices with very small
features, such as semiconductors. We construct ‘‘homogenized’’ boundary layers and use
them to establish effective approximation to the solution.  1997 Academic Press
0. INTRODUCTION
Let 0= be a two dimensional domain, a part of whose boundary is
oscillating according to three scales:
1= : x2= f0(x1)+=f1 \x1 , x1= ++=2f2 \x1 ,
x1
=
,
x2
=2+ (0.1)
where f1(x1 , !1), f2(x1 , !1 , ’1) are 1-periodic in !1 and f2(x1 , !1 , ’1) is
1-periodic also in ’1 . Consider the elliptic problem:
2u= Q in 0= ,
u=
&=
+ pu= g on 1= , (0.2)
u= 0 on 0="1=
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where
p= p(x, x1 =, x1 =2), g= g(x, x1 =, x1 =2),
(0.3)
and p(x1 , !1 , ’1), g(x1 , !1 , ’1) are 1-periodic in !1 and ’1 ,
f $0(\a)=0, f1, !1(\a, !1)#0 (0.4)
f2, ’1(\a, !1 , ’1)#0, g(\a, !1 , ’1)#0.
The assumption in (0.4) are made to avoid technical difficulties which may
arise when the oscillating boundary intersects the non-oscillating boundary.
The conditions on f0 , f1 , f2 mean that the two curves are orthogonal at
their intersection, up to O(=). The condition on g is simply a compatibility
condition.
Such a multi-scale problem arises in trying to control the fabrication of
a product with small scale features by macroscopic size tools. This situa-
tion occurs, for example, in semiconductor processing. The silicon wafer
is of diameter t10&1 m, the pattern variations on the wafer are of
size t10&4 m, and the feature size (i.e., the transistor size) is about
t2_10&7 m. Control variables (such as chemical vapor deposition or heat
sources) are applied at the macroscopic level (t2_10&1 m). The con-
troller needs to know what is the effect of the macroscopic choice of a
variable control on the feature size. For more details we refer to [3, 4] and
the references therein. The special case of two scales (i.e., f2 #0 and
p= p(x1 , x1=), g= g(x1 , x1 =) with f0 #0 was considered in Gobbert,
Cale and Ringhofer [3, 4]. In [5] Gobbert and Ringhofer formally derived
some asymptotic formulas. A rigorous approach (still for the special case
f2 #0, f1 #0) was developed earlier by Belyaev [2]; he proved, in the
special case g#0, that the solution u to (0.2) can be approximated by
u0(x)+=u1(x, x=) in the sense that
&u=&(u0+=u1)&H1(0=)C= (0.5)
and he derived the formula:
u1(x, !)=
u0
x1
N1(x1 , !)+
u0
x2
N2(x1 , !) (0.6)
where each Nj is a harmonic function in ! in the domain
[0!11, f1(x1 , !1)<!2<],
1-periodic in !1 , and satisfies a Neumann boundary condition on the
boundary !2= f1(x1 , !1). If g0 another term N0(x1 , !) needs to be added
to the right-hand side of (0.6). Belyaev [2] also proved (see also [1, 7])
that
&u=&u0&H 1(0=)C - =. (0.7)
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We note that Nj (x1 , !1 , !2) is decaying exponentially to zero as !2  +,
and so the Nj (x1 , x=) and u1(x, x=) represent boundary layers near 1= .
As we shall show later on, when f0 0, (0.7) and (0.5) are still valid,
(with an additional term N0(x1 , !) added to the right-hand side of (0.6));
furthermore, the Nj (x1 , !) are no longer harmonic functions in !, but
instead satisfy the elliptic equation
{ 
2
!21
&2f $0(x1)
2
!1 !2
+[1+( f $0(x1))2]
2
!22= Nj=0.
When f0 0, the function u1 in (0.5) is evaluated at (x, x1 =,
(x2& f0(x1))=) rather than at (x, x1 =, x2=). The Neumann data for the Nj
depend also on the function f2 .
The main purpose of this paper is to extend the results of Belyaev to the
3-scale oscillating boundary 1= given in (0.1). We shall prove (Theorem 7.1)
that
&u=&(u0+=u1+=u^1+=2u2)&H1(0=)C=
32, (0.8)
where
u2=u2 \x, x1= ,
x2& f0(x1)
=
,
x1
=2
,
x2& f0(x1)&=f1(x1 , x1 =)
=2 +
where u2(x, !, ’) is given in (6.19), i.e.,
u2=M0+aM1+bM2 ,
where each Mj (x1 , !1 , ’) is a solution of a Neumann problem in ’
(analogous to Nj (x1 , !) in !), and a, b are linear combinations of first
order x-derivatives of u0 and !-derivatives of u1 , respectively. The function
u^1 is obtained by solving a homogenization problem similar to that for u0 ,
but with g which depends on all the functions Nj , Mj .
In order to prove (0.8) we first need to establish (0.5) for the case of
general f0 and f2 . This is done in Sections 2, 3: In Section 2 we establish
the existence of the Nj , and in Section 3 we prove the estimate (0.5)
(Theorem 3.1). For the sake of completeness we also prove, in Section 1,
the estimate (0.7), for general f0 , f2 (Theorem 1.1); this general case is
actually needed in order to construct u^1 in Section 7.
The proof of (0.8) is given in Sections 47. If we apply (0.8) with f2 #0,
p= p(x1 , x1=) and g= g(x1 , x1 =) then u2 becomes identically zero and
the result is a rather surprising improvement of (0.5), namely;
&u=&(u0+=u1+=u^1)&H 1(0=)C=
32; (0.9)
see also Corollary 7.2.
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Finally, in Section 8 we mention some extensions of our results to
general n-dimensional domains, and to more general perturbations of the
boundary.
We conclude the introduction with a general comment on the method of
proof of the estimate (0.8). We are dealing here with establishing
homogenization formulas for boundary layers. Following general proce-
dure in homogenization, we shall introduce the associated bilinear form
a= (u, v)=|
0=
{u } {v dx+|
1=
puv d_= . (0.10)
We then want to prove that
a= ((u0+=u1+=u^1+=2u2)&u= , v)C=32 &v&H1(0=) , (0.11)
so that by choosing v=(u0+=u1+=u^1+=2u2)&u= , the estimate (0.8) will
follow. What we then need to do is integrate by parts on the left-hand side
of (0.11) and impose conditions on u0 , u1 , u2 and u^1 so as to get rid of the
lower powers of =.
1. ESTIMATING u=&u0
Let 0= (0<=1) be a 2-dimensional domain bounded by the lines
[x1=\a], [x2=b] and a curve
1= : x2= f0(x1)+=f1 \x1 , x1= ++=2f2 \x1 ,
x1
=
,
x1
=2+ , &ax1a. (1.1)
Let p and g be functions having the form
p= p \x1 , x1= ,
x1
=2+ , g= g \x1 ,
x1
=
,
x1
= 2+ .
We assume:
pconst.>0, f10, f20,
f0(x1), f2(x1 , !1), f2(x1 , !1 , ‘1), p(x1 , !1 , ’1) and g(x1 , !1 , ’1) (1.2)
are smooth functions in (x1 , !1 , ’1) and 1-periodic in !1 and in ’1 .
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Consider the problem:
2u= Q in 0= , (1.3)
u=
&=
+ pu= g on 1= , (1.4)
u= 0 on 0="1= , (1.5)
where &= is the outward normal to 1= .
Set
P(x1)=
1
- 1+ f $0(x1)2
|
1
0
|
1
0
p(x1 , !1 , ’1)
_{1+[ f $0(x1)+ f1, !1(x1 , !1)+ f2, ’1(x1 , !1 , ’1)]2=
12
d!1 d’1 ,
G(x1)=
1
- 1+ f $0(x1)2
|
1
0
|
1
0
g(x1 , !1 , ’1)
_{1+[ f $0(x1)+ f1, !1(x1 , !1)+ f2, ’1(x1 , !1 , ’1)]2=
12
d!1 d’1 ,
and let u0 be the solution of
2u0=Q in 00 , (1.6)
u0
&0
+Pu0=G on 10 : x2= f0(x1), (1.7)
u0=0 on 00 "10 , (1.8)
where 00 is the domain bounded by 10 and the lines [x1=\a], [x2=b].
We assume that Q is a smooth function in 00 .
Theorem 1.1. There exists a constant C such that
&u=&u0&H 1(0=)C=
12. (1.9)
Remark 1.1. The assumptions f10, f20 ensure that 0= /00; this
makes the proof of (1.9) a little simpler. However Theorem 1.1 and, in fact,
all the results of this paper remain valid even without the positivity of f1
and f2; see Section 8.
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Proof. For any v # H1(00), v=0 on 00"10 , set
a=(u, v)=|
0=
{u } {v dx+|
1=
puv d_= .
Then
a=(u0&u= , v)=a=(u0 , v)&a=(u= , v)
=a=(u0 , v)+|
0=
Qv dx&|
1=
gv d_=
=_|10 {u0 } {v dx+|10 Pu0v d_0&&|00"0= {u0 } {v dx
+|
1=
pu0 v d_=&|
10
Pu0v d_0+|
0=
Qv dx&|
1=
gv d_= .
Since the expression in brackets is equal to
&|
00
Qv dx+|
10
Gv d_,
we get
a=(u0&u= , v)=&|
00"0=
Qv dx&|
00"0=
{u0 } {v dx
+_|1= pu0v d_=&|10 Pu0 v d_0&
+_&|1= gv d_=+|10 Gv d_0& . (1.10)
Clearly, (as in [1, 2, 7]),
} |00"0= Qv dv }+ } |00"0= {u0 } {v dx }&( |Q|+1)&L2(00"0=) &v&H 1(00)
C=12 &v&H1(00) . (1.11)
Next, using the relation
d_= {_1+\f $0(x1)+ f1, !1 \x1 , x1= +
+ f2, ’
1 \x1 , x1= ,
x1
=2++
2
&
12
+O(=)= dx1 (1.12)
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and the definition of P, we get
|
1=
pu0 v d_=&|
10
Pu0v d_0
=|
a
&a
p \x1 , x1= ,
x1
=2+ [1+( f $0+ f1, !1+ f2, ’1)2]12
_[(u0v)|1=&(u0 v)| 10] dx1 +|
a
&a
u0v {p \x1 , x1= ,
x1
=2+
__1+\f $0(x1)+ f1, !1 \x1 , x1= ++ f2, ’1 \x1 ,
x1
=
,
x1
=2++
2
&
12
&|
1
0
|
1
0
p(x1 , !1 , ’1)
_[1+( f $0(x1)+ f1, !1(x1 , !1)+ f2, ’1(x1 , !1 , ’1))
2]12 d!1 d’1= dx1
+O(=) |
1=
|v| d_=
#J1+J2+O(=) |
1=
|v| d_= . (1.13)
By the regularity of u0 we easily conclude that
|J1 |C=12 &v&H 1(00"0=) . (1.14)
Since 1= is uniformly Lipschitz we also have
O(=) |
1=
|v| d_=C= &v&H 1(00) . (1.15)
In order to estimate J2 we write it in the form
J2=|
a
&a
u0v {h \x1 , x1= ,
x1
=2+&|
1
0
h \x1 , x1= , ’1+ d’1 = dx1
+|
a
&a
u0 v {|
1
0
h \x1 , x1= , ’1 + d’1&|
1
0
|
1
0
h(x1 , !1 , ’1) d!1 d’1= dx1
#K1+K2 ,
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where
h(x1 , !1 , ’1)
= p(x1 , !1 , ’1)[1+( f $0(x1)+ f1, !1(x1 , !1)+ f2, ’1(x1 , !1 , ’1))
2]12.
The estimates for K1 and K2 were given by Belyaev [1]. For completeness
we include them here. We divide the x1 -interval in K1 into 2a=2 intervals
of length =2 (For simplicity we assume that a=2 is an integer; if a=2 is not
an integer, then the last interval at both ends x=\a will be of length
smaller than =2, but this will affect very little the derivation of the
estimates):
#j<xj<#j+1 ,
#j+1&#j
=2
=1, where
#j
=2
are integers.
Then
K1=:
j
|
#j+1
#j
u0v _h \x1 , x1= ,
x1
=2+&|
1
0
h \x1 , x1= , ’1+ d’1& dx1
==2 :
j
|
#j+1 =
2
#j =
2
u0v _h(=2*, =*, *)&|
1
0
h(=2*, =*, ’1) d’1& d*
==2 :
j {|
1
0
u0 \=2 \*+#j=2++ v \=2 \*+
#j
=2++
_h \=2 \*+#j=2+ , = \*+
#j
=2+ , *+ d*
&|
1
0 \|
#j+1 =
2
#j =
2
u0(=2+) v(=2+) h(=2+, =+, *) d++ d*= ;
here we have written u0 and v on 10 as u0(x1), v(x1). Since
} =2 \*+#j=2+&=2+ }C=2, } = \*+
#j
=2+&=+ }C=
for the variable of the integration *, we find that
|K1 |:
j
C=2 &u0&H 1(&a, a) &v&H1(&a, a)
C= &u0&H1(&a, a) &v&H1(&a, a) .
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This shows that K1 is a bilinear form of u0 and v in H1(&a, a) bounded
by C=. Since clearly
|K1 |C &u0 &L2(&a, a) &v&L2(&a, a) ,
by interpolation
|K1 |C(=2)12 &u0&H 12(&a, a) &v&H 12(&a, a)
C= &v&H 1(00) .
In a similar way
|K2 |C=12 &v&H 1(00) ,
and so
|J1 |C=12 &v&H 1(00) .
Combining this with (1.14), (1.15), we deduce from (1.13) that
} |1= pu0v d_=&|10 Pu0 v d_0 }C=
12 &v&H 1(00) .
In the same way we can estimate
} |1= gv d_=&|10 Gv d_0 }.
Recalling (1.11), we then deduce from (1.10) that
|a=(u0&u= , v)|C=12 &v&H 1(00) . (1.16)
Since 1= is uniformly Lipschitz, we can extend u= from 00 in such a way
that
&u0&u=&H 1(00)C &u0&u= &H 1(0=) .
Taking v=u0&u= in (1.16) we get
a=(u0&u= , u0&u=)C=12 &u0&u= &H 1(0=) ,
from which (1.9) follows. K
2. CONSTRUCTION OF u1
In Section 3 we shall prove the estimate (0.5). As a preliminary step we
shall construct in this section the function u1
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We introduce the uniformly elliptic operator
L1=
2
!21
&2f $(x1)
2
!1 !2
+(1+( f $0(x1))2)
2
!22
(2.1)
(x1 is fixed), the domain
Dx1=[(!1 , !2); 0<!1<1, f1(x1 , !1)<!2<],
the curve
1x1 : !2= f1(x1 , !1), 0!11,
and the arc element
d_!1=[1+( f1, !1(x1 , !1))
2]12 d!1 (2.2)
We define on 1x1 the boundary operator
B1.=(.!1& f $0(x1) .!2) &!1& f $0(x1)(.!1& f $0(x1) .!2) &!2+.!2 &!2
=
f $0(x1)+ f1, !1(x1 , !1)
[1+( f1, !1(x1 , !1))
2]12
.!1
&
1+ f $0(x1) f1, !1(x1 , !1)+( f $0(x1))
2
[1+( f1, !1(x1 , !1))
2]12
.!2 (2.3)
where &!=(&!1 , &!2) is the outward normal.
Consider the problem:
L1.=0 in Dx1 , (2.4)
B1.=k on 1x1 , (2.5)
|
Dx1
|{!.| 2 d!1 d!2< (2.6)
and
. satisfies periodic boundary conditions on !1=0 and !1=1, (2.7)
i.e.,  j!1 .(0, !2)=
j
!1
.(1, !2) for j=0, 1. Since
|
Dx1
L1. d!1 d!2=|
1x1
B1. d_! ,
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a necessary condition for the existence of the solution is that
|
1x1
k(!1) d_!1=0. (2.8)
Theorem 2.1. Let k be a continuous function satisfying (2.8). Then there
exists a unique solution . of (2.4)(2.7) such that .(!)  0 if !2  ;
furthermore
|.(!)|Ce&*!2 for some *>0. (2.9)
Proof. Set
a(., v)=|
Dx1
\ .!1& f $0(x1)
.
!2+
v
!1
d!1 d!2
&|
Dx1
f $0(x1) \ .!1& f $0(x1)
.
!2+
v
!2
d!1 d!2+|
Dx1
.
!2
v
!2
d!1 d!2 .
Then
a(., .)=|
Dx1
_\ .!1+
2
&2f $0(x1)
.
!1
.
!2
+(1+( f $0(x1))2) \ .!2+
2
& d!1 d!2 .
Consider the functional
I(.)=a(., .)&|
1x1
k. d_!1 ,
in the class
K={.(!) ; . is 1-periodic in !1 , |Dx1 |{.|
2<, and |
D0
.=0=
where
D0=Dx1 & [!2<H] for some H> sup
0!11
f1(x1 , !1).
Notice that
} |1x1 k. d_! }C |1x1 |.| d_!1C {|D0 [ |.|
2+|{.| 2] d!1 d!2=
12
Since D0 . d!1 d!2=0,
|
D0
|.| 2 d!1 d!2C |
D0
|{.| 2 d!1 d!2
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by Poincare ’s inequality. Consequently,
I(.)a(., .)&C \|D0 |{.|
2 d!1 d!2+
12
 12a(., .)&C$,
i.e., I(.) is bounded from below. It follows that I(.) attains a minimum on
the set K. We denote one such minimizer by .
For any v(!) 1-periodic in !1 with bounded support, if
|
D0
v d!1 d!2=# |D0 |,
then v&# belongs to K, and therefore,
a(, v&#)&|
1x1
k(v&#) d_!=0.
Recalling (2.8) we conclude that
a(., v)=|
1x1
kv d_! ,
from which (2.4) and (2.5) follow.
The function w=!i  (i=1 or 2) is again a solution of L1 w=0 in Dx1 ,
1-periodic in !1 , and Dx1 |w|
2 d!1 d!2<. By interior elliptic estimates
|
Dx1 & [!2>H]
|{w| 2 d!1 d!2<. (2.10)
The space S of all solutions of L1w=0 in Dx1 & [!2>H] which are 1-peri-
odic in !1 is translation invariant (i.e., w{(!1 , !2)#w(!1 , !2+{) is again in
S if {>0) and is ‘‘interior compact’’ in the sense of Lax [6], that is
&w&H 1(Dx1 & [a$<!2<b$])
is compact with respect to
&w&H 1(Dx1 & [a<!2<b])
if a<a$<b$<b. Therefore, by the abstract Phragme nLindelo f theorem of
[6; p. 364], (2.10) implies an exponential decay,
|w(!)|Ce&*!2 as !1  +, *>0.
Since this decay holds for !1 and !2 , it follows that ##lim!2   
exists, and .=&# is then the solution asserted in Theorem 2.1.
Finally, uniqueness follows from the maximum principle. K
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Set
11= : x2= f0(x1)+=f1 \x1 , x1= + .
The line elements on 1= , 11= and 10 are computed (or estimated) by
d_= [[1+( f $0+ f1, !1+ f2, ’1)
2]12+O(=)] dx1 on 1= ,
d_1= =[[1+( f $0+ f1, !1)
2]12+O(=)] dx1 on 11= , (2.11)
d_0=[1+ f $20 ]
12 dx1 on 10 ,
where f $0= f $0(x1), f1, !1= f1, !1(x1 , x1 =), f2, ’1= f2, ’1(x1 , x1=, x1=
2).
Define
p1(x1 , !1)=
1
(1+( f $0+ f1, !1)
2)12 |
1
0
p[1+( f $0+ f1, !1+ f2, ’1)
2]12 d’1 ,
g1(x1 , !1)=
1
(1+( f $0+ f1, !1)
2)12 |
1
0
g[1+( f $0+ f1, !1+ f2, ’1)
2]12 d’1 ,
where the argument of the various functions are (x1 , !1 , ’1).
We introduce functions Nj (x1 , !) as solutions of
L1Nj=0 in Dx1 , (2.12)
|
Dx1
|{Nj | 2 d!1 d!2<, (2.13)
|Nj (x1 , !)|Ce&*!2 in Dx1 , (2.14)
Nj (x1 , !) is 1&periodic in !1 , extended by periodicity to
[(!1 , !2) ; f1(x1 , !1)<!2<, !1 real], (2.15)
B1N0=&\p1P G& g1+
[1+( f $0+ f1, !1)
2]12
[1+( f1, !1)
2]12
on 1x1 , (2.16)
B1N1=&
f $0 + f1, !1
[1+( f1, !1)
2]12
+
p1
P
f $0
(1+ f $20 )
12
_
[1+( f $0+ f1, !1)
2]12
[1+( f1, !1)
2]12
on 1x1 , (2.17)
B1N2=
1
[1+( f1, !1)
2]12
&
p1
P
1
(1+ f $20 )
12
_
[1+( f $0+ f1, !1)
2]12
[1+( f1, !1)
2]12
on 1x1 , (2.18)
where the arguments in (2.16)(2.18) are x1 , !1 , and x1 is treated as a
parameter.
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To prove that the solution Nj exists we need to verify the condition (2.8).
We compute
|
1x1
B1 N0 d_!=&|
1
0 \
p1
P
G& g1 + [1+( f $0+ f1, !1)2]12 d!1
=&
P(1+ f $20 )
12
P
G&G(1+ f $20 )
12=0,
|
1x1
B1 N1 d_!=&|
1
0 {&( f $0+ f1, !1)+
p1
P
f $0
(1+ f $20 )
12
_[1+( f $0+ f1, !1)
2]12= d!1
=& f $0+
P(1+ f $20 )
12
P
f $0
(1+ f $20 )
12=0
since 10 f1, !1 d!1=0 by periodicity, and
|
1x1
B1 N2 d_!=|
1
0 {1&
p1
P
1
(1+ f $20 )
12 [1+( f $0+ f1, !1)
2]12= d!1=0.
By Theorem 2.1 the solutions Nj (x1 , !) then exist, and we define
u1(x, !)=N0(x1 , !)+
u0(x)
x1
N1(x1 , !)+
u0(x)
x2
N2(x1 , !). (2.19)
3. ESTIMATING u=&u0&=u1
Theorem 3.1. There exists a constant C such that
"u=(x)&u0(x)&=u1 \x, x1= ,
x2& f0(x1)
= +"H 1(0=)C=. (3.1)
Proof. Notice that
1
(1+( f $0+ f1, !1)
2)12 |
1
0 \pu0+
u0
&=
& g+ [1+( f $0+ f1, !1+ f2, ’1)2] d’1
=\p1 u0+u0&1= & g1 ++
1
(1+( f $0+ f1, !1)
2)12
u0
x1 |
1
0
f2, ’1 d’1+O(=)
=\p1 u0+u0&1= & g1 ++O(=),
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where &1= is the outward normal to 1
1
= , and since dist(1= , 1
1
= )C=
2 we
have, as in Section 1,
} |1= \pu0+
u0
&=
& g+ v d_=&|1 =1 \p1 u0+
u0
&1=
& g1+ v d_1= }C= &v&H 1(0=) .
(3.2)
By (1.7)
1
P \
u0
&0
&G++u0=0 on 10
and therefore
}p1u0+p1P \
u0
&0
&G+}1 =1C }u0+
1
P \
u0
&0
&G+}1=1C=. (3.3)
Next, by integration by parts, for any v # H 1(00) which vanishes on
00"10 ,
a=(u0&u= , v)=|
0=
{(u0&u=) } {v+|
1=
p(u0&u=) v
=|
1= _
(u0&u=)
&=
+ p(u0&u=)& v
=|
1= \pu0+
u0
&=
& g+ v d_= .
Using (3.2), (3.3) to estimate the right-hand side, we get
a=(u0&u= , v)=|
1 =
1 \p1P G& g1+ v d_1=
+|
1 =
1 \u0&1= &
p1
P
u0
&0+ v d_1= +O(=) &v&H 1(00) . (3.4)
We introduce
u1 \x, x1= ,
x2& f0(x1)
= +=u1(x, !) (3.5)
where
!1=
x1
=
, !2=
x2& f0(x1)
=
(3.6)
and u1(x, !) is the function defined in (2.19).
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Notice that
Dx1 u1=\x1+1= !1&
f $0(x1)
=
!2+ u1 , Dx2 u1=\x2+1= !2+ u1 (3.7)
and
{(=u1)== {xu1+(u1, !1& f $0(x1) u1, !2 , u1, !2).
Clearly
} |0= = {xu1 {v dx }C= &v&H 1(00) ,
so that, by (3.4)
|a=(u0+=u1&u= , v)|I+C= &v&H 1(00) , (3.8)
where
I=|
0=
1
(u1, !1& f $0(x1) u1, !2 , u1, !2) } {v dx
+|
1 =
1 \p1P G& g1+ v d_1= +|1 =1 \
u0
&1=
&
p1
P
u0
&0+ v d_1=
#J1+J2+J3 (3.9)
and 01= is the domain bounded by 1
1
= and 00 "10 . Actually we have only
proved (3.8), (3.9) with 01= replaced by 0= in J1; however, as in the deriva-
tion of (1.11), the difference between the two integrals is O(=) &v&H1(00) ,
since 1= is contained in O(=2)-neighborhood of 11= .
Under the change of variables (3.6) 01= is mapped onto a domain
D = [&a=<!1<a=, f1(=!1 , !1)<!2<b=] and dx1 dx2==2 d!1 d!2 .
Further, for any function v(x),
{v=
1
=
(v!1& f $0(x1) v!2 , v!2).
We then have
J1=|
D =
[=(u1, !1& f $0(x1) u1, !2)(v!1& f $0(x1) v!2)+=u1 , !2 , v!2] d!1 d!2 .
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Integrating by parts and using the fact that L1u1=0 and that v=0 on
00 "10 (or in the !-variables, v=0 on D ="[!2= f1(=!1 , !1)]), we get
} J1&= |D = B1u1 } v d_! }
C=2 |
D =
[|{!{xu1 |+| f "0(x1)| |{!u1 |] |v| d!1 d!2 , (3.10)
where
d_! =[1+[ f1, !1(=!1 , !1)+=f1, x1(=!1 , !2)]
2]12 d!1
=[(1+ f 21, !1)
12+O(=)] d!1 .
Note that d_!=(1+O(=)) d_!1 where d_!1 is defined in (2.2). From the
form of u1 , Theorem 2.1 and elliptic estimates we have
|{!{xu1 |+| f "0(x1)| |{! u1 |Ce&*!2,
so that the right-hand side of (3.10) is bounded by
C |
0=
1
e&*(x2& f0(x1))= |v(x1 , x2)| dx1 dx2 .
Introducing a change of variables y1=x1 , y2=x2& f0(x1) (v(x1 , x2)=
v~ ( y1 , y2)) we get the bound
C |
0 =
1
e&*y2 = |v~ ( y1 , y2)| dy1 dy2C= &v&H 1(00)
since
| |v~ ( y1 , y2)| dy1C &v&H 1(00)
and
|

0
e&*y2 = dy2=C=.
Thus (3.10) yields
J1== |
D =
Bu1 } v d_!+O(=) &v&H1(00) .
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Breaking D = into domains
D i=D = & {#i= <!1<
#i+1
= = , where #i+1&#i==,
#i
=
integers,
and recalling also that v=0 on 00"10 , we can write
J1=:
i
= |
1 i
Bu1 } v d_!+O(=) &v&H1(00) , (3.11)
where
1 i={!2= f1(=!1 , !1) ; #i= <!1<
#i+1
= =
is the lower part of D i . By (2.19),
:
i
= |
1 i
B1u1 } v d_!=:
i
= |
1 i
B1N0 } v d_!+:
i
= |
1 i
u0
x1
B1 N1 } v d_!
+:
i
= |
1 i
u0
x2
B1 N2 } v d_!
#J11+J12+J13 . (3.12)
Next, since
&1= =
( f $0(x1)+ f1, !1(x1 , !1), &1)
[1+( f $0(x1)+ f1, !1(x1 , !1))
2]12
+O(=), &0=
( f $0(x1), &1)
(1+ f $0(x1)2)12
,
we can write
J2+J3=|
1 =
1 \p1P G& g1+ v d_1=
+|
1 =
1
u0
x1 {
f $0+ f1, !1
[1+( f $0+ f1, !1)
2]12
&
p1
P
f $0
(1+ f $20 )
12= v d_1=
+|
1 =
1
u0
x2 {
&1
[1+( f $0+ f1, !1)
2]12
&
p1
P
&1
(1+ f $20 )
12= v d_1=
#J 11+J 12+J 13 . (3.13)
Using the expression in (2.11) for d_1= and the fact that dx1== d!1 ,
breaking J 11 into integrals over small intervals, and using the change of
variables x1==!1 , we find that
J 11=:
i
= |
#i+1 =
#i = \
p1
P
& g1 + v[1+( f $0+ f1, !1)2]12 d!1+O(=) &v&H1(00) .
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On the other hand, by (2.16),
J11=&:
i
= |
#i+1 =
#i = \
p1
P
& g1+ v
[1+( f $0+ f1, !1)
2]12
[1+( f1, !1)
2]12
_[1+( f1, !1)
2]12 d!1+O(=) &v&H 1(00) ,
where the variables in the integrals are (=!1 , !1). It follows that
J 11+J11=O(=) &v&H 1(00) .
Next
J 12=:
i
= |
#i+1 =
#i =
u0
x1 {
f $0+ f1, !1
[1+( f $0+ f1, !1)
2]12
&
p1
P
f $0
[1+( f $0)2]12=
_[1+( f $0+ f1, !1)
2]12 v d!1+O(=)&v&H1(00) ,
whereas, by (2.17),
J12=&:
i
= |
#i+1 =
#i =
u0
x1 {
f $0+ f1, !1
[1+( f1, !1)
2]12
&
p1
P
f $0
(1+ f $20 )
12
[1+( f $0+ f1, !1)
2]12
[1+( f1, !1)
2]12 =
_[1+( f1, !1)
2]12 v d!1+O(=) &v&H 1(00) ,
so that
J 12+J12=O(=) &v&H 1(00) .
Similarly
J 13+J13=O(=) &v&H 1(00) .
Combining these results with (3.13), (3.12) and recalling (3.11), we con-
clude that
|I |C= &v&H 1(00) , I as in (3.9). (3.14)
Thus (3.8) yields
a=(u0+=u1&u= , v)C=&v&H 1(00) . (3.15)
As in Section 1, we extend u0+=u1&u= into 00 without increasing the
H1-norm by more than a multiplicative constant, and then take
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v=(u0+=[u1&u1 | x2=b])&u= in (3.15). Notice that by (0.4) and the defini-
tion of u0 and u1 , the function v vanishes on all of 00"10 . Since the con-
tribution from u1 |x2=b is exponentially small (i.e., O(e
&*b=)), we obtain the
assertion (3.1). K
Remark 3.1. For the ‘‘homogenized’’ function u1 , the Nj (x1 , !) are
defined, for any value x1 , as functions of !. It seems natural in computing
|
D =
B1u1 } v d_!1
to partition the lower part of D = into 1 i and used the homogenized
expression for B1u1 in each arc; see (3.12). Since we need to compare this
integral with the sum J2+J3 , we have also applied the same partition to
J2 and J3 . However, the Nj (x1 , !) were defined as periodic functions of !1
for all !1 real (see (2.15)) and we may alternately replace (3.11) by the
‘‘global’’ formula
|
D =
B1u1 } v d_!1
=|
1 =
1
B1u1 } v
[1+( f1, !1)
2]12
[1+( f $0+ f1, !1)
2]12
d_1= +O(=) &v&H 1(00) , (3.16)
where
f $0= f $0(=!1), f1, !1= f1, !1= f1, !1(=!1 , !1),
and compute the right-hand side again using the homogenized formula for
u1 . This eliminates the need to partition the integrals J2 , J3 . For the 2-scale
problem considered in this section the two methods are equally convenient.
However for the 3-scale problem we have to compare the corresponding
integral  B2u2 with a larger number of other integrals, and in that case the
‘‘global’’ approach is much more convenient than the ‘‘partitioning’’
approach; see Remark 6.2.
4. COMPUTING a=(=2u2 , v)
Introduce the domain
Dx1, !1=[(’1 , ’2); 0<’1<1, f2(x1 , !1 , ’1)<’2<]
and, the lower part of its boundary,
1x1, !1=[’2= f2(x1 , !1 , ’1), 0’11].
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The arc element on 1x1, !1 is
d_’1=[1+( f2, ’1(x1 , !1 , ’1))
2]12 d’1 .
The remaining part of the paper is devoted to the derivation of the estimate
(0.8) with
u1=u1(x, !), u^1=u^1(x), u2=u2(x, !, ’)
where
!1=
x1
=
, !2=
x2& f0(x1)
=
, ’1=
x1
=2
=
!1
=
,
(4.1)
’2=
x2 & f0(x1)&=f1(x1 ,!1)
=2
=
!2 & f1(x1 ,!1)
=
.
With this change of variable,
Dx1 u2=x1u2+
1
=
(!1& f $0(x1) !2& f1, x1(x1 , ’1) ’2) u2
+
1
=2
(’1&[ f $0(x1)+ f1, !1(x1 , !1)] ’2) u2 , (4.2)
Dx2 u2=x2u2+
1
=
!2 u2+
1
=2
’2 u2 .
Under the mapping x  ’ in (4.1), the domain 0= is mapped onto
E =E = {(’1 , ’2);& a=2<’1<
a
=2
, f2(=2’1 , =’1 , ’1)<’2<
b
=2=
and
dx1 dx2 ==4 d’1 d’2 ,
d_’=[1+( f2, ’1+=f2, !1+=
2f2, x1)
2]12 d’1
={[1+( f2, ’1)2]12+=
f2, ’1 f2, !1
[1+( f2, ’1)
2]12
+O(=2)= d’1 .
The structure of u2 will be determined later on, but for now we assume
that
|:u2 |Ce&*’2 ( |:|2) (4.3)
for any partial derivatives of u2(x, !, ’) in the variables x, !, ’.
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Let v be any function in H1(00) vanishing on 00"10 . In this section we
want to recast a=(=2u2 , v) as a boundary integral on 1= plus O(=2) error.
Setting v(x)=v~ (’), we compute
{v=&
1
=
( f1, x1 ’2 v~ , 0)+
1
=2
([’1&( f $0+ f1, !1) ’2] v~ , ’2 v~ ), (4.4)
so that, by (4.2),
=2 |
0=
{u2 } {v dx1 dx2
==2 |
E =
[(’1&( f $0+ f1, !1) ’2) u2 } (’1&( f $0+ f1, !1) ’2) v~
+’2 u2 } ’2 v~ ] d’1 } d’2+=
3J (4.5)
where
=3J|
E =
C=3( |{xu2 |+|{!u2 |+|{’u2 | ) |{’v~ | d’1 d’2
C= |
0=
e&*’2 |{xv| dx1 dx2 (by (4.3))
C= \|0= e
&*’2 dx1 dx2+
12
&v&H1(00)
C= - C=2 &v&H 1(00)=C=
2 &v&H1(00) . (4.6)
Analogously to Sections 2, 3, we introduce the uniformly elliptic operator
L2=
2
’21
&2[ f $0(x1)+ f1, !1(x1 , !1)]
2
’1 ’2
+[1+( f $0(x1)+ f1, !1(x1 , !1))
2]
2
’2
(4.7)
and the (non-tangential variational) boundary operator
B2 .=&’1[.’1&( f $0(x1)+ f1, !1(x1 , !1)) .’2]&&’2[ f $0(x1)+ f1, !1(x1 , !1)]
_[.’1&( f $0(x1)+ f1, !1(x1 , !1)) .’2]+&’2 .’2 , (4.8)
and assume that
L2u2=0. (4.9)
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We want to integrate by parts on the right-hand side of (4.5), moving
’-derivatives from v to u2 . Since u2 depends on ’ also through x and !,
we get, upon using (4.9),
a= (=2u2 , v)=|
E =
=2B2u2 } v d_’
&|
E =
=3L3u2 } v d’1 d’2+=4J +O(=2) &v&H 1(00)
where L3 involves !-derivatives applied to ’-derivatives of u2 , and J
involves x-derivatives applied to ’-derivatives of u2 . By (4.3),
=4 |J ||
E =
C=4e&*’2 |v| d’1 d’2C |
0=
e&*’2 |v| dx1 dx2=2 &v&H 1(00) .
We also easily compute that
L3=\ !1+ f1, !1

!2+\

’1
&( f $0+ f1, !1)

’2+
&

!2 _( f $0+ f1, !1) \

’1
&( f $0+ f1, !1)

’2+&+

!2

’2
. (4.10)
Writing L3 in the form
L3=\ ’1&( f $0+ f1, !1)

’2+\

!1
+ f1, !1

!2+
&\ ’1&( f $0+ f1, !1)

’2+ ( f $0+ f1, !1)

!2
+

!2

’2
& f1, !1!1

’2
(4.11)
and moving the ’-derivatives from L3u2 back into v, we get
&|
E =
=3L3u2 } v d’1 d’2=&|
E =
=3B3u2 } v d_’1+=
3I+=4I
where
B3.=(&’1&( f $0+ f1, !1) &’2)(.!1+ f1, !1 .!2)
&(&’1&( f $0+ f1, !1) &’2)( f $0+ f1, !1) .!2+&’2.!2&&’2 f1, !1!1 (4.12)
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is the boundary operator associated with L3 , and
=3 |I ||
E =
C=3( |{xu2 |+|{!u2 | ) |{’v~ | d’1 d’2C=2 &v&H1(00) ,
=4 |I ||
E =
C=4( |{xu2 |+|{!u2 |+|{’u2 | ) |v| d’1 d’2C=2 &v&H 1(00) ,
as in (4.6).
We conclude:
Lemma 4.1. Under the assumptions (4.3), (4.9),
a=(=2u2 , v)=|
E =
=2(B2 u2) } v d_’&|
E =
=3(B3 u2) } v d_’
+O(=2) &v&H 1(00) , (4.13)
where B2 , B3 are defined by (4.8), (4.12).
5. COMPUTING a=(u0+=u1 , v)
In this section we compute a=(=u1 , v) up to O(=2) error term. Since
u1=u1(x, !) where ! is defined as in (4.1),
2u1=2xu1+
1
=
L0u1+
1
=2
L1u1
where
L0=2
2
!1 x1
& f "0(x1)

!2
&2f $0(x1)
2
!2 x1
+2
2
!2 x2
and L1 is as in (2.1). Since L1u1=0,
a= (=u1 , v)=&= |
0= \2xu1+
1
=
L0u1+ v dx1 dx2
+|
1=
= \u1&= + pu1+ v d_= . (5.1)
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Clearly
} = |0=1 (2xu1) } v dx1 dx2 }C= |0=1 e
&*(x2& f0(x1))= |v| dx1 dx2C=2 &v&H1(00)
and
|
0="0=
1
( |=(2x u1) } v|+|L0u1 } v| ) dx1 dx2
C |
a
&a
|
f0+=f1+=
2f2
f0+=f1
|v| dx1 dx2C=2 &v&H1(00)
(since  |v(x1 , x2)| dx1C&v&H 1(00)). Consequently,
a=(=u1 , v)=|
1=
= \u1&= + pu1+ v d_=&|0=1 (L0u1) v dx1 dx2
+O(=2) &v&H 1(00) . (5.2)
Moving !-derivatives from L0u1 into v, we find that
|
0=
1
(L0u1) v dx1 dx2
==2 |
D =
(L0u1) v d!1 d!2
=&=2 |
D =
[2u1, x1 v!1& f "0(x1) u1 v!2&2f $0(x1) u1, x1v!2+2ux2 v!2] d!1 d!2
+=2 |
D =
(B0 u1) v d_!+=3J0 (5.3)
where
B0.=2&!1 .x1& f "0(x1) &!2 .&2f $0(x1) &!2 .x1+2&!2 .x2 (5.4)
and
=3 |J0 |C=3 |
D =
( |u1 |+|{xu1 |+|{x{!u1 | ) |v| d!1 d!2
C= |
0=
1
e&*!2 |v| dx1 dx2C=2 &v&H1(00) .
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The term &=2 D = on the right-hand side of (5.3) is bounded by
C=|
0=
1
e&*!2 |{xv| dx1 dx2C= \|0=1 e
&*!2+
12
&v&H 1(00)
C=32 &v&H 1(00) . (5.5)
Using these estimates in (5.3) we then obtain, from (5.2)
a=(=u1 , v)=|
1=
= \u1&= + pu1+ v d_=&=2 |D = (B0u1) v d_!
+O(=32) &v&H 1(00) . (5.6)
We shall next evaluate
a=(u0&u= , v)=|
1= \pu0+
u0
&=
& g+ v d_= .
By (1.7) and Taylor’s expansion
\u0&0+Pu0&G+}1===f1(x1 , !1)

x2 \
u0
&0
+Pu0&G+}10+O(=
2).
Since G is independent of x2 and
|
1=
|v| d_=C &v&H 1(00) ,
we obtain
a=(u0&u= , v)
=|
1= \
p
P
G& g+ v d_=+|1= \
u0
&=
&
p
P
u0
&0+ v d_=
+= | 1=
p
P
f1(x1 , !1)

x2 \
u0
&0
+Pu0+}10 v d_=+O(=
2) &v&H 1(00) .
Combining this with (5.6) and Lemma 4.1 we get:
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Lemma 5.1. Under the assumptions (4.3), (4.9),
a=(u0+=u1+=2u2&u= , v)
=|
1= \
p
P
G& g+ v d_=+|1= \
u0
&=
&
p
P
u0
&0+ v d_=
+= |
1=
p
P
f1(x1 , !1)

x2 \
u0
&0
+Pu0+}10 v d_=
+= |
1= \
u1
&=
+ pu1+ v d_=+|E = =
2(B2u2) v d_’
&|
D =
=2(B0 u1) v d_!&|
E =
=3(B3u2) v d_’
+O(=32) &v&H 1(00) . (5.7)
6. COMPUTING =0 ORDER TERMS IN (5.7)
We now want to choose the boundary condition for B2u2 so as to cancel
all =0 order terms in (5.7). We begin by computing these =0 order terms.
Clearly
&=
[ f $0+ f1, !1+ f2, ’1+=( f1, x1+ f2, !1)+=
2f2, ’1 , &1]
[1+[ f $0+ f1, !1+ f2, ’1+=( f1, x1+ f2, !1)+=
2f2, ’1]
2]12
=
( f $0+ f1, !1+ f2, ’1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+=( f1, x1+ f2, !1)
(1, f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32
+O(=2). (6.1)
Similarly
&1= =
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1)
2]12
+=f1, x1
(1, f $0+ f1, !1)
[1+( f $0+ f1, !1)
2]32
+O(=2). (6.2)
Notice that &= is a function of (x1 , !1 , ’1) and &1= is a function of (x1 , !1).
Thus
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=
u1
&= }1==[= {x u1 } &=+[(!1& f $0!2) u1 , !2 u1] } &=]1=
==({x u1)|1=
( f $0+ f1, !1+ f2, ’1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+[(!1& f $0!2) u1 , !2 u1]|1=
( f $0+ f1, !1+ f2, ’1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+=[(!1& f $0!2) u1 , !2u1]|1=
( f1, x1+ f2, !1)(1, f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32
+O(=2),
or
=
u1
&= }1==[= {x u1 } &=+[(!1& f $0!2) u1 , !2 u1] } &=]1=
=
f2, ’1
[1+( f $0+ f1, !1+ f2, ’1)
2]12 {=u1, x1 |1=
+(u1, !1& f $0u1, !2)|1=+=u1, !2 |1=
f1, x1+ f2, !1
1+( f $0+ f1, !1+ f2, ’1)
2=
+=({xu1)|1=1
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+[(!1& f $0!2) u1 , !2 u1]|1=1
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+=f2!2[(!1& f $0!2) u1 , !2u1]|1=1
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+=[(!1& f $0 !2) u1 , !2u1]|1=1
( f1, x1+ f2, !1)(1, f $0+ f1, !1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32
+O(=2)
#I1+=I2+O(=2), (6.3)
where
I1=
f2, ’1
[1+( f $0+ f1, !1+ f2, ’1)
2]12
(u1, !1& f $0 u1, !2) }1=
+[(!1& f $0!2) u1 , !2 u1]|1=1
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
#I11+I12 ,
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and
I2=
f2, ’1
[1+( f $0+ f1, !1+ f2, ’1)
2]12
_{u1, x1 |1=+u1, !1 |1=
f1, x1+ f2, !1
1+( f $0+ f1, !1+ f2, ’1)
2=
+({xu1)|1=1
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+ f2 !2[(!1& f $0 !2) u1 , !2 u1]|1=1
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+[(!1& f $0 !2) u1 , !2 u1]|1=1
( f1, x1+ f2, !1)(1, f $0+ f1, !1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32
.
Notice that
I12=
[1+( f $0+ f1, !1)
2]12
[1+( f $0+ f1, !1+ f2, ’1)
2]12
B1u1 . (6.4)
The reason we choose to evaluate some expressions in I1 , I2 on 11= is
because we want to take advantage of the information given on the bound-
ary expression B1u1 . Thereafter we shall go back to represent all functions
by their values on 1= . A direct computation (using (2.3)) shows that
I12=
[1+( f1, !1)
2]12
[1+( f $0+ f1, !1+ f2, ’1)
2]12
B1u1 | 1=1
=
1
[1+( f $0+ f1, !1+ f2, ’1)
2]12 {&\
p1
P
G& g1+ [1+( f $0+ f1, !1)2]12
+
u0
x1 }1=1 _&( f $0+ f1, !1)+
p1
P
f $0
(1+ f $20 )
12 (1+( f $0+ f1, !1)
2)12&
+
u0
x2 }1=1 _1&
p1
P
1
(1+ f $20 )
12 (1+( f $0+ f1, !1)
2)12&=
=
1
[1+( f $0+ f1, !1+ f2, ’1)
2]12 {&\
p1
P
G& g1+ [1+( f $0+ f1, !1)2]12
+
u0
x1 }1= _&( f $0+ f1, !1)+
p1
P
f $0
(1+ f $20 )
12 (1+( f $0+ f1, !1)
2)12&
+
u1
x2 }1= _1&
p1
P
1
(1+ f $20 )
12 (1+( f $0+ f1, !1)
2)12&=+O(=2), (6.5)
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where we used the fact that u0 is independent of !, ’ and
|({u0)1=1&({u0)1= |C=
2.
We next compute the arc elements. It is clear that
d_= {[1+( f $0+ f1, !1+ f2, ’1)2]12
+=
( f1, x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+O(=2)= dx1 . (6.6)
Combining all the terms, we have proved:
Lemma 6.1.
= |
1=
u1
&=
v d_= R1+=R2+O(=2), (6.7)
where
R1=|
a
&a
(I11+I12)[1+( f $0+ f1, !1+ f2, ’1)
2]12 v | 1= dx1 , (6.8)
and
R2=|
a
&a
I2[1+( f $0+ f1, !1+ f2, ’1)
2]12 v |1= dx1
+|
a
&a
(I11+I12)
( f1 , x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
v }1= dx1 , (6.9)
where the variable for all the functions are (x1 , =x1 , =2x1).
A similar computation for the second term on the right-hand side of
(5.7) yields the following result:
Lemma 6.2.
|
1= \
u0
&=
&
p
P
u0
&0+ v d_= S1+=S2+O(=2) &v&H1(00) (6.10)
where
S1=|
a
&a {_{xu0 } [( f $0+ f1, !1+ f2, ’1), &1]
&
p
P
u0
&0
[1+( f $0+ f1, !1+ f2, ’1)
2]12& v=}1= dx1 (6.11)
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and
S2=|
a
&a {_{xu0 } [( f $0+ f1, !1+ f2, ’1), &1]
&
p
P
u0
&0
[1+( f $0+ f1, !1+ f2, ’1)
2]12& v=}1=
_
( f1, x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]
dx1
+|
a
&a {{xu0 }
( f1, x1+ f2, !1)[1, ( f $0+ f1, !1+ f2, ’1)]
1+( f $0+ f1, !1+ f2, ’1)
2 v=}1= dx1 . (6.12)
For the first term on the right-hand side of (5.7), we obtain, by using
(6.6):
Lemma 6.3.
|
1= \
p
P
G& g+ v d_= T1+=T2+O(=2) &v&H 1(00) (6.13)
where
T1=|
a
&a {\
p
P
G& g+ [1+( f $0+ f1, !1+ f2, ’1)2]12 v=}1= dx1 , (6.14)
and
T2=|
a
&a {\
p
P
G& g+
( f1, x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
v=}1= dx1 . (6.15)
Next, we compute the term in (5.7) involving B2u2 . Since
d_’={[1+ f 22, ’1]12+=
f2, !1 f2, ’1
[1+ f 22, ’1]
12+O(=
2)= d’1 , =2 d’1=dx1 ,
we have the ‘‘global’’ formula (cf. Remark 3.1):
Lemma 6.4.
|
E =
=2(B2u2) v d_’=U1+=U2+O(=2) &v&H 1(00) (6.16)
84 FRIEDMAN, HU, AND LIU
File: ARCHIV 325732 . By:BV . Date:26:05:97 . Time:15:44 LOP8M. V8.0. Page 01:01
Codes: 2657 Signs: 865 . Length: 45 pic 0 pts, 190 mm
where
U1=|
a
&a
[(B2 u2)[1+ f 22, ’1]
12 v]1= dx1 , (6.17)
and
U2=|
a
&a {(B2u2)
f2, !1 f2, ’1
[1+ f 22, ’1]
12 v=1= dx1 . (6.18)
We now wish to choose the boundary condition for B2u2 so that all =0
order terms in Lemmas 6.16.4 cancel out, i.e., so that U1+R1+S1+
T1=0. We take
u2(x, !, ’)=M0(x1 , !1 , ’1 , ’2)
+{u0x1
f $0(x1)
(1+ f $20 )
12&
u0
x2
1
(1+ f $20 )
12= M1(x1 , !1 , ’1 , ’1)
+{u1!1& f $0(x1)
u1
!2
&
u0
x1= M2(x1 , !1 , ’1 , ’2), (6.19)
where
B2M0=\p1 GP & g1+
[1+( f $0+ f1, !1)
2]12
[1+( f2, ’1)
2]12
&\pGP & g+
[1+( f $0+ f1, !1+ f2, ’1)
2]12
[1+( f2, ’1)
2]12
(6.20)
B2M1= &
p1
P
[1+( f $0+ f1, !1)
2]12
[1+( f2, ’1)
2]12
+
p
P
[1+( f $0+ f1, !1+ f2, ’1)
2]12
[1+( f2, ’1)
2]12
(6.21)
and
B2M2=&
f2, ’(x1 , !1 , ’1)
[1+( f2, ’1)
2]12
. (6.22)
We first make sure that such Mj ( j=0, 1, 2) exist.
Lemma 6.5. There exist unique functions Mj ( j=0, 1, 2) satisfying
(6.20)(6.22) and
L2Mj=0 in Dx1, !1 , (6.23)
|
Dx1, !1
|{Mj | 2 d’1 d’2<, (6.24)
Mj (x1 , !1 , ’) is 1-periodic in ’1 ; (6.25)
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furthermore
|Mj (x1 , !1 , ’)|Ce&*’2 in Dx1, ‘1 (*>0). (6.26)
Proof. In view of Theorem 2.1, all we need to do is to verify the compati-
bility condition. We compute, using d_’1=[1+( f2, ’1(x1 , !1 , ’1))
2]12 d’1 ,
|
1x1, !1
[Right-hand side of (6.20)] d_’1
=|
1
0 {\
p1G
P
& g1+
[1+( f $0+ f1, !1)
2]12
[1+( f2, ’1)
2]12
&\pGP &g+
_
[1+( f $0+ f1, !1+ f2, ’1)
2]12
[1+( f2, ’1)
2]12 = [1+( f2, ’1)2]12 d’1
=\p1 GP & g1+ [1+( f $0+ f1, !1)2]12
&\p1 GP & g1+ [1+( f $0+ f1, !1)2]12
=0,
|
1x1, !1
[Right-hand side of (6.21)] d_’1
=&
p1
P
[1+( f $0+ f1, !1)
2]12+
p1
P
[1+( f $0+ f1, !1)
2]12
=0,
|
1x1, !1
[Right-hand side of (6.22)] d_’1=|
1
0
f2, ’1 d’1=0,
(the x1 and !1 are parameters in these equations). K
We note that since the right-hand sides of (6.20)(6.22) are 1-periodic in
!1 , the functions Mj are also 1-periodic in !1 . We extend these functions by
periodicity to all real !1 , ’1 .
With the above construction of u2 one can now directly verify that all the
=0-terms in (5.7) are cancelled out.
Remark 6.1. If we break E = into strips
Ej=E = & {
#j
=2
<’1<
#j+1
=2 =
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in all the terms in (5.7) (instead of using the ‘‘global’’ formula (6.16) with
u1 , u2 as in (6.18)), the verification that all the =0-terms cancel out then
becomes more complicated, since we have to partition a relatively large
number of terms; (cf. Remark 3.1).
7. A CORRECTION TERM a=(=u^1 , v)
We have proved so far that with the functions u1(x, !) defined in Sec-
tion 2 and u2(x, !, ’) defined in Section 6,
a=(u0+=u1+=2u2&u= , v)== :
j
Kj+O(=32) &v&H 1(00) ,
where =Kj include the = order terms in (5.7), plus all the = order terms in
Lemmas 6.16.4. In this section we introduce a correction term a=(=u^1 , v)
that will cancel out = j Kj , up to O(=32) error.
For any given function of the form g~ = g~ (x1 , !1 , ’1), 1-periodic in !1 and
in ’1 , let u~ 1=u~ =1 be the solution of the following problem:
2u~ 1=0 in 0= ,
u~ 1
&=
+ p \x1 , x1= ,
x1
=2+ u~ 1= g~ \x1 ,
x1
=
,
x1
=2+ on 0=
u~ 1=0 on 0="1= .
We define u^1=u^1(x) to be the solution of the homogenized problem
2u^1=0 in 00 ,
u^1
&0
+P(x1) u^1=G (x1) on 00 (7.1)
u^1=0 on 00 "10 ,
where P(x1) is defined in Section 1, and
G (x1)=
1
- 1+ f $0(x1)2
|
1
0
|
1
0
g~ (x1 , !1 , ’1)
_[1+[ f $0(x1)+ f1, !1(x1 , !1)+ f2, ’1(x1 , !1 , ’1)]
2]12 d!1 d’1 .
(7.2)
By Theorem 1.1,
&u^1&u~ 1 &H 1(0=)C=
12.
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It follows that
a=(=u^1 , v)=a=(=u~ 1 , v)+a=(=(u^1&u~ 1), v)
=a=(=u~ 1 , v)+O(=32) &v&H1(00) , (7.3)
and
a=(u0+=(u1+u^1)+=2u2&u= , v)
== |
1=
g~ v d_=+= :
j
Kj+O(=32) &v&H 1(00) . (7.4)
To determine g~ , we need to calculate the =0 parts of the Kj terms. Clearly,
K1=|
1=
p
P
f1(x1 , !1)

x2 \
u0
&0
+Pu0 +}10 v d_= ,
K2=|
1=
pu1 v d_= ,
K3=&|
D =
=(B0u1) v }1 =1 d_! , = d_!=[[1+( f1, !1)
2]12+O(=)] dx1 ,
K4=&|
E =
=2(B3u2) v d_’ , =2 d_’=[[1+( f2, ’1)
2]12+O(=)] dx1 ,
K5=R2 , K6=S2 , K7=T2 , K8=U2 ;
here v in all the integrals is taken on 1= , with the only exception of K3 ,
where it is taken on 11= . Since dist(1
1
= , 1=)<C=
2,
} |D = =(B0u1) v }1=1 d_!&|D = =(B0u1) v }1= d_! }C= &v&H 1(00) .
Thus also the v in K3 can be taken on 1= .
If we write
Ki=|
a
&a
K i v[1+( f $0+ f1, !1+ f2, ’1)
2]12 dx1+O(=) &v&H 1(00) ,
then by a direct computation we find that
& g~ =:
j
K j , (7.5)
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where
K 1=
p
P
f1

x2 \
u0
&0
+Pu0 +}10 ,
K 2=pu1 ,
K 3= &(B0 u1)
(1+ f 21, !1)
12
[1+( f $0+ f1, !1+ f2, ’1)
2]12
,
K 4= &(B3 u2)
(1+ f 22, ’1)
12
[1+( f $0+ f1, !1+ f2, ’1)
2]12
,
K 5=\
f2, ’1
[1+( f $0+ f1, !1+ f2, ’2)
2]12 {u1, x1+u1, !1
f2, x1+ f2, !1
1+( f $
0+ f1, !1+ f2, ’1)
2=
+({xu1) }
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
,
+ f2!2[(!1& f $0 !2) u1 , !2 u1] }
( f $0+ f1, !1 , &1)
[1+( f $0+ f1, !1+ f2, ’1)
2]12
+[(!1& f $0!2) u1 , !2 u1] }
( f1, x1+ f2, !1)(1, f $0+ f1, !1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32+
+\
( f1, x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32 { f2, ’1 } (u1, !1& f $0u1, !1)
&\p1P G& g1 + [1+( f $0+ f1 , !1)2]12+
u0
x1 _&( f $0+ f1, !1)
+
p1
P
f $0
(1+ f $20 )
12 (1+( f $0+ f1, !1)
2)12&
+
u0
x2 _1&
p1
P
1
(1+ f $20 )
12 (1+( f $0+ f1, !1)
2)12&=+
K 6=\
( f1, x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32 {{xu0 } [( f $0+ f1, !1+ f2, ’1), &1]
&
p
P
u0
&0
[1+( f $0+ f1, !1+ f2, ’1)
2]12=
+
( f1, x1+ f2, !1)
[1+( f $0+ f1, !1+ f2, ’1)
2]32
{xu0 } [1, ( f $0+ f1, !1+ f2, ’1)]+ ,
K 7=\pP G& g+
( f1, x1+ f2, !1)( f $0+ f1, !1+ f2, ’1)
1+( f $0+ f1, !1+ f2, ’1)
2 ,
K 8=(B2 u1)
f2, !1 f2, ’1
(1+ f 22, ’1)
12 [1+( f $0+ f1, !1+ f2, ’1)
2]12
.
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Since
|({xu0)10&({xu0)1= |C=,
and
|(:u1)1 =1&(
:u1)1= |C= (
:=:1x 
:2
! , |:1 |+|:2 |2)
we may take in the above formula the derivatives of u0 to be evaluated at
10 , i.e., at (x1 , f0(x1)). Similarly, the derivatives of u1 can be evaluated at
11= , i.e., at (x1 , f0(x1), !1 , f1(x1 , !1)). The terms involving u2 are evaluated
at 1= , i.e., at (x1 , f0(x1), !1 , f1(x1 , !1), ’1 , f2(x1 , !1 , ’1)). With these
definitions, it is clear that the expression for g~ is a function of (x1 , !1 , ’1),
and does not explicit depend on =. It follows that G (x1) is a function inde-
pendent of =.
With g~ defined by (7.5), (7.4) yields the estimate
a=(u0+=(u1+u^1)+=2u2&u= , v)C=32 &v&H1(00) .
Choosing v=u0+=(u1+u^1)+=2u2&u=&(=u1+=2u2) |x2=b (here we use
the assumption (0.4)), we then obtain the following results:
Theorem 7.1. There exists a constant C such that
"u=(x)&u0(x)&= _u1 \x, x1= ,
x2& f0(x1)
= ++u^1(x)&
&=2u2 \x, x1= ,
x2& f0(x1)
=
,
x1
=2
,
x2& f0(x1)&=f2(x1 , x1 =)
=2 +"H 1(0=)
C=32 (7.6)
where u2 and u^1 are defined in (6.20)(6.25) and (7.1), (7.2), (7.5).
Observe that if f2 #0, p= p(x1 , x1 =) and g= g(x1 , x1 =) then p1= p
and g1= g so that the right-hand sides of (6.20)(6.22) vanish. Conse-
quently u2 #0.
Let A be any positive number, and introduce
0A, ==0= & [(A=)-neighborhood of 1=].
For the application to semiconductor processing mentioned in the Intro-
duction, one is interested in analyzing or computing u= in a region like
0A, = . For such a region, =u^1 is insignificant in the H 1-norm since
&=u^1&H 1(0A, =)C=
32,
which is the same bound as in (7.6).
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From Theorem 7.1 and the above remarks we conclude:
Corollary 7.2. If f2 #0, p= p(x1 , x1 =) and g= g(x1 , x1 =), then
"u=(x)&u0(x)&= _u1 \x, x1= ,
x2& f0(x1)
= ++u^1(x)&"H 1(0=)C=
32 (7.7)
and, consequently, for any A>0,
"u=(x)&u0(x)&=u1 \x, x1= ,
x2& f0(x1)
= +"H1(0A, =)C$=
32 (7.8)
where C$ is a constant depending on A.
The estimate (7.7) is a rather surprising improvement of (0.5). The
estimate (7.8) shows that in the regions of interest, 0A, = , the sum u0+=u1
approximates u= (in the H 1-norm) to the larger power =32 than the power
= which is inferred from (0.5). We anticipate that, similarly, if f2 0 then
u0+=u1+=2u2 approximate u= in the H 1(0A, =) to the power =2.
8. GENERALIZATIONS
Remark 8.1. In Theorem 3.1 we assumed that f10, f20. Suppose we
drop the assumption f10. Setting
f 0(x1)=f0(x1)&A=, A>sup | f1 |,
f 1(x1 , !1)=f1(x1 , !)+A,
we have
1= : x2= f 0(x1)+=f 1 \x1 , x1= ++=2f2 \x1 ,
x1
=
,
x1
=2+ .
The methods of Sections 13 extend to the present case (using the fact that
f 10), yielding the estimate
"u=(x)&u~ 0(x)&=u~ 1 \x, x1= ,
x1& f 0(x1)
= +"H 1(0=)C=,
where u~ 1 is expressed in terms of u~ 0 as in the case of u1 and u0 . By elliptic
estimates
|{ j (u~ 0(x)&u0(x))|C= ( j=0, 1)
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and this implies that
"u=(x)&u0(x)&=u1 \x, x1= ,
x1& f0(x1)
= +"H 1(0 =)C=,
where 0 = 0= & 00 . This argument extends to the case when f2 is not
necessarily 0, as well as to the estimate (0.8).
Remark 8.2. In this paper we have perturbed 10 in the x2 -direction.
The results can be extended to the case where 10 is perturbed along any
other vector field. Consider for example perturbation along the normal n :
We represent 10 in the vector form x =F9 0(s) (where s is the length
parameter), and 1= in the form
1= : x =F9 0(s)+n (s) _=f1 \s, s=++=2f2 \s,
s
=
,
s
=2+& .
Introducing orthonormal coordinates (s, t) (t is the distance in the normal
direction at F9 0(s)), we need to make change of variables from x to
!=(s=, t=). This results in a Jacobian with determinant
det \!x+==2+A1 =3+A2=4+O(=5),
where A1 0 in general. Similarly
det \’!+==2+E1=3+E2 =4+O(=5).
The presence of the coefficients Ai , Ei results in some modifications in the
expression for u1 , u2 , u^1 .
Remark 8.3. Consider an n-dimensional domain 0= whose boundary
consists of two parts: 1 and 1= ; 1 is independent of = and 1= has the form
xn= f0(x$)+=f1 \x$, x$= ++=2f2 \x$,
x$
=
,
x$
=2+ ,
where x$=(x1 , ..., xn&1). We assume that f1(x$, !$) and f2(x$, !$, ’$) are
1-periodic in each of the components of !$, ’$. We also assume that p and
g have a periodic structure similar to f2 , and consider the problem (0.2).
One can easily extend the proof of (0.7), where P, G are the appropriate
averages of p and g. Similarly, one can extend the proof of the estimates
(0.5), (0.8)) with Nj , Mj defined in a rather obvious way.
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Remark 8.4. The results of this paper extend to the case where we
impose other boundary conditions on u= . For example, if
u=
&
+qu= h on 0="1= ,
then the only difference occurs in the definition of u0 : (1.8) is replaced by
u0
&
+qu0=h on 00"10 .
The methods of this paper can be extended to general elliptic equations
and elliptic systems, as well as parabolic systems.
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