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We construct metastable long-living hexagonal lattices with appropriately modified Morse inter-
actions and show that highly-energetic solitons may be excited moving along crystallographic axes.
Studying the propagation, their dynamic changes and the relaxation processes it appears that lump
solitons create in the lattice running local compressions. Based on the tight-binding model we inves-
tigate the possibility that electrons are trapped and guided by the electric polarization field of the
compression field of one soliton or two solitons with crossing pathways. We show that electrons may
jump from a bound state with the first soliton to a bound state with a second soliton and changing
accordingly the direction of their path. We discuss the possibility to control by this method the path
of an excess electron from a source at a boundary to a selected drain at another chosen boundary
by following straight pathways on crystallographic axes.
PACS numbers: 05.45.YvSolitons, 63.20.RyAnharmonic lattice models, 71.38.-kPolarons and electron-
phonon interactions, 73.63.-bElectric transport in nanoscale materials
1. Introduction
The present work is motivated by two timely events.
On the one hand nowadays the world of atomically
thin two-dimensional (layered) materials and some
metamaterials is becoming of extraordinary interest
[1–11]. On the other hand, a useful tool for the
exploration of two-dimensional layered materials are
(linear and nonlinear) surface acoustic waves (SAW)
[12–21]. Linear and nonlinear SAW propagating in a
homogeneous elastic medium, piezoelectric, or otherwise,
exhibit no dispersion. If the medium is nonlinear, as
e.g. in anharmonic crystal lattices, an initial sinusoidal
SAW can create higher harmonics which may grow
without being inhibited by dispersion. Dispersion can
be introduced by coating the medium with a thin film of
another material with elastic and structural/mechanical
properties different from those of the substrate. Then by
an appropriate choice of the film thickness, the effects
of nonlinearity and dispersion can locally balance each
other thus sustaining solitons as long ago Nayanov and
others observed [13–21]. The SAW offer the possibility
of acoustic charge transport in semiconductor het-
erostructures and even the possibility of charge transfer
on demand. Such form of transport is reminiscent of
electron “surfing” [22–26]. As high amplitude SAW tend
to deform to sawtooth shape and eventually break, the
suggestion coming from our theory is that for electron
surfing, irrespectively of the scale involved, solitons
should be better carriers than linear waves. In particular
we are interested in the possibility of controlling the
path of electrons at the nanoscale.
In view of the above, as a paradigmatic model here we
study a special representative of the class of hexagonal
(2d) lattices (Fig. 1) by focusing on a very simple model
of nonlinear excitations coupled to tight-bound electrons
[27].
2. Modeling a long living metastable hexagonal
lattice
We consider systems of 102 − 103 atoms on a plane
(up to 1600) interacting with a Morse potential where
atoms repel each other exponentially and attract each
other with weak dispersion forces (Fig. 2). Such po-
tential is of current use in physics and chemistry and it
was the first interatomic potential based on quantum me-
chanics. In addition the lattice units interact with one
or a few added excess electrons. Now before proceed-
ing to the hexagonal lattice it is worth recalling that for
a triangular lattice, which is topologically the basis of
2d lattices, the Morse potential that rules out overcount-
ing the unphysical influence of neighbors outside the first
2neighborhood of each atom is [27, 28]
V (r) = D {exp[−2b(r − σ)]− 2 exp[−b(r − σ)]} , (1)
where
r = |rn − rj |. (2)
Yet for a realistic description of some quite significant
hexagonal crystals like a graphene lattice, the Morse in-
teraction is not sufficient. For the latter Savin et al. use a
composite expression consisting of at least 5 components
[29]:
U =
∑
U1 +
∑
U2 +
∑
U3 +
∑
U4 +
∑
U5 (3)
The first part is a sum of Morse potentials eq. (1) with
the parameters
1 = D = 4.9632eV, σ = 1.418A˚, b = 1.7889A˚
−1 (4)
The contribution U2 models the deformation energy of
the angles between the valence bonds having the form
U2(r1, r2, r3) = 2[cos(ϕ)− cos(ϕ0)]2, (5)
cos(ϕ) = (r3 − r2, r1 − r2)/(|r3 − r2)| · |r2 − r1)|) (6)
with the energy 2 = 1.3143eV . For our purpose here
we will use only the first part in a modified version and
show that there exists already a long living metastable
hexagonal lattice. There is no need of making explicit
the other components which are responsible for the
stability of the stable real ground state of the hexagonal
lattice. Our basic assumption is that for the inves-
tigation of very short excitations as studied here, a
metastable hexagonal lattice suffices.
3. Excitation of solitons in the hexagonal lattice
The excitations of the lattice are created by external
perturbations like mechanical or electrical shocks gener-
ated, e. g., by contacts of the tip of an electron field
microscope with a suitable anharmonic crystal lattice.
In our molecular dynamics computer simulations we shall
use a code which instead of the coordinates xj , yj uses the
complex coordinates
Zj = xj + iyj , (7)
which has the advantage that distances may be easily
expressed by absolute values of Z, e.g.,
|r1 − r2| = |Z1 − Z2| (8)
and the angles by imaginary parts of logs, e.g.,
ϕ(r1, r2, r3) = Im
(
ln
|Z3 − Z2|
|Z1 − Z2|
)
. (9)
The complex configuration Z (with x, y measured in units
of σ) simplifies all calculations. In order to focus on the
generic features we will neglect later all contributions be-
yond U1. This is a serious limitation of our approach
which needs some comments. Indeed, the ground state
of Morse-type potentials is always a triangular lattice.
Therefore as already noted hexagonal configurations with
a potential of type U1 represent a local minima of the
potential landscape. In order to make the configuration
stable long enough to allow for transport we need at least
the angle-dependent part U2. However for a first study
of excitations with characteristic scale much shorter than
the relaxation to the real (triangular) ground state, a
model based solely on U1 might suffice. For such a pur-
pose we play with the stiffness and the cut-off radius of
the potential. According to the Savin model, the stiff-
ness of graphene is around bσ ' 2.5. In order to create
sufficiently deep side-minima in the hexagonal configu-
ration and allow for solitonic excitation, we fix here the
effective stiffness parameter in the simplified model to a
higher value bσ = 8. To describe a hexagonal lattice,
instead of (1) we use for the hexagonal lattice
V (r) = D {exp [−2b(r − σ)]− 2 exp [−b(r − σ)]} ·
· {1 + exp[(r − d)/2ν]}−1 . (10)
This guarantees that, unlike Eq. (1), the force of interac-
tion and the derivative of this force do not have a strong
discontinuity at the cut-off point. The cut-off “interac-
tion radius” is assumed to be 1.5σ, together with param-
eter values d = 1.35σ and ν = 0.025σ. In Fig. 2 the
original Morse potential (1) is shown in green (lower dot-
ted line) and the modified one (10) in red (upper solid
line). Beyond the cut-off radius the potential is set to
zero. With this choice of the potential we expect to cre-
ate side-minima of the potential landscape (see Fig. 1)
which are stable long enough even under dynamic condi-
tions and allow us to study the lattice interaction with
electrons. The Hamiltonian of our 2d lattice consists
ReZ
ImZ
Figure 1: Scheme of a hexagonal lattice, represented in com-
plex lattice coordinates Z. The crystallographic axes along
which (lump) solitons may propagate are shown as thin (red)
lines.
of a classical lattice component Ha, and the contribu-
tion of the electrons He, which includes the interactions
with the lattice deformations. For the lattice part, the
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Figure 2: Interaction between lattice particles: Comparison
of the original Morse potential (green, lower dotted line) with
the “truncated” Morse potential (red upper line) used for our
computer simulations (parameter values bσ = 8, d = 1.35σ,
ν = 0.025σ).
Hamiltonian is
Ha =
m
2
∑
n
v2n +
1
2
∑
n,j
V (rn, rj). (11)
The subscripts locate the atoms all with equal mass, m,
at lattice sites and the summations run from 1 to N
[27, 28, 30]. For visualization and tracking the atomic
electron densities we model the atoms as little spheres
with “core” electrons represented by a Gaussian distri-
bution centered at each lattice site (Fig. 3):
ρ(Z, t) =
∑
|Z−Zn(t)|<1.5
exp
[
−|Z − Zn(t)|
2
2λ2
]
. (12)
In order to follow the evolution of localized excitations
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Figure 3: The Gaussian core electron probability ρ visualizing
the hexagonal lattice structure at rest.
from now on we only plot the difference ρex between the
density of the excited lattice and the equilibrium lattice
which is taken as reference zero value. To study the non-
linear excitations of the lattice and the possible electron
transport we need the coordinates of the (point) particles
at each time and the interaction of lattice deformations
with electrons. Coordinates of particles are obtained by
solving the equations of motion of each particle under
the influence of all possible forces. The latter may also
include weak friction and random forces as accounted by
a Langevin model, not to be considered here. Using com-
plex coordinates Z = x+ iy the Newtonian deterministic
equations corresponding to the lattice Hamiltonian (11)
are
d2Zn
dt2
=
∑
k
Fnk(|Znk|)znk (13)
where index n identifies a particle among all N par-
ticles of the ensemble. Further Znk = Zn − Zk and
znk = (Zn − Zk)/|Zn − Zk| is the unit vector defining
the direction of the interaction force Fnk, corresponding
to the Morse potential, between the n-th and the k-th
atoms in the lattice. As mentioned above, we consider
dimensionless spatial coordinates rescaled with σ as unit
length. Time is normalized to the inverse frequency
of linear oscillations near the minimum of the Morse
potential well, ω−10 , whereas energy is scaled with
2D. In view of the above only those lattice units with
coordinates Zk, satisfying the condition |Zn −Zk| < 1.5,
are taken into account in the sum in Eq. (13). In
computer simulations the interaction of lattice units is
considered to take place inside a rectangular cell Lx · Ly
with periodic boundary conditions and depending on
the symmetry of an initial distribution of units and
their number N . The initial condition is defined by
the regular hexagonal configuration. Using data about
trajectories of particles Zn(t) and their velocities we
calculate the lattice atom distribution described by the
core electron probability density ρ(Z, t).
In Fig. 4 we show a track of the running excitation
(in a “bubble chamber representation”) which was
created by pushing just one atom in the direction of the
crystallographic axis x. We show the space and time
evolution of the initial soliton density peak for the time
interval ∆t = 30.
The soliton which is moving along a crystallographic
axis was excited by a strong pulse of velocity v0 imposed
at t = 0 to the 2nd atom in the 10th row with rather high
energy (relative to 2D) mv20/2. The highly energetic soli-
ton excited in this way is quite long lasting in its motion
along the chosen crystallographic axis. In some sense
such a soliton is like a crowdion or a mobile breather
(see, e.g., [31–33]). Transverse excitations and thermal
collisions do not play a significant role for ∆t < 20, then
the transverse distortion starts to grow. The snapshot
of the lattice state shows that the head of the soliton
is already at position 30 but the changes in the lattice
are still seen along the path. The very left dark points
remember the initial kick. What follows is the dynamic
reconstruction of the lattice including also emission of
phonons [33]. Only after a finite time the lattice returns
more or less to the ordered crystalline state. In the
intermediate time we can say that the lattice is in a
non-crystalline state and unable to allow for solitons to
4Figure 4: Soliton excitation in a hexagonal Morse lattice. Cu-
mulative series of snapshots of the lattice atoms in the course
of time. A track of the excitation is seen in “bubble cham-
ber representation” of the running soliton density ρex for a
time interval ∆t = 30 in a cumulative sequence as time pro-
ceeds. Upper panel: The soliton is excited by a strong pulse
with velocity v0 = 2 (in units ωσ) imposed to one atom in
a crystallographic direction. Lower panel: The lattice state
of deformation at time t = 30. We note that for t > 20 the
lattice deformation is already very much extended laterally.
Lattice size: N = 1600.
cross the path. Any second soliton which crosses the
trace of a soliton in the delay time will get stuck. Let us
show next that this effect makes it possible to control
the path of an electron. We show the dynamics changes
in the lattice around a passing soliton or solectron lead
locally to some reversible local perturbation creating a
special non-crystalline transient state which is essentially
connected with phonon radiation (Fig. 4). After a finite
time which is larger than 40 time units in our examples
the lattice returns to an ordered lattice state. In the
intermediate time the lattice is not able to support
solitons which are crossing the path. This time delay can
be used to advantage for a form of control of electron
transport.
From the length of the cumulative path and the time
interval we may estimate the velocity. It appears
that this strong local compression moves with velocity
exceeding the sound velocity with a lifetime of at least
several time units. Indeed, they advance for a few
picoseconds with nearly unaltered profile and precisely
this robustness is the reason why we can identify them
by the proposed visualization method. Note that the
2d solitons observed here are similar to the so-called
lump solutions of the Kadomtsev - Petviashvili equation
[30, 34, 35].
4. Electron hopping dynamics in the hexagonal
lattice
Let us now focus on the role played by one or several
non-interacting electrons embedded into the atomic lat-
tice, possibly as a result of doping, injection or photoex-
citation. Following Davydov [36], a soliton is connected
with a deformation density of the lattice along its path.
In order to study the evolution of the quantum states
of the additional electrons interacting with the atoms in
the 2d-lattice, we use the tight binding approximation
(TBA) [27]
Hel =
∑
n
Enc
+
n cn +
∑
n,n′
tn,n′(rn′ − rn)c+n′cn, (14)
where tn,n′ is the transition matrix. Here we assume
only one quantum state of electrons per site and transi-
tions between rn and r
′
n. The transition matrix elements
tn,n′ depend on the atomic distances, tn,n′ = t(rn′ − rn).
We assume an exponential expression for the transition
probabilities [27]
tn,n′ = V0 exp[−αh|rn − rn′ |] . (15)
The range parameter αh can be related to the tunneling
probability that decreases exponentially with distance.
A full quantum mechanical description of the electrons
in the field of the fast changing lattice is rather difficult.
To simplify this situation we postulate as model for the
electron dynamics N Schro¨dinger equations in TBA for
the complex amplitudes cn given in dimensionless units
by [37–39]
i
dcn
dt
= 0cn − τ exp(αbσ)
∑
|Zn−Zm|<1.5
cm exp(−α|Z ′n − Z ′m|)(16)
where the amplitude belongs to the quantum state of
atom n (n = 1...N) located at Zn = xn + iyn, further we
use τ = V0/~ω0, α = αhb−1, Z ′ = bσZ.
We do not assume any regular order of the atoms, except
at t = 0, where an hexagonal lattice configuration is as-
sumed. The electrons may hop between the lattice sites,
the constant energy 0 of electrons at lattice site n is
irrelevant for the dynamics. The sum n 6= m in the tran-
sition term is extended over pairs with distance smaller
than 1.5σ. Quantum transitions occur preferentially be-
tween nearby lattice sites. Then the complex Newtonian
5Figure 5: Hexagonal Morse lattice with a soliton generated
at t = 0 by a strong kick v0 = 2 at left boundary. At the
same time a Gaussian electron is generated and placed near
to the soliton. Upper panel: The lattice state is presented
as a cumulative snapshot at time t = 15. Lower panel shows
the external electron probability density at t = 15. N =
1600, bσ = 8, v0 = 2.
equations read:
d2Z ′n
dt2
=
∑
|Zn−Zm|<1.5
[
exp(bσ − |Z ′n − Z ′m|)
·(1− exp(bσ − |Z ′n − Z ′m|) + 2αV exp(α(bσ − |Z ′n − Z ′m|))
]
·Re(cncm∗) Zn − Zm|Zn − Zm| . (17)
(V = V0/(2D)). We assume that the mechanical excita-
tions are strong enough to dominate the evolution of the
system. Throughout the simulations presented below we
fix the hopping parameters to
τ = 10, α = 1, V = 1.
Here we work in the region of low enough temperatures,
where the temperature influence is negligible, and use
as model for the electron dynamics the N Schro¨dinger
equations (16). Note that the approach may be ex-
tended to the motion of electron pairs as shown, e.g., in
[40]. For higher temperatures one useful approach is to
consider the electron dynamics as a Monte Carlo process.
5. Controlling the path of an electron as soliton
assisted motion
Our idea of controlling the path of electrons is based on
the properties of the deformations explained in Section 3.
Just in the moment before the soliton/solectron crosses a
certain point on its path on a crystallographic axis (which
is here parallel to the lower boundary) we let another
soliton (with otherwise same parameter values) starting
from the lower boundary cross its path. The first soliton
will stop for a while since it moves to a messy (non-
crystalline) lattice region. However, the electron sitting
on the first soliton, due to its delocalized nature, may
“see” the potential of the second soliton which just came
along and jumps onto it. This is illustrated in Figs. 6, 7
and 8.
In the electron trapping process, the local lattice
compressions significantly deform the potential land-
scape acting on added excess electrons and create a
moving guiding well or trap (this is indeed the dynamic
solectron bound state). There is also a feedback of
the concentration of electron density on the lattice
deformation (polaron effect) which in view of earlier
discussion we neglect in a first approximation. Indeed,
in the supersonic case, for the given parameter values,
this feedback is rather small, changing the results by
less than a few percent [41]. Generally, the electrons
tend to be trapped in the regions of maximal density
of lattice atoms created by the local compressions and
then forced to move dynamically in a state bound to the
soliton-like compressions which in 2d is favored along
the crystallographic axes.
Fig. 5 shows a soliton moving from left to right (carrying
an electron). Without meeting an obstacle the electron
will be carried along the crystallographic axis to the right
boundary. However, if the soliton on its path, as shown
in Figs. 6-8, encounters another soliton at an angle of
60o (or 120o, respectively) a reorientation starts. As the
former soliton cannot proceed properly due to the messy
locally non-crystalline state in the lattice after passing
the second soliton crossing from below (which is similar
to a local “melting”) then this second soliton dominates
the dynamics. Then the electron tends to abandon the
bound state with the former soliton (its first partner)
and is prone to be bound to the second, now dominant
soliton, hence forming a new solectron. Consequently,
the crossing of two solitons permits to bring an elec-
tron from the given source to a chosen drain either
on its unperturbed first path or near the right upper
corner or the left upper corner of the lattice, respectively.
6. Conclusion
We have proposed the effect of controlling electron
transport without external electric field in a (thin)
two-dimensional hexagonal molecular lattice. The
source-drain channel for the electron is naturally con-
ducted along one of three crystallographic axes by
simply playing with two lattice solitons excited at
6Figure 6: Crossing excitations in a hexagonal lattice. Soliton
and electron initially placed at the left boundary (electron is
placed nearby). The second soliton starts at the same time
at x = 1. We see that after crossing the path of the first
soliton and the electron (hence already forming a solectron)
the second soliton dies because it meets a strongly disturbed
lattice and is unable to propagate further. The experiment
corresponds to crossing with a soliton under angle of 60o.
The deformation probability of the lattice ρex (in cumulative
view) and the state density of the external electron
∣∣c2∣∣ are
shown at t = 5. Accordingly, the initial solectron continues its
path without showing any visible alteration. The probability
density of the external electron arrives finally at a place (a
chosen drain) at the right boundary. Lattice size: N = 400.
appropriate positions with appropriate time delay. The
whole procedure is essentially based on fine tuning of
the relative times and positions of injection of solitons
and electrons on the nanoscale.
The effect discussed here offers a novel way of controlling
and transporting electrons from a given source to a
chosen drain with no need of an imposed external electric
field. The present computer experiments pertain to a
nano-scale of a few hundred atoms in a plane and atomic
time scales, but on a qualitative level they may also have
promising applications to real experiments on a larger
scale with nonlinear surface acoustic waves (SAW) in 2d
nanosystems and metameterials, e.g., graphene.
Figure 7: Same as Fig. 6, for the second soliton starting at the
same time but now at x = 7.5. We see that now after crossing
the path of the first soliton and the electron the second soliton
starts to move and even succeeds to take over the electron,
thus creating a new solectron. On the other hand the first
soliton finds now on its path a strongly disturbed lattice and
is unable to propagate further. The experiment corresponds
also to crossing with a soliton under angle of 60o but later
time. We see that the external electron changed its path and
follows the second soliton to a place (a chosen drain) at the
upper border. Lattice size: N = 400.
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Figure 8: Same as Fig. 6, for the second soliton starting at the
same time but now at x = 13.5 on another crystallographic
axis and crossing with the first soliton under angle of 120o,
the crossing time being as before. We see again that now
after crossing the path of the first soliton and the electron the
second soliton continues to move and succeeds to take over the
electron. On the other hand the first soliton finds again on its
path a strongly disturbed lattice and is unable to propagate
further. As before the external electron changed its path and
follows the second soliton to a place (now a different drain)
at the upper boundary. Lattice size: N = 400.
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