ABSTRACT K nearest neighbor (kNN) queries, which retrieve the k nearest sensor data items associated with a location (location-dependent sensor data) from the location of the query issuer, are useful for locationbased services in mobile environments. Here, we focus on the kNN query processing in mobile ad hoc networks (MANETs). Key challenges in designing system protocols for the MANETs include low-overhead adaptability to network topology changes due to node mobility, and query processing that achieves high accuracy of the query result without a centralized server. In this paper, we propose the filling area (FA) method to efficiently process kNN queries in the MANETs. The FA method achieves low overhead in query processing by reducing a search area. In the FA method, data items remain at nodes near the locations with which the items are associated, and nodes cache data items whose locations are near their own so that the query issuer retrieves kNNs from nearby nodes. Through extensive simulations, we verify that our proposed approach achieves low overhead and high accuracy of the query result.
I. INTRODUCTION
Recently, there has been an increasing interest in mobile ad hoc networks (MANETs) , which are typical types of networks also known as mobile peer-to-peer sensor networks and composed of only mobile nodes [1] , [2] , [8] , [16] , [17] . In MANETs, all mobile nodes play the role of a router. Even if the source and the destination mobile nodes are not within communication range of each other, data packets are forwarded to the destination mobile node by relaying the transmission through intermediary mobile nodes. Since no special infrastructure is required, many MANET-based applications are expected to be developed in various fields such as military affairs and rescue operations.
A location-based service (LBS) is a typical application for MANETs. In an LBS, it is common for a node to issue queries in search of information on a specific location, which is retained by mobile nodes. In such a case, it is effective to process the queries as k nearest neighbor (kNN) queries, which search for the kNNs (i.e., the k nearest sensor data items associated with a given location (location-dependent sensor data)) from the specified location (query point). K NN query methods have been proposed for a variety of environments, such as peer-to-peer networks, wireless sensor networks, and relational databases [5] , [6] , [13] , [18] , [22] , [23] .
However, these methods cannot apply to MANET environments in a simple manner, because MANETs possess notably different characteristics from wired networks and wireless sensor networks, such as limitations on network bandwidth, and dynamic topology change due to the movement of mobile nodes. In addition, as there is no centralized server in MANETs, existing kNN processing methods based on a centralized server are not applicable to MANETs. Therefore, key challenges in designing system protocols for MANETs include low-overhead adaptability to network topology changes due to node mobility, and query processing that achieves high accuracy of the query result without a centralized server. Fig. 1 shows an example of performing a kNN query in a MANET, where a rescue worker acquires the k nearest data items (e.g., information about victims and damage of buildings) from his/her current location in a disaster site. If the query-issuing node receives all the data items within the entire network, a substantial amount of unnecessary traffic is generated.
A user can search for data items effectively if nodes cache needed data items, because the query-issuing node may retrieve kNNs from nodes within a small region. Therefore, effective caching of data items can reduce traffic and response time in searching. In a kNN search, the query-issuing node often specifies its own location as the query point (i.e., the query-issuing node retrieves nearby information). In this case, it is efficient for nodes to cache data items whose locations are near their own.
As nodes move in MANETs, data items which have been cached by a node since long time ago are likely no more members of kNNs from the node's current location, because the cached data items are associated with the node's former location. Hence, in order to make good use of cached data items for a kNN query, it is necessary to maintain cached data items to adapt to location changes. In addition, when the requested number of data items, k, is greater than the number of cached data items, the query-issuing node needs to acquire data items included in the kNNs from neighbors by query processing. However, if the neighbors reply with their own cached data items, much unnecessary traffic will occur because such neighbors often cache the same data items and thus reply with duplicate data items. Furthermore, without centralized management of data items (i.e., when there is no server), it is difficult for query-issuing nodes to know whether acquired data items are kNNs unless nodes know all data items. Therefore, it is important to achieve a mechanism for a query-issuing node to know that it actually has acquired kNNs.
In [15] , the authors proposed a kNN query processing method for a pure mobile P2P environment (i.e., MANET). Here, nodes collaborate in answering the query, and acquire kNNs with less communication cost than that of centralized methods. This work addresses a similar problem to that of our study in this paper, but the work in [15] assumes that each peer always cache true kNNs from its current location, and does not focus on the problem of replies with duplicate data items.
In this paper, we propose the Filling Area (FA) method, to process a kNN query which searches for the k nearest location-dependent sensor data items in MANETs. The FA method achieves low traffic and high accuracy of the query result. To the best of my knowledge, this is the first kNN query processing method maintaining cached data items against nodes' mobility and preventing replies with duplicate data items in a dynamic distributed system including a MANET. In the FA method, when a node issues a kNN query, it acquires data items retained by nodes within a specific region (search area), which is the circular area whose center point is its own location. 1 Nodes reply with data items (original and cached) which are likely included in the query result, avoiding replies with duplicate data items by overhearing messages. To minimize the search area, data items remain at nodes near the locations with which the items are associated, and nodes cache data items (as copies) whose locations are near their current locations. In particular, when a node retaining data items moves beyond a given data boundary, away from the location with which the items are associated, it forwards the items to the nodes nearest to the location with which they are associated. We also summarize experimental results which verify that our method can reduce traffic in comparison with existing methods, and achieve high accuracy of the query result.
The contributions of the paper are as follows:
• Since the network bandwidth and batteries of mobile nodes are limited in MANETs, it is highly important for kNN query processing to reduce unnecessary query messages and replies (i.e., traffic) as much as possible.
In this paper, we propose effective kNN query processing methods for reducing traffic while at the same time maintaining high accuracy of the query result.
• As nodes move in MANETs, the kNNs for those nodes may change (i.e., cached data items may become useless). Thus, to effectively process a kNN query, maintenance of data items retained by nodes is important. In our proposed method, location-dependent sensor data items are managed so as to remain at nodes near their associated locations, thereby reducing the search area required for processing kNN queries.
• Through extensive simulations, we show that our proposed method is highly effective in terms of both traffic reduction and high accuracy of the query result. The remainder of this paper is organized as follows. In Section II, we introduce related works. We present our proposed kNN query processing method in Section III. In Section IV, we show the results of the simulation experiments. Finally, we summarize this paper in Section V.
Note that some of the results of this paper have been reported in [12] . More specifically, in this paper, we have mainly extended the method in [12] to reduce the traffic for maintenance of cached data items and handle data update, and also fully re-conducted experiments.
II. RELATED WORK
As described in Introduction, there have been no studies that address the problems targeted in this paper. In this section, we introduce some existing studies on location-dependent data management in LBS and kNN query processing, which are somewhat related to our work.
A. LOCATION-DEPENDENT DATA MANAGEMENT IN LBS
In [7] , the authors proposed a line-based data dissemination protocol for sensor networks. Sinks disseminate data items to nodes within a vertical virtual line which divides the field into two parts, and nodes search for data items there. This method does not assume kNN query processing and replication of location-dependent data. In [21] , the authors proposed the Skip-Copy method, specifically aimed at managing location-dependent data items in MANETs. This method sparsely distributes copies of location-dependent data items to increase data availability in a wide range. However, in this method, nodes access a single location-dependent data item, in contrast to our method's aim of acquiring multiple location-dependent data items near a specific point. In [25] , the authors proposed a system to provide an LBS which does not depend on pre-established infrastructure. The system uses a mobile agent that remains within a certain geographical area, moving among mobile nodes in the area. Our method is inspired from this approach in keeping data items within a specific region.
B. kNN QUERY PROCESSING
In [20] , the authors proposed a method for efficiently acquiring kNNs from mobile query points. This method can reduce disk access search costs for databases, when the query point is moving and kNN results change. It assumes that the information of all static objects (such as hospitals or schools) has been previously obtained (i.e., a centralized method). In [4] , the authors defined Continuous All k-Nearest Neighbor (CAkNN) queries which continuously identify all nodes' closest neighboring nodes, and proposed a 'Proximity' algorithm for efficiently processing such queries in smartphone networks. This algorithm only works well in areas covered by a set of network connectivity points (e.g., cellular towers for cellular networks). Moreover, each node must regularly report its positional information to the query processor, which is too costly in MANETs. In [24] , the authors proposed a method to continuously monitor kNNs in a wireless sensor network. Here, sensors detect objects moving around the target region, and these sensors collaborate to continuously monitor the kNNs (k nearest objects) from the query point. However, since this method assumes that the sensors are statically deployed, it is not applicable to MANETs.
In [11] , we proposed a kNN query processing method for MANET. In this method, a node floods a query to nodes within a specific circular region centered on the query point, and each node receiving the query replies with information on itself. Thus, this method can avoid flooding in the entire network. However, the search object in this method is the k nearest nodes (not location-dependent data items). Searching location-dependent data is more challenging because data held by nodes may move far away from their associated locations.
In [26] , the authors proposed a collaborative caching framework for spatial queries in mobile P2P networks. The study presented the Signature Augment Tree (SAT), which is based on the R-tree, to maintain the information on data items cached by neighbors. Therefore, the query-issuing node can acquire needed data items by sending queries only to nodes caching the data items, which reduces the data traffic involved in the acquisition of data items. However, this framework basically assumes that nodes request data items to the server when they cannot acquire the data items locally. In addition, nodes must have complete information on data items cached by neighbors, whereas our method can work without such information.
III. kNN QUERY PROCESSING METHOD
In this section, first we describe the design policy of our proposed method and assumptions. Then, we describe how sensor data items are managed in the FA method. Finally, we describe in detail how kNN queries are processed in the FA method.
A. DESIGN POLICY
In MANETs, it is highly important to minimize traffic, due to limitations on network bandwidth and batteries of the mobile nodes. The periodic broadcast of beacon messages by nodes in order to reveal locations of neighbors, even when no node is searching kNNs in the network, causes unnecessary traffic; and thus a beacon-less method is more suitable for MANETs. However, without exchanging beacon messages, nodes cannot know neighboring nodes' information beforehand. Therefore, we have designed a beacon-less method involving on-demand searches.
Since there is no centralized server in a MANET, a centralized approach is inappropriate. For example, if data items were transmitted to a specific node as soon as they were generated, the query-issuing node could acquire kNNs by transmitting a query to the specific node because the specific node would have all the data items and know the kNNs for all queries (i.e., all query points). However, this is not realistic owing to the nodes' limited storage capacity. Moreover, the transmission of numerous queries to the specific node would cause a temporary spike in traffic volume in the vicinity of the node. Therefore, we have designed a distributed kNN processing method.
In an LBS, users often require location-dependent data items from near their own location; and when using a kNN query, they repeatedly require the kNNs from their own location. Therefore, a method is needed in which nodes retain data items whose location is close to their own, keeping in mind that nodes' locations will change as they move. Note that kNNs from the own location change along node mobility.
Since mobile nodes make great demands on the limited communication bandwidth in data transmission, packet losses and packet retransmissions may occur when the network is congested, resulting in information failing to be transmitted. Thus, the amount of information transmitted by mobile nodes should be minimized. It is particularly wasteful to flood a message over the entire network. Thus, in our methods, the query-issuing node first determines the search area as small as possible maintaining the accuracy of the query result, and searches within it.
B. ASSUMPTIONS
The system environment is assumed to be a MANET in which all mobile nodes have the same radio communication facility and know their communication range which is represented by a circle. 2 We assume that the MANET is sufficiently dense that network partitioning does not occur.
We assign a unique node identifier to each mobile node in the system. The set of all mobile nodes in the system is denoted by M = {M 1 , M 2 , · · · , M n }, where n is the total number of mobile nodes and M i (1 ≤ i ≤ n) is a node identifier. Each mobile node moves freely and knows its current location (using a positioning system such as GPS). We assign a unique data identifier to each data item in the system. The set of all data items in the system is denoted by
where m is the total number of data items 3 and D j (1 ≤ j ≤ m) is a data identifier. Each data item includes data point, which is the location information associated with the data-generating location. For simplicity, all data items are assumed to be the same size. Nodes have a cache storage capacity of C data items.
Mobile nodes in the MANET retrieve location-dependent data items on mobile nodes by using kNN queries. More specifically, the query-issuing node transmits a query message associated with its own current location as the query point, and acquires the k nearest location-dependent data items from the query point, among all data items in the entire network.
C. MAINTENANCE OF DATA ITEMS 1) ORIGINAL DATA ITEM
When a node retaining an original data item moves beyond a given data boundary, d, away from the data point with which the item is associated, the original item is transmitted to the node nearest its data point, using our geo-routing method (an extension of the protocol proposed in [9] ), which adopts a three-way handshake protocol to send a data item to the neighboring node nearest the data point. By repeating this procedure, the data is forwarded to the node nearest its dependent location.
More specifically, in our geo-routing method, the node which retains a data item first broadcasts a neighbor search message when it moves beyond d. Then, when a node receives the neighbor search message, if it is closer to the data point than the source node, it sets a waiting time for sending a reply. Because nodes closer to the data point transmit a reply message after a shorter waiting time, the nearest neighboring node from the data point is the first to transmit a reply message to the source node. Other nodes which have overheard the reply message, do not reply to suppress unnecessary traffic. The source node that has received reply messages from its neighbors sends a (forwards the) data forwarding message, including the data item, only to the node that first sent the reply. The node that receives the data forwarding message broadcasts a neighbor search message using the same procedure. Finally, if a node that has sent a neighbor search message receives no reply messages when the data point is within its communication range, it recognizes itself as the nearest node from the data point (Fig. 2) . Through the above procedure, a node which retains a data item can forward the item to the nearest node from the data point with low traffic because this geo-routing method requires neither the use of beacon messages nor the construction of multiple paths. This achieves that a node can acquire a data item by searching nodes from which the distance to the data point of the item is less than d. 2) CACHED DATA ITEM a: REQUIREMENTS As described above, since users repeatedly require the kNNs from their own location using kNN queries, it is useful for VOLUME 3, 2015 nodes to retain the CNNs from their locations. In such a situation, if k is less than C, a node can know the kNNs among its cached data items without query processing. Even if k is more than C, a node often can acquire kNNs by seeking data items from only nearby nodes, because these nodes retain nearby data items.
In MANETs, it is a considerable challenge to maintain current CNNs, because the location of a given node (in this case the query point) changes due to node mobility, resulting in changes in the CNNs. If nodes frequently exchange messages including data items, they can update the CNNs from their new location, but this significantly consumes the network bandwidth, causing frequent packet losses and high energy consumption. On the other hand, when nodes do not frequently exchange messages, their own cached data items become much different from actual CNNs, resulting less useful for kNN query processing.
Another feature is that perimeter nodes cache almost same data items since each node caches data items whose locations are near their own. If all nodes in the network maintain their own CNNs, the traffic for maintaining CNNs within the network is large due to maintenance of almost same data items on respective neighboring nodes. Therefore, in such a case (e.g., the density of nodes is high), it is effective that selective nodes rather than all of the nodes maintain cached data items.
b: CACHE MAINTENANCE PROCEDURE
In the FA method, to maintain current CNNs, a node updates its retained CNNs by exchanging messages with its neighboring nodes. Here, we define the circular area in which there are CNNs, as the node's assignment, whose center point is the location at which the node updates its CNNs (update point), and whose radius is the distance from this update point to the farthest data point among cached data items. For maintaining cached data items, nodes newly cache its current CNNs when a node moves farther than d from its update point, unless neighboring nodes already cache data items whose data points are close from the node's current location.
First, when a node generates a data item, it signals the occurrence of the item by flooding a message including the item, over a specific area, which should be appropriately determined such that the data item is surely sent to nodes which retain it as a CNN, but not sent to an unnecessary wide area. After this, the nodes that received the message retain the data item in their caches if necessary. Algorithm 1 shows the procedures involved in maintenance of cached data items.
When a node moves farther than d from its update point, it broadcasts a request message to its neighboring nodes, which includes the IDs of data items cached by the node, and the current location of the node. Each node receiving the request message sets a waiting time for a response based on the distance, dist, from its update point to the issuer of the message, using the following equation: waiting time = α · dist, where α is a parameter for waiting responses. The waiting time decreases, as the update point of a node nears the location of the message issuer. This is effective because a nearer node likely caches more data items which the issuer will cache as CNNs. The node which has set the least waiting time broadcasts a Maintenance-Stop message if dist is less than µ and the distance between its current location and its update point is less than λ. Otherwise, it selects the candidates, which are data items closer than the C-th nearest data items from the location of the request issuer, and at the expiration of its waiting time it broadcasts a response message including the candidates. If a node receives a Maintenance-Stop message, it cancels sending response. The request issuer does not update cached data items, and it transfers to the Maintenance-Stop (MS) mode and sets the MS time (MS) (the left case in Fig. 3 ). On the other hand, nodes overhear response messages from each other (the right case in Fig. 3) , and if the node has no candidates which are not sent by other nodes, it does nothing, resulting in a reduction of unnecessary traffic.
3) DATA UPDATING
In the real environment, data items are constantly generated, updated, and deleted, and it is important for LBSs to easily manage such data updates. K NN queries are sensitive to data updating because the kNN answers to queries may change. Data updating patterns are divided into those that are location dependent and those that are not. An example of the former may be seen in fixed-point sensor nodes periodically observing updates to data items, including present value. In this case, although the kNNs do not change, because the data points remain the same, nodes must replace cached data items with new data items whose data points show the same location. On the other hand, when data items are generated independently of location (e.g., when mobile nodes periodically sense data items at a given location), the kNNs may change.
A naive method to notify other nodes of data updates is to flood messages, including new data items, over the entire network, which causes excessive traffic. Our data maintenance method can easily handle data updating, whether location dependent or not; for here, both original and cached data items are retained by nodes near the respective data points. This means that when new data items are generated, nodes generating such items can send the notification message including the items over only the limited area near themselves. Therefore, our data maintenance method is suitable for location-dependent data items with data updation.
D. FORWARDING kNN QUERY AND REPLYING WITH RESULT
In the FA method, when a node issues a kNN query, it floods the query to nodes within a specific region (search area), which is a circular area whose center point is the query point. Nodes, which is not in the MS mode, 4 reply with data items which will be likely included in the kNNs, avoiding replies of the duplicate data item by overhearing messages from other nodes. Algorithm 2 shows the procedures involved in query processing. In this pseudo code, Assignment(node) denotes the node's assignment.
First, the query-issuing node specifies the requested number of kNNs, k, and determines whether its cached data items satisfy the kNNs from the query point (line 2 in Algorithm 2). More specifically, if k ≤ C, and the data points of the k nearest data items among data items cached by the query-issuing node are present within the guaranteed area which is a circular area centered on the query point, whose radius is 'radius of Assignment (query-issuing node) − distance between the query point and its update point', the query-issuing node can complete the search because the kNNs are guaranteed to be included in the guaranteed area; that is, the data point of any data item outside this circular area must be farther from the query point than the data points of data items within this area (see Fig. 4) . Otherwise, the query-issuing node performs query processing for acquiring kNNs in cooperation with nearby nodes.
The query-issuing node determines the radius of the search area, R, based on the information on data items cached by itself, and k, using the following equation:
where l is the radius of Assignment (query-issuing node), and β is a parameter to avoid missing some kNNs due to VOLUME 3, 2015 misestimation of the density of data items. According to Equation (1), R is principally determined based on the density of data items cached by the query-issuing node (i.e., π l 2 :C = π x 2 :k, where x is the radius of the ''Filling Area'', which is the circular area in which data points of the kNNs are present with high probability). Because each node caches data items, it can reply with the data items whose data points are roughly l away from its location, and thus nodes within the circular area of the inner dotted line in Fig. 5 will have data items within the Filling Area. Therefore, R can be reduced by l from x. Moreover, since each node locates (at most) d away from its update point, R is enlarged by d. Then, the query-issuing node floods the search area with a kNN query message which includes the query-issuing node's ID; the remaining requested number of kNNs, k (i.e., k − the number of data items within the guaranteed circular area); R; the query-issuing node's assignment (i.e., its update point and l); and the query point (i.e., its own location). At the same time, the query-issuing node sets the waiting time, WT , for awaiting replies, calculated by δ · R/l , where δ is a positive constant (line 7 in Algorithm 2).
If a node receiving the query message (the receiver) is within the search area and not in the MS mode, it sets the reply delay, RD (the time from receiving a query for the first time to sending a reply), using the following equation:
Here, replyNode is a node that has already issued a reply received by the receiver (e.g., in the gray-colored area in Fig. 6 ), maxArea is a system parameter which is a positive constant, and distance is the distance from the query point to the receiver's update point. In Equation (2), RD decreases as distance decreases and replyArea increases. 5 As replyArea increases, the priority of replying gets higher because more data items are present in the area with high probability, and thus the node can reply with these items. Nodes within a smaller lap reply earlier every additional l, because nodes with update points nearer to the query point can reply with a smaller hopcount to the query-issuing node. A node within the search area initiates a reply message (after waiting RD), including candidate data items and its assignment, to the query-issuing node if replyArea is not zero; that is, if Assignment (this node) is not fully covered by replies from other nodes (Line 27 in Algorithm 1). The candidate data items are the (at most) k data items which have not yet been sent in reply by other nodes, among the data items whose data points lie within the Filling Area. If the node has no candidates, it transmits an empty reply message to the query-issuing node, instead of a reply message. The empty reply message includes only its assignment (not data items). With the reception of the empty reply message, the query-issuing node can recognize that there are no data items in the assignment attached to a message, and thus, the method guarantees that the kNN query exhaustively searches the search area. When a node receives (or overhears) reply or empty reply messages, it recognizes the area covered by the replying node, avoiding multiple replies of the same data item; and if the overhearing and replying nodes' assignments overlap, replyArea is updated, resulting in an updated RD.
The query-issuing node receiving a reply message updates the tentative kNN result. When WT has passed, if the number of acquired data items exceeds k and the circular area centered on the query point, whose radius is the k-nearest data point, is fully covered with assignments of all replying nodes, the search is completed and the query-issuing node updates its cached data items with the query result. If not, the query-issuing node re-estimates R (e.g., β is decreased) and repeats the same process, to avoid decreasing the accuracy of the query result; note further that there is an upper limit on the number of such repetitions (not endless). 6 shows an example of executing query processing in which M 1 issues a kNN query, and nodes' update points correspond to their respective locations for simplicity. All nodes receiving the kNN query (M 2 -M 5 ) set respective RDs because they are within the search area. First, M 2 initiates a reply to M 1 because its assignment is larger and the distance between the query point and itself is less than that of the other nodes ( Fig. 6(a) ). Nodes overhearing M 2 's reply message (M 3 -M 5 ) store M 2 's assignment, and update their respective RDs in light of this. After that, M 3 , and then M 5 , transmit a reply (or empty reply) message (Fig. 6(b) ). M 4 does nothing (when its own RD has passed) because its assignment is fully covered by assignments of other nodes (Fig. 6(c) ).
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By using this method, unnecessary transmissions of queries and replies can be suppressed, as nodes search within a limited search area and overhear the replies of other nodes.
E. DISCUSSION
In this paper, we assume that the query point is the location of the query-issuing node. However, this is not always the case in a real environment, as it sometimes happens that a user wishes to acquire kNNs from a specific location far from the location of the query-issuing node. The FA method can be easily adapted to such a situation as described below. If the queryissuing node specifies, as the query point, a location different from its current location, first, the query is transmitted to the nearest node from the query point, using geo-routing [9] , [10] . Then, the nearest node from the query point executes the FA method as the method's query-issuing node, and replies with acquired kNNs to the query-issuing node (through the query path from the query point or using geo-routing).
IV. SIMULATION EXPERIMENTS
In this section, we show the results of simulation experiments evaluating the performance of our proposed method. For the simulation experiments, we used the network simulator, QualNet5.2 [19] .
A. SIMULATION MODEL
The number of mobile nodes in the entire system is 500. These mobile nodes are present in an area of , respectively. Mobile nodes transmit messages using an IEEE 802.11b device with a data transmission rate of 11 [Mbps] . The transmission power of the mobile nodes is determined such that the radio communication range is about 100 [m] . Packet losses and delays occur due to radio interference. We assume that each node knows its current location.
The number of data items in the entire system is 250, and the size of data items is 1024 [B] . Specifically, randomly selected 250 nodes respectively generate data items associated with their own location once per 300[s], and each data item is valid for 300[s] since it is generated, i.e., the number of data items in the entire network is constantly 250 even though data items are dynamically generated and disappeared. Nodes have a cache storage capacity of C data items. The query point specified by a kNN query is the location of the query-issuing node. d, α, MS, λ, µ, and β in Equation (1), and δ in Equation (2) are respectively set to 30, 1, 30/v, 10, 30, 1.1, and 3 based on our preliminary experiments.
We compare the performance of the FA method with that of six alternate methods in which only original data items (not copies) are maintained in the same manner as in the FA method, i.e., the original data items remain at nodes near their respective data points. The first method is the EXP method for searching location-dependent data items (extending the EXP method in [11] ). We assume that each node knows the total number of data items, and the entire area size. Thus, in the EXP method, the radius of the search area, R, is determined by the following equation:
where area is the area size (area = 1,000×1,000), and m is the total number of data items (m = 500). The query-issuing node floods a query to nodes within the search area, and nodes receiving the query reply with data items whose data points are within the circular area centered on the query point, whose radius is R−d. ''EXP'' in the graphs denotes this method.
The other five methods, based on the FA method for detailed comparison, differ only in terms of the maintenance of cached data items. In these methods, query processing is performed in the same way as in the FA method, with the exception of the cached data maintenance described in Section III-C2. In the first method (denoted by ''FA(all)'' in the graphs), all nodes respectively maintain CNNs (i.e., without the SM mode), which is proposed in [12] . Therefore, in this method, all nodes maintain CNNs even when the density of nodes is high (i.e., perimeter nodes respectively cache almost the same data items). In the second method (denoted by ''fixed CNN'' in the graphs), nodes statically retain CNNs from the initial update point (i.e., the update point is fixed). This method does not require the cached data maintenance, but due to mobility, nodes tend to retain data items in their cache whose data points are far from their current locations, and thus, assignments of neighboring nodes are little overlapped with each other. Therefore, in this method, the mechanism for avoiding multiple replies containing the same data items (i.e., overhearing and canceling replies) in the FA method may not work well. In addition, when new data items are generated, the new data items are transmitted over the entire area, since nodes generating these items cannot know where nodes whose assignment contains the location of the new items are present. The comparison with this method demonstrates the effect of updating cached data items as CNNs from nodes' current locations.
The third method (denoted by ''casual cache'' in the graphs) maintains cached data items in an ad hoc manner. In this method, a node updates cached data items when it incidentally receives or overhears a message including data items nearer to its current location than its own cached data items. Then, it updates the update point as its current position and regards its own C data items as its CNNs. Thus, this method does not ensure that cached data items are actual CNNs from the node's update point. In other words, it may often happen that the node misses some of CNNs, which causes the node misjudging the density of data items lower and its assignment larger than the real ones. In query processing, as the same in the FA method, query-issuing nodes determine the search area based on their own cached data items, resulting in misjudgement of geographical density of data items.
The last two FA-based comparison methods involve periodical maintenance of cached data items. In these methods, data items are periodically sent to nodes to notify them of the presence of the data items, and the receiving nodes update their cached data items. To examine the impact of the maintenance interval, we set the interval at 5[s] and 300[s], respectively (denoted by ''periodic(high)'' and ''periodic(low)'', respectively, in the graphs).
In evaluating all the methods, the query processing procedures for each query are performed only once (i.e., with no repetitions of a search), in order to evaluate the performance of the methods at with one iteration. Table 1 shows the parameters and their values used in the simulation experiments. The parameters are set by default at the constant values to the left of their respective parenthetical range, and varied over this range in the simulations.
In the FA based methods, first, nodes flood data items so that others can retain them in the cache storage. After three hundred seconds have passed since the simulation started, the query-issuing node, randomly chosen among all nodes, issues a kNN query. We repeat this process 500 times (500 queries) for every 0.5 seconds, and evaluate the following three criteria.
• Traffic: We examine the total volume of query messages and replies transmitted in processing a query. The messages for query processing, that for data flooding when data generation, that for maintenance of original data, and that for cached data maintenance are included. Table 2 shows the size of messages in the FA method and the comparative methods, where q and t respectively denote the number of data items included in the reply, and that included in the response for the request. Here, ''Neighbor search (data)'' denotes a neighbor search message in the maintenance process of data items described in section III-C, and so on. We define ''traffic'' as the average of the total volume of messages for all queries (i.e., total volume of messages divided by 500). • Response Time: We examine the time from the transmission of a query message by the query-issuing node, to the reception of the kNN result. We define ''response time'' as the average of such times for all queries issued.
• Accuracy of the Query Result: We examine the ratio of the number of kNNs which are included in the kNN result acquired by the query-issuing node, to the requested number of kNNs, k. We define ''accuracy of the query result'' as the MAP (Mean Average Precision) value, which measures the performance of the result with a ranking [14] . MAP is an average of the AP (Average Precision) of the respective queries, and AP is determined by the following equation:
where AP i is AP on the i-th issued query, g is the number of data items which are included in the query result among the top-j nearest data items, and e is set as 1 if j-th nearest data item is included in the kNN result (if not, e is set as 0). MAP is the average of AP i (i = 1, . . . , 500) for 500 queries. Thus, MAP increases as the query-issuing node acquires data items nearer to the query point.
B. IMPACT OF CACHE STORAGE CAPACITY
In the FA method, the cache storage capacity affects performance. Therefore, we first show the results of simulations in which the capacity of cache storage, C, is varied. Fig. 7 shows the simulation results. In the graphs, the horizontal axis indicates the cache storage capacity, and the vertical axes respectively indicate the traffic in Fig. 7(a) , the response time in Fig. 7(b) and the accuracy of the query result in Fig. 7(c) . From Fig. 7(a) , in the FA method and the FA method by all nodes, when C is less than 30, as C increase, the traffic decreases, because the number of data items sent in reply during query processing decreases (i.e., the query-issuing node has more kNNs in its cache). On the other hand, when C is more than 30, as C increase, the traffic increase since the traffic involved in data maintenance increases (i.e., the number of data items exchanged in data maintenance increases). In the FA method, the traffic is smaller than in the FA method by all nodes because the traffic involved in data maintenance is small since some nodes are in the MS mode, which stop operations for the maintenance of cached data items during a MS period. In the FA method with fixed CNNs, the traffic is greater than that in the FA method because duplicate data items are often sent in reply from multiple nodes. This is because cached data items are less relevant to their associated locations due to nodes' mobility, i.e., though nearby nodes tend to cache dissimilar data items, remote nodes often cache the same data items. In such a case, even if the assignments of those remote nodes are overlapped, they cannot overhear messages sent by the others, and thus, the mechanism for avoiding multiple replies containing the same data items (i.e., overhearing and canceling replies) does not work well, resulting in large traffic. Moreover, in this method, the traffic involved in notification of data generation is very large because messages including new data items are transmitted over the entire area. This result shows the effectiveness of our data maintenance mechanism, in which nodes near the data points of data items retain those items.
In the FA method with casual caching, the traffic is basically small because the traffic for the maintenance of cached data items is not needed. However, this method cannot guarantee that their cached data items are true CNNs, and thus the accuracy of the query result is low as shown in Fig. 7(c) . In the FA method with high periodic maintenance, the traffic increases as C increases, because with increasing C, more data items are exchanged at short intervals for data maintenance. The traffic in the FA method with low periodic maintenance is greater than that in the FA method with high periodic maintenance when k is less than 20, because the traffic involved in data maintenance is small, but that required by query processing becomes quite large.
From Fig. 7(b) , the response time in all methods except the EXP method decreases as C increases. When C is more than 30, the response time in all the other methods is less than that of the EXP method. This is because when C is more than k, the query-issuing node can often acquire kNNs from its own cached data items. The response time in the FA method and the FA method by all nodes and with high periodic maintenance is nearly zero when C is more than 40, because with more frequent maintenance, there is a greater chance that query-issuing nodes will acquire kNNs from their own cached data items. In the FA method with casual caching, when C is more than 40, the response time is nearly zero, because query-issuing nodes nearly always acquire the kNN result from their own cached data items. However, this method cannot guarantee that their cached data items are true CNNs, and thus the accuracy of the query result is low as shown in Fig. 7(c) .
From Fig. 7(c) , the accuracy of the query result in the FA method and the FA method by all nodes is very high. This is because data maintenance in these methods is highly effective, and a smaller number of nodes send back replies to the query-issuing node. This also shows that the FA method can maintain high accuracy of the query result and also reduce traffic than the FA method by all nodes (shown in Fig. 7(a) ). In the FA method with high periodic maintenance, when C is less than 20, the accuracy of the query result decreases because packet collisions often occur since more data items are exchanged at short intervals for data maintenance. In the FA method with fixed CNNs and low periodic maintenance, the accuracy of the query result is low because data items cached by respective nodes are typically far from the current C nearest data items; thus replies often do not cover the Filling Area and some necessary data items are lacking. When C is more than 30, the accuracy of the query result in the FA method with fixed CNNs is lower than in the FA method with low periodic maintenance because in the former, nodes' current locations are typically farther from their update points. In the FA method with casual caching, the accuracy of the query result is low, and increases as C increases. As the number of cached data items increases, query-issuing nodes incidentally retain kNNs more often in this method. In the EXP method, the accuracy of the query result is very low, because all nodes within the search area reply to a given query, which often causes message collision.
C. IMPACT OF REQUESTED NUMBER OF DATA ITEMS, k Fig. 8 shows the simulation results with varying k. In the graphs, the horizontal axis indicates the requested number of data items, k, and the vertical axes respectively indicate the traffic in Fig. 8(a) , the response time in Fig. 8(b) , and the accuracy of the query result in Fig. 8(c) .
From Fig. 8(a) , as k increases, the traffic increases in all methods, because the search area for processing a kNN query and the number of data items in replies increase. In the FA method and the FA method by all nodes, the traffic is small and nearly constant when k is smaller than C, because query-issuing nodes can acquire all the kNNs from their own cache in most cases. The traffic in the FA method is smaller than in the FA method by all nodes. This is because in the FA method, the traffic for the maintenance of cached data items is smaller due to the effectiveness of MS mode. When k is small, the traffic in the FA method is relatively large in comparison with the FA method with casual caching and the EXP method, because the traffic for data maintenance becomes dominant. However, as k increases, the traffic in the FA method becomes less than in the other methods. The traffic in the FA method with fixed CNNs is substantial because of multiple replies and message flooding for notification of data generation. The traffic in the FA method with casual caching becomes greater as k increases because of multiple replies. In the FA method with high periodic maintenance, the traffic is greater than in the FA method, because the traffic involved in data maintenance is greater. The traffic in the FA method with low periodic maintenance is greater than that in the FA method with high periodic maintenance when k is more than 30, because the traffic involved in data maintenance is small, but that required by query processing becomes quite large with increasing k.
From Fig. 8(b) , in all methods, the response time increases as k increases, because the response time depends on the size of the search area, which increases as k increases. In all the methods except the EXP method, the response time is very short when k is less than 10, because in most cases query-issuing nodes can acquire kNNs from their own cached data items.
From Fig. 8(c) , in the FA method and the FA method by all nodes, the accuracy of the query result is high. As k increases, the accuracy of the query result in these methods decreases, because packet losses often occur due to a large number of replies. In the FA method with low periodic maintenance and that with fixed CNNs, the accuracy of the query result is low, because kNNs are often not cached on nodes within the search area. In the FA method with casual caching, the accuracy of the query result decreases as k increases, although the search area becomes larger. This is because each node wrongly assumes that it covers a wider area than the area covered by real CNNs, and thus nodes receiving a reply message often do not reply with data items since they misjudge that their assignment is fully covered by others. When k is 1, the accuracy of the query result in the EXP method is low, because the search area is set very small, and thus occasionally no data items whose data points are within the search area are present. Moreover, as k increases, the traffic significantly decreases because all nodes within the search area reply to a given query, which often causes message collision.
D. IMPACT OF NODE MOBILITY
Finally, we examine the impact of node speed. Fig. 9 shows the simulation results with varying maximum node speed. In the graphs, the horizontal axis indicates the maximum speed of nodes, v, and the vertical axes respectively indicate the traffic in Fig. 9(a) , the response time in Fig. 9(b) , and the accuracy of the query result in Fig. 9(c) .
From Fig. 9(a) , in all the methods, as v increases, the traffic slightly increases, because the data maintenance procedures occur more often. When v is more than 1, the traffic in the FA method with low periodic maintenance is greater than in the FA method with high periodic maintenance. This is because as v increases, the traffic involved in query processing increases, since nearby nodes cache less similar data items but remote nodes often cache the same data items, leading to multiple replies with the same data items.
From Fig. 9(b) , the response time in all the methods is nearly constant because the search area is nearly constant.
From Fig. 9(c) , in the FA method and that by all nodes and with periodic maintenance, as v increases, the accuracy of the query result is nearly constant. In the FA method with fixed CNNs and with low periodic maintenance, as v increases, the accuracy of the query result decreases, because many nodes move far from their update point, and thus, the Filling Area cannot be covered by cached data items of nodes near the query point. Therefore, we again have confirmed that data maintenance is important when nodes move rapidly. In the FA method with casual caching, the accuracy of the query result decreases as v increases. This is because each node wrongly assumes that it covers a wider area as v increases, and thus nodes receiving a reply message often do not reply with data items since they misjudge that their assignment is fully covered by others.
V. CONCLUSION
In this paper, we have proposed a kNN query method; the Filling Area (FA) method for searching location-dependent sensor data items, which aim at reducing traffic and maintaining high accuracy of the query result in MANETs. In the FA method, to achieve a small search area, data items remain at nodes near the locations with which the items are associated, and nodes cache data items whose locations are near their own. When a node issues a query, neighboring nodes send back their copies, which will be likely included the query result, with avoidance of duplicate data items being sent back. The experimental results show that the FA method reduces the traffic involved in processing kNN queries, and also achieves high accuracy of the query result.
In the FA method, the traffic for data maintenance is suppressed by canceling updating cached data items when a neighboring node has already cached same data items. However, it is more effective that nodes update their cached data items based on the query-issuing characteristics such as query frequency and query point. As part of our future work, we plan to extend our method by addressing this issue.
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