Metamodel method is widely used in structural reliability analysis. A main limitation of this method is that it is difficult or even impossible to quantify the model uncertainty caused by the metamodel approximation. This paper develops an improved metalmodel method which is unbiased and highly efficient. The new method formulates a probability of failure as a product of a metamodel-based probability of failure and a correction term, which accounts for the approximation error due to metamodel approximation. The correction term is constructed and estimated using the Markov chain simulation.
Introduction
In order to overcome the aforementioned difficulties, this paper develops 23 a new metamodel method which is unbiased and highly efficient. The basic 24 2 idea is to formulate an unknown probability of failure as the product of a 25 metamodel-based failure probability and a correction term, which accounts 26 for the approximation error due to metamodel approximation. Although 27 this idea is mathematically straightforward and has been used in structural 28 reliability analysis very recently [17, 18] , the construction and the estimation 29 of the correction term is a very challenging task in such methods. In this The paper is organized as follows: the Kriging metamodel is briefly in-37 troduced in Section 2, followed by the presentation of the proposed unbiased 
68
Here z(x) is a zero-mean stationary Gaussian process with autocovariance at 69 points x and w defined as anisotropic Gaussian model and is adopted in this paper:
75 where x i and w i are the ith component of the points x and w respectively,
76
and θ i is the correlation parameter in the ith dimension.
77
Define R as a p × p symmetric correlation matrix with
. . , p, and F as a p × 1 unit vector, then β and σ 2 are estimated as
82
The correlation parameter θ can be obtained through the maximum likeli-
83
hood estimation:
85
Since there exists corresponding interpolation model for each θ, the best
86
Kriging model can be obtained by optimizing θ.
87
Then at an unknown point x (0) , the Best Linear Unbiased Predictor
88
(BLUP) of the responseg(x (0) ) and Kriging variance σ
92 93
where r( we propose a correction term to quantify the bias of the metamodel-based 104 failure probability, and formulate the unknown probability of failure as a 105 product of the metamodel-based failure probability and a correction term.
106
In this manner, the bias of the metamodel-based failure probability can be 107 accounted for and an unbiased estimator of the failure probability is obtained.
108
Letg(x) be a Kriging metamodel for the real LSF g(x), andF = {x | 109g (x) ≤ 0} be the metamodel-based failure region for the real failure region
112
where P (F ) and P (F ) is the failure probability and the metamodel-based 113 failure probability, respectively. Then P (F ) can be written as
115
Eq. (10) shows that the correction term K quantifies the error resulting from 116 substituting g(x) withg(x), thus it can be used to consider the bias of the 117 metamodel-based failure probability P (F ) even a poor metamodelg( 
where
be estimated provided that K 1 and K 2 are obtained. 
Estimation of the correction term

130
By introducing an importance sampling density h F ∪F (x), P (F ) is formu- lies in the region of F ∪F :
137 Utilizing Eq. (14) and Eq. (13), K 1 is then formulated as
Similarly, K 2 can be also formulated as 
159 expectation of the estimator and the true value of K, is given by:
The derivation of Eq. (20) following devotes to the computation of the variance ofK 1 .
181
As shown in [23] , the variance of the estimatorK 1 is given by
can be estimated using the Markov chain sam- 
196
where T 1 is the first odd positive integer for whichR
is negative.
198
Similarly, Var(K 2 ) is approximated as
and T 2 is the first odd positive integer for whichR 2 (T 1 + 1) +R 2 (T 1 + 2) is 203 negative.
204
Combining Eqs. (19) and (20), an unbiased estimator of K is constructed
207
The estimator of K given in Eq. (26) 
212
The proof of Eq. (27) can be found in Appendix A. The coefficient of variation 213 ofK is then estimated as
215 in which Cov = coefficient of variation. Cov(K) measures the accuracy of the 216 estimatorK. Besides, it is used as the convergence criterion for the adaptive 217 refinement of the metamodel, which will be introduced in Section 3.2. 
Adaptive refinement of the metamodel 219
Although the proposed method is independent of the adopted metamodel, 
Procedure of the unbiased metamodel method
257
The proposed methodology can be summarized as follows.
258
Step 1 Construction of the initial metamodel: Generate an initial K-259 riging metamodel as described in Section 2 based on m initial DoE 260 samples.
261
Step 2 Adaptive refinement of the metamodel and correction term:
262
Generate N K Markov chain samples to estimate the correction term for refine the metamodel and its correction term as described in Section 267 3.2, until the convergence criterion is satisfied.
268
Step 3 Estimation of the failure probability: Compute the failure prob- the total number of function calls of the LSF to achieve a given accuracy is 286 used in this work as the relevant measure of the computational cost. were generated by using Latin Hypercube sampling. 
Example 1: a series system with four branches
The first example is a series system with four branches which has been 302 studied in [15, 19, 26] . The failure probability is controlled by two linear and 303 two nonlinear limit states defined as follows:
305 where x 1 and x 2 are independent standard normal variables. The different 306 branches have comparable contribution to the system failure probability. As 
Example 2: a nonlinear oscillator
343
A non-linear undamped single degree of freedom system shown in Figure 3 344 is considered next. The problem involves six random variables and is a classic In the proposed method, the initial DoE size is adopted as 100, and the 352 number of the samples added to the DoE in each round of iteration is 6. 
353
Since a moderate number of random variables is involved in this example,
354
the commonly used 2nd-order HDMR metamodel method is also used to 355 compare with the proposed method. cords and the tension bars are steel. In structural analysis, the uniformly 374 distributed load q was transformed into three nodal loads, each is P = ql/4.
375
The serviceability limit state of the structure with respect to its maximum 376 vertical displacement was considered. The limit state function is given by
378 in which u a is the allowable displacement and is set to be 0.03 m, E and
379
A denote the Modulus of elasticity and cross-sectional area, and the sub- Table 4 : Random variables of the roof truss. a product of a metamodel-based failure probability and a correction term.
403
The correction term is used to quantify and further eliminate the error re-404 sulting from approximating the real limit state function with the metamodel.
405
Due to the introduction of correction term, the new method can obtain an 406 23 
(A.1)
434
By taking expectation on both sides of Eq. (A.1), we have 
Var(K 1 ).
(A.4)
450
Taking expectation on both sides of Eq. (A.4), we have
Var(K 
454
The variance of the new estimator K m is formulated as 
(A.7) 
