Starburst amacrine cell (SAC) morphology is considered central to retinal direction selectivity. In Sema6A À/À mice, SAC dendritic arbors are smaller and no longer radially symmetric, leading to a reduction in SAC dendritic plexus density. Sema6A À/À mice also have a dramatic reduction in the directional tuning of retinal direction-selective ganglion cells (DSGCs). Here we show that the loss of DSGC tuning in Sema6A À/À mice is due to reduced null direction inhibition, even though strong asymmetric SAC-DSGC connectivity and SAC dendritic direction selectivity are maintained. Hence, the reduced coverage factor of SAC dendrites leads specifically to a loss of null direction inhibition. Moreover, SAC dendrites are no longer strictly tuned to centrifugal motion, indicating that SAC morphology is critical in coordinating synaptic connectivity and dendritic integration to generate direction selectivity.
INTRODUCTION

Starburst amacrine cells (SACs) have provided a rich model to
analyze the relationship between neuronal morphology and circuit computations. SACs are radially symmetric retinal interneurons whose neurites function as both dendrites and axons, with pre-synaptic release sites restricted to the distal third and postsynaptic structures to the inner two-thirds of the neurite in mice [1] [2] [3] or along the entire neurite in rabbits [4, 5] . Whereas most retinal neuron types tile the retina, SAC neurites, which we will henceforth refer to as dendrites, overlap extensively, forming a thick plexus of highly fasciculated processes across the inner retina. Furthermore, unlike other retinal interneurons whose arbors also form a highly overlapping plexus to serve a neuromodulatory role, such as dopaminergic amacrine cells (reviewed in [6] ), SACs contribute to direction selectivity, a precise circuit computation, via several subcellular features (reviewed in [7, 8] ). First, SACs synapse onto direction-selective ganglion cells (DSGCs) with subcellular precision-individual SAC dendrites form GABAergic synaptic connections with DSGC subtypes when the SAC dendrite is oriented in the DSGCs' null direction [9] [10] [11] . Second, individual SAC dendrites have direction-selective Ca 2+ responses in which motion away from the soma, termed centrifugal motion, generates a larger calcium transient in the distal release sites than motion toward the soma [1, 5, 12, 13] .
To what extent are these synaptic and dendritic properties dependent on the density and radial symmetry of the SAC arbor? Two gene families have been identified as critical for SAC morphology. One is the protocadherin-g (Pcdhg) cluster [14] . Each SAC expresses a single protocadherin isoform, leading to homotypic dendritic self-avoidance in individual SACs but synaptic connections between different SACs [14, 15] . Deletion of the entire Pcdhg cluster in SACs causes a collapse of the SAC structure [14] , dramatically reducing direction selectivity in DSGCs, and alters the spatial pattern of inter-SAC inhibitory synaptic signaling [15] . However, whether the absence of DSGC direction selectivity directly results from changes in SAC-DSGC synaptic connectivity or SAC dendritic direction selectivity computations has not been explored.
A second gene family implicated in SAC dendritic development is semaphorins, a class of transmembrane proteins with multiple roles in synapse development, axon guidance, and laminar specification, especially within the retina (reviewed in [16] ). Sema6A is essential for the ON/OFF segregation found in the inner plexiform layer of the retina, and signals repulsively through PlexinA2 to achieve proper lamination of ON and OFF SAC dendrites [17] . In addition, in Sema6A À/À mice, ON, but not OFF, SACs lose their radial morphological symmetry, appearing as though pie slices have been removed from their circular shape. In contrast to the Pcdhg À/À SAC phenotype, in which SAC dendrites fail to exhibit self-avoidance beginning at the soma, Sema6A À/À SAC phenotypes are milder, with SACs only failing to exhibit self-avoidance at the distal third of their dendrites [17] . Despite this more moderate phenotype in SACs, DSGCs in Sema6A À/À mice exhibit the same dramatic degree of reduced direction-selective tuning as in Pcdhg À/À mice [15, 17] . Here, we take advantage of the altered SAC morphology in Sema6A À/À mice to determine how SAC dendritic architecture instructs synaptic wiring and subcellular computations in the direction-selective circuit.
RESULTS
DSGCs in
Sema6A -/-Mice Receive Weak and Symmetric ON Response Inhibition Sema6A is expressed in ON, but not OFF, SACs, and thus the Sema6A lacZ allele in the gene-trap Sema6A À/À mouse [18] leads to a reduction specifically in ON SAC dendritic length and coverage, creating large gaps in the SAC plexus in the ON, but not OFF, sublamina of the inner plexiform layer (IPL). These phenotypes were correlated with a significant decrease in DSGC tuning for ON, but not OFF, responses in these mice [17] , but the underlying synaptic basis for this loss of direction selectivity remained unknown.
To determine whether SAC-mediated inhibition onto DSGCs was affected in Sema6A À/À mice, we first performed targeted cell-attached recordings from genetically identified DSGCs and stimulated them with moving bars. We observed a striking decrease in ON response direction selectivity due to an increase in null-direction-evoked firing (Figures 1A, 1B, and 1E; Figure S1D), consistent with [17] . We then performed wholecell voltage-clamp recordings from DSGCs, and observed a corresponding decrease in null-direction-evoked inhibition ( Figures 1C, 1D , and 1F), but not an increase in null-directionevoked excitation (Figures S1A-S1C). We also observed a slight decrease in OFF direction selectivity ( 1D ; Figure S1E ), indicating that the small changes in OFF spiking most likely arise from the reduced laminar segregation of ON and OFF SAC dendrites in the Sema6A À/À mouse [17] .
DSGCs receive inhibition from two sources-symmetric input from non-SAC GABAergic interneurons [19] and asymmetric input from SACs, in which most SAC-mediated inhibition onto DSGCs occurs during null direction stimulation [20] . Therefore, we directly compared DSGC spike tuning to the amount of asymmetric SAC-mediated inhibitory input, which we estimated by computing the difference in inhibition along the nasal-temporal axis, which is the preferred null axis for the control GFP + DSGCs in this study. We found that, regardless of genotype or luminance change direction, DSGC tuning increased with increased SAC synaptic input ( Figure 1G ). Overall, these results indicate that the reduction in directional tuning in DSGCs in Sema6A À/À mice is due to a loss of asymmetric SAC-mediated inhibitory input. See also Figure S1 . and 2E). Note that we chose Sema6A À/À SACs close to the DSGC soma to ensure dendritic overlap. Therefore, we normalized the recorded conductances to the number of putative null-oriented synapses [9] , and again found no significant difference in the relative strength per synaptic connection between control and Sema6A À/À pairs ( Figure 2F ). These data indicate that subcellular SAC-DSGC synaptic specificity is unperturbed in Sema6A À/À mice, demonstrating that the developmental processes governing asymmetric SAC-DSGC wiring are independent of the morphology of the distal SAC dendritic arbor and SEMA6A signaling.
SAC-DSGC
Sema6A
-/-SAC Varicosities Maintain Direction Selectivity Asymmetric inhibition from SACs to DSGCs requires not only asymmetric wiring but also a centrifugal motion preference of SAC GABA release sites at distal dendritic varicosities [13] . Therefore, we tested whether the decrease in null-directionevoked inhibition measured in DSGCs of Sema6A À/À mice re- (D) Average inhibitory conductance traces ± SEM for SAC-DSGC pairs (n = 12 control; n = 9 Sema6A À/À null; n = 6 Sema6A À/À preferred).
(E) Average peak inhibitory conductance ± SEM. 1-way ANOVA p < 0.0135, Tukey-Kramer post hoc *p = 0.014 control versus Sema6A À/À preferred, *p = 0.032
(F) SAC-DSGC inhibitory conductance increases with the number of putative synaptic sites from null-oriented SAC dendrites [9] .
À/À SACs maintain the skewed distribution of excitatory inputs thought to underlie SAC varicosity direction selectivity ( Figures S2C and S2D ) [1, 5] . Third, varicosity Ca 2+ responses to motion stimulation in Sema6A À/À SACs were equally as strong ( Figure 3B ) and, surprisingly, could be even more narrowly tuned ( Figures 3A and 3C ) than in control SACs. Together, these data indicate that despite the shorter dendritic lengths ( Figure S3D ) of Sema6A À/À SAC dendrites, direction-selective computational abilities were preserved. SACs may affect the interplay of these two circuit components. Therefore, we analyzed the direction-selective tuning of varicosities in Sema6A À/À and control SACs ( Figure 4A ) along the preferred null axis (defined by the orientation of the vector sum of the tuning curve) and along the soma-varicosity, or centrifugal, axis, which determines SAC wiring with DSGC subtypes. For control SAC varicosities, direction-selective tuning was equally strong along the soma-varicosity and preferred null axes ( Figures  4B and 4D) , as expected by the radial symmetry of the dendrites. In contrast, for Sema6A À/À SACs, there was a significant difference in tuning between the two axes ( Figure 4D ). Varicosity directional tuning along the preferred null axis was larger than that in control SAC varicosities, whereas varicosity directional tuning along the soma-varicosity axis was significantly reduced compared to control SAC varicosities ( Figure 4B ). This difference in Sema6A À/À SAC tuning was due to decreased Ca 2+ transient amplitudes in response to centrifugal stimulation compared to responses during preferred direction stimulation ( Figure 4C ). Overall, the greater degree of dendritic tortuosity in Sema6A
SACs led to a significantly larger misalignment between the functional preferred null axis and the anatomical soma-varicosity axis ( Figure 4E ). These results indicate that SACs in Sema6A À/À mice may no longer maximally release GABA in response to motion in their post-synaptic DSGCs' null directions. Figure S2 .
Loss of Inhibitory Directional Tuning in
Sema6A
À/À SAC coverage levels. When we assumed a random association of these two circuit components, IPSC directional tuning was completely abolished at all SAC coverage factors, indicating that axis misalignment could have a profound impact ( Figures 5D-5F ). However, simulations using the experimentally observed differences in Sema6A À/À mice between the two axes ( Figure 4 ) resulted in a smaller, but still significant, reduction in IPSC directional tuning ( Figures 5D-5F ). Thus, we conclude that in Sema6A À/À mice the loss of DSGC directional tuning is explained primarily by the decreased SAC dendritic coverage [17] , whereas synaptic input from varicosities on tortuous SAC dendritic arbors can further degrade the precise asymmetry of GABA release found in control retinas.
SAC Varicosity Directional Preferences Are Determined Near the End of the Excitatory Input Distribution
We next sought to use the increased dendritic tortuosity of Sema6A À/À SAC dendrites to elucidate which portions of the SAC dendritic arbor were responsible for determining varicosity directional preference. Specifically, we compared varicosity preferred directions to the average dendritic orientations of different portions of the SAC dendrite, starting at the first branch from the soma ( Figure 6A ). The dendrites of control SACs generally radiate straight out from the soma, and therefore control SAC varicosity preferred directions aligned equally well with all average dendritic orientations calculated using segments distal to the first branch point (Figures 6A and 6B, gray). In contrast, for the more complex dendrites of Sema6A À/À SACs ( Figure 4E ; Figure S3F ), varicosity preferred directions aligned best to dendritic orientations calculated with segments distal to the fourth branch point (Figures 6A and 6B, blue). These results were consistent across varicosity tuning strengths ( Figure S3A ). The fourth branch point is 90-120 mm away from the soma (roughly 70% of the SAC dendrite), corresponding to the most distal extent of bipolar cell inputs onto the SAC dendrite as determined by glutamate uncaging [1] and electron microscopy [2, 5] ( Figures S3D and S3E ). Indeed, when individual branch angles were considered, the orientation of the fourth-order dendritic segment was most responsible for varicosity directional preference ( Figure 6B ; Figures S3B and S3C), indicating that the directional preference of SAC varicosities is determined by the local orientation of the last dendritic segment with glutamate receptors ( Figure 6C ). The implications of these results for current models of SAC directional computations are discussed below. (A) Schematic depicting differences in the SAC coverage factor between control retinas, Sema6A À/À retinas, and retinas with a SAC coverage factor of 1. Green circles indicate the extent of the DSGC dendritic arbor. The shorter dendrites in Sema6A À/À SACs lead to a 63% reduction in dendritic coverage (see [17] ).
DISCUSSION
These results show that DSGCs in
(B) Left: average ON response IPSC tuning curves ± SEM for DSGCs in control (black) and Sema6A À/À (blue) mice in response to moving bar stimulation (see Figure 1D ). Accounting for the symmetric inhibitory contribution from non-SAC GABAergic amacrine cells [19, 20] , there is a 67% reduction in SAC-mediated inhibition for DSGCs in Sema6A À/À mice compared to control. Right: simulated IPSC tuning curves for DSGCs based on SAC coverage factors in control (black),
Sema6A
À/À (blue), and coverage factor 1 (gray) conditions.
(C) Normalized vector sum magnitudes for IPSC tuning curves from experimental (dashed lines) and simulated (boxplots) data in (B). The simulated inhibition based on the Sema6A À/À SAC coverage factor leads to a reduction in overall IPSC directional tuning matching the experimental data.
(D) Schematic depicting alignment between soma-varicosity angles and varicosity preferred directions used in the simulation in (E) and (F) (see Figure 4) . (E) Simulated IPSC tuning curves for DSGCs at control (30) and Sema6A À/À (11) SAC coverage factors in which angular differences between SAC varicosity anatomical and functional axes were randomly drawn from the experimental control (black) and Sema6A À/À (blue) data ( Figure 4E ). The same simulation was also performed using randomly drawn differences between anatomical and functional axes from À359 to 359 degrees (red).
(F) Normalized vector sum magnitudes for IPSC tuning curves from the simulated data in (E). The misalignment between the SAC-DSGC wiring axis and varicosity preferred directions in Sema6A À/À mice leads to a significant reduction in IPSC tuning, with larger reductions occurring at denser SAC coverages. DSGCs would experience symmetric inhibitory input with a complete loss of alignment in more tortuous SAC dendrites (red). Kruskal-Wallis, Tukey-Kramer post hoc, ***p < 0.001.
dramatic loss of IPSC tuning ( Figure 5 ). We postulate that this greater loss of IPSC tuning may in part explain the reduced IPSC tuning in Pcdhg À/À mice, which have even more tortuous SAC dendrites but no reduction in coverage factor [14] . Hence, different manipulations of SAC morphology can impact direction-selective computations via distinct mechanisms.
Implications for Dendritic Tuning
The subcellular directional computation in SAC dendrites emerges from the interplay of three potential mechanisms. The first mechanism is based on a proximally skewed distribution of excitatory bipolar cell inputs combined with the electronic properties of the thin SAC cable [1, 5] , and assumes that SAC processes are electrically isolated from each other, a requirement recently proven critical for direction selectivity generation [12] . In this model, temporal summation of closely spaced glutamatergic inputs during motion toward the varicosities leads to a slightly larger membrane depolarization at distal dendrites than during motion toward the soma, in a manner first described by Rall [25] . This small difference is greatly amplified by the presence of nonlinear conductances located in the distal portion of the dendrite [12, 26, 27] . How much dendrite is necessary to perform this computation? By comparing SAC dendritic segment orientations to varicosity preferred directions, we found that the dendritic segment best aligned to varicosity preferred directions was distal to the fourth branch point (Figure 6 ), corresponding to the location of the most distal glutamatergic bipolar cell inputs onto the SAC ( Figure S3E ). These data suggest that sequential summation over only a small segment of glutamate receptors is sufficient to generate a depolarization difference that differentiates centrifugal from centripetal stimulation. Our results also suggest that the nonlinear conductance underlying the conversion of a weak directional voltage difference to a strong dendritic directional preference is located distal to the glutamate receptors but proximal to most of the release sites. This configuration ensures a consistent level of direction selectivity over all varicosities due to the dendritic end effect [1] .
The second mechanism for SAC dendritic direction selectivity is based on lateral inhibition between SACs [28]. This mutual inhibition enhances the directionality of SAC dendrites [1, 15, 29] but is not the primary component of the computation [13] , playing a more critical role under conditions of high contrast [5] or noisy backgrounds [30] . Because SAC-SAC connections are formed in proximal dendritic segments [5] , only the distal third of SAC dendrites in Sema6A À/À SACs fail to exhibit self-avoidance, inhibitory conductances in Sema6A À/À SACs are the same as in controls, and Sema6A À/À SAC varicosities are well tuned (Figure 3) , inhibitory SAC-SAC connections are not likely to be a major factor in affecting direction selectivity in Sema6A À/À mice.
The third mechanism is based on the arrangement of presynaptic bipolar cells with different kinetics. Disruption of bipolar cell wiring onto SACs certainly reduces direction selectivity in DSGCs [31, 32] , but the presence of distance-dependent differences in excitatory input kinetics required for ''space-time wiring'' in ON SACs has remained controversial [2, 5, Figures S2A and S2B ), but strong SAC dendritic direction selectivity is maintained (Figure 3 ). Second, the ''space-time'' model requires both proximal and distal excitatory inputs to generate direction selectivity, but we find that SAC tuning is most well aligned with the orientation of distal dendritic branches ( Figure 6 ) that are not likely to receive spatially offset inputs from two different bipolar cell subtypes.
In conclusion, our results reveal a central role for the high SAC coverage factor in generating direction selectivity. Understanding the genetic basis 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS Animals
Mice used in this study were aged from p25-120 and were of both sexes. To target DSGCs and SACs, ChAT-Cre/nGFP/TrHr (CNT) mice were generated by crossing together three mouse lines: (1) 
METHOD DETAILS Retina Preparation
Mice were anesthetized with isoflurane and decapitated. Retinas were dissected from enucleated eyes in oxygenated (95% O2/ 5% CO2) Ames' media (Sigma) for light responses or ACSF (in mM, 119 NaCl, 2.5 KCl, 1.3 MgCl 2 , 1 K 2 HPO 4 , 26.2 NaHCO 3 , 11 D-glucose, and 2.5 CaCl 2 ) for paired recordings. Retinal orientation was determined as described previously [48] . Isolated retinas were cut into dorsal and ventral halves, mounted over a 1-2 mm 2 hole in nitrocellulose filter paper (Millipore) with the photoreceptor layer side down, and stored in oxygenated Ames' media or ACSF until use (maximum 10 h). Filter paper mounted retinas in which dorsal-ventral orientation was tracked will be referred to as oriented retinas.
2P targeted recordings and visual stimulation
Oriented retinas were placed under the microscope in oxygenated Ames' medium at 32-34 C. Identification and recordings from GFP + cells were performed as described previously [48] . In brief, GFP + cells were identified using a custom-modified two-photon Mg-ATP, 0.3 Na 3 GTP, 10 Na 2 Phosphocreatine, 5 QX-Cl (pH = 7.2 with CsOH, osmolarity = 290, ECl -= À60 mV). After cell attached recordings of spikes, whole cell recordings were performed with the same pipette after obtaining a GU seal. Holding voltages for measuring excitation and inhibition after correction for the liquid junction potential (À10 mV) were 0 mV and À60 mV, respectively. Signals were acquired using pCLAMP 9 recording software and a Multiclamp 700A amplifier (Molecular Devices), sampled at 20 kHz, and low-pass filtered at 6 kHz.
For visual stimulation of DSGCs, broad-band visible light ranging from 470 to 620 nm was generated using an OLED display (SVGA Rev2 OLED-XL; eMagin) displaying custom stimuli created using MATLAB software with the Psychophysics Toolbox. These images were projected onto the photoreceptor layer through the same 60x objective used to target cells (Olympus LUMPlanFl/IR 360/0.90W), which was focused onto the photoreceptor layer once the cell attached recording configuration was achieved. The illumination radius on the retina was $300 mm, which was significantly smaller than in previous recordings from DSGCs in Sema6A À/À mice [17] to limit the modulation of DSGC responses by inhibitory wide-field amacrine cells [49] . Moving bars (320 3 650 mm) were presented to the cell with both positive and negative contrasts at 500 mm/sec in three trials of eight pseudorandomized directions parallel to the longer axis of the bar. were performed similarly, except the internal solution EGTA concentration was 0.1 mM [10] and AlexaFluor594 was used. To calculate SAC-DSGC synaptic conductances, DSGC were held at voltage potentials ranging from À100 mV to +20 mV while SACs were depolarized three times from the holding potential (À70 mV) to 0 mV for 50 ms. After recording synaptic currents, 2 photon 1024 3 1024 image stacks of the dye filled cells were acquired with 780 nm excitation, using a 0.5 mm step size. Imaged cells were manually reconstructed using the FIJI plugin Simple Neurite Tracer. After cells were traced, the 'fill out' function was used until a volume rendering of the entire cell was created. The resulting volumes for the two cells were exported as .tif image stacks and then imported into Imaris 9 (Bitplane), where the colocalization between the two volumes was calculated and the results were used to create a new colocalization channel. The 'Spots' function of Imaris was used on this colocalization channel to identify sites of overlap. To identify putative synaptic sites, we manually selected Spots on the outer third of SAC dendrites located within 67 on either side of the null direction (vertex at the SAC soma) [9] . The number of these putative synapses were then compared to the calculated conductances using regression analysis.
SAC Light Responses
Filter paper mounted retinas were placed under a custom 2-photon microscope [1] in oxygenated Ames' medium at 32-34 C. nGFP . Light response recordings were performed with at least 5 different holding potentials ranging from À100 to +20 mV after correction for the liquid junction potential (À12mV). Visual stimuli were created on a 670 3 550 mm patch of retina by projecting an LED light source (M470L2, Thorlabs) through a DMD (Cell5500-Fiber, Digital Light Innovations) controlled by custom software (Psychophysics Toolbox) that were focused through the condenser lens onto the photoreceptors. Prior to each experiment, visual stimuli were aligned to the middle of the 2-photon imaging field and the photoreceptors by inserting a pipette filled with Alexa Fluor 594 and positioning it at the focal plane of the photoreceptors (measured by IR imaging) and the middle of the 2-photon imaging window. A small spot (5 mm radius) was projected and aligned to the tip of the pipette via focusing or shifting the condenser in the XY plane. SACs were presented with three repetitions of a 400 mm diameter spot centered on the SAC soma at each holding potential. After recording, full field (196 3 196 mm) images of SAC morphology (512 3 512, 8ms/line, bidirectional scanning) were obtained by tuning the laser to 850 nm to analyze SAC dendritic arbor length.
For Ca 2+ imaging experiments, SACs were filled with Oregon Green 488 BAPTA-1 (OGB1, Life Technologies) via a sharp electrode as per [5] . Briefly, borosilicate glass (I.D. = 1.1, O.D. = 1.5 mm) electrodes were first pulled to a resistance of 100-150 MU and then were bent (such that electrode tips were perpendicular to the retinal surface when inserted into the headstage) by placing the electrode tangentially to a water bubble and heating it with a microforge. Bent electrodes were filled with 15 mM OGB1 and placed above the targeted SAC under infrared illumination. 2 photon illumination was used to guide the electrode tip through the inner limiting membrane into the targeted SAC and visualize cell filling. Ionotophoresis of OGB1 was achieved with negative current pulses (À10 to À20 nA, 500 ms) and electrodes were withdrawn as cell bodies began to fill. Filled SACs were left to recover for 30-60 min before imaging. Multiple, non-overlapping SACs were often filled within the same filter paper hole. Simultaneous Ca 2+ imaging and visual stimulation were performed generally as in [1] under a 60x LUMPlanFL N water immersion objective (1.00 NA, Olympus).
For spot response receptive field mapping experiments, visual stimuli were aligned to the center of the 2-photon imaging field. Spot positions were defined by taking a low intensity z stack (930 nm) of the filled SAC, picking a varicosity at the end of a dendrite for imaging, and then identifying five points along that dendrite roughly corresponding to 0, 25, 50, 75, and 100% of total dendritic length. Visual stimuli were presented after 20 s of imaging to allow photoreceptors to adapt to the scanning laser [50] . Three trials of 12.5 mm radius spots centered at each of these points were presented in pseudorandom order for 1 s each with 6 s in between. SAC varicosities were imaged using a 930 nm excitation wavelength and images were acquired at 11.84 Hz (64 3 64 pixels, 1ms/line, bidirectional scanning).
For direction selectivity experiments visual stimuli were aligned to the top left corner of the 2-photon imaging field. After filled SACs recovered, cells were positioned with their soma at the center of the stimulus field and 26 3 26 mm ROIs were selected at various positions along the SAC arbor. SAC dendrites were imaged using a 930 nm excitation wavelength and images were acquired at 7.58 Hz (256 3 100 pixels, 1ms/line, bidirectional scanning). Visual stimuli consisted of 3 trials of moving bars (400 3 200 mm) moving at 500 mm/sec in eight pseudorandomized directions parallel to the shorter axis of the bar across the entire stimulus plane. SACs that did not exhibit Ca 2+ responses to initial laser scanning were excluded from further experimentation. For all Ca 2+ imaging experiments, after functional imaging, full field (131 3 131 mm), high resolution images of SAC morphology (512 3 512, 4ms/line, bidirectional scanning) were obtained by tuning the laser to 800 nm to increase OGB1 excitation. The objective was moved and multiple images were acquired and stitched together using 3D stitching (FIJI), if required, to trace imaged varicosities back to the soma. Dendritic morphology was manually reconstructed using Simple Neurite Tracer (FIJI). Imaged varicosities and the cell soma were labeled on the Simple Neurite tracing of each SAC with SWC identifiers. Cell reconstructions were exported as .SWC files and imported into the TREES toolbox [45, 51] in MATLAB for further analysis.
IPSC simulation
To simulate directional SAC-DSGC inhibitory synaptic transmission we first assigned pre-synaptic SAC release sites to a location on the null half of the SAC arbor (À90 to 90 with 0 representing the DSGC's null direction). The number of SAC release sites varied from 1-100, with 1 representing tiled SAC input and 100 representing the endogenous SAC coverage factor of 30 ( Figure 5A ). The direction of maximal GABA release for each simulated varicosity was then offset from its anatomical angle by randomly drawing, with replacement, from the experimentally observed differences between preferred null (PN) and soma-varicosity (SV) axes orientations for control or Sema6A À/À SACs (Figure 4 ). Varicosity synaptic release directions (anatomical angle + PN-SV axes offset) were binned into 45 degree increments to simulate the highest resolution possible in our experiments using 8 directions of stimulus motion. Synaptic release from each varicosity caused a 18 pA current in the simulated DSGC, based on quantal recordings [10] and our normalization of inhibitory conductances to putative release sites ( Figure 2F ). Synaptic current magnitudes were then summed across bins and added to a radially symmetric 400 pA current from non-SAC GABAergic amacrine cells [19, 20] to create a synaptic release tuning curve. This simulation was repeated 1000 times to generate the average tuning curves and the distributions of normalized tuning curve vector sums in Figure 5 . For the Random simulation, PN-SV axes offsets were randomly drawn, with replacement, from the distribution of all angles ranging from À359 to 359 .
QUANTIFICATION AND STATISTICAL ANALYSIS DSGC Light Responses
For cell attached DSGC recordings, spike counts were calculated by bandpass filtering traces (0.08-2 kHz) and manually identifying a threshold value for spikes on the filtered traces. Local minima below threshold that did not violate refractory period criteria (0.001 s) were counted as spikes. ON and OFF responses were defined as spikes occurring within a 900 ms time window starting right before the presentation of the leading or trailing edge of the stimulus. The average spike counts across the 3 trials were used to calculate the vector sum of the spike responses. Preferred directions for both ON and OFF responses used to calculate average spike counts in Figure S1 were defined as the angle of the vector sum of spike responses for the OFF response. For voltage clamp DSGC recordings, traces were first average across the 3 trials for each direction and inspected to ensure consistency of responses. Average traces were baseline subtracted based on the last 500 ms of recording or a user defined interval after manual inspection. Peak currents were calculated from average baseline subtracted traces and were the maximal (IPSC) or minimal (EPSC) points during the 900 ms window described above. Charge transfers were calculated as the integral of the average baselined traces during the 900 ms window. The peak currents were used to calculate the vector sum of the current responses. Preferred directions for both ON and OFF responses used to calculate peak responses reported in Figure S1 were defined as 180 + the angle of the vector sum of OFF peak IPSCs, or the angle of the vector sum of OFF peak EPSCs if IPSCs were not recorded in that cell.
Paired Recordings
Inhibitory conductance analysis of paired SAC-DSGC recordings was performed in IGOR Pro using the algorithm described in [52] . Briefly, sweeps at each DSGC holding potential were averaged and then the baseline holding current (defined as the average current prior to SAC stimulation) was subtracted from each average trace. We compensated for the series resistance (R s ) by measuring the series and input resistance (R in ) from a À5 mV pulse at the end of each trace. We used the following equations for compensation of the recorded current (I m ) and the holding potential (V h ): Then we fit a line to the IV data (I syn versus V) for the various holding potentials at each time point (t) in the trace. The slopes and intercepts of these lines were used to calculate the inhibitory conductance gT (the slope) and the reversal potential Vrev (-intercept/slope). We controlled for quality of recording by requiring an R 2 value for the linear fit of the IV data above 0.85.
SAC Light Response Recordings
Conductance analysis of SAC light responses was performed similarly using a custom written script in MATLAB based off of [53] . Briefly, sweeps at each SAC holding potential were averaged and then the baseline holding current (200 ms before light stimulation) was subtracted from each average trace. We compensated for the series resistance (R s ) and input resistance (R in ) from a À5 mV pulse at the end of each trace as above. The total conductance gT and reversal potential Vrev were calculated based on the IV data as above and recording quality was controlled by requiring an R 2 value for the linear fit of the IV data above 0.9. Inhbitory (gI) and excitatory conductances (gE) were separated based on the reversal potentials for inhibition (Vi = À73 mV) and excitation (Ve = 0 mV) using the following equations: 
SAC Ca 2+ Light Responses and morphology
For spot response receptive field mapping experiments, SAC varicosity ROIs were identified using a custom macro (FIJI). A summed intensity projection was created from the movie of the imaged varicosity, a Gaussian blur was applied to remove sharp edges (sigma = 1.5), and the ROI center was selected using the default thresholding algorithm. This ROI mask was dilated twice to ensure even sampling throughout the movie. Background ROIs were selected on the same Gaussian blurred image, but using the triangle threshold algorithm. SAC varicosity Ca 2+ responses were analyzed with custom MATLAB scripts. Average fluorescence intensity (F) was calculated for each ROI and background subtracted using the average intensity of the background ROI defined above for each frame. Background subtracted F traces were segmented by stimulus presentations. DF/F traces for each stimulus were calculated using the fluorescence intensity during the last half of the inter-trial period before the stimulus (3 s) and averaged together based on stimulus location. Stimulus center positions were matched to the closest point on the imported SAC dendrite reconstruction using custom MATLAB scripts. Moving averages and standard deviations were calculated using the Average Waves function in Igor Pro. For direction selectivity experiments, SAC varicosity ROIs were identified using a custom macro (FIJI). Images were 3D median filtered to denoise, baseline subtracted via a 100-frame z median filter, and then bandpass filtered (2-15 pixels). The processed image was thresholded via the Triangle algorithm, with upper and lower bounds manually defined, and the background was subtracted. Potential individual varicosities were identified as local maxima on the average projection of the background-subtracted stack via a user defined threshold level and a subsequent watershed step filled them out. The resulting varicosity and background ROI masks were imported into MATLAB for further processing.
SAC varicosity Ca 2+ responses were analyzed with custom MATLAB scripts. Average fluorescence intensity (F) was calculated for each ROI and background subtracted using the average intensity of the background ROI defined above for each frame. Background subtracted F traces for each ROI were segmented by stimulus presentations and the F traces for each stimulus direction were averaged together. DF/F traces were calculated using the fluorescence intensity during the first 2/5 of the time in between stimulus presentations as the baseline. Ca 2+ responses to a given stimulus were defined as the maximal DF/F during stimulus presentation.
ROIs were excluded from further analysis if their baseline background-subtracted fluorescence was < 1 or the maximal responses to R 4 stimulus presentations was not > 2.5 standard deviations of the total DF/F trace for that stimulus direction. Vector sums were calculated from these maximal DF/F values for each ROI, with the preferred direction defined as the angle of the vector sum. Direction selective indices were calculated using the formula:
where preferred is the peak Ca 2+ transient in response to the stimulus moving in the direction closest to the preferred direction and null is the Ca 2+ transient in response to the stimulus moving oppositely. For outward versus inward calculation, preferred direction corresponded to the stimulus moving in the direction closest to that of the Euclidean angle described below. Imaged ROIs were matched to their respective locations on the imported SAC reconstruction using custom MATLAB scripts utilizing the TREES toolbox [45, 51] . For each imaged varicosity, the Euclidean angle from the SAC soma to that varicosity was calculated using the point of transition from soma to dendrites in the tree. Average dendritic angles were calculated by first calculating the angle and distance from a dendritic branch point to the next branch point along that path, and then taking a vector sum of these angles and distances. Tortuosity was computed as the path length from the soma to a varicosity divided by the length of the Euclidean distance from soma to varicosity.
To determine how much of the variance in the varicosity directional preference is explained by different SAC dendritic branches we used a series of restricted linear regression models in which one dendritic branch was allowed to vary while holding the other branch angles at their median. Linear regressions were performed individually on the sine and cosine of dendritic branch and varicosity directional preference data and the inverse tangent of the resulting predictors were used to compute circular correlations [54] between the predicted and measured varicosity directional preferences. Regression models were validated with 10-fold cross validation by using a random sample of 90% of the data to fit the linear regression models and the remaining 10% of the data to calculate circular correlations. The model was bootstrapped 5000 times to get confidence intervals of the cross-validated circular correlations.
Statistics
Statistical tests used are indicated in the figure legends. All tests were two-sided. We report exact p values for all tests in which p > 0.001.
DATA AND SOFTWARE AVAILABILITY
The datasets generated during and/or analyzed during the current study and all custom scripts and functions generated or used during the current study are available from the Lead Contact on request.
