Abstract-Relevance judgment set is created by human assessors (e.g TREC assessors) in Information Retrieval (IR) evaluation which is a laborious task. Recently crowdsourcing was introduced as a low cost method to create relevance judgment set. One of the important issues in crowdsourcing is the quality of labels or judgments which were produced by workers. This study, investigate whether increasing number of judgments for each topic and document improve the quality of judgments through measuring the agreement of relevance judgments between crowdsourced workers and human assessors to validate the use of crowdsourcing for creating relevance judgments. The agreement is calculated for both individual and group agreement through percentage agreement and kappa statistics. The results show that there is a higher agreement between crowdsource and human assessors in group assessment while in the individual agreement the agreement was low. However, when the number of workers to judge the same topic and document increases, the agreement between TREC assessors and workers does not increase significantly. In addition, we investigate how the rank ordering of a set of retrieval systems change when replacing human assessors' judgments with crowdsourced judgments using different number of workers. The results show that the system ranking is approximately the same when number of workers increase for judging the same topic and document.
I. INTRODUCTION
EST collections are the common Information Retrieval (IR) evaluation approach that referred to Cranfield experiments which is the beginnings of today's laboratory retrieval evaluation experiments [1] . In 1992, the Text REtrieval Conference (TREC) was also established in order to support IR researches to provide the infrastructure for large scale evaluation of retrieval methodologies. judgments set that called qrels which is a laborious task. Different methods of creating relevance judgments are proposed. Researchers validate their methods for creating relevance judgment in IR evaluation by measuring the interrater or inter-annotator agreement. The inter-annotator agreement is applied to measure the performance in order to analyse the agreement between the judgments generated through the proposed method and judgments generated via human assessors to see whether the proposed methods are a reliable replacement for human assessors. One of these proposed methods which used to create relevance judgments set is crowdsourcing which conquer the problems that current evaluation methods have through expert judges. The term crowdsourcing was devised by Howe [2] . Outsourcing tasks, which formerly accomplished inside an institution by personnel allocated externally to massive of potential workers through Internet is crowdsourcing. Running experiments within low cost and fast turnaround make this approach very remarkable [3] . But the important issue is that whether the crowdsourced judgments is reliable and how to improve reliability of judgments in crowdsourcing.
In this work: (i) we investigate the agreement between the judgments created through crowdsourced workers and judgments generated via TREC assessors while increasing number of workers for judging each topic and document to see whether more numbers of workers can improve judgments.
(ii) we evaluate how the rank ordering of systems (in terms of effectiveness measures) change when replacing human assessors' judgments with crowdsourced judgments using varying number of workers to judge the same topic and document to see whether more numbers of workers can improve system ranking. One of the important concerns of crowdsourcing is quality control since labels from non-experts are often untrustworthy which causes low accuracy. Collecting high quality labels is a challenging task. Label quality depends both on the expertise of the labelers and on the number of labelers [4] . If we assume that one judgment per each example or task called single-labeling method, the time and cost may be saved. However, the quality of work is dependent on an individual's knowledge. In order to solve this issue of single labeling methods, integrating the labels from multiple workers [6] . If labels are noisy, multiple labels can be desirable to single labeling even in the former setting when labels are not particularly lowcost [7] . Repeated-labeling leads to have more accuracy for relevance judgments [8] . Snow et al. suggested using more workers to improve quality of the results and encounter worker errors while doing tasks [9] . An important issue related to multiple labels per example is how to aggregate labels accurately and efficiently from various workers into a single consensus label. Majority Voting (MV) is one of the aggregating methods which applied in this study. MV is a straightforward and common method which eliminates the wrong results by using the majority decision [5] [9] [10] . The MV is a proper choice for routine tasks which are paid a lower payment since it is easy to implement and achieve reasonable results depending on truthfulness of the workers [11] . In 2009, Alonso et al. [12] investigate the use of crowdsourcing for IR evaluation by measuring the agreement between crowdsource workers and TREC assessors. Five different workers judged the same topic and document in the experiment. The results proved that crowdsourcing is a low cost, reliable and quick solution and an alternative to create relevance judgment by expert assessors but it is not a replacement for current methods as still there are several gaps and questions that left for future research. As an example, the scalability of this approach has not been investigated yet. This study investigates the agreement between crowdsourced workers and TREC assessors while using different numbers of workers to judge the same topic and document. The main goal of this study is to examine whether increasing number of workers can improve quality of relevance judgments set for a test collection campaign. Firstly, the agreement between crowdsourced workers and TREC assessors is examined while testing different number of workers. Secondly, the rank ordering of systems is investigated when replacing human assessors' judgment set with crowdsourcing with different number of workers. The following section elaborates the experimental design. Section 3 presents the results of the experiment. Finally, the discussion and conclusion display in Section 4.
II. EXPERIMENTAL DESIGN
One of the prevalent platform for implementing crowdsourcing is Crowdflower [13] . This experiment was conducted in Crowdflower. Topics were selected from TREC-9 Web Track and documents were chosen from WT10g collection which is a 1.69 million page corpus [14] . Each worker should answer a relevance question and Fig. 1 shows the task as seen by the workers.
The experiment consists of eight topics and 20 documents were chosen randomly for each topic which contains ten relevant and ten non-relevant documents to have a rational mix. Nine binary judgments were collected from different workers for each <topic, document> through Crowd flower. In total there are 1440 judgment. 
A. Individual agreement
Individual agreement is measured for each worker and TREC assessor. If the worker and TREC assessor judgment is the same for the pair <topic, document>, they are considered to be in agreement. Individual agreement means that each worker is considered individually. There are different methods to measure agreement between each worker and TREC assessor. In this study, the individual agreement is calculated through two different methods: (i) percentage agreement and (ii) free-marginal kappa which is explained more in the following.
This measure sums the judgments which have the same judgments by two assessors (Crowdsourced workers and TREC assessors) and divide by the total number of judgments judged by two assessors. Table 1 displays the results and graphical representation of the percentage agreement. There is a 65.68% agreement between crowdsourced workers and TREC assessors (37.5% on relevant and 28.18% on not relevant). In order to evaluate the reliability of the agreement among assessors, kappa statistics was used. Formerly it was proposed by Cohen [15] that utilized to compare the agreement between two assessors. In this study, Free-marginal kappa was used which measures the degree of agreement while removing the effect of random agreement. Free-marginal kappa can be used for the case of multiple judges and when the assessors are not forced to judge certain number of documents [16] . The kappa statistic is computed using an online kappa calculator [17] . If a kappa value is above 0.6, it shows an acceptable agreement, while a value above 0.8 represents perfect agreement [18] . In this experiment, the Free-marginal kappa for individual agreement is 0.28 which can be seen as a fair but not high agreement below the acceptance value. As the individual agreement between TREC assessors and crowdsourced workers is not satisfactory, the agreement between TREC assessors and groups of workers is examined to see whether the group agreement is higher than the individual agreement. In addition, the group agreement is tested by 3, 5, 7 and 9 workers for judging the same topic and document. 
B. Group Agreement
The group agreement is to have multiple judgments for each topic and document from different workers. In this part, the group agreement between workers and TREC assessors is calculated to see whether the agreement is improved compared with individual agreement. We examine the agreement by using 3, 5, 7 and 9 workers. For group agreement, we consider 3 random groups of workers and then average the result. The Majority Voting (MV) is used to aggregate the judgments. Table 2 shows the group agreement between TREC assessors and crowdsourced workers. Each topic and document is judged by 3 workers. Table 3 shows the same information but 5 workers used instead to judge the same pair of topic and document. The result of agreement for 7 workers was the same as 5 workers. Finally, the table 4 displays the agreement while using 9 workers to judge the same topic and document. The kappa statistics for the group agreement for group of 9 workers is above 0.6 that shows an acceptable agreement comparing with individual agreement which is not acceptable (0.28). In general, relevance judgments generated through groups is more reliable than the one generated individually for evaluating systems as we aim to replace the TREC assessors with workers. The kappa statistics for the group agreement for group of 3, 5 and 7 workers is 0.58 which is a moderate agreement and is close to group agreement of 9 workers. 
IV. RANK CORRELATION
One of the common statistics in IR evaluation is Kendall's τ [19] which is a non-parametric statistic that utilized to examine the correlation between two ranked lists. In this study, to compare reliability of system ranking using different relevance judgment set, TREC assessors and crowdsourced workers, this test was applied. The high correlation means the ranking in both lists are the same. In IR evaluation, a Kendall's τ above 0.8 is considered as strong correlation. Evaluation of most researches in information retrieval is usually done by calculating precision. Precision is an information retrieval performance measure that quantifies the fraction of the retrieved documents which are relevant (see Equation (1) In this experiment, the systems are ranked based on the Mean Average Precision (MAP) which is calculated for each system by averaging the precision. In the first step, system ranking is found based on the relevance judgment set which created by TREC assessors. Then, the system ranking is created based on relevance judgment set which generated by crowdsourced workers while testing with 3, 5, 7 and 9 workers for judging the same topic and document. In the second step, the resulting ranked lists of TREC assessors are compared to workers through Kendall τ correlation. Table 6 displays the Kendall τ correlation. The ranked list of systems is shown in Figure 2 . Based on relevance judgments created by 3, 5, 7 and 9 workers for each topic and document. The blue line shows ranked list of systems when using relevance judgment set which created by TREC assessors and the red line shows the ranked systems when crowdsourcing used as relevance judgment set. Fig. 2 : System ranking based on qrels and workers (each topic and document was judged by 3, 5, 7 and 9 workers)
The Kendall's τ shows moderate positive correlation in ranking between crowdsourced workers and TREC assessors for all cases. The tau value for groups of 3, 5 and 7 workers are the same while 9 workers shows better correlation but not significantly different from groups of 3, 5 and 7 workers. As Fig 2 shows , if the figures divide by two fractions, the two system ranking (TREC assessors and crowdsourced workers) are more comparable in the second fraction. So the tau value is calculated for two fractions of ranked list (first fraction and second fractions contains 52 systems). As shown in Table 7 , the second fraction shows the higher correlation in all cases. To recap, we can conclude that for low performance systems, the relevance judgments created by crowdsourcing produces a more reliable systems ranking.
V. DISCUSSION AND CONCLUSION
Summarizing, this paper examined the reliability of crowdsourcing for creating relevance judgment set while investigating whether increasing number of workers for judging the same pair of topic and document improves the relevance judgment set's quality. The agreement between TREC assessors and crowdsourced workers are measured examining individual and group agreement. The results show that when we use individual agreement, the percentage agreement between the TREC assessor and each worker is 65% and the kappa statistics show an agreement of 0.28 which is considered as a low agreement, but when using group assessment, the percentage agreement between them is 79.37% and the kappa statistics is 0.58 for 3, 5 and 7 workers while it is even higher for 9 workers, 83.75% and kappa of 0.67 which is an acceptable agreement. This leads to the conclusion that the crowdsourcing based on the individual judgment is not reliable and to have more reliable results, each topic and documents should be judged by multiple workers. However, increasing number of workers does not improve results significantly.
A further experiment investigated how the rank ordering of systems change when replacing human assessors' judgment set with crowdsourcing. In addition, we examined whether increasing number of workers to judge the same topic and document improve the system ranking. The coefficient correlation value shows moderate correlation between the two ranked lists. The tau value for groups of 3, 5 and 7 workers are the same while 9 workers shows better correlation but not significantly different from groups of 3, 5 and 7 workers.
However, when comparing the high and low performance systems, we can see higher correlation between TREC assessors and workers for low performance systems. A deeper analysis about using crowdsourcing' judgment set for system ranking will be part of future work. Investigating other factors that effect on the judgments quality is our future plan.
