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I. Introduction T HE broad goal of speaker recognition (identi cation and veri cation), being an instance of a classical pattern recognition problem, is to extract and model the properties of speech data that are uniquely characteristic of individual speakers. The data is typically a sequence of samples collected over a transducer and perhaps transmitted over a communication channel. The overall modeling process concerns the transformations applied to the data and the subsequent techniques used to model the resulting features.
System operation is described in terms of various populations. Speakers that the recognition system can identify or authenticate comprise the target population. And, for each of these, the system collects acoustic information during a training phase. In identi cation, a test speech sample is analyzed and either matched to one of the target models or determined to be out of population. On the other hand, an authentication request consists of a claimed identity (of a target model) together with test speech. The system must decide if the speech given validates the claim. We view the population as divided into two groups. The target population from above and its complement, which we refer to as the background population. In particular no target speaker data is used in modeling the background, though in some situations, e.g. where it is reasonable to assume that one target may claim to be another, this would make sense.
The focus of this paper is text-independent speaker recognition. Reliable authentication based on speech must be exible enough to allow conversational speech input 1] 2]. At the same time, usability considerations restrict the collection of large amounts of training data. The problems encountered due to the rst condition are exacerbated by the second and vice versa. These result in an inability to properly create speaker models for all of the possible usage scenarios. The system we present addresses this issue rst by exploiting a recent advance in feature space optimization 3] to achieve improved performance in the general limited data case. Then, this principle is used to create building blocks in the context of a multi-grained approach allowing a detailed phonetic analysis where possible and a natural back-o otherwise. The result is an hierarchical speaker model which is used as the basis for creating discriminant functions for identi cation and veri cation, either of which can be formulated as an hypothesis test.
We describe novel methods both for constructing individual speaker discriminant functions as well as for deriving target dependent background discriminant functions for use in veri cation. Each individual discriminant is a function of the likelihoods of labeled test data with respect to components of the multi-grained model. These are used for identi cation. For veri cation, we construct a target dependent background discriminant function as a methodically derived linear combination of individual background model discriminants. This construction involves the multigrained transformation based modeling of each background speaker.
We present results for both identi cation and veri cation comparing the performance of our system to standard techniques. We show the bene ts of our building blocks, on identi cation, for varying amounts of training data. We also give results on a database for which there are published results. Then we give veri cation results based on multigrained modeling using these blocks, making a comparison to a standard technique of speaker adaptation.
II. Survey
The choice of features is most e ectively made based on robustness and the existence of compensation techniques to mitigate channel e ects. Among the most successful features are those that are based on the cepstral coe cients 4] 5], because irrespective of the technique (linear prediction or lter bank analysis) used in their computation, the cepstra are the most robust and amenable to compensation 4].
The most e ective approaches to speaker recognition are based on statistical representations, in the form of Gaussian mixture models (GMM), or more generally Hidden Markov Models (HMM) based on the selected features. The problem statement itself will allow a variety of other techniques such as neural network modeling or template based matched lter like analysis, or many others found in the speech literature. Which form of modeling is viable generally depends on the nature and amount of training data, whether one is concerned with identi cation and/or veri cation, and whether the analysis will be text dependent or independent.
When there is a large amount of data and one is able to label it well, e.g. as phones, the HMM technique may be appropriate. In text constrained or text dependent situations for example, HMMs may be more e ective than the other techniques. However, in most situations, Gaussian mixtures perform better than HMM's 6], and thus they constitute the state of the art today.
Signi cant problems that plague speaker recognition occur due to environment mismatch between training and test data as well as the sparseness of both the training and test data. In most practical situations both of these conditions will exist. To cope with these problems, a variety of techniques within the GMM framework have been investigated. Those based on a transformation may be classi ed as model transformations or feature transformations, recognizing the fact that these classes overlap. In general, model transformations allow independent optimization of e.g. the mean and covariance parameters of a GMM, whereas a feature transformation implies speci c modi cations for these parameters.
Feature data transformations based on independent component analysis 7] and eigenvector decompositions 8] have proven to be e ective in matched and mismatched conditions, especially where scarcity of training data and eciency considerations necessitate the use of diagonal covariance models. More to the point, when modeling data with diagonal Gaussians it can be shown that the unmodi ed cepstral feature space is sub-optimal 3], from the maximum likelihood point of view, in comparison to one which can be obtained via an invertible linear transformation. Techniques of feature and model space transformation have been developed that allow optimization of parameters from the maximum likelihood point of view with diagonality constraints on the covariance matrices 3] 9]. The maximum likelihood linear transformation (MLLT) is chosen so as to mitigate the loss in likelihood caused by the restriction to the diagonal. The transform takes on significance due to the fact that we are using Gaussian mixture models and the transformation will apply to more than one mixture component. If the transformation applied only to one component, it would be equivalent to an eigenvector basis. The question of which components, or the regions of feature space that they cover, will be \tied" together via one transform is open ended. In our development of the Multi-Grained model, this decision will be automatic from the structure. It should be mentioned here that another approach approximates a non-diagonal component with a number of diagonal components 10]. This approach was not addressed in this paper.
Model transformations generally focus on adaptation from a well trained model, often called a universal background model (UBM) 10] in the context of speaker recognition, which captures the speaker independent (SI) statistics. Using adaptation techniques such as Bayesian learning or maximum a-posteriori probability (MAP) adaptation 10], the SI statistics are converted into speaker dependent (SD) statistics in a maximum likelihood fashion. Di erent components of the UBM are adapted according to the availability of adaptation data. Where this data is lacking, the SI statistics ll the void.
Variance transformations have been used to e ectively deal with data scarcity and mismatch, various types of which can be distinguished: S/N ratio variations, transducer e ects, and channel e ects, to name a few. The nonlinear e ects, caused most noticeably by di ering transducers and to a lesser extent the channel variation, are the most di cult to deal with. In the telephony environment Beaufays et. al . 11 ] have proposed a model transformation scheme that modi es the variance parameters of a speaker model based on a variance distribution derived from data collected over multiple handsets. This helps in mismatched and limited data situations. Note that another approach for handling these problems, based on normalization, attempts transducer or channel identi cation, and for each case, estimates a separate normalization 12]. Other more direct methods seek to model and correct the nonlinear effects 13] 14] via data transformations. Needless to say, many of these techniques have also improved performance under matched, data rich conditions.
III. GMM Based Recognition
In this section we describe the basic GMM approach to speaker and, more generally, pattern recognition that can be found in the literature.
A. Initial Feature Set
A sequence or set of Mel-frequency cepstral coe cient (MFCC) vectors fxg in R n is the basic representation of training and test data. There are 19 coe cients computed using 24 lters on a Mel-warped frequency axis with corresponding delta parameters concatenated. In order to mitigate the e ects of channel interference, we use cepstral mean subtraction. As discussed earlier, this is the feature set of choice in the literature for the telephony domain.
B. Basic Statistical Model
The developments hereafter are based on the standard Gaussian Mixture Model formulation 15]. We de ne the notation here, noting that a common dimensionality is assumed throughout. For a set of data X = fxg, a GMM M is parameterized by fm i ; i ; p i g where one has respectively the Maximum Likelihood (ML) estimates of the mean vector and covariance matrix along with the weight for each component i of the mixture. This is of course dependent on an assignment of the vectors in X to a chosen number of components and can be accomplished via the use of clustering techniques such as K-means or LBG. Corresponding to M, let M m = fm i g be the set of mean vectors.
C. Speaker Independent Model
The symbol M will be used to denote a speaker independent (SI) data model. Its purpose is to provide stability in the form of an initial seed for clustering and if desired, to provide statistics for a background model in veri cation. The data used to train this model, via LBG, is assumed to consist of vectors from a representative set of speakers in all phonetic contexts of interest. We will only use the means of this model as a seed (see section III-D) in this paper, and therefore, no further optimization of the parameters is performed. The training data for this model was aggregated from an internal landline telephony database containing approximately 500 speakers with both read and spontaneous speech.
D. Speaker Speci c Model
Given training data from a speaker j, de ne M j to be the statistical model, parameterized by fm j i ; diag( j i ); p j i g and constructed using the speaker independent M as a seed, meaning that the mean vectors of M are used as the initial centroids for K-means clustering. The other parameters from M, namely the covariance matrices and weights, are not used.
Note that the de nition is based on a diagonal covariance. The statistics of M j are determined as in Section III-B. As a basis for future comparison, the baseline system further will employ the expectation maximization (EM) algorithm as a means of optimizing the speaker model parameters. Constraints on the amount of data available to train a target makes it necessary to use diagonal covariance models. E ciency is also gained by the requirement, which saves model storage space and allows e cient calculation of likelihood based discriminant functions. Henceforth, we will only be concerned with such models. Current state of the art systems use a form of MAP speaker model adaptation 10]. The speaker independent model, referred to as the Universal Background Model (UBM), may in this case be updated with EM iterations. Subsequently, su cient statistics for the speaker speci c parameters (mean,variance,weight) are used to update the UBM and convert it to a MAP-adapted speaker-speci c model 10]. We will compare our results to this technique.
E. Hypothesis Tests
Mathematically, both identi cation and veri cation can be formulated as hypothesis tests. In veri cation, one class represents the claimed model and the other the background population. On the other hand, all target speakers in addition to the background are classes for open-set identication. Each of the classes has a discriminant function associated with it (e.g. the likelihood) which takes as input the test data and outputs a real number. On the basis of the discriminant function values a recognition decision can be made according to the system policy.
E.1 Discriminant Function
The basic discriminant is log p(XjM j ), the log likelihood. Let p(xjM j ) be the probability density of observing vector x with respect to M j . If the observations are of a sequence of i.i.d. random vectors then the probability density of the observation, X, is
which is the likelihood. The log-likelihood function can then be written as
where, when using a Normal pdf, p(xjm j i ; diag( j i )) = 1 (2 ) n=2 jdiag( j i )j 1=2 e ? 1 2 (x?m j i ) t diag( j i ) ?1 (x?m j i ) (3) and the number of mixture components is N.
IV. Transformation Enhanced Recognition
In this section we describe our enhancement of the approach to pattern recognition based on the Gaussian mixture statistical model. The resulting formulation will be the building block for the multi-grained model structure (Section V) which will allow us to model the same data from di erent detail perspectives.
A. Data Transformation
Having used the training data from a given speaker to construct M j , we know that in general some of the components will have extremely poor covariance estimates, and so we restrict to diagonal covariances in order prevent a lack of robustness. However as discussed in Section II, the feature space being used may not be the best one in which to make this restriction. The second step in the model construction procedure involves nding a unimodular feature space transformation (MLLT) that transforms the speaker model to one that is most consistent with diagonal covariance modeling of the data. In our formulation, this transformation is a pattern speci c maximum likelihood transformation. It is important to note the pattern speci c nature of the transformation because we propose that a common feature space is sub-optimal for recognition.
Each pattern should be evaluated in a pattern (speaker) speci c feature space. It is important that the transformation is unimodular because otherwise, the likelihood scores for any model could be arbitrarily in ated or de ated, critically a ecting the scoring of a model. Further, the assumption here is that it is not possible, for the reasons above, to obtain full covariance estimates for all components of the model, implying that signi cant regions of the feature space would lack discriminatory power. When transformation enhanced diagonal models are used, we hypothesize that an advantage is gained from leveraging the data corresponding to mixture components where good estimates are possible, since it is mainly this data that contributes to the determination of the transformation, which is applied to all mixture components. B. Transform Enhanced System (Building Block)
We start with M j as de ned in Section III-D. In the second step of the training phase, a transformation T j is obtained for each speaker j by performing the optimization described in Section IV-C.
Subsequently, equation 5 can be used for each j. For the transform enhanced system, the models are given by M j and T j . The baseline system is given by equation 2. We emphasize here that no additional data beyond that used for the baseline is used in deriving the transformation. It is estimated from the same data that is used to derive the baseline statistical model. In practice, we have found virtually no di erence when scoring in this way as compared to scoring the mixture. This is not surprising given that we use at most 64 Gaussian components for each mixture model. C. Optimization
For the optimization, we shift from thinking of the Gaussian mixture as representing one class to considering that each mixture component models a separate class. That is, we introduce a function I j (x) which equals i if x is assigned to class i. I j (x) is readily available after the clustering if it is taken to be the nal set of labels. The reason for this shift is that here, a single transformation is sought that best \diagonalizes" each individual mixture component, as opposed, for example, to diagonalizing the total covariance matrix of all of the data. In this case, the likelihood is
The maximum value of equation 6 when X is the training data for the given speaker can be written 3] as 
where the constant is ignored, without loss of generality. In the optimization, the goal is to maximize equation 8 over T which is accomplished via a gradient descent. Thus, T transforms the original feature space to one where the diagonal assumption causes the least loss in likelihood 3]. See gure 1 for a ow diagram of the model construction. Note that the full covariances are required from the original space, but the important point is that the statistics of data from all components are used to estimate this transform. Thus though some individual components may have poor covariance estimates, the transformation still applies. The MLLT is a feature space transformation (optimization), depending on the class assignments of the training vectors, which induces a corresponding modi cation to the model parameters as described in section IV-B.1. It is also possible to employ model parameter optimizations directly, e.g. using EM, after the initial class assignments. However, the joint optimization of the feature space transformation and model parameters is not addressed in this paper.
V. Multi-Grained Models
The purpose is to analyze and model the training data in an hierarchical fashion based on a phonetic labeling. Thus, all data is labeled with an HMM based phone labeler, resulting in a sequence of vectors each having an associated phone label. We then make use of a graduated phone class structure to represent the speaker model at various levels of detail. The structure is a tree (see gure 2) with the root node containing all the phones. The next level partitions the phones into six linguistic classes (vowels, nasals, voiced and unvoiced fricatives, plosives, liquids) plus silence. The third and last level is comprised of the individual phones. Each node of the tree contains the vectors assigned to that node's phones.
The structured processing a ords the use of ne detail where possible (i.e. as re ected in the amount of training data available for each phone or phone class), while at the same time allowing a natural back-o mechanism. In the sequel we refer to each node simply by an index number running from 1 to the number of nodes. The model for the root node of the tree will be called the Global model. This should not be confused with a speaker independent model. Global simply indicates that the model is trained without regard to any assignment of labels to the data. For each node in the tree, we construct a transformation enhanced model, described above as a building block for the multi-grained model. The full multi-grained model for a speaker j is then a set of models denoted M j fTg j , where the braces in fTg j indicate the multiplicity of transformations associated with the full model. To represent the multigrained model without transformations, we will reuse the notation M j . We now discuss the updated discriminants used for identi cation and veri cation. The total background population was created using the same large internal landline telephony database. However, each background \speaker" was trained from aggregated data of approximately 10 speakers in the database. Furthermore, this population is independent from the target population, which will be described in section VI. Each target model will in general have a di erent set of background speakers associated to it. (12) whereby is a threshold determining the level of security and the relative number of false rejections vs. false acceptances (operating point). We use a modi ed version based on the discriminants described above:
We propose several functions for deriving the weights (14) with a; b chosen so as to achieve the emphasis as mentioned above and i denoting the index of the background model w j M bg in the ordered sequence, as illustrated in Fig. 3 Non-Linear Weighting with Pruning gives a function as in (15) with a pruning threshold eliminating models whose weight is too small (Fig. 3-b) . The latter three functions achieve an adaptation of the cohort set to the particular test utterance with the objective to increase cohort competitiveness and prove to bring performance gains while incurring only negligible additional computation. In this section we give results on veri cation and identication comparing the transform enhanced system to the EM baseline, as well as to the method of model adaptation described in 10]. Identi cation results will be given using two proper training data subsets for the main dataset. The purpose is to highlight the fact that the transform based enhancement gives bene ts over the baseline irrespective of the amount of training data. Results for veri cation are presented in the form of equal error rates (EERs). The EER is de ned as the (unique) value of false acceptance and false rejection percentages, where they are equal.
A. Identi cation A.1 Data and Results Two publicly available databases were used for identication. Results are given on the Lincoln Lab Handset Database (LLHDB), available from the Linguistic Data Consortium, and The King database. The latter allowed comparison to identi cation results in the literature.
For the LLHDB, the target population consisted of 20 speakers (alpha numerically rst 10 male, rst 10 female). All 10 of the TIMIT-text sentences (in the LLHDB) were used for the tests. Giving a total of 200 target trials.
For identi cation, training with the full rainbow passage recordings (LLHDB), which were approximately 30 seconds in duration, was compared to training with 15 and 7.5 second sections of the passage for each target. There were 64 Gaussian components per model, based on 19 dimensional cepstra and delta parameters, for the 30 and 15 second cases, whereas 16 components were used for the 7.5 second case. We compare baseline vs. transform systems in order to demonstrate the ability of the \building block" model to capture speaker speci c characteristics, regardless of the amount of training data (see table I. We choose identi cation for this because, as compared to veri cation, it is more dependent on the e ectiveness of the statistical modeling. The results show that the transformation enhanced performance, for the most part, is comparable to the baseline performance with twice the amount of training data.
To compare with published results, we give performances determined on the King database. There is a large accoustic mismatch, known in the literature as the \divide", between sessions 1-5 and sessions 6-10. Thus, two conditions are de ned. For WD trials, when training is from sessions 1-3 and 6-8, testing is on sessions 4,5 and sessions 9,10 respectively. For AD trials, the test utterances are switched, providing for a test of mismatched performance. In total, there are 104 tests for both the WD and AD experiments 4]. We point out that while we tried to match the experimental details (i.e. parameters), the variances of the components were not smoothed with the overall \grand" variance as in the cited work. This was in order to isolate the e ects of the transform enhancement. Also, to be consistent we used full mixture likelihoods here, rather than the more e cient max-approach described earlier. The comparison is given in table II. The MFCC-24c12 label is from 4] and indicates 12 dimensional 24 lter MFCCs. First note that the WD performance is 2.8% worse but that the AD performance is 4.4% better. As a possible explanation, recall that we did not use the variance smoothing, which could perhaps shift performance up. Nevertheless, the presented technique does much better in the AD case which indicates relative robustness to mismatch.
Next, we give results for speaker veri cation. The multigrained models, constructed using the building blocks, are compared to the global level (as used here for id) models.
B. Veri cation B.1 Data and Results
For the veri cation experiments the system was trained (with the full rainbow passages) and tested in textindependent mode using the data from the LLHDB partitioned as described in Sec. VI-A.1. In particular, the same 200 target trials were used. The imposter population consisted of 20 speakers (the 10 males and 10 females following the targets). Each imposter could pretend to be each target, giving 4000 imposter trials. As such, the reported results are evenly balanced between cross gender and same gender tests.
For the matched case, the system was trained on the (carbon-button 1) microphone and the target and imposter tests were taken from the same microphone data. Recall that the background population was created using an internal landline telephony database with approximately 500 speakers.
The table III shows the system performance in the verication task measured on the microphone type used in the training (cb1) for several con gurations of the modeling and model weighting functions. In addition, the MAPadapted model performance is given for the case where the means were updated as in 10] because this con guration gave us the best performance with MAP. However, unlike in 10], where 512+ component mixture models as used, the UBM here is comprised of 64 components, which may be suboptimal for the MAP technique. But this number preserves consistency with the other experiments where the number of components was chosen to match the amount of target training data (approximately 30 seconds). The last entry adds MLLT after MAP. A number of observations can be made from the results: 1) The MLLT drastically improves the accuracy by decreasing the error rates approximately by 50% for the global models and by about 20-30% for multi-grained models, 2) the multi-grained model structure together with the proposed scoring technique (PickMax) consistently outperforms the global level model trained without phonetic structuring, and 3) the introduced weighting functions, especially the likelihood-derived weighting with threshold pruning (eqn. 15) improve the performance as well, as compared to the uniform weighting which corresponds to averaging the individual background models to obtain the world model score. Moreover, the non-uniform weighting methods, while gaining signi cant improvements, incur a negligible computational expense and, except the pruning threshold, do not bring in additional parameters that would need to be determined heuristically. The threshold was xed for all experiments to a value which reduces the number of background models on average between 2 and 6. 4) The MAP adapted performance should be compared to the Global con gurations. We compare to the Uniform weighting result since this does not include the bene ts of alternate weighting functions. The MLLT approach slightly outperforms the MAP system. The last result (adding MLLT after MAP) is interesting because the performance degrades. This indi- cates that perhaps the techniques are very good at capturing speaker speci c information in fundamentally di erent ways, suggesting that further research into model and/or score fusion is appropriate. In order to measure the impact of a microphone mismatch on the proposed MLLT multi-grained modeling we took the advantage of the LLHDB in that it contains each utterance in multiple instances each recorded over a different transducer. In particular, the four types of carbonbutton microphones (cb1 through cb4) were used to test the system trained on the cb1 microphone. Note, that no special measures were taken in order to compensate for the microphone mismatch, such as by including these microphone types in the background population 17]. A varying degradation for the di erent microphone types can be seen in Tab. IV. The positive e ect of the MLLT as well as the multi-grain structure holds for all microphone conditions. The relative improvement appears to decrease with higher degrees of mismatch, namely for cb4 and cb3 microphones, however this still remains signi cant at about 30% and 20% respectively.
VII. Conclusion
In this paper, a method of speaker characterization to handle data scarcity and improve general robustness as well as a multi-grained approach that takes linguistic mismatch into account were presented. Practical applications often require that data collection for training be on-line and short. Consequently, the phonetic content of possible test speech may not be well characterized, giving poor performance. The problem can be restated in terms of the mathematical speaker models, which are based on Gaussian mixtures. With limited training data, the global model cannot be properly characterized in the sense that the covariance structure around each of the global model components cannot be properly estimated. The method of speaker characterization described herein allows using the good covariance estimates to obtain a transformation for all of the components. We have given results to demonstrate that the performance of the transformation enhanced system is robust.
Moreover, the multi-grained modeling provides us with a re ned acoustic structuring and allows for further improvements of the transform-based system. The described acoustic system is designed for text-independent speaker recognition and is a suitable component for a wider conceptual framework -the conversational speech biometric 18] in which, by combining several technologies (speaker recognition, speech recognition, natural language understanding, and dialog management) the overall authentication reliability is signi cantly increased and enables speech to serve as a primary security key in a wide range of applications.
