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ABSTRACT 
The performance of an iterative scheme to solve x = TX + c, T E CnX”, c E C”, ’ 
is often judged by spectral properties of 2’. If T is not normal, it is however well 
known that only conclusions about the ussymptotic behavior of an iterative method 
can be drawn from spectral information. To anticipate the progress of the iteration 
after a finite number of steps, the knowledge of the eigenvalues alone is often useless. 
In addition, the spectrum of T may be highly sensitive to perturbations if T is not 
normal. An iterative method which-on the basis of some spectral information-is 
predicted to converge rapidly for T may well diverge if T is slightly perturbed. In 
practice, the convergence of the iteration x,, = Tx,,_~ + c is therefore frequently 
measured by some norm I/T/l, rather than by the spectral radius p(T). But apart from 
the fact that norms lead to error estimates which are often too pessimistic, they cannot 
be used to analyze more general schemes such as, e.g., the Chebyshev iterative 
methods. Here, we discuss another tool to analyze the behavior of an iterative 
method, namely the field of values W(T), the collection of all Rayleigh quotients of T. 
W(T) contains the eigenvalues of T, and the numerical radius p(T) = max, tW(Tjl~I 
defines a norm on Cnx”. The field of values represents therefore an “intermediate 
concept” to judge an iterative scheme by-it is related to the spectral approach but 
has also certain norm properties. 
*On leave from the Institut fur Praktische Mathematik, UniversitHt Karlsruhe, Engler- 
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1. INTRODUCTION 
A standard way to solve a linear system x = T x + c iteratively, where 
T E @,1X,! (for the sake of simplicity, we always suppose that I, - T is 
invertible) and c E @“, is to apply the basic iterative method 
X 
VI 
= Tx,,_~ + c (nl = 1,2 ,... ), x0 E C’l. (1) 
Judgments about the efficiency of a scheme like (1) are usually based either 
upon spectral properties of the iteration matrix T or upon some norm of T. 
Each of these two concepts has its merits but also its drawbacks. The 
asymptotic behavior of (1) depends only on a(T), the spectrum of T. It is for 
instance well known that the vectors x,,, of (I) converge to the solution 
x:= (I,, - T)- ‘c, for any choice of x0, if and only if o(T) is contained in the 
open unit disk, and that p(T), the spectral radius of T, measures the 
asymptotic decay of the associated error norms Ilx - x,,JJ. It is, however, also 
well known that a(T) and p(T) can give quite misleading information about 
the performance of (1) for a finite number of iteration steps if T is not a 
normal matrix (cf. e.g., the example in Varga’s book [32, p. 671). Another 
striking example of this phenomenon originates from a model equation for 
convection dominated flow (cf. Farrell [6]). 
Consider the boundary value problem 
-&U”(t) + u’(t) =f(c) on (0, 1) 
with u(0) = (Y, u(l) = p. The discretization of this problem by an upwinded 
scheme on a uniform mesh with step size h = l/(n + 1) leads to a linear 
system with a nonsymmetric tridiagonal Toeplitz matrix 
“XII 
(2) 
The standard splitting of A, A = D - L - U, where D is diagonal and L 
and U are strictly lower and upper triangular, gives rise to two iterative 
schemes of the form (l), namely, the forward Gauss-Seidel method with 
iteration matrix Gf:= (D - L)-‘U and the backward Gauss-Seidel method 
with iteration matrix G,:= (D - U)-‘L. It is easy to see that both matrices, 
Gf and G,, have the same spectrum and that 
P(G/) = P(G,) = 
4&(&-t h) 
(2.~ + h)” 
cos2 rh < 1. 
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But if E 4 h, for instance E = lop6 and h = 0.05, the nonasymptotic 
properties of these two Gauss-Seidel methods are quite different, as can be 
seen from Table 1, where error norms 1(x - x,1/z for both methods are 
shown. [We chose f(x) = 1, (Y = 0, p = 1, i.e., u(x) = x, and x0 = 0.1 
The better performance of the forward Gauss-Seidel method in this 
example is usually explained by the fact that it solves the linear system in the 
“natural” direction, i.e., in the direction given by the characteristics of the 
underlying differential equation. But how can one decide whether Gf or G, 
is better suited as an iteration matrix if one does not know anything about the 
origin of those matrices? As we have seen, the spectral properties of Gr and 
G, are of no help in answering this question. 
Next we assume that the basic iterative method (1) converges, i.e., 
p(T) < l(T is th en usually called a convergent matrix), and we want to know 
how close T is to a divergent matrix M, i.e., to one satisfying p(M) > 1. 
Clearly, if p(T) is very close to 1, a small perturbation of T can lead to a 
divergent matrix. There are, however, convergent matrices T with p(T) Q 1 
which are “nearly divergent” (see van Loan [31] and Higham [14] for the 
closely related question “How near is a stable matrix to an unstable matrix?“). 
The n X n shift matrix 
J” = 
0 1 
0 1 
0’ 1 
0 I E [wnxn (3) 
evidently has the spectral radius p(J,) = 0 and therefore seems to be a 
“perfect” iteration matrix. But it will be shown in Section 2 that there exists a 
TABLE 1 
Ik - x,,IIz for Gauss-Seidel 
m Forward Backward 
0 2.5 2.5 
2 6.4 x lo-’ 2.1 
4 9.5 x 10-I” 1.8 
6 1.0 x 10-23 1.4 
8 9.8 x 1O-3” 1.1 
10 8.1 x 10p4” 8.4 x 10-l 
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such that p(Jn + AlII> = 1. It is easy to construct even more dramatic 
examples. Let A E [w, h # 0. For the matrix T,,:= Al,,, we have p(T,,) = 0. 
But if we change the (n, 1) entry of T,, to h’ ” (which represents a 
perturbation of T,, whose norm is (hl’-“1, then there results a divergent 
matrix (cf. Reichel and Trefethen [26], Wilkinson [34, Chapter 21). 
To summarize, spectral properties of the iteration matrix T allow conclu- 
sions only about the asymptotic behavior of the scheme (11, and they are 
highly sensitive to perturbations of T. None of the problems described above 
would have occurred if we had based our analysis on some norm JIT 1) of the 
iteration matrix T. But the use of norms has another disadvantage. IIT 1) gives 
no indication how to accelerate (I), say, by a Chebyshev method. 
We here discuss the advantages and disadvantages of an “intermediate” 
concept to judge the performance of (I), namely the fiekl of valz~es 
x*Tx 
W(T):= -:x.E@\{O} 
x*x I 
of T (often also called the numerical range of T) and the numerical radius 
F(T):= max{lzl: z E W(T)) 
of T. For a comprehensive discussion of the properties of W(T) and p(T), 
we refer to the monograph of Horn and Johnson [15, Chapter I]. 
Let us come back to our introductory examples. The fields of values of the 
forward Gauss-Seidel matrix Gr and the backward Gauss-Seidel matrix G, 
associated with A of (2) are plotted in Figure I. (In this and also in the 
subsequent figures, fields of values are represented as the intersections of 
half planes; cf. Hausdorff [12] and J o h nson [I7]. An alternative method to 
determine the field of values numerically has been described by Marcus and 
Pesce [22].) W(G,) equals app roximately the unit disk [ p(G,) = 0.987. I, 
suggesting that the backward Gauss-Seidel method is not well suited for this 
specific problem, whereas forward sweeps [ p(G ) = 2.08. X 1OY” 1 con- 
verge rapidly. For the shift matrix J71 of (3), the ield of vahies is a disk with t  
center 0 and radius cos[r/(n + l)] (cf. Lemma 3 in Section 3). Here again, 
W(J,~) is much larger than the spectrum rr(J,,>. 
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Fro. 1. Fields of values and eigenvalues (+) of the forward and backward 
Gauss-Seidel matrices Gf and G, associated with A of (2) (h = 0.05). Note that the 
axes are scaled differently in the two plots. 
In Section 2, we shall discuss to which extent the field of values and the 
numerical radius are useful tools for analyzing iterative schemes. In this 
paper, we restrict our analysis to Chebyshev methods or, more generally, to 
asymptotically stationary k-step methods (for an investigation of the alternat- 
ing direction implicit (ADI) method, which is based on the field of values, see 
Starke [27]). There are three well-known properties of W(T) which make it 
attractive for our purposes: 
W(T) is always compact and convex, (4) 
which simplifies the numerical determination of W(T) considerably [although 
-as we shall see-the convexity is responsible for some limitations of 
W(T)]; 
a(T) G W(T) (5) 
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(and thus Co[ (T(T)] 2 W(T), where Co[fl] denotes the convex hull of 
R c C), which relates W(T) to the spectrum of 2’; and finally (see Lenferink 
and Spikjer [I9]>, 
/(z&, - T))’ (IL < d. t( t+,(T)) 
1s 2, 
for each 2 @ W(T) (6) 
[where dist(Q, A):= min; t o, 1c E ,, 1 z - WI for compact sets R, A C a=], con- 
necting the field of values to the growth of the resolvent. 
Estimates for the fields of values are usually obtained from the Bendix- 
son-Hirsch theorem, which requires the computation of the extreme eigen- 
values of Hermitian and skew-Hermitian matrices. Section 3 is devoted to 
Toeplitz matrices, a class of matrices for which rather precise information 
about the location of the field of values can he extracted from the matrix 
entries alone. 
Finally, Section 4 is motivated by a recent paper of Golub and de Pillis [S] 
on certain successive overrelaxation (SOR) methods arising from problems 
satisfying “Property A.” We analytically determine the field of values of the 
SOR iteration matrices TU, which are standard examples for highly nonnor- 
ma1 matrices, and we are thus in the position to compute the value w, of the 
relaxation parameter which minimizes the numerical radius of 9’, as a 
function of w-in contrast to the classical optimal relaxation parameter oh, 
which minimizes the spectral radius ~(9~). In view of ]]ZU]1~/2 < ~(9~) < 
l]p’, I( 2 (cf. Goldberg and Tadmor [7, (1.6)]), the choice of w, is more 
appropriate at the begilzning of the iteration. Typically, there holds I]9dJ]2 * 
I]_?$:: 112 for small m (cf. the example in Section 4). 
2. ERROR ESTIMATES AND DISTANCE TO DIVERGENCE 
Assume that the iterates {x,,,},,,~ o of (1) converge, for any xc,, to the 
solution of x = TX + c, i.e., that p(T) < 1 holds. What can be said about the 
norms of the errors e,,, = x - x,,,? Well-known answers to this question are, 
for instance, that for every F > 6 there exists an integer mE with 
/le.,/I2 G [ p(T) + ~]f71e,,/12 (m = m,, m,+ l,...) 
(cf. [32, Section 3.211, or-if T is diagonalizable- 
lle,,,ll2 G con d(R) p”‘( T)lle,,l/2 (m=O,l,...), 
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where cond(R) = I~Rl~~~lR-‘~]2 denotes the condition number of a matrix R 
such that RTK ’ has diagonal form. If T is not normal, neither mE nor 
cond(R) is known in general, and thus the above estimates describe the 
behavior of {x,,J,, a 0 only qualitatively. Under the stronger assumption /IT](~ 
< 1, we obtain the quantitative result that (leJ12 < ]IT]l~llea]l~ (m = 
0, 1, . >. Since the numerical radius p.(T) has normlike properties (espe- 
cially since Berger’s power inequality p(T”‘) < p”‘(T) is valid; cf. [25]), a 
similar estimate holds if /J(T) < I, i.e., if W(T) is contained in the open unit 
disk. 
Ile,,ll2 G II~“%lle~~ll2 ,<2p(T’“)lle,ll2 Q 2p.“‘(T)lle,ll2 (m=O,l,...). 
The assumption p(T) < I is certainly less restrictive than lITlIz < 1, but 
this alone would not justify the introduction of the numerical radius as a tool 
to analyze iterative methods. However, norms are rather useless for the 
investigation of many iterative schemes different from cl), whereas the 
numerical radius and the field of values still provide valuable information. As 
an example, we consider the Chebyshev semiiterative metho& (cf. Golub and 
Varga [9], Manteuffel [ZO]). 
Let y, S E C such that 1 e [ 6 - y, 6 + ~1. The corresponding Cheby- 
shev iterates are defined by 
x1 = Pi,& + Tx,) + (I - Pu1.0)%~ xg E C”, 
x ,,l = /-&l(c + TX,,-,) + /-%,1x,,,-1 + P,n.zxnPz (m = 2,3,...), 
(7) 
where the coefficients are given by 
1 2(1 - 8) 
PI.0 =- = 1- 6’ t-G,0 2( 1 - 6)’ - y ’ 
/-L = -&47,,~ and pL,, 2 = 1 - (1 - 6)~,,,~. These procedures are called 
CIebyshev methods because the resulting errors e,,L = x - x,,, can be 
expressed in terms of Chebyshev polynomials t,,,(z) = cos(m arccos z), z E 
[ - 1, 11: 
cll((~ - 6)/Y) 
enI = Pm(T)eo, where pm(z) = 
t,((I - 6)/r) 
(m =O,l,...). 
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The first two parts of the following theorem are merely repetitions of 
well-known results (cf. Manteuffel [20]). Th e are included here to contrast y 
error estimates based on spectral information with error estimates derived 
from the field of values. 
THEOREM 1. With the Chebyshev semiiterative method defined by (7) 
and (81, we associate the number 
I-S- JW 
K:= 
Y 
(the branch of the square root has to be chosen such that K < 1) and for 
p > 1, a family of elliptic regions 
z,,:= {z E C:lz - 8 + YI + Iz - 6 - yl < Iyl( p + p-1)) 
4th foci 6 + y and semiaxes ) y\( p + p-l>. Then: 
1. The sequence (x,,,)~ ~ ,, of (7) converges, for any x,,, to the solution of 
x = TX + c iff a(T) is contained in the interior of d&Y,,, (note that dkTI,, 
is the unique ellipse with foci 6 f y passing through z = 1). 
2. lf in addition T is diagonalizable (assume that R transforms T into 
diagonal form), then 
lle,,,ll~ G 2cond( R) 1 T’Lzn, Ile,llz 
provided that u(T) L [6 - Y, S + ~1, and 
Ile,,llz G con4 R) ( P”’ + P-“) 1 _ K2m Ile,llz 
provided that a(T) 2 gP for some p < l/~. 
3. For arbitrary (not necessarily diagonalizabk) T, we have 
K 
m 
lleml12 G 2 1 _ K2,n lIeOIl 
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provided that W(T) c [S - y, 6 + y], and 
Ile,,,ll2 G 2( P’” + p-“) 1 _ K2,n lIeoIl 
provided that W(T) c gP for some p < l/~. 
Proof. Only the third part of this theorem needs to be shown, 
Assume first that W(T) c [ 6 - y, 6 + y]. Then T is a normal matrix (cf. 
[15, Corollary 1.6.71) and thus unitarily diagonalizable. We therefore have 
Ile,,,ll2 G II plrlll~6-y, S+ yl lleollz, where )I p,J(n denotes the maximum norm of 
p,, on a compact set fi c Cc. Now the assertion follows from well known 
estimates for Chebyshev polynomials. 
Next, let NJ(T) c Z,, for some p < I/K. The image p,,,(dgP) of JgP 
under p,,, is dZPTIZ (covered exactly m times), where 
C&, := 
1 
LW - 6)/Y) 
{z E @: Iz + 11 + I=; - II < p”’ + /I?-,,,}. 
In other words, p,,, P1(@PrIz) = gP. Since both sets, gP,,, and Z$, are compact 
and-convex, it follows from a result of Kato [18, Theorem l] that W( p,,,(T)) 
_C gPrrc and consequently /.L( p,,,(T)) < max{l p,,( z)l : z E ZP’,,. Now, 
Ile.,Ile G 1) p,,,(T) llelleoll~ G21-4 p,,,(T))lh,lh G 22% I P,,( ~1 IkJln~ 
P 
The desired estimate follows again from well known properties of Chebyshev 
polynomials (cf. [4, Section 3.21). 
We finally remark that under additional assumptions on y and 6, e.g., if 7 
and 6 are both real, the factor K “‘/cl - Kzm) appearing in the above 
estimates can be replaced by the smaller number ~“/(l + ~~“‘1. n 
Whether an iterative scheme of the form (1) or (7) (theoretically) con- 
verges or diverges depends only on spectral properties of the matrix T. But if 
T is highly nonnormal, even small perturbations AT-which are unavoidable 
in practical computations-can change the spectrum dramatically.’ An itera- 
tive method which is predicted to converge rapidly for T may well diverge if 
‘In contrast to o(T), the field of values is “perfectly stable”, 
d&z, W(T)) Q llATll2. 
since max. t LvCT+aT 
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it is applied to T + AT (cf. Trefethen [28] f or a beautiful example concerning 
the first order Richardson method). The question is, how close is a matrix T 
for which a specific iterative process converges to the set of matrices for 
which this process fails to converge? 
To go beyond the schemes (1) and (71, we need some additional 
terminology. A scheme of the form 
where 
I-%,,,0 =#= 0, h%,, k = l (m = k,k + l,...) 
j = 0 
and x0,. .x~+~ are suitably chosen starting vectors, is called a k-step 
iterative method for the solution of (I,, - T)x = c. Here, we concentrate on 
asymptotically stationary k-step methods, i.e., schemes of the form (9) with 
With such a method, we associate a rational function (cf. Niethammer and 
Varga [24]) 
h(w):= 
1 - plw - . . . -pkwk 
i4w 
(11) 
[note that h has a simple pole at infinity, and that h(l) = 11 and a family of 
subsets of the complex plane 
U(h):= C=, \ h(n(0; 1)) 
(12) 
U,(h):= L\h(DQ;~)) (77 > 1). 
Here, @, denotes the complex plane together with the point at infinity, and 
D( LY; p) is the (open) disk with center CY and radius p. UC h) is an open set 
with 1 E au(h), while the U,(h)‘s are-closed (for 77 > 1). 
These definitions allow an elegant description of the convergence behav- 
ior of an asymptotically stationary k-step method (cf. [24]): A k-step method 
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given by (9) and (10) converges, for any choice of the initial vectors 
x0>. Xk-1, to x = (Z, - T)-‘c if and only if o(T) c U(h). Moreover, with 
e m:= x - x,,, 
K(~,T):= limsup ~50 [:“r~~~~]“~=min(t:“)landu(i)LU~(b)i. 
Note that ~(h, T) < 1 and c+(T) c U(h) are equivalent for every matrix 
T E @nXn with 1 P a(T). In addition, ~(h, T) ,< l/v if and only if g(T) 
_c U,(h). 
For th_e basic iteration (l), we have h(w) = l/u; and thus U(h) = D(0; 11, 
U,(h) = D(0; l/v) (7 > 1). We therefore regain the classical result that (1) 
converges, for every x0, iff g(T) G D(0; 1) [with the asymptotic convergence 
factor ~(l/w, T) = p(T)]. The Chebyshev method defined by (7) and (8) is 
an asymptotically stationary two step method (cf. [9]). With the notation of 
Theorem 1, U(h) is the interior of &%‘r,,, and U,,(h) = gr,(KVl) (if 1 < 7~ < 
K-I), U,(h) = [6 - y, 8 + y] (if 7~ = K-l>, U,(h) = @ (if 7 > K-l>. 
Let now h be a rational function of the form (111, and assume that 
T E Cnx” satisfies ~(h, T) < 1, i.e., the k-step method given by (9) and (10) 
converges. We seek the smallest perturbation AT of T such that ~(h, T + 
AT) > 1, i.e., 
6,(Zz, T):= inf{(lT - MI12 : M E cnXn, K(h, M) 2 1). (13) 
A standard continuity argument [applied to aT + (1 - cr)M, 0 =G (Y < 11 
yields 
6,(h,T) = min{llT - M/z : M E cnXn, K(h, M) = I}. 
Further, 6,(h, T) is unitarily invariant, i.e., &(h, T) = &(h, U*TU) for 
every unitary U E cnxn. 
THEOREM 2. Let h be the rational function defined by (111, and set 
U(h) = C=, \ h(n(O; 1)). For T E Cnxn with V(T) C U(h), i.e., !c(h, T) < 
&(h, T) = min smin( zZ, - T), 
ZE au(h) 
where smin( M) denotes the smallest singular value of M E Cnx “. Moreover, 
6,(h, T) can be estimated by 
dist(W(T), au(h)) Q 6,(h,T) ,< dist(a(T), au(h)). 
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Proof. Let 6,(h, T) = IlT - MII. , h 2 w ere ~(h, M) = 1, i.e., there exists 
a z0 E a(M) n au(h). Therefore zOZ,, - A4 is singular, and s,~“(z,,I,, - T), 
the distance of the nonsingular matrix “,,I, - T [note that (T(T) c U(h)] to 
the collection of all singular matrices, is dominated by 6,(h, T): 
‘min( ‘0 ‘71 - T) f(((z,g, - T) - (~~~1, - M)l(, = IIT - Mllz = a,(h,T). 
On the other hand, for each z E au(h), there is a singular matrix S, E cnX” 
with s,~~(zI, - T) = IId, - T - Szliz. Since z E JU(h) n o(zZ,, - S;) 
and thus ~(h, d,, - S:) 2 1, we conclude that s,,~“(zZ, - T) = IIT - (?I,, 
- S,)llz 2 6,(/z, T). Now, 6,(h, T) = minz E au(hj ~,,,~“(;51, - T) is shown. 
We next prove that dist(W(T), au(h)) =G 6,(h, T). If dist(W(T), au(h)) 
= 0, then there is nothing to show. If dist(W(T), au(h)) > 0, we choose E 
with0 < E < dist(W(T), au(h)), and M E CnXn with IIM - Tllz < E. Since 
W(M) c W(T) + W(M - T) and W(M - T) c n(O; E), it follows that 
W(M) G U(h) and thus o(M) c U(h). I n o th er words, ~(h, &f) < 1 for all 
M satisfying IIT - M(le < .F. 
Finally, we come to 6,(h, T) < dist(u(T), au(h)). Since a,(?~, . > is 
unitarily invariant we may assume that T is given in Schur form, i.e., 
T = D + N, where D = diag(A r, A,, . , A,!) is a diagonal matrix and N is 
strictly upper triangular. We further assume that 
dist(g(T), dU(h)) = dist(A,, au(h)) = IA, - ZI 
with z E dU(h). For M:= diag(e, A,, . , A,) + N, we obtain ~(h, M) >, 1 
and I(T - M(12 = IA, - z( = dist(a(T), au(h)). n 
As an example, we consider the rt x n shift matrix [cf. (3)l and the basic 
iterative method (1). i.e., h(w) = l/u;. au(h) = {lzl = l}. The singular 
values of (e”Z,, - J”,), 0 < 6 < 2~, are independent of 0. We therefore have 
= ‘min( In -Jr,) = A’,/;“,((& - J,J“(L -A>). 
But (I,, - J,)‘( Z,l - Jn> is th e inverse of Franks matrix (cf. [33, Appendix 
Cl), and its eigenvalues are known to be 
Aj=2[1-cos((25+‘;7] (j=1,2,...,n). 
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This implies 6,(1/w, Jn> = d2{ 1 - cos [n/( 2n + l)] } From Theorem 2, 
it follows that 
(cf. Lemma 3); thus both bounds differ from the correct value of 8,(1/w, ln) 
by an order of magnitude [e.g., 1 - p(JlO> = 0.040.. . and 6,(1/w, J1,,) = 
0.149 . . I. 
There is no doubt that the concept of pseudospectra leads to more 
satisfactory theoretical results. Trefethen (cf. [28], [29], and [30]) defined 
R,(T), the .s-pseudospectrum of T, by 
A,(T) := {A E @ : A E r( T + AT) for some AT with llATjlz Q .Y) . 
As an immediate consequence of this definition, 
S,(h, T) = sup{& > 0: R,(T) c U(h)}. 
There are natural relationships between the field of values and the pseu- 
dospectra of a matrix T (cf. Trefethen [30]). As in the above question (what 
effect does a perturbation of T have on the convergence of an iterative 
method?), pseudospectra often provide the exact answer, whereas the field of 
values leads merely to upper or lower bounds. However, fields of values are 
in general much easier to compute than pseudospectra. 
3. FIELDS OF VALUES OF TOEPLITZ MATRICES 
The field of values of a nonnormal matrix is in general much larger than 
the convex hull of its spectrum. This well-known fact can be easily illustrated 
within the class of Toeplitz matrices 
(14) 
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As a first example, we consider powers of the 12 X n shift matrix J,, [cf. (3)] 
whose spectrum is the singleton {O], whereas for large dimensions n, its field 
of values is approximately the unit disk. 
LEMMA 3. LetJ,, E Rmx’” denote the n X n shift matrix [cf. (3)), and let 
k be an integer with 1 < k < n - 1. Then 
[(n - ly/k] + 2 ’ 
where [r] denotes the largest integer m with m < r. 
Proof. Let w E W(l,k), i.e., there is a vector x E C”, l]x]lz = 1, with 
w = x*J~~;x. If xi (j = 1,2, , n) are the components of x, we define a 
vector y by y := e’JqxJ (j = 1,2,. , n>, where 0 G cp < 2rr is an arbitrary 
angle. Since I yJJz = I, it follows that ? 
II - k II - k 
e ikvw = e tkq * k x Jr1 x = erkq C Xjxj+k = C e-i.i9~je’(j+k)~.j+k 
,i= 1 j=l 
II - k 
= C qj!!j+k = Y*JrfY E W(Jnk). 
j=l 
and thus, W(/,F) is a disk centered at the origin. 
According to the Bendixson-Hirsch theorem (cf. [21, 5.2.71) its radius 
p,, k is equal to the spectral radius of H,,,,:= (1: + <Jlf)‘)/2 E R”‘“, the 
symmetric part of Jr:. For k = 1, 
P n,l = P(H,J = ~0s y+ 
( 1 
(cf. ]5]). For k > 1, the directed graph 
structure 
p, ‘ktl ‘Pk+l 
o-o++. ++.“‘.C-) . 
P v,k+l 
(cf. [32, p. 191) of H,,,, has the 
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with I:= min{k, n - k) and vj:= [(n -j)/k] (j = 1,2,. . , I>. There there- 
fore exists a permutation matrix P such that 
H 
Y, + 1.1 
H v,+l,l 
is block diagonal. Since p,, , is a monotonically increasing function of v and 
since u1 = max{v, : j = 1,2,. , Z}, we conclude 
~r,,k = ~(ffr,,,) = ~(Hv,+u) = pv,+l,l 
=cos(*) =cos( [(rr - IY;k] +2), 
As a direct consequence of Lemma 3, we obtain the field of values of a 
Toeplitz tridiagonal matrix. 
COROLLARY 4. The field of values of tridiag( (Y, 0, p> E Cflx’ is the 
closed interior of the ellipse 
Proof. For w E W(tridiag(a, 0, /3>>, there exists a vector x E a=“, /x/la 
= 1, such that 
w= 
ZZ 
with z E W(JJ- 
x* tridiag( (Y , 0, /3 ) x = (Yx*J,:x + px*J,,x 
cYx*JIIx + px*Jnx = az + px 
and vice versa, aZ + @z belongs to W (tridiado, 0, P>) 
for every z E W(Jn>. N ow the assertion follows from Lemma 3. n 
We next derive inclusion sets for the field of values of an arbitrary 
Toeplitz matrix T, which do not require any eigenvalue computations. A first 
estimate for W(T,,) can be derived by “embedding” T, E Cnx n into a 
circulant matrix of order 2n - 1 (cf. [l, Satz 9.2]), or more generally, into a 
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{z]-circulant matrix Z,,_ r E C=(2nP 1)X(2n-1), Recall that a matrix C = {z]- 
circ(Yo, Y1,. , rn_l> E C ‘lx n is { z)-circulant if it has the form 
Yo Yl Yz *.. x-2 x,-r 
xY,l-l Yo Yl .** Yl-3 Y,-2 
ZYn-2 ZYpl Yo a.. Yn-4 Yn-3 
C= . 
ZY, ZY3 zy4 *.. YO Yl 
ZYl ZY, zy3 *-* ZYn-1 Yo 
(cf. Davis [3, p. 841). 
Let f denote the symbol of the Toephtz matrix T,, of (141, 
n-l 
f(+= C rjzj. 
j=-n+1 
7 
(15) 
As we shall see, there is an intimate relationship between W(T,) and the 
image of the unit circle under f. The following estimate implies that W(T,) is 
always a subset of Co[f(]zl = I)]. 
LEMMA 5. For an arbitrary 0 < 8 < 27r, let tl, 12, . . , izn_ 1 denote 
the (2n - 0th roots of z:= eis. Then 
Proof. We augment T,, of (14) to the (z}-circulant matrix 
Z2nP, = { z}-circ(rO,. . , Tnml, Z71pn,. . , ZT_,) E C=(2n-1)x(2n-‘). 
Since T,, is a principal submatrix of Z,,- r, we have W(T,) c W(Z,,_ r>. 
Now Z,,, ~, is a normal matrix (1 z 1 = l), and the eigenvalues of Z,, _ , are 
(note that 51j2n-1 = 1) 
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For T, = Jn [cf. (311, an elementary geometric consideration shows that 
which overestimates W(J,> by a quantity of order n-2 (n + m> (cf. Lemma 
3 and Figure 2). In Figure 2, also inclusion sets z?‘_ for the field of values of 
1 0 1 0 
R, i 2 1 0 1 = 
0 2 1 0 
E R4X4 
-1 0 2 1 
(16) 
are shown. 
For a general matrix A E C”’ n, W(A) can be estimated by the Bendix- 
son-Hirsch theorem, which is based on a splitting of A into a sum of two 
normal matrices, namely its Hermitian part A, and its skew-Hermitian part 
A,. To determine W( A,) and W( A,), the extremal eigenvalues of these 
matrices have to be computed, and finally, W(A) s W( A,) + W( A,). For 
Toeplitz matrices T,, , other additive decompositions into normal matrices 
are possible. It is well known that T,, can be split into its circulant and 
3 
2 
1 
0 
-1 
-2 
-3 
J 
-“.3 ” 1 -3 -2 -1 0 1 2 3 4 
W4) W(R,) 
(4 (b) 
FIG. 2. Field of values (bounded by dashed curve) and inclusion set 
where z = exp(2rrik/20) (k = 1,2,. ,%I) (cf. Lemma 5) for the matrices 
(311 and R, [cf. (1611. 
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skew-circulant parts, or more generally, I”,, can be represented as the sum of 
a {z)-circulant and a {w}-circulant matrix as long as z z w. 
LEMMA 6. Let the symboZf(cf. (15)) of the Toeplitz matrix T,, E (CnXn 
(cf. (14)) be split according to f = f_ + f+ with 
f_(Z):= 2 Tjzi 
n-l 
and f+(z):= c ~lzj. 
j= -n+l .j = 0 
Then, for every pair of numbers z, w E @ with z # w and ( z 1 = (w 1 = 1, 
one has W(T,) c &z.,,(T,), where 
E$,(T,):= Co 
4f-(42 +f+(51)) - w(f-(51) +f+(M : 1 ( k 
1 1 
Z--w 
where cl, 12, . . , cn are the n th roots of z, and where tl, E,, , &I are the 
n th roots of w. 
Proof. Upon setting yO = -wr,/(z - w), rr,] = ZTJ(Z - w), 
yi = ?i-n - WTi ZTi - Ti_n ) uj= (i = 1,2 ,..., n - l), 
Z--w Z-W 
and 
C, = {“)-circ(y,,y,,...,Y,-,), S, = (wj-circ(f7a,01 ,..., a,_,), 
we see that T,, = C, + S,. The fields of values of the circulant components 
C, and S, are known explicitly: 
W(Cn> = 2Co[{+(6k) -wf+(ik):l Gk z-w G 41 
(cf. Davis [3, p. 84]), and-analogously- 
1 
W(%) = -Co[{zf+(51) -wf_(&):l<l<n}] z - w 
Thus Bz,,,(T,) = WCC,) + WCS,) 1s another enclosure of W(T,) which can 
be constructed directly from the entries of T,, n 
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For the matrices J4 [cf. (311 and R, [cf. (16)], enclosures of the field of 
values resulting from Lemma 6 are shown in Figure 3. 
With the Toephtz matrix T,, = (T~_~)~ ~ k, l ~ ,~ of (14, we associate a 
sequence (T,,,],,, 2 n of banded Toephtz matrices, 
Obviously (cf. Lemma 51, 
W(T,,) c W(T,,+,) c W(T,+,) c *.. c Co[r], 
where r:= f(l Z) = 1) [cf. (15)]. Moreover, it is easy to see that 
d(Co[T],W(T,,,)) -+ 0 (for m --) m), (18) 
where d(*, . > denotes the Hnusdor$ distance of two compact subsets of the 
plane (cf. [ll, p. 1151). 
The question we want to address here is how fast the convergence in (18) 
is. As an example we first consider T,,, = tridiag(a, 0, @ > (mn = 2,3, . ). 
I- 
0.5 
O- 
-0.5 
-I 
I 
-1 -0.5 0 0.5 1 
W/J 
(4 
I 
3- 
z- 
1~ 
O- 
-1 - 
-2. 
-3 
i 
-3 -2 -1 0 I 2 3 
WR,) 
(b) 
4 
FIG 3. Field of values (bounded by dashed curve) and inclusion set n ~9: t IL-, 
where z = exp(2rik/20) and w = exp[2vi(k/20 + 31 (k = 1,2,. ,20) (cf. Lemma 
6) for the matrices J4 [cf. (3)] and R, [cf. (16)]. 
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Here, Co[T] is the closed interior of the ellipse 
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gm(a, p):= {z E C: z = (aeie + /3eei”), 0 < 8 < 257}. 
This, together with Corollary 4, implies 
d(Co[r],W(TJ) = (Ial + I+ - cos(&)] 
= (la, + Isof( + 0(m-3) (m- 00). 
(19) 
The following theorem states that this asymptotic behavior is valid for every 
banded Toeplitz matrix. 
THEOREM 7. Let the sequence IT,,),,, $ n uf banded Toeplitz matrices be 
given by (14) and (173, and further, denote by r the image of the unit circle 
under the symbol f (cf. (15)). Then 
with 
c,,:= Q-r2 ,<yxl {bjl + kjI} (n - 1);;2n - l). . 
(recall that n is the bandwidth of T,). Equation (19) implies that in general, 
the constant C, cannot be replaced by a smaller one. 
Proof. For 0 < cp < 27~, we consider the vector x(q) = (x,, . . , x,,)~ 
E C”’ whose components are 
xj:= sin 
nj ( i ei.lLP m+l (j= 1,2 ,..., m), (20) 
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and the closed curve 
I-,,, : = 
x*t cp)Lx( cp) 
x*c CPM cp) 
: 0 < cp < 27~ G W( T,,)) 
(m = n, n + 1, . >. It is sufficient to show that, for each z E r, 
dist( z, r,,,) < C, + O(m_3) (m + m). 
To this end, we fix q~ E [0,277) and z =f(e”+> E I?. Then 
z _ x*c p)Tmx( cp) 1 I
n-1 
x*x 
= jFl (7_je-‘ja + 7je’jp 
,[ 
n-1 
< max (151 + IT-j)} C 
lgj<n-1 
j=l 
187 
x*cw~40) 
x*(0)40) II 
1 _ ~*w.Mo) 
x*(0)x(o) . 
(21) 
Using trigonometric identities (cf. [lo, 1.351.1]), we obtain for x:= x(O) 
m mfl 
x*x= CE,x,=- 
1=1 2 ’ 
and thus 
x*gx m-j 
l-_=_ 
x*x mfl 
1 - cos 
[ i 
.b- 
m+l )I 
+E_ 
[ 
sin[(j + l)“/(“(m + l)] 
m+l (m + 1) sin[m/(m + l)] I 
j2?r2 1 2 
=__ ___ 
2 i i m+l 
+ O( m-3) (m -+ w). 
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Inserting into (21) leads to the desired conclusion 
Theorem 7 can be interpreted as a statement concerning the speed with 
which the fields of values W(T,,,) of the finite Toeplitz matrices T,,, ap- 
proaches W(T,), the field f o values of the associated semiinfinite banded 
Toeplitz matrix T, = (7k_l)lGk.l<cc, which is a linear bounded operator on 
1”. The spectrum a(T,), of T, has an elegant characterization (cf. Calderon, 
Spitzer, and Widom [2]), namely 
v(T,) = {z E @: z E r or n(I, Z) # 0}, 
where n(I’, Z) denotes the winding number of z with respect to I. The 
matrix T, is in general not normal; however, there holds (cf. Halmos [ll, 
Chapter 201) 
W(T,) = Co[ a(Tg] = Cop] 
Thus, Theorem 7 reads as 
d( W(C) ,w(T,,)) G Cn( -&i’ + OW3) (m-m). 
To show that a statement like that is no longer valid if T, is not banded, 
we consider T,,, = (~~_~)i Q k, 1 G ,,, (m = 1,2, > together with T, = 
(~k-~)lGk,~<z, where 
i 
0 if j<O, 
r3= 1 if j=O, (22) 
2 if j>O, 
Toeplitz matrices which have been investigated previously by Reichel and 
Trefethen [26]. Here, W(T,) is the right half plane 1Re .z > O], and the 
Bend&on-Hirsch theorem implies that W(T,,,) C R,, where R,,, denotes the 
rectangle with vertices +i[sin(T/m>]/[l - cos(rr/m)] and m k 
i[sin(7r/m)]/[ 1 - cos(~/m>]. On the other hand, (0, m] c W(T,), and for 
0, cd2 )..., d-l), where 
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there holds 
2 1 
x*T,,,x = - +i 
sin ( 7r/m) 
m 1 - cos(n-/m) 1 - cos( 77/m) 
E W( T,,) ) 
because x*x = 1. Therefore W(T,,,) contains the quadrilateral 0,” with 
vertices 0, m, x*T,,,x, and x*T,x. It is now more appropriate to consider these 
sets on the Riemann sphere C, rather than in the complex plane. Let &(a, . > 
denote the Hausdorff metric based on the chordal distance x(*, . ) (cf. [13, p. 
3111). Simple geometric considerations lead us to 
and 
implying that d,(W( T,) , W(T,,)) tends to zero like l/m, which is an order 
of magnitude slower than the speed of convergence in Theorem 7 (cf. Figure 
4). 
the 
FIG. 4. dW(T,n) (solid curve), dR,,, (dotted curve), and aQ,,, 
Toeplitz matrix T,, defined by (22) (m = 5, 10, 15). 
(dashed curve) for 
190 MICHAEL EIERMANN 
4. FIELDS OF VALUES OF CERTAIN SOR ITERATION 
MATRICES 
We first consider symmetric matrices A = I,, - B E [wnx” with prop- 
erty A, i.e., 
B= (with M E Rr’x”, p > 4, p + 4 = n), (23) 
and the associated SOR iteration matrices 
WM 1 (1 - o)I,, + w”M“M ’ (24) 
where w, 0 < w < 2, denotes the relaxation parameter. 
D. M. Young’s identity [35], 
(A + w - 1)” = hdp2, (25) 
relates the eigenvalues h of Pu to the eigenvalues /.L of the block Jacobi 
matrix B [cf. (23)]. S’ pl im e examples show that (25) is not valid for the field of 
values: There is not always, for a given p E W(B), a h E W(Pw) fulfilling 
(25); nor is it generally possible to determine, for A E W(y7w), a number 
E W(B) such that (25) is satisfied. The following theorem, however, shows 
Lat W(9m> is uniquely determined by W(B) = [-IIBII,, IIBllz] and by the 
relaxation parameter w. 
TIIEOREM 8. For the m&-ix _rZ: of (24), there holds W(Pu) = 
Z?( w, ]I B [IS). Here, 8( w, 11 B 112) denotes the closed interior of the ellipse with 
center 
c( w, 11B112):= 1 - w + ;w’llBII; 
and .semiaxes 
a( W, llBl12):= $~llBll~[ ~“IlBll~ + (2 - w)2]“2 (on the real axis), 
h( w, 11 Bl12):= +w”ll Bile ( perpendicular to the real axis). 
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Pf-oaf. Let lIBll2 = s1 > s2 >, . . > .sq be the singular values of M [cf. 
(2311. Golub and de Pillis showed in [S] that Zm of (24) is unitarily similar to 
the block diagonal matrix 
where-for 0 < w < 2 and s > O- 
M(w,s) = I 1-W WS u;(l - 0)s 1 - w + m2s2 I E R2X2. 
Since the field of values is unitarily invariant, and since the field of values of a 
block diagonal matrix is the convex hull of the union of the fields of values of 
the diagonal blocks, there follows 
W(Tw) = co ; W(M( w, sj) 
i j=l 
>” (1 -ml = co 6 W(M(w,s,)) ) 
[ j=l I 
(26) 
because 1 - w is a diagonal entry of M(w, s), and thus 1 - w E W(M(w, s)) 
for every s > 0. 
We intend to show that, for each 0 < o < 2, 
s <t implies W(M(w,s)) CW(M(w,t)). 
To this end, we introduce the matrix 
(27) 
N(w,s) =s 
[ 
0 1 
l-w ws I 
E bPx2 
Since M(w, s) = (1 - w)12 + wiV( w, s>, it is sufficient to prove that 
s < t implies W( N( w, s)) C W( N( w, i)). 
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For 0 < 8 < 2rr, we consider the matrix NH(w, s) = e’“N(w, S) E czxn, its 
Hermitian part H,( o, s) = [ NH( w, s) + N,*(w, s)1/2, and A,(@, s), the 
largest eigenvalue of H,(w, s). It is well known (cf. Hausdorff 1121) that the 
field of values of any matrix can be represented as the intersection of certain 
half planes; here 
W( N( w. .s)) = n (Z E @:Re(e”?) G A,(o,s)}. 
o< 8<2?r 
But 
.s 
A,( w, s) = 5 ws cos 0 + s .I J[ w’s2 + (2 - w)“] cos* 0 + 0.r’ sin2 01 
is an increasing function of .s, because 
dS 
1 ( ws cos 8 + =- j/[ w’s2 + (2 - w)“] cos’ 0 + w2 sin” 0 )’ 
2 J[ w’s* + (2 - w)‘] cos’ 8 + wp sin2 0 
> 0. 
This implies W(N( o, s)) c W(N(w, t)) (for .s < t) and thus the desired 
conclusion of (27). From (26), we now deduce 
W( Pm) = w( M( 0, s,)) = lV( M( w, llBll2)). 
Finally, we use the fact that the field of values of any 2 x 2 matrix is known 
(e.g., Johnson [16]) to conclude that 
W(=q) = W( M( w, llBll2)) = 8( w, IIBII,). n 
According to Young’s theory [35], the optimal relaxation parameter which 
minimizes ~(9~) as a function of o is given by 
(if II B 112 < 1). Using Theorem 8, it is easy to determine w,, the value of w 
which minimizes ~(9~) (cf. F’g 1 ure 5). Note that in contrast to the choice of 
w!,, which always yields an over relaxation scheme, the use of w, leads to an 
un&rrelaxation scheme if IlBlls > 0.786. 
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(4 (b1 
FIG. 5. wI, (dashed curve), w, (solid curve) and functions of IlBllz for the 
symmetric (cf. Theorem 8) and the skew-symmetric case (cf. Theorem 9). 
Figure 6 suggests that there is a great difference between llPwT/12 and 
IIZcLIle for small m if [IBlIP is close to 1. The values which are shown in 
Table 2 originate from the one-dimensional model problem, i.e., the Jacobi 
matrix B results from the red-black ordering of i tridiag(- 1, 0, - 1) E 
LQ’““x’“” (llBlb,V~ 0.9995. . 1. Here, lim.,,, II3:~II:“” = 0.97. . and 
hm,,, + r llP:I I12 = 0.99998. . , but it requires a rather large exponent m 
for the asymptotic optimality of ob to be observed. 
A result analogous to Theorem 8 holds for the skew-symmetric case 
A = I, - B E lQnXn, where 
I?=[_;~ “:] (with ME[WP~‘~, p&9, p+q=n). (28) 
Now the induced SOR iteration matrix has the form 
(1 - 4$ UM 
_qw = 
-w(l - w)M’ 1 (1 - w)Z, - w”MTM 
THEOREM 9. For the matrix 5$, of (29) there holds W(Pm) = 
Z?(w, 1IBII2>. Here, @(CO, II BI12) denotes the closed interior of the ellipse with 
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i- 
,_ 
i- 
0.5 - 
___--- __.-d 
0 _‘, 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 1 
FIG. 6. p(S&> (dotted curve), P(P~,~) (solid curve>, /_4YW_) (dashed curve), 
and &Z&,) (dash-dot curve) as functions of II B 112 in the symmetric case. 
center 
q w, IIBll2):= 1 - w - ~w211Bll; 
and semiaxes 
cq w, lIBlI2):= ~w”lIBll2[1 + lIBlI:]1’2 (on the real axis), 
h( w, IIBllz):= 342 - w)llBllz ( perpendicular to the real axis). 
In Figure 5, we compare-now for the skew-symmetric case- 
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TABLE 2 
m ll~~ll2 1 - II~~~ll2 
1 3.9. 1.1.. x 10-S 
5 1.4... x 10’ 5.8,. x 10-5 
10 2.1 x 101 1.1.. x 10-4 
20 2.4.. X 10’ 2.5.,.x lo-” 
50 1.4... x 10’ 7.2.. x lOmA 
100 5.0. 1.6,. x lo-” 
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which minimizes ~(2~) (cf. Niethammer [23]), and w,, which minimizes 
p(PW) (, d h’ h an w IC 1s easily determined from Theorem 9). Their difference is 
not as dramatic as in the symmetric case. 
I would like to thank G. Starke f;lr many stimulating discussions, and L. 
N. Trefethen, whose suggestions improved this paper considerably. All figures 
were produced by Matlab. 
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