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Abstract
Intermittency of Fluctuation Power and Power Transfer via Three-Wave Coupling in
Dipole-Confined Plasma Turbulence
Mel Abler
Plasmas confined by a dipole magnetic field exhibit interchange and entropy mode
turbulence causing bursty intermittent transport of particles and energy [1]. On the Collisionless
Terrella Experiment (CTX), this turbulence is dominated by low-frequency, long-wavelength
modes with amplitudes and phases that vary chaotically in time [2]. We present a new paradigm
for characterizing this turbulence by measuring the time-evolution of the fluctuation power
spectrum and the instantaneous bispectrum using the continuous wavelet transform [3, 4] and
computing the statistical properties of turbulent wave kinetics. We observe that both the
fluctuation power and the energy transfer by three-wave coupling, or bispectrum, between these
fluctuations can be intermittent. When antenna are used to actively launch waves into the
turbulence, the intermittency of the driven waves decreases, while the intermittency of other
waves increases. Similarly, application of active feedback [5] to amplify the turbulence decreases
the intermittency of the wave energy, while suppressing feedback increases this intermittency.
Measurements based on this new paradigm show that the transfer of wave energy to larger and
smaller scales in a turbulent plasma is not steady but occurs in short and intense bursts, analogous
to the better-known short bursts of particle transport in magnetized plasma.
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Chapter 1: Introduction
Describing the turbulent motion of fluids has challenged researchers for more than a century,
even as these flows are ubiquitous in daily life. Plasmas also display turbulent behavior similar
to that of neutral fluids, but with the added complexity of electromagnetic effects. In both cases,
the turbulent flows are made up of eddies at many scales which interact with each other via com-
plex nonlinear processes. Despite decades of development in theory, simulation, and experiment,
we still lack a complete understanding of turbulent systems. This thesis will focus on experiments
describing the wave-wave interactions between electrostatic fluctuations in a turbulent plasma con-
fined by a dipolar magnetic field, how those interactions can be changed by feedback or injected
waves, and characterize the intermittency of both the fluctuation power and the transfer of that
power between frequencies via three-wave coupling.
Note that this chapter does not pretend to be a comprehensive discussion of the rich field of
plasma turbulence, but is instead a brief review of aspects most relevant to the results presented in
this work.
1.1 Dipole-Confined Plasmas
Plasmas confined by dipolar magnetic fields are best exemplified in nature by planetary mag-
netospheres. The Earth, Jupiter, and Saturn all have strongly dipolar magnetic fields which confine
plasmas composed primarily of protons and electrons, along with some helium ions from the so-
lar wind mixed with ionized gases from the atmosphere of the planet. Magnetospheric field lines
terminate at the poles of the planet, intersecting the planet’s atmosphere and precipitating particles
which cause aurora. The plasma contained in a magnetosphere is nonuniformly distributed be-
tween relativistic radiation belts (such as the Van Allen belts at 2-6 Earth radii), a hot ring current,
1
and a cold plasmasphere (Figure 1.1) [Fok 2020 Ring Current Investigations]. Magentospheric
plasmas exhibit a number of features and instabilities which can be recreated and further studied
in the laboratory, including the interchange instability [Singh 2011 Planetary and Space Science].
Figure 1.1: A cartoon of the Earth’s magnetosphere highlighting the locations of various plasma
populations and currents [6].
1.1.1 Laboratory Experiments
There is a rich history of dipole-confined plasma experiments dating back over a century to
Birkeland’s "terella" (little Earth) experiments. Birkeland’s work was among the first controlled
plasma experiments and facilitated some of the earliest laboratory studies of the aurora [7]. Over
the last 25 years, larger scale laboratory experiments have also been developed. Experiments like
the Levitated Dipole Experiment (LDX) and Ring Trap 1 (RT-1) use a levitated superconducting
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current ring to produce the confining magnetic field and microwave heating to produce the plasmas.
Because the ring is levitated, the magnetic field lines close on themselves, rather that intersecting
a planetary atmosphere or other conducting surface. The (relatively) small closed field lines mean
there are no currents parallel to the field lines (k‖ ≈ 0), as demonstrated by experimental mea-
surements. Dipolar magnetic fields lack magnetic shear, and the collective motion of the plasma
is governed by gradients in density and pressure perpendicular to the magnetic field which drive
the interchange and entropy instabilities of interest in this thesis. These levitated experiments have
focused on studies of highly peaked density and pressure profiles [8, 9, 10, 11]. The Collisionless
Terella Experiment (CTX) has similarly peaked profiles, but uses a mechanically supported dipole
magnet rather than a levitated ring. This means that the field lines terminate on the insulating
surface of the magnet casing, rather than closing on themselves or intersecting a conducting layer
such as an ionosphere; there are still no field-aligned currents due to the insulating termination of
the field lines. The plasma is again produced using microwave heating, and has been a platform
for studying interchange modes, interchange turbulence,and radial transport [12, 13, 14, 1, 2, 5].
In both CTX and LDX, the field-line integral of the divergence of the perpendicular magnetic drift
must be equal to zero [15], meaning we cannot accumulate plasma only on particular field lines.
Correspondingly, the electron diamagnetic current must be balanced by the ion polarization cur-
rent. Roberts et al [5] demonstrated that introducing an additional current via a biasing electrode
can simulate the effects of field-aligned currents in CTX and impose an effective "ionospheric
regulation" on the plasma fluctuations.
Interchange instabilities are not unique to laboratory dipole experiments and can occur in any
plasma with the appropriate pressure or density profiles, including rotating magnetospheres [16],
plasmaspheres [17, 18], and in the scrape-off layer of tokamaks [19, 20]. The prevalence of in-
terchange instabilities in magnetized plasmas has motivated a variety of laboratory investigations
of interchange modes driven by everything from pressure and density gradients [[2, 1, 5, 21], to
plasma rotation [22, 14, 23, 24], to energetic particles [25, 13].
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1.2 Physics of Dipole-Confined Plasmas
To fully describe the motion of a plasma confined by a magnetic field, one must account for
both the motions of individual particles, and the bulk, fluid-like motion of the whole plasma. Often,
it is more practical to focus on only one description at a time, bearing in mind that one description
will not capture all of the dynamics. We will focus first on describing the motions of a single
particle confined by a dipole magnetic field, then move to the magnetohydrodynamic (fluid-like)
description and associated instabilities.
1.2.1 Single Particle Motions
There are three important single-particle motions in a dipole magnetic field: cyclotron, bounce,
and drift. Each motion has a characteristic frequency and adiabatic invariant associated with a
conserved quantity. These are listed in Table 1.1 and shown in Figure1.2.
Motion Frequency Adiabatic Invariant Conserved Quantity
Cyclotron ωc =
|q |B
mq
µ =
mqv2⊥
2B flux inside gyro orbit
Bounce ωb = 2π∫ ds
v‖
J =
∫ b
a mqv‖ds action along bounce path
Drift ®ud =
µ
q
®∇B× ®B
B2 ψ =
∮
mqE⊥dϕ flux inside drift orbit
Table 1.1: Single particle motions in a dipole magnetic field, their associated adiabatic invariants
and conserved quantities.
1.2.2 Magnetohydrodynamics and the Interchange Instability
A fluid description can often be a simple and effective way to describe plasma dynamics, even
in regimes of low collisionality. Precisely how this simplification is done depends upon the specific
plasma phenomena being studied: one can either treat the entire plasma as one fluid (ideal mag-
netohydrodynamics), or treat the ions and electrons as two separate interacting fluids each with
different conditions (two-fluid magnetohydrodynamics).
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Figure 1.2: Single particle motions in a dipole magnetic field with contours of constant ψ.
The ideal MHD case is simpler and easier to visualize, as we can treat the field lines as being
"frozen" to the plasma [26]. By "frozen," we mean that the magnetic field must move with the
plasma; as a consequence, the system can be decomposed into tubes of equal magnetic flux. If
a flux tube moves radially outward, it moves into a region of lower magnetic field [27], which
increases the volume of the flux tube and adiabatically cools it. For a flux tube to move outward,
it must exchange places with another flux tube moving inward, whose volume will be reduced in
the region of stronger magnetic field and lead to adiabatic heating. This swapping of flux tubes
is known as an electrostatic interchange (or flute) instability [28]. Note that by definition there is
no change to the magnetic topology and there are no parallel currents. This mode is the plasma
equivalent of the Rayleigh-Taylor instability in neutral fluids, in which a heavy fluid is supported a
against gravity by a lighter fluid. In neutral fluids the instability grows when the pressure gradient is
anti-parallel to the gravitational force; in plasmas it grows when the pressure gradient is antiparallel
to the radius of curvature of the magnetic field; such plasmas are often referred to as having "bad"
curvature.
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Figure 1.3: Cartoon demonstrating the interchange motion of flux tubes.
Following the derivation of Rosenbluth and Longmire [28], a plasma is interchange unstable
when
∆E = δpδV + γp
(δV)2
V
= V−γδ (pVγ) δV < 0. (1.1)
Plasma confinement devices are considered to have "good" curvature when δV < 0 (the flux tube
volume is reduced as it moves radially outward), but dipoles have "bad" curvature (δV > 0). Thus,
the only way to stabilize a dipole against the ideal interchange instability is to have the other
differential term (δ (pVγ)) be greater than zero. The volume of a flux tube varies like R4 [29] (see
Figure 2.3); applying this we see that
δ (pVγ) ∼ δ
(
pR4γ
)
. (1.2)
To achieve marginal stability (∆E = 0), we would require p ∼ R−4γ, indicating a sufficiently
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gradual pressure profile can stabilize the ideal interchange mode. A similar argument can be made
using the density profile [30]. The effects of the pressure [9] and density [8] profiles have been
studied on LDX and show rough agreement with this theory.
Because a marginally stable pressure profile can be achieved with a wide variety of plasma
density and temperature profiles, a more complete picture of the instabilities at play in a dipole-
confined plasma requires the use of the two-fluid MHD framework to include the entropy mode
[21, 31].
1.2.3 Dipole Coordinates
Plasma dynamics are highy dependent on magnetic field strength, which makes it convenient
to use the dipole field as a coordinate system. Note that for the purposes of this section we will set
µ0/4π = 1, as this factor does not alter the calculation. From undergraduate electrodynamics [32],
the field of a point dipole can be written in spheical coordinates as:
®B =
M
r3
(
2 cos θr̂ + sin θθ̂
)
, (1.3)
which means that
| ®B | =
M
r3
√
1 + 3 cos2 θ. (1.4)
To visualize the geometry of a magnetic dipole, we can use the equation of a field line, which we
find from the ratio of the field components:
1
r
dr
dθ
=
Br
Bθ
=
2M
r3 cos θ
M
r3 sin θ
=
2 cos θ
sin θ
. (1.5)
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Rearranging terms and integrating, we see
∫
1
r
dr =
∫
2 cos θ
sin θ
dθ
ln (r) = ln
(
sin2 θ
)
+ C
r = L sin2 θ
where the equatorial radius L = r (θ = π/2). These field lines can be seen in black in Figure 1.4.
Note the absence of ϕ in the above equations, meaning the dipole field strength is symmetric
in the azimuthal angle, but varies with the polar angle and radius. A simpler description would
have only one variable change as a particle moves along a field line; this can be achieved by
moving to the Clebsch representation, which describes the system in terms of magnetic flux ψ,
magnetic scalar potential χ, and azimuthal angle ϕ. (A detailed description of the transformation
from spherical coordinates to Clebsch coordinates is given in Appendix B of [29]). In Clebsch
coordinates - also known as dipole coordinates - magnetic flux acts as a radial coordinate, magnetic
scalar potential indicates position along a field line, and the magnetic field can be written (ignoring
a factor of 2π) as
®B = ∇ϕ × ∇ψ = ∇χ. (1.6)
The scalar fields used in Clebsch coordinates and their gradients are explicitly defined (in spherical
coordinates) as:
ϕ = ϕ ψ =
M
r
sin2 θ χ =
M
r2
cos θ (1.7)
∇ϕ =
1
r sin θ
ϕ̂ (1.8)
∇ψ = −
M
r2
sin2 θr̂ + 2
M
r2
sin θ cos θθ̂ (1.9)
∇χ = −2
M
r3
cos θr̂ −
M
r3
sin θθ̂. (1.10)
Additionally, it should be noted that at the equator (θ = π/2) the magnetic flux is inversely pro-
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portional to the radius (see equation 1.7), which provides a convenient coordinate for parametrizing
a magnetic flux surface. Every field line can thus be denoted by two dimensions (ψ, ϕ), corre-
sponding to the natural two-dimensional magnetic coordinates to describe plasma equilibrium and
interchange mode dynamics.
Dipole coordinates can be see in Figure 1.4, along with spherical coordinates and dipole field
lines for reference.
Figure 1.4: Dipole field lines with both spherical (r, θ, ϕ) and dipole (ψ, χ, ϕ) coordinates.
To re-write the equation for dipole field lines in dipole coordinates, we use
B2 = ®B · ®B = ®B · ∇χ = B
dχ
dl
. (1.11)
Solving for dl, we see
dl =
dχ
B
, (1.12)
which will always be directed along B, as ®B = ∇χ.
It is often convenient to describe volumes in dipole coordinates in terms of magnetic flux
tubes, as the volume of these flux tubes plays an important role in the dynamics of dipole confined
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plasmas:
V =
∫
A · dl =
∫
ψ
B
dl = ψ
∫
1
B
dl (1.13)
Solving for the differential volume δV per unit magnetic flux, we describe a flux tube as
δV =
V
ψ
=
∫
dl
B
. (1.14)
Subsitituting our definition of dl in dipole coordinates into our flux tube description, we can now
define the differential magnetic flux tube volume as
δV (ψ) ≡
∫ +∞
−∞
dχ
B2
. (1.15)
Integrating along the field lines over a differntial flux tube volume dramatically simplifies the
description of low frequency plasma dynamics by effectively averaging over a flux tube.
Changing back to spherical coordinates makes the integration in equation 1.15 much easier to
solve. We begin with
χ =
M
r2
cos θ. (1.16)
Solving our previous definition of ψ (equation 1.7) we get r(ψ, θ), which can be subsituted back
into equation 1.16 to give
χ =
M cos θ(
M
ψ sin
2 θ
)2 = ψ2 cos θM sin4 θ . (1.17)
Treating ψ as fixed, we can differentiate to find an expression for dχ:
dχ =
∂ χ
∂θ
dθ = −
ψ2
M
1 + 3 cos2 θ
sin5 θ
dθ. (1.18)
Similarly, we substitute r(ψ, θ) into our previous definition for | ®B | (equation 1.4) and squaring:
B2 =
M2
r6
(
1 + 3 cos2 θ
)
=
ψ6 (1 + 3 cos θ)
M4 sin12 θ
. (1.19)
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Substituting our new solutions for B2 and dχ into our integral for δV (ψ) and solving yields:
δV (ψ) =
∫ 0
π
−
ψ2
M
1+3 cos2 θ
sin5 θ dθ
ψ6(1+3 cos2 θ)
M4 sin12 θ
= −
M3
ψ4
∫ 0
π
sin7 θdθ =
32
35
M3
ψ4
≈ 0.91
M3
ψ4
. (1.20)
Note the integration in θ is done from π to 0 because this is the direction of increasing χ (our
original intergration variable) in dipole coordinates.
From this definition of the differential magnetic flux tube volume, we can define the flux-tube
average of a quantity X as
〈X〉 ≡
1
δV
∫ +∞
−∞
Xdχ
B2
. (1.21)
1.3 Turbulence in Two-Dimensional Systems
Quasi-two-dimensional turbulence has been observed in planetary atmospheres such as Earth’s
and Jupiter’s [33, 34], the scrape-off layer of toroidal fusion devices [35], and strongly magnetized
laboratory plasma devices [36, 37, 38], among other systems. Turbulence in such two-dimensional
systems exhibits unique behaviors. Fluid motions are described by the Navier-Stokes equation:
ρ
D®u
Dt
= −®∇p + ®∇ · ←→τ + ρ ®F, (1.22)
where D/Dt is the material derivative ∂/∂t + ®u · ®∇, ρ is the density, ®u is the flow velocity, p is the
pressure, ←→τ is the stress tensor, and ®F represents all external forces and accelerations acting on
the fluid (such as gravity). If we assume that the fluid is incompressible, this simplifies to:
D®u
Dt
=
∂ ®u
∂t
+
(
®u · ®∇
)
®u = −
®∇p
ρ0
+ ν∇2®u + ®F, (1.23)
where ν is the kinematic viscosity and ρ0 is the density of the fluid.
By assuming that our 2D motion takes place in the x − y plane and taking the curl of Equation
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1.23, we can generate a similar equation which applies to the vorticity ω = (∇ × ®v) · ẑ :
Dω
Dt
=
∂ω
∂t
+
(
®u · ®∇
)
ω = ®∇ × ®F · ẑ + ν∇2ω. (1.24)
If the curl of the external forces is in-plane (®∇ × ®F · ẑ = 0) and ν = 0, vorticity will be conserved.
This is similar to kinetic energy being conserved in Equation 1.23 if there are no external forces,
dissipation (from viscosity), or internal pressure gradients.
A fundamental difference between two and three dimensional turbulence is in the conserved
quantities and the movement, or cascade, of these quantities in wavenumber space. Perhaps most
importantly, 3D turbulence only conserves energy and is characterized by a cascade of energy to
higher wavenumbers (smaller spatial scales), referred to as a "forward" energy cascade [39, 40, 34].
When energy is injected into the system at some scale ki, it is transferred to smaller and smaller
scales (larger and larger k) until it reaches the dissipation scale kd whereby some process, such as
viscous damping, dissipates the energy as heat. This forward cascade follows a k−5/3 power law
in the inertial range (between ki and kd) [41]. Contrastingly, 2D turbulence conserves both energy
and enstrophy (mean-squared vorticity Z = 〈12ω
2〉) [42]. This results in a forward (to smaller
scales/larger k) enstrophy cascade following a k−3 power law and an inverse energy cascade (to
larger scales/lower k) following a k−5/3 power law (Figure 1.5).
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Figure 1.5: Cartoon depiction of the spectral shapes and directions of energy transfer for 3D (left)
and 2D (right) turbulence.
Note that these cascades refer to net effects; in practice, some amount of the energy injected at
scale ki in 2D turbulence goes to smaller scales (forward cascade), but more goes to larger scales
(inverse cascade). To demonstrate this, assume we can inject energy into some scale ki = 2k0 and
k0 < ki < k1 = 3k0. Conservation of energy and enstrophy then become
δE0 + δEi + δE1 = 0 (1.25)
δZ0 + δZi + δZ1 = 0 = k20δE0 + k
2
i δEi + k
2
1δE1. (1.26)
The above system can be solved for δE0, δE1, δZ0, and δZ1 in terms of ki and Ei:
δE0 = −
5
8
δEi δE1 = −
3
8
δEi (1.27)
δZ0 = k20δE0 = −
5
32
k2i δEi = −
5
32
δZi δZ1 = k21δE1 = −
27
32
k2i δE1 = −
27
32
δZi . (1.28)
Equation 1.28 clearly shows that most of the enstrophy moves to the larger k1 (smaller scale),
while more of the energy moves to the smaller k0 (larger scale).
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1.3.1 Two-Dimensional Interchange Turbulence in Dipole Plasmas
Because low-frequency interchange motion is definitionally perpendicular to the magnetic
field, it is essentially two-dimensional [43]. The electrostatic field is constant along a magnetic
field line, and perpendicular gradients of the electric field cause plasma to convect and mix. For
laboratory dipole experiments, the magnetic field lines neither bend nor twist significantly, field-
aligned currents are weak, the parallel wavelength k‖ ≈ 0, and interchange instabilities lead to
fully-developed two-dimensional turbulence exhibiting the expected power law fluctuation spec-
tra [2]. Such plasmas also exhibit highly intermittent particle transport caused by field-aligned,
low-frequency chaotic vortices which generate intermittent filaments [1]. A description of the
turbulence specific to CTX can be found in Section 2.3.
1.4 Modifying Plasma Turbulence
Many experiments have used feedback to interact with unstable plasmas [44, 45, 46]. Such
feedback can involve directly applying currents or using control coils to stabilize specific modes
[47, 48, 49, 50]. This section reviews experiments that apply electrostatic feedback using biasable
probes, as that is the technique used in the CTX feedback system.
1.4.1 Feedback on Turbulent Plasmas
Researchers on the Texas Experimental Tokamak (TEXT) experiment [51] have used a biasable
electrode at the edge of a tokamak to apply feedback to drift-wave turbulence by meansuring field-
aligned potential fluctuations then applying a similar bias to that same field line [52, 53]. This
feedback is able to significantly amplify or suppress the turbulence near the biasing electrode, with
the effect being reduced further away on the field line (Figure 1.6). Amplifying feedback also
reduced the bandwidth of the turbulent spectrum, while suppression maintained the turbulence’s
initial broad frequency range. Although the drift-wave turbulence on TEXT is distinct from the in-
terchange turbulence on CTX, the TEXT experiments demonstrate that a biasable probe connected
14
to measurements of local floating potential is a viable local feedback system.
Figure 1.6: Figure 8 of [52], demonstrating the phase and distance dependence of the TEXT elec-
trostatic feedback system.
1.4.2 Feedback on Interchange Unstable Plasmas
In an early case of feedback being applied to an interchange-unstable plasma, Prater et al used
a sensor to measure fluctuations in the density of a plasma in a multipole-like magnetic geometry
with bad curvature and a steep pressure gradient [54]. The density fluctuations were then phase
shifted and amplified before being applied to the plasma by capacitively coupled biasing electrodes.
Scans of the applied phase shift and gain, as well as tuning of a plasma collimator, revealed optimal
15
Figure 1.7: Figure 3 of [54], demonstrating the amplification or suppression of a flute mode using
feedback.
parameters to significantly suppress the dominant m = 1 flute mode present in the system (Figure
1.7). While this system has a single dominant unstable mode rather than the broadband interchange
turbulence found in CTX, it demonstrates feedback suppression of an interchange instability.
1.4.3 Feedback on Interchange Turbulent Plasmas
Most recently, Roberts [5] combined the approches discussed above to apply feedback to an
interchange-turbulent dipole plasma, and demonstrated that different phase shifts allowed for max-
imum broadband amplification (−45◦) or suppression (+135◦) of the turbulent fluctuations (Figure
1.8). He also demonstrated that the decreased response to feedback with distance holds as a cross-
field effect in CTX, rather than along the same field line as on TEXT. A further discussion of this
feedback system can be found in Section 2.5 of this work, with greater detail in Chapter 3 of [29].
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Figure 1.8: Figure 4.10 of [29], demonstrating the broadband amplification and suppression of
interchange turbulence on CTX using electrostatic feedback.
1.5 Intermittency
Intermittency is a defining characteristic of turbulence, and can be described as "the nonuni-
form distriubtion of eddy formations in a stream" [55]. Spatial intermittency occurs when turbulent
eddies are generated over a wide range of scales but do not fill the fluid volume, only irregu-
lar sub-volumes [56]; this is associated with sharp gradients and coherent structures. Temporal
intermittency occurs when fluctuations appear as "bursts" in time with varying durations and is
characteristic of the turbulent cascade. Matthaeus and co-authors review the properties of spatial
and temporal intermittency in both fluids and plasmas [57]. Intermittency is related to nonlinear
phase-space structures called "holes" and "clumps" which were originally found in electrostatic
turbulence simulations [58, 59]. Temporal intermittency has been associated with the inverse cas-
cade of two-dimensional turbulence, as described in Section 1.3.
Descriptions of turbulence often use statistical averages of the underlying intermittent quanti-
ties. In plasmas confined by dipolar magentic fields, this average turbulent particle flux has been
shown to correspond to a quasilinear model of particle flux based on a random collection of low-
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frequency waves [1, 8, 21]. The phase space structures of the turbulent eddies leading to energetic
transport have been measured directly [12] and showed a correspondence between the bursts of
outward energentic particle flux and a time-averaged quasilinear approximation [60]. Observa-
tions of bursty changes in plasma properties are common wherever plasmas turbulence is studied.
Satellite missions and ground-based observers have found intermittency in turbulent fluctuations
downstream of the Earth’s bowshock [61], as well as in the Earth’s magnetotail [62], magne-
tosheath [63], and magnetopause [64]; the Galileo mission also found intermittency in Jupiter’s
plasma sheet [65]. Both velocity and magnetic fluctuations in the solar wind show intermittency
[66, 57] , with compressive magnetic fluctuations being the most intermittent [67]; this intermit-
tency increases with heliocentric distance in the fast solar wind, but is relatively constant in the
slow wind [67]. Most related to this work, intermittency in turbulence has also been widely ob-
served in laboratory devices, from spheromaks [68] and helimaks [69, 70] to the scrape-off layers
of tokamaks [71, 72, 73], where intermittent structures can account for more than 50% of radial
particle flux.
Although temporal and spatial averages can be helpful when studying plasma turbulence, un-
derstanding the underlying nonlinear processes requires careful statistical representation. Previous
studies of plasma turublence in a laboratory dipole have shown intermittent bursts of both ion
saturation current and floating potential [1, 8], as characterized by the kurtosis of the respective
probability distribution functions (PDFs) (see Section 3.6 for further explanation of the kurtosis).
Intermittency in turbulence is not restricted to particle flux, but can also appear in fluctuation
power. The intermittency of wave power was first established in fully developed boundary layer
turbulence measured with a bank of tuned filters [74]. These measuments are presented in Figure
1.9 and clearly show intermittent bursts of fluctuation power at all measured frequencies. The
kurtosis of the velocity distribution function increases with frequency, meeting the criteria for in-
termittency laid out by Frisch [34]. The first measurements of intermittent fluctuation power in
plasma turbulence were made by van Milligen et al [4] at the Advanced Toroidal Facility (ATF),
and relied on the wavelet transform to separate frequencies, rather than individual filters. Van
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Milligen’s work extends the study of intermittency to the phase-coupling of waves in plasma tur-
bulence, noting that short bursts of coherence in the summed wavelet bicoherence indicate that this
process must be intermittent. The bulk of the intermittency comes from diffuse structures at higher
frequencies, while the coupling of single modes to the broadband spectrum is relatively constant.
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Figure 1.9: Figure 5 of [74], showing the intermittency of fluctuation power at a variety of fre-
quencies in boundary layer turbulence 0.005 in from a pipe wall.
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1.6 Organization of this Thesis
The remainder of this thesis presents the first application of wavelet transform-based techniques
to a laboratory dipole plasma and strives to answer three questions:
1. What are the temporal dynamics of the power spectrum in 2D electrostatic turbulence?
2. What is the time dependence of the power transfer via three-wave coupling?
3. How does launching waves into the turbulence alter the temporal dynamics of the power
spectrum and power transfer?
We will demonstrate that both the wave power spectrum and the energy transfer by three-waave
coupling are intermittent, and that this intermittency can be enhanced or reduced by launching
waves into the plasma.
Chapter 2 provides an overview of the Collisionless Terella Experiment (CTX) and its plasmas,
as well as the diagnostics used to study them. Chapter 3 introduces the spectral analysis techniques
used throughout the thesis, and demonstrates their most important features and uses on artificial
data. Chapter 4 applies the spectral analysis techniques of Chapter 3 to characterize the intermit-
tency of the floating potential fluctuation power on CTX during the naturally occurring interchange
turbulence. Building on this foundation, we then examine how both feedback and driven waves
modify the temporal dynamics of the turbulent fluctuations. We will further demonstrate that some
of the temporal variations in the power of injected waves can be explained by linear interference
effects. In Chapter 5 we explore the intermittency of energy transfer by quadratic wave-wave cou-
pling in interchange turbulence on CTX, and how this energy transfer is modified by feedback or
driven waves. Chapter 6 provides a brief summary and a few suggestions for future work which
could build on the results in this thesis.
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Chapter 2: The Collisionless Terella Experiment
All experiments in this thesis were conducted on the Collisionless Terella Experiment, com-
monly referred to as CTX [Figure 2.1]. CTX plasmas are confined by a dipole field created by
a mechanically supported, water-cooled copper electromagnet inside an aluminum vacuum vessel
approximately 1.5 m in length and diameter. These plasmas are unstable to interchange and en-
tropy modes, and under certain conditions continuously exhibit fully developed two-dimensional
turbulence [31, 75]. A variety of radially and azimuthally distributed diagnostics allow for spatially
and temporally resolved analysis of the turbulent fluctuations.
This chapter covers the design of the CTX device, useful diagnostics, the nature of CTX plas-
mas, and the feedback/drive system.
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Figure 2.1: a) The CTX device, as seen in the lab. b) 3D rendering of the CTX device highlighting
major features. c) Cross-sectional view cut along the dipole axis.
2.1 Generating the CTX Magnetic Field
The dipolar magnetic field of CTX is generated by a mechanically supported copper current-
winding composed of six 12x14 coil-pancakes. These pancakes are wound such that all connet-
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cions are on the inner edge of the pancakes and are in series [Figure 2.2]. The wires are hollow
for water cooling, which is performed in parallel. The winding is housed in an insulating alumina-
coated casing to prevent the generation of field aligned currents.
Figure 2.2: Cross-section of the CTX current winding, showing the 12x14 pancake structure of the
wires.
The magnetic field in CTX is well appproximated by a point dipole [76] and is modeled as
such. At the magnet casing (equatorial radius L = 21 cm) the field is approximately 1500 Gauss,
falling off to approximately 50 Gauss at the chamber wall (L = 67 cm).
The magnetic dipole moment can be calculated from
®M = B0L30 ẑ. (2.1)
In CTX, we perform this calculation at the ECRH resonance surface (to be discussed in the next
section), where B0 ≈ 0.0875 T (875 Gauss) and L0 ≈ 0.27 m, giving a dipole moment of |M | =
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Figure 2.3: Magnetic field strength, magnetic flux, and flux tube volume (per unit flux) as a func-
tion of equatorial radius L.
1.72 × 10−3 Tm3 and allowing us to write the magnetic field strength at the midplane as
|B | =
1.72 × 10−3
L3
. (2.2)
Magnetic field strength, magnetic flux, and flux tube volume at the midplane are shown as a func-
tion of L in Figure 2.3.
2.2 CTX Plasmas
2.2.1 Plasma Creation: Electron Cyclotron Resonance Heating
To create plasmas in CTX, neutral hydrogen is puffed into the vacuum chamber via a piezo-
electrice valve in two or three intervals of a few microseconds to achieve the desired plasma density.
At the same time, plane-polarized microwaves at 2.45 GHz are injected into the chamber from a 1.6
kW magnetron through a waveguide system shown in Figure 2.4. The waveguide system measures
both the input and reflected microwave power. The microwaves reflect off the chamber walls and
pass through the plasma many times; on each pass, some energy from the microwaves is absorbed
by electrons whose cyclotron frequency is equal to the microwave input frequency. This resonance
occurs at
ωc =
qB
2πme
= 2.45 GHz −→ | ®B| = 875 Gauss; (2.3)
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Figure 2.4: Waveguide connecting the magnetron to the CTX vacuum chamber. Input and reflected
microwave power are measured by directional antennas.
the surface where this resonance occurs in the plasma can be seen in Figure 1.4. Where this
resonance coincides with the device midplane
(
θ = π2
)
, it impacts all trapped electrons on that
field line. This creates a region of hot and deeply trapped electrons that form a radial peak in
plasma density and temperature, as well as a persistent radial electric field. In CTX, this occurs
at L = 27 cm. This region of hot electrons is responsible for the aptly named Hot Electron
Interchange Instability [77, 78], which was the focus of early work on CTX [14] as well as other
laboratory dipole and mirror experiments [79, 80].
However, the plasma cannot continute to absorb microwaves once it has reached a sufficiently
high density. Beginning with the dispersion relation for an electromagnetic wave propagating
through an unmagnetized plasma [81],
ω =
√
c2k2 + ω2p = ck
√
1 +
ω2p
c2k2
(2.4)
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we can solve for the condition where the wavenumber becomes imaginary and microwaves are
reflected by the plasma:
nc =
meε0ω2
e2
(2.5)
We see that the critical quantity is the electron plasma frequency, which is determined by the
density:
ωpe =
√
e2n
ε0me
≈ 18π
√
n (2.6)
For microwaves at 2.45 GHz, we find that the cutoff density is nc ≈ 7.7 × 1016 m−3 = 7.7 ×
1010 cm−3, which approximates an upper limit on the density of CTX plasmas.
2.3 Turbulence in CTX
Once a low density
(
n ∼ 1014 m−3
)
plasma is created in CTX, a second hydrogen puff can cause
a sudden transition to a high density state, approaching the cutoff density
(
n ∼ 7.7 × 1016 m−3
)
.
The increase in neutral pressure above ∼ 10−5.3 Torr from the second puff decreases the ratio
of hot to cold electrons, stabilizing the hot electron interchange instability [82] and allowing the
transition to fully developed turbulence. A number of plasma parameters undergo sharp changes at
this transition, as can be seen in Figure 2.5. Most notably, the density increases approximately two
orders of magnitude and the electron temperature decreases by an order of magnitude. Average
parameter values in the turbulent regime at L ≈ 45 cm, where all experiments for this thesis were
conducted, are given in Table 2.1.
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Figure 2.5: Evolution of plasma parameters during a discharge which transitions to the turbulent
regime at 0.2 seconds. a) Hydrogen pressure, b) microwave power, c) ion saturation current, d)
edge floating potential, e) edge density (smoothed), f) electron temperature (smoothed), g) photo-
diodes, and h) hard x-ray emission.
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Mean Plasma Density n̄ 7 × 1010cm−3
Electron Temperature Te 25-50 eV
Ion Temperaature Ti 1 eV
Plasma Beta β 0.01
Electron Cyclotron Frequency ωce 500 MHz
Electron Bounce Frequency fbe 1.5 MHz
Ion Cyclotron Frequency ωci 250 kHz
Ion Bounce Frequency fbi 7 kHz
Drift Frequency ωde 2-4 kHz
ECR Frequency fµ 2.45 GHz
B at ECR Resonance B0 875 Gauss
Table 2.1: Plasma parameters at L = 45 cm for CTX in the high density, turbulent state.
Once the turbulence has saturated, large amplitude
(
δn
n0
∼ 50%
)
broadband fluctuations in po-
tential and density occur, as can be seen in the floating potential signal in Figure 2.6. The density
displays similarly large fluctuations concentrated in the audio range. CTX plasmas are highly re-
producible and allow study of sustained plasma turbulence for up to 400 ms per shot, meaning
ensemble statistics are well-converged. The spectra of the potential and density fluctuations obey
power law scalings characteristic of turbulent cascades, potential as ∼ f −5 and density as ∼ f −3
[Figure 2.7].
Figure 2.6: a)Sample floating potential measurement over a turbulent 100 ms window; b) same
floating potential measurement, zoomed in on a 2 ms window to show detail.
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Figure 2.7: a) Power law trends in floating potential (red) and density (blue) consistent with a
forward enstrophy cascade. b) Power law trends in energy consistent with an inverse cascade of
energy and 2D turbulence.
2.4 Diagnostics
A variety of diagnostics are used on CTX to measure both basic plasma parameters and the
specific features of interest, either directly (e.g. Langmuir probes, energy analyzers) or indirectly
(e.g. photodiodes, x-ray emission) at a variety of azimuthal and radial locations. Only direct diag-
nostics are used for the analysis in this work, and will be described this section. Other diagnostics
are described in [75]. All diagnostic data is digitized and recorded at 250 kHz on Jorway A14
transient recorders.
2.4.1 Floating Potential Probes
CTX is equipped with five radially adjustable floating potential probes, each at a different
azimuthal location (somewhat determined by restricted port access). Each probe consists of a
stainless steel wire tip and a 100 kΩ resistor, with the resistor and and coaxial connections housed
inside a 12in alumina shaft, connected to a stainless steel shaft exiting the vacuum chamber via
a KF-40 sliding feedthrough. These probes are the primary diagnostic for the experiments in
this work, and some serve as sensors for the feedback experiments. Typical floating potential
fluctuations are on the order of 3 V RMS, significantly larger than the diagnostic noise level of
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0.01 V RMS. The noise level is the same with both the magnet and microwave power supplies off
(gas puff on), microwaves and gas puff on (magnet off), or magnet and gas puff on (microwaves
off).
2.4.2 Bias Probes
Two 1 in diameter biasable probes are positioned 90◦ apart azimuthally, well off the midplane
to minimize the perturbation to the plasma. The spherical collecting area of each is roughly 20 cm2.
The design is similar to that of the floating potential probes described in Section 2.4.1, with the ex-
ception of the conducting tip, and can be seen in Figure 2.8. One of these probes will be used as the
actuator in the feedback experiments, and both will be used to drive waves at specific frequencies
during driven experiments.
Figure 2.8: Bias probe partially disassembled on the bench, with components labelled.
The azimuthal locations of the bias and floating probes can be seen in Figure 2.9, and an idea
of their 3D positioning can be gleaned from Figure 1.1 b).
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Figure 2.9: View of CTX along the axis of the mechanical support showing all diagnostics used in
this work, as well as a few major plasma features.
2.4.3 Langmuir Probe
The Langmuir probe consists of a 1 cm2 square conducting plate, and is constructed similarly
to the bias and floating probes of the previous subsections. For all experiments in this work the
probe is biased to −180 V to collect ion saturation current
(
−180 V  Tee
)
. The bias is provided
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~2 kG Surface
L
z
Figure 2.10: Photograph of the Polar Imager and magnet casing inside the CTX vacuum chamber
(left) and a rendering of the Polar Imager (right) showing the magnetic field lines (red) and surfaces
of constant magnetic field strength (blue). The 2 kG surface is labelled; note the proximity of the
particle detectors to this surface.
by a battery in parallel with a 0.1 µF capacitor to improve the high frequency response.
2.4.4 Polar Imaging Array
The Polar Imaging Array, or Polar Imager, is positioned on one of the poles of the magnet
housing and serves as a plasma imaging diagnostic. It is made up of 96 gridded particle detectors
providing measurements of plasma parameters at 12 azimuthal locations on 8 radii. All detectors
are on or close to the B ≈ 2 kG surface to ensure particles entering each detector have the same
gyro radius, as can be seen in Figure 2.10.
Holes in the magnet housing allow ambipolar flow of plasma to the particle detectors inside.
Each detector consists of three individually biased stainless steel meshes in front of a collection
plate; the biases on each of these meshes can be tuned to select for particle species and energy
(Figure 2.11), allowing a mapping of the plasma phase space. The first grid is biased to repel
electrons, the second is biased to repel ions, and the third is always biased to −9 V to suppress
secondary electron emission from the collection plate. For all experiments in this work, the particle
detectors are set to collect flux-tube integrated ion saturation current, allowing the calculation
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of the plasma density at each location. Over time some detectors failed, and their locations are
interpolated over in any analysis.A more detailed description of this diagnostic, including a detailed
digitizing map, can be found in Appendix D of [29] and [76].
Bias to repel electrons
Bias to repel ions
-9V to suppress emission 
Collection area = 1 cm2
Figure 2.11: Top and side views of the particle detectors comprising the Polar Imager.
2.5 Feedback/Drive System
All experiments in this thesis use one or two identical electrostatic feedback/drive systems to
modify the naturally occuring turbulent dynamics. There are three fundamental parts to any feed-
back system: the sensor, actuator, and feedback circuit connecting the two. On CTX, any of the
five floating potential probes can be used as the sensor, and either bias probe can be used as the
actuator. Throughout this work, we will use "upstream" and "downstream" directions to refer to
the location of sensors relative to actuators and the direction of mode rotation. An example con-
figuration including this directional convention can be seen in Figure 2.12. A detailed description
of the feedback circuit can be found in Chapter 3 of [29].
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Figure 2.12: 3D rendering of CTX plasma showing the direction of mode rotation and the up-
stream/downstream directional convention for sensor/actuator pairs. Sensors A is 12◦ downstream
of electrode A, while sensor B is 90◦ upstream of electrode B.
2.6 Summary
The Collisionless Terrella Experiment (CTX) is the first laboratory device to explore the dy-
namics of relatively high-temperature plasma confined by a large, high-field dipole magnet. CTX
operates with long pulses. When he neutral gas density is low, energetic electrons excited to quasi-
relativistic energies by microwave heating. When the neutral gas pressure increases, the plasma
makes a spontaneous transition to a higher density plasma with warm electrons that exhibits con-
tinuous, fully-developed two-dimensional electrostatic turbulence. Interchange and entropy modes
cause plasma transport and exhibit nonlinear chaotic behavior.
The results from the CTX experiment guided the design and operation of the Levitated Dipole
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Experiment (LDX) and the superconducting ring-trap device (RT-1) at the University of Tokyo,
as discussed in Chapter 1. These devices also showed spontaneous transitions from a low-density
plasma dominated by energetic trapped electrons to a plasma with higher density and warm elec-
trons dominated by interchange and entropy mode turbulence.
The research presented in this thesis focuses on high density plasmas exhibiting fully developed
turbulence on CTX. These plasmas have large relative fluctuations of potential and density and
exhibit a wide spectral cascade resulting from wave-wave coupling. A biasable electrode is inserted
into the plasma that can launch coherent electostatic waves and apply active feedback to explore
how active wave excitation modifies plasma turbulent dynamics.
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Chapter 3: Spectral Analysis Techniques
The analysis in this thesis focuses on characterizing temporal changes in the frequency con-
tent of the turbulent spectrum on the CTX device. This chapter introduces the primary analysis
techniques, their relationship to each other, and their respective strengths and weaknesses when
analyzing data. Our work with these methods has benefitted greatly from the excellent review of
wavelet transforms by Torrence & Compo [3] and their extension to higher order spectral quantities
by van Milligen et al [83], as well as the helpful review of applications to space plasma processes
by de Wit and co-authors [84].
To demonstrate features of the techniques outlined in this chapter, we’ll apply them to an
artificially generated test time series. This test will consist of the superposition of four sinusoids
at 2, 3.2, 4.2, and 5.2 kHz, where the 2, 3.2, and 5 kHz waves are phase coupled and all sinusoids
have up to ±30◦ of random phase noise (Figure 3.1). All of these techniques assume that we
are analyzing a time series with measurements taken at regular intervals. To be consistent with
experiments, all measurements are made at a sampling frequency of 250 kHz, and we study a
100 ms time window during which the mean background plasma parameters are constant and the
signals are ergodic.
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Figure 3.1: Test data at 2, 3.2, 4.2, and 5.2 kHz with ±30◦ of random phase noise (a), and their
sum (b).
This chapter begins by introducing the initial signal processing (Section 3.1) before moving
on to spectral analysis. We’ll review Fourier-based, time-averaged techniques first (Sections 3.2
and 3.3) before introducing time resolution via the continuous wavelet transform (Section 3.4) and
extending the higher-order spectra of Section 3.3 to the wavelet domain in Section 3.5. Section 3.6
provides an introduction to some of the mathematical techniques used to diagnose intermittency.
3.1 Initial Signal Processing
To extract frequency information from a signal we conduct the Fourier transform (see Section
3.1.2) over a segment of length T in a time series, which returns evenly spaced frequencies from
0 to the Nyquist frequency fN (one half the sampling frequency, or 125 kHz for this work). The
number of frequencies will be equal to the number of samples used in the transform - a longer time
window allows both a lower minimum frequency T−1 and higher frequency resolution, as more
frequencies are used to span the range [0, fN ]. However, when calculating ensemble averaged
quantities from a single time series, it is necessary to divide T into a number of sub-intervals K
and conduct the Fourier transform of each sub-interval. The exact value of K required for ensemble
averaged quantities to converge depends on the quantities being calculated; for this work we require
K ≥ 30 [85].
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For the K sub-intervals, each of length M , the mean is calculated and subtracted from each point
to remove the DC component of the signal, as we are only interested in the fluctuations about that
mean. This subtraction also makes statistical quantities constructed from the Fourier transforms
of these windows easier to analyze, as the DC component can be orders of magnitude larger than
any fluctuations. Note that it will be the length M of these segments that sets the resolution of the
Fourier spectrum. There is also a tradeoff between the length of the segments and the number of
segments contained in a time T , resulting in a tradeoff between frequency resolution and statistical
convergence. We choose M = 1000 samples (4 milliseconds) to minimize window length (and thus
maximize the number of windows K) while retaining all major features of the Fourier spectrum.
Applying a windowing function to each sub-segment of the data and padding that subseg-
ment can further increase our frequency resolution without sacrificing statistical convergence. We
choose the Bartlett Triangular Window as our window function because it has less spectral leak-
age than a simple rectangular window, smooths out discontinuities at the beginning and end of the
window, and preserves signal amplitude when windows have a 50% overlap [86]. Overlapping
sub-segments in this manner nearly doubles the number of segments K without sacrificing fre-
quency resolution by making shorter windows. To further increase frequency resolution, we pad
the windowed segment of data with zeros on either end. This increases the number of samples fed
into the Fourier transform, which increases spectral resolution. Choosing the pad size is a trade
off between computational time and frequency resolution, though above some pad size the major
features of the spectrum will have been resolved and further increase does not add to the analysis.
For this work, we use 4 ms windows with 50% overlap, each symmetrically padded by 4 ms of
zeros. An example of such a window and how it is padded is shown in Figure 3.2. Note that if we
were to sum all segments (after windowing and padding), we would perfectly recreate the original
signal everywhere except the first and last segments, which would each retain one side of the
triangular window. All signal processing discussed in this section is conducted prior to the FFT for
each segment, following the Welch method [87] of subdividing the signal into sub-intervals with
50% overlap, then windowing each sub-interval.
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Figure 3.2: a) 4 ms window of zero-mean data, b) with window function applied, and c) with
padding.
3.2 The Fourier Transform & Power Spectrum
The Fourier transform of a time series x(t) transforms the data from the time domain to the
frequency domain - the signal is broken down as a sum of periodic components, rather than as
its amplitude at each time. Studying the Fourier transform of a signal can offer insight into the
periodicity of that signal and aid in understanding the process generating it. Because data analysis
is being conducted using Python, we use their unitary Fast Fourier Transform (FFT), which is a
version of the Discrete Fourier Transform (DFT)
X( fq) =
1
√
M
M−1∑
p=0
x(tp)e−i2πpq/M (3.1)
The Fourier transform of a time series is a complex quantity containing both amplitude and phase
information. Because the basis functions of the Fourier transform are complex exponentials (essen-
tially sines and cosines), any time localization is lost after a Fourier transform. This means that it
is not possible to observe most transient fluctuations using Fourier techniques alone, though some
can be captured by a spectrogram (a consecutive series of windowed Fourier transforms). Such
transient fluctuations are essential when studying intermittency, so this lack of time resolution will
be addressed in Section 3.3.
In this work we will focus on the power contained in fluctuations, rather than the fluctuations
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themselves. To do this we use the power spectrum, a quantity which is second order in the Fourier
transform:
P( f ) = 〈X( f ) − X(− f )〉 = 〈X( f )X∗( f )〉 = 〈|X( f )|2〉, (3.2)
where 〈α〉 denotes the expectation value and α∗ denotes complex conjugation. We can think of
the power spectrum as the distribution of the signal across the frequency channels of our Fourier
transform. To estimate the power spectrum of a time series we use the techniques outlined in
Section 3.1.1, compute the FFT and power spectrum of each segment, then create an ensemble
averaged power spectrum
P̂( f ) =
1
K
K−1∑
j=0
P̂j( f ) =
1
K
K−1∑
j=0
X j( f )X∗j ( f ) (3.3)
where the index j ranges over each of the K signal segments. An example of both the full and
ensemble averaged power spectra for the test data is shown in Figure 3.3. Note that the ensemble
average spectrum captures the correct peak frequencies, but those peaks are broadened due to the
lesser frequency resolution of the shorter sub-intervals (125 Hz vs 5 Hz). Any phase information
is lost in the calculation of the power spectrum, which means that the power spectrum (and any
other second order quantity) can only fully describe linear processes [85].
Figure 3.3: Power spectrum of the test data, calculated with both the full 100 ms and an ensemble
average of 4 ms segments on a linear (left) and logarithmic (right) scale.
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3.3 Bispectrum & Bicoherence
Moving beyond the power spectrum, we can construct a similar quantity which is now third-
order in the Fourier transform: the bispectrum
B( f1, f2) = 〈X( f1)X( f2)X∗( f1 + f2)〉. (3.4)
Much like with the power spectrum, calculating an estimate of the bispectrum is done by creating
an ensemble average from the available data
B̃( f1, f2) =
1
K
K−1∑
j=0
B j( f1, f2) =
1
K
K−1∑
j=0
X j( f1)X j( f2)X∗j ( f1 + f2). (3.5)
In the limit of sufficiently large segment size (M) and number of segments (K), this ensemble
average has been shown to be an approximately unbiased estimate of the true bispectrum [88, 89].
Higher order quantities like the bispectrum allow us to look at deviations from Gaussianity,
study the phase characteristics of the signal, and detect and quantify nonlinearities [90]. Be-
cause the bispectrum has both magnitude and phase information it can be used to dectect quadratic
nonlinearities via three-wave coupling, which occurs when three waves meet both frequency and
wavenumber matching conditions
f1 + f2 = f3 (3.6)
k1 + k2 = k3. (3.7)
Grierson [75] previous demonstrated that Taylor’s approximation holds for CTX plasmas at the
frequencies of interest in this work, so the wavenumber matching condition will be met if the
frequency matching condition is met. For three-wave coupling to result in net energy transfer, the
frequency (and wavenumber) matching condition must be met for a sufficiently long time (and
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over a sufficiently large region of space). This leads to a further phase matching condition
φ1 + φ2 = φ3. (3.8)
When the frequency, wavenumber, and phase matching conditions are (on average) met, fluctu-
ations can nonlinearly exchange energy. Note that the bispectrum is agnostic as to the process
generating the nonlinearity.
The bispectrum is typically plotted in the f1 − f2 plane, as both f1 and f2 are independent vari-
ables; an example for our four-sinusoid test case is shown in Figure 3.4. Although the bispectrum
can be calculated over the full plane, there are a number of symmetries which make much of that
information redundant; for example, the choice of which frequency is denoted f1 and which is
denoted f2 is arbitrary, so the bispectrum will be reflected across the f1 = f2 line. A discussion of
all the symmetries applicable to the bispectrum can be found in [91, 92, 89]. After accounting for
these symmetries, we are left with only the primary domain containing non-redundant information.
The primary domain of the continuous bispectrum is shown in Figure 3.5. Although we are using
a discrete calculation of the bispectrum which has additional symmetries, those symmetries do
not affect the frequency range of interest, so the continuous symmetries are sufficient [93]. Using
those symmetries, we will only show the principle domain of the bispectrum and bicoherence, as
in Figure 3.4.
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Figure 3.4: Ensemble averaged bispectrum (left) and bicoherence (right) for the test data. Note
that the interference patterns around the point of true phase coupling are due to the concentration
of power in very few frequencies; this problem does not arise when studying turbulent data.
Figure 3.5: The f1 − f2 plane divided according to the symmetries of the (continuous) bispec-
trum [93]. PD denotes the primary domain, the region containing all non-redundant information.
Regions marked with ∗ require complex conjugation as well as permutation to map back to the
principal domain.
The value of the bispectrum B( f1, f2) at a point ( f1, f2) is a measure of the energy transferred
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via three-wave coupling from the frequency components at f1 and f2 to f3 = f1 + f2, and large
values are indicative of a nonlinear interaction between fluctuations at those frequencies. This
makes the bispectrum a useful tool for diagnosing nonlinearities. However, it is not normalized -
sufficient power at a frequency (say f1) which is not particularly well phase-coupled to f2 and f3
can still result in a nontrivial bispectrum simply because X( f1) is large. To address this, it can be
preferable to use the bicoherence b, defined by
b2( f1, f2) =
|B( f1, f2)|2
〈|X( f1)X( f2)|2〉〈|X( f1 + f2)|2〉
(3.9)
to provide a normalized measure of the quadratic phase coupling present in the system. Just as
with the bispectrum, the true bicoherence must be estimated from a sufficient sample of the data
as
b̃2( f1, f2) =
| 1K
∑K−1
j=0 X j( f1)X j( f2)X
∗
j ( f1 + f2)|
2
1
K
∑K−1
j=0 |X j( f1)X j( f2)|2
1
K
∑K−1
j=0 |X j( f1 + f2)|2
. (3.10)
The bicoherence is typically shown in the same f1- f2 plane as the bispectrum, but is restricted to
values between 0 and 1, with 0 meaning there is absolutely no phase coupling between a given
triad of fluctuations and 1 meaning there is perfect phase coupling between those fluctuations. It
is important to note that sometimes a number of small peaks may appear in the bicoherence due
to the denominator being extraordinarily small; these peaks may obscure the couplings of greatest
interest. A variety of solutions have been proposed [85], each with their own pros and cons.
We have found that visual interpretation of the bicoherence is often aided in these situations by
switching to a logarithmic scale for the bispectrum, without raising any of the issues of the other
methods.
The bispectrum and bicoherence have a number of useful properties:
1. The bispectrum is blind to additive Gaussian noise (though the bicoherence is not).
2. A linear filter does not change the bicoherence of a signal.
3. The bicoherence will have peaks if there is quadratic phase coupling in a signal, meaning the
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conditions of Equation 3.8 are met.
Property 1 means that Gaussian noise present in the system will not alter the resulting bispectrum,
while Property 2 means that any linear effects in the system will not impact the bicoherence. These
are helpful because we do not want our results to be influenced by noise or linear processes, as we
are only interested in nonlinear interactions. We will rely in particular on Property 3 to study the
quadratic phase coupling present on CTX, indicative of a nonlinear generating mechanism.
It is important to note that while the bispectrum and bicoherence can detect the presence and
strength of three-wave coupling, neither can tell us how much energy actually moves through that
coupling. Creating a detailed energy budget for the system requires the calculation of nonlinear
coupling coefficients, which is beyond the scope of this work.
A more in depth discussion of the mathematical details of calculating the bispectrum and bico-
herence from a time series can be found in Choudhury [85] Chapters 2, 3, 5, and 6.
3.4 Continuous Wavelet Transform
Although Fourier-based techniques are quite useful for resolving the average spectral properties
of a signal, they are severely limited in resolving rapdily changing temporal dynamics. In contrast,
wavelet transforms can be used to analyze time series with nonstationary power at a variety of fre-
quencies [94, 95, 96, 97]. Wavelet transforms use basis functions with effective compact support in
both time and frequency space to maintain temporal resolution while conducting spectral analysis.
This means the non-zero part of the function is finite and localized. The complex exponentials used
in the Fourier transform lack this compactness of support because they are unbounded in time.
There a number of distinct types of wavelet transforms, most prominently the continuous and
discrete transforms. The continuous wavelet transform is better suited for data analysis, as it is
more legible than the discrete wavelet transform (which is better suited for data compression or
modeling) [98]. Note that the pre-processing of the time series covered in Section 3.1 is not
necessary when using wavelet transforms.
Not just any function can be used as a wavelet, regardless of which wavelet transform is used.
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To be admissible as a wavelet, a function must have zero mean and be localized in both time and
frequency space [98, 83]: ∫ ∞
−∞
|X(ψ(ω))|2 |ω|−1dω < ∞. (3.11)
As an example, the complex exponentials used in the Fourier transform fail this test because they
are not localized in time. This work will use the Morlet wavelet as the "parent" wavelet, which
determines the shape and structure of the wavelet "family." A Morlet wavelet takes the form of a
plane wave modulated by a Gaussian (Figure 3.6).
ψ0
( t
a
)
= π−1/4eiω0
t
a e−
t2
2a2d2 (3.12)
where d is a parameter which determines the exponential decay of the wavelet and ω0 is a nondi-
mensional frequency which determines the number of oscillations in the parent Morlet wavelet.
We take ω0 to be 6 in order to meet the admissibility condition [98], which also has the conve-
nient property that the wavelet frequecy and equivalent Fourier frequency are approximately equal
[3]. The frequency resolution can be approximated as ∆ω = ω/4d and the time resolution as
∆t = ad [83]. We take d = 1 in this work, as this is a common choice which makes a reasonable
compromise between time and frequency resolution.
Figure 3.6: An example of a Morlet wavelet with ω0 = 6 in both the time domain (left) and
frequency domain (right).
A corresponding wavelet family can now be constructed from the parent Morlet wavelet (Equa-
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tion 3.12) by translating the function in time by some amount τ and scaling the function in fre-
quency space using the scale length a, which is inversely proportional to the frequency of the
wavelet
ψa (t − τ) =
1
ap
ψ
( t − τ
a
)
. (3.13)
Here p denotes the choice of normalization; p = 1/2 is used throughout this work, as it makes the
L2 norm independent of a and makes interpretation of the wavelet power spectrum, bispectrum,
and bicoherence easier [83, 98, 3]. The continuous wavelet transform of a function x(t) is then
W f (a, τ) =
∫
x(t)ψa(t − τ)dt, (3.14)
which can be interpreted as a version of f(t) that has been bandpassed by, or convolved with, the
filter ψa. Writing the wavelet transform for a discrete time series with N points becomes
W(a, t) =
N−1∑
τ=0
x(τ)ψ
(
(t − τ)δt
a
)
(3.15)
Note that when using the continuous wavelet transform (Equation 3.14) with linearly spaced fre-
quencies, the family of wavelets are not mutually orthogonal. This lack of orthogonality will not
substantially impact results presented in this work, but is important for things like reconstructing a
time series from the wavelet transform and setting a statistical noise floor [83, 3]. Additionally, if
we wanted to impose orthogonality, we would have to restrict the scales used to a ∈ {2n}, which
is not the most useful set of scales when examining a (relatively) small frequency range. Instead,
we use a linearly spaced set of scales with an equivalent frequency spacing of 100 Hz.
Analogously to the Fourier case, we construct a wavelet power spectrum
PW (a) =
∫
T
W(a, τ)W∗(a, τ) dτ. (3.16)
Wavelet transforms and power spectra are typically visualized in the (a, t) plane. Varying the scale
a and translating in time t constructs a picture showing the amplitude of fluctuations at different
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scales and how those amplitudes vary in time. Importantly for this work, the wavelet transform
conserves energy [98]. Note that the work in this thesis focuses on frequencies rather than scale
lengths, so calculations will be made and shown in terms of f instead of a. Figure 3.7 provides an
example of a wavelet transform for our test data.
Figure 3.7: Wavelet power spectrum for our test data.
Figure 3.8: Zooming in on the 40-60 ms window of the wavelet power spectrum for our test data.
Dark blue lines mark the 3 coupled frequencies (2, 3.2, and 5.2 kHz), while the cyan line marks
the uncoupled frequency (4.2 kHz).
Although seeing all 100 ms can be useful, it can be hard to see details. Figure 3.8 zooms in
on the 40-60 ms window. The nearly vertical lines which appear periodically between 4.2 and 5.2
kHz (and less intensely between 3.2 and 4.2 kHz) appear because these frequencies are somewhat
close together, and their superposition can look like the superposition of fluctuations with power
at many intermediate frequencies under a wavelet transform. Figure 3.9 shows examples of two
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different frequency spacings and how they show up in a wavelet power spectrum. Frequency
spacings greater than a factor of ∼ 1.4 allow the frequencies to be resolved separately while closer
spacings create this ambiguity. Note that the frequency at which the lines appear (1 kHz in Figure
3.8 and 300 Hz in Figure 3.9) is precisely the difference between the two close frequencies.
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Figure 3.9: Demonstration of how closely spaced frequencies show up in a wavelet power spec-
trum. (Top)Temporal plot of both signals (center) Wavelet transform for frequencies separated by
a factor of 1.3; c) wavelet transform for frequencies separated by a factor of 3.
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Cone of Influence
As in Fourier analysis, a decision has to be made about how to handle the ends of a time
series. One common solution is to pad the time series with zeros before conducting the wavelet
transform, and remove them afterward. However, this will certainly impact the calculated values
of the wavelet transform near the ends of the time series. The Cone of Influence is the region of
the wavelet spectrum impacted by these boundary effects, and will be defined as the e-folding time
for the autocorrelation of the wavelet power at each scale (meaning any effect from the boundary
will have decreased by a factor of e2) [3]; this is
√
2a in the case of the Morlet wavelet. This
is represented by the white lines seen in Figure 3.7. Anything outside those lines should not be
trusted due to boundary effects. To ensure such boundary effects do not enter into calculations,
higher-order quantities will only be calculated over the 20 − 80 ms window.
Wavelets are in many ways designed to succeed where Fourier transforms fail. They provide
time resolution in a mathematically robust way, rather than by imposing a pre-determined scaling,
such as the selection of a window length. Additionally, the time averaged wavelet spectrum pro-
vides an unbiased estimate of the true power spectrum [99]. However, they are not perfect in their
resolution, and there is a trade off between better frequency resolution at lower frequencies/longer
times and worse frequency resolution at higher frequencies/shorter times. A useful pictorial rep-
resentation of this is provided on Wikipedia (Figure 3.10). The cone of influence also provides a
measure of the decorrelation time at a given frequency - if an apparent peak in the wavelet trans-
form is shorter than the scale-appropriate decorrelataion time, it may well be due to random noise
rather than a coherent signal [3].
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Figure 3.10: Resolution changes in the time-frequency plane for the Fourier (left) and wavelet
(right) transforms.
3.5 Wavelet Bispectrum & Bicoherence
Analogous to the Fourier transform-based bispectrum and bicoherence, we can construct the
wavelet bispectrum and bicoherence over some time interval T [4]:
BW ( f1, f2) =
∫
T
W( f1, τ)W( f2, τ)W∗( f1 + f2, τ)dτ (3.17)
b2W ( f1, f2) =
|
∫
T W( f1, τ)W( f2, τ)W
∗( f1 + f2, τ)dτ |2∫
T |W( f1, τ)W( f2, τ)|
2dτ
∫
T |W( f1 + f2, τ)|
2dτ
. (3.18)
Again, this can be reformulated for use on a time series with N points with equal spacing δt as:
B̃W ( f1, f2) =
N−1∑
τ=0
W j( f1, τ)W j( f2, τ)W∗j ( f1 + f2, τ)δt (3.19)
b̃2W ( f1, f2) =
|
∑N−1
τ=0 W( f1, τ)W( f2, τ)W
∗( f1 + f2, τ)δt |2∑N−1
τ=0 |W( f1, τ)W( f2, τ)|
2δt
∑N−1
τ=0 |W( f1 + f2, τ)|
2δt
. (3.20)
The wavelet bicoherence is bounded between 0 and 1, just as in the Fourier case. Note that the
results of these calculations will be strongly influenced by the choice of time interval T . Van
Milligen et al. [83] detail how this time can set both the statistical noise level and the statistical error
for the bicoherence. Throughout this thesis we use time intervals of N = 1000 points (T = 4ms),
which results in an error estimate of 0.06 and a frequency-dependent bicoherence noise floor of
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Figure 3.11: Wavelet bispectrum (left) and bicoherence(right) for a 4 ms segment of the test data.
The coordinates of the phase coupled waves are clearly visible. Note that the high bicoherence
along the f2 = 0.1 kHz line is outside the cone of influence and therefore not to be trusted.
∼ 0.35 − 0.15 for the frequencies of interest. The change in the bicoherence of Gaussian noise
(which approximates the noise floor) with the number of points used to calculate the bicoherence
can be seen in figure 3.12. Because we are interested in the detailed temporal behavior of the three-
wave coupling (which cannot be fully captured by the bicoherence due to the required integration
times), we will primarily focus on the bispectrum and treat the results as qualitatively valid if the
corresponding bicoherence is above the noise floor. It is worth noting that even with its restrictions,
the wavelet bicoherence represents an improvement over the Fourier bicoherence, whose error
decays as
√
M/N [83] and thus requires a factor of M more samples to achieve the same statistical
error. Although we cannot rigorously calculate the bicoherence at every point in time, it can capture
features just as well as the Fourier bicoherence over the same time interval (see Figure 3.11).
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Figure 3.12: Convergence of the summed bicoherence of Gaussian noise toward 0 with increasing
sample size. These traces approximate the changes in the noise floor with frequency and sample
size. This work uses a sample size of 1000 points, resulting in an estimate for the noise floor of
∼ 0.35 at 400 Hz and decreasing to ∼ 0.15 for most of the frequency range of interest.
To see what this 4 ms resolution in the wavelet bicoherence gets us, we can plot slices taken
at specific frequencies, which show how that frequency interacts with all other frequencies in
time (Figure 3.13). The time resolution is set by the window size used to calculate the wavelet
bicoherence.
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Figure 3.13: Time-resolved wavelet bicoherence (4 ms windows) showing interactions with 3.2
kHz (top) and 7 kHz (bottom). Note the clear phase coupling between 3.2 and 2 kHz, and the lack
of any significant coupling with 7 kHz.
However, the bispectrum does not necessarily require the use of windows in the same way as
the bicoherence does. Rather, we can treat each sample as being integrated over the 4 µs window
it represents, and calculate the bispectrum with this 4 µs resolution (Figure 3.15). Note that the
bispectrum calculated in this way will have a larger error than if estimated by integrating over
a longer window. However, the results will still be qualitatively correct, and as our focus is the
qualitative picture and the statistics of how the bispectrum is distributed, this is acceptable for our
use so long as the corresponding bicoherence is above the noise floor.
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Figure 3.14: Wavelet bispectra constructed over a 4 ms window, in analogy with the wavelet
bicoherence at 3.2 kHz (top) and 7 kHz (bottom). Note that the scales on the colorbar differ by 3
orders of magnitude; a 7 kHz fluctuation is not coupling with any other frequencies (because there
is essentially no power at 7 kHz), while the 3.2 kHz fluctuation shows strong coupling with 2 kHz
(as was imposed).
Note that when using the shortest possible integration window, the bispectrum will be orders of
magnitude smaller because of the shortened integration window; this can be seen in the difference
between the respective colorbars of Figures 3.14 and 3.15. However, the two figures are qualita-
tively in agreement, showing strong, consistent interaction between the phase-coupled oscillations
at 2 and 3.2 kHz, while showing ∼ 1000× weaker interactions between 7 kHz and the 2-6 kHz
frequency range. These weak interactions arise due to a combination of phase noise and use of
signals close in frequency.
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Figure 3.15: Wavelet bispectrum calculated every 4 µs (the sampling time) at 3.2 kHz (top) and 7
kHz (bottom). Note the scales on the colorbar differ by 3 orders of magnitude.
3.6 Intermittency and the Gamma Distribution
When discussing turbulent fluctuations, intermittency has a more precise meaning than it might
in daily use. Rather than simply indicating that a signal is only occasionally present, it specifically
means that the statistics of the fluctuating quantity deviate from a Gaussian distribution; more
precisely, that there are large tails to the distribution indicating "extreme" events are more likely
than if the fluctuations were purely random. This deviation from Gaussianity is quantified by the
kurtosis
κ =
∫ +∞
−∞
x4 f (x)dx
σ4
=
〈x4〉
〈x2〉2
(3.21)
where x is a random variable, f (x) is the random variable’s probability distribution function, and
σ2 is the variance of f (x). The kurtosis is also a measure of the flatness of f (x), with a more
sharply peaked profile yielding κ > 3 (called leptokurtic) and a flatter profile yielding κ < 3
(called platykurtic); the kurtosis of a Gaussian is exactly 3. Leptokurtic distributions have heavier
tails, indicating that extreme outlier events are more probable than in Gaussian or platykurtic dis-
tributions. Note that there are two ways to think about interimittency: whether the kurtosis of the
fluctuations at a particular frequency are ≥ 3, and whether kurtosis increases with frequency with-
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out bound [34]. Both definitions are important and will be used throughout this work. Examples of
a histogram estimating the probability distribution function and the kurtosis of the wavelet power
spectrum (Figure 3.8) for different frequencies in our test case are shown in Figure 3.16, while the
kurtosis as a function of frequency is shown in Figure 3.17. We can summarize the information in
these figures by stating that the wavelet power spectrum of this system shows intermittency, and
that the distribution of power at frequencies outside the 2-6 kHz range is leptokurtic.
Figure 3.16: Histograms of the power at the three coupled and one uncoupled frequency. Note
that 4.2 kHz has a distribution function characteristic of sinusoids due to the periodic variation in
power at that frequency under the wavelet transform, while the distribution function at 7 kHz is
nearly exponential. The distribution functions at 2, 3.2, and 7 kHz are all fairly well approximated
by a Gamma distribution.
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Figure 3.17: Kurtosis as a function of frequency for the test case, indicating intermittency at fre-
quencies above 7 kHz and below 1.5 kHz
Rather than simply looking at histograms, it can be useful to characterize a variable by an ana-
lytic probability distribution function. Previous work has found that the amplitude of fluctuations
in the scrape-off layer of tokamak plasmas can be well approximated by a Gamma distribution
[100, 101]:
P(x) =
βαxα−1e−βx
Γ(α)
, (3.22)
α =
〈x〉2
σ(x)2
β =
〈x〉
α
=
σ2
〈x〉
(3.23)
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where Γ(∗) is the gamma function, α is the shape parameter, and β is the rate parameter.. Garcia
[102] presents a stochastic model for intermittent fluctuations in the scrape-off layer which treats
the fluctuations as a series of bursts. In this model, α is proportional to the ratio of the burst
duration to the wait time between bursts τd/τw, while β influences the width of the distribution.
Part of the utility of the Gamma distribution is that it can take on different shapes based on the
values of α and β, as can be seen in Figure 3.18. These shapes range from nearly Gaussian to
highly exponential, ideal when studying intermittency.
Figure 3.18: Examples of Gamma distributions for a variety of shape (α) and rate (β) parameters.
The Gamma distribution also provides a second method for calculating distribution moments,
which can be related to the parameters α and β. Most relevant to this work is the kurtosis, which
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is
κΓ = 3 +
6
α
(3.24)
for a Gamma distribution. Note that because alpha must always be positive, a Gamma distribution
can never have a kurtosis less than 3. This means that a Gamma distribution is an incredibly poor
fit for any platykurtic (flat) distribution, such as those for the wavelet power at 4.2 and 5.2 kHz in
our test case (see Figure 3.16). This is not surprising, given that the Gamma distribution is intended
for use with intermittent data and the power at the test frequencies varies periodically, rather than
intermittently.
In situations where the use of the Gamma distribution is appropriate, comparing the kurto-
sis as calculated directly from the data to that of the corresponding gamma distribution provides
an opportunity to assess whether enough samples have been used for the distribution statistics to
converge to their true values; if the kurtosis calculations agree, we can use Garcia’s physical in-
terpretation of the α parameter when interpreting the results. There is no "goodness of fit" test
for the Gamma distribution, so this method provides a somewhat intuitive check. Higher-order
moments such as the kurtosis can require more than 30,000 samples to converge (Figure 3.19),
while the mean and variance converge much more quickly. Computational limitations - specifi-
cally the memory available on the consumer laptop and desktop computers used for this analysis -
prohibit us from using the full 30,000 samples to guarantee the convergence of the kurtosis in this
work. We are instead restricted to using 15,000 samples, meaning the mean and variance have fully
converged but the kurtosis has not. If the kurtosis of the Gamma distribution (calculated from the
converged mean and variance) agrees fairly well with the kurtosis calculated from the data directly,
we take that as a sign that the kurtosis is nearly converged and is useful for analysis; in cases of
disagreement, additional samples are required to draw any conclusions.
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Figure 3.19: Change in mean, variance, and kurtosis for a gamma distribution as a function of the
number of random samples used in the calculation.
3.6.1 Application to Bispectral Data
It is well established that the turbulent coupling between two frequencies is constant in time, but
that does not mean that the power transfered between waves via that coupling is constant in time.
To characterize the intermittency of power transfer via nonlinear interactions between oscillations
at different frequencies, we apply the above techniques to the summed wavelet bispectrum, where
the sum is conducted over all f1 = f , f2 = f , and f3 = f to capture the total amount of interaction
with a particular frequency f (Figure 3.20). This sum will be conducted over only the central 60
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ms window (470-530 ms) to avoid any edge effects from the wavelet transform at the frequencies
of interest.
Figure 3.20: Summed wavelet bispectrum for our test case.
The bispectrum is largest at 2 kHz because it is the only frequency sufficiently separated from
the others to avoid the close frequency effects shown in Figure 3.9. The summed wavelet bispec-
trum clearly shows that 2, 3.2, 4.2 and 5.2 kHz all participate in some type of coupling. However,
when we check the wavelet bicoherence and time-resolved bispectrum at 4.2 kHz (Figure 3.21),
we see that nealy all of the bispectrum arises from a supposed interaction with the 2 kHz wave,
even though the bicoherence for 4.2 kHz at 2 kHz is always below our noise floor of 0.35. Thus
we disregard the apparent summed wavelet bispectrum at 4.2 kHz as spurious. Contrastingly, for
3.2 kHz, we see a strong interaction with 2 kHz in the bispectrum (Figure 3.22), supported by a
bicoherence of 1, so we take that coupling to be meaningful.
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Figure 3.21: Wavelet bispectrum (top) and bicoherence (bottom) for our test case at 4.2 kHz. Note
that even though the bispectrum is large at 2 kHz, the bicoherence is quite small and does not clear
the noise floor, meaning the summed bispectrum value at 4.2 kHz in Figure 3.20 is spurious.
Figure 3.22: Wavelet bispectrum (top) and bicoherence (bottom) for our test case at 3.2 kHz. The
large bispectrum at 2 kHz is supported by a bicoherence of 1, meaning the summed bispectrum
value at 3.2 kHz in Figure 3.20 is trustworthy.
Turning our attention to the distribution functions for the summed wavelet bispectrum at the
driven frequencies, we see that once again the Gamma distribution is a poor fit due to the lack
of intermittency in our test case (Figure 3.23). Concerns about convergence of the kurtosis are
irrelevant in this case because the Gamma distribution by definition will not be able to capture the
true behavior of the system.
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Figure 3.23: Distribution functions of the amplitude of the summed wavelet bispectrum at the
driven frequencies in our test case. Note that the Gamma distributions are a poor fit at 2, 3.2, and
4.2 kHz due to the lack of intermittency, while the fit is better for the intermittent 7 kHz.
Finally, we note that the kurtosis of the amplitude of the summed wavelet bispectrum does
not increase with frequency (Figure 3.24). This means that while there may be intermittentency
in the power spectrum (Figure 3.17), the energy transferred via three-wave coupling in the test
system does not meet Frisch’s definition of intermittency, although it does have a non-Gaussian
distribution at many frequencies.
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Figure 3.24: Kurtosis as a function of frequency for the amplitude of the summed wavelet bispec-
trum in our test case. Although the amplitude of the summed wavelet bispectrum is non-Gaussian
at many frequencies, this does not meet the strict intermittency criteria of increasing kurtossis with
frequency.
3.7 Summary
The analysis tools used in this thesis are based on digital transforms of measured time series
from a turbulent plasma. The wavelet transform provides a nearly instantaneous measurement of
the frequencies present at any moment and functions as a digital filter bank, transforming a single
fluctuating time series into many time series corresponding to the individual frequency bands which
make up the original signal. We select the Morlet wavelet for this study, which is the product of a
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sinusoidal fluctuation and a Gaussian window scaled by the frequency of the sinusoid. The wavelet
transform is used to compute the instantaneous wave power spectrum and study the intermittency
of the fluctuation power within individual frequency bands. We next compute the instantaneous
wavelet bispectrum, which is proportional to the rate of energy transfer between waves. Unlike
more common Fourier transform methods and the ensemble-averaging of short-time Fourier trans-
forms, wavelet analysis reveals the intermittency of wave power at various frequencies.
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Chapter 4: Intermittency of the Power Spectrum in Dipole Plasma
Turbulence
This chapter will apply the techniques introduced in Chapter 3 to study two-dimensional elec-
trostatic turbulence under a variety of conditions on CTX. We focus in particular on the inter-
mittency of the fluctuation power, as measured by the wavelet power spectrum and its associated
probability distribution function. We find that the fluctuation power is always intermittent, having
kurtosis greater than 3 at nearly all frequencies and increasing with frequency (meeting Frisch’s
criteria).
In addition to observations of fully developed turbulence sustained by plasma heating, two
techniques are used to modify the baseline turbulence by launching electrostatic waves into the
plasma: driving coherent tones and applying active feedback. Active feedback corresponds to
launching broadband fluctuations which are amplified and phase-delayed versions of the measured
turbulent spectrum. Waves are launched from the bias probes described in Section 2.4.2 and use
the feedback/drive system detailed in Section 2.5 to interact with the plasma. Launching waves
into the turbulence decreases the intermittency of the driven waves while increasing the intermit-
tency of other waves. Similarly, application of active feedback to amplify the turbulence increases
coherence (decreases intermittency), while feedback suppression increases the intermittency of the
wave energy.
This chapter is organized into three primary parts and includes some additional observations.
First, the statistics of the wave power spectrum for sustained plasma turbulence without external
wave launching is presented. Next, we present observations of wave intermittency when the time-
averaged intensity of the fluctuations is elevated (Section 4.2 or reduced (Section 4.3). Finally, we
demonstrate how the linear interference of three waves close in frequency can replicate a pattern
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that appears during one of the driven cases. For the following examples, all wavelet transforms are
conducted over the 450 − 550 ms time window, while statistics are calculated over the 470 − 530
ms time window to avoid any edge effects from the wavelet transform. All plasma parameters are
fluctuating about a stable average and any turn-on effects from feedback or drive systems have
dissipated prior to the period studied.
4.1 Intermittency of Fluctuation Power in Electrostatic Turbulence
Using the wavelet power spectrum from Section 3.3, we first examine a plasma exhibting the
baseline turbulence in CTX. Figure 4.1 shows the wavelet power spectrum for this fully-developed
electrostatic turbulence, as measured by fluctuations of the floating potential. An ensemble-averaged
Fourier power spectrum is included in Figure 4.2 for comparison. Most of the fluctuation power
falls in a band between 1 and 12 kHz, visible in both spectra. The long-time power spectrum is
the same whether calculated from an ensemble of Fourier spectra or by time-averaging the wavelet
spectrum. However, the Fourier spectrum does not capture the temporal dependence of the fluc-
tuation power, including major features such as the relatively quiescent period from ∼480-490 ms
seen in the wavelet power spectrum.
Figure 4.1: Wavelet power spectrum for a base-case CTX plasma during the feedback experimental
run.
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Figure 4.2: Ensemble averaged Fourier power spectrum for a base-case CTX plasma during the
feedback experimental run.
The wavelet power spectrum makes clear that the frequency content of the signal changes
rapidly in time, so we turn to the probability distribution function (PDF) of the power in the float-
ing potential fluctuations to quantify the degree of intermittency. Figure 4.3 shows the PDF of the
fluctuation power at four different frequencies, each overlaid with a corresponding Gamma dis-
tribution [102]. The kurtosis value for each frequency is included on their respective histogram,
and displayed as a function of frequency in Figure 4.4. Note that both definitions of intermittency
are satisfied: the kurtosis is greater than 3 at all frequencies outside the cone of influence, and the
kurtosis increases with increasing frequency.
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Figure 4.3: Histograms and PDF estimates of the power in fluctuations at 4 different frequencies
(left to right top to bottom: 2 kHz, 5 kHz, 9 kHz, and 14 kHz). Kurtosis values for each are noted
on the upper right of the plot.
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Figure 4.4: Kurtosis as a function of frequency for the baseline plasma. Note that the kurtosis is
greater than 3 for all frequencies outside the cone of influence; the lowest frequencies (≤400 Hz)
are within the cone of influence of the wavelet transform boundary and should be disregarded.
4.2 Increasing Fluctuation Power
Now that we have characterized the power spectrum of the baseline turbulence, we can inves-
tigate how that spectrum changes under feedback or when coherent tones are driven in the plasma.
During amplifying feedback, both the wavelet and ensemble averaged Fourier power spectra show
an increase in fluctuation power in the 1-12 kHz range (Figures 4.5 and 4.6 (left); compare to
Figures 4.1 & 4.2). However, adding power to a broadband range of frequencies does not alter
the intermittency of the power at all of those frequencies. Rather, those frequencies which see a
significant increase in power under feedback see their intermittency reduced, as measured by the
kurtosis (Figure 4.6).
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Figure 4.5: Wavelet power spectrum during amplifying feedback.
Figure 4.6: Ensemble averaged Fourier power spectrum (left) and kurtosis of the wavelet power
spectrum as a function of frequency (right) for both the baseline and amplified turbulence. Note
that the intermittency is reduced in the frequency range where the fluctuation power is most am-
plified.
Driving waves at a specific frequency using both bias probes also increases the peak power in
both the wavelet (Figure 4.7) and Fourier (Figure 4.8, top) power spectra. In particular, driving
a tone at 5 kHz creates peaks in the wavelet power spectrum which are comparable in amplitude
to those created by amplifying feedback. Both the 5 kHz drive and amplifying feedback increase
the total power in the potential fluctuations by a factor of 2, though the distribution of that power
across frequencies is quite different.
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Figure 4.7: Wavelet power spectra for 2 (top), 5 (center), and 14 (bottom) kHz drives. Color bars
are different for each sub-figure to ensure features of each are visible.
Additionally, driving a single coherent tone not only increases the power at that frequency, but
also at harmonics of the driven frequency. This is clearest for the 5 kHz drive, where the half-
harmonic (2.5 kHz), first harmonic (10 kHz), and second harmonic (15 kHz) are all visible; both 2
and 14 kHz drives show increases in power at their respective first and second harmonics (Figure
4.8). This is not particularly surprising, as it is well established that sinusoidal inputs to a nonlinear
system can generate harmonics and subharmonics [85].
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Figure 4.8: Fourier power spectra (top) and kurtosis as a function of frequency (bottom) for 2 kHz
(left), 5 kHz (center) and 14 kHz (right) drives.
In contrast to the amplifying feedback, driving coherent waves into the plasma decreases the
intermittency of the fluctuations at a broad range of frequencies, particularly if the drive is at or
above the injection scale (5 kHz) (Figure 4.8, bottom). When the drive is below the injection scale
(e.g. at 2 kHz), the intermittency of the fluctuations above 10 kHz increases rapidly. Additionally,
the driven waves at 5 and 14 kHz each introduce of a small region in frequency space around
their half harmonic where the power is approximately distributed as a Gaussian, rather than being
intermittent. A 2 kHz driven tone also creates this region of near-Gaussianity, but at the driven
frequency.
4.3 Reducing Fluctuation Power
Just as we can amplify the power in our turbulent fluctuations, we can also reduce the fluctua-
tion power. This can be accomplished using either suppressing feedback or by driving two waves
into the plasma simultaneously, one at 5 kHz and one at another frequency (Figures 4.9 and 4.10
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top). Driving waves at two frequencies reduces the total power in the fluctuations by a factor of 2,
while suppressing feedback reduces the fluctuation power by a factor of 1.4.
Figure 4.9: Wavelet power spectra during suppressing feedback (top) and drives of 5 & 2 kHz
(center) and 5 & 14 kHz (bottom). Color bars are different for each sub-figure to ensure features
of each are visible.
Again, the application of feedback alters the intermittency of the power spectrum in a frequency-
dependent way, increasing intermittency at frequencies which are most suppressed (Figure 4.10,
left). Driving waves at 5 & 14 kHz sharply reduces intermittency between ∼ 2 − 5 kHz and in-
creases intermittency at higher frequencies, exhibiting a pattern somewhat similar to the case of
suppressing feedback. Driving waves at 5 & 2 kHz presents a particularly interesting change to the
kurtosis, where intermittency is somewhat reduced below 8 kHz, but drastically increased above 8
kHz.
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Figure 4.10: Ensemble averaged Fourier power spectra (top) and kurtosis as a function of frequency
(bottom) for suppressing feedback (left), drives of 5 & 2 kHz (center), and drives of 5 & 14 kHz
(right).
4.4 Wave Injection Modulated by Linear Interference Effects
Looking at the wavelet power spectra when coherent tones are being driven into the plasma,
we see that even with constant driving power, that power is not constantly deposited into the fluc-
tuations at the driven frequency (Figure 4.7). In particular, when a 5 kHz wave is driven, there
appears to be a periodicity to the amplitude changes of fluctuations near 5 kHz. This periodicity is
easily recreated by the superposition of three in-phase sinusoids at 4.94, 5.00, and 5.06 kHz with
additive Gaussian noise of 5x greater amplitude. Thus, we see that linear interference effects can
have a substantial impact on the temporal distribution of power at a given frequency.
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Figure 4.11: Comparison of the wavelet power spectra for a plasma with 5 kHz drive (top) and
three in-phase waves separated by 60 Hz with additive Gaussian noise (bottom). The envelope
structure visible in the 5 kHz drive is recreated quite well by the artificial data.
This linear combination of interferring waves and Gaussian noise also leads to a kurtosis profile
that is remarkably similar to that of the observed turbulence with a 5 kHz drive, showing a decrease
around 5 kHz and a fairly steady increase at higher frequencies. This implies that linear effects can
create intermittent power spectra which are nearly indistinguishable from turbulent, nonlinearly
driven systems. To determine whether nonlinear interactions are governing the power spectrum,
higher order quantities, such as the bispectrum, must be invoked.
4.5 Summary
In this chapter, we present the first study of the intermittency of the fluctuation power spec-
trum in electrostatic dipole plasma turbulence. Using the wavelet transform, the fluctuation power
can be simultaneously resolved as a function of time for a large number of frequency bands. A
histogram of the wave power in each frequency band is used to construct the probability distri-
bution function for those frequencies, which are well-approximated by a Gamma distribution and
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have large kurtosis which increases with frequency, satisfying both definitions of intermittency.
When feedback is used to amplify or suppress waves, the intermittency of amplified frequencies
is reduced, while the intermittency of suppressed frequencies is enhanced. Driving a single wave
at or above the injection scale has similar effects to amplifying feedback, while driving multiple
waves has similar effects to suppressing feedback. Driving a wave below the injection scale of
the turbulence increases the intermittency of the fluctuations above ∼ 8 kHz, whether that wave is
driven singly or with another wave. Finally, artificial data from three interferring waves close in
frequency is used to re-create the envelope effect seen when a 5 kHz wave is driven in the plasma,
demonstrating that linear interferrence effects can generate spectra with statistics similar to those
found in turbulent plasmas.
The power transferred between fluctuations via three-wave coupling can be studied using the
bispectrum. We find that the summed wavelet bispectrum is always intermittent, even more so
than the power spectrum. This indicates that the nonlinear transfer of energy between fluctuations
is not continuous but occurs in bursts, analogous to the bursts of radial particle flux which have
been observed on many experiments. The intermittency of the power transfer is reduced by feed-
back and by driving waves at or above the injection scale; if a wave is driven beloThe amount of
power transferred tends to increase or decrease with the amount of power present in the coupled
fluctuations, indicating that three-wave coupling is playing an important role in the dynamics of
the system.
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Chapter 5: Study of Power Transfer via Three Wave Coupling
Just as the previous chapter studied the temporal behavior of the fluctuation power under a
variety of conditions, this chapter will apply a similar analysis to the summed wavelet bispectrum
to characterize the power transfer via three wave coupling. While an understanding of the three-
wave coupling coefficients is not available without a more detailed physical model of the system,
the intensity of the power transfer via this three-wave coupling can nevertheless be characterized by
the bispectrum. The summed bispectrum will be large when there is sufficient power in fluctuations
which satisfy the three-wave frequency matching condition given in Equation 3.7, and small when
the matching condition is not met or there is little power in the fluctuations. In this chapter, we
show that the internittency of the power transefer via three-wave coupling, as quantified by the
kurtosis of the amplitude of the summed wavelet bispectrum, is greater than the intermittency of
the power itself (which was characterized in Chapter 4). We also show that the intermittency of the
summed bispectrum generally decreases when fluctuations are launched into the plasma, whether
as active feedback or coherent waves. These observations lead us to conclude that, under the
conditions studied, the rate of wave-wave power transfer is not constant.
This chapter begins by describing the summed wavelet bispectrum of the baseline turbulence
in CTX, then characterizes the effects of feedback and driven waves.
5.1 Power Transfer via Three-Wave Coupling in Fully Developed Turbulence
We begin by studying the wavelet bispectrum over the same 470 − 530 ms time window used
for the wavelet power spectrum, and compare the two quantities in Figure 5.1. Note the general
correspondence between features in the two plots, such as those enclosed in the cyan boxes - more
power being present in a frequency means that there is more power to transfer into or out of that
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frequency.
Figure 5.1: Wavelet power spectrum (top) and amplitude of the summed wavelet bispectrum (bot-
tom) for the baseline turbulence. Note that many features from the power spectrum reappear in the
bispectrum (cyan boxes), but some do not (green boxes).
However, the correspondence between peaks in the wavelet power spectrum and summed
wavelet bispectrum is not one-to-one. At some times, the summed bispectrum shows large in-
tensity - indicating significant power transfer - despite not having a particularly strong peak in
wave power. This is seen, for example, the two "bursts" of high bispectral amplitude highlighted
in the first two green boxes in Figure 5.1. A contrasting example is the last green box in Figure 5.1
when the "burst" in wave spectral power at 4 kHz and 8 kHz is relatively large when, at the same
time, the summed bispectrum is relatively less intense, indicating that the burst of power may be
produced by a mechanism not captured by the bispectrum.
Turning our attention to intermittency, Figure 5.2 indicates that the summed bispectrum is
more intermittent than the power spectrum, though it generally follows the same pattern. This
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makes some intuitive sense, as the bispectrum has an additional degree of freedom due to the
phase coupling. This additional degree of freedom is the reason the bispectrum can be more in-
termittent than the power spectrum. Changes in the phase coupling between fluctuations may not
significantly alter the power spectrum if there is little power at the coupled frequences to begin
with, or if the fluctuations are only weakly coupled. Nevertheless, if the bispectrum is in general
more intermittent than the power spectrum in other turbulent systems, and thus the phase couplings
themselves are more intermittent, the standard random phase approximation for treating turbulent
wave couplings may break down.
Figure 5.2: Comparison of the kurtosis as a function of frequency for the amplitude of the summed
wavelet bispectrum and wavelet power spectrum during baseline electrostatic turbulence on CTX.
5.2 Effects of Feedback on Three-Wave Coupling
Just as we did for the baseline turbulence, we compare the wavelet power spectrum to the
summed wavelet bispectrum for both amplifying (Figure 5.3) and suppressing (Figure 5.4) feed-
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back. For this study, we trigger the feedback on and off to better illustrate how both the wavelet
power spectrum and summed wavelet bispectrum change under feedback. Feedback is on from
500 − 520 ms for both amplifying and suppressing feedback. In both cases there is a marked
change in both the power spectrum and summed bispectrum almost immediately when the feed-
back turns on, which disappears as soon as the feedback is turned off.
Figure 5.3: Wavelet power spectrum (top) and summed wavelet bispectrum (bottom) for amplify-
ing feedback. Feedback is on for the 500-520 ms window. Note that the colorbars are different
from those in Figures 5.1 and 5.4 to ensure features of each are visible.
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Figure 5.4: Wavelet power spectrum (top) and summed wavelet bispectrum (bottom) for suppress-
ing feedback. Feedback is on for the 500-520 ms window.Note that the colorbars are different from
those in Figures 5.1 and 5.3 to ensure features of each are visible.
Note the correspondence between the peaks of the summed wavelet bispectrum and the wavelet
power spectrum for amplifying feedback, indicating that the waves which are most strongly cou-
pled are receiving energy from the other fluctuations in the plasma. For example, the peak in both
power and summed wavelet bispectrum in the green box corresponds with an increase in the bis-
pectrum but not the power at many frequencies, suggesting those frequencies are giving up their
power to the 7 kHz fluctuation at that time. Contrastingly, there are also moments of large bispec-
trum at many frequencies which do not appear to transfer power to a preferred frequency, such as
the burst in the cyan box. Nearly all frequencies show a large bispectrum indicating power transfer
is occurring, but the power spectrum at that time is unremarkable from many other times during
amplifying feedback.
In the suppressing case, we note that having removed power from a broad range of fluctuations,
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those fluctuations are no longer able to transfer much energy via three-wave coupling, and have
consistently low bispectrum during feedback. Indeed, the most visible features in the suppressing
case correspond to the rare instances of significant power being present in the fluctuations. Some
instances of large summed wavelet bicoherence during suppressing feedback - such as the peak
around 2 kHz at 506 ms - correspond to a distcint lack of power at that frequency and time in
the wavelet power spectrum. Such a combination of high bispectrum and low power suggests that
the wave is participating strongly in three-wave coupling, but that coupling is moving power out
of that particular frequency. This is the other side of what happened during amplifying feedback,
with many waves coupling to tranfer power into a specific frequency.
The correspondence of major features of the wavelet power spectra and wavelet bispectra dur-
ing feedback suggest that three-wave coupling is an important mechanism by which this feedback
modifies the turbulence.
As was shown in Figure 5.2, the summed bispectrum is consistently more intermittent than the
power spectrum. This remains true during feedback, as can be seen in Figure 5.5. Electrostatic
feedback decreases the kurtosis of the summed bispectrum across the frequency range of interest
(Figure 5.6), in contrast to the more frequency-localized changes to the kurtosis of the power
spectrum (Figures 4.6 and 4.10 left). This means that power is being transferred between waves
more consistently during feedback than during the baseline fully-developed turbulence, further
supporting the hypothesis that the feedback is acting on the plasma via three-wave coupling.
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Figure 5.5: Comparison of the kurtosis as a function of frequency for the power spectrum and
summed bispectrum during amplifying (left) and suppressing (right) feedback. The summed bis-
pectrum is more intermittent than the power spectrum at most frequencies.
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Figure 5.6: Comparison of the kurtosis as a function of frequency for plasmas with no feedback,
amplifying feedback, and suppressing feedback. The baseline turbulence shows the most intermit-
tency, while suppressing feedback shows the least.
5.3 Effects of Driven Waves on Three-Wave Coupling
Driving a coherent electrostatic wave in the plasma alters the natural exchange of energy be-
tween coupled frequnencies. In particular, driven waves primarily exchange energy with their own
harmonics, as can be seen in Figure 5.7. (Note that this is likely because when a wave is launched
at frequency f , a weaker wave is also launched in phase at 2 f due to the nonlinearity of the probe
sheath.) In these Fourier bispectrum plots, vertical and horizontal lines indicate a constant "parent"
frequency ( f1 or f2), while diagonal lines indicate a constant "child" frequency ( f3); all of these
features are particularly visible in the 14 kHz drive case. It is important to remember that these
plots do not tells us the direction of energy transfer between the three waves, only that a set of three
waves is, on average, phase coupled and exchanging energy. However, when a wave is launched
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into the plasma, the power must be transferred from the driven frequency into other fluctuations.
Indeed, driving a wave at 5 kHz produces peaks in the summed bispectrum comparable to those
produced by amplifying feedback, as can be seen in Figure 5.8. This indicates that a comparable
amount of energy is being transferred into coupled waves by the 5 kHz drive as is transferred by
amplifying feedback.
Figure 5.7: Fourier bispectrum for driven waves of 2 (left), 5 (center), and 14 (right) kHz. Note
most significant power transfer is between the driven frequencies and their own harmonics, as well
as the strongest features of the background turbulence near 5 and 2.5 kHz. Colorbars are different
on each plot to preserve legibility of features.
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Figure 5.8: Amplitude of the summed wavelet bispectrum for plasmas modified by amplifying
feedback (top) and a 5 kHz driven wave (bottom). Note that the colorbars are similar, indicating
that the maximum power transferred via three wave coupling in each case is similar.
If we instead drive waves at two different frequencies, it does not necessarily mean that those
frequencies will exchange energy any differently than they do when only one frequency is driven.
Indeed, there appears to be no significant enhancement of the Fourier bispectrum between the
two driven frequencies in either of the tested cases (Figure 5.9) when compared to the individual
drives. Furthermore, when two waves are driven simultaneously, the bispectrum at all frequencies
decreases - this is most evident for the 5 & 2 kHz case, where the entire colorbar has decreased by
an order of magnitude and there is little interaction between the driven frequencies.
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Figure 5.9: Fourier bispectrum for driven waves of 5 & 2 kHz (left) and 5 & 14 kHz (right). When
compared to the bispectra for the individual drives in Figure5.7, the 5 & 2 kHz case indicates large
reduction in phase coupling, while the 5 & 14 kHz case looks like a weaker superposition of the
coupling when only one drive is present.REPHRASE
The intermittency of the amplitude of the summed wavelet bispectrum during drive shows
similar reductions to the kurtosis as during feedback, as can been seen in Figure 5.10.
Figure 5.10: Kurtosis as a function of frequency for single (left) and double (right) drive cases. All
drives reduce the intermittency of the fluctuations below ∼ 20 kHz.
5.4 Summary of Chapter 5
In this chapter, we demonstrate that the nonlinear transfer of power between fluctuations of
different frequencies - as measured by the summed wavelet bispectrum - is always intermittent
and exhibits non-Gaussian statistics. The degree of intermittency, as quantified by the kurtosis, is
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greater than the intermittency in the wavelet power spectrum. The fact that the wave-wave power
transfer is more "bursty" than the wave power itself is a consequence of the three-wave frequency
matching requirement for power transfer to occur. Large bispectrum (significant power transfer)
requires fluctuations to have both high power and match the three-wave resonance condition si-
multaneously.
We further show that amplifying feedback increases the power transferred and suppressing
feedback decreases the power transferred, consistent with the respective changes to the power
spectrum discussed in Chapter 4 and suggesting that three-wave coupling may play a role in how
electrostatic feedback modifies the plasma. Although the overall magnitude of the power trans-
ferred via three-wave coupling increases with fluctuation power, launching waves into the plasma
generally decreases the intermittency of this power transfer. Both feedback and driven waves re-
duce the intermittency of power transfer via three-wave coupling below ∼ 20 kHz. Finally, we
show that even when two waves are strongly driven, they will not transfer significantly more en-
ergy than when a single wave is driven. Rather, because there is less power in the fluctuations
overall, proportionately less energy is transferred, as is indicated by a reduction of the amplitude
of the summed bispectrum.
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Chapter 6: Conclusion and Summary
Plasma confined by a strong magnetic field exhibit low-frequency interchange and entropy
mode turbulence that is responsible for the radial transport of heat and particles. Previous studies
have shown that the turbulence in dipole-confined plasma consists of a broad spectrum of modes
with chaotic phases and amplitudes. The ensemble averaged wave power spectrum has a power-law
dependence consistent with a cascade of energy to both higher and lower frequencies. Measure-
ments of particle flux shows the transport is highly intermittent, consisting of bursts of particles
with non-Gaussian statistics and large kurtosis.
The research in this thesis builds upon earlier works and, for the first time, focuses on the statis-
tics of the wave power and magnitude of the summed bispectrum, which is indicative of the power
transfer between scales. The wavelet transform is used to calculate the frequency content of float-
ing potential time series measured during fully developed steady state turbulence. The power at
each frequency is found to vary rapidly in time and is statistically intermittent, having both a kurto-
sis greater than 3 at all frequencies and kurtosis increasing with frequency. Probability distribution
functions for the power at each frequency are well approximated by a Gamma distribution.
Application of amplifying or suppressing feedback increases or reduces the power in the fluc-
tuations; amplified fluctuations become less intermittent and suppressed fluctuations become more
intermittent. Driving a single wave at or above the injection scale decreases the intermittency below
∼ 20 kHz, where the bulk of the fluctuation power is concentrated. Driving a wave at frequencies
lower than the injection scale does not create this same reduction, and leads to a sharp increase
in kurtosis above ∼ 10 kHz. Additionally, we have shown that periodic modulations of power
at a given frequency are easily recreated by constructive interference with other waves which are
close in frequency and generate spectra with statistics similar to those found in turbulent plasmas.
This indicates that simple linear effects can significantly alter the time-evolution of the fluctuation
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power spectrum.
Launching waves into the plasma as either active feedback or single frequencies reduces the
intermittency of the power transfer between frequencies below ∼ 20 kHz. Driving two waves at
or above the injection scale also reduces the intermittency of the power transfer. However, if one
wave is driven at a frequency below the injection scale and the other at the injection scale, the
intermittency of power transfer for fluctuations above ∼ 8 kHz is greatly increased, following a
similar trend in the intermittency of the power spectrum. Strongly driving multiple waves cannot
force them to exchange energy directly with each other.
Nonlinear wave interactions in plasma turbulence are complex, and there are a number of re-
search opportunities which could follow from the work in this thesis to enhance our understand-
ing. Numerical simulations have become an increasingly powerful tool for studying turbulence
and have previously been used to compute the time-averaged particle and heat flux in dipole-
confined plasmas [103, 104]; these simulations could also be used to characterize the turbulent
wave spectrum. When simulations were compared to measurements of intermittent particle flux
in the TJ-K torsatron under a similar wavelet analysis, experiment and simulation produced "re-
markably similar" power spectra [105]. Additionally, analytic expressions for interchange-entropy
mode turbulence for the conditions found in laboratory dipole experiments can be derived from
the flux-tube averaged gyrofluid equations for entropy. Because the linear form of these equations
were consistent with measurements of the radial particle flux as a function of both the plasma den-
sity and electron temperature profile [21], it is expected that the nonlinear estimates of wave-wave
coupling may be consistent with the observations of this thesis.
Beyond the confines of dipole plasmas, there is a rich world of plasma turbulence to explore.
The intermittency of the summed bispectrum being greater than the intermittency of the power
spectrum could have implications for the validity of the random phase approximation commonly
used in studies of turbulence; however, additional work is needed to determine whether this in-
termittency has a dynamical or statistical influence on the steady state turbulence. Studies of the
intermittency of the bispectrum in other systems, particularly those exhibiting Alfvénic turbulence,
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could indicate broader relevance of this result. Additionally, the linear interference effects demon-
strated in this work tie in well with the work of Howes [106], who interprets spatially intermittent
current sheets as the product of constructive interference between Alfvén waves and nonlinearly
generated modes. With additional work, it is possible to determine whether the similarity of the tur-
bulent data to the artificial interference pattern is merely coincidental or due to linear interferrence
effects significantly altering the turbulent spectrum.
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