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Harmonic analysis on Q is studied. The Fourier transforms of complex functions f (y)
(y ∈ Q) in the Schwartz–Bruhat space S, are functions F(u) where u ∈ AQ/Q. It is shown
that the corresponding Heisenberg–Weyl group is a locally compact topological group.
Various time–frequency analysis methods (properties of displacement operators, Wigner
and Ambiguity functions, etc.) are discussed in this context.
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1. Introduction
Harmonic analysis on the fieldQp of p-adic numbers has been studied by various authors (e.g., [1–3]). Wavelets on p-adic
numbers have been studied in [4–9]. Related mathematical work (e.g., Fourier transforms and special functions on various
locally compact fields, Schwartz–Bruhat spaces, generalized functions, etc.) is discussed in [10–14]. Applications to physics
have been discussed in [15–26]. General references on p-adic numbers are [27,28] and on other number fields are [29,30].
In [31], we have studied harmonic analysis on Zp (p-adic integers) and in [32–34] we have studied harmonic analysis
on Galois fields. In the present paper, we extend this work and study harmonic analysis on Q (the Pontryagin dual group
in this case is AQ/Q where AQ is the group of adeles). In this context, we study the Heisenberg–Weyl group and various
time–frequency analysis methods (properties of the displacement operators, Wigner and Ambiguity functions, etc.).
In Section 2,we introduce theQ/Z and its Pontryagin dual groupZ.We also introduce theQ and its Pontryagin dual group
AQ/Q. In Section 3, we study harmonic analysis on Q. In Section 3.1, we introduce the Schwartz–Bruhat space of functions
in this context, and in Section 3.2 we give examples. The examples discuss harmonic analysis on various subgroups of Q. In
Section 3.3, we study the Heisenberg–Weyl groupHW(AQ/Q,Q,AQ/Q) and show that it is a locally compact topological
group. In Section 3.4, we study the properties of the displacement operators and Wigner and Ambiguity functions. The
main results of the paper are presented in Theorems 3.11, 3.12 and 3.17. Furthermore, various technical details which are
important for calculations in this context, are discussed.
2. Preliminaries
2.1. Notation
R is the field of real numbers,Q is the field of rational numbers and Z is the ring of integers. Z+ are the positive integers,
andZ+0 are the non-negative integers. The (Z+,≤) is a directed set and the indices in all the inverse limitswhichwe consider
in this paper belong to this directed set.
S = R/Z, and Z(n) is the ring of integers modulo n.Π is the set of prime numbers.Qp is the field of p-adic numbers and
Zp is the ring of p-adic integers (where p ∈ Π ).Π∞ is the set of prime numbers including∞, and Q∞ = R.
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We consider sequences of non-negative integers (mp) ≡ (m2,m3,m5, . . .), where the indices p ∈ Π , and only a finite
number of their elements are non-zero. The set M of these sequences is a partially ordered set with (np) ≺ (mp) when
np ≤ mp for all p ∈ Π . We will use the notation max[(mp), (np)] for the sequence (kp)with kp = max(mp, np) for all p ∈ Π .
We also define similar sequences (mp) ≡ (m∞,m2,m3,m5, . . .) where the indices p ∈ Π∞, and only a finite number of
their elements are non-zero. We denote the set of these sequences asM∞.
Let g be an element of group G and A, B be subsets of G. We will use the following notation
gA = {ga|a ∈ A}; gAg−1 = {gag−1|a ∈ A}; AB =

a∈A
aB; A−1 = {a−1|a ∈ A}. (1)
We will also use the notation A+ B for the set with elements a+ bwhere a ∈ A and b ∈ B.
In some cases we will factorize an integer q in terms of prime numbers and we will use the following notation
q = pe11 . . . peℓℓ ; Π(q) = {p1, . . . , pℓ}; E(q) = {e1, . . . , eℓ}. (2)
HereΠ(q) is a finite subset ofΠ and ei are positive integers.
2.2. The profinite group Zp and its Pontryagin dual group Qp/Zp
Elements in Qp can be written as
ap =
∞
ν=ord(ap)
aνpν; 0 ≤ aν ≤ p− 1. (3)
Elements in Zp have ord(ap) ≥ 0. The absolute value of ap is |ap|p = p−ord(ap).
Zp can be introduced as an inverse limit.We consider theZ(pℓ) as additive topological groupswith the discrete topology,
and for k ≤ ℓ we define the continuous homomorphisms ϕkℓ(αℓ) = αk where αℓ ∈ Z(pℓ) and αℓ = αk (mod pk). Then
{Z(pℓ), ϕkℓ}, for ℓ ∈ Z+, is an inverse system with inverse limit the profinite group Zp [35,36]. The natural projection
homomorphism ξe from Zp to Z(pe) is given by
ξe(ap) =
e−1
ν=0
aνpν . (4)
Qp/Zp is the set of fractional p-adic numbers. Its elements are cosets and we represent themwith the element which has
integer part equal to zero:
bp = b−kp−k + · · · + b−1p−1; 0 ≤ bi ≤ p− 1; k = −ord(b). (5)
The product apbp where ap ∈ Zp and bp ∈ Qp/Zp is also a coset inQp/Zp. The Pontryagin dual group of Zp isQp/Zp. Additive
characters in Qp/Zp are given by χp(apbp) = exp(i2πapbp).
2.3. The profinite groupZ and its Pontryagin dual group Q/Z
We consider the additive topological groups Z(ℓ) with the discrete topology and we define the continuous
homomorphisms φkℓ(αℓ) = αk (where k ≤ ℓ and αℓ ∈ Z(ℓ)) such that if k|ℓ (k is a divisor of ℓ) then αℓ = αk (mod k).
{Z(ℓ), φkℓ}, with ℓ ∈ Z+, is an inverse system and its inverse limit is the profinite group Z [35,36]. Its elements can
be represented as sequences (α1, α2, . . .) with indices in Z+, and addition is performed componentwise. The fact that
αℓ = αk (mod k) for k|ℓ, in conjunction with the Chinese remainder theorem, imply that only the elements with indices
which are powers of a prime, are needed in order to define uniquely the sequence. But the sequence of elements with
indices which are powers of a fixed prime number, are a p-adic number (because αpℓ = αpk (mod pk)). Therefore another
representation of the elements of Z (which we use throughout the paper) is s = (s2, . . . , sp, . . .) where sp ∈ Zp (with
p ∈ Π ), and addition is performed componentwise. This proves the known fact thatZ = p∈Π Zp. We next factorize a
positive integer q as in Eq. (2). Then the natural projection homomorphism πq fromZ to Z(q) is given by
πq(s) = (ξe1(sp1), . . . , ξeℓ(spℓ)); pj ∈ Π(q); ej ∈ E(q). (6)
As a profinite group, Z is a compact and totally disconnected topological group. It has the product topology of the
topologies of Zp, i.e., a fundamental system of neighbourhoods of 0 are the
p(mp)Z ≡
p∈Π
(pmpZp); (mp) ∈ M. (7)
We recall that only a finite number of themp are different from zero, and this is consistent with the product topology. Clearly
(np) ≺ (mp) implies that p(np)Z ⊇ p(mp)Z.
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Z is embedded intoZ through a map where sp = n for all p ∈ Π :
Z ∋ n → (n, n, n, . . .) ∈Z. (8)
The Pontryagin dual group ofZ is Q/Z. It is known that Q/Z =p∈Π Qp/Zp.
An element x ∈ Q/Z can be written as (x2, . . . , xp, . . .), where xp ∈ Qp/Zp, p ∈ Π , and only a finite number of the xp are
different from zero. In order to show this, we write x as
x = r
q
; q = pe11 . . . peℓℓ , (9)
where r, q are coprime integers, and pi are prime numbers. Let
ui = q
peii
; tiui = 1 (mod peii ); ti ∈ Z(peii ). (10)
ti is the inverse of ui in the ring Z(p
ei
i ), and it exists because ui and p
ei
i are coprime. We can now write r/q as
r
q
= rˆ1
pe11
+ · · · + rˆℓ
peℓℓ
= xp1 + · · · + xpℓ
rˆi = rti (mod peii ); rˆi ∈ Z(peii ); xpi = rˆip−eii ∈ Qpi/Zpi . (11)
We note that r = rˆiui (mod peii ) and that this is related to the Chinese remainder theorem. We now represent x as
x = (x2, . . . , xp, . . .) where the xp with indices p1, . . . , pℓ are given above, and the rest xp are zero. Addition is performed
componentwise.
Let x = (x2, . . . , xp, . . .) ∈ Q/Z and s = (s2, . . . , sp, . . .) ∈Z. The product xs = (x2s2, . . . , xpsp, . . .) is an element ofQ/Z.
Additive characters in Q/Z are given by
χ(sx) =

p∈Π
χp(spxp). (12)
This converges because only a finite number of the xp are different from zero, i.e., only a finite number of the χp(spxp) are
different from 1.
2.4. The group AQ/Q and its Pontryagin dual group Q
The ring AQ of adeles has elements y = (y∞, y2, . . . , yp, . . .)where yp ∈ Qp and p ∈ Π∞. In addition to that yp ∈ Zp for
all but a finite number of prime numbers. Addition and multiplication are performed componentwise.
AQ is an additive group which is the restricted direct product of Qp with respect to Zp,AQ = ′ Qp. Here p ∈ Π∞ and
the prime in the notation denotes the restricted direct product. AQ is a locally compact topological group. A neighbourhood
base of the zero element consists of sets of the form

Np whereNp is a neighbourhood of the zero in Qp andNp = Zp for
all but a finite number of p ∈ Π∞.
Q is embedded into AQ as
Q ∋ u → (u, u, u, . . .) ∈ AQ. (13)
In this case up = u is the rational u in the p-adic representation. Here, all but a finite number of the up = u are elements of
Zp, and therefore the (u, u, u, . . .) belongs to AQ. Indeed, if we write u = r/q as in Eq. (9), all the up = u with p different
from the primes pi in the factorization of the denominator q, are p-adic integers. The (u, u, u, . . .) are called principal adeles.
For u = (u, u, . . .) ∈ Q and y = (y∞, y2, . . . , yp, . . .) ∈ AQ, the uy = (uy∞, uy2, . . . , uyp, . . .) ∈ AQ. Additive characters
on Q are given by
ψ(uy) = exp[i2π(−uy∞ + uy2 + · · · + uyp + · · ·)] =

p∈Π∞
χp(uyp)
χ∞(uy∞) = exp(−i2πuy∞). (14)
The product converges because only a finite number of factors are different from 1.
The following proposition is known, but we sketch its proof because these concepts are useful later.
Proposition 2.1.
(1) AQ = Q+ (R×Z).
(2) Q

(R×Z) = Z.
(3) A fundamental domain for AQ/Q is S×Z.
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(4) The Pontryagin dual group of the additive group Q is AQ/Q.
(5) AQ/Q is a compact topological group.
(6) Q is discrete in AQ.
Proof.
(1) Let y = (y∞, y2, . . . , yp, . . .) ∈ AQ and u be the (finite) sum of all yp which are not p-adic integers. Then y = u+ (y−u)
where u ∈ Q and y− u = (y∞ − u, y2 − u, . . . , yp − u, . . .) ∈ R×Z. We use here the fact that r/pe11 is a p-adic integer
for p ≠ p1.
(2) The proof of Q

(R×Z) = Z is straightforward.
(3) Each element y of AQ/Q is a coset {y′ + u} where u ∈ Q and y′ = (y′∞, y′2, . . . , y′p, . . .) ∈ AQ. Let u be the (finite) sum
of all y′p which are not p-adic integers. Also let n be an integer such that 0 ≤ y′∞ − (u+ n) < 1. Then we represent the
coset with the following element which belongs to S×Z:
y = y′ − (u+ n) = (y∞, y2, . . . , yp, . . .); 0 ≤ y∞ < 1; yp ∈ Zp; p ∈ Π . (15)
Therefore the union of u+ S×Z for all the principal adeles u, is AQ. We next show that for any rational number u, the
sets u+ S×Z and S×Z are disjoint. Let y = (y∞, y2, . . . , yp, . . .) ∈ S×Z. If u is an integer then u+ y∞ ∉ [0, 1) and
if u is a non-integer rational number, then for some prime p the u+ yp ∉ Zp. This completes the proof.
(4) If u ∈ Q, thenψ(uy) = 1, if and only if y = (y, y, . . .) ∈ Q. To prove this we write y = r/q as in Eq. (9), and use Eq. (11).
The exponential of Eq. (14), becomes exp(−ur/q+ u xpi) = 1. Therefore the Pontryagin dual group of Q is AQ/Q.
(5) The S×Zwhich is compact is a fundamental domain for AQ/Q. Therefore AQ/Q is also compact.
(6) The fact thatQ is the Pontryagin dual group to AQ/Qwhich is compact, shows thatQ is discrete in AQ. Another proof is
given in [29,30]. 
Remark 2.2. Let
Im∞ =

− 1
m∞
,
1
m∞

; m∞ ∈ Z+, (16)
be a fundamental system of neighbourhoods of 0 ∈ R. Then the
N(mp) ≡ Im∞ × p(mp)Z; mp = (m∞,m2,m3,m5, . . .) ∈ M∞, (17)
is a fundamental system of neighbourhoods of 0 in the topological group AQ/Q, and if (np) ≺ (mp) thenN(np) ⊇ N(mp).
The following proposition shows that AQ/Q describes finite covers of S.
Proposition 2.3.
lim←− R/nZ
∼= AQ/Q. (18)
Proof. We consider the R/nZ as additive topological groups. We define the continuous homomorphisms ϕkℓ(θℓ) = θk
(where k ≤ ℓ and θk ∈ R/kZ) such that if k|ℓ then θℓ = θk (mod k). This occurs when a circle with perimeter ℓ is wrapped
around another circle with perimeter k, ℓ/k times. In other words these homomorphisms describe finite covers of circles.
It is easily seen that ϕkℓ[ϕℓr(αr)] = ϕkr(αr) and that ϕℓℓ is the identity and therefore the set of all {R/kZ, ϕkℓ} is an inverse
system.
The elements of the inverse limit of this inverse system are the sequences θ = (θ1, θ2, θ3, . . .) where θk ∈ R/kZ. The
fact that θℓ = θk (mod k) for k|ℓ, in conjunction with the Chinese remainder theorem, imply that only the elements with
indices which are powers of a prime, are needed in order to define uniquely the sequence. Therefore the element θ of the
inverse limit, can also be written as
θ = (θ1,a2,a3,a5, . . . ,ap, . . .); ap = (θp, θp2 , θp3 , . . .); p ∈ Π, (19)
whereap is a sequence of elements with indices which are powers of the prime number p.
The sequenceap can be replaced with the sequence
ap = (βp, βp2 , βp3 , . . .); βpn = θpn − θ1 ∈ Z(pn); βpn = βpm (mod pm); (m ≤ n). (20)
Both the βpn = θpn − θ1 ∈ Z(pn) and also the βpn = βpm (mod pm) follow from the fact that θℓ = θk (mod k)
when k|ℓ. It is now clear that ap is a p-adic integer. Therefore the element θ of the inverse limit, can be written as
θ = (θ1, a2, a3, a5, . . . , ap, . . .) where ap ∈ Zp. Therefore the element θ belongs to S ×Z which is a fundamental domain
for AQ/Q. This completes the proof. 
Remark 2.4 (Projections). We factorize a positive integer q as in Eq. (2). Then the natural projection homomorphism ϖq
from AQ/Q to R/qZ is given by
ϖq(θ) = (θ1, ξe1(ap1), . . . , ξeℓ(apℓ)); pj ∈ Π(q); ej ∈ E(q). (21)
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2.4.1. The p-adic solenoid Sp and its Pontryagin dual group Q(p)
Definition 2.5. Q(p1,...,pN ) is the following additive subgroup of Q
Q(p1,...,pN ) =

a
pm11 . . . .p
mN
N
 a ∈ Z; m1, . . . ,mN ∈ Z+0  (22)
If ξ ∈ Q(p) then for all primes p′ ≠ p, |ξ |p′ ≤ 1. It can be easily shown that
Qp = Q(p) + Zp; Q(p)

Zp = Z; Q(p1)

Q(p2) = Z. (23)
The Pontryagin dual group of Q(p) is the p-adic solenoid Sp [28]. Its elements are (y0, yp)where y0 ∈ R and yp ∈ Zp, and
they are defined modulo (m,m) where m ∈ Z. In other words Sp ∼= (R × Zp)/Γ where Γ = {(m,m)|m ∈ Z}. Additive
characters on Q(p) are given by
ψ(uy) = exp[i2π(−uy0 + uyp)]; u ∈ Q(p); y = (y0, yp) ∈ Sp. (24)
The p-adic solenoid is isomorphic to the inverse limit [28]
lim←− R/p
nZ ∼= Sp. (25)
In Example 3.6 we discuss harmonic analysis on Q(p).
2.5. Integrals over p-adic numbers
Definition 2.6. A complex function f (ap), where ap ∈ Qp, has compact support with degree k and is locally constant with
degree n, if there exist integers k, n such that
f (ap) = 0 for |ap|p > pk
f (ap + bp) = f (ap) for |bp|p ≤ p−n. (26)
The Schwartz–Bruhat space of complex functions over Qp, consists of functions f (ap), where ap ∈ Qp, which are locally
constant and have compact support. In integrals over Qp we use the Haar measure, normalized as

Zp
dsp = 1. The integral
over Qp of a function which has compact support with degree k and is locally constant with degree n, is given by the finite
sum 
Qp
f (sp)dsp = p−n

f (s−kp−k + · · · + sn−1pn−1). (27)
We now change variables sp = λps′p where λp ∈ Qp (λp ≠ 0) and |λp|p = pℓ. The fact that the f (sp) has compact support
with degree k and is locally constant with degree n, implies that the f (λs′p) as a function of s′p has compact support with
degree k− ℓ and is locally constant with degree n+ ℓ. Therefore a change of variables sp = λps′p in the integral of Eq. (27),
is performed with
dsp = |λp|p ds′p. (28)
The Schwartz–Bruhat space Sp of complex functions over Zp, consists of functions f (sp), where sp ∈ Zp, which are locally
constant. The Fourier transform of functions in Sp, is given by
f (xp) = 
Zp
dspχp(−spxp)f (sp); xp ∈ Qp/Zp. (29)
It is known that the Schwartz–Bruhat space Sp is invariant under Fourier transforms [10,12,13], i.e.,f (xp) ∈ Sp. In [31] we
have proved the following proposition
Proposition 2.7. If f (sp) is locally constant with degree n thenf (xp) has compact support with the same degree n. Conversely, iff (xp) has compact support with degree n then f (sp) is locally constant with the same degree n.
The integral overQp/Zp, of a complex function F(xp)which has compact support with degree k, is given by the finite sum
Qp/Zp
F(xp)dxp =

F(x−kp−k + x−k+1p−k+1 + · · · + x−1p−1). (30)
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The counting measure is used here. With this dual Haar measure on Qp/Zp, the inverse Fourier transform is given by
f (sp) =

Qp/Zp
dxpχp(spxp)f (xp); sp ∈ Zp. (31)
Also f (xp) = f (−xp); 
Zp
f (sp)g(sp)dsp =

Qp/Zp
f (xp)g(xp)dxp. (32)
The following relation is useful in calculations:
Zp
dspχp(−spxp) = ∆p(xp); xp ∈ Qp/Zp, (33)
where∆p(xp) = 0 if xp ≠ 0 (xp ∈ Qp/Zp) and∆p(0) = 1.We note here that the zero inQp/Zp is the coset with all the p-adic
integers. Taking into account Eq. (28), we prove that
Qp/Zp
dxp ∆p(λpxp − λpap)f (xp) = 1|λ|p f (ap). (34)
Below we will also use the notation∆(x) = p∈Π ∆p(xp), i.e.,∆(x) = 0 if x ≠ 0 (x ∈ Q/Z) and∆(0) = 1. The zero in Q/Z
is the coset with all the integers.
3. Harmonic analysis on Q
In this section we study harmonic analysis of functions f (y), where y ∈ AQ/Q. We use the notation F(u) for their Fourier
transforms, where u ∈ Q. These functions belong to the spaceS, defined below.
3.1. The Schwartz–Bruhat space
3.1.1. The spaceΣ
S(R) is the Schwartz space of rapidly decreasing functions onR, i.e., functions f (x)which decrease faster than any power
of |x|, as |x| → ∞.
Definition 3.1. The Schwartz–Bruhat spaceΣ , is the space of finite linear combinations of complex functionsφ(y) such that
φ(y) = φ∞(y∞)

p∈Π
φp(yp); y = (y∞, y2, . . . , yp, . . .) ∈ AQ, (35)
where
(1) φ∞(y∞) ∈ S(R),
(2) φp(yp) are locally constant complex functions with compact support,
(3) for all but a finite number of p ∈ Π, φp(yp) = 1 if yp is a p-adic integer, and φp(yp) = 0 if yp is not a p-adic integer. We
denote asΠ[φ(y)] the finite subset ofΠ , with the indices for which φp(yp) ≠ 1. We also denote asΠ1[φ(y)],Π2[φ(y)]
the subsets ofΠ[φ(y)], with the indices for which yp takes values in Qp and Zp, correspondingly.
Integrals of functions inΣ over AQ, are finite linear combinations of
AQ
φ(y)dy =

R
φ∞(y∞)dy∞

p∈Π1[φ(y)]

Qp
φp(yp)dyp

p∈Π2[φ(y)]

Zp
φp(yp)dyp. (36)
The products in this equation contain a finite number of terms. Also we have seen earlier, that the p-adic integrals of locally
constant complex functions with compact support, reduce to finite sums.
We next define the

Q duφ(y+ u) for φ ∈ Σ , using the counting measure. LetΠ[φ(y)] = {p1, . . . , pN}. We first prove
that 
Q
du φ(y+ u) =

Q(p1,...,pN )

φ∞(y∞ + u)

p∈Π[φ(y)]
φp(yp + u)

. (37)
Indeed if u ∉ Q (p1,...,pN ), then the p-adic representation of u for some p ∉ Π[φ(y)], is not a p-adic integer and therefore the
corresponding φp(yp + u) = 0. On the other hand if u ∈ Q (p1,...,pN ), then the p-adic representation of u for all p ∉ Π[φ(y)]
is a p-adic integer and therefore the corresponding φp(yp + u) = 1. This proves Eq. (37).
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The functions φpj(ypj)with pj ∈ Π[φ(y)] have compact support and we assume that the degrees of compact support are
npj . Then the above sum reduces to a sum over a lattice:
Q
du φ(y+ u) =

Λ

φ∞(y∞ + u)

p∈Π[φ(y)]
φp(yp + u)

; Λ = p−n11 . . . p−nNN Z. (38)
For φ∞(y∞) ∈ S(R) theΛ φ∞(y∞ + u) converges absolutely. In addition to that the φp(yp + u) are locally constant, and
therefore the sequence

φp(yp + u) for u ∈ Λ, is bounded. Therefore the sum in Eq. (38) converges absolutely.
We note that for any v ∈ Q
Q
du φ(y+ u) =

Q
du φ(y+ u+ v). (39)
Therefore the function

φ(y + u) can be regarded as a function of the coset y ∈ AQ/Q with elements the y + v for all
v ∈ Q.
3.1.2. The spaceS
From functions φ(y) ∈ Σ we get functions f (y) onAQ/Qwith aWeil [37] (or Zak [38]) transform, which in this context is
f (y) =

Q
du φ(y+ u); y = {y+ u| u ∈ Q}; y ∈ AQ/Q. (40)
Definition 3.2. The spaceS consists of finite linear combinations of functions f (y) as in Eq. (40)
The integral in Eq. (36) can be written as
AQ
φ(y)dy =

AQ/Q
f (y)dy. (41)
The Fourier transform of the function f (y) is given by
F(u) =

AQ/Q
f (y)ψ(uy)dy =

AQ
φ(y)ψ(yu)dy; u ∈ Q. (42)
We express F(u) as
F(u) = F∞(u)

p∈Π[φ(v)]
Fp(u)

p∉Π[φ(v)]
∆p(u), (43)
where
F∞(u) =

R
χ∞(y∞u)φ∞(y∞)dy∞
Fp(u) =

Zp
χp(ypu)gp(yp)dyp; p ∈ Π[φ(y)], (44)
and
gp(yp) =

Qp/Zp
φp(yp + wp)dwp; if p ∈ Π1[φ(v)]
gp(yp) = φp(yp); if p ∈ Π2[φ(y)]. (45)
The inverse Fourier transform is given by
f (y) =

Q
du F(u) ψ(−uy); y ∈ AQ/Q. (46)
The spaceS is invariant under Fourier transforms [10,12,13], and therefore an alternative definition is as follows:
Definition 3.3. The spaceS consists of finite linear combinations of the functions F(u) in Eq. (43).
A. Vourdas / J. Math. Anal. Appl. 394 (2012) 48–60 55
A change of variables u = λu′ or y = λy′ in the integrals, where λ ∈ Z, is performed by [13]
du =

p∈Π∞
dup =

p∈Π∞
|λ|pdu′p = du′; dy =

p∈Π∞
dyp =

p∈Π∞
|λ|pdy′p = dy′. (47)
Here we used the fact that

p∈Π∞ |λ|p = 1.
The scalar product is given by
(f , g) =

AQ/Q
f (y)g(y)dy; (F ,G) =

Q
du F(u) G(u), (48)
and f (y) = f (−y); (f , g) = (f ,g). (49)
Tilde denotes here the Fourier transform.
∆A(u) denotes the ‘adelic delta’, i.e.,∆A(u) = 0 if u ≠ 0, and∆A(0) = 1.
Lemma 3.4.
AQ/Q
dyψ(uy) = ∆A(u); u ∈ Q, (50)
Proof. To prove this we take y to be in the fundamental domain S×Z of AQ/Q and then
S×Z dyψ(uy) =
 1
0
dy∞χ∞(uy∞)

Zpj
dypjχpj(uypj)

=
 1
0
dy∞χ∞(uy∞)

∆(u) (51)
∆(u) is non-zero only if u is an integer (i.e. it is in the zero coset ofQ/Z). But if u is any non-zero integer then the first integral
is zero. This completes the proof. 
Taking into account Eq. (47), we can now show that
Q
du ∆A(λu− λu′) F(u′) = F(u); λ ∈ Z. (52)
3.2. Examples
In the examples belowwe consider special cases where the variable u belongs to various subgroups ofQ and the variable
y to their Pontryagin dual groups. It is convenient to work in the fundamental domain S×Z of AQ/Q.
Example 3.5. We consider functions of the type f (y) = f∞(y∞)where y∞ ∈ S (i.e., fp(yp) = 1 for all p ∈ Π ). Their Fourier
transform is
F(u) =

S×Z f∞(y∞)ψ(uy)dy =
 1
0
dy∞f∞(y∞)χ∞(uy∞)

∆(u). (53)
Therefore F(u) can take non-zero values, only if u ∈ Z (then u belongs to the zero coset of Q/Z and∆(u) = 1). In this case
the formalism reduces to harmonic analysis on S (with Pontryagin dual group Z).
Example 3.6. We consider functions of the type f (y) = f∞(y∞)fp1(yp1) (i.e., fp(yp) = 1 for all p ∈ Π − {p1}). Their Fourier
transform is
F(u) =

S×Z f∞(y∞)fp1(yp1)ψ(uy)dy
=
 1
0
dy∞f∞(y∞)χ∞(uy∞)

Zp
dyp1 fp1(yp1)χp1(uyp1)
 
p∈Π−{p1}
∆p(u). (54)
Therefore F(u) can take non-zero values, only if u ∈ Q(p1) (then in any p-adic representation with p ≠ p1, u is a p-adic
integer, i.e., it belongs to the zero coset of Qp/Zp and ∆p(u) = 1). In this case, the formalism reduces to harmonic analysis
on Q(p1) (with Pontryagin dual group the p-adic solenoid Sp1 ).
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We next restrict the formalism even further, by taking functions fp1(yp1)which are locally constant with a given degree
e1 (previously they were locally constant with any degree). In this case it is sufficient for y to take values on the projection of
AQ/Q into R/p
e1
1 Z (defined in Eq. (21)). This can be understood in terms of finite covers of a circle (which have been used in
Proposition 2.3). We can regard y as the pair (y∞, yp1)where y∞ ∈ R/Z and yp1 ∈ Zp1/pe11 Zp1 ∼= Z(pe11 ). The pair (y∞, yp1)
describes the points in the circle R/(pe11 Z)which is wrapped p
e1
1 times around the circle R/Z.
The Fourier transform of fp1(yp1), which is the second integral in the right hand side of Eq. (54), has compact support
with the same degree e1 (Proposition 2.7). Therefore F(u) can take non-zero values, only if u can be written as ap−m1 where
a ∈ Z and m = 0, 1, . . . , e1, i.e. if u ∈ p−e11 Z. In this case the formalism reduces to harmonic analysis on R/(pe11 Z) (with
Pontryagin dual group p−e11 Z).
Example 3.7. Example 3.6 is easily generalized to the case where we consider functions of the type
f (y) = f∞(y∞)fp1(yp1) . . . fpℓ(ypℓ). (55)
Then the Fourier transform F(u) can take non-zero values, only if u ∈ Q(p1,...,pℓ).
We can restrict the formalism even further, with the requirement that the functions fpj(ypj), are locally constant, with
given degrees ej (which depend on j). A similar argument to that in the previous example, shows that y takes values on the
projection of AQ/Q into R/qZ with q = pe11 . . . peℓℓ . Then F(u) can take non-zero values, only if u ∈ q−1Z. Therefore we get
harmonic analysis on R/(qZ) (with Pontryagin dual group q−1Z).
3.3. The Heisenberg–Weyl groupHW(AQ/Q,Q,AQ/Q)
The Heisenberg–Weyl group has elements g(a, b, c) and the multiplication rule:
g(a1, b1, c1)g(a2, b2, c2) = g(a1 + a2, b1 + b2, c); c = c1 + c2 + (a1b2 − a2b1) . (56)
a, b, c are elements in some ring. In the present context a, c ∈ AQ/Q and b ∈ Q and we denote this group as
HW(AQ/Q,Q,AQ/Q) (for clarity we indicate explicitly where the three parameters belong).
Definition 3.8. The displacement operatorsD(a, b, c) act on the functions F(u) ∈ S, where a, c ∈ AQ/Q and b, u ∈ Q, as
follows:
[D(a, b, c)F ](u) = ψ (c− ab+ 2au) F(u− b). (57)
Remark 3.9. For any v ∈ Q it is easily seen thatD(a+v, b, c) = D(a, b, c) and this is consistentwith the fact that a ∈ AQ/Q.
Proposition 3.10.
(1) TheD(a, b, c) form a representation of the Heisenberg–Weyl group.
(2) The displacement operatorsD(a, b, c) act on the functions f (y) ∈ S, where a, c, y ∈ AQ/Q and b, u ∈ Q, as follows:
[D(a, b, c)f ](y) = ψ (c+ ab− yb) f (y− 2a). (58)
(3)
[D(a, b, c)]Ď = D(−a,−b,−c); D(a, b, c) [D(a, b, c)]Ď = 1, (59)
where 1 is the identity operator.
Proof.
(1) We use the definition of Eq. (57) and prove that theD(a, b, c) obey the multiplication rule of Eq. (56).
(2) We insert the Fourier transform of Eq. (46) into the left hand side of Eq. (58) and use Eq. (57). This leads to the right hand
side of Eq. (58).
(3) It is easily seen that for any g(y), f (y) ∈ S, we get (D(a, b, c)g, f ) = (g,D(−a,−b,−c)f ) and (D(a, b, c)g,
D(a, b, c)f ) = (g, f ). 
3.3.1. HW(AQ/Q,Q,AQ/Q) as a topological group
Let
G

N(mp)
 ≡ {D(a, 0, c) | a, c ∈ N(mp)}; (mp) ∈ M∞ (60)
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where the neighbourhoodN(mp) has been defined in Eq. (17). It is easily seen that
(np) ≺ (mp)→ G

N(np)
 ⊇ G N(mp) . (61)
The set GT of all G

N(mp)

where (mp) ∈ M∞, is a filter base onHW(AQ/Q,Q,AQ/Q). Indeed the intersection of any two
elements of GT is an element of GT :
G

N(mp)

G

N(np)
 = G N(kp) ; (kp) = max[(mp), (np)]. (62)
In addition to that the empty set does not belong to GT .
Theorem 3.11. HW(AQ/Q,Q,AQ/Q) with GT as a neighbourhood filter base of the identity, is a locally compact topological
group.
Proof. We first show that the topology is compatiblewith the group structure by proving the following three properties [39].
The first property is that given any G

N(np)

, there exists V ∈ GT such that VV ⊂ G

N(np)

. It is easily seen that any
V = G N(mp), with (np) ≺ (mp), satisfies this property.
The second property is that given any G

N(np)

, there exists V ∈ GT such that V−1 ⊂ G

N(np)

It is easily seen that for
any V = G N(mp)with (np) ≺ (mp), we get V−1 = V ⊂ G N(np).
The third property is that for any D(a, b, c) and any G

N(np)

there exists V ∈ GT such that V ⊂ D(a, b, c)G
N(np)

D(−a,−b,−c). We express the rational number 2b as r/q where r, q are coprime and q = pe11 . . . peℓℓ . We then
choose V = G N(mp)whereN(mp) is a neighbourhood with
Im∞ = (−ϵ′, ϵ′); ϵ′ ≤
ϵ
(1+ 2|b|∞) ; ϵ
′ = 1
m∞
; ϵ = 1
n∞
, (63)
and also
mpi = ei + npi if pi = p1, . . . , pℓ
mp = np otherwise. (64)
Clearly Im∞ ⊂ In∞ = (−ϵ, ϵ) andN(mp) ⊂ N(np). We use the formula
D(a, b, c) D(a′, 0, c′) D(−a,−b,−c) = D(a′, 0, c′′); c′′ = c′ − 2ba′. (65)
We need to show that given any a′, c′′ ∈ N(mp) there exists c′ ∈ N(np) such that c′′ = c′− 2ba′. The fact that a′, c′′ ∈ N(mp)
implies that−ϵ′ < a′∞ < ϵ′ and also−ϵ′ < c′′∞ < ϵ′. From this we easily prove that
− ϵ < c′∞ < ϵ; c′∞ = 2ba′∞ + c′′∞. (66)
In addition to that Eq. (64) proves that c′p = 2ba′p + c′′p ∈ pnpZp. Therefore c′ ∈ N(np) and V ⊂ D(a, b, c)G
N(np)

D(−a,−b,−c). We conclude thatHW(AQ/Q,Q,AQ/Q) is a topological group.
GT has been defined earlier as neighbourhood filter base, but we have now proved that HW(AQ/Q,Q,AQ/Q) is a
topological group, and therefore GT is a fundamental system of open neighbourhoods of the identity.
Wenext consider the followingAbelian subgroups ofHW(AQ/Q,Q,AQ/Q). The first isG1 = {D(a, 0, 0) | a ∈ AQ/Q} ∼=
AQ/Q, the second is G2 = {D(0, b, 0) | b ∈ Q} ∼= Q, and the third is G3 = {D(0, 0, c) | c ∈ AQ/Q} ∼= AQ/Q. It is easily
seen thatHW(AQ/Q,Q,AQ/Q)/G3 is isomorphic to G1 × G2. But the G1 ∼= AQ/Q is compact and G2 ∼= Q is discrete and
therefore locally compact. Therefore the G1 × G2 is also locally compact (with the product topology).
The fact that HW(AQ/Q,Q,AQ/Q)/G3 ∼= G1 × G2 and also G3 ∼= AQ/Q are locally compact, proves that
HW(AQ/Q,Q,AQ/Q) is also locally compact. 
3.4. Properties of the displacement operators and Wigner functions
A trace class operator θ with kernels θ(y, y′) and θ(u, u′)where
θ(y, y′) =

Q
du

Q
du′χ(u′y′ − uy)θ(u, u′), (67)
acts on functions f (y), F(u) ∈ S as
[θ f ](y) =

AQ/Q
dy′ θ(y, y′)f (y′); [θF ](u) =

Q
du′θ(u, u′)F(u′). (68)
Its trace is defined as:
trθ =

AQ/Q
dy θ(y, y) =

Q
du θ(u, u). (69)
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Theorem 3.12. For any trace class operator θ
(1) 
AQ/Q
da

Q
db D(a, b, 0) θ [D(a, b, 0)]Ď = 1trθ. (70)
(2)
θ =

AQ/Q
da

Q
db D(a, b, 0)tr[θD(−a,−b, 0)]. (71)
Proof.
(1) We act withD(a, b, 0) θ [D(a, b, 0)]Ď on an arbitrary F(u) ∈ S using Eq. (57), and we get
D(a, b, 0) θ [D(a, b, 0)]ĎF (u) = 
Q
du′ ψ(−2ab+ 2au− 2au′) θ(u− b, u′) F(u′ + b). (72)
Therefore if we act with the left hand side of Eq. (70) on F(u), and use Eqs. (50), (52), we get
AQ/Q
da

Q
db

Q
du′ ψ(−2ab+ 2au− 2au′) θ(u− b, u′) F(u′ + b)
=

Q
db

Q
du′ ∆A(−b+ u− u′)θ(u− b, u′) F(u′ + b) = F(u)trθ. (73)
This completes the proof.
(2) We first act with the operator θD(−a,−b, 0) on a function F(u) ∈ S, and we get
θD(−a,−b, 0)F(u) =

Q
du′

Q
du′′ θ(u, u′)ψ (−ab− 2au)∆A(u′′ − u′ − b)F(u′′). (74)
Therefore according to Eq. (69), its trace is
tr[θD(−a,−b, 0)] =

Q
du′

Q
du′′ θ(u, u′)ψ (−ab− 2au)∆A(u− u′ − b)
=

Q
du′θ(u′ + b, u′)ψ −ab− 2au′ . (75)
We now act with the operator on the right hand side of Eq. (71) on a function F(u) ∈ S, and using Eqs. (50), (52), we get
AQ/Q
da

Q
db

Q
du′ θ(u′ + b, u′)ψ −2ab− 2au′ + 2au F(u− b)
=

Q
db

Q
du′ θ(u′ + b, u′)∆A(b+ u′ − u) F(u− b)
=

Q
du′ θ(u, u′)F(u′). (76)
The result shows that the right hand side of Eq. (71) is equal to the operator θ . 
Corollary 3.13. Given a function F(u) ∈ S which for convenience we normalize so that (F , F) = 1, we consider the following
set of functions
F(u|a, b) = [D(a, b, c)F ](u); a ∈ AQ/Q; b ∈ Q. (77)
Then 
AQ/Q
da

Q
db F(u|a, b) F(u′|a, b) = ∆A(u− u′). (78)
Proof. We use θ(u, u′) = F(u)F(u′) in Eq. (70).∆A(u− u′) is the kernel for the identity operator 1. 
Definition 3.14. The parity operator around the origin P (0, 0) acts on the functions F(u) ∈ S, as P (0, 0)F(u) = F(−u).
The parity operator around the (a, b) is given by
P (a, b) = D(a, b, c) P (0, 0) [D(a, b, c)]Ď; a ∈ AQ/Q; b ∈ Q. (79)
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Proposition 3.15.
(1) P (a, b) acts on functions F(u), f (y) ∈ S as follows:
[P (a, b)F ](u) = ψ[−4a(b+ u)]F(−u− 2b); [P (a, b)f ](y) = ψ[2b(2a+ y)]f (−y− 4a). (80)
(2)
P (a, b) =

AQ/Q
da′

Q
db′ D(a′, b′, 0)ψ(2a′b− 2ab′). (81)
(3) A trace class operator θ can be expanded in terms of parity operators, as
θ =

AQ/Q
da

Q
db P (a, b, )tr[θP (a, b)]; a ∈ AQ/Q; b ∈ Q (82)
Proof.
(1) Combining Eq. (79) with Eqs. (57), (58), we prove Eqs. (80).
(2) Acting with the right hand side of Eq. (81) on an arbitrary function F(u) ∈ Swe get
AQ/Q
da′

Q
db′ ψ[a(2b− b′ + 2u)]ψ(−2ab′)F(u− b′)
=

Q
db′ ∆A(2b− b′ + 2u)ψ(−2ab′)F(u− b′) = ψ[−4a(b+ u)]F(−u− 2b). (83)
Acting with the left hand side of Eq. (81) on F(u)we get the same result (see Eq. (80)). This completes the proof.
(3) The proof of Eq. (82) is analogous to that of Eq. (71), given earlier. 
Definition 3.16. Given a pair of functions g(y), f (y) ∈ S, their Wigner functionW(a, b; g, f ) and their Ambiguity functionW(a, b; g, f ) are defined as
W(a, b; g, f ) = (g,P (a, b)f ); W(a, b; g, f ) = (g,D(a, b, 0)f ). (84)
Theorem 3.17.
(1) The Wigner and Ambiguity functions are related through the Fourier transform:
W(a, b; g, f ) =

AQ/Q
da′

Q
db′ W(a′, b′; g, f )ψ(2a′b− 2ab′). (85)
(2) The ‘marginal properties’ of the Wigner function are as follows:
Q
db W(a, b; g, f ) = g(−2a) f (−2a)
AQ/Q
da W(a, b; g, f ) = G(−b) F(−b) (86)
where G, F are the Fourier transforms of g, f , correspondingly (Eq. (42)).
(3) The ‘marginal properties’ of the Ambiguity function are as follows:
Q
db W(a, b; g, f ) = g(a) f (−a)
AQ/Q
da W(a, b; g, f ) = G(2−1b) F(−2−1b) (87)
Proof.
(1) This is direct consequence of Eq. (81).
(2) We use Eqs. (50), (52), (80) to prove that
Q
db W (a, b; g, f ) =

AQ/Q
dy

Q
db g(y)ψ[2b(2a+ y)]f (−y− 4a)
=

AQ/Q
dy g(y) ∆A(2a+ y) f (−y− 4a) = g(−2a) f (−2a). (88)
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We also prove that
AQ/Q
da W (a, b; g, f ) =

AQ/Q
da

AQ/Q
dy g(y)ψ[2b(2a+ y)]f (−y− 4a)
=

AQ/Q
da

Q
du

Q
du′

AQ/Q
dyG(u′) F(u) ψ[4a(b+ u)] ψ[y(2b+ u+ u′)]
=

AQ/Q
da

Q
du

Q
du′ G(u′) F(u) ψ[4a(b+ u)] ∆A(2b+ u+ u′)
=

AQ/Q
da

Q
du G(−u− 2b) F(u) ψ[4a(b+ u)]
=

Q
du G(−u− 2b) F(u) ∆A[4(b+ u)] = G(−b) F(−b). (89)
(3) The proof of Eqs. (87) is analogous to that of Eqs. (86), given above. 
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