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Abstract. In this paper, we consider the normalized least squares estimator
of the parameter in a mildly-explosive first-order autoregressive model with
dependent errors which are modeled as a mildly-explosive AR(1) process. We
prove that the estimator has a Cauchy limit law which provides a bridge be-
tween moderate deviation asymptotics and the earlier results on the local to
unity and explosive autoregressive models. In particular, the results can be
applied to understand the near-integrated second order autoregressive pro-
cesses. Simulation studies are also carried out to assess the performance of
least squares estimation in finite samples.
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1. Introduction
There is a lot of econometric literature over the last three decades, which has focused
on the issue of testing for the unit root hypothesis in econometric time series.
Regression asymptotics with roots at or near unity have played an important role
in time series econometrics. In order to cover more general time series structure, it
has become popular in econometric methodology to study the models which permit
that the regressors and the errors have substantial heterogeneity and dependence
over time. In this paper, we mainly analyse a dynamic first order autoregressive
model which the errors are dependent. More precisely, we consider the following
autoregressive model driven by a autoregressive error,{
Xk,n = θnXk−1,n + εk,n
εk,n = ρnεk−1,n + Vk
, k = 1, 2, . . . , n, n ≥ 1, (1.1)
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where the parameters θn and ρn are unknown, (Xk,n)1≤k≤n is observed, and the
noise (Vk)k≥1 is a sequence of independent and identically distributed (i.i.d.) ran-
dom variables with zero mean and a finite variance σ2. For convenience, let
X0,n = ε0,n := 0 for every n. It is well-known that the least squares estimator
of the parameter θn based on the observations (Xk,n)1≤k≤n can be given by
θˆn =
∑n
k=1Xk,nXk−1,n∑n
k=1X
2
k−1,n
. (1.2)
To obtain the estimator of the parameter ρn, we can replace θn by θˆn in (1.1), and
denote the estimators of the errors (εk,n) by
εˆk,n = Xk,n − θˆnXk−1,n, k = 1, 2, . . . , n, (1.3)
then the least squares estimators of ρn can be defined as
ρˆn =
∑n
k=1 εˆk,nεˆk−1,n∑n
k=1 εˆ
2
k−1,n
, (1.4)
where εˆ0,n := 0 for every n.
The model (1.1) has a close connection with some existing models. Firstly, we
fix the autoregressive coefficient θn, i.e. let θn ≡ θ. If ρn ≡ 0, then the model (1.1)
turns to be the classic autoregressive process with i.i.d. errors. In this case, the
asymptotic behaviors of θˆn have been examined thoroughly. For example, when
the model is stationary (|θ| < 1), under some moment conditions, Anderson [1]
showed asymptotic normality of θˆn − θ. However, as pointed out previously by
Anderson [1], White [24], and Dickey & Fuller [7], the situation becomes more
complicated for the critical case (|θ| = 1) and the explosive case (|θ| > 1), where
the limiting distributions are functionals of Brownian motion and standard Cauchy,
respectively. In addition, if the regressive coefficient ρn in the errors is also fixed,
i.e. ρn ≡ ρ, to answer some open problems on the Durbin-Watson statistic, Bercu
and Pro¨ıa [3] investigated the asymptotic normality of the least squares estimators
θˆn and ρˆn, while Bitseki Penda et al. [4] studied the moderate deviations, both in
the stationary cases, i.e. |θ| < 1 and |ρ| < 1.
Note that, the above investigations can capture the phenomena with phase tran-
sition type characteristics, i.e. from the stationary to the critical, and from the
critical to the explosive, which just corresponds to the transition of the limiting
distribution, from the normal distribution to the functional of Brownian motion,
to the standard Cauchy distribution.
To understand this phase transition and handle the data that allows for large
shocks in the dynamic structure of the model, more recently, some attention has
been dedicated to the autoregressive models with the dynamic coefficient. To ac-
commodate this observation, θn is allowed to depend on the sample size n. Similar
to the above mentioned, first let the noise (εk,n)1≤k≤n in (1.1) be a sequence of
i.i.d. random variables, i.e. ρn ≡ 0. Recall that, we say that the model (1.1) is
local to unity if θn = 1 + c/n. This model has been proved useful in analysing the
near integrated processes, in establishing the local asymptotic properties of tests
and in the construction of confidence intervals. Chan & Wei [6] and Phillips [17]
showed that the asymptotic distribution of θˆn − θn is some kind of functional of
Brownian motion. To characterize great deviations from unity and understand the
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phase transition, Phillips & Magdalinos [18] considered the case, θn = 1 + c/κn,
where (κn)n≥1 is a deterministic sequence increasing to infinity satisfying κn = o(n)
and it represents moderate deviations from unity. They showed that, θˆn − θn has
a
√
nκn rate of convergence and a asymptotic normal distribution when c < 0, and
θˆn − θn has a κnθnn rate of convergence and a standard Cauchy limit distribution
when c > 0. More interestingly, their results match the standard limit theory of the
fixed coefficients model and partially bridge the stationary, the local to unity and
the explosive cases. Very recently, Miao et al. [14] derived the moderate deviations
of θˆn − θn as θn → 1 within stationary regions, which also matches the standard
limit theory of the fixed coefficient model. While, if the noise (εk,n)1≤k≤n in (1.1)
has dependent structure, one can refer to Giraitis & Phillips [8] for the martingale
difference noise, Phillips & Magdalinos [19], and Magdalinos [12] for some weakly
and strongly dependent noises.
It is remarkable that, to provide a better asymptotic framework for the nearly
integrated first order autoregressive model driven by an AR(1) process with root
approaching the unity, Nabeya & Perron [15] also introduced the model (1.1), where
they put θn = 1+ γ1/n and ρn = 1 + γ2/n. And they showed that the asymptotic
distribution of θˆn− θn is some kind of functional of Brownian motion. In fact, just
as pointed out by Nabeya & Perron [15], the model (1.1) can also be regarded as an
approximate version of the second order autoregressive process with two unit roots.
For more detailed explanations on this model, please refer to Nabeya & Perron [15],
Hasza and Fuller [9], or Chan [5].
Then, motivated by the above discussions, we will devote to the asymptotic prop-
erties of θˆn − θn in the nearly integrated first order autoregressive model driven by
the nearly integrated AR(1) process. In the present paper, we mainly consider the
case, |θn| → 1 and |ρn| → 1 both within the explosive regions. To be specific, when
|θn| = 1+ γ1/kn and |ρn| = 1 + γ2/kn, where γ1, γ2 > 0 and (kn)n≥1 is a sequence
of positive numbers increasing to infinity at a rate slower than n, we prove that
the limiting distribution of the least squares estimator θˆn − θn is the Cauchy dis-
tribution which partially matches the standard limit theory of the aforementioned
models. Just as pointed out previously by Phillips & Magdalinos [19], and Magdali-
nos [12], the resulting Cauchy limit law for the normalized autoregressive coefficient
suggests that the limit theory is invariant to the dependence structure of the in-
novation errors in the explosive case. However, there also appear some interesting
phenomena when θn and ρn have the different signs. In the other preprint [10], we
mainly analysed the case, |θn| → 1 and |ρn| → 1 both within the stationary re-
gions, and obtained the asymptotic normality and moderate deviations of the least
squares estimators θˆn, ρˆn and the Durbin-Watson statistic. Finally, it is worthwhile
to note that our results can be applied to understand the near-integrated second
order autoregressive process.
The rest of this paper is organized as follows. The next section is devoted to
the descriptions of our main results and some related discussions. In Section 3, we
carry out some statistical simulations for the main results which imply that our
asymptotic results well match the finite-sample properties of the estimators. Then,
the technical proofs of main results are completed in the remaining sections.
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2. Results and discussions
2.1. Main results. The following are our main results.
Theorem 2.1. For model (1.1) with θn = 1+γ1/kn, ρn = 1+γ2/kn, and kn = o(n),
we have, as n→∞,
(1) if γ1 > γ2 > 0, then
γ1 + γ2
2γ1(γ1 − γ2)knθ
n
nρ
−n
n (θˆn − θn) L−→
ξρ
ξθ
;
(2) if γ2 > γ1 > 0, then
γ1 + γ2
2(γ2 − γ1)ρ
n
nθ
−n
n
(
kn(θˆn − θn)− (γ2 − γ1)
)
L−→ ξθ
ξρ
,
where
L−→ denotes the convergence in distribution and (ξθ, ξρ) ∼ N(0,Λ) with the
covariance matrix
Λ =
(
σ2
2γ1
σ2
γ1+γ2
σ2
γ1+γ2
σ2
2γ2
)
;
(3) if γ1 = γ2 = γ > 0, then
n
kn
(
n(θˆn − θn)− θn
)
L−→ ζθ
ϕθ
,
where (ϕθ, ζθ) ∼ N(0,Ξ) with the covariance matrix
Ξ =
(
σ2
2γ
σ2
2γ2
σ2
2γ2
5σ2
8γ3
)
.
Note that the asymptotic distributions in Theorem 2.1 are Cauchy distributions
centered at 2γ1/(γ1 + γ2), 2γ2/(γ1 + γ2) and 1/γ, respectively. However, it is
surprised that the asymptotic distribution is a standard Cauchy distribution when
the parameters θn and ρn have different signs.
Theorem 2.2. For model (1.1) with θn = 1+γ1/kn, ρn = −1−γ2/kn, and kn = nα
for α ∈ (0, 1), we have, as n→∞,
(1) if γ1 > γ2 > 0, then
1
2γ1
√
γ2
γ1
knθ
n
nρ
−n
n (θˆn − θn) L−→ C;
(2) if γ2 > γ1 > 0, then
1
2γ2
√
γ1
γ2
knρ
n
nθ
−n
n (θˆn − ρn) L−→ C,
where C denotes the standard Cauchy random variable.
Remark 2.1. When γ1 > γ2 > 0, i.e. |θn| > |ρn|, the least squares estimator
θˆn is the consistent estimator of θn both in Theorems 2.1 and 2.2. However, it is
mysterious that, when γ2 ≥ γ1 > 0, i.e. |θn| ≤ |ρn|, θˆn has an asymptotic bias
which is similar to the results in Bercu & Pro¨ıa [3], Stocker [23], and Phillips &
Magdalinos [19] in the stationary and near-stationary cases. In fact, we have
kn(θˆn − θn) P−→ γ2 − γ1, if ρn > θn > 1, (2.1)
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and
θˆn − θn P−→ −2, if ρn < −θn < −1, (2.2)
where
P−→ denotes the convergence in probability. Please refer to Proposition 4.1
and Appendix for more details.
Remark 2.2. For model (1.1) with θn = 1 + c/n
α for some c > 0 and α ∈ (0, 1),
Phillips & Magdalinos [19] considered some weakly dependent errors, i.e. εk,n =∑∞
j=0 cjVk−j , where the non-random sequence (cj)j≥0 is independent of n. Under
some summability conditions on (cj)j≥0, the asymptotic distribution of θˆn − θn is
proved to be standard Cauchy. However, because ξθ and ξρ are not independent as
well as ζθ and ϕθ, it is interesting that the limiting distributions of θˆn − θn are not
standard Cauchy distribution as shown in our Theorem 2.1. As mentioned earlier,
Theorem 2.2 shows that the limiting distribution of the normalization of θˆn turns to
be standard Cauchy which matches the results in White [24], Anderson [1], Phillips
& Magdalinos [18], [19], and Magdalinos [12]. Statistical simulations in Section 3
also illustrate these.
2.2. Discussions. It is still worthwhile to give some additional comments on our
results and other related problems.
(1) In fact, under an additional symmetry assumption on the distribution of the
noise (Vk)k≥1, Theorem 2.1 still holds in the case, θn → −1 and ρn → −1,
both within the explosive regions. Suppose that{
Xk,n = θnXk−1,n + εk,n,
εk,n = ρnεk−1,n + Vk
, k = 1, 2, . . . , n, n ≥ 1, (2.3)
where the unknown parameters
θn = −1− γ1
kn
, ρn = −1− γ2
kn
, γ1 > 0, γ2 > 0,
and (Vk)k≥1 is a sequence of i.i.d. random variables with a symmetric
distribution. Denote
αn = −θn, βn = −ρn,
Yk,n = (−1)kXk,n, ηk,n = (−1)kεk,n, Wk = (−1)kVk,
then (Wk)k≥1 is a sequence of i.i.d. random variables with the same com-
mon distribution as that of V1, and{
Yk,n = αnYk−1,n + ηk,n,
ηk,n = βnηk−1,n +Wk
, k = 1, 2, . . . , n, n ≥ 1. (2.4)
Putting
θˆn =
∑n
k=1Xk,nXk−1,n∑n
k=1X
2
k−1,n
, αˆn =
∑n
k=1 Yk,nYk−1,n∑n
k=1 Y
2
k−1,n
,
it is easy to see that αˆn = −θˆn, hence, if the corresponding assumptions
are satisfied, then Theorem 2.1 holds for the least squares estimator αˆn,
hence also for θˆn, except for some minor changes, i.e. the Cauchy limit
distributions are centered at −2γ1/(γ1 + γ2), −2γ2/(γ1 + γ2) and −1/γ
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respectively, and the removed term turns to be γ1 − γ2 in the case of γ2 >
γ1 > 0. As for the other case,
θn = −1− γ1
kn
, ρn = 1 +
γ2
kn
, γ1 > 0, γ2 > 0,
by the same method, we can show that Theorem 2.2 also holds if the cor-
responding assumptions are satisfied.
(2) As mentioned in Remark 2.2, Theorems 2.1 and 2.2 relate to the earlier
work (White [24], Anderson [1], Basawa & Brockwell [2], Nabeya & Perron
[15], Phillips & Magdalinos [18], [19], Magdalinos [12]) on the explosive
AR(1) process. For the Gaussian first order autoregressive model with
fixed coefficient |θ| > 1, White proved that
θn
θ2 − 1(θˆn − θ)
L−→ C, (2.5)
where C denotes the standard Cauchy random variable. Phillips & Mag-
dalinos showed that (2.5) still holds, if the parameter θ and the Gaussian
errors are respectively replaced by θn = 1 + γ/n
α (γ > 0, α ∈ (0, 1)), and
i.i.d. (even some long range dependent) errors. However, Theorems 2.1
and 2.2 say that it also can be extended to some strongly dependent cases.
This provides further evidence that the asymptotic theory is invariant to
the dependence structure of the innovation errors in the explosive case.
(3) Note that |θn| → 1 and |ρn| → 1, both within the explosive regions, hence
our main results, Theorems 2.1 and 2.2, maybe provide a bridge between
those for unit root (or local to unity) processes and those that under the
explosive case with strongly dependent errors. Assume that γ1, γ2 > 0 and
kn = n
α for some α ∈ (0, 1). Parts (1) of Theorems 2.1 and 2.2 become
γ1 + γ2
2γ1(γ1 − γ2)n
αθnnρ
−n
n (θˆn − θn) L−→ C1, (2.6)
and
1
2γ1
√
γ2
γ1
nαθnnρ
−n
n (θˆn − θn) L−→ C, (2.7)
where C1 denotes the Cauchy variate centered at 2γ1/(γ1 + γ2). It is no-
table that, ignoring the multiplicative constants, the convergence rate takes
values in (n, (1+γ11+γ2 )
n) as α ranges form 1 to 0. When α = 0, the model (1.1)
becomes a standard second order autoregressive model with two explosive
characteristic roots, 1 + γ1 and 1 + γ2, which had been considered by An-
derson [1]. Thus, the convergence rate of the serial correlation coefficient
covers the interval (n, (1+γ11+γ2 )
n), establishing a link between the asymptotic
behavior of local to unity and explosive autoregressive models. However,
when α = 1, this is replaced by the following local to unity limit theory
developed by Nabeya & Perron [15],
n(θˆn − θn) L−→ Qγ1(Jγ2(1))
2
2
∫ 1
0 Qγ1(Jγ2(s))
2ds
− γ1, (2.8)
where (B(t)) is the standard Brownian motion, Jγ2(t) =
∫ t
0
eγ2(t−x)dB(s)
is an Ornstein-Uhlenbeck process, and Qγ1(Jγ2(t)) is the weighted integral
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of the process (Jγ2(t)),
Qγ1(Jγ2(t)) :=
∫ t
0
eγ1(t−s)Jγ2(s)ds. (2.9)
(4) More meaningly, when γ1 = γ2 = γ > 0, model (1.1) is just the second
order autoregression with common near-explosive roots, 1+ γ/kn. Part (3)
of Theorem 2.1 when kn = n
α for some α ∈ (0, 1), turns to be
n1−α
(
n(θˆn − θn)− θn
)
L−→ C2, (2.10)
where C2 is a Cauchy variate centered at 1/γ. The convergence rate covers
a more smaller interval (n, n2) as α ranges form 1 to 0. When α = 1, it
is natural to consider the local to unity limit theory (2.8), however, when
α = 0, Nielsen [16] showed that the least squares estimator is inconsistent.
Phillips & Magdalinos [20] provided a co-explosive system extension and an
illustrative examples to explain the finding. And they also gave a consistent
instrumental variable procedure. In addition, they pointed out that the
least squares estimator is again consistent when θn → 1 within the explosive
region.
(5) As mentioned before, model (1.1) can be regarded as a second order autore-
gressive process with two characteristic roots, 1+γ1/kn and 1+γ2/kn. The
present paper and the preprint [10] systematically study the case, γ1γ2 > 0.
It is natural to ask what will happen if γ1γ2 ≤ 0, which had been stud-
ied by Rao [22] when kn ≡ 1 and a root exceeding one and the other less
than one in absolute value. More generally, if θn → 1 and ρn → 1 with
different rates, can we say something? To our knowledge, Phillips & Lee
[21] recently have developed some limit theory for the nonstationary vector
autoregression with mixed roots in the vicinity of unity.
3. Simulation studies
To further illustrate our main results, Theorems 2.1 and 2.2, and understand the
discussions in Section 2.2, using R software with the help of Jianbin Zhao, in this
section we carry out some statistical simulations to examine the performance of the
asymptotic results in finite samples. The results show that the limiting distributions
match well with the finite samples distributions and the limiting distributions of θˆn,
given that θn = 1+γ1/kn, ρn = 1+γ2/kn, or, θn = 1+γ1/kn, ρn = −1−γ2/kn, are
respectively identical and equal to the mirror images of the limiting distributions
of θˆn given that θn = −1 − γ1/kn, ρn = −1 − γ2/kn, or, θn = −1 − γ1/kn, ρn =
1 + γ2/kn, provided γ1, γ2 > 0. In addition, they also show that the Cauchy limit
distributions are respectively biased and unbiased in Theorems 2.1 and 2.2.
We now give some explanations for the simulations. Data are generated through
model (1.1) under the assumptions of Theorems 2.1 and 2.2, where we let the noise
(Vk)k≥1 be a sequence of i.i.d. Gaussian random variables with zero mean and unit
variance. The sample size is n = 400 and the number of replications is 1000. In
addition, we put kn = n
1/3. In the following figures, the blue and red curves denote
the density curves of Cauchy and finite samples distributions respectively. The first
three groups correspond to parts (1), (2) and (3) of Theorem 2.1. And the last two
groups correspond to parts (1) and (2) of Theorem 2.2.
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4. Proofs of main results
4.1. Some preliminary lemmas. In this subsection, some lemmas are given
which play an important role in our following analysis. To obtain the decomposition
of θˆn − θn, we need introduce some notations. For all 1 ≤ l ≤ n, let
Pl,n =
l∑
k=1
Xk,nXk−1,n, Sl,n =
l∑
k=1
X2k,n, (4.1)
and
Ll =
l∑
k=1
V 2k , Ml,n =
l∑
k=1
Xk−1,nVk, Nl,n =
l∑
k=2
Xk−2,nVk. (4.2)
In addition, denote
Pn,n := Pn, Sn,n := Sn, Mn,n :=Mn, Nn,n := Nn.
Then we have
θˆn − θn = Pn − θnSn−1,n
Sn−1,n
. (4.3)
Based on the ideas in Bercu & Pro¨ıa [3] and Phillips & Magdalinos [18], we deal
with the denominator and numerator of (4.3) respectively. For convenience, define
ξθn =
1√
kn
n∑
l=1
θ−ln Vl, ηθn =
1√
kn
n∑
l=1
θ−(n−l)−1n Vl,
ξρn =
1√
kn
n∑
l=1
ρ−ln Vl, ηρn =
1√
kn
n∑
l=1
ρ−(n−l)−1n Vl,
ϕθn =
1
n
√
kn
n∑
l=1
(n− l + 1)θ−ln Vl.
(4.4)
Then, by some tedious calculations (see Appendix for details), we can write
Sn−1,n =
1
θ2n − 1
X2n,n +Rn1 (4.5)
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and
Pn − θnSn−1,n = θnρn
(θnρn − 1)(θn − ρn)knθ
n
nρ
n
nξθnξρn
+
ρ2n
(θn − ρn)(1 − ρ2n)
knρ
2n
n ξ
2
ρn +Rn2, (4.6)
where,
Rn1 =
2θnρn
(1 − θnρn)(θ2n − 1)
Xn,nεn,n − ρ
2
n(1 + θnρn)
(1− θnρn)(1 − θ2n)(1 − ρ2n)
ε2n,n
+
1 + θnρn
(1− θnρn)(1 − θ2n)(1 − ρ2n)
Ln +
2θn
(1− θnρn)(1− θ2n)
Mn
+
2ρn(1 + θnρn)
(1− θnρn)(1 − θ2n)(1 − ρ2n)
n∑
k=1
εk−1,nVk, (4.7)
and
Rn2 =
1
1− θnρnMn +
ρn
(1− θnρn)(1 − ρ2n)
Ln +
2ρ2n
(1− θnρn)(1− ρ2n)
n∑
k=1
εk−1,nVk.
(4.8)
Hence, to obtain the asymptotic properties of Sn−1,n and Pn − θnSn−1,n, we need
to deal with the terms appearing in the above equations respectively. And it will
be completed by establishing a series of lemmas.
Lemma 4.1. For model (1.1) with the parameters |θn| = 1 + γ1/kn and |ρn| =
1+γ2/kn, where γ1, γ2 > 0 and (kn)n≥1 is a sequence of positive numbers increasing
to infinity, we have,
(1) if θn 6= ρn, then
X2n,n =
θ2n
(θn − ρn)2 θ
2n
n knξ
2
θn +
ρ2n
(θn − ρn)2 ρ
2n
n knξ
2
ρn −
2θnρn
(θn − ρn)2 θ
n
nρ
n
nknξθnξρn
and
Xn,nεn,n =
θn
θn − ρn θ
n
nρ
n
nknξθnξρn −
ρn
θn − ρn ρ
2n
n knξ
2
ρn , ε
2
n,n = knρ
2n
n ξ
2
ρn ;
(2) if θn = ρn, then
X2n,n = n
2knθ
2n
n ϕ
2
θn , Xn,nεn,n = nknθ
2n
n ϕθnξθn , ε
2
n,n = knθ
2n
n ξ
2
θn .
Lemma 4.2. Under the aforementioned notations, we have,
(1) if the conditions in Theorem 2.1 are satisfied, then
(ξθn , ηθn , ξρn , ηρn)
τ L−→ (ξθ, ηθ, ξρ, ηρ)τ ,
where (ξθ, ηθ, ξρ, ηρ)
τ ∼ N(0,Σ1) with the covariance matrix
Σ1 =


σ2
2γ1
0 σ
2
γ1+γ2
0
0 σ
2
2γ1
0 σ
2
γ1+γ2
σ2
γ1+γ2
0 σ
2
2γ2
0
0 σ
2
γ1+γ2
0 σ
2
2γ2

 ;
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and if the conditions in Theorem 2.2 are satisfied, then
(ξθn , ηθn , ξρn , ηρn)
τ L−→ (ξθ, ηθ, ξρ, ηρ)τ ,
where (ξθ, ηθ, ξρ, ηρ)
τ ∼ N(0,Σ2) with the covariance matrix
Σ2 =


σ2
2γ1
0 0 0
0 σ
2
2γ1
0 0
0 0 σ
2
2γ2
0
0 0 0 σ
2
2γ2

 ;
(2) if the conditions in Theorems 2.1 are satisfied, then
(ϕθn , ξθn , ηθn)
τ L−→ (ϕθ, ξθ, ηθ)τ ,
where (ϕθ, ξθ, ηθ)
τ ∼ N(0,Γ) with the covariance matrix
Γ =


σ2
2γ1
σ2
2γ1
0
σ2
2γ1
σ2
2γ1
0
0 0 σ
2
2γ1

 ,
and (
ϕθn ,
n(ξθn − ϕθn)
kn
+
ξθn
2γ1
)τ
L−→ (ϕθ, ζθ)τ ,
where (ϕθ, ζθ)
τ ∼ N(0,Ξ) with the covariance matrix
Ξ =
(
σ2
2γ1
σ2
2γ21
σ2
2γ21
5σ2
8γ31
)
.
Remark 4.1. Note that ξθn and ηθn are always asymptotically independent as well
as ξρn and ηρn , however, ξθn , ηθn, ξρn and ηρn are mutually independent when the
main regressor and the AR(1) errors in model (1.1) have opposite correlations, i.e.
the parameters θn and ρn have the opposite signs.
Lemma 4.3. Under the aforementioned notations, we have,
(1) if the conditions in Theorem 2.1 or 2.2 are satisfied, then∑n
k=1 εk−1,nVk
knρnn
= ξρnηρn + op(1),
ε2n,n
knρ2nn
= ξ2ρn ;
(2) in the framework of Theorem 2.1, if γ1 > γ2 > 0, then
X2n,n
k3nθ
2n
n
=
1
(γ1 − γ2)2 ξ
2
θn + op(1),
Mn
k2nθ
n
n
=
1
γ1 − γ2 ξθnηθn + op(1)
and
Xn,nεn,n
k2nθ
n
nρ
n
n
=
1
γ1 − γ2 ξθnξρn + op(1),
and if γ2 > γ1 > 0, then
X2n,n
k3nρ
2n
n
=
1
(γ2 − γ1)2 ξ
2
ρn + op(1),
Mn
k2nρ
n
n
=
1
γ2 − γ1 ξρnηρn + op(1)
and
Xn,nεn,n
k2nρ
2n
n
=
1
γ2 − γ1 ξ
2
ρn + op(1);
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(3) in the framework of Theorem 2.2, if γ1 > γ2 > 0, then
X2n,n
knθ2nn
=
1
4
ξ2θn + op(1),
Mn
knθnn
=
1
2
ξθnηθn + op(1)
and
Xn,nεn,n
knθnnρ
n
n
=
1
2
ξθnξρn + op(1),
and if γ2 > γ1 > 0, then
X2n,n
knρ2nn
=
1
4
ξ2ρn + op(1),
Mn
knρnn
=
1
2
ξρnηρn + op(1)
and
Xn,nεn,n
knρ2nn
=
1
2
ξ2ρn + op(1);
(4) in the framework of Theorem 2.1, if γ2 = γ1 = γ > 0, then
X2n,n
n2knθ2nn
= ϕ2θn ,
Mn
nknθnn
= ϕθnηθn + op(1),
Xn,nεn,n
nknθ2nn
= ϕθnξθn .
Remark 4.2. In the part (1) of Lemma 4.3, if γ1 = γ2 = γ > 0, then ρn = θn,
ξρn = ξθn , and ηρn = ηθn , so we have∑n
k=1 εk−1,nVk
knθnn
= ξθnηθn + op(1),
ε2n,n
knθ2nn
= ξ2θn .
We are now in a position to provide the asymptotic estimations of Sn−1,n and
Pn − θnSn−1,n defined as in (4.1).
Lemma 4.4. Under the aforementioned notations, we have,
(1) in the framework of Theorem 2.1, if γ1 > γ2 > 0, then
Sn−1,n
k4nθ
2n
n
=
1
2γ1(γ1 − γ2)2 ξ
2
θn + op(1),
and if γ2 > γ1 > 0, then
Sn−1,n
k4nρ
2n
n
=
1
2γ2(γ2 − γ1)2 ξ
2
ρn + op(1);
(2) in the framework of Theorem 2.2, if γ1 > γ2 > 0, then
Sn−1,n
k2nθ
2n
n
=
1
8γ1
ξ2θn + op(1),
and if γ2 > γ1 > 0, then
Sn−1,n
k2nρ
2n
n
=
1
2γ2(θn − ρn)2 ξ
2
ρn + op(1) =
1
8γ2
ξ2ρn + op(1);
(3) in the framework of Theorem 2.1, if γ2 = γ1 = γ > 0, then
Sn−1,n
n2k2nθ
2n
n
=
1
2γ
ϕ2θn + op(1).
Before stating the asymptotic estimations of Pn−θnSn−1,n, we first give a propo-
sition which shows the direct idea why we consider the asymptotic distributions of
kn(θˆn − θn)− (γ2 − γ1), n(θˆ − θn)− θn and θˆn − ρn.
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Proposition 4.1. Under the aforementioned notations, we have,
(1) if γ2 > γ1 > 0, then in the framework of Theorem 2.1,
kn(θˆn − θn) P−→ (γ2 − γ1),
and in the framework of Theorem 2.2,
θˆn − θn P−→ −θn + ρn;
(2) if γ1 = γ2 = γ > 0, then
n(θˆn − θn)− θn P−→ 0.
Note that, in the following results, because of the bias of the least squares estima-
tor θˆn when γ2 > γ1 > 0, we consider the Pn − ρnSn−1,n instead of Pn − θnSn−1,n.
Lemma 4.5. Under the aforementioned notations, we have,
(1) in the framework of Theorem 2.1, if γ1 > γ2 > 0, then
Pn − θnSn−1,n
k3nθ
n
nρ
n
n
=
1
γ21 − γ22
ξθnξρn + op(1),
and if γ2 > γ1 > 0, then
Pn − ρnSn−1,n
k3nθ
n
nρ
n
n
=
1
γ22 − γ21
ξθnξρn + op(1);
(2) in the framework of Theorem 2.2, if γ1 > γ2 > 0, then
Pn − θnSn−1,n
knθnnρ
n
n
=
1
4
ξθnξρn + op(1),
and if γ2 > γ1 > 0, then
Pn − ρnSn−1,n
knθnnρ
n
n
= −1
4
ξθnξρn + op(1).
(3) in the framework of Theorem 2.1, if γ2 = γ1 = γ > 0, then
n(Pn − θnSn−1,n)− θnSn−1,n
nk3nθ
2n
n
=
1
2γ
ϕθn ·
(
n
kn
(ξθn − ϕθn) +
1
2γ
ξθn
)
+ op(1).
Remark 4.3. From all the above results, it can be clearly seen that, the orders
of the terms in equations (4.5)-(4.8) when θnρn > 0, are higher than that when
θnρn < 0.
4.2. Proof of Theorems 2.1 and 2.2. Now is the time to give the proofs to our
main results. Because of the similarity, we only prove Theorem 2.1 in this section.
Proof of part (1) in Theorem 2.1. Recall that,
θˆn − θn = Pn − θnSn−1,n
Sn−1,n
,
by the parts (1) of Lemmas 4.4 and 4.5, we have
knθ
n
nρ
−n
n (θˆn − θn) =
2γ1(γ1 − γ2)
γ1 + γ2
· ξρn
ξθn
+ op(1).
Then the part (1) of Lemma 4.2, together with the continuous mapping theorem,
yields the part (1) of Theorem 2.1. 
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Proof of part (2) in Theorem 2.1. According to Proposition 4.1, we consider
the asymptotic distribution of
kn(θˆn − θn)− (γ2 − γ1).
By a simple calculation, we can obtain that
θˆn − θn − γ2 − γ1
kn
=
Pn − ρnSn−1,n
Sn−1,n
.
Note that, the parts (1) of Lemmas 4.4 and 4.5 imply that
knρnθ
−n
n
(
θˆn − θn − γ2 − γ1
kn
)
=
2(γ2 − γ1)
γ1 + γ2
· ξθn
ξρn
+ op(1).
Then, using the part (1) of Lemma 4.2, and with the aid of the continuous mapping
theorem, we complete the proof. 
Proof of part (3) in Theorem 2.1. According to Proposition 4.1, we consider
the asymptotic distribution of
n(θˆn − θn)− θn.
Note that
n(θˆn − θn)− θn = n(Pn − θnSn−1,n)− θnSn−1,n
Sn−1,n
,
then the parts (3) of Lemmas 4.4 and 4.5 imply that
n
kn
(
n(θˆn − θn)− θn
)
=
n
kn
(ξθn − ϕθn) + 12γ ξθn
ϕθn
+ op(1).
Therefore, the applications of the part (2) in Lemma 4.2 and the continuous map-
ping theorem complete the proof. 
5. Technical appendix and proofs
Proof of Lemma 4.1. For part (1), since for all 1 ≤ k ≤ n,
Xk,n =
θn
θn − ρn θ
k
n
k∑
l=1
θ−ln Vl −
ρn
θn − ρn ρ
k
n
k∑
l=1
ρ−ln Vl, (5.1)
by a simple calculation, we can write that
X2n,n =
θ2n
(θn − ρn)2 θ
2n
n
( n∑
l=1
θ−ln Vl
)2
+
ρ2n
(θn − ρn)2 ρ
2n
n
( n∑
l=1
ρ−ln Vl
)2
− 2θnρn
(θn − ρn)2 θ
n
nρ
n
n
n∑
l=1
θ−ln Vl ·
n∑
l=1
ρ−ln Vl
=
θ2n
(θn − ρn)2 θ
2n
n knξ
2
θn +
ρ2n
(θn − ρn)2 ρ
2n
n knξ
2
ρn −
2θnρn
(θn − ρn)2 θ
n
nρ
n
nknξθnξρn .
Moreover, using (5.1) and the fact that
εn,n = ρ
n
n
n∑
l=1
ρ−ln Vl, (5.2)
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we can obtain
Xn,nεn,n =
θn
θn − ρn θ
n
nρ
n
nknξθnξρn −
ρn
θn − ρn ρ
2n
n knξ
2
ρn .
Finally, from (5.2), we know that
ε2n,n = ρ
2n
n
( n∑
l=1
ρ−ln Vl
)2
= knρ
2n
n ξ
2
ρn .
which immediately achieves the proof of part (1).
For part (2), since ρn = θn under the condition γ1 = γ2, then
Xk,n = θ
k
n
k∑
l=1
(k − l+ 1)θ−ln Vl. (5.3)
Therefore, we can write that
X2n,n = θ
2n
n
(
n∑
l=1
(n− l+ 1)θ−ln Vl
)2
= n2knθ
2n
n ϕ
2
θn .
Moreover, from (5.2), (5.3) and ρn = θn, it follows that
ε2n,n = θ
2n
n
( n∑
l=1
θ−ln Vl
)2
= knθ
2n
n ξ
2
θn ,
and
Xn,nεn,n = θ
2n
n
n∑
l=1
(n− l+ 1)θ−ln Vl ·
n∑
l=1
θ−ln Vl = nknθ
2n
n ϕθnξθn ,
which achieve the proof of part (2). 
Proof of Lemma 4.2. For part (1), because of the similarity, we only prove the
front half part. By the Crame´r-Wold device ([11], Corollary 5.5), it is sufficient to
show that for any nonzero vector υ = (υ1, υ2, υ3, υ4),
υ (ξθn , ηθn , ξρn , ηρn)
τ L−→ υ (ξθ, ηθ, ξρ, ηρ)τ .
In fact, we can write that
υ (ξθn , ηθn , ξρn , ηρn)
τ =
n∑
l=1
ξnl,
where
ξnl :=
1√
kn
(
υ1θ
−l
n + υ2θ
−(n−l)−1
n + υ3ρ
−l
n + υ4ρ
−(n−l)−1
n
)
Vl, 1 ≤ l ≤ n.
Because {ξnl, 1 ≤ l ≤ n} is a sequence of independent and non-identically dis-
tributed random variables, the variance of
∑n
l=1 ξnl can be given by
E
(
n∑
l=1
ξnl
)2
= υΣnυ
τ ,
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where
Σn =
σ2
kn
n∑
l=1


θ−2ln θ
−n−1
n (θnρn)
l ρ−n−1n (θn/ρn)
−l
θ−n−1n θ
−2n−2+2l
n θ
−n−1
n (θn/ρn)
l (θnρn)
−n−1+l
(θnρn)
l θ−n−1n (θn/ρn)
l ρ−2ln ρ
−n−1
n
ρ−n−1n (θn/ρn)
−l (θnρn)
−n−1+l ρ−n−1n ρ
−2n−2+2l
n

 .
By simple but tedious calculations, we can obtain that
E
(
n∑
l=1
ξnl
)2
= υΣnυ
τ → υΣ1υτ , (5.4)
where the matrix Σ1 is defined in Lemma 4.2. Therefore, to prove this lemma, we
only need to show the following Lindeberg condition, i.e. for any δ > 0
n∑
l=1
E
(
ξ2nlI{|ξnl|>δ}
)→ 0. (5.5)
Note that
8
kn
n∑
l=1
(
υ21θ
−2l
n + υ
2
2θ
−2(n−l)−2
n + υ
2
3ρ
−2l
n +υ
2
4ρ
−2(n−l)−2
n
)
−→ 4(υ
2
1 + υ
2
2)
γ1
+
4(υ23 + υ
2
4)
γ2
, (5.6)
which implies that the left side of (5.6) is uniformly bounded by a constant K ∈
(0,∞). By the following inequality
(x+ y + z + w)2 ≤ 8(x2 + y2 + z2 + w2),
the Lindeberg condition can be written as
n∑
l=1
E(ξ2nl)I{|ξnl|>δ}
≤ 8
kn
n∑
l=1
((
υ21θ
−2l
n + υ
2
2θ
−2(n−l)−2
n + υ
2
3ρ
−2l
n + υ
2
4ρ
−2(n−l)−2
n
)
· E
(
V 2l I
{
8
(
υ21θ
−2l
n +υ
2
2θ
−2(n−l)−2
n +υ
2
3ρ
−2l
n +υ
2
4ρ
−2(n−l)−2
n
)
V 2
l
>δ2kn
}))
≤ K max
1≤l≤n
E

V 2l I{
8
(
υ21θ
−2l
n +υ
2
2θ
−2(n−l)−2
n +υ
2
3ρ
−2l
n +υ
2
4ρ
−2(n−l)−2
n
)
V 2
l
>δ2kn
}


≤ KE
(
V 21 I
{
V 21 >
δ2kn
8(υ21+υ
2
2+υ
2
3+υ
2
4)
}
)
,
An application of the integrability of V 21 completes the checking of the Lindeberg
condition (5.5).
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Now, we turn to prove part (2). Denote the covariance matrices of (ϕθn , ξθn , ηθn)
τ
and
(
ϕθn ,
n
kn
(ξθn − ϕθn) + 12γ1ϕθn
)τ
respectively by
Γn =
σ2
n2kn
n∑
l=1

 (n− l + 1)2θ−2ln n(n− l + 1)θ−2ln n(n− l + 1)θ−n−1nn(n− l + 1)θ−2ln n2θ−2ln n2θ−n−1n
n(n− l + 1)θ−n−1n n2θ−n−1n n2θ−2n−2+2ln


and
Ξn = E
((
ϕθn ,
n(ξθn − ϕθn)
kn
+
1
2γ1
ξθn
)τ (
ϕθn ,
n(ξθn − ϕθn)
kn
+
1
2γ1
ξθn
))
.
By simple but tedious calculations, we have
Γn → Γ, Ξn → Ξ,
where the matrices Γ and Ξ are defined in Lemma 4.2. Then, using a similar
argument in the proof of (5.5), we can establish the Lindeberg conditions, i.e. for
any δ > 0, nonzero vectors ω = (ω1, ω2, ω3) and κ = (κ1, κ2),
n∑
l=1
E
(
ψ2nlI{|ψnl|>δ}
)→ 0, n∑
l=1
E
(
χ2nlI{|χnl|>δ}
)→ 0,
where for 1 ≤ l ≤ n,
ψnl :=
1
n
√
kn
(
ω1(n− l + 1)θ−ln + ω2nθ−ln + ω3nθ−(n−l)−1n
)
Vl,
and
χnl :=
1√
kn
(
κ1(n− l + 1)
n
+ κ2
(
l − 1
kn
+
1
2γ1
))
θ−ln Vl.
Therefore, the proof of part (2) can be achieved. 
Proof of Lemma 4.3. Based on the proof of (10) in Phillips & Magdalions [18],
we can obtain that ∑n
k=1 εk−1,nVk
knρnn
= ξρnηρn + op(1).
Combined with Lemma 4.1, this completes the proof of part (1).
We now turn to prove part (2). Because of the similarity of the method, we only
deal with the case, γ1 > γ2 > 0. First, using Lemma 4.1, we have
X2n,n
k3nθ
2n
n
=
θ2n
(θn − ρn)2k2n
ξ2θn +
ρ2n+2n
(θn − ρn)2k2nθ2nn
ξ2ρn −
2θnρ
n+1
n
(θn − ρn)2k2nθnn
ξθnξρn .
Lemma 4.2, together with some simple calculations, shows that
θ2n
(θn − ρn)2k2n
ξ2θn =
1
(γ1 − γ2)2 ξ
2
θn + op(1). (5.7)
Note that ρnnθ
−n
n = o(1). Combined with (5.7), this gives
X2n,n
k3nθ
2n
n
=
1
(γ1 − γ2)2 ξ
2
θn + op(1).
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For the estimation of Mn, by (5.1), we can obtain that
Mn
k2nθ
n
n
=
1
k2nθ
n
n
n∑
k=2
( θn
θn − ρn θ
k−1
n
k−1∑
l=1
θ−ln Vl −
ρn
θn − ρn ρ
k−1
n
k−1∑
l=1
ρ−ln Vl
)
Vk
=
1
k2nθ
n
n
n∑
k=2
(
θn
θn − ρn θ
k−1
n
( n∑
l=1
θ−ln Vl −
n∑
l=k
θ−ln Vl
)
Vk
)
− 1
k2nθ
n
n
n∑
k=2
(
ρn
θn − ρn ρ
k−1
n
( n∑
l=1
ρ−ln Vl −
n∑
l=k
ρ−ln Vl
)
Vk
)
=
θn
(θn − ρn)k2n
n∑
k=2
θ−(n−k)−1n Vk ·
n∑
l=1
θ−ln Vl
− ρ
n
n
θnn
· ρn
(θn − ρn)k2n
n∑
k=2
ρ−(n−k)−1n Vk ·
n∑
l=1
ρ−ln Vl
− θn
(θn − ρn)k2nθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
θ−ln Vl
+
ρnn
θnn
· θn
(θn − ρn)k2nρnn
n∑
k=2
ρk−1n Vk ·
n∑
l=k
ρ−ln Vl.
By a simple calculation, one can see that
θn
(θn − ρn)k2n
n∑
k=2
θ−(n−k)−1n Vk ·
n∑
l=1
θ−ln Vl =
1
γ1 − γ2 ξθnηθn + op(1), (5.8)
and
ρn
(θn − ρn)k2n
n∑
k=2
ρ−(n−k)−1n Vk ·
n∑
l=1
ρ−ln Vl =
1
γ1 − γ2 ξρnηρn + op(1). (5.9)
Moreover,
θn
k2n(θn − ρn)θnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
θ−ln Vl
=
θ−nn
k2n(θn − ρn)
n∑
k=2
V 2k +
θ1−nn
k2n(θn − ρn)
n∑
k=2
θk−1n Vk ·
n∑
l=k+1
θ−ln Vl.
(5.10)
Applying the law of large numbers for the sequence {Vk, k ≥ 1}, we obtain that
θ−nn
k2n(θn − ρn)
n∑
k=2
V 2k = Op
(
θ−nn
n
kn
)
= op(1).
As for the second term on the right of (5.10), note that the sequence
{
n∑
l=k+1
θk−l−1n VlVk, 2 ≤ k ≤ n}
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is uncorrelated, which implies that
E
(
θn
k2n(θn − ρn)θnn
n∑
k=2
θk−1n Vk ·
n∑
l=k+1
θ−ln Vl
)2
=
σ2θ2−2nn
k4n(θn − ρn)2
n∑
k=2
E
( n∑
l=k+1
θk−l−1n Vl
)2
=
σ4θ2−2nn
k4n(θn − ρn)2
n∑
k=2
n∑
l=k+1
θ2(k−l−1)n = O
(
θ−2nn
n
kn
)
= o(1).
Consequently,
θn
k2n(θn − ρn)θnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
θ−ln Vl = op(1). (5.11)
An identical discussion can establish that
θn
k2n(θn − ρn)ρnn
n∑
k=2
ρk−1n Vk ·
n∑
l=k
ρ−ln Vl = op(1). (5.12)
Now, from (5.8)-(5.12), it follows that
Mn
k2nθ
n
n
=
1
γ1 − γ2 ξθnηθn + op(1).
Finally, for Xn,nεn,n, we have no difficulty to obtain by Lemma 4.1 that
Xn,nεn,n
k2nθ
n
nρ
n
n
=
θn
kn(θn − ρn)ξθnξρn −
ρn+1n
knθnn(θn − ρn)
ξ2ρn
=
1
γ1 − γ2 ξθnξρn + op(1),
(5.13)
which achieves the proof of part (2).
Because the proof of part (3) is similar to that of part (2), we leave it to the
interested reader. Finally, we check the part (4). From part (2) of Lemma 4.1, it
is obvious that
X2n,n
n2knθ2nn
= ϕ2θn and
Xn,nεn,n
nknθ2nn
= ϕθnξθn .
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To estimate Mn, firstly, by (5.3), we obtain that
Mn
nknθnn
=
1
nknθnn
n∑
k=2
(
θk−1n
k−1∑
l=1
(k − l)θ−ln Vl
)
Vk
=
1
nkn
n∑
k=2
θ−(n−k)−1n Vk ·
n∑
l=1
(k − l)θ−ln Vl −
1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
(k − l)θ−ln Vl
=
1
nkn
n∑
k=2
θ−(n−k)−1n Vk ·
n∑
l=1
(
(n− l + 1) + (k − n− 1)
)
θ−ln Vl
− 1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
(k − l)θ−ln Vl
=
1
nkn
n∑
k=2
θ−(n−k)−1n Vk ·
n∑
l=1
(n− l + 1)θ−ln Vl
+
1
nkn
n∑
k=2
(k − n− 1)θ−(n−k)−1n Vk ·
n∑
l=1
θ−ln Vl −
1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
(k − l)θ−ln Vl.
By the definitions of ϕθn and ηθn , we know that
1
nkn
n∑
k=2
θ−(n−k)−1n Vk ·
n∑
l=1
(n− l + 1)θ−ln Vl = ϕθnηθn . (5.14)
Hence, it is only needed to show that
1
nkn
n∑
k=2
(k − n− 1)θ−(n−k)−1n Vk ·
n∑
l=1
θ−ln Vl = op(1) (5.15)
and
1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
(k − l)θ−ln Vl = op(1). (5.16)
In fact, by the Cauchy-Schwartz inequality and some simple calculations,
E
∣∣∣∣∣ 1nkn
n∑
k=2
(k − n− 1)θ−(n−k)−1n Vk ·
n∑
l=1
θ−ln Vl
∣∣∣∣∣
≤ 1
nkn

E
(
n∑
k=2
(k − n− 1)θ−(n−k)−1n Vk
)2
1
2
·

E
(
n∑
l=1
θ−ln Vl
)2
1
2
=
σ2
nkn
(
n−1∑
i=1
i2θ−2in
) 1
2
·
(
n∑
l=1
θ−2ln
) 1
2
= O
(
kn
n
)
+O
(
θ−nn k
−3/2
n
)
= o(1),
which achieves the proof of (5.15). As for the checking of (5.16), since
1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k
(k − l)θ−ln Vl =
1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k+1
(k − l)θ−ln Vl
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and the sequence {∑nl=k+1 (k − l)θk−l−1n VlVk, 2 ≤ k ≤ n} is uncorrelated, we have
E
(
1
nknθnn
n∑
k=2
θk−1n Vk ·
n∑
l=k+1
(k − l)θ−ln Vl
)2
=
σ2θ−2nn
n2k2n
n∑
k=2
E
(
n∑
l=k+1
(k − l)θk−l−1n Vl
)2
=
σ4θ−2nn
n2k2n
n∑
k=2
n∑
l=k+1
(k − l)2θ2(k−l−1)n
≤ σ
4θ−2nn
n2k2n
n∑
k=2
n∑
i=1
i2θ−2i−2n = O
(
θ−2nn
nk2n
)
+O
(
nθ−4nn
k4n
)
= o(1),
which completes the proof of (5.16). Finally, from (5.14)-(5.16), it follows that
Mn
nknθnn
= ϕθnηθn + op(1),
which achieves the proof of part (4). 
Proof of Lemma 4.4. From (A.14) and (A.23) in Bercu & Pro¨ıa [3], it follows
that(
1− (θn + ρn)2 − (θnρn)2
)
Sn−1,n
= −X2n,n − (θnρn)2X2n−1,n + Ln − 2θnρn(θn + ρn)Pn−1,n + 2(θn + ρn)Mn − 2θnρnNn
(5.17)
and
Pn =
θn + ρn
1 + θnρn
Sn−1,n +
1
1 + θnρn
Mn +
θnρn
1 + θnρn
Xn,nXn−1,n, (5.18)
where Pn, Sn−1,n, Ln, Mn and Nn are defined as in (4.1) and (4.2). For some sake
of the reader, we list them here again,
Pl,n =
l∑
k=1
Xk,nXk−1,n, Sl,n =
l∑
k=1
X2k,n,
and
Ll =
l∑
k=1
V 2k , Ml,n =
l∑
k=1
Xk−1,nVk, Nl,n =
l∑
k=2
Xk−2,nVk.
Together with the facts that
Nn =
Mn −
∑n
k=1 εk−1,nVk
θn
and
X2n−1,n =
X2n,n + ε
2
n,n − 2Xn,nεn,n
θn
, Xn−1,nXn,n =
X2n,n −Xn,nεn,n
θn
, (5.19)
We can decompose Sn−1,n as follows
Sn−1,n =
1
θ2n − 1
X2n,n +Rn1, (5.20)
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where
Rn1 =
2θnρn
(1 − θnρn)(θ2n − 1)
Xn,nεn,n − ρ
2
n(1 + θnρn)
(1− θnρn)(1 − θ2n)(1 − ρ2n)
ε2n,n
+
1 + θnρn
(1− θnρn)(1 − θ2n)(1 − ρ2n)
Ln +
2θn
(1− θnρn)(1− θ2n)
Mn
+
2ρn(1 + θnρn)
(1− θnρn)(1 − θ2n)(1 − ρ2n)
n∑
k=1
εk−1,nVk.
If γ1 > γ2 > 0, then by Lemma 4.3, we have
1
θ2n − 1
X2n,n =
k4nθ
2n
n
2γ1(γ1 − γ2)2 ξ
2
θn + op(k
4
nθ
2n
n )
and
Rn1 = op(k
4
nθ
2n
n ).
Combined with (5.20), this proves the front half part of (1). If γ2 > γ1 > 0, similar
to (5.20), we can decompose Sn−1,n as follows
Sn−1,n =
1
θ2n − 1
X2n,n +
2θnρn
(1− θnρn)(θ2n − 1)
Xn,nεn,n
− ρ
2
n(1 + θnρn)
(1− θnρn)(1− θ2n)(1 − ρ2n)
ε2n,n +Rn3,
where
Rn3 =
1 + θnρn
(1− θnρn)(1− θ2n)(1 − ρ2n)
Ln +
2θn
(1− θnρn)(1 − θ2n)
Mn
+
2ρn(1 + θnρn)
(1− θnρn)(1− θ2n)(1 − ρ2n)
n∑
k=1
εk−1,nVk.
From Lemma 4.3, it follows that
1
θ2n − 1
X2n,n +
2θnρn
(1− θnρn)(θ2n − 1)
Xn,nεn,n − ρ
2
n(1 + θnρn)
(1− θnρn)(1 − θ2n)(1 − ρ2n)
ε2n,n
= − ρ
2
nρ
2n
n kn
(θn − ρn)2(1− ρ2n)
ξ2ρn + op(k
4
nρ
2n
n )
=
k4nρ
2n
n
2γ2(γ1 − γ2)2 ξ
2
ρn + op(k
4
nρ
2n
n )
and
Rn3 = op(k
4
nρ
2n
n ),
which achieve the second part of (1).
Because the proof of part (2) is similar to that of part (1), we omit it here. Now,
only part (3). When γ1 = γ2 = γ > 0, noting (5.20) and the fact ρn = θn, we have
Sn−1,n =
1
θ2n − 1
X2n,n +Rn4, (5.21)
ASYMPTOTIC DISTRIBUTION RELATED TO MILDLY-EXPLOSIVE AR(2) 23
where
Rn4 =− 2θ
2
n
(1 − θ2n)2
Xn,nεn,n − θ
2
n(1 + θ
2
n)
(1− θ2n)3
ε2n,n
+
1 + θ2n
(1 − θ2n)3
Ln +
2θn
(1 − θ2n)2
Mn +
2θn(1 + θ
2
n)
(1− θ2n)3
n∑
k=1
εk−1,nVk.
Applying Lemmas 4.2 and 4.3, we obtain that
1
θ2n − 1
X2n,n =
n2k2nθ
2n
n
2γ
ϕ2θn + op(n
2k2nθ
2n
n )
and
Rn4 = op(n
2k2nθ
2n
n ),
which achieve the proof of part (3). 
Because some equations in the proofs of Lemma 4.5 will be needed in that of
Proposition 4.1, we first establish Lemma 4.5.
Proof of Lemma 4.5. Let us begin with the proof of the front half part of (1).
By (5.18) and (5.19), we have
Pn − θnSn−1,n = ρn(1− θ
2
n)
1 + θnρn
Sn−1,n +
1
1 + θnρn
Mn +
θnρn
1 + θnρn
Xn,nXn−1,n
=
ρn(1− θ2n)
1 + θnρn
Sn−1,n +
1
1 + θnρn
Mn +
ρn
1 + θnρn
Xn,n (Xn,n − εn,n) .
Moreover, from (5.20), it follows that
Pn − θnSn−1,n =− ρn
1− θnρnXn,nεn,n −
ρ3n
(1− θnρn)(1 − ρ2n)
ε2n,n
+
1
1− θnρnMn +
ρn
(1− θnρn)(1 − ρ2n)
(
Ln + 2ρn
n∑
k=1
εk−1,nVk
)
.
(5.22)
Now, using (1) of Lemma 4.3 and (5.13), we have
− ρn
1− θnρnXn,nεn,n −
ρ3n
(1− θnρn)(1 − ρ2n)
ε2n,n
=
θnρn
(θnρn − 1)(θn − ρn)knθ
n
nρ
n
nξθnξρn +
ρ2n
(θn − ρn)(1− ρ2n)
knρ
2n
n ξ
2
ρn ,
which implies that
Pn − θnSn−1,n
=
θnρn
(θnρn − 1)(θn − ρn)knθ
n
nρ
n
nξθnξρn +
ρ2n
(θn − ρn)(1 − ρ2n)
knρ
2n
n ξ
2
ρn +Rn2,
(5.23)
where
Rn2 =
1
1− θnρnMn +
ρn
(1− θnρn)(1− ρ2n)
Ln +
2ρ2n
(1− θnρn)(1 − ρ2n)
n∑
k=1
εk−1,nVk.
Since
ρn
(1 − θnρn)(1− ρ2n)
Ln = Op(nk
2
n),
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from Lemma 4.3, we obtain that
Rn2 = op(k
3
nθ
n
nρ
n
n ∨ k3nρ2nn ). (5.24)
If note the fact,
ρ2n
(θn − ρn)(1− ρ2n)
=
k2n
2γ2(γ2 − γ1) + o(k
2
n), (5.25)
then by Lemma 4.2, we can get
ρ2n
(θn − ρn)(1 − ρ2n)
knρ
2n
n ξ
2
ρn = op(k
3
nθ
n
nρ
n
n).
Finally, from the following fact,
θnρn
(θnρn − 1)(θn − ρn) =
k2n
γ21 − γ22
+ o(k2n), (5.26)
we have, by (5.24),
Pn − θnSn−1,n
k3nθ
n
nρ
n
n
=
1
γ21 − γ22
ξθnξρn + op(1).
Now, we turn to the proof of the latter part of (1). Applying the same method
as in the proof of (5.23) and combining (5.17) and (5.18), we can show that
Pn − ρnSn−1,n = θnρn
(1− θnρn)(θn − ρn)knθ
n
nρ
n
nξθnξρn +Rn5,
where
Rn5 =
θ2n
(θ2n − 1)(θn − ρn)
knθ
2n
n ξ
2
θn +
θn
(1− θnρn)(1− θ2n)
Ln
+
θ2n + 1− 2θnρn
(1− θnρn)(1 − θ2n)
Mn +
2θnρn
(1 − θnρn)(1 − θ2n)
n∑
k=1
εk−1,nVk.
Then, form Lemmas 4.2 and 4.3, we have
Rn5 = op(k
3
nθ
n
nρ
n
n),
which implies, together with (5.26), that
Pn − ρnSn−1,n
k3nθ
n
nρ
n
n
=
1
γ22 − γ21
ξθnξρn + op(1). (5.27)
This completes the proof of f part (1).
Although the proof of part (2) is very similar to that of part (1), there is a
little difference on the conditions satisfied by the sequence (kn)n≥1. Here, we only
reproduce the proof of the front half part of (2). As the same as the proof of the
first part of (1), we can get (5.23). Because θn and ρn have opposite signs, we have
ρn
(1 − θnρn)(1− ρ2n)
Ln = Op(nkn).
Part (3) of Lemma 4.3 implies that the other two terms in Rn2 are Op(knθ
n
n) and
Op(k
2
nρ
n
n), respectively. And Lemma 4.2 implies that the second term in (5.23) is
Op(k
2
nρ
2n
n ). Note that the following facts,
ρ2n
(θn − ρn)(1− ρ2n)
= − kn
4γ2
+ o(kn), (5.28)
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and
θnρn
(θnρn − 1)(θn − ρn) =
1
4
+ o(1), (5.29)
then, to obtain the desired result, it is enough to ensure that
nθ−nn ρ
−n
n → 0 and knρnnθ−nn → 0.
Fortunately, kn = n
α when α ∈ (0, 1) just meets this.
For the part (3) of this lemma, i.e. the case γ1 = γ2 = γ > 0, by (5.21) and
(5.22), we can write
n (Pn − θnSn−1,n)− θnSn−1,n
=
nθn
θ2n − 1
Xn,nεn,n − θn
θ2n − 1
X2n,n +
2θ3n
(1 − θ2n)2
Xn,nεn,n − nθ
3
n
(1− θ2n)2
ε2n,n +Rn6,
where
Rn6 =
n
1− θ2n
Mn +
nθn
(1− θ2n)2
(
Ln + 2θn
n∑
k=1
εk−1,nVk
)
+
θ3n(1 + θ
2
n)
(1− θ2n)3
ε2n,n −
2θ2n
(1− θ2n)2
Mn − θn(1 + θ
2
n)
(1− θ2n)3
(
Ln + 2θn
n∑
k=1
εk−1,nVk
)
.
From Lemma 4.3, it follows that
Rn6 = Op
(
k4nθ
2n
n
)
. (5.30)
And using Lemma 4.3 again, we can obtain that
nθn
θ2n − 1
Xn,nεn,n − θn
θ2n − 1
X2n,n +
2θ3n
(1− θ2n)2
Xn,nεn,n − nθ
3
n
(1− θ2n)2
ε2n,n
=
θn
θ2n − 1
nknθ
2n
n ϕθn
(
n(ξθn − ϕθn) +
kn
2γ
ξθn
)
+Rn7,
where
Rn7 =
θn
θ2n − 1
nknθ
2n
n ϕθnξθn
(
θ2n
θ2n − 1
− kn
2γ
)
+
nθ3n
(θ2n − 1)2
knθ
2n
n ξθn(ϕθn − ξθn).
However, by part (2) of Lemma 4.2, one can see that
Rn7 = op
(
nk3nθ
2n
n
)
. (5.31)
Above discussions immediately yield the part (3) of this lemma. 
Finally, we end this appendix with the proof of Proposition 4.1.
Proof of Proposition 4.1. We first deal with the first part of (1) in the proposi-
tion. Note that, if γ2 > γ1 > 0, then from (5.24), we have
Rn2 = op(k
3
nρ
2n
n ).
Hence, together with (5.25) and (5.26), we get
Pn − θnSn−1,n
k3nρ
2n
n
=
1
2γ2(γ2 − γ1)ξ
2
ρn + op(1). (5.32)
Consequently, Lemmas 4.2 and 4.4 imply that
kn(θˆn − θn) P−→ (γ2 − γ1).
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Similarly, we can prove the second part of (1). As for part (2), if γ1 = γ2 = γ > 0,
from (5.22), we can write that
Pn − θnSn−1,n = θn
θ2n − 1
Xn,nεn,n +Rn8,
where
Rn8 =
θn
(1− θ2n)2
Ln +
1
1− θ2n
Mn +
2θ2n
(1− θ2n)2
n∑
k=1
εk−1,nVk − θ
3
n
(1− θ2n)2
ε2n,n.
Using Lemma 4.2 and (4) of Lemma 4.3, we obtain
Rn8 = op(nk
2
nθ
2n
n ).
Therefore, we can complete the proof of part (2) in this proposition immediately by
Lemma 4.4 and the fact, ξθ = ϕθ. 
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