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Abstract
We prove smooth and analytic versions of the classical Schwarz reflection principle for
transversal CR mappings between two Levi-nondegenerate CR manifolds of hypersurface
type.
1 Introduction
This article studies the smoothness and analyticity of CR mappings between two CR manifolds
M (the source) andM ′ (the target) whereM is an abstract CR manifold of hypersurface type of
CR dimension n and M ′ ⊂ CN+1 (N > n ≥ 1) is a hypersurface. It will be assumed that both
M and M ′ are Levi nondegenerate. When the target manifold M ′ is strongly pseudoconvex,
smoothness results for CR mappings were proved in our work [BX] under weaker assumptions
on the abstract CR manifold M . For example, one of the results in [BX] showed that when
M ′ ⊂ Cn+k is strongly pseudoconvex and smooth, and M is a smooth abstract CR manifold
of CR dimension n such that its Levi form at each characteristic covector has a nonzero
eigenvalue, then any Ck CR mapping whose differential is injective on the CR bundle of M
is smooth on a dense open set. Here we prove an analogous result when M ′ is assumed to be
Levi nondegenerate, but not strongly pseudoconvex. We show by means of an example that
in this case, one has to impose a restriction on the signature of M ′.
∗Work supported in part by NSF DMS 1300026
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The main results of the paper may be viewed as smooth and analytic versions of the
Schwarz reflection principle for CR maps. Among the numerous works on various versions of
this principle, we mention [Fe], [Le], [Pi], [BJT], [Be], [Fr1], [Fr2], [BN], [CKS], [CGS], [CS],
[DW], [EH], [EL], [Hu1],[Hu2], [KP], [La1], [La2], [La3], [M], [NWY], [Tu], and [W]. The book
[BER] contains an account and many more references when the manifolds are real analytic or
algebraic.
In Section 2 we state our main result and present two examples that illustrate why the
assumptions in our main result can not be relaxed. In the same section, in order to substantiate
our examples, we construct an example of a Ck CR function (for any positive integer k) on a
smooth strongly pseudoconvex manifold M that is not C∞ on any nonempty open set in M .
In Section 3 we present the proof of our main result.
Acknowledgement: The authors thank Professor Xiaojun Huang for a helpful discussion
on this work.
2 Main result and preliminaries
Let M and M ′ be CR manifolds with CR bundles V and V ′ respectively. A differentiable
mapping F : M → M ′ is called a CR mapping if dF (V) ⊂ V ′. When M ′ ⊂ CN ′, this
is equivalent to saying that the components of F = (F1, . . . , FN ′) are CR functions. The
mapping F is called CR transversal at p ∈M if dF (CTpM) is not contained in V ′F (p) + V ′F (p).
The main result of this article is as follows:
Theorem 2.1. Let M be a smooth abstract CR manifold of hypersurface type of CR dimension
n and M ′ ⊂ CN+1, (n ≥ 1, n < N ≤ 2n) be a smooth real hypersurface. Assume that M and
M ′ are Levi-nondegenerate and M ′ has signature (l, N − l), l > 0 the number of positive
eigenvalues of the Levi form. Let F = (F1, · · · , FN+1) : M → M ′ be a CR-transversal CR
mapping of class CN−n+1. Assume that l ≤ n and N − l ≤ n. Then F is smooth on a dense
open subset of M.
We remark that if l > n or N − l > n, Example 2.4 will show that the Theorem will
not hold. This explains the assumption N ≤ 2n in Theorem 2.1. Note that the case l = 0
(and therefore also l = N) was treated in [BX ], and therefore, we may always assume that
0 < l < N . Since CR functions are C∞ whenever the Levi form has a positive and a negative
eigenvalue, we may also assume that M is strongly pseudoconvex. Our methods also lead to
the following analyticity result:
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Theorem 2.2. Let M ⊂ Cn+1 and M ′ ⊂ CN+1, (n ≥ 1, n < N ≤ 2n) be real analytic
hypersurfaces. Assume that M and M ′ are Levi-nondegenerate and M ′ has signature (l, N −
l), l > 0 the number of positive eigenvalues of the Levi form. Let F = (F1, · · · , FN+1) :M →
M ′ be a CR-transversal CR mapping of class CN−n+1. Assume that l ≤ n and N − l ≤ n.
Then F is real analytic on a dense open subset of M.
It is well known that in Theorem 2.2, if M1 ⊂M denotes the dense subset where F is real
analytic, then F extends as a holomorphic map in a neighborhood of each point of M1. As a
consequence of Theorem 2.1, Theorem 2.2 and the main result in [BX], we have the following:
Corollary 2.3. Let M ⊂ Cn and M ′ ⊂ Cn+1(n ≥ 2) be real analytic (resp. smooth) hypersur-
faces. Assume that M and M ′ are Levi-nondegenerate and F : M → M ′ is a CR-transversal
CR mapping of class C2. Then F is real analytic (resp. smooth) on a dense open subset of M.
When F is assumed to be C∞, Corollary 2.3 in the real analytic case was proved in [EL].
Corollary 2.3 implies that a result on finite jet determination proved in [EL] (see Corollary
1.3 in [EL]) holds under a milder smoothness assumption:
Corollary 2.4. Let M ⊂ Cn and M ′ ⊂ Cn+1(n ≥ 2) be smooth connected hypersurfaces which
are Levi-nondegenerate, and f : M → M ′ and g : M → M ′ transversal CR mappings of class
C2. If for any p in some dense open subset of M , the jets at p of f and g satisfy j4pf = j
4
pg,
then f = g.
The following examples show that in Theorems 2.1 and 2.2, neither the hypothesis on the
signature of M ′ nor the transversality assumption on F can be dropped.
Example 2.5. Let M ⊂ Cn+1(n ≥ 1) be the hypersurface given by
{(z1, . . . , zn, w) ∈ Cn+1 : Imw =
∑n
i=1 |zi|2}. Let M ′ ⊂ CN+1 (N ≥ n + 2) be defined as
{(z1, · · · , zN , w) ∈ CN+1 : Imw =
∑n+1
i=1 |zi|2 +
∑N−1
j=n+2 ǫj |zj |2 − |zN |2}, where each ǫj ∈
{1,−1}. Let f be a CN−n+1 CR function on M which not smooth on any nonempty open
subset of M (see Theorem 2.7 below for an example of such). Then F (z1, . . . , zn, w) =
(z1, . . . , zn, f(z1, . . . , zn, w), 0, . . .0, f(z1, . . . , zn, w), w) is a CR-transversal map of class C
N−n+1
from M to M ′. Clearly F is not smooth on any nonempty open subset of M and, hence, since
we may assume in Theorem 2.1 that M ′ is not strongly pseudoconvex and that therefore when
l > n, N ≥ n + 2, Theorem 2.1 does not hold. Likewise, the theorem does not hold when
N − l > n. It follows that for the theorem to hold, we need to assume that l ≤ n, N − l ≤ n
and hence N ≤ 2n.
Example 2.6. Let M ⊂ Cn (n ≥ 2) be given by {(z1, · · · , zn−1, w) ∈ Cn : Imw =
∑n−1
i=1 |zi|2}
and define M ′ ⊂ Cn+1 by M ′ = {(z1, · · · , zn, w) ∈ Cn+1 : Imw =
∑n−1
i=1 |zi|2 − |zn|2}. Then
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F = (0, · · · , 0, f, f, 0) is a C2 CR map from M to M ′, where f is a C2 CR function on M
which is not smooth on any nonempty open subset of M. Note that F is not transversal at any
point on M, and is not smooth on any nonempty open subset of M.
In order to make the preceding two examples meaningful, we will next show the existence
of a Ck CR function on a strongly pseudoconvex hypersurface which is not smooth on any
nonempty open subset.
Theorem 2.7. Let D ⊂ Cn be a bounded domain with a smooth boundary M which is strongly
pseudoconvex. Let k ≥ 1 be a positive integer. Then there exists a CR function f on M of
class Ck which is not C∞ on any nonempty open subset of M .
Proof. First fix p ∈ M and let g ∈ C∞(D) that is holomorphic on D and peaks at p, say,
|g(z)| < g(p) = 1 for z ∈ D \ p. By Hopf’s Lemma, the normal derivative of g at p is nonzero
and hence there is a smooth vector field X tangent to M near p such that Xg(p) 6= 0. It
follows that for any positive integer m, with a choice of a branch of logarithm, the function
gm(z) = (1− g(z))m+ 12 is a CR function of class Cm on M but which is not of class Cm+1 at
p. Let {pi}∞i=0 ⊂M be a dense subset of M. We choose a sequence of Ck CR functions {fi}∞i=0
on M with the following properties: For each i ≥ 0, fi ∈ Ck+i(M) ∩ C∞(M \ {pi}), and fi is
not Ck+i+1 at pi. Then there exists a sequence of positive numbers {bi}∞i=0 such that, for any
sequence of complex numbers {ci}∞i=0 with |ci| ≤ bi, i ≥ 0,
∑∞
i=0 cifi converges uniformly to a
Ck CR function on M.
We fix a local chart (Ui, x) for each pi, i ≥ 0 onM, where Ui is a neighborhood of pi. Choose
Ωi ⊂⊂ Ui, i ≥ 0 to be a sufficiently small neighborhood of pi with the following properties:
(1). For each i ≥ 1, p0, · · · , pi−1 6∈ Ωi.
(2). There exists a sequence of positive numbers {M ji }i>j such that for any j ≥ 0,
|Dαfi(x)| ≤ M ji for all |α| ≤ k + j + 1, i > j, and for all x ∈ Ωj . Here α is a multiin-
dex, and Dα denotes derivatives with respect to all real variables. The existence of such
{M ji }i>j is ensured by the fact that fi is Ck+j+1−smooth for all i > j.
Next choose a sequence of positive numbers {ai}∞i=0 as follows: a0 < b0, and
ai < min{bi, 1
2iM0i
, · · · , 1
2iM i−1i
}, for i ≥ 1.
Let f =
∑∞
i=0 aifi. Then f is a C
k CR function on M. Moreover, from the choice of ai, i ≥ 1,
one can see that
∑∞
i=1 aiD
αfi converges uniformly in Ω0, for any |α| ≤ k + 1. Consequently,∑∞
i=1 aifi converges to a C
k+1 function in Ω0. Thus f is not C
k+1 at p0 since f0 is not. Similarly,
one can check that f is not Ck+i+1 at pi, for all i ≥ 0. Hence, by the density of the sequence
{pi}∞i=0, f is a Ck CR function which is not smooth on any nonempty open subset of M .
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Remark 2.8. As a consequence of Theorem 2.7, we see that for any k ≥ 1, there exists
a CR function f of class Ck on the hypersurface M = {(z1, · · · , zn, w) ∈ Cn+1 : Imw =∑n
i=1 |zi|2}(n ≥ 1) which is not smooth on any nonempty open subset, since M is biholomor-
phically equivalent to the unit sphere ∂Bn+1 = {(z1, · · · , zn) ∈ Cn+1 : |z1|2 + · · ·+ |zn+1|2 = 1}
minus the point (0, . . . , 0, 1).
We will need the following concept of k0−nondegeneracy introduced in [La1]:
Definition 2.9. Let M˜, M˜ ′ be CR manifolds, M˜ ′ ⊂ CN ′ and H : M˜ → M˜ ′ a Ck0 CR mapping,
p0 ∈ M˜. Let ρ = (ρ1, · · · , ρd′) be local defining functions for M˜ ′ near H(p0), and choose a
basis L1, · · · , Ln of CR vector fields for M˜ near p0. If α = (α1, · · · , αn) is a multiindex, write
Lα = Lα11 · · ·Lαnn . Define the increasing sequence of subspaces Ei(p0)(0 ≤ i ≤ k0) of CN ′ by
Ei(p0) = SpanC{Lαρµ,Z′(H(Z), H(Z))|Z=p0 : 0 ≤ |α| ≤ i, 1 ≤ µ ≤ d′}.
Here ρµ,Z′ = (
∂ρµ
∂z′
1
, · · · , ∂ρµ
∂z′
N′
), and Z ′ = (z′1, · · · , z′N ′) are the coordinates in CN
′
. We say that
H is k0−nondegenerate at p0 (1 ≤ k0 ≤ k) if
Ek0−1(p0) 6= Ek0(p0) = CN
′
.
The dimension of Ei(p) over C will be called the i
th geometric rank of F at p and it will
be denoted by ranki(F, p).
For the invariance of the definition under the choice of the defining functions ρl, the basis
of CR vector fields and the choice of holomorphic coordinates in CN
′
, the reader is referred to
[La2]. It is easy to see that ranki(F, p) ≤ ranki+1(F, p), for any i ≥ 0, p ∈ M. We will see in
Section 3 that under the hypothesis of Theorem 2.1, rank1(F, p) = n+ 1 and so ranki(F, p) ≥
n+ 1, for any p ∈M, i ≥ 1.
3 Proof of Theorem 2.1
Let M,M ′, F be as in Theorem 2.1. We work near a point p ∈ M which we fix. If the Levi
form of M at p has a positive and a negative eigenvalue, then the smoothness of F follows
from Theorem 2.9 in [BX] and so we may assume that M is strongly pseudoconvex at p. Let
V denote the CR bundle of M . By Theorem IV.1.3 in [T], there is an integrable CR structure
onM near p with CR bundle V̂ that agrees with V to infinite order at p. In particular, (M, V̂)
is strongly pseudoconvex at p and hence we can find local coordinates x1, y1, . . . , xn, yn and s
vanishing at p and first integrals Zj = xj +
√−1yj = zj , 1 ≤ j ≤ n, Zn+1 = s+
√−1ψ(z, z, s)
where z = (z1, . . . , zn) and ψ is a real-valued smooth function satisfying
ψ(z, z, s) = |z|2 +O(s2) +O(|z|3).
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In these coordinates, near the origin, the bundle V has a basis of the form
Lj =
∂
∂zj
+ Aj(z, z, s)
∂
∂s
+
n∑
k=1
Bjk(z, z, s)
∂
∂zk
1 ≤ j ≤ n
where each
Aj(z, z, s) =
−√−1ψzj (z, z, s)
1 +
√−1ψs(z, z, s)
to infinite order at 0
and the Bjk vanish to infinite order at 0. We may assume 0 ∈ M ′, F (0) = 0 and that we have
coordinates Z ′ = (z′1, . . . , z
′
N+1) in C
N+1 so that near 0, M ′ is defined by
− z
′
N+1 − z′N+1
2
√−1 +
l∑
j=1
|z′j|2 −
N∑
i=l+1
|z′j|2 + φ∗(Z ′, Z ′) = 0 (3.1)
where φ∗(Z ′, Z ′) = O(|Z ′|3) is a real-valued smooth function.
In the following, for two m-tuples x = (x1. · · · , xm), y = (y1, · · · , ym) of complex numbers,
we write 〈x, y〉l =
∑m
j=1 δj,lxjyj and |x|2l = 〈x, x〉l =
∑m
j=1 δj,l|xj |2, where we denote by δj,l the
symbol which takes value 1 when 1 ≤ j ≤ l and −1 otherwise. Let z˜′ = (z′1, · · · , z′N). Then
M ′ is locally defined by
ρ(Z ′, Z ′) = −z
′
N+1 − z′N+1
2
√−1 + |z˜
′|2l + φ∗(Z ′, Z ′) = 0.
If we write F = (F1, . . . , FN+1) = (F˜ , FN+1), then F satisfies:
− FN+1 − FN+1
2
√−1 + |F˜ |
2
l + φ
∗(F, F ) = 0. (3.2)
Let V ′ denote the CR bundle of M ′. Since F is CR-transversal, and the fibers V0 and V ′0 are
spanned by ∂
∂zj
, 1 ≤ j ≤ n and ∂
∂z′
k
, 1 ≤ k ≤ N , we get λ := ∂FN+1
∂s
(0) 6= 0. Moreover, equation
(3.2) shows that the imaginary part of FN+1 vanishes to second order at the origin, and so the
number λ is real. We claim that we can assume that λ > 0. Indeed, when λ < 0, by considering
M˜ ′ defined by ρ(τ(Z), τ(Z)) instead of M ′, and considering F˜ = τ ◦ F instead of F, we get
λ > 0. Here τ is the change of coordinates in CN+1 : τ(z1, · · · , zN , w) = (z1, · · · , zN ,−w). By
applying Lj , LjLk, LjLk to equation (3.2), and evaluating at 0, we get
∂FN+1
∂zi
(0) = 0, 1 ≤ i ≤ n,
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and
∂FN+1
∂zk∂zj
(0) =
∂FN+1
∂zk∂zj
= 0, 1 ≤ k, j ≤ n.
We next apply LjLk to FN+1 and evaluate at 0 to get
∂FN+1
∂zj∂zk
(0) =
√−1δjkλ,
where δjk is the Kronecker delta. Hence we are able to write,
FN+1(z, z, s) = λs+
√−1λ|z|2 +O(|z||s|+ s2) + o(|z|2), (3.3)
For 1 ≤ j ≤ N , using LkFj(0) = 0, we have:
Fj = bjs+
n∑
i=1
aijzi +O(|z|2 + s2). (3.4)
for some bj ∈ C, aij ∈ C, 1 ≤ i ≤ n, 1 ≤ j ≤ N, or equivalently,
(F1, · · · , FN) = s(b1, · · · , bN) + (z1, · · · , zn)A+ (Fˆ1, · · · , FˆN) (3.5)
where A = (aij)n×N is an n×N matrix, and Fˆj = O(|z|2+ s2), 1 ≤ j ≤ N. Plugging (3.3) and
(3.4) into equation (3.2), we get
λ|z|2 +O(|z||s|+ s2) + o(|z|2) = 〈zA, zA〉l +O(|z||s|+ s2) + o(|z|2).
When s = 0 the latter equation leads to
λ|z|2 + o(|z|2) = 〈zA, zA〉l + o(|z|2).
It follows that
λIn = AE(l, N)A
∗, (3.6)
where A∗ = At. Here In denotes the n by n identity matrix and E(k,m) denotes the m×m
diagonal matrix with its first k diagonal elements 1 and the rest −1. Note from equation (3.6)
that the matrix A has rank n. Moreover, since λ > 0, we get l ≥ n from equation (3.6) using
elementary linear algebra. Since l ≤ n, it follows that l = n. Thus M ′ is locally defined by
ρ(Z ′, Z ′) = −z
′
N+1 − z′N+1
2
√−1 + |z˜
′|2n + φ∗(Z ′, Z ′) = 0, (3.7)
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and we have
λIn = AE(n,N)A
∗. (3.8)
A direct computation shows that
LiF j(0) = aij , 1 ≤ i ≤ n, 1 ≤ j ≤ N.
Since A = (aij)1≤i≤n,1≤j≤N is of rank n, we conclude that dF : T
(0,1)
0 M → T (0,1)0 M ′ is injective.
Now let us introduce some notations. Set
aj(Z,Z) = ρz′j (F (Z), F (Z)) = δj,nF j + φ
∗
z′j
(F, F ), 1 ≤ j ≤ N,
aN+1(Z,Z) = ρz′
N+1
(F (Z), F (Z)) =
√−1
2
+ φ∗z′
N+1
(F, F ).
and
a = (a1, · · · , aN+1).
We have:
LαρZ′(F, F ) = L
αa = (Lαa1, · · · , LαaN , LαaN+1),
for any multiindex 0 ≤ |α| ≤ N − n + 1. Recall that for any 0 ≤ i ≤ N − n+ 1,
ranki(F, p) = dimC(SpanC{Lαa(Z,Z)|p : 0 ≤ |α| ≤ i}).
From the injectivity of dF and we get
Lemma 3.1. Let M,M ′, F be as in Theorem 2.1. Then for any p ∈ M, rank0(F, p) =
1, rank1(F, p) = n + 1. Consequently, ranki(F, p) ≥ n+ 1, for any i ≥ 1.
We next prove a normalization lemma which will be used later.
Lemma 3.2. Let M,M ′, F be as in Theorem 2.1. Assume rankl(F, p) = m + 1, for some
l > 1, m ≥ n. Then there exist multiindices {βn+1, · · · , βm} with 1 < |βi| ≤ l for all i, such
that after a linear biholomorphic change of coordinates in CN+1 : Z˜ = (z˜1, · · · , z˜N , z˜N+1) =
((z′1, · · · , z′N )V, z′N+1), where Z˜ denotes the new coordinates in CN+1, and V is an N × N
matrix satisfying V E(n,N)V ∗ = E(n,N), the following hold:
a˜|p = (0, · · · , 0,
√−1
2
),

 L1a˜|p· · ·
Lna˜|p

 = ( √λIn 0n×(N−n) 0tn ) , (3.9)
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
 Lβn+1a˜|p· · ·
Lβm a˜|p

 = ( C Mm−n 0(m−n)×(N−m) d ) . (3.10)
Here we write a˜ = ρ˜Z˜(Z˜(F ), Z˜(F )), and ρ˜ is a local defining function of M
′ near 0 in the
new coordinates. Moreover, In is the n× n identity matrix, 0n×(N−n) is an n× (N − n) zero
matrix, and 0tn is an n−dimensional zero column vector. C is an (m− n)× n matrix, Mm−n
is an (m−n)× (m−n) invertible matrix, 0(m−n)×(N−m) is an (m−n)× (N −m) zero matrix,
and d is an (m− n)−dimensional column vector.
Proof. Assume that p = 0. Note that Liaj(0) = δj,nLiF j(0) = δj,naij. Thus we have,

a|0
L1a|0
· · ·
Lna|0

 =
(
0N−n
√−1
2
AE(n,N) 0tn
)
,
where A = (aij)1≤i≤n,1≤j≤N is as mentioned above, 0N−n is an (N − n)− dimensional zero
row vector, 0tn is an n−dimensional zero column vector. Let B = E(n,N)At. Then by equa-
tion (3.8), we know that AB = λIn, and B
∗E(n,N)B = λIn. By a result in [BHu] (see
page 386 in [BHu] for more details on this), we can find an N × N matrix U whose first
n rows are rows of B∗, such that, UE(n,N)U∗ = λE(n,N). Consequently, U∗E(n,N)U =
λE(n,N),WE(n,N)W ∗ = E(n,N), where W = 1√
λ
U∗.
We next make the following change of coordinates in CN+1: Z˜ = Z ′D−1 where
D =
(
E(n,N)W 0tN
0N 1
)
,
and 0N is N−dimensional zero row vector. Then the function ρ˜(Z˜, Z˜) = ρ(Z˜D, Z˜D) is a
defining function for M ′ near 0 with respect to the new coordinates Z˜. By the chain rule,
ρ˜Z˜(F˜ (Z), F˜ (Z)) = ρZ′(F (Z), F (Z))D, where F˜ (Z) = F (Z)D
−1.
For any multiindex α,
Lαρ˜
Z˜
(F˜ (Z), F˜ (Z)) = LαρZ′(F (Z), F (Z))D.
9
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In particular, at p = 0, we have,

a˜|0
L1a˜|0
· · ·
Lna˜|0

 =
(
0N
√−1
2
AE(n,N) 0tn
)
D =
(
0N
√−1
2
AW 0tn
)
,
where a˜(Z,Z) = ρ˜
Z˜
(F˜ (Z), F˜ (Z)). Since A = B∗E(n,N),
AW =
1√
λ
B∗E(n,N)U∗ =
( √
λIn 0
)
.
Thus equation (3.9) holds with respect to the new coordinates Z˜. In the following, we will
still write Z ′ instead of Z˜, a instead of a˜. Since {a, L1a, · · · , Lna}|0 is linearly independent,
extend it to a basis of El(0), which has dimension m + 1 by assumption. That is, pick
multiindices {βn+1, · · · , βm} with 1 < |βi| ≤ l for each i, such that,
{a, L1a, · · · , Lna, Lβn+1a, · · · , Lβma}|0
is linearly independent over C.Write aˆ = (an+1, · · · , aN), i.e., the (n+1)th to N th components
of a. Note that {a, L1a, · · · , Lna}|0 is of the form (3.9). The set {Lβn+1 aˆ, · · · , Lβm aˆ}|0 is
linearly independent in CN−n. Let S be the (m − n)−dimensional vector space spanned by
it and let {T1, · · · , Tm−n} be an orthonormal basis of S. Extend it to an orthonormal basis
{T1, · · · , Tm−n, Tm−n+1, · · · , TN−n} of CN−n and set T to be the following (N − n)× (N − n)
unitary matrix:
T =

 T1· · ·
TN−n


∗
.
We next make the following change of coordinates:
Z˜ = (z˜1, · · · , z˜N , z˜N+1) = (z′1, · · · , z′n, (z′n+1, · · · , z′N )T−1, z′N+1).
One can check that equation (3.10) holds in the new coordinates Z˜.
Remark 3.3. From the construction of V in the proof of Lemma 3.2, one can see that, in
the new coordinates Z˜, the following continues to hold: M ′ is locally defined near 0 by
ρ˜(Z˜, Z˜) = − z˜N+1 − z˜N+1
2
√−1 +
n∑
i=1
|z˜i|2 −
N∑
i=n+1
|z˜i|2 + φ˜∗(Z˜, Z˜) = 0,
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where Z˜ = (z˜1, · · · , z˜N , z˜N+1), and φ˜∗(Z˜, Z˜) = O(|Z˜|3) is a real-valued smooth function near
0. In what follows, we will write the new coordinates as Z ′ instead of Z˜, drop the tilde from ρ˜
and set a(Z,Z) = ρZ′(F (Z), F (Z)).
Remark 3.4. In Lemma 3.2, equations (3.9), (3.10) can be rewritten as follows:
a˜|0 = (0, · · · , 0,
√−1
2
),


L1a|0
· · ·
Lna|0
Lβn+1a|0
· · ·
Lβma|0


=
(
Bm 0 b
)
, (3.11)
where Bm is an m × m invertible matrix, 0 is an m × (N − m) zero matrix, b is an
m−dimensional column vector. We note that Lemma 3.2 plays the same role as Lemma
4.2 in [BX].
The remaining argument will be essentially the same as in [BX]. But to make the paper
more complete and self-contained, we will still include a few details. First we need the following
regularity theorem from [BX](Theorem 4.8, [BX]).
Theorem 3.5. Let M,M ′, F be as in Theorem 2.1 (resp. as in Theorem 2.2). Let p ∈ M
and O be a neighborhood of p in M. Assume that for some 1 ≤ l ≤ N −n, rankl(F, p) = n+ l,
and rankl+1(F, q) = n+ l for all q ∈ O. Then F is smooth (resp. real analytic) near p.
Proof. We first prove Theorem 3.5 in the smooth case. Although M ′ is different from the
one in [BX], the proof of theorem 4.8 in [BX] applies to establish Theorem 3.5 which involves
applications of Lemma 3.2 above and Theorem V.3.7 in [BCH]. Assume p = 0. From Lemma
3.2 and the assumption, after a suitable biholomorphic change of coordinates, we conclude
that there exist multiindices {βn+1, . . . , βn+l−1} with 1 < |βi| ≤ l, such that
a˜|0 = (0, · · · , 0,
√−1
2
),


L1a|0
· · ·
Lna|0
Lβn+1a|0
· · ·
Lβn+l−1a|0


=
(
Bn+l−1 0 b
)
. (3.12)
Indeed, the form (3.12) is all that is needed to use the proof of Theorem 4.8 to arrive at
the following:
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There are CR functions Gji of smoothness class C
N+1−n−l defined in a neighborhood O of
0 in M such that :
aj −
n+l−1∑
i=1
G
j
iai −GjN+1aN+1 = 0, n + l ≤ j ≤ N. (3.13)
That is, in O,
δj,nFj + φ∗z′j −
n+l−1∑
i=1
G
j
i (δi,nFi + φ
∗
z′i
)−GjN+1(
1
2
√−1 + φ
∗
z′
N+1
) = 0. (3.14)
We also have,
− FN+1 − FN+1
2
√−1 + F1F1 + · · ·+ FnFn − Fn+1Fn+1 − · · · − FNFN + φ
∗(F, F ) = 0; (3.15)
for 1 ≤ j ≤ n,
LjFN+1
2
√−1 + F1LjF1 + · · ·+ FnLjFn − Fn+1LjFn+1 − · · · − FNLjFN + Ljφ
∗(F, F ) = 0; (3.16)
and for n + 1 ≤ t ≤ n + l − 1,
LβtFN+1
2
√−1 +F1L
βtF1+ · · ·+FnLβtFn−Fn+1LβtFn+1−· · ·−FNLβtFN+Lβtφ∗(F, F ) = 0. (3.17)
We recall the local coordinates (x, y, s) ∈ Rn × Rn × R that vanish at the central ponit
p ∈M . By Theorem 2.9 in [BX], Gji , GjN+1, F1, · · · , FN+1 extend to almost analytic functions
into a half-space {(x, y, s + it) ∈ U × V × Γ : (x, y, s) ∈ U × V, t ∈ Γ}, with edge M near
p = 0 for all 1 ≤ i ≤ n + l − 1, n + l ≤ j ≤ N. Here U × V is a neighborhood of the origin
in Cn × R and Γ is an interval (0, r) in t−space. We still denote the extended functions by
G
j
i , G
j
N+1, F1, · · · , FN+1.
Equations (3.14), (3.15), (3.16) and (3.17) can be used to get a smooth map
Ψ(Z ′, Z ′,W ) = (Ψ1, · · · ,ΨN+1) defined in a neighborhood of {0}×Cq in CN+1×Cq, smooth
in the first N +1 variables and polynomial in the last q variables for some integer q, such that,
Ψ(F, F , (LαF )1≤|α|≤l, G
n+l
1 , · · · , Gn+ln+l−1, Gn+lN+1, · · · , GN1 , · · · , GNn+l−1, GNN+1) = 0
12
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at (z, s, 0) with (z, s) ∈ U × V. Write
G = (Gn+l1 , · · · , Gn+ln+l−1, Gn+lN+1, · · · , GN1 , · · · , GNn+l−1, GNN+1). (3.18)
Observe that
ΨZ′|(F (0),F (0),(LαF )1≤|α|≤l(0),G(0)) =

 0n+l−1 0N−n−l+1
√−1
2
Bn+l−1 0 b
C −IN−n−l+1 0tN−n−l+1

 ,
where 0m is an m−dimensional zero row vector, C is a (N − n− l + 1)× (n+ l − 1) matrix,
IN−n−l+1 is the (N − n− l+1)× (N − n− l+ 1) identity matrix and we recall that Bn+l−1 is
an invertible (n+ l− 1)× (n+ l− 1) matrix, 0 is an (n+ l− 1)× (N −n− l+1) zero matrix,
b is an (n+ l − 1)−dimensional column vector.
The matrix ΨZ′|(F (0),F (0),(LαF )1≤|α|≤l(0),G(0)) is invertible. By applying the “almost holomor-
phic” implicit function theorem in [La1], we get a solution ψ = (ψ1, · · · , ψN+1) from CN+1×Cq
to CN+1 satisfying for each multiindex α, and each j,
Dα
∂ψj
∂Z ′i
(Z ′, Z ′,W ) = 0, if Z ′ = ψ(Z ′, Z ′,W )
and for each 1 ≤ j ≤ N + 1,
Fj = ψj(F, F , (L
αF )1≤|α|≤l, G)
at (z, s, 0) with (z, s) ∈ U × V. The map ψ is smooth in all variables and holomorphic in W .
For each j = 1, · · · , n, we denote by Mj smooth extensions of Lj to U × V × R given by
Mj =
∂
∂zj
+ A(x, y, s, t)
∂
∂s
+
n∑
k=1
Bjk(x, y, s, t)
∂
∂zk
where the Bjk andA are smooth extensions of the corresponding coefficients of the Lj satisfying
∂wA(x, y, s, t), ∂wBjk(x, y, s, t) = O(|t|m), ∀m = 1, 2, · · · . (3.19)
For each 1 ≤ j ≤ N + 1, set
hj(z, s, t) = ψj(F (z, s,−t), F (z, s,−t), (MαF )1≤|α|≤l(z, s,−t), G(z, s,−t))
and shrink U and V and choose δ in such a way that each hj is defined and continuous in Ω−
where Ω− = {(x, y, s+ it) : (x, y, s) ∈ U ×V, t ∈ −Γ, |t| ≤ δ}. The arguments in [BX] showed
the estimates:
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∣∣DαxDβyDγshj(z, s, t)∣∣ ≤ C|t|λ , for some C, λ > 0
and
DαxD
β
yD
γ
s∂whj(z, s, t) = O(|t|m), ∀m = 1, 2, . . .
for t ∈ −Γ, 1 ≤ j ≤ N + 1.
Notice that the Fj satisfy similar estimates for t ∈ Γ, and b+Fj = b−hj for each 1 ≤
j ≤ N + 1. Applying Theorem V.3.7 in [BCH], we conclude that F is smooth near p. This
establishes Theorem 3.5 in the smooth case.
The proof of Theorem 3.5 in the real analytic case is similar and so we will only briefly
indicate the modifications that are needed. With M,M ′, F as in Theorem 2.2, we will show
that the map F is real analytic at p which we assume is the origin. Since φ∗ and the Lj are
real analytic now, equations (3.14)− (3.17) imply that there is a real analytic map
Ψ(Z ′, Z ′,W ) = (Ψ1, · · · ,ΨN+1) defined in a neighborhood of {0}×Cq in CN+1×Cq, polynomial
in the last q variables for some integer q, such that,
Ψ(F, F , (LαF )1≤|α|≤l, G
n+l
1 , · · · , Gn+ln+l−1, Gn+lN+1, · · · , GN1 , · · · , GNn+l−1, GNN+1) = 0
at (z, s, 0) with (z, s) ∈ U × V . Since the matrix ΨZ is invertible at the central point, by
the holomorphic version of the implicit function theorem, we get a holomorphic map ψ =
(ψ1, . . . , ψN+1) such that near the origin,
Fj = ψj(F , (L
αF )1≤|α|≤l, G), 1 ≤ j ≤ N + 1,
where G is as in equation (3.18).We may assume that near the origin, M is given by {(z, w) ∈
Cn × C : Imw = ϕ(z, z, s)}, where ϕ is a real-valued, real analytic function with ϕ(0) = 0,
and dϕ(0) = 0. In the local coordinates (z, s) ∈ Cn × R, we may assume that
Lj =
∂
∂zj
− i ϕzj (z, z, s)
1 + iϕs(z, z, s)
∂
∂s
, 1 ≤ j ≤ n.
Since ϕ is real analytic, we can complexify in the s variable and write
Mj =
∂
∂zj
− i ϕzj (z, z, s+ it)
1 + iϕs(z, z, s+ it)
∂
∂s
, 1 ≤ j ≤ n
which are holomorphic in s+ it and extend the vector fields Lj. For each 1 ≤ j ≤ N + 1, set
hj(z, s, t) = ψj(F (z, s,−t), (MαF )1≤|α|≤l(z, s,−t), G(z, s,−t)).
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Since M is strongly pseudo convex, the CR functions Fj and Gi all extend as holomorphic
functions in s + it to the side t > 0. Hence the conjugates F j(z, z, s,−t) and Gi(z, z, s,−t)
extend holomorphically to the side t < 0. It now follows that the Fj extend as holomorphic
functions to a full neighborhood of the origin (see Lemma 9.2.9 in [BER]). This establishes
Theorem 3.5 in the real analytic case.
End of the proof of Theorem 2.1: Let
Ω1 = {p ∈M : rankN−n+1(F, p) = N + 1},
Ω2 = {p ∈M : rankN−n+1(F, q) ≤ N for all q in a neighborhood of p},
Ω = {p ∈ M : F is smooth in a neighborhood of p}
Let p ∈ Ω1. Since rank1(F, p) = n+1 < N +1, there is a minimum m, 1 < m ≤ N −n+1
such that rankm(F, p) = N+1. By Theorem 2.3 in [BX], it follows that F is smooth near p, for
any p ∈ Ω1, i.e., Ω1 ⊂ Ω. If p ∈ Ω2 there is a neighborhood O˜ of p, an integer 2 ≤ d ≤ N−n+1,
and a sequence {pi}∞i=0 ⊂ O˜ converging to p such that the following hold: rankd(F, q) ≤ n+d−1
for all q ∈ O˜, and rankd−1(F, pi) = n + d − 1, for all i ≥ 0. By applying Theorem 3.5, F is
smooth near each pi. Thus Ω is dense in Ω1 ∪ Ω2 and therefore dense in M. This establishes
Theorem 2.1.
Proof of Theorem 2.2: Let Ω1,Ω2 be as in the proof of Theorem 2.1. Note that at a
point p ∈ Ω1, that is, at a point where the map F is non-degenerate, Theorem 2 of [La2] shows
that F is real analytic. Thus as in the proof of Theorem 2.1, by applying Theorem 3.5 in the
real analytic case, we establish that F is real analytic on a dense open subset of M .
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