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MONOTONE LAGRANGIANS IN CPn OF MINIMAL MASLOV NUMBER n+ 1
MOMCHIL KONSTANTINOV AND JACK SMITH
Abstract. We show that a monotone Lagrangian L in CPn of minimal Maslov number n + 1 is
homeomorphic to a double quotient of a sphere, and thus homotopy equivalent to RPn. To prove this
we use Zapolsky’s canonical pearl complex for L with coefficients in Z, and various twisted versions
thereof, where the twisting is determined by connected covers of L. The main tool is the action of
the quantum cohomology of CPn on the resulting Floer homologies.
1. Introduction
1.1. Background and statement of results. Fix a positive integer n and suppose L ⊂ CPn is a
closed, connected, monotone Lagrangian submanifold of minimal Maslov number NL = n + 1 (see
Section 2 below for a review of the Maslov index and monotonicity). It is well-known, following
Seidel [23], that this is the maximal possible value of NL for a monotone Lagrangian in projective
space. It is attained by the standard RPn ⊂ CPn, but up to Hamiltonian isotopy there are no other
known examples. In this note we show the following:
Theorem 1. Let L ⊂ CPn be a closed, connected, monotone Lagrangian submanifold satisfying
NL = n+ 1. Then L has fundamental group Z/2 and its universal cover is homeomorphic to S
n.
Combined with [13, Lemma 3], Theorem 1 immediately implies:
Corollary 2. L is homotopy equivalent to RPn.
This constitutes a step towards answering a question posed by Biran and Cornea in [6, Section
6.2.5], informally asking whether a Lagrangian L in CPn which “looks like” RPn must be (diffeo-
morphic to, Hamiltonian isotopic to) RPn; some history of this problem is discussed in Section 1.2.
For us “looks like” will always mean that it is monotone of minimal Maslov number n + 1. When
n = 1 or 2, the answer is as strong as possible: any such Lagrangian is Hamiltonian isotopic to
RP
n. This is trivial for n = 1, whilst the n = 2 case follows from recent work of Borman–Li–Wu [8,
Theorem 1.3]. Our Theorem 1 allows us to prove diffeomorphism for n = 3:
Corollary 3. Let L ⊂ CP3 be a monotone Lagrangian of minimal Maslov number 4. Then L is
diffeomorphic to RP3.
This is because by [18, Theorem 3] any fixed point free involution on S3 is conjugate to the antipodal
map by a homeomorphism (and in dimension 3 the topological and smooth categories are equivalent).
However, we cannot easily upgrade homotopy equivalence to diffeomorphism for n ≥ 4 as the papers
[10] (n = 4) and [13] (n ≥ 5) show.
We end this discussion by noting that Corollary 2 implies a version of the nearby Lagrangian
conjecture for RPn:
Corollary 4. Any closed, connected, exact Lagrangian in T ∗RPn with vanishing Maslov class is
homotopy equivalent to the zero section.
Proof. Let L be such a Lagrangian. Note that CPn decomposes as the union of a quadric and a
disjoint Weinstein neighbourhood U of the standard RPn, so by rescaling L towards the zero section
if necessary we may assume it embeds in U and hence in CPn. By considering the long exact
sequence in cohomology for the triple (CPn, U, L), with real coefficients, the exactness and vanishing
of the Maslov class of L in U imply that L is monotone in CPn. The fact that L is disjoint from
the quadric, so that the restriction of the hyperplane class to L is 2-torsion, then implies that the
minimal Maslov index of L is n+ 1, so Corollary 2 gives the result. 
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This result was already known from the work of Abouzaid [1], building on Fukaya–Seidel–Smith
[12] and Nadler [20], but our approach is much more elementary. Kragh later removed the Maslov-
zero hypothesis with Abouzaid [16], and subsequently gave a simpler proof [17] of a weaker statement
which also implies Corollary 4, but using completely different methods.
1.2. Relation to previous works. Monotone Lagrangians L in CPn, and especially those which
resemble RPn, have been intensively studied. Back in [23, Theorem 3.1] Seidel showed that for any
monotone L ⊂ CPn the group H1(L;Z/(2n+2)) is non-zero1, and that if it’s 2-torsion then there is
an isomorphism of graded Z/2-vector spaces H∗(L;Z/2) ∼= H∗(RPn;Z/2). He did this by showing
that the Floer cohomology of L is 2-periodic in its grading, and comparing it with the classical
cohomology of L via the Oh spectral sequence [21] (also constructed by Biran–Cornea [6], and
recapped in Section 3.1 below). In particular, if L ⊂ CPn is a Lagrangian satisfying 2H1(L;Z) = 0
(which automatically implies that it’s monotone and that its minimal Maslov number is n+1) then
L is additively a Z/2-homology RPn.
Later, Biran–Cieliebak [5, Theorem B] reproved the first part of Seidel’s result by introducing
the important Biran circle bundle construction, which associates to a monotone Lagrangian in CPn
a displaceable one in Cn+1 and then uses the vanishing of the Floer cohomology of the latter to
constrain the topology of the former via the Gysin sequence. Combining this construction with the
Oh spectral sequence, Biran [4, Theorem A] then reproved the second part of Seidel’s result—the
Z/2-homology isomorphism—but under the hypothesis that L ⊂ CPn is monotone and of minimal
Maslov number n+ 1 (he states the assumption that H1(L;Z) is 2-torsion but only uses the mono-
tonicity and minimal Maslov consequences). Note that, in conjunction with the classification of
surfaces, this result already shows that for n = 2 the Lagrangian must be diffeomorphic to RP2.
The next major development was the introduction of the pearl complex model for Floer coho-
mology by Biran–Cornea [6], using which they gave another proof of the additive isomorphism
H∗(L;Z/2) ∼= H∗(RPn;Z/2) and showed that it is in fact an algebra isomorphism if H1(L;Z) is 2-
torsion [7, Section 6.1] (this was partially proved in [4]; the 2-torsion assumption is only used for odd
n). The key ingredient is the quantum module action of the hyperplane class h in QH∗(CPn;Z/2)
on HF ∗(L,L;Z/2): since h is invertible, this gives an isomorphism
h ∗ − : HF ∗(L,L;Z/2)
∼
−−→ HF ∗+2(L,L;Z/2)
which subsumes both Seidel’s periodicity observation and the circle bundle Gysin sequence map
given by cupping with the Euler class.
The strongest results to date were then obtained by Damian [11, Theorem 1.8 c)], who applied his
lifted Floer theory to the circle bundle construction to show that when n is odd and 2H1(L;Z) = 0, L
must be homeomorphic to a double quotient of Sn. Our Theorem 1 is a generalisation of Damian’s
result which removes the hypothesis that n is odd and weakens the topological assumption to
monotonicity and minimal Maslov number n+ 1.
1.3. Idea of proof. The proof of Theorem 1 is a combination of the quantum module action and
lifted Floer theory, which we discuss within the more general framework of higher rank local systems,
and in particular avoids the auxiliary construction of the circle bundle. For many of the arguments
we need to use Floer theory with Z coefficients, which is especially tricky when n is even, in which
case L is non-orientable. Thankfully, these issues have been resolved with the introduction of the
canonical orientations package by Zapolsky in [26], and the present paper represents one of the first
concrete applications of his setup.
Ignoring many technicalities, the idea (for n ≥ 3) is roughly as follows. Since NL is at least 3,
the Floer cohomology of L can be defined with arbitrary higher rank local systems; in particular,
lifted Floer theory is defined for all covers L′ of L. For such covers, the Oh spectral sequence
computing HF ∗(L,L′;R) contains the compactly-supported singular cohomology H∗c (L
′;R) in the
zeroth column of its first page, as shown in Fig. 1. As NL = n + 1 all of the cohomology groups
1This is roughly equivalent to the fact that the minimal Maslov number of L is at most n+1, since the mod-(2n+2)
reduction of the Maslov class in H2(X,L;Z/(2n + 2)) lifts to H1(L;Z/(2n + 2)) and it is this lift which is shown to
be non-zero.
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...
Hnc (L
′;R) •
...
H2c (L
′;R)
H1c (L
′;R)
• H0c (L
′;R)
...
Figure 1. The zeroth column of the first page of the Oh spectral sequence computing
HF ∗(L,L′;R).
H∗c (L
′;R) with 0 < ∗ < n survive to the limit. We are being deliberately vague about the choice of
ring R and what the terms labelled • are in the spectral sequence.
Using the fact that NL ≥ 4, the length-zero closed–open string map
2
CO0 : QH2(CPn;R)→ HF 2(L,L;R)
coincides with the classical restriction map i∗ : H2(CPn;R) → H2(L;R). Setting R = Z/2 we
show that this restriction is an isomorphism, and deduce that L is relatively pin. Using Zapolsky’s
machinery, this allows us to take R = Z.
The Auroux–Kontsevich–Seidel criterion now tells us that CO0(2(n+1)h) = 0, soH1(L;Z) (which
coincides with HF 1(L,L;Z)) is 2(n + 1)-torsion and therefore vanishes (H1 is always torsion-free).
A topological argument then shows that i∗h has order 2 in H2(L;Z), so CO0(2h) = 0. Hence, by
the quantum module action of h, all intermediate compactly-supported cohomology groups of L′ are
2-torsion and 2-periodic. Letting L′ range through the covers of L corresponding to cyclic subgroups
of π1(L) yields the result.
1.4. Structure of the paper. In Section 2 we review the Maslov index and monotonicity. Section 3
then gives a summary of Zapolsky’s canonical pearl complex, including: its algebraic structures
(Section 3.2); their relation to classical operations (Section 3.3); orientations and the relevance of
relative pin structures (Section 3.4); local systems (Section 3.5); and the worked example of RPn
(Section 3.6), which we compute in a different way from Zapolsky. Finally, Section 4 contains the
full proof of Theorem 1.
1.5. Acknowledgements. The authors would like to thank Jonny Evans for helpful feedback.
MK is supported by EPSRC grant [EP/L015234/1], the EPSRC Centre for Doctoral Training in
Geometry and Number Theory (The London School of Geometry and Number Theory), University
College London. JS is supported by EPSRC grant [EP/P02095X/1].
2. Soft concepts
We begin by recalling some general facts about the Maslov class, the minimal Maslov number
and monotonicity. For completeness we state the definitions and observations in their most general
form, but for the purposes of the rest of this paper we will only use the special case Lemma 7, so
the reader familiar with the concepts is invited to skip the interlude. In this section all homology
and cohomology groups are considered with Z coefficients, unless explicitly specified otherwise.
Let (X,J) be an almost complex manifold of real dimension 2n and L ⊂ X a properly embedded
totally real submanifold of dimension n. The bundle Λn
R
TL is naturally a rank 1 real subbundle of
Λn
C
TX|
L
, so the bundle pair (Λn
C
TX,Λn
R
TL) over (X,L) is classified by a map
ϕ : (X,L)→ (BU(1), B(Z/2)).
2This is equivalent to the quantum module action on the unit 1L in HF
0(L,L;R).
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One can view the pair (BU(1), B(Z/2)) as
B(Z/2) ∼= RP∞ = GrR(1,R
∞)
⊗C
−−−→ GrC(1,C
∞) = CP∞ ∼= BU(1).
The long exact sequence for the pair shows that H2(BU(1), B(Z/2)) is isomorphic to Z, generated by
a relative characteristic class which maps to 2c1 in H
2(BU(1)). This generator is called the Maslov
class, denoted by µ, and its pullback via ϕ is the Maslov class of L, denoted by µL ∈ H
2(X,L). If
j∗ : H2(X,L) → H2(X) is the natural restriction map, then it is clear from the above description
that one has
(1) j∗(µL) = 2c1(X).
We will write IµL : H2(X,L) → Z and Ic1 : H2(X) → Z for the group homomorphisms given by
pairing with µL and c1 respectively.
Remark 5. Note that the long exact sequence of the pair (BU(1), B(Z/2)) with Z/2-coefficients shows
that the mod 2 reduction of µL equals the image of the first Stiefel–Whitney class of TL under the
co-boundary map H1(L;Z/2) → H2(X,L;Z/2). In particular, for any class A ∈ H2(X,L), the
parity of IµL(A) is determined by whether the pairing of w1(TL) with ∂A vanishes. Thus, if L is
orientable then IµL has image in 2Z and, conversely, if IµL(H2(X,L)) ≤ 2Z and the boundary map
H2(X,L)→ H1(L) is surjective (e.g. if H1(X) = 0), then L is orientable.
Now let HD2 (X,L) and H
S
2 (X) denote the images of the Hurewicz homomorphisms
π2(X,L)→ H2(X,L) and π2(X)→ H2(X)
and let j : H2(X) → H2(X,L) be the natural map. Define the integers N
π
L , N
H
L , N
π
X and N
H
X
to be the non-negative generators of the Z-subgroups IµL(H
D
2 (X,L)), IµL(H2(X,L)), Ic1(H
S
2 (X)),
Ic1(H2(X)), respectively. Using (1) and the fact that j(H
S
2 (X)) ≤ H
D
2 (X,L), it is easy to see that
there exist non-negative integers kL, kX ,mπ,mH such that:
NπL = kLN
H
L , N
π
X = kXN
H
X , 2N
π
X = mπN
π
L , 2N
H
X = mHN
H
L .
Observe that if NHL 6= 0 (e.g. if N
H
X 6= 0), then one has the identity
(2) kLmπ = kXmH .
We note the following result for later:
Lemma 6. Suppose that NHL 6= 0, H
1(L) = 0, and H2(X) is isomorphic to Z, generated by some
class h. Then the restriction of h to H2(L) has order mH .
Proof. The long exact sequence in cohomology for the pair (X,L) yields the exact sequence
H1(L) // H2(X,L) // H2(X)
i∗
// H2(L)
0 // H2(X,L)
j∗
// Z〈h〉
i∗
// H2(L),
where i : L → X is the inclusion. This tells us that H2(X,L) injects into Z〈h〉 and so is freely
generated by some class g ∈ H2(X,L), which is non-zero since NHL 6= 0. By the universal coefficients
theorem there exists a class u ∈ H2(X,L) with which g pairs to 1, and hence µL = N
H
L g. The same
argument shows that c1 = N
H
X h. Applying j
∗ to the identity µL = N
H
L g and using (1) we then get
2NHX h = N
H
L j
∗(g) and hence j∗(g) = mH h. By exactness of the above diagram it follows that i
∗(h)
has order mH in H
2(L). 
Consider now the case when (X,ω) is symplectic and L is a Lagrangian submanifold. Then L is
totally real with respect to any almost complex structure compatible with the symplectic form. In
this setting we also have homomorphisms Iω : H2(X)→ R, Iω,L : H2(X,L)→ R given by integration
of the symplectic form. The manifold (X,ω) is called monotone if there exists a positive constant
λ such that
Iω|HS
2
(X) = 2λ Ic1 |HS
2
(X) .
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For example, (CPn, ωFS) is monotone with λ = π/2(n+1) when the Fubini-Study form is normalised
so that a line has area π. In turn, the Lagrangian submanifold L is called monotone if
Iω,L|HD
2
(X,L) = λ
′ IµL |HD
2
(X,L)
for some positive constant λ′. Note that if Ic1 |HS
2
(X) 6= 0 then (1) implies that a monotone La-
grangian can only exist if X itself is monotone and λ′ coincides with λ.
In the literature on holomorphic curves, the numbers NπX and N
π
L are usually the ones referred
to as the minimal Chern number of X and the minimal Maslov number of L, respectively. This
can potentially cause confusion since these numbers are not the same as NHX and N
H
L in general.
However, if X is simply-connected (for example, if it is a projective Fano variety—see [14] and [9,
Theorem 3.5]), then these numbers coincide. Indeed, we have the commutative diagram
π2(X)

// π2(X,L)

// π1(L)

// 1

H2(X) // H2(X,L) // H1(L) // 0
in which the third vertical arrow is a surjection by Hurewicz. If X is simply connected then the
first vertical arrow is also a surjection, again by Hurewicz, so NπX = N
H
X . A diagram chase in
the spirit of the 5-lemma (or alternatively, noticing that π1(X,L) = 0 and applying the relative
Hurewicz theorem) then shows that the second vertical arrow must also be a surjection, from which
we deduce that NπL = N
H
L . In this case there is therefore no ambiguity, and we denote the common
values simply by NX and NL respectively.
Consider again the example of X = CPn, with L ⊂ CPn a totally real submanifold. We then have
NCPn = n + 1 and by the observations at the beginning of this section NL is non-zero and divides
2(n + 1). As a corollary of Lemma 6 we immediately obtain:
Lemma 7. Let L ⊂ CPn be a totally real submanifold with H1(L) = 0 and minimal Maslov number
NL. Then the restriction of the hyperplane class h ∈ H
2(CPn) to L has order 2(n + 1)/NL in
H2(L). 
3. Floer theory review
3.1. The canonical pearl complex. Our argument for Theorem 1 is based on consideration of the
self-Floer theory of L. In particular, we employ Zapolsky’s canonical pearl complex which we now
review briefly; see [26] for further details. Let (X,ω) be a symplectic manifold which is either closed
or convex at infinity, and let L ⊂ X be a closed, connected, monotone Lagrangian submanifold of
minimal Maslov number NπL at least 2. We denote by assumption (O) the following condition: for
some point (or, equivalently, all points) q in L, the second Stiefel–Whitney class w2(TL) vanishes
on the image of π3(X,L, q) in π2(L, q) under the boundary map. As explained in Section 3.4 below,
this is implied by L being relatively pin. Fix a ground ring R. This must have characteristic 2
unless L satisfies assumption (O), in which case it is arbitrary.
Fix a generic choice of ω-compatible almost complex structure J on X. For each point q in L and
each class A in π2(X,L, q), Zapolsky considers the family DA of linear Cauchy–Riemann operators
over the space of based discs in class A. We restrict these operators to vector fields vanishing at
the base point and denote the resulting family by DA#0. By assumption (O), the index bundle of
DA#0 is orientable (see Section 3.4 below) and we define C (q,A) to be the free R-module of rank
1 generated by its two orientations, modulo the relation that they sum to zero. Taking the direct
sum of these modules over A we obtain a module C ∗q , graded by the Maslov index:
C
r
q :=
⊕
A∈π2(X,L,q)
IµL (A)=r
C (q,A).
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As q varies these modules fit together to form a local system over L which we denote by C ∗. Note
that C 0 contains a copy of the trivial local system given by C (q, 0) inside each fibre C 0q ; we denote
this by C triv.
Now choose a Morse function f on L and a metric g such that the pair (f, g) is Morse–Smale.
For each critical point q ∈ Crit(f) let C(q) denote the rank 1 free R-module generated by the
orientations of the descending manifold of q (modulo summing to zero, as usual; we won’t keep
repeating this). Zapolsky’s complex CF ∗,∗Zap(L,L;R) is given by
CF r,sZap(L,L;R) =
⊕
q∈Crit(f)
|q|=s
C
r
q ⊗R C(q),
where |q| denotes the Morse index of the critical point q. The differential, of total degree 1, counts
pearly trajectories, meaning upwards Morse flow lines which may be interrupted by the boundaries
of J-holomorphic discs in X bounded by L. More precisely, for each critical point q ∈ Crit(f) and
each class A ∈ π2(X,L, q) one considers the module C(q,A) := C (q,A) ⊗R C(q). For each pearly
trajectory u from q to q′ Zapolsky defines a class A#u in π2(X,L, q
′) and an isomorphism
C(u,A) : C(q,A)→ C(q′, A#u).
The differential ∂ is then the sum of all these maps C(u,A).
Crucially, ∂ has non-negative degree with respect to the r-grading: in fact it decomposes as
∂0 + ∂1 + . . . where ∂j has bigrading (jN
π
L , 1− jN
π
L). Filtering by this grading we therefore obtain
a spectral sequence—the Oh (or Biran) spectral sequence—which starts at the (Morse) cohomology
of L with coefficients in the local system C ∗, and which converges to HF ∗Zap(L,L;R). Since the
r-grading is concentrated in NπLZ, if we laid out the spectral sequence in the standard way then
only one in every NπL columns and pages would be interesting. We therefore squash it up so that
the E1-page is given by
Ea,b1 = H
a+b−Npi
L
a(L;C a)
and the differential on the Ej-page is ∂j , acting from the (a, b)-entry to the (a+ j, b− j + 1)-entry.
Note that the zeroth column contains a copy of the usual cohomology of L over R, corresponding
to C triv ⊂ C 0.
3.2. Algebraic structures. The Floer product can be defined on the canonical pearl complex by
counting Y -shaped pearly trajectories. As with the differential, one has to keep track of homotopy
classes attached to generators of the complex, and define appropriate maps between the modules
C(q,A). The product has a unit 1L coming from the summand C(Morse min, 0).
Zapolsky similarly defines a canonical pearl-type complex QC∗,∗Zap(X;R) for the quantum coho-
mology of X. This time, he constructs a module C (x,B) for each point x in X and for each class
B in π2(X,x), and since the relevant Cauchy–Riemann operators are all canonically oriented there
is no need for an analogue of assumption (O). These modules assemble into a local system on X
(isomorphic to R[π2(X)]), and the boundary operator and product are defined in an analogous way
to the Lagrangian case above. Again there is a canonical trivial subsystem of the local system, given
by C (x, 0) in each fibre.
The closed–open string map (or quantum module structure) carries over to this setting, giving a
ring homomorphism
CO0 : QH∗Zap(X;R)→ HF
∗
Zap(L,L;R).
3.3. Comparison with classical operations. There are obvious inclusions of the Morse com-
plexes of X and L into QC0,∗Zap(X;R) and CF
0,∗
Zap(L,L;R), sending a critical point q (plus an R-
orientation of its descending manifold) to the corresponding generator of C(q) tensored with the
canonical generator of C (q, 0). In the case of quantum cohomology this gives the usual isomorphism
of R-modules
H∗(X;R)→ QH∗Zap(X;R),
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whilst for Lagrangian Floer cohomology we only obtain a map
H<N
pi
L
−1(L;R)→ HF ∗Zap(L,L;R).
We refer to both of these as “PSS maps” because, when one uses a Hamiltonian model for the right-
hand sides, they coincide with the usual morphisms constructed by Piunikhin-Salamon-Schwarz
([22]) and Albers ([2]) respectively. In the Lagrangian case the map actually extends to the kernel
of the differential ∂1 : H
Npi
L
−1(L;R)→ H0(L;R) and we denote this extended domain byHPSS(L;R).
In the Oh spectral sequence, the PSS map is just the inclusion of HPSS(L;R) in the zeroth column
of the first page.
These maps preserve the units 1X and 1L, but do not in general respect the product structures
unless the total degree of the classes being multiplied is less than the minimal Chern number NπX
or the minimal Maslov number NπL , for QH
∗ and HF ∗ respectively. Similarly, CO0 is related to the
classical restriction map i∗ : H∗(X;R)→ H∗(L;R) by the following commutative diagram:
(3)
H<NL(X;R) HPSS(L;R)
QH∗Zap(X;R) HF
∗
Zap(L,L;R)
i∗
PSS PSS
CO0
Note that the image of H<NL(X;R) under i∗ is contained in HPSS(L;R) since at chain level i∗
coincides with CO0 on C<NL(X), and CO0 is a chain map with respect to the ordinary differential
on C∗(X) and the pearl differential on C∗(L).
At this point we can already deduce the main workhorse of the current paper.
Lemma 8. Let L ⊂ CPn be a closed, monotone Lagrangian with NL ≥ 3 and satisfying assumption
(O). Suppose that H1(L;Z) = 0. Then HF ∗Zap(L,L;R) is (2(n+ 1)/NL)-torsion.
Remark 9. If R has characteristic 2 we do not need to assume that L satisfies assumption (O). In this
case the result is only interesting if 2(n+1)/NL is odd, in which case it tells us that HF
∗
Zap(L,L;Z/2)
vanishes.
Proof. The manifold CPn is simply connected, has minimal Chern number 2(n + 1), and has
π2(CP
n, q) isomorphic to Z for any base point q. This means that the local system Z[π2(CP
n)]
on which Zapolsky’s quantum cohomology pearl complex lives is simply the constant sheaf with
fibre the Novikov ring Z[T±2], where T has degree n+ 1 (it might seem more natural to work with
the Novikov ring Z[T±1], with T assigned degree 2(n + 1), but then we would have to introduce a
square root of T when we came to discuss the Floer cohomology of L). The quantum cohomology
is then
QH∗Zap(CP
n;Z) ∼= Z[h, T±2]/(hn+1 − T 2),
where h is (the PSS image of) the hyperplane class. Our assumption NL ≥ 3 implies that i
∗h lies
in HPSS(L;R), and by the commutativity of (3) we have
CO0(h) = PSS(i∗h) ∈ HF ∗Zap(L,L;R).
Since H1(L;Z) = 0, Lemma 7 implies that (2(n+ 1)/NL)i
∗h = 0 and so CO0((2(n + 1)/NL)h) = 0.
Since h is invertible, it follows that HF ∗Zap(L,L;R) is (2(n + 1)/NL)-torsion. 
3.4. Orientation and relative pin structures. In this subsection we explain how:
(i) assumption (O) allows the definition of the local system C ∗
(ii) the monodromy of the local system C ∗ can be computed
(iii) the existence of a relative pin structure implies assumption (O)
(iv) the choice of such a structure allows one to recover a more standard version of Floer theory.
For our applications the reader can happily skip this if they are willing to take (i), (iii) and (iv)
on faith. The only place we explicitly use (ii) is in the example computation in Section 3.6. To fix
notation, let D denote the closed unit disc in C, and S1 = ∂D its boundary. Let 〈·, ·〉Z be the mod
2 pairing between homology and cohomology on a space Z.
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We begin by having a closer look at how the local system C ∗ is constructed. Let π : L→ L denote
the cover of L with fibres π−1(q) = π2(X,L, q). Consider the space C
∞
X,L := C
∞((D, ∂D), (X,L)).
It fibres over L via a map ψ : C∞X,L → L, which associates to every disc u its relative homotopy
class based at u(1). It is important that the fibres of ψ are connected and the evaluation map
ev1 : C
∞
X,L → L factors as ev1 = π ◦ ψ.
Now consider the family of Fredholm operators D• over C
∞
X,L, where for each disc u the operator
Du : W
1,p((D, ∂D), (u∗TX, u∗TL))→ Lp(D,HomC((TD, i), (u
∗TX, u∗J)))
is the linearisation of ∂¯J (for some fixed and irrelevant choice of connection on X). The determinant
lines of these operators give rise to a line bundle3 det(D•) on C
∞
X,L, whose first Stiefel–Whitney class
has been computed by Seidel in [24, Lemma 11.7]. Namely, if v : S1 × (D, ∂D) → (X,L) is a loop
in C∞X,L with v∗[{1} ×D] = A ∈ π2(X,L, v(1, 1)), then
(4) 〈w1(det(D•)), v〉C∞
X,L
= 〈w2(TL), v∗[S
1 × ∂D]〉L + (IµL(A)− 1)〈w1(TL), v∗[S
1 × {1}]〉L.
Remark 10. Seidel’s setup and notation is slightly different. To translate into his language we first
need to trivialise v∗TX, identifying all fibres with a standard symplectic vector space V . At each
time t, we obtain a loop v|{t}×∂D in the Lagrangian Grassmannian Gr(V ) of V , and hence a point
in its free loop space LGr(V ). As t varies in S1, these points sweep a 1-chain in LGr(V ), and we
denote this by σ. Seidel introduces operators
T : Hk+1(Gr(V );Z)→ Hk(LGr(V );Z) and U : Hk(Gr(V );Z)→ Hk(LGr(V );Z)
on cohomology, whose duals take a k-chain on LGr(V ) and output, respectively, the (k + 1)- and
k-chains on Gr(V ) swept by the k-chain of whole loops and by the k-chain of initial points of the
loops. His formula is given in terms of these operators as
〈w1(det(D•)), σ〉L Gr(V ) = 〈T (w2), σ〉L Gr(V ) + 〈(T (µ)− 1)⌣ U(µ), σ〉L Gr(V ).
The right-hand side can be shown to be independent of the initial choice of trivialisation (changing
trivialisation does not affect T (w2) and T (µ) and preserves the parity of U(µ)). To derive (4),
simply use the fact that w1 of the tautological bundle over Gr(V ) equals the mod 2 reduction of
µ ∈ H1(Gr(V );Z).
Recall however that for the construction of the local system C ∗ we are actually interested in the
family of operators D•#0, whose determinant line bundle det(D•#0) over C
∞
X,L is canonically (up
to a positive real multiple) isomorphic to det(D•)⊗ ev
∗
1(det(TL)). So we have:
(5) 〈w1(det(D•#0)), v〉C∞
X,L
= 〈w2(TL), v∗[S
1 × ∂D]〉L + IµL(A)〈w1(TL), v∗[S
1 × {1}]〉L.
Now suppose that the loop v is contained entirely in a fibre ψ−1(q,A). Then v(S1 × {1}) = q so
the second term in (5) vanishes, and assumption (O) implies the vanishing of the first term (indeed,
assumption (O) is equivalent to the vanishing of the first term for all loops whose image under
ev1 is constant). Thus the restriction det(D•#0)|ψ−1(q,A) is orientable for all q and A if and only
if assumption (O) holds. Assume that this is the case and define C (q,A) to be the free rank 1
R-module generated by its orientations (this makes sense, meaning that there are only two possible
orientations, which differ by sign, because ψ−1(q,A) is connected). These modules now define a
local system C over L and (5) in principle allows us to also compute the monodromy of C . By
taking the direct sums of the fibres of C over points in the fibres of π : L → L—i.e. by pushing
forward C by π—we obtain the local system C ∗ on L.
Suppose now that L is relatively pin, meaning that w2(TL) or w2(TL)+w1(TL)
2 is in the image
of the restriction map i∗ : H2(X;Z/2)→ H2(L;Z/2). The positive consequences of this assumption
are twofold: first, it implies that L satisfies assumption (O) and so the local system C is well defined;
second, it significantly simplifies the computation of the monodromy of C . These follow because the
3There is a slight subtlety here: the bundle is not canonically topologised, but rather there exists an uncountable
family of suitable choices, as described in [27]. This is taken care of by Zapolsky and we will not dwell on it.
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first term in (5) is zero for all loops of discs, not just the ones contained in a single fibre of ψ. To
see this, suppose first that w2(TL) = i
∗b for some background class b in H2(X;Z/2). We then have〈
w2(TL), v∗[S
1 × ∂D]
〉
L
=
〈
b, ∂(v∗[S
1 ×D])
〉
X
= 0.
If, on the other hand, we have w2(TL) + w1(TL)
2 = i∗b then the same argument shows that〈
w2(TL), v∗[S
1 × ∂D]
〉
L
=
〈
(v∗w1(TL))
2, [S1 × ∂D]
〉
S1×∂D
,
and the right-hand side vanishes since the squaring map H1(T 2;Z/2) → H2(T 2;Z/2) on the torus
T 2 = S1 × ∂D is zero. We deduce:
Lemma 11. If L is relatively pin and γ ∈ π1(L, q) fixes a class A ∈ π2(X,L, q) (i.e. γ lifts to a
loop in L), then the monodromy action of γ on C (q,A) is trivial if the Maslov index of A is even
or if γ is an orientation-preserving loop in L, and is multiplication by −1 otherwise.
As described in [26, Section 7], a choice of relative pin structure defines an isomorphism between
each pair C (q,A) and C (q,A′) for which IµL(A) = IµL(A
′), and quotienting by these identifications
we obtain a local system C ∗µ which has rank 1 in degrees . . . ,−N
π
L , 0, N
π
L , 2N
π
L , . . . (and zero in
every other degree). Moreover, the choice defines a canonical trivialisation of the even degree part
of C ∗µ , which then forms a constant sheaf of rings on L. In more traditional versions of Floer theory
the fibre of this sheaf of rings is viewed as the Novikov ring Λ = R[T±1], were the variable T has
degree NπL if N
π
L is even (for instance if L is orientable) and degree 2N
π
L otherwise.
If NπL is odd then the odd degree part of C
∗
µ looks like Λ ⊗ C
Npi
L
µ and this local system may
be twisted (contrast this with the even degree part, which is not just untwisted but canonically
trivialised by the relative pin structure). When the π1(L, q)-action on π2(X,L, q) is trivial the
twisting can be computed from Lemma 11 to be exactly det(TL), but when it is non-trivial the
twisting may in general depend on the choice of relative pin structure.
The quotient procedure is compatible with the differential and so one obtains a cohomology
group HF ∗Zap,µ(L,L;R). Since it also respects the bigrading on the complex we still get the spectral
sequence. Moreover, it is compatible with the multiplication and with the quantum module structure
after applying a similar quotient procedure to QC∗Zap(X;R). Although the latter does not depend
on a choice of spin structure or similar on X, it does depend on the background class of the relative
pin structure on L.
3.5. Twisted coefficients. As in traditional Lagrangian Floer theory, one can twist Zapolsky’s
Floer complex by local systems E 1 and E 2 of R-modules on L. Now the complex is
(6) CF r,sZap((L,E
1), (L,E 2)) =
⊕
q∈Crit(f)
|q|=s
C
r
q ⊗ C(q)⊗HomR(E
1
q ,E
2
q ).
If a certain obstruction class vanishes (see [15]) then the differential squares to zero and we can take
cohomology. This is always the case when the minimal Maslov number of L is at least 3, which it
will be in our applications. One can also extend the Floer product to
(7) HF ∗Zap((L,E
1), (L,E 2))⊗R HF
∗
Zap((L,E
0), (L,E 1))→ HF ∗Zap((L,E
0), (L,E 2)).
The quotient procedure which defines HF ∗Zap,µ only concerns the C
r
q factor of each summand of (6)
and so descends to this setting to give the complex
CF r,sZap,µ((L,E
1), (L,E 2)) =
⊕
q∈Crit(f)
|q|=s
C
r
µ,q ⊗ C(q)⊗HomR(E
1
q ,E
2
q ).
We denote its homology by HF ∗Zap,µ((L,E
1), (L,E 2)). The Oh spectral sequence carries over to this
setting, but now the zeroth column of the first page is a copy of
H∗(L;Hom (E 1,E 2)),
where Hom denotes the sheaf of module homomorphisms.
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We will only be interested in the situation where E 1 is trivial and E 2 is the local system correspond-
ing to a cover L′ of L, in which case we denote the twisted Floer cohomology by HF ∗Zap,µ(L,L
′;R).
Note that here the zeroth column of the spectral sequence is given by the compactly-supported
cohomology H∗c (L
′;R). This can be seen by noting that the Morse complex on L with coefficients
in the local system corresponding to L′ is equivalent to the Morse complex on L′ for the function
and metric pulled back from L. By setting E 0 = E 1 to be trivial in (7), we see that HF ∗Zap(L,L
′;R)
is a right (unital) module over HF ∗Zap(L,L;R) and hence also (via CO
0) over quantum cohomology.
The same is true for the homologies of the relevant quotient complexes determined by a choice of
relative pin structure as well.
Floer theory for pairs of local systems of this form is essentially equivalent to Damian’s lifted
Floer homology [11] on the cover L′. However we choose to phrase it in the above way in order
to fit it into the wider context of Floer theory with local systems, closed–open string maps, and
Zapolsky’s orientation schemes.
3.6. The example of RPn. To make this more concrete, we shall now describe how all this works
in the case (X,L) = (CPn,RPn), for n ≥ 2, with ground ring R equal to Z. The Floer cohomology
was calculated by a different means by Zapolsky in [26, Section 8.1]. Our eventual aim is basically
to show that an arbitrary monotone Lagrangian in CPn of minimal Maslov number n + 1 behaves
in the same way.
First observe that the map H2(CPn;Z/2)→ H2(RPn;Z/2) is surjective (in fact, an isomorphism),
since the restriction of the tautological complex line bundle on CPn, whose second Stiefel–Whitney
class generates H2(CPn;Z/2), is the direct sum of two copies of the tautological real line bundle on
RP
n, whose squared first Stiefel–Whitney class generates H2(RPn;Z/2). This means that RPn is
relatively pin and thus satisfies assumption (O). The group π2(CP
n,RPn, q) is isomorphic to Z (for
any base point q) and is generated by the class of a disc of Maslov index n + 1. In particular, the
quotienting procedure discussed at the end of Section 3.4 is vacuous in this case since there is only
one homotopy class of discs of each possible Maslov index.
The action of π1(RP
n, q) on π2(CP
n,RPn, q) is trivial, because it preserves Maslov index, so the
cover π : L→ L is simply the product projection Z × L→ L. We deduce that the local system C ∗
has rank 1 in degrees (n+ 1)Z, with its only potential monodromy coming from the twisting of the
index bundle C . By Lemma 11 we see that if n is odd then the monodromy is trivial, whilst if n is
even then the even degree part of C ∗ is trivial and the odd degree part is twisted by the orientation
bundle of RPn.
Therefore, if n is odd, the first page of the Oh spectral sequence is
· · · → H∗(RPn;Z)[n]→ H∗(RPn;Z)→ H∗(RPn;Z)[−n]→ H∗(RPn;Z)[−2n]→ . . .
(each term represents a column, the square brackets denote grading shift as usual, and the arrows
represent the differential which maps horizontally from one column to the next), whilst if n is even
it is
· · · → H∗(RPn;L )[n]→ H∗(RPn;Z)→ H∗(RPn;L )[−n]→ H∗(RPn;Z)[−2n]→ . . . ,
where L denotes the unique non-trivial rank 1 local system on RPn. Note that the cellular cochain
complex computing H∗(RPn;L ) is the same as that computing H∗(RPn;Z) but the differentials
which were ±2 become 0 and vice versa.
The only potentially non-zero differentials in the whole spectral sequence are on this first page
and go from Hn in one column to H0 in the adjacent column on the right. Just focusing on these
entries, the page is as shown in Fig. 2. Since the limit HF ∗Zap(RP
n,RPn;Z) must be 2-periodic, and
H2(RPn;Z) ∼= Z/2, all of the Z→ Z differentials have to be multiplication by ±2, and we obtain
HF pZap(RP
n,RPn;Z) ∼=
{
Z/2 if p is even
0 if p is odd,
as computed by Zapolsky.
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...
Z Z
...
Z Z
...
Z Z
...
...
Z Z
...
Z/2 0
...
Z Z
...
Figure 2. The interesting part of the Oh spectral sequence for RPn ⊂ CPn with n
odd (left) or even (right).
Note that, as expected, this is a module over the even degree part of Z[T±1], but it is not a module
over the whole ring if n is even. Note also that the Floer cohomology is 2-torsion, as predicted by
Lemma 8.
If we twist by the local system corresponding to the cover Sn → RPn then the first page of the
spectral sequence is
· · · → H∗(Sn;Z)[n]→ H∗(Sn;Z)→ H∗(Sn;Z)[−n]→ H∗(Sn;Z)[−2n]→ . . . ,
and the differentials are all isomorphisms since the resulting cohomology must still be 2-periodic
(recall that it is still a module over quantum cohomology) but the first page is zero in degrees n− 1
and n+ 2.
4. Proof of Theorem 1
4.1. Preliminaries. Recall that the setup is as follows: L ⊂ CPn is a closed, connected, monotone
Lagrangian, of minimal Maslov number n + 1. We shall assume that n is at least 2. The n = 1
case of Theorem 1 is trivial. Before embarking on any Floer theory, we make the following basic
topological observation:
Lemma 12. We have H1(L;Z/2) 6= 0.
Proof. The long exact sequence in homology for the pair (CPn, L) gives the exact sequence
H2(CP
n;Z)→ H2(CP
n, L;Z)→ H1(L;Z)→ 0.
Applying the left-exact functor HomZ(−,Z/2) we obtain the exact sequence
0→ H1(L;Z/2)
f
−→ HomZ(H2(CP
n, L;Z),Z/2)
g
−→ HomZ(H2(CP
n;Z),Z/2),
and the penultimate term contains the mod 2 reduction I ′µL of IµL/(n + 1). Since IµL/(n + 1)
restricts to 2Ic1/(n+1) on H2(CP
n;Z), and this is always even, we deduce that g(I ′µL) is zero. This
means that I ′µL is in the image of f , and as I
′
µL
itself is non-zero we must have H1(L;Z/2) 6= 0. 
Now consider the Floer cohomology of L over Z/2. This is the classical construction of [6], but
from our current point of view we can obtain it by first forming Zapolsky’s canonical pearl complex
over Z/2 (recall that this does not require assumption (O)) and then applying the quotient procedure
(which over Z/2 does not require the existence of a relative pin structure). The pth column of the first
page of the associated spectral sequence is then H∗(L;Z/2)[−pn], and for degree reasons the only
potentially non-zero differentials in the whole spectral sequence map from Hn(L;Z/2)[−(p− 1)n] ∼=
Z/2 to H0(L;Z/2)[−pn] ∼= Z/2 on this page. By construction these maps are independent of p (the
p-dependence is all contained in the local system C ∗, which we are quotienting down to C ∗µ , and in
the signs which are irrelevant mod 2) so it suffices to understand the p = 0 case.
From this spectral sequence and the action of CO0(h) we obtain the following two lemmas, which
are analogous to [7, Lemmas 6.1.3, 6.1.4].
12 MOMCHIL KONSTANTINOV AND JACK SMITH
Lemma 13. We have an isomorphism of graded Z/2-vector spaces
HF ∗(L,L;Z/2) ∼=
∞⊕
p=−∞
H∗(L;Z/2)[−p(n + 1)].
That is HF k(L,L;Z/2) ∼= ⊕∞p=−∞H
k+(n+1)p(L;Z/2) ∼= Hℓk(L;Z/2), where 0 ≤ ℓk ≤ n and k ≡ ℓk
mod (n+ 1). Further, Hk(L;Z/2) ∼= Z/2 for all 0 ≤ k ≤ n.
Proof. By the preceding discussion we see that to prove the first part, it is enough to show that the
differential
∂1 : H
n(L;Z/2)[n]→ H0(L;Z/2)
vanishes. Since the codomain comprises just 0 and the classical unit, we are done if the latter
survives the spectral sequence. But (the PSS image of) the classical unit is also the unit 1L for
the Floer product and so we simply need to check that HF ∗(L,L;Z/2) is non-zero. To see that
this is indeed the case, observe that H1(L;Z/2) survives the spectral sequence and is non-zero by
Lemma 12.
We thus have that HF ∗(L,L;Z/2) ∼=
⊕∞
p=−∞H
∗(L;Z/2)[−p(n + 1)]. In particular, we see
that HF 0(L,L;Z/2) ∼= H0(L;Z/2) ∼= Z/2 and HF−1(L,L;Z/2) ∼= Hn(L;Z/2) ∼= Z/2. But by
invertibility of the hyperplane class h in quantum cohomology, Floer multiplication by CO0(h)
gives an isomorphism HF k(L,L;Z/2) ∼= HF k+2(L,L;Z/2) for every k ∈ Z and so we must have
HF k(L,L;Z/2) ∼= Z/2 for all k ∈ Z. This finishes the proof. 
Lemma 14. The group H2(L;Z/2) is isomorphic to Z/2 and is generated by i∗h, where i : L→ CPn
is the inclusion. In particular, L is relatively pin and hence satisfies assumption (O).
Proof. By the above lemma we already know that H2(L;Z/2) is isomorphic to Z/2 and in fact, the
proof of Lemma 13 simultaneously shows the following:
(1) the map PSS: H2(L;Z/2)→ HF 2(L,L;Z/2) is an isomorphism (it also shows that this map
is well-defined when n = 2, i.e. that H2(L;Z/2) ≤ HPSS(L;Z/2) in this case);
(2) Floer multiplication by CO0(h) gives an isomorphism HF 0(L,L;Z/2)
∼
−−→ HF 2(L,L;Z/2);
(3) HF 0(L,L;Z/2) is Z/2, generated by the unit 1L.
By the latter two items, we conclude that HF 2(L,L;Z/2) is a Z/2, generated by CO0(h) ∗ 1L =
CO0(h). Now, applying the diagram (3), relating i∗ to CO0, we obtain the commuting diagram
(8)
H2(CPn;Z/2) H2(L;Z/2)
QH2(CPn;Z/2) HF 2(L,L;Z/2)
i∗
PSS PSS
CO0
The left-hand vertical map is an isomorphism between Z/2’s, and the preceding discussion shows
that the same is true for the right-hand vertical map and the bottom horizontal map. Hence the
top horizontal map is also an isomorphism, which is what we wanted. 
Observe that Lemma 13 allows us to immediately complete the n = 2 case of Theorem 1 since,
by the classification of surfaces, RP2 is the only closed surface whose first cohomology group with
Z/2 coefficients is isomorphic to Z/2.
We are now ready to unleash Floer theory over Z in order to deal with the general case.
4.2. The main argument. From now on we assume that n ≥ 3, and fix an arbitrary choice of
relative pin structure on L.
Since assumption (O) is satisfied, we can construct the Zapolsky complex for L over Z, and twist
by any cover L′ as at the end of Section 3.5. Further, using our choice of relative pin structure, we
can also apply the quotient procedure and consider the cohomology HF ∗Zap,µ(L,L
′;Z). In principle
this depends on the choice of relative pin structure but we do not explicitly notate this. The
zeroth column of the first page of the Oh spectral sequence which computes HF ∗Zap,µ(L,L
′;Z) is
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isomorphic to H∗c (L
′;Z), and all of the intermediate cohomology (meaning 0 < ∗ < n) survives for
degree reasons. The key result is the following:
Proposition 15. For any cover L′ of L the compactly-supported cohomology groups Hkc (L
′;Z) for
0 < k < n are 2-torsion and 2-periodic.
Proof. Since these intermediate cohomology groups survive to HF ∗Zap,µ(L,L
′;Z), they are acted
upon by the invertible element CO0(h) of degree 2. This gives us 2-periodicity.
To prove 2-torsion, first note that since the minimal Maslov number is greater than 2, the well-
known argument of Auroux, Kontsevich and Seidel ([3, Proposition 6.8], [25, Lemma 2.7]) implies
that CO0(2c1(CP
n)) = 0, that is 2(n + 1) CO0(h) = 0. Another way to see this is to note that
CO0(2c1(CP
n)) = PSS(i∗(2c1(CP
n))) which vanishes since 2c1(CP
n) = j∗(µL) by (1).
Taking L′ = L and applying invertibility of h again, we see that HF ∗Zap,µ(L,L;Z), and hence
the intermediate cohomology of L, is 2(n + 1)-torsion. But by the universal coefficients theorem,
H1(L;Z) is torsion-free, so it must vanish. We can now apply Lemma 8 to see that HF ∗Zap,µ(L,L;Z)
is 2-torsion. Since for each cover L′ the cohomology HF ∗Zap,µ(L,L
′;Z) is a (unital) module over the
ring HF ∗Zap,µ(L,L;Z), the former must also be 2-torsion. This in turn means that the intermediate
compactly-supported cohomology groups of each L′ are 2-torsion. 
Finally we complete the proof of Theorem 1, by showing that L has fundamental group Z/2 and
universal cover homeomorphic to Sn:
Proof of Theorem 1. Let L+ denote the minimal orientable cover of L, meaning L itself, if it is
orientable, or the orientable double cover otherwise. Apply Proposition 15 to every connected cover
L′ of L+ to see that for every such cover the group Hn−1c (L
′;Z) is 2-torsion. Since L′ is orientable,
Poincare´ duality tells us that Hn−1c (L
′;Z) is isomorphic to H1(L
′;Z) and so the latter is 2-torsion.
By the Hurewicz theorem, this means that every subgroup of π1(L
+) has 2-torsion abelianisation.
In particular, by considering the cyclic subgroups, we see that every element of π1(L
+) has order 2,
so the group is abelian (every commutator aba−1b−1 is square (ab)2 and hence equal to the identity).
We deduce that π1(L
+) is isomorphic to H1(L
+;Z) and is 2-torsion. It is also finitely-generated
(since L+ is compact) and therefore finite. Hence π1(L) is finite as well.
Consider now the universal cover L˜ of L, which is compact by the above discussion. By the
Hurewicz and universal coefficients theorem H1(L˜;Z) vanishes and H2(L˜;Z) is torsion-free. Then,
by Proposition 15 we see that L˜ is an integral homology sphere. Since L˜ is also simply-connected,
the homology Whitehead theorem (see e.g. [19]) and the Poincare´ conjecture imply that L˜ is
homeomorphic to Sn.
We are now ready to finish the proof by showing that π1(L) is Z/2. Suppose first that L is
orientable, in which case we replace L+ by L in the above to see that π1(L) is finite, abelian and
2-torsion and hence π1(L) ∼= (Z/2)
k for some k ∈ N. On the other hand, by Lemma 13, we know that
H1(L;Z/2) ∼= Z/2 and so k = 1. Suppose now that L is non-orientable. Then by Remark 5 we see
that n must be even. But then π1(L) is a non-trivial group which acts freely on the even-dimensional
sphere L˜ and so we must have π1(L) ∼= Z/2. 
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