Abstract. We identify a condition for regularity of optimal transport maps that requires only three derivatives of the cost function, for measures given by densities that are only bounded above and below. This new condition is equivalent to the weak Ma-Trudinger-Wang condition when the cost is C 4 . Moreover, we only require (non-strict) c-convexity of the support of the target measure, removing the hypothesis of strong c-convexity in a previous result of Figalli, Kim, and McCann, but at the added cost of assuming compact containment of the supports of both the source and target measures.
1. Introduction 1.1. Statement of main result. This paper is concerned with the regularity of solutions to the optimal transport problem under certain conditions. Namely, suppose that Ω andΩ are subsets of Riemannian manifolds M andM , µ = ρ dVol M ,μ =ρ dVolM are probability measures, and c : Ω cl ×Ω cl → R is a cost function satisfying conditions (Twist), (Nondeg), (DomConv), and (QQConv) (described in Subsection 2.1). Then, we wish to discuss the regularity and injectivity properties of solutions to the optimal transport problem, i.e. measurable maps T : Ω →Ω such that T # µ =μ, and which satisfy Ω c(x, T (x))dµ(x) = inf S # µ=μ Ω c(x, S(x))dµ(x).
(1.1) Theorem 1.1. Suppose µ = ρ dVol M andμ =ρ dVolM for non-negative measurable functions ρ andρ, and let c : Ω cl ×Ω cl → R be C 3 in the sense of Subsection 2.1. Suppose c, spt ρ, sptρ, Ω, andΩ satisfy the properties (Twist), (Nondeg), (DomConv), and (QQConv). Additionally, suppose there are constants 0 < α 1 ≤ α 2 < +∞ such that
a.e. (x,x) ∈ spt ρ × sptρ.
Then, the optimal transport map T in (1.1) is injective and continuous in the interior of spt ρ.
It is well known that strict c-convexity implies differentiability for Aleksandrov solutions (by a standard compactness argument), this goes back to [6] in the case of the Monge-Ampere equation and convexity. See also [12] for the details in the case of a general cost and c-convexity. Thus, most of the paper will be devoted to the following result which implies Theorem 1.1 after combining with Theorem 2.15 and the characterization (1.2). Theorem 1.2. Consider µ andμ and a cost c : Ω cl ×Ω cl → R, spt ρ, sptρ, Ω, andΩ satisfying the assumptions of Theorem 1.1. Then any c-convex u that is an Aleksandrov solution of (1.1) (see Definition 2.14) is strictly c-convex in the interior of spt ρ.
1.2.
History of regularity theory for the optimal transport problem. We give a brief overview of the history of regularity theory of this problem here. Details about all relevant conditions can be found in Section 2 below. Due to the characterization (1.2), it can be seen that a potential function solving the optimal transport problem satisfies the Monge-Ampére type equation, for dVol M almost-every x. In particular, regularity techniques of elliptic partial differential equations can be applied towards deducing regularity of the optimal transport problem. There are two branches in the regularity theory for the optimal transport problem, each of which originated with the regularity theory for the classical Monge-Ampére equation. This is not surprising, for when Ω andΩ are convex subsets of R n and c(x, y) = −x · y is the inner product, (1.3) reduces to the classical Monge-Ampére equation for a convex function u det(D 2 u) = ρ(x)/ρ(Du(x)).
The first branch utilizes the continuity method and the existence of a priori C 2 estimates for solutions, in order to show C 2,α regularity. Such estimates originate with the work of Pogorelov (see [28] ) and were used by Urbas ( [33] ) in showing regularity for the so-called second boundary value problem for Monge-Ampére. For a long time regularity was open for all other costs, the first result for a general class of costs was by Ma, Trudinger, and Wang in [26] , who derived new a priori estimates and showed the existence of solutions which were C 2,α in the interior, followed then by work of Trudinger and Wang in [32] to show global C 2,α regularity of solutions to the optimal transport problem for costs and domains satisfying certain conditions (see Section 2.3). See also the following by Liu, Trudinger, and Wang: [20] , [21] , [22] .
On the other hand, the second method begins with weak solutions and shows they possess C 1,α regularity, and takes a more geometric approach. This method was pioneered by Caffarelli (see [4, 6] ) in the case of the classical Monge-Ampére equation. The method is adapted later to the optimal transport problem by Figalli, Kim, and McCann first to costs satisfying (NNCC) ( [10] ) then (A3w)( [12] ), with costs and domains satisfying the same assumptions as Ma, Trudinger, and Wang. This is also the method that we utilize in this paper.
It should be noted here that the work of Loeper ([23] ) serves to connect the two branches of regularity theory. Loeper showed that the condition (A3w) introduced by Ma, Trudinger, and Wang is necessary for regularity of solutions to the optimal transport problem. Additionally, Loeper proves Theorem 2.18 which shows that condition (A3w) implies a certain kind of convexity of certain sublevel sets of the solution to the optimal transport problem, which plays a key part in the geometric approach used by Figalli, Kim, and McCann. We also mention here that there are a number of examples known to satisfy (A3w) and weakened versions, (A3s) and (NNCC) (see Subsection 2.3 for these conditions). The condition (A3s) is satisfied by many well known costs, including c(x,x) = |x −x| p on R n × R n , for −2 < p < 1 (see [32] ); geodesic distance squared and the cost related to the far-field antenna problem on the sphere ( [24] ); and geodesic distance squared on quotients and perturbations of the sphere, which is a widely studied case ( [8, 9, 16] ). On the other hand, (NNCC) is satisfied on products of spheres ( [11] ). For the geodesic distance squared in more general manifolds, Loeper and Villani [25] showed regularity with the extra assumption that the Riemannian manifold is non-focal (thus this is a global result), further discussion on regularity of optimal transport maps and its relation with the cut locus can be found in [15] , see also [14] .
It should also be noted that a cost function that satisfies (A3w) but neither (A3s) nor (NNCC) is c(x,x) = |x −x| −2 on R n × R n (see the appendix in [18] ).
1.3.
Outline of Caffarelli's method for the classical Monge-Ampére equation. Here we provide a brief outline of Caffarelli's method applied to the classical Monge-Ampére equation, for a thorough discussion of this part of the theory, see [5] . Heuristically, this equation is degenerate elliptic for general convex u but becomes uniformly elliptic when solutions are shown to be uniformly convex, thus one expects for elliptic theory to provide the regularity of a weak solution u whenever we can show it is strictly convex, understood in the sense that each supporting hyperplane to the graph touches it at a unique point. Caffarelli first observed in [4] that if u is convex and satisfies in some weak sense the inequality
then for any affine function l(x), for any x we have the pointwise bound
where Π + and Π − are the two supporting hyperplanes to the sublevel set {u ≤ l} normal to some fixed direction, along with the sharp growth estimate
To give a brief idea of Caffarelli's proof, the above bounds show that if l(x) is a supporting function to u at x 0 and the convex sets {u ≤ l + r 2 } are comparable to a ball of radius r for small r, then u grows like a parabola away from the linear function l(x), i.e. u is strictly convex and C 1,1 at x = x 0 . If one prevent the sets {u ≤ l + r 2 } from having very high eccentricity, then one can show u is strictly convex and differentiable, this is achieved in [4] by using the same bounds (1.4) and (1.5) to show first that any interior singularity (i.e. lack of strict convexity) must propagate to the boundaries.
The bounds (1.4) and (1.5) were not originally presented as above (see [4] , Lemmas 1 and 2), rather, they were explicitly stated and used only under the normalization condition
where n is the dimension. Then, by virtue of the affine invariance of the Monge-Ampére equation one can obtain the strict convexity and differentiability of u by constantly re-normalizing the sublevel sets to the above situation and applying the pointwise bounds (1.4) and (1.5) at all scales. Of course, equation (1.3) does not enjoy affine invariance in general, which makes this approach hard to follow in general (however, see [10] where this procedure is effectively applied to NNCC costs). The point of view we take here is to obtain the analogues to estimates (1.4) and (1.5) for general costs c without any constraint on the eccentricity of {u ≤ l}, this is where we use (QQConv) extensively.
1.4. The contributions of this paper. In this section, we would like to highlight the three main contributions of this paper. Perhaps the most interesting one is the realization that (QQConv), a condition representing "quantitative" quasiconvexity of a certain collection of functions, is a sufficient condition for the regularity of the optimal transport map. When the cost function C 4 , the condition (A3w) of Ma-Trudinger-Wang is known to be necessary for regularity, a fact discovered by Loeper in [23] . On the other hand, our condition (QQConv) only requires the concept of c-segment, and the overall proof presented here requires only three derivatives of the cost. Additionally, we show that when the cost function is C 4 , (QQConv) is equivalent to (A3w) (via Loeper's characterization, (gLp), see Subsection 2.3 for more details).
In particular, our approach shows that the property of a cost function being regular is preserved under C 3 limits. In this regard, it is worth recalling that Villani has already showed that for the geodesic distance squared, condition (A3w) is stable under Gromov-Hausdorff limits [34] .
Another one of our main contributions is a different geometric condition on the domains Ω and sptρ. In [12] , Figalli, Kim, and, McCann require that the outer domain of definition, Ω, and the support of the target measure, sptρ, be strongly c-convex with respect to each other. We are able to show regularity under the condition that Ω and sptρ be only c-convex with respect to each other, but at the additional cost of requiring that the supports of the two measures, spt ρ and sptρ, be compactly contained in outer domains Ω andΩ where the cost function is defined. Of course, we require that Ω andΩ must be c-convex with respect to each other. This restriction is reminiscent of the situation for the Euclidean cost, the boundaries of Ω andΩ can be thought of as "infinity" in the case of Euclidean cost, hence the requirement for compact containment in this case is akin to that of boundedness of the domains in the Euclidean case.
Finally, we point out that our estimates Lemma 3.7 and Theorem 4.1 differ slightly from those in [12] . Our proof of Lemma 3.7 is of a different nature. On the other hand, our version of Theorem 4.1 does not require the sublevel set in question to be trapped inside a small ball (see [12, Theorems 6 .2 and 6.11] for comparison). A key ingredient in the second proof is the classical result in convex geometry, the Bishop-Phelps Theorem (Theorem 4.6).
1.5. Organization of paper. The remainder of the paper is organized as follows: in Section 2 we review the basic definitions pertaining to c-convex geometry in detail and define most of the notation that will be used later on. In Subsection 2.1 we describe the four hypotheses on the cost c, and in Subsection 2.3 we show that the familiar condition (A3w) implies our new condition (QQConv). In Section 3 we use (QQConv) to develop some more tools of c-convex geometry, at the end of the section we use the tools just developed to prove an analogue of the estimate (1.5). In Section 4 we also extend Aleksandrov's theorem (the analogue of the estimate (1.4)), our proof is somewhat different from the one of a similar estimate in in [12] , which allows us to prove the bound without assuming that the underlying domain has small diameter. In Section 5 we use the generalized bounds to reproduce Caffarelli's localization theory for our costs, ruling out extremal points of any contact sets in the interior of Ω. Finally, in Section 6 we show that a solution must indeed be strictly c-convex, thus proving Theorem 1.2.
2. Elements of c-convex geometry 2.1. Set up and notation. We describe all the objects under consideration, borrowing from the notation in [19] , we consider two sets Ω andΩ which are bounded subdomains of ndimensional Riemannian manifolds (M, g) and (M ,ḡ), respectively. Elements of Ω will be denoted by x and those ofΩ byx.
Together with these sets we have a cost function c(x,x), a function c : Ω ×Ω → R. We will assume the cost function is C 3 in the sense that, any mixed derivatives which are of order 2 in one variable and order 1 in the other are continuous in Ω cl ×Ω cl . By an abuse of language, we will say the cost is C 3 to denote this. Note that by the canonical splitting
we can write the canonical splitting of the differential of c as dc = Dc ⊕Dc.
Furthermore, the analogous splitting of T (x,x) (M ×M ) guarantees that the linear operator
and its adjoint −DDc(x,x) are unambiguously defined for each (x,x) ∈ Ω cl ×Ω cl . First we define a bit of notation that will be used heavily.
Definition 2.1. For any pair of points (x,x) ∈ Ω ×Ω we define
Moreover, if A ⊂ Ω (respĀ ⊂Ω) andx ∈Ω (resp. x ∈ Ω), we will write
We will often use p for elements of [Ω]x andp for elements of Ω x . We now list our hypotheses on c, Ω,Ω, and sptρ. (Twist), (Nondeg), and (DomConv) are standard in the literature, but (QQConv) is introduced here for the first time. Later we explain how (QQConv) follows from condition (A3w) of Ma, Trudinger, and Wang (see [26] and [32] ) when c is C 4 .
Twist. The mappingsx
are injective for each x 0 ∈ Ω andx 0 ∈Ω.
) we write exp c x 0 (p) ∈Ω (resp. exp c x 0 (p) ∈ Ω) for the unique element such that −Dc(x 0 , exp Nondegeneracy. For any pair (x,x) ∈ Ω ×Ω, the following linear mappings are invertible
Definition 2.3. For each (x,x) ∈ Ω cl ×Ω cl , for brevity of notation we will denote the linear transformation
Definition 2.4. For any fixed x ∈ Ω cl ,x ∈Ω cl we define the inner product
for v, w ∈ T * x M , hereḡ is the Riemannian metric onM (note that this defines an inner product by (Nondeg)).
Remark 2.5. By (Nondeg), the linear map M x,x is an isomorphism of T * x M with TxM for each (x,x) ∈ Ω cl ×Ω cl . Additionally, for a fixedx ∈Ω, from the relation −Dc(exp c x (p),x) = p, we deduce that at any p ∈ [Ω]x, the differential of the c-exponential map is given by
x (p),x . In particular, since this map is bijective by (Nondeg), if
, where L * : W * → V * denotes the transpose of a linear transformation L : V → W between two vector spaces V and W . Remark 2.6. Again by (Nondeg), the quantities M
±1
x,x and |det(M x,x )| are uniformly bounded away from 0 and infinity on Ω cl ×Ω cl . Throughout the paper, whenever we refer to a constant as universal, this will denote that the constant depends only on the domains Ω,Ω, spt ρ, and sptρ, the dimension n, the constants α 1 and α 2 in (2.1), and the following finite, nonzero quantities:
The next hypothesis is a geometric condition on the domains Ω, sptρ. Definition 2.7. Given points x 0 , x 1 ∈ Ω andx ∈Ω, we define the (canonical parametrization of the) c-segment with respect tox from x 0 and x 1 by the curve
In an analogous manner we define the (canonical parametrization of the) c-segment with respect to x fromx 0 tox 1 , given pointsx 0 ,x 1 ∈Ω and x ∈ Ω. We will write [x 0 , x 1 ]x ([x 0 ,x 1 ] x ) to refer to the actual images of these curves. Definition 2.8. Given a point x ∈ Ω, we will say thatĀ ⊂Ω is c-convex with respect to x if for any two pointsx 0 andx 1 ∈Ā, the c-segment [x 0 ,x 1 ] x is entirely contained inĀ. We will say thatĀ is c-convex with respect to A ⊂ Ω if it is c-convex with respect to every x ∈ A.
We also define A being c-convex with respect tox ∈Ω or with respect toĀ ⊂Ω in a similar way. Finally, we define when A ⊂ Ω andĀ ⊂Ω are c-convex with respect to each other in the obvious manner.
c-convexity of domains. The domains Ω andΩ are c-convex with respect to each other, i.e.
(and vice versa), sptρ is c-convex with respect to Ω, and sptρ is compactly contained inΩ. By this we mean sptρ ⊂Ω int . Conditions (Twist), (Nondeg), and (DomConv) are well known in the literature of optimal transport (see, for example, [26] ). The following is an unfamiliar condition, but is actually equivalent to the key condition (A3w) first introduced by Ma, Trudinger, and Wang when the cost function is C 4 (see Subsection 2.3 below). We note that our condition (QQConv) only requires the notion of c-exponential map (hence C 1 of c and (Twist)) to formulate, however the remainder of our results require the aforementioned C 3 regularity.
Quantitative quasiconvexity. There is a universal constant M ≥ 1 such that for any points
wherex(t) is the c-segment with respect to x 0 fromx 0 tox 1 , and x(s) is the c-segment with respect tox 0 from x 0 to x 1 .
Remark 2.9. Note that if m t is any family of c-function whose foci are given byx(t), the first inequality above reads
Similarly, if m and m 0 are arbitrary c-functions withx andx 0 as respective foci, the second inequality can be written
Finally, we make some other notational conventions used throughout the paper: the symbol ·, · will denote the evaluation map between an element of a vector space and an element of its dual space. Also, |·| L will denote either the Riemannian volume on (M, g) or (M ,ḡ), the associated Riemannian volumes on a tangent or cotangent space, or the volume induced by the inner product g x,x on a tangent or cotangent space of M (which is comparable to the associated Riemannian volume by a factor depending only on c). Finally, |·| gx,x , |·| gx , and |·|ḡx will denote the length of tangent or cotangent vectors, with respect to the inner products g x,x , g x , andḡx.
2.2. c-convex functions. We now review the concept of c-convexity for functions. 
and we say such an m is supporting to u at x 0 . If the second inequality above is strict for all x = x 0 , we say that u is strictly c-convex at x 0 .
Definition 2.11. If u is a c-convex function and x ∈ Ω, we define the c-subdifferential of u at x as the set-valued mapping given by ∂ c u(x) := {x ∈Ω | there exists a c-function with focusx that is supporting to u at x}.
Also, given a Borel measurable set A ⊂ Ω, we define
Finally, we define the subdifferential of u at x as the set-valued mapping given by
With these definitions in hand, we may define some weak notions of solutions to the equation (1.3).
Remark 2.13. Given a c-convex function u where c ∈ C 1 (Ω cl ×Ω cl ), it is known that u must be Lipschitz, and hence differentiable dVol M almost everywhere (see [35] ). Thus, since µ is absolutely continuous with respect to dVol M , it is easy to see that ∂ c u(x) is single valued for dV ol M almost every x. Hence, we may reformulate a Brenier solution as a c-convex function u such that for any continuous function η ∈ C(Ω),
In particular, under the assumptions on µ andμ in this paper, a Brenier solution will satisfy for any continuous function η ∈ C(Ω),
As mentioned in Subsection 1.2, the analysis of the optimal transport map is often through the study of a certain scalar PDE, which becomes the Monge-Ampère equation when the cost is the Euclidean inner product. In this special case, Aleksandrov introduced a notion of solution using the subdifferential of a convex potential function, which in the case of a general cost function c is defined as follows. Definition 2.14. A c-convex function u is an Aleksandrov solution of (1.1) if
for any Borel measurable A ⊂ Ω, and ∂ c u(Ω) ⊂ sptρ.
By results contained in [26] , if the support of the target measureμ is c-convex with respect to the support of the initial measure µ, the two notions of solution coincide. 
Here regular indices denote derivatives of c with respect to the first variable, while indices with a bar above denote derivatives with respect to the second derivative, and a pair of raised indices denotes the matrix inverse.
Definition 2.16. We will say that a cost c satisfies condition (A3w) if for all x ∈ Ω,x ∈Ω, and any
Remark 2.17. There are two conditions related to (A3w), each slightly stronger. First, we say that a cost c satisfies condition (A3s) if there exists a constant δ 0 > 0 such that, for all x ∈ Ω, x ∈Ω, and any
Next, we say that a cost c satisfies condition (NNCC) if there exists a constant δ 0 > 0 such that, for all x ∈ Ω,x ∈Ω, and any
(NNCC)
The difference with (A3w) is the removal of the conditions that η, V = 0. Also, (NNCC) stands for "non-negative cross curvature" (see [19] ).
This condition implies an important geometric condition first discovered by Loeper (see [23, Theorem 3.2] and [19, Theorem 4.10] ). Within this paper, we refer to this property as (gLp), the "geometric Loeper property." We note that this property is also known in the literature as "DASM" (double above sliding mountain) or the "Loeper's Maximum Principle." Theorem 2.18 (Loeper's Theorem). Let c, Ω, andΩ satisfy (Twist), (Nondeg), (DomConv), and (A3w). Fix any pointsx 0 ,x 1 ∈Ω and x 0 ∈ Ω. Then, ifx(t) is the c-segment with respect to x 0 fromx 0 tox 1 , then for all t ∈ [0, 1] and x ∈ Ω we have
An analogous statement holds upon reversing the roles of the domains Ω andΩ. Whenever a cost function c satisfies the conclusion of Theorem 2.18 above, we will say by an abuse of language that c satisfies (gLp).
We point out here that if c satisfies condition (QQConv), it also satisfies (gLp).
Lemma 2.19. Let c, Ω, andΩ satisfy (Twist), (Nondeg), (DomConv), and (QQConv). Then c satisfies (gLp).
Proof. Fixx 0 ,x 1 ∈ sptρ, and x ∈ Ω. Now fix any x ∈ Ω. If
we choosex(t) to be the c-segment with respect to x fromx 0 tox 1 . Then by (QQConv), we see that
we instead takex(t) to be the c-segment with respect to x fromx 1 tox 0 , and apply the same reasoning to obtain the desired inequality.
The analogous statement holds with the roles of the domains Ω and sptρ reversed.
We now recall three key geometric properties of c-convex functions that hold when Ω andΩ satisfy (DomConv), and the cost c satisfies (gLp) (hence in particular, if it satisfies (QQConv)). 
Also suppose u is a c-convex function. Then, for any c-function m, a local minimum of the difference u − m is a global minimum. Proof. First suppose u = m, a c-function with focusx, and
Since Ω andΩ are c-convex with respect to each other, the c-segment [x 0 , x 1 ]x 0 is entirely contained in Ω. Also, since c satisfies (gLp) we see that for any s
, and this set is c-convex with respect tox 0 . Now, for a general c-convex function u we have
the intersection being over c-functions m that lie below u in Ω. All sets on the right side are c-convex with respect tox 0 , so the same must be true of their intersection and we are done.
Remark 2.22. Supposex(t) is a c-segment in sptρ with respect to some x 0 ∈ Ω fromx 0 tox 1 .
A similar remark holds for the function −c(x(s),x) + c(x(s),x 0 ) where x(s) is a c-segment in Ω with respect tox 0 ∈ sptρ between two points.
We end this section showing that if c is C 4 , the familiar condition (A3w) implies the new condition (QQConv).
At this point, we would like to mention that this proof is motivated by the key inequality (2.2), which was in turn inspired by calculations in the proof of [19, Proposition 4.6] by Kim and McCann. Later, we were informed by Alessio Figalli that this result is known in the literature, and would like to thank him for pointing out the reference in [35] .
Lemma 2.23. Suppose c is C 4 in the sense mentioned above. If c, Ω, andΩ satisfy (Twist), (Nondeg) and (DomConv), then the cost satisfies (A3w) if and only if it satisfies (QQConv).
Proof. If c satisfies (QQConv), by Lemma 2.19 above it must satisfy (gLp). In particular, if the cost function is C 4 the cost must also satisfy (A3w) by [23] . Now suppose that c satisfies (A3w). We will prove the first inequality in (QQConv), by a symmetric argument the second inequality will also follow.
Let f (t) := −c(x,x(t)) + c(x 0 ,x(t)) wherex(t) is the c-segment with respect to x 0 fromx 0 tox 1 . It will then be sufficient to show that
for some universal M > 1.
Since c satisfies (A3w), by Theorem 2.18 it satisfies (gLp) and hence
In particular, if f (1) ≤ f (0) we immediately obtain the corollary.
By reversing the roles of Ω andΩ in Corollary 2.21, the sublevel set
is convex, hence we find that the entire line segment {p(t) | t ∈ [0, 1]} is contained in the supporting hyperplane to this sublevel set. In particularp(t 0 ) is either in the boundary of the sublevel set or in the complement, i.e. F (p(t 0 )) ≥ F (p(t 1 )). However, since f (t 0 ) > 0, by Remark 2.22 above we see that f is increasing on the interval (t 0 , 1) and in particular, 
First, suppose that f (0) > 0. Then, by the above claim, f (t) > 0 for all t ∈ [0, 1], thus
and we may integrate this inequality to see that
Now, fix t ∈ (0, 1) and define the functionf (t) :
, by Cauchy's mean value theorem and (2.3), there exists some θ ∈ (0, 1) such thatf
Thus we conclude that
with M := e C ≥ 1. In the general case, since f (1) > f (0) by assumption, there must be some
Now suppose that t 0 < t ≤ 1. By the definition of t 0 , we can see that f (t 0 + ) > 0 for all > 0 sufficiently small. Hence for all > 0 such that t 0 + < t, we may apply the first portion of this proof to the function f ((1 − t)(t 0 + ) + t) to conclude
Polar duals of sublevel sets
For the remainder of the paper, we assume that the domains spt ρ, Ω, sptρ, andΩ, and the cost function c satisfy assumptions (Twist), (Nondeg), (DomConv), and (QQConv).
In this section, we develop some notions inspired by convex analysis, our main goal is the estimate in Lemma 3.7, which is the analogue of the estimate (1.5) in the Euclidean case.
Definition 3.1. Given A ⊂ Ω, x ∈ A, a c-function m and λ > 0 we introduce the set
which we will refer to as the c-polar dual of A associated to m, with center x, and length λ.
Let us point out that Definition 3.1 was inspired by the following basic notion in convex geometry.
Definition 3.2. Suppose A ⊂ V where V is a finite dimensional real vector space and let V * be its dual. Then for p 0 ∈ A, q 0 ∈ V * , and λ ∈ R, the polar dual of A with respect to q 0 , with center p 0 and height λ is defined by
Definition 3.3. Suppose m is a c-function, A ⊂ Ω, x ∈ A int , and λ > 0. Then we define the c-cone associated to m, with vertex at x, base A, and height λ as the function
where the supremum is taken over all c-functions m such that
Note here that a c-cone is clearly a c-convex function.
There are some useful relations between c-subdifferentials of c-cones and c-polar duals.
Lemma 3.4. Suppose m is a c-function with focusx ∈Ω, and A ⊂ Ω is c-convex with respect tox. If x 0 ∈ A int and λ > 0 then
Moreover, if u is c-convex and S := {u ≤ m} is compactly contained in Ω with u(
Proof. Let us write
for all x ∈ ∂A, hence the c-function
. On the other hand, since K 1 ≤ m on ∂A, the focus of any c-function supporting to K 1 from below at x 0 must satisfy the inequality in the definition of A c x 0 ,m,λ , proving (3.1). Now suppose S is compactly contained in Ω, in particular that u = m on ∂S. Also write
and suppose that m 2 is a c-function with focusx 2 ∈Ω supporting to K 2 from below at x 0 , which is contained in S int since u(x 0 ) < m(x 0 ). Then by the definition of K 2 ,
Combined with the fact that m 2 ≤ m = u on ∂S, this implies that the function u − m 2 has a local minimum somewhere in S, thus by Corollary 2.20, this implies thatx 2 ∈ ∂ c u(S), proving (3.2).
We also recall the classical John-Cordoba-Gallegos Lemma, which is used extensively in convex analysis and the optimal transport literature, a proof can be found in [7] . Lemma 3.5. Let V be an Euclidean space with dim(V ) = n and A ⊂ V a bounded convex subset with nonempty interior. There is an ellipsoid E centered at a point p cm ∈ V such that
it will be called the John ellipsoid of A and p cm its center of mass. It is is unique in the sense that it is the ellipsoid of smallest volume such that p cm + n (E − p cm ) contains A.
To state the main result of this section we need one more concept, the "dilation" with respect to a pointx ∈Ω of a set. Definition 3.6. Suppose that A ⊂ Ω is a set of positive measure that is c-convex with respect to somex ∈Ω. Then, its dilation by κ > 0 with respect tox is defined as the following: The main focus of this section is the following estimate, which is the analogue of the lower bound (1.5). We stress here that this estimate does not require the sublevel set {u ≤ m} to be compactly contained in Ω.
Lemma 3.7 (Sharp growth estimate). Let u be a c-convex function on Ω and let m be a c-function with focusx ∈Ω, such that S := {u ≤ m} has positive measure. Then for any set A which is c-convex with respect tox and satisfying (with M as in condition (QQConv))
we have the inequality sup
where C > 0 is a universal constant.
The proof of Lemma 3.7 will itself be divided into a number of shorter lemmas. We can take a c-function supporting to u somewhere in A and show that a vertical translate supports the c-cone at the vertex. This can be done as long as A is far enough from ∂S (note that we do not require S to stay away from ∂Ω). and let x cm be such that p (xcm,x) is the center of mass of A. Then if (2M A)x ⊂ S, we have that
Proof. Note that x cm ∈ A int . Fix an arbitrary c-function m with focus x supporting to u at x ∈ A. By definition,
Then, to prove the lemma we only need to show that m− m(x cm )+m(x cm )−2λ is an admissible c-function in the definition of K x 0 ,m,A,2λ . In other words, we will show that
for all x ∈ ∂A.
Suppose that the above inequality does not hold, then there is some x ∈ ∂A such that 
Here we have used that s m ≤ (2M ) −1 , the fact that m is supporting to u, and the fact that u(x 1 ) ≤ m(x 1 ) since x 1 ∈ S. Combining this with (3.3) we see that
Next consider x(s), the c-segment with respect tox 0 from x cm to x 1 , where x 1 ∈ ∂S is the unique point such that x lies on this segment (recall x is a point in A where m touches u from below). As before, x ∈ A and (2M A)x ⊂ S implies x = x(ŝ), for some 0 ≤ŝ 
In particular, after rearranging terms
which again contradicts (3.4). As a result, (3.3) cannot hold and the lemma is proved.
Next, we need an estimate of the volume of the polar dual of a set (in a vector space), by the volume of the original set. This result is essentially a rougher version of the Blaschke-Santaló inequality (see [31, Section 7.4 
]).
Lemma 3.9. Suppose V is an n-dimensional Euclidean vector space and A ⊂ V is a bounded, convex set with nonempty interior and center of mass p cm . Also let q 0 ∈ V * and λ > 0. Then,
Proof. If we let E 0 be the John's ellipsoid associated to A, there exists a linear transformation
Thus we can compute,
is the unit ball in V * . Thus combining with (3.5) we obtain
We now show how (QQConv) can be used to relate the c-polar dual of a set with the usual polar dual (in the cotangent coordinates) of an ellipsoid contained in the set.
where M is the constant in (QQConv) and
x,m,λ . Consider the family of c-functions, m t (y) := −c(y,x(t)) + c(x,x(t)) wherex(t) is the c-segment with respect to x going fromx tox 1 . Since c is C 3 on Ω cl ×Ω cl , for each y ∈ Ω, m t (y) is a differentiable function of t at 0 and we may calculate,
Thus to prove the claimed inclusion it suffices to show that 
for all t ∈ (0, 1). Thus taking t → 0 + we obtain the desired inequality.
Proof of Lemma 3.7. For the sake of brevity, in what follows we will use the notation
x,x p and
First note that if A int = ∅, since it is c-convex with respect tox we would have |A| L = 0 by (Nondeg), immediately proving the lemma.
Thus we, assume that A has nonempty interior, and we may apply John's Lemma (Lemma 3.5) to the set. Let x cm ∈ Ω be such that p (xcm,x) is the center of mass of A. By assumption, (2M A)x ⊂ S, in which case combining Lemma 3.8 with (3.1) from Lemma 3.4, we have
and by combining this with Lemma 3.10 we obtain
Finally, since M * x,x ([A]x) has nonempty interior by (Nondeg), the pointq is the center of mass of this set. Hence, we can apply Lemma 3.9 to this set, with p cm =q and q 0 =p in the statement of the lemma, which yields (also using (Nondeg)),
Combining this with (3.6) and rearranging terms, the lemma is proved.
The Aleksandrov estimate
In this section we extend the Aleksandrov estimate (generalizing (1.4)) to more general costs. Namely, we prove (see Theorem 4.1. Suppose u is a c-convex function, m a c-function with focusx ∈ sptρ, and S := {u ≤ m} is compactly contained in Ω. Let x 0 be any point in the interior of S and v ∈ T * xM be of unit length. Then for some universal C > 0 we have
The proof will involve "trapping" the set S with sets of the form {m i ≤ m}, where m i are conveniently chosen c-functions. Towards this end, we will establish a series of lemmas to construct an appropriate family of such c-functions. We start with some notation, which we will extensively use in this section and the next. Definition 4.2. Suppose that V is an inner product space, v ∈ V is nonzero, and A ⊂ V is a convex set. Then, we define Π v A to be the supporting hyperplane to A where v is an outward pointing normal direction.
If A ⊂ V is closed and convex, and v ∈ V nonzero, we define l(A, v) as the maximum among all lengths of segments contained in A that are parallel to v. for any w ∈ T * xM . The pointx will be understood from context.
Remark 4.4. Let A be a convex subset of a vector space V with inner product (·, ·) and v ∈ V is a unit normal vector, then the distance from a point p 0 ∈ A to Π v A is given by
For the remainder of this section, we assume that u is a c-convex function and m is a cfunction with focusx ∈ sptρ. Defining S := {u ≤ m}, we also fix a x 0 ∈ S int and assume S is compactly contained in Ω (so in particular, u = m on ∂S). We will also write
Additionally, we will mainly be concerned with supporting hyperplanes to the set [S]x. Therefore, when the subscript in the notation Π v A is omitted, it will be understood that the set in question is [S] x, the pointx involved will be clear from context.
In the first lemma, we relate the distance from the point p 0 to the supporting hyperplane Π v to [S]x, with the difference between the original c-function m and a certain c-function m v t defined in the lemma below. Note that in this proof, we require that c is C 3 . 
Then, there is a universal d > 0 such that both of these families are well-defined for t
Moreover, there is a universal C > 0 such that 
By taking a supremum over y ∈ S and using (4.2) and Remark 4.4, we find
), in other words, for every t we have
proving the lower bound in (4.1).
To prove the upper bound, note that thanks to (4.2) it suffices to obtain a bound
We observe thatm
, and do a second order Taylor expansion in t to get for some universal C ≥ 1 (note here C also depends on the C 3 norm of c),m In what follows we will make use of the celebrated Bishop-Phelps Theorem from convex analysis, a proof of which can be found in [1, Section 7.1].
Theorem 4.6 (Bishop-Phelps). Let
A be a convex set in Euclidean space and v a unit vector, given p ∈ A and ρ ∈ (0, 1) there is a unit vector v and a p v ∈ ∂A such that Π v A is supporting to A at p v and
We now adapt the Bishop-Phelps theorem to the framework of c-convex geometry.
Lemma 4.7. For any unit length v we can find a x v ∈ ∂S and a c-function m v with focus x v ∈Ω which is supporting to u at x v and such that
where v is the outer unit normal to [{ m v ≤ m}]x at p (xv ,x) andx v is given (for some λ > 0) bȳ
Proof. We can apply Theorem 4.6 to p 0 ∈ [S]x, the convex set [S]x, and the supporting plane Π v to obtain p v := p (xv ,x) ∈ ∂ [S]x and a unit vector v ∈ T * xM where 
Then by Corollary 2.20 we see that
hence the c-function defined by
is supporting to u from below at x v . Since x v ∈ Ω int , differentiating we see that v is the outer unit normal to [{ m v ≤ m}]x at p xv .
The next lemma is essentially an observation in convex analysis in Euclidean space.
Lemma 4.8. Given any unit length v ∈ T * xM it can be completed to a basis {v i } n i=1 where v 1 = v and {v i } n i=2 is an orthonormal set inḡx, satisfying
for any collection of numbers λ i ≥ 0 and some universal C > 0. At the same time,
v) is as in Definition 4.2).
Proof. Again, [S]x ⊂ T * xM is convex, bounded, and has nonempty interior by (Twist) and (Nondeg), thus it has an associated John ellipsoid E with center of mass p cm . Then there is a basis {w i } n i=1 orthonormal with respect toḡx with vectors parallel to the principal axes of E, and by (Nondeg) we see
for some universal C > 0. By renumbering the basis and replacing w i by −w i if necessary, we may assume that eachḡx (v, w i ) ≥ 0 and
We then define another basis by v 1 := v, and v i := w i for i = 1.
We will now show this basis has the claimed properties. First, since v has unit length and {w i } is orthonormal, (4.5) immediately follows from (4.8). Further, (4.7) and the definition of
give
here for the second inequality we used that d(Π v 
The three previous Lemmas 4.5, 4.7, and 4.8 culminate in the following result.
Lemma 4.9. Let v ∈ T * xM be of unit length and let {v i } n i=1 be the basis associated to it by Lemma 4.8. Then, for some positive universal constant C we have the following:
(1) For each 1 ≤ i ≤ n, there exists a c-function m i such that m i ≤ m in S, and
wherex i is the foci of m i . (2) Withx i as defined above we have the volume bound
(4.10)
Proof. For each i we will obtain m i in one of two different ways, depending on the distance
Then, since u is uniformly Lipschitz with constant depending on c and diam Ω , and we also have u = m on ∂S 0 , we note that for a universal C > 0
Then let m 
Now, fix some 0 < δ < d small which will be universal, to be determined later (recall that d here is universal).
By applying the second inequality in (4.1) and then taking t = δ in (4.11) we obtain
) ∼ δ with a universal constant of proportionality by (Twist) and (Nondeg), and δ will be chosen to be universal, we obtain (4.9) in this case. Now suppose d(p 0 , Π v i ) < δ. Apply Lemma 4.7 to v = v i with some ρ > 0 to be determined (which will again be universal), and let m v i , x v i ,x v i , and v v i be as given by the lemma. For ease of notation set
Since m i is supporting to u from below at x i in this case, we have
Also, since x i ∈ ∂S 0 , we see m i (x i ) = u(x i ) = m(x i ) and thus for some universal C > 0,
hence from (4.3) we conclude that
Then by combining with (4.12), we obtain
Since ρ will be universal, we again obtain (4.9) in this case. We now make a universal choice of δ and ρ, but in such a way that the volume bound (4.10) holds. Note that in all cases,x i =x, so we may consider the unit vectors
In order to obtain (4.10), we must now control the angles between each of thew i . First note that if i is such that d(p 0 , Π v i ) ≥ δ, by the choice of m i we immediately obtain thatw i = M −1 x 0 ,x v i . On the other hand, suppose we are in the second case d(p 0 , Π v i ) < δ. Consider the mapping
from Ω to TxM . Since c is C 3 , we can see that this mapping is uniformly Lipschitz in x, with a Lipschitz constant bounded by C for some universal C > 0. Hence, we may compute
we have used (4.3) to obtain the second to last line. At the same time, by (4.4), we see that
Thus, by taking ρ := √ δ and combining (4.14) with (4.15), we obtain the inequality
x , we may take δ sufficiently small (which can be done in a universal way) to deduce that the basis {w i } n i=1 can be obtained by applying arbitrarily small rotations to the elements in the basis {M −1
(which, in turn, spans a parallelepiped that is uniformly close to the orthogonal basis by Lemma 4.8). Now note that by (Nondeg) and the compactness of the domains Ω cl andΩ cl , the volume defined by the inner product g x 0 ,x is comparable to the Riemannian volume |·| L on T * xM , with a constant of proportionality that is universal (in particular, independent of x 0 ). As a result, we can conclude the bound
for a universal constant C > 0. Finally, first by taking λ i = |p (x 0 ,x i ) −p (x 0 ,x) | gx 0 ,x in (4.5) for each i, and then by (Nondeg) and the compactness of the domains Ω cl andΩ cl , we can see that
completing the proof of (4.10).
Before we prove Theorem 4.1 we shall show that the c-polar dual of {m 1 ≤ m} contains a c-segment with a direction and length determined by the foci of m and m 1 , and the height λ. Observe that it is sufficient to show
for any x ∈ ∂H, to this end let us fix x ∈ ∂H. If m 1 (x) − m 0 (x) ≤ 0, then by (gLp) we conclude for every t ∈ [0, 1] that
Otherwise, m 1 (x) − m 0 (x) > 0, in which case due to (QQConv) and the fact that m(x) ≤ m(x) we obtain
We obtain the desired inequality whenever t < min{1,
Finally, the Aleksandrov estimate follows by combining Lemma 4.9 and Lemma 4.10.
Proof of Theorem 4.1. Let {v i } n i=1 and m i with focix i be obtained by applying Lemma 4.9 to v. Since S ⊂ {m i ≤ m} we may apply Lemma 4.10 with λ := m(x 0 ) − u(x 0 ) to obtain for each i, a portion of a line segment by (3.1) of Lemma 3.4, the set is convex by Corollary 2.20. Thus, we see that
(4.16)
We will now compute the length ofγ i . By the second inequality in (4.9) of Lemma 4.9,
for all i and a universal constant C. Thus, there exists another universal constant C such that
for each i. Hence we can calculate
where this time we have used the first inequality in (4.9) of Lemma 4.9. Combining this bound with inequality (4.10) of Lemma 4.9, we obtain
,
.
We repeat the same argument with −v instead of v, obtaining a second convex hull inside S c x 0 ,m,λ x 0 whose measure has an analogous lower bound. Since the intersection of these two convex hulls lies in a lower dimensional hyperplane, it must have measure zero, and the volume of the union of the two sets is bounded below by the sum of their volumes. Hence recalling the inclusion (4.16) we obtain
the last inequality resulting from (3.2) in Lemma 3.4, along with (Nondeg). Noting that
we get the lower bound,
Then combined with the bound (4.6) from Lemma 4.8, we conclude that the left hand side in (4.17) is no smaller than
Substituting this into (4.17) and rearranging the terms, the theorem is proved.
Caffarelli's Localization Theorem revisited.
The purpose of this section is to prove a geometric property (cf. Theorem 5.7) of Aleksandrov solutions of (1.1). This property was first proven by Caffarelli in [4] , in the special case c(x, y) = −x · y where x, y ∈ R n and it has important consequences including strict convexity and C 1,α regularity for solutions of the classical Monge-Ampère equation. Informally, it says that solutions cannot have "ridges" except when these extend all the way to the boundary of the domain.
It is here that we will combine the two estimates Lemma 3.7 and Theorem 4.1. However, the main work of this section goes toward finding the appropriate sublevel sets to which we can apply these two estimates. Roughly speaking, starting with a contact set {u = m 0 }, we want to "tilt" the supporting c-function in such a way that the new c-functions will "chop" a small portion of the contact set, and converge back to this chopped portion as the tilting becomes smaller.
We first recall some useful definitions from convex geometry (see for example, [30] ).
Definition 5.1. Suppose that A is a convex subset of an inner product space V with inner product (·, ·), and p e ∈ ∂A. Then, we define the strict normal cone of A at p e and normal cone of A at p e respectively by
If N 0 pe (A) = ∅, p e is called an exposed point of A.
Remark 5.2. Recall that both N pe (A) and N 0 pe (A) are convex and 1-homogeneous, while N pe (A) is closed, and contains 0 and at least one nonzero vector for any p e ∈ ∂A. Definition 5.3. Givenx 0 ∈Ω and a set A ⊂ Ω which is c-convex with respect tox 0 , we say that a point x e ∈ A is a c-extremal point (c-exposed point) of A with respect tox 0 if p (xe,x 0 ) is an extremal point (exposed point) in the usual sense of the convex set [A]x 0 .
We begin by constructing a certain family of c-functions associated to each contact set, which will play a crucial role in "chopping" the contact sets near its c-exposed points.
Lemma 5.4. Let u be a c-convex function on Ω, m 0 be a c-function that is supporting to u somewhere in Ω with focusx 0 ∈ sptρ, and define
Also, suppose x e ∈ ∂S 0 is a c-exposed point of S 0 with respect tox 0 , and v 0 ∈ N 0 p (xe,x 0 )
is a unit vector. Then for any fixed δ > 0 there is a family of c-functions {m δ t } depending on S 0 and v 0 , such that for all sufficiently small and positive t we have m δ t = m 0 and
where S δ,t := {u ≤ m δ t }. Proof. The proof is motivated by an idea used in [6, Lemma 1] . Let us write p e := p (xe,x 0 ) ,p 0 :=p (xe,x 0 ) , and for any ρ ∈ R, x ∈ Ω,x ∈Ω, and nonzero v ∈ T * xM , define
We first show the following auxiliary claim: there exists a constant 0 < τ δ < δ depending on S 0 and v 0 such that
Suppose the inclusion does not hold for any τ δ > 0. Then, there exists a sequence of points
. Hence, for some choice of 0 < τ δ ≤ δ depending on S 0 , we obtain (5.3).
We will now define m δ t . Note that by (Nondeg), we have M 
, a family of c-functions m t with focix t ∈Ω, and a family of unit length v t ∈ T * xtM all defined for t > 0 sufficiently small, which satisfy the following:
Here we have written S t := {u ≤ m t }.
Proof. We will write p e := p (xe, Now we will show (5.7). Recalling that m 0 ≤ u while x e ∈ S 0 ,
for some universal C > 0. Next note that the denominator of the second expression in the minimum in (5.7) is always nonnegative. Then, since for any x ∈ S 0 ,
, by a nearly identical Taylor expansion argument as above, we obtain (5.7) as long as
Next we work towards showing (5.8). Let τ := min {τ δ /2, λ 0 } and define the following for all s > 0 sufficiently small:
(the subscript cp stands for "central point"). We first claim that
Indeed, by a Taylor expansion in t, Thus, if s > 0 is sufficiently small, we obtain (5.8) for 0 < 0 < τ /2.
Finally, suppose that (5.9) fails. Then, recalling Remark 4.4, there exists > 0, a sequence of positive numbers t k going to zero, and points
where for brevity, we have written S k := S t k ,x k :=x t k , p k e := p t k e , and v k := v t k . By compactness of Ω cl , passing to a subsequence we may assume that exp c
for some x ∞ ∈ Ω cl , and we easily see
. However, by passing to the limit in (5.11) we would obtain
, and thus we have proved (5.9).
At this point, we recall a classical result from convex analysis.
Theorem 5.6 (Straszewicz's Theorem [30, Theorem 18.6] ). The collection of exposed points of a convex set is dense in the collection of extremal points of the set.
We are now ready to begin a sequence of proofs that will culminate in showing that any contact set between a c-convex solution u and a supporting c-function that is not a singleton can only have c-extremal points in the boundary of Ω. In the following Section 6, we will rule out this final case, thus any contact set must consist of only one point, implying strict c-convexity of solutions u. We proceed by systematically ruling out c-extremal points in the interior of spt ρ, then in the interior of Ω \ spt ρ, and then finally on the boundary of spt ρ. The first two cases closely mirror the proofs given by Caffarelli in [6] . However, this third case requires the use of an idea borrowed from Figalli, Kim, and McCann (see [12, Theorem 7.1] ). In the interest of highlighting these differences, we have split the three proofs up.
Theorem 5.7 (Caffarelli Localization Theorem). Suppose u is a c-convex Aleksandrov solution of (1.1) and m 0 is a c-function with focusx 0 ∈ sptρ, supporting to u at some x 0 ∈ (spt ρ) int , then the set
is either a single point, or it contains no c-extremal points with respect tox 0 interior to spt ρ.
Proof. Suppose S 0 is not a single point and it contains a c-extremal point with respect tox 0 in (spt ρ) int . By Theorem 5.6, there exists a c-exposed point x e of S 0 with respect tox 0 , which is also contained in (spt ρ) int . We choose 0 
, we have used (2.1) along with the facts that E t ⊂ S t ⊂ spt ρ and |E t | L ∼ |S t | L . At the same time since each S t is compactly contained in spt ρ by (5.6), by applying Theorem 4.1 with each v t direction, we obtain
here we have used (2.1), and that
by (5.8) from Lemma 5.5. Since |S t | L > 0 from property (5.2), we can divide the second inequality above by the first, rearrange terms, and use (5.7) to obtain
However, this last expression approaches 0 as s → 0 by property (5.9) of Lemma 5.5, hence by this contradiction we obtain the theorem.
Ruling out c-extremal points in Ω int \ spt ρ is simpler and only requires use of the upper bound Theorem 4.1.
Lemma 5.8. Let u be a c-convex Aleksandrov solution of (1.1). If m 0 is a c-function with focusx 0 ∈ sptρ that is supporting to u at a point in (spt ρ) int , then the set
contains no c-extremal points with respect tox 0 in Ω int \ spt ρ.
Proof. Suppose the statement is not true. Again, by Theorem 5.6 we can assume there exists x e , a c-exposed point of S 0 with respect tox 0 in Ω int \ spt ρ. We can fix 0
and apply Lemma 5.5 to x e , this time we obtain c-functions m s and S s compactly contained in Ω int \ spt ρ by (5.6) (in particular, S s ∩ spt ρ = ∅ for all s). Then, applying Theorem 4.1 to u, S s , m s , and x e , and using (2.1) we obtain
However, this is impossible since m s (x e ) − u(x e ) > 0 by (5.5) of Lemma 5.5, and the claim is proved.
Finally, the third case is dealt following an idea of Figalli, Kim, and McCann [12] , it consists in applying the bounds from Theorem 4.1 and Lemma 3.7 to two different, but related sublevel sets of u. The issue is that when we use the Aleksandrov solution property of u, we require a fixed proportion of the set A in Lemma 3.7 to be contained in spt ρ.
Lemma 5.9. Let u solve (2.1), if m 0 is a c-function with focusx 0 ∈ sptρ that is supporting to u at a point in (spt ρ) int , then the set
contains no c-extremal points with respect tox 0 in ∂ spt ρ.
Proof. Suppose the lemma does not hold, by Theorem 5.6 again, we can assume there is a c-exposed point x e of S 0 with respect tox 0 , near ∂(spt ρ). Since exposed points are also extremal points and there exists a point x 0 ∈ S 0 ∩ (spt ρ) int , we may apply Theorem 5.7 and Lemma 5.8 to see that we must have x e ∈ ∂(spt ρ). Since spt ρ is compactly contained in Ω, we can choose a δ > 0 small enough to obtain a family of c-functions m t with focusx t and unit vectors v t ∈ T * xtM as provided to us by Lemma 5.5 all such that S t := {u ≤ m t } are compactly contained in Ω. Additionally, by choosing δ sufficiently small, by property (5.1) we may also assume that x 0 ∈ S t for any t > 0.
We now use x 0 to define a related family of sublevel sets,
Note here that S t ⊂ S 
Note that we do not require compact containment of S big t
in Ω in order to invoke Lemma 3.7. Since each S t is compactly contained in spt ρ by (5.6), we can apply Theorem 4.1 with each v t direction to these sets. Similar to the proof of Theorem 5.7 we arrive at the inequality:
This time, since sup 
, the quantity on the right approaches 0 as t → 0 by property (5.9). This contradiction completes the proof.
Strict c-convexity
In this section, we will use the results of Section 5 to show that a c-convex function u solving (2.1) must actually be strictly c-convex. We note that the overall structure of the paper is somewhat reversed from the approach in [12] . Figalli, Kim, and McCann first rule out cextremal points of contact sets on ∂Ω, and then show that any contact set with more than one point must extend to ∂Ω. In our approach, we have first ruled out c-extremal points in Ω int , and we will use this fact in an essential way to show that a contact set cannot stretch to ∂Ω.
Roughly speaking, we wish to construct a certain family of cones in sptρ depending on a parameter r > 0, whose vertex is given by the focus of the c-function defining the contact set (this family will "close down" upon its axis as r → 0). We then show that for r > 0 sufficiently small, the preimages of these cones under the c-subdifferential map lie outside of spt ρ, obtaining a contradiction with the main equation (2.1), it is in obtaining this property that we use the results from Section 5 (see Figures 2 and 3) .
We work toward showing the following theorem.
Theorem 6.1. Let u be a c-convex Aleksandrov solution of (1.1) and suppose that m 0 is a c-function that is supporting to u from below with focusx 0 ∈ sptρ. Define the contact set S 0 := {u = m 0 }, and suppose that S 0 contains a point x 0 ∈ (spt ρ) int . Then,
To this end, for the remainder of this section we will fix m 0 ,x 0 , and x 0 as in the statement of the above theorem, and also write
Additionally, in this section we will use the Riemannian inner product g x 0 (·, ·) defined on T * x 0 M . As will be seen in the following proofs, the actual choice of inner product on T * x 0 M is irrelevant, we merely fix g x 0 for concreteness.
We will also use the following result proven in [31, Theorem 2.2.9].
Lemma 6.2. Suppose that V is a k-dimensional normed vector space, and A ⊂ V is an kdimensional convex subset. Then, the subset of the unit sphere in the dual space V * consisting of linear functions that do not attain a unique maximum over A has zero (k − 1)-dimensional Hausdorff measure. In particular, the set of linear functions which do attain a unique maximum over A is dense in V * .
We are now ready to state and prove our first lemma, where we single out a certain direction to be used as the axis of our family of cones. Very roughly, we start with a direction that points inward to sptρ, project this onto the k-dimensional affine hull of [S 0 ]x 0 to apply Lemma 6.2 there, and show that the result of "unprojecting" the vector is the correct direction. Note that this lemma only utilizes convex geometry, and does not require any properties of the solution u.
We will now show the inclusion (6.1). Ifp 0 ∈ Ω int x 0 , this inclusion is immediate for r > 0 sufficiently small, so assume thatp 0 ∈ ∂ Ω is convex, we can easily obtain the inclusion (6.1) for all r > 0 sufficiently small. Figure 2 . We first trap the preimage of the family of cones in a "dual cone" that flattens as r → 0 (left diagram). Then, we show it must converge to the contact set S 0 as r → 0 (right diagram). Note that each diagram on its own is not enough to conclude that spt ρ does not intersect the preimage of the family of cones we have constructed, even for r > 0 small, and we must combine the two as in Figure 3 .
In the next two results, we will show that the preimage under ∂ c u of the family of cones constructed above must be close to the point x max . In the first lemma, we show the image is contained in some "dual cone" in Ω (left image in Figure 2 above). We utilize the results from Section 5 here. Proof. Since the extrema of a linear function on a convex set must be attained at at least one of its extremal points, p max must be an extremal point of [S 0 ]x 0 . However, since S 0 contains Next, we prove that as r → 0, the inverse image under ∂ c u of our family of cones must also be close to the contact set S 0 (right image in Figure 2 ). By combining this with the above lemma, we can conclude that the inverse images must approach the point x max , or be contained in the contact set S 0 (see Figure 3 above). we may extract a subsequence to assume that x k → x ∞ for some x ∞ ∈ Ω cl . Let us write as k → ∞, in other words, x ∞ ∈ S 0 . At the same time, since each x k satisfies inequality (6.5) with r = r k , by taking k → ∞ we would obtain that l(p (x∞,x 0 ) ) ≥ l(p max ). However, since (6.9) implies that p (x∞,x 0 ) = p max , by the uniqueness of p max ∈ [S 0 ]x 0 as the point achieving the maximum value of l(·), we must have that p (x∞,x 0 ) ∈ [S 0 ]x 0 , this contradiction completes the proof.
With this final result in hand, we can finally obtain a contradiction with the main equation (2.1), proving the desired result of strict c-convexity.
Proof of Theorem 6.1. Suppose that u fails to be strictly c-convex, thus the contact set S 0 contains more than one point. Since spt ρ is assumed to be compactly contained in Ω, we may fix We can now find someq 0 ∈ T * x 0 M satisfying the conclusions of Lemma 6.3, and by applying Corollary 6.5 above we see that With this result in hand, we may finally prove the main theorem.
Proof of Theorem 1.2. Suppose u is a c-convex Aleksandrov solution to (1.1), let x 0 ∈ (spt ρ) int and suppose m 0 is a supporting c-function to u at x 0 with focusx 0 . We must also havē x 0 ∈ sptρ, and by Theorem 6.1 this implies that u(x) > m 0 (x) for any x = x 0 , i.e. u is strictly c-convex at x 0 .
Appendix A. Inward pointing normals of convex sets
The results in this appendix are necessary to obtain the lower bound (5.9) on the family of line segments in Lemma 5.5. In turn, this bound is needed to apply the Aleksandrov estimate Theorem 4.1 in the proofs of Theorem 5.7 and Lemma 5.9.
The idea is the following. We have freedom in choosing the direction v 0 to apply Lemma 5.5. However, in order to obtain a strictly positive lower bound (5.8), we must be careful to select a v 0 for which the negative actually points into the sublevel set S 0 . Since it is not a priori obvious that such a choice of direction exists, this is what we aim to show. We note here that the main result of [13] by Figalli, Kim, McCann plays an analogous role in their paper [12] .
We begin by stating a well-known result in convex analysis, the Fenchel-Rockafellar Duality Theorem. Throughout the section, we will fix an n-dimensional inner product space V with an inner product (·, ·).
Theorem A.1 (Fenchel-Rockafellar Duality Theorem, [29] ). If f and g are convex functions on V such that one of the functions is continuous at some point in {p ∈ V | f (p) + g(p) < +∞}, then inf p∈V (f (p) + g(p)) = max
where f * is the usual Legendre-Fenchel transform,
We will also need the concept of the indicator function of a set.
Definition A.2. If G is a set, the indicator function of G is defined by
If G is convex and nonempty, δ G is a proper, convex function, and if G is closed δ G is lower semi-continuous.
Proof. Again, assume that p e = 0. Since A contains more than one point, its affine dimension must be strictly bigger than 0. If the affine dimension of A is strictly less than n, we may consider the orthogonal projection of A onto its affine hull for the following proof, so without loss of generality assume that A has affine dimension n. In particular, A int = ∅ and we may choose an associated w 0 ∈ N 0 (A) ∩ S n−1 with the property described in Lemma A.3 above. Our claim will be proven if we can show that −N 0 0 (A) ∩ A int = ∅. Suppose this does not hold. Then by applying the separation theorems [30, Theorem 11.3 and 11.7] Since 0 is an exposed point of A we have N 0 0 (A) = ∅, and hence it can be seen that N 0 0 (A) cl = N 0 (A). Thus as a result of the first inequality above, (v 0 , w 0 ) ≤ 0. However, the second inequality implies that v 0 ∈ N 0 (A), which contradicts the choice of w 0 , and we obtain the lemma.
