Abstract: In this study, an efficient and fast algebraic decoding algorithm (ADA) for the binary systematic quadratic residue (QR) code of length 73 with the reducible generator polynomial to correct up to six errors is proposed. The S(I, J ) matrix method given by He et al. (2001) is utilised to compute the unknown syndromes S 5 . A technique called swap base is proposed to correct the weight-4 error patterns. To correct the weight-5 error patterns, the new error-locator polynomials for decoding the five errors are derived. Finally, the modified shift-search algorithm (SSA) developed by is applied to correct the weight-6 error patterns. Moreover, the computations of all syndromes are achieved in a small finite field. Simulation results show that the proposed ADA is practical.
Introduction
The well-known binary quadratic residue (QR) codes, introduced by Prange [1] , are cyclic binary BoseChaudhuri -Hocquenghem (BCH) codes with a code rate close to one-half and generally have large minimum distances. If an overall parity check bit is used, the rate is exactly one-half so that most of the known QR codes are the best-known codes. For example the (24, 12, 8) extended QR code, augmented by a parity bit in the (23, 12, 7) QR code, has been used for numerous communication links, including the Voyager imaging system link of NASA [2] .
In the past few decades, several decoding techniques have been developed to decode the binary QR codes [3 -18] . In the conventional algebraic decoding algorithm (ADA), the Newton identities with either Sylvester resultants [3 -12] or Gröbner bases [13] is commonly used to determine the error-locator polynomials. For decoding the (47, 24, 11) QR code, the coefficients of the unknown syndrome polynomials f (S 5 ) and g(S 5 ) of degree 11 in [8] have been modified by Lin et al. [14] , where S 5 is the unknown syndrome of this code. Recently, the table lookup decoding algorithm (TLDA) [14 -18] plays an important role in errorcorrecting decoding. The TLDA has a faster decoding speed than ADA. However, the disadvantage of the TLDA lies in the memory size that will become large in the decoder chip when the code length is large. This may lead to a rise in the decoding cost. Rather than TLDA, the ADA does not need lookup tables; however, it requires a large number of complicated computations in the finite field. These facts lead to a decoding delay when the code length is large.
The QR code can correct up to t ¼ ⌊(d 2 1)/2⌋errors, where d is the minimum Hamming distance of the code, and the symbol ⌊x⌋denotes the greatest integer less than or equal to x. Thus, the binary (73, 37, 13) QR code can correct up to t ¼ ⌊(13 2 1)/2⌋ ¼ 6 errors. The ADA developed by Chen -Reed-Truong (CRT) [7] uses many complicated computations to obtain the coefficients of the error-locator polynomials in the five-error case and six-error case by eliminating the unknown syndromes S 5 and S 7 . In addition, they employ Zech's logarithms [2] in the fiveerror case and six-error case to solve the cubic equations in GF (2 9 ). However, the Zech's logarithms require 2 × 512 × 4 bytes ¼ 4096 bytes memory space to store the add-one tables in the decoder. Therefore the CRT's algorithm combines the ADA and add-one tables.
The TLDA developed by Chen -Truong [17] requires 1 Mbytes memory space to store the syndromes and their corresponding error patterns. The simulation results of the decoding time in Table 4 as given in [17] are not fast. However, a more efficient TLDA developed by Lee -Chang (LC) [18] , called the syndrome and syndrome difference decoding algorithm, uses the property of the weight of syndrome and the weight of syndrome difference to greatly reduce the memory size of the lookup table and the decoding time. Besides, the memory size of the LC algorithm merely requires 85.4 kbytes to store the syndromes and their corresponding error patterns.
The proposed ADA uses the S(I, J ) matrix method in [8] to directly compute the unknown syndromes S 5 and uses the Newton identities to directly derive the error-locator polynomials. To correct the weight-4 error patterns, a skill called swap base is proposed, and to correct the weight-5 error patterns, two error-locator polynomials are presented. The notable modified shift-search algorithm (SSA) developed by Lin et al. [14] is then applied to correct the t-error case. To reduce the decoding time, equation (13) in [19] is used to reduce the computational complexity of the inverse of syndrome in GF (2 9 ). Simulation result shows that the decoding time of the proposed ADA is practicable and close to the decoding time of the TLDA in [18] .
The remainder of this paper is organised as follows: The background of the binary (73, 37, 13) QR code is briefly introduced in Section 2. The proposed ADA is described in Section 3. The computer simulation results with all error patterns are shown in Section 4. Finally, this paper concludes with a brief summary in Section 5. The coefficients of f (S 2 Background of the (73, 37, 13) QR code A codeword of the binary (n, k, d) QR code is defined algebraically as a multiple of its generator polynomial g(x) with coefficients in GF (2) . Let the length of the code n be a prime number of the form n ¼ 8m + 1, where m is a positive integer and m be the smallest positive integer such that 2 m ; 1 (mod n). Also, let k ¼ (n + 1)/2 be the message length and d be the minimum Hamming distance or Hamming weight of the code. The generator polynomial as a cyclic code is given by
where b is a primitive nth root of unity in GF(2 m ) and Q n denotes the set of QRs given by Q n ¼ {j|j ; x 2 mod n for 1 ≤ x ≤ (n -1)/2}. Q n can thus be represented as a disjoint union of cyclotomic cosets, modulo n. These cyclotomic cosets are defined as Q r ¼ {r2 j |j ¼ 0, 1, . . ., n r 2 1}, where n r is the smallest positive integer such that r2 n r ; rmod n, n r divides (n 2 1)/2, and r is the smallest element in Q r . The r is called the representative element of the cyclotomic cosets Q r . The set S, consisting of all representatives of the QR code, is called the base set of the QR code and r [ S. These definitions and properties cause the equality Q n = r[S Q r relating Q n to the cyclotomic cosets, modulo n.
For the (73, 37, 13) QR code, m is equal to 9. Let an element a [ GF (2 9 ) be a root of the primitive polynomial p(x) ¼ x 9 + x 4 + 1. Then, a generates the multiplicative group of non-zero elements in GF (2 9 ). Also, let an element
, is a primitive 73rd root of unity in GF (2 9 ); that is, b ¼ a
7
. The base set of this code is S ¼ {1, 3, 9, 25, 5, 11, 13, 17}. The eight cyclotomic cosets and their corresponding minimal polynomials, denoted by g r (x), are shown in Table 1 .
The g r (x) can also be expressed as g r (x) =
and the QR set of the code is given by 
Let r ¼ 1, 3, 9 and 25, the g(x) is obtained by the equation below
As the codewords are a multiple of the g(x), a codeword polynomial of the (73, 37, 13) QR code can be represented by
, where C i [ GF (2) 
, then we obtain the following identity
Multiplying both sides of (4) by x k and using
, which is a multiple of g(x), has m(x) in its lower k bits and p(x) ¼ d(x)x k in its higher n 2 k bits. Thus, the corresponding codeword can be represented by
Equation (5) represents codewords resulting from so-called systematic encoding. Now, let a codeword be transmitted through a binary symmetric channel to obtain a received word of the form r(x) ¼ c(x) + e(x), where e(x) ¼ e 72 x 72 + . . . + e 1 x + e 0 is the occurred error polynomial and e i [ GF (2) . For simplification, the polynomial form can be expressed as the vector form. For example, c(x) can be expressed as c ¼ (c 72 , . . . , c 1 , c 0 ). The syndromes or Table 1 Cyclotomic cosets of the (73, 37, 13) QR code 
known syndromes of the code are defined by If there are v ≤ t errors in r (x), then e(x) has v non-zero terms over GF (2) ; that is, e(x) = x r 1 + x r 2 + · · · + x r v , where 0 ≤ r 1 , r 2 , . . . , r v ≤ n 2 1. For i [ Q n , the syndrome can be written as
where the s j are called the elementary symmetric functions for 1 ≤ j ≤ v and s 0 ¼ 1. The roots of L v (z) are the inverse of the v error locators {X j }. If the s j are known, then the roots of L v (z) can be obtained by using Chien's method [20] .
To develop ADA, the following Newton identities theorem is needed for finding the relation between the S i and s j . For the detailed proof, see [21] .
Theorem 1 (The Newton identities): For a binary QR code, there is a unique set of identities between the power sums S i and the elementary symmetric functions s j given in the following
If there are a sufficient number of consecutive known syndromes for a given number of errors, then we can directly solve s j from (8). However, if there are not enough consecutive syndromes, we have to find the unknown syndromes first by using the known syndromes. In order to evaluate the unknown syndromes, the technique developed by He et al. [8] is summarised below. Now, let I ¼ {i 1 , i 2 , . . . , i v+1 } and J ¼ {j 1 , j 2 , . . . , j v+1 } be two subsets of Q n , where i 1 = i 2 = . . . = i v+1 and
where the summation of the indexes is modulo n. If v errors occur, we have the factorisation
T denotes the transpose of the matrix X( J ) and
Apparently, the rank of S(I, J ) is at most v, which in turn yields the following equation
If the entries of (9) have unknown syndromes, then, under the assumption that v errors occur, (11) actually gives a polynomial equation for the unknown syndrome. In the case, the polynomial is then a univariate polynomial f (S u ) in terms of the unknown syndrome S u , where u Ó Q 73 . By solving f (S u ) ¼ 0, we can obtain the value of the unknown syndrome S u in turns of some known syndromes.
ADA of the (73, 37, 13) QR code
This section consists of three subsections. Section 3.1 describes how to compute the primary unknown syndrome, say S 5 . Section 3.2 shows how to exploit the algebraic method to derive L v (z) for 1 ≤ v ≤ 5. Section 3.3 describes the modified SSA to correct six errors. In either subsection, the digit after the word 'Case' indicates the number of errors for that case; the index of sets I and J indicates that they are only valid for Case v. Moreover, a super index with parentheses is attached to the S 5 to obtain the notation S
5 indicating that it is only valid for Case v. 
Computation of the unknown syndrome
For 1 ≤ v ≤ 2, the L v (z) do
.
Case 3: Let I 3 ¼ {0, 1, 2, 3} and J 3 ¼ {0, 1, 2, 72}. Then, we obtain, by (9), the matrix
The entries in (12) are all known syndromes except S
5 . Next, by (12), we obtain the following polynomial of degree 1 given
where A 1 and A 0 [ GF( 2 9 ), and
Thus, the S
5 can be computed as follows
Case 4: Let I 4 ¼ {0, 1, 3, 4, 72} and J 4 ¼ {0, 1, 70, 71, 72}. Then, we obtain, by (9), the matrix
The entries in (16) are all known syndromes except S
5 . Next, by (16) , we obtain the following polynomial of degree 1 given by
where B 1 and B 0 [ GF( 2 9 ), and
Thus, the S 
However, a full C++ program search shows that the syndrome S
1 will be equal to 0 for some weight-4 error patterns. For example, if e(x) ¼ x + x 50 + x 64 + x 67 , then, by (6), S (4) 1 = 0. This will lead to a decoding failure. To overcome this problem, we propose a skill called swap base. That is, by using the property of cyclic codes, let b ¼ a 21 and the syndrome S 1 will be not equal to 0 for those weight-4 error patterns.
Case 5: Let I 
The determinants of (20) can be expressed as three polynomials of degree 3 in S 5 given by
)
i and h(S
where C i , D i and E i [ GF (2 9 ), and the coefficients of f (S where F 1 and F 0 [ GF (2 9 ). Therefore the S
5 can be solved from the following equality
where the F is attached to the super index of S
5 indicating that it is computed from (22).
However, a full C++ program search shows that the S = 0. This will lead to a decoding failure. To overcome this problem again, we use the GCD of g(S where G 1 and G 0 [ GF (2 9 ). Therefore the S
where the G is attached to the super index of S
5 indicating that it is computed from (24).
From Case 3 to Case 5, once S 5 is solved, then the coefficients of L v (z) can be obtained.
Determination of the error-locator polynomials
In this subsection, the error-locator polynomials L v (z) will be determined for 1 ≤ v ≤ 5. To develop the proposed ADA, by using Theorem 1, the following Newton identities are used to define the coefficients of L v (z)
Since v ¼ 5, the coefficients s 1 , . . ., s 5 are not equal to 0. To compute these coefficients, the following theorems are necessary, for a detailed proof see [9] .
Theorem 2: Let (n, k, d ) be a binary QR code with Q n , the set of QRs modulo n, and the base set S. Then the error pattern has a weight of at most one, iff the following two conditions hold:
Theorem 3: Let the error pattern of a QR code has a weight j ≥ 2, then one has S n21 s j ¼ s j21 .
The error-locator polynomials L v (z) can be determined by the following cases.
Case 0: No error, namely
Case 2: Two errors, namely
and (26b), we obtain
Case 3: Three errors, namely s 4 ¼ s 5 ¼ 0. By (26a) to (26c), we obtain
where
and
Case 4: Four errors. By (26a) to (26d), we obtain
1 + S 5 and
Case 5: Five errors. By (26a) to (26e), we obtain
where the super index to L 5 (z) indicates that it is the first L 5 (z), and
1 + S 9 and
However, a full C++ program search shows that the X 5 in s 4 will be equal to 0 for some weight-5 error patterns. For
, then X 5 ¼ 0. This will also lead to a decoding failure. To overcome this problem, by (26a) to (26e) again, we obtain
where the super index to L 5 (z) indicates that it is the second L 5 (z), s 1 , s 2 , s 3 and s 5 are the same as in (31), and
However, the computation of the inverse in the coefficients of L v (z) is so time consuming in GF( 2 9 ), of course, it will significantly lead to an increase in the decoding time.
To solve the problem, the fast computational algorithm for inverse element given in (13) of [19] 8 . Thus, the power of the syndromes can easily be accomplished by using successive squaring operations and multipliers. Such a fast computational method can efficiently reduce the program execution time up to hundreds of times when the power of the syndrome is very large.
Procedure of the modified SSA
If a received word contains a weight-6 error pattern e (6) , then the received word by correctly inverting one of the bits will contain only five errors, that is, a weight-5 error pattern e (5) . For this case, the proposed decoder recomputes all the syndromes of e (5) and coefficients of L 5 (z) by Case 5 of Sections 3.1 and 3.2. Therefore the proposed decoder can obtain the five roots of the error-locator polynomial L 5 (z); that is, the e (5) can be correct by the proposed decoder. If a received word contains a weight-6 error pattern e (6) , then the received word by wrongly inverting one of the bits will cause an additional error, that is, the received word will now contain a weight-7 error pattern e (7) . This e (7) cannot be corrected by Case 5 of Sections 3.1 and 3.2. However, the minimum distance of the code is 13, a few received words with weight-7 error patterns may be equal to a codeword with weight-6 error pattern E (6) , where E (6) = e (6) . For this case, this E (6) still cannot be corrected by the Case 5 of Sections 3.1 and 3.2.
To decode the t-error case, the first step of the modified SSA is to invert the first information bit of the received word. Let u i be a 73-tuple error pattern vector with weight one at the ith position of the 37 information bits of r where 0 ≤ i ≤ 36 and r ¼ c + e where e is a weight-6 error pattern. Also, let r i be a 73-tuple received word with u i where 0 ≤ i ≤ 36. Finally, let r 0 be the sum of r and u 0 . Then it has the form
If one of the six errors in e is located at the first information bit, then the weight of (e + u 0 ) is equal to 5. Thus, the r 0 can be corrected by Case 5 of Sections 3.1 and 3.2. However, if the first component of e is zero, then, the weight of (e + u 0 ) is 6 or 7. Thus, the r 0 cannot be corrected, the bit was inverted wrongly, and then this inversion produces another additional bit error. In this case, the algorithm flips back the inverted bit and then proceeds to invert the next information bit to iterate the above procedure. The procedure described above is repeated recursively for at most 37 steps. If the procedure repeats over 37 iterations, it is evident that r has more than six errors. The flowchart for decoding this code up to six errors is illustrated in Fig. 1 .
Simulation results
The proposed ADA has been programmed in a C++ language. A codeword with up to six errors, namely Table 2 . In one-error case, the average decoding time for decoding one error pattern is close to 1.8 ms. From two-error case to five-error case, the average decoding time for decoding one error pattern is under 1 ms. In six-error case, the average decoding time for decoding one error pattern is a little bit over 1 ms. Compared with the TLDA [18] , the proposed ADA has an outstanding decoding 
Conclusions
The ADA for decoding the (73, 37, 13) QR code with the reducible polynomial has been proposed. The unknown syndrome S 5 in Case 3 to Case 5 is obtained, a skill called swap base is proposed to avoid S 1 being equal to 0, and two sets of GCD, F(S (z), are also derived in Case 5, and the modified SSA is employed in Case 6. Therefore the proposed ADA can correct this code efficiently. Moreover, a fast computational algorithm is employed to reduce the computational complexity in GF (2 9 ). Simulation results show that the proposed ADA can correct this code up to six errors efficiently.
Appendix
The coefficients of f (S The coefficients of g(S
5 ) are listed as follows
