Abstract. The bid/no bid decision is one of the first and most important decisions to make by the contractor when seeking a construction contract. To facilitate the contractor's reasoning by limiting randomness that may lead to mistakes decision support models are frequently applied. This paper presents possible applications of a logistic regression to support bidding decisions. On the basis of a set of data, the model was to suggest either participation in the bid or resignation from it. Methods of estimation and measurement of goodness of fit are presented in the paper. The results, 79,55% of correctly classified cases, confirmed the usability of logistic regression in solving the problem.
Introduction
An appropriate selection of tenders in which a company wishes to take part is vital in terms of building the market position. Participation in tenders for projects which are not suitable for the company can result in considerable losses of both money and time. On the other hand, not participating in a tender means failing to take advantage of an opportunity to make a profit, to improve the company's position and strength in the market or to establish relationships with new clients. The ability to choose the right bid influences the company's general condition and future development, considering the risk involved in any construction project [1, 2, 3] . The efficiency of bidding decisions can be improved by applying decision support models. Many researchers developed various mathematical models [4] . With increasing frequency decisions concerning construction projects employ the fuzzy sets theory [5, 6, 7, 8] and artificial neural networks [9, 10, 11, 12] .
The aim of the this paper is to propose a classification model that applies logistic regression to facilitate the decision about the participation in a tender for construction works. The author seeks a binomial model in which the dependent variable Y is quantified using a dummy variable and assumes two possible variants described by means of codes: "0" -Failure and "1" -Success.
Assumptions for Model Building
Logistic regression models are used to explain qualitative variables depending on the level of exogenous variables (qualitative or quantitative) [13, 14] . The dependent variable Y -here, the quantitative variable -generally takes two values: 0 and 1 representing various opposing events. In the example considered these events include:
• Failure -value 0 -interpreted as a resignation from the tender, • Success -value 1 -interpreted as a recommendation for tender.
Independent variables in the model involve identified tender factors (Table 1) . They were identified in Poland and were previously presented in [4] . They were applied to the assessment of tenders in which contractors took part. The evaluation of each factor in a particular tender ranged from 1 to 7, where the numbers denoted the following: 1 -the least favourable factor (i.e. of very low significance) and 7 -the most favourable factor (i.e. of very high significance). For each evaluated tender procedure the result was identified as:
• F -failure -failure to obtaining a contract for works,  S -success -obtaining a contract for works.
In effect information about 88 procedures was collected. As a result of the classification, the model generates the answer in the form of a recommendation of the tender (set S) or resignation from the tender (set F). Table 1 . Factors influencing bid/no bid decision x 1 -type of works x2 -past experience with similar projects x9 -time of project duration x3 -contract conditions x10 -criteria of bid selection x4 -owner's reputation x11 -location of the project x5 -value of the project x12 -time for the preparation of the bid x6 -need of works x13 -possible subcontractors x7 -size of the project x14 -necessity for specialized equipment x8 -profits from similar past projects x15 -degree of complexity of works Source: own study.
The Logit Model -Structure and Evaluation
The logit model takes the following general form [13, 14] : (1) where: -structural parameters of the model, -random component, -logit, -unobservable qualitative variable, -values of the independent variables of the model, -probability of assuming the value "1" by the dependent value calculated on the basis of the density function of the logistic distribution. The unobservable variable is defined as a hidden variable, since one observes only the binary Y i in the form:
The verification of the logit model uses the likelihood ratio test [13, 14] which serves to verify the null hypothesis claiming that all parameters of the model equal zero, as opposed to the alternative one assuming that at least one is different.
H 0 : βj = 0, H 1 : β j ≠ 0, j=1,2…,k. Therefore, if the null hypothesis is true, one needs to consider only the model with the absolute term. The test statistic is defined as . The pseudo-R 2 value fits in the range of (0, 1). The value close to 1 means a perfect fit of the model, while 0 -complete lack of matching. The remaining measures of the assessment of model compatibility as a classifier include the diagnostic test parameters: sensitivity, specificity, positive and negative predictive value, the credibility of the model and the Gini coefficient. Their definitions can be found, for instance, in [13, 14] .
The estimates of the parameters are listed in Table 2 . Analysing the results obtained at the assumed significance level α = 0,1, only two variables significantly influence the model (x 3 and x 6 ). However, the p-value for the variable x 12 and x 15 slightly exceeds the limit value of 0,1; therefore, it was decided to include also these variables and recalculate the model. After estimating the parameters for the logistic regression model with 4 independent variables, the insignificant variable x 12 was rejected and recalculations were performed. The estimates of the parameters for the logistic regression model (with 3 independent variables) are presented in Table 3 . The form of the proposed logit model is as follows:
This means that likelihood p i (i.e. situation Y i = 1) is estimated as:
The pseudo-R 2 value equals 0,593 and denotes weak but satisfying matching of the model.
Evaluation of the model as a classifier
To evaluate the model the effectiveness of classification was applied, expressed as the number of cases correctly identified. A summary of the model built on the basis of logistic regression is presented in Table 4 . The data presented in Table 4 were used to identify the basic parameters of the classification model: sensitivity, specificity, predictive values and efficiency.
The results are summarised in Table 5 . The values obtained show the fit of the model. The model correctly classified 79,55% of cases, predicting failure more correctly (83,82%). The AUC coefficient (Area Under ROC Curve) equals 0,8776 and indicates a good classification. To make classification better that random division of objects into two classes, the area under the curve ROC should be significantly larger than 0,5 value. The larger and closer to 1 Gini coefficient value is, the better the model classification is.
The statistical verification of the logit model, consisting in determining the degree of the model fit to data and in analysing the statistical significance of parameters, has been positive. The basic parameters of the model are acceptable.
The odds ratio is 9,62 and is larger than 1, which means that the classification is nine times better than the one which would be expected by chance. According to the model under consideration, the increase of factors: x 3 -contractual terms, x 6 -need to work, contributes to a decrease in the contractor's odds ratio for success in the tender. Only the growth of factor x 15 -degree of work difficulty -is accompanied by an increase in the odds ratio. Times by which the odds ratio changes with the growth of each of the variables by a unit is equal to:
-exp (-0,0932 ) = 0,9110 -for variable x 3 -exp (-2,2877) = 0,1015 -for variable x 6 -exp (0,6012) = 1,8243 -for variable x 15 For example, the evaluation of factor x 15 -the degree of work difficulty -one point increases the odds ratio of success by 82%, and in the case of factor x 3 -contractual terms -decreases it by 91%.
Summary
The evaluation of three factors, x 3 -contractual terms, x 6 -need to work and x 15 -degree of work difficulty, allowed to classify a tender under consideration either to class S -success, which for the contractor means a recommendation to participate in the bid, or F -failure, interpreted as a recommendation to resign from participation in the tender. The model correctly classified 79,55% of cases, predicting failure more correctly. The results obtained suggest that the model may be used to create a system supporting bidding decisions. The results generated by the model are acceptable, yet the author keeps searching for other models whose parameters of evaluations will be more acceptable. A good classification model will enable contractors (decision makers) to increase the efficiency of decision making processes concerning their joining tenders and, subsequently, decrease subjectiveness and randomness of a bid/no bid decision.
