where
and for Case 1 (K 1 < ::: < K m K 0 1 < ::: < K 0 m ):
T (K 1; :::; K m ; (j) ; (j) ) = (1=2) P m j=1 tr((
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For Case 2 (K 0 1 < ::: < K 0 m K 1 < ::: < K m ):
For Case 3 (K 1 < ::: < K b K 0 1 < ::: < K 0 m K b+1 < < K m for some 1 b m): rlr 2 T (K 1; :::; K m ; (j) ; (j) )
Remark 1 With only one pair of locally ordered breaks, Theorem B.1 involves the following simpler expressions. For Case 1 (
Proof of Theorem B.1: We …rst consider a more detailed proof for the case with one pair of locally ordered breaks (m = 2) and later outline the main changes for the more general case. For
, we have from the proof of Theorem 2:
We again expand each term of (B.1).
Hence, rlr 2 T (K 1; K 2 ; ; ) = (1=2)((A:1) + (B:1)) consists of the following four parts, labelled I through IV :
Hence,
Following previous developments, we obtain
Following the developments for Case 1, we obtain:
Proof of Theorem B.1: Multiple breaks. Case 1 (K 1 < ::: < K m K 0 1 < ::: < K 0 m ):
We consider the development of each term.
(F:1) =
Hence, rlr 2 T (K 1; K 2 ; ; ) = (1=2)((A:1) + (B:1)) contains four parts as follows:
Case 2: K 0 1 < ::: < K 0 m K 1 < ::: < K m :
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Following developments for Case 1, we have:
Case 3: K 1 < ::: < K b K 0 1 < ::: < K 0 m K b+1 < ::: < K m , for some 1 b m:
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Limit Distribution of the Locally Ordered Break Dates with Breaks in both Coef…cients and Variance-covariance Matrix; m = 2.
For Case 1 (
, then using Lemma 1, we get
where U 1 ( ), U 2 ( ), V 1 ( ) and V 2 ( ) are standard two-sided Brownian motions. The independence implies
In summary:
Theorem B.2 Under Assumptions A1-A9, with two locally ordered breaks in 0 and/or 0 , we have:
where H(v 1 ; v 2 ) = 0 if v 1 = v 2 = 0, and for Case 1 with v 1 v 2 0: H(v 1 ; v 2 ) = H 1 (v 1 ; v 2 ); for Case 2 with 0 v 1 v 2 : H(v 1 ; v 2 ) = H 2 (v 1 ; v 2 ) and for Case 3 with v 1 < 0 and v 2 > 0:
Limit Distribution of the Locally Ordered Break Dates with Breaks in both Coe¢ cients and Variance-covariance Matrix; arbitrary number of breaks.
For this most general case, we present only the main results. The derivations are similar as for simpler case, though much more tedious. Case 1:
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Applying similar arguments as before, let 
Using similar arguments, we obtain the following for Case 2 (K 0 1 < ::: Remark 2 Under shrinking magnitudes of shifts, 0 (j) ! 0 as T ! 1, for j = 1; :::; m + 1. Hence, 0 (j) could be replaced by 0 . However, using the results with 0 (j) is likely to provide better approximations.
