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Abstract. Objective: To assess the feasibility of recognizing visual spatial at-
tention frames for Brain-computer interfaces (BCI) applications. Methods: EEG
data was recorded with 64 electrodes from 2 subjects executing a visuo-spatial at-
tention task indicating 2 target locations. Continuous Morlet wavelet coefficients
were estimated on 18 frequency components and 16 preselected electrodes in tri-
als of 600 ms. The spatial patterns of the 16 frequency components frames were
simultaneously detected and classified (between the two targets). The classifi-
cation accuracy was assessed using 20-fold cross-validation. Results: The maxi-
mum frames average classification accuracies are 80.64% and 87.31% for subject
1 and 2 respectively, both utilizing frequency components located in gamma band.
1 Introduction
Asynchronous EEG-based brain-computer interfaces (BCI) [1] allow subjects to con-
trol devices spontaneously and at their own pace, contrarily to synchronous BCI systems
[2], and without requiring external cues such as in the case of relying on evoked poten-
tials [3]. To this end, people learn how to voluntary modulate different oscillatory EEG
rhythms by the execution of different mental tasks. A limitation of using mental tasks
as control commands (e.g., imagining movements or doing arithmetics) is that subjects
need to keep performing those mental tasks during the whole interaction, what can be
exhausting, especially for novel users. An alternative is to exploit conscious behaviors
that do not require sustained attention. Recent studies have demonstrated the possibility
to modulate EEG alpha band by orienting visuo-spatial attention [4]. In an ideal case,
BCI users could make a wheelchair turn left just by orienting their attention (without
any eye movement) to some location in the left visual field, what is more natural than,
for instance, imagining a left hand movement. Moreover, once the wheelchair just turn
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left, users will simply stop attending to any particular spot of their visual field and the
wheelchair, endowed with an intelligent controller [1], will move forward.
In this paper we assess the feasibility of recognizing user’s voluntary modulation
of EEG rhythms associated to visuo-spatial attention in an experimental setup close to
the ecological conditions of asynchronous EEG-based BCIs. To this end, we compare
both, a traditional BCI approach and a frames approach. These frames, as described
by Freeman [5], correspond to active intermittent induced spatial patterns of amplitude
modulation of beta-gama oscillations in response to conditioned stimuli. Based on those
findings we address the following questions: (i) Does this discontinuous mode of func-
tion (i.e., frames) also appear in response to voluntary modulation of EEG rhythms?
(ii) In this case, is it possible to classify these frames with respect to the attended lo-
cation? (iii) Which frequency ranges yields better classification accuracy? (iv) Can this
approach improve BCI performance? We hypothesize that traditional approaches (as-
suming sustained modulation of EEG rhythms over time) would face methodological
problems: they will label (for training purposes) and classify samples extracted from
periods of time where the underlying brain phenomena is either not present or is not
salient enough. Then, a frames approach (which only classifies those samples where
the induced episodic frames are detected) would be more appropriate. This paper ad-
dresses these questions and presents some hints for future work.
2 Methods
Data were recorded from 2 subjects with a portable Biosemi acquisition system using
64 channels sampled at 512Hz and high-pass filtered at 1Hz. The sampling rate was
fixed at 512Hz to ensure a good estimation of the highest frequency component under
analysis. The subjects were sitting in a chair looking at a fixation cross placed at the
center of a monitor. The subjects were instructed to covertly attend to one of two pos-
sible target locations (lower-left and lower-right monitor’s corners). The target location
was specified by the operator in a pseudo-random balanced order. The subjects speci-
fied when they started to shift their attention. Each subject participated in 10 sessions
composed by 4 trials each, 2 trials for each target. The duration of each trial was 7
seconds but only the first 600ms were utilized in this study.
The signal was spatially filtered using common average reference (CAR) previous
to estimate the continuous Morlet wavelet coefficients on 18 frequency components (7,
8, 9, 10, 11, 12, 28, 32, 36, 40, 44, 48, 56, 64, 72, 80, 88, and 96 Hz) and 16 electrodes
(F5, FC5, C5, CP5, P5, AFz, Fz, FCz, Cz, PCz, Pz, F6, FC6, C6, CP6, P6). The se-
lection of electrodes was based on preliminary analysis of continuous Morlet wavelet
coefficients scalp topography. Thus, each trial is composed by 512 × 0.6 samples and
18×16 features. The analysis carried on aims to compare the recognition rates over the
different frequency components using two different approaches, namely the traditional
BCI approach and the frames approach. The process was structured in two steps:
1. One canonical space was built per each frequency component (18 canonical spaces)
[6] using 16-dimensional vectors (estimated wavelet coefficients at 16 electrodes).
Since it is a 2-class problem, canonical spaces are defined by 1 canonical function.
2. A linear discriminant classifier (LDA) was built following two different approaches:
Fig. 1. Classification results using 20-fold crossvalidation over the 18 frequency components.
Solid line represents the mean. LDA classification accuracy distributions utilizing traditional ap-
proach (left) and frames approach (center). Right, percentage of the total trial samples identified
as frames.
(a) Traditional BCI approach: using all the training projected samples on the canon-
ical space and classifying all the test projected samples.
(b) Frames approach: only a subset of the projected samples (i.e. frames) are used
for training and classification. A sample was considered as a frame if its pro-
jection on the training canonical space was located on the opposite tails of each
class distribution. Eight percentiles were utilized as thresholds: P40, P35, P30,
P25, P20, P15, P10 and P5. Thus, a sample was identified as a frame either its
projection was below a given percentile (i.e: P5) of class 1 or above the oppo-
site percentile (i.e: P95) of class 2. From now, the reference to one percentile
also includes its opposite.
Both approaches were assessed using k-fold crossvalidation, k = 20. Each fold was in-
tegrated per one trial of each condition respecting the timing when they were recorded.
3 Results and Conclusions
The average LDA classification accuracy is higher utilizing the frames approach. For
both subjects, the maximum classification accuracy is reached utilizing P5. We report
on detail the results obtained on this percentile. The maximum average classification
accuracy classifying all the samples (i.e. traditional approach) is 58.41% at 10Hz and
63.08% at 12Hz for subject 1 and 2 respectively (see Figure 1 left), both in the alpha
range. Utilizing frames approach, the maximum average classification accuracies are
80.64% at 72Hz, and 87.31% at 32Hz for subject 1 and 2 respectively (see Figure 1
center), both in the gamma range. It represents an absolute increase of 22.23% and
27.13% for subject 1 and 2 respectively. Notice that these classification accuracies are
computed only on those samples identified as frames. The average percentage of sam-
ples identified as frames out of the total of samples of a trial is 5.85% for subject 1 and
5.92% for subject 2 (see Figure 1 right) at 72Hz and 32Hz respectively. In case of sub-
ject 1, only in 1 fold out of 20 it was not possible to identify any frame. In case of subject
2, it was not possible in 4 out of 20 folds. To understand the implication of these results
in a real BCI application, each trial has been labelled according to the class maximum
recognized by the classifier, using all the samples in case of traditional approach, and
using only frames in case of frames approach. In the first case, the trial classification
accuracies are 60.00% and 57.50% for subjects 1 and 2 respectively, what implies that
channels capacities are .05 bits/second and .03 b/s (using estimator proposed in [1]).
Using frames approach, the trial classification accuracies are 60.00% and 47.50%, but
with only 12.50% of error recognition in both cases, what implies that channels capaci-
ties are .55 b/s and .46 b/s. Using frames approach the BCI theoretical channel capacity
is boosted by 10.
This preliminary study on visuo-spatial attention frame recognition for BCI pro-
vides relevant hints for further research. First, it is possible to voluntary modulate EEG
rhythms by orienting visuo-spatial attention in order to use asynchronous noninvasive
EEG-based BCI’s. Second, the intensity of this modulation is not sustained over time.
This fact can be related to the active intermittent induced spatial patterns of ampli-
tude modulation (frames) in response to conditioned stimuli described by Freeman [5].
In this case these patterns are voluntary driven by the subject. Third, it is possible to
classify the frames generated by orienting the attention to different visual locations
with high classification accuracies (above 80%). Fourth, these classification accuracies
are maximum in gamma band (> 30Hz), corresponding to endogenous shifts of at-
tention effects [7]. Fifth, classification accuracies utilizing a traditional approach, i.e.
assuming modulations sustained over time, are around the chance level. It suggests that
this approach is not optimal to recognize induced EEG phenomena, what is confirmed
comparing the BCI theoretical channel capacity achieved using both approaches. Using
frames approach the BCI theoretical channel capacity is drastically increased.
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