Our enhanced ability to map the structure of various complex networks is increasingly accompanied by the possibility of independently identifying the functional characteristics of each node. Although this led to the observation that nodes with similar characteristics have a tendency to link to each other, in general we lack the tools to quantify the interplay between node properties and the structure of the underlying network. Here we show that when nodes in a network belong to two distinct classes, two independent parameters are needed to capture the detailed interplay between the network structure and node properties. We find that the network structure significantly limits the values of these parameters, requiring a phase diagram to uniquely characterize the configurations available to the system. The phase diagram shows a remarkable independence from the network size, a finding that, together with a proposed heuristic algorithm, allows us to determine its shape even for large networks. To test the usefulness of the developed methods, we apply them to biological and socioeconomic systems, finding that protein functions and mobile phone usage occupy distinct regions of the phase diagram, indicating that the proposed parameters have a strong discriminating power.
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assortativity ͉ complexity ͉ dyadic effect ͉ graph bipartition T he pervasiveness of networked systems in biology, technology, and society (1-7) has led to a recent surge of interest in uncovering the organizing principles that govern the topology and the dynamics of various complex networks. Advances in this direction have typically focused on characterizing the topological maps that depict how the system's components connect to each other. In many real systems of scientific interest, however, the nodes themselves possess characteristics that carry important information about their role in the system. In a social network, for example, each individual can be assigned gender, race, and parameters that represent his or her preference for products or services; in a protein-protein interaction network, each protein is characterized by its biological functions (8, 9) ; web pages in the World Wide Web can be categorized based on their content (10) (11) (12) . Often, the various node properties are not distributed at random in the network, but are correlated with the underlying network structure. At least two mechanisms may be responsible for such correlations: the placement of new links could be driven by node characteristics (people with similar interests becoming friends), or the node characteristics could be influenced by the links the node has (purchasing services used by our friends). Whatever the mechanism, there is empirical evidence that in many networks adjacent nodes show significant correlations in their properties, a phenomenon often called ''assortative mixing'' (13) . For example, children of the same race are more likely to become friends in school (14, 15) ; weblogs (or ''blogs'') on political issues contain more hyperlinks to blogs of similar political leanings (16); proteins with similar functions have a higher chance to connect to each other (17) . Consequently, in many systems, the number of links between nodes sharing a common property is larger than expected if the characteristics were distributed randomly on the network (18) (19) (20) (21) (22) , a phenomenon called the dyadic effect.
The evidence for dyadic effect raises several fundamental questions: How many parameters are necessary to mathematically describe the statistical distribution of node characteristics in a network? Are there effects beyond dyadic; i.e., are two different configurations of node characteristics equivalent if they show the same dyadic effect? With the increasing recognition of the interplay between network structure and node characteristics (11) (12) (13) (14) (15) (16) (17) 23) helped by the ever-developing data collection abilities, these questions are becoming of great practical significance, answers to which could assist in a better understanding of complex systems.
Theory
Dyads and Dyad Counts. Assume that we are provided with a network with known node characteristics, and we wish to determine to what degree they correlate with the network structure. Consider the case where each node is characterized by a property that can take only two values, 1 or 0, for simplicity. For example, the property could capture if a molecule contributes to a specific function in the cell (1) or does not (0), or if a person belongs to a certain social group (1) or does not (0). Let us call n 1 (n 0 ) the number of nodes with property 1 (0) so that the total number of nodes N satisfies N ϭ n 1 ϩ n 0 . This allows for three kinds of dyads (defined as a link and its two end nodes) in the network: (1 Ϫ 1), (1 Ϫ 0), and (0 Ϫ 0) (Fig. 1a) . We label the number of each dyad type m 11 , m 10 , m 00 , respectively, satisfying M ϭ m 11 ϩ m 10 ϩ m 00 , where M is the total number of links in the network. Without loss of generality we choose m 11 and m 10 as independent parameters, representing the dyads containing nodes with property 1.
If property 1 is distributed randomly among the N nodes, i.e., if any node has an equal chance of possessing it, the expected values of m 11 and m 10 are (18, 24)
where p ϵ 2M/N(N Ϫ 1) is the connectance, representing the average probability that two nodes are connected. We call property 1 to be dyadic if D Ͼ 1 (antidyadic if D Ͻ 1), indicating that the nodes with property 1 tend to connect more (less) densely among themselves than expected for a random configuration. Similarly we define property 1 to be heterophilic if H Ͼ 1 (heterophobic if H Ͻ 1), meaning that the nodes with property 1 have more (fewer) connections to nodes with property 0 than expected randomly. Note that Dp is the connection probability between a (1-1) node pair, whereas Hp is that between a (1-0) node pair.
To understand the significance of D and H, we must first realize that m 11 and m 10 cannot assume arbitrary values. For example, m 11 can never be larger than min(M, ( 2 n1 )), and m 10 cannot exceed min(M, n 1 n 0 ). Yet, there are subtler constraints determined by the interplay between network structure and n 1 . We illustrate this by using a network of n ϭ 25 nodes and m ϭ 32 links in Fig. 1b . In Fig. 1 c and d , we present the phase diagrams characterizing the distribution of an arbitrary property on the network when n 1 ϭ 10 ( Fig. 1c) and n 1 ϭ 5 (Fig. 1d) . The left and bottom axes show m 11 and m 10 , whereas the right and the upper axes show the corresponding D and H calculated from Eq. Fig. 1f ), the black nodes tend to avoid linking to one another; in a heterophobic configuration (H Ͻ Ͻ 1, Fig. 1g ), the black nodes are pushed into the periphery to avoid contact with white nodes and minimize m 10 , whereas in a heterophilic configuration (H Ͼ Ͼ 1, Fig. 1h ), the black nodes occupy the hubs so that contact with white nodes is maximized.
Phase Diagrams for Large Networks. For sufficiently small networks (Fig. 1b) , the phase diagram can be obtained via an exhaustive enumeration of each way in which the n 1 black nodes can be placed on the network. This task becomes infeasible for large networks, because the number of possible configurations ( n1 N ) increases expo- nentially with N. However, we can try to find only the boundary of the phase diagram through optimizing (i.e., maximizing and minimizing) m 10 given m 11 (or vice versa). This task maps into graph bipartition, which is an NP-complete problem (25, 26) . We can speed up the process by using the Mattheyses and Fiduccia heuristic with O(M) running time for a single optimization run (27) [see supporting information (SI) Text, SI Fig. 4 ]. This procedure allows us to ask an important question: does the boundary of the phase diagram depend on the network size N, assuming that the coverage ratio a ϵ n 1 /N is constant (i.e., the fraction of nodes with property 1 is independent of N)? The limiting case of N 3 ϱ is called the thermodynamic limit in statistical physics, and it is of interest for most analytic approaches (1, 2, 28). We study networks constructed by using two canonical models: (i) the Erdös-Rényi network, in which two nodes are connected randomly with equal probability (29, 30) , and (ii) the scale-free network with a power-law degree distribution p k ϰ k Ϫ3 (31) . Their DϪH phase diagrams (Fig. 2) indicate that the phase boundary is stationary, or system-size independent (see also SI Text). Therefore, if we need to construct the phase diagram for a prohibitively large network, we may be able to extract a considerably smaller sample of the network (with statistical properties sufficiently similar to those of the full network) whose phase diagram in the D-H space should be the same as that of the original network.
Applications to Real Networks
To demonstrate the relevance of the proposed methodology to real systems, we study the distribution of node characteristics in selected biological and socioeconomic systems. Table 1 ). We find that all functional classes are dyadic and heterophobic, showing a highly modular structure. In Fig. 3b , we show the phase diagram for proteins involved in cellular communication and signal transduction (functional class 30 in SI Table 1 ). Note that the real configuration sits near the phase boundary, indicating that the proteins in this class display the most heterophobic configuration given their dyadicity D. In Fig. 3d, we show a subset Table 2 ). Fig. 3a shows the D and H parameters for 27 mobile phonebased services, indicating that they occupy a strikingly different region of the DϪH space than the functional groups in the PPI network: phone services exhibit a strong tendency to be heterophilic, implying that the users of a service tend to possess a high number of contacts with nonusers as well (see Fig. 1h ).
Given the system's extraordinary size, we could not determine the phase diagram exactly. Thus, we rely on the system size independence of the phase boundary, obtained earlier (Fig. 2) . We selected several nodes at random from the network, and took their egocentric networks containing all nodes and links within geodesic distances d ϭ 4, 5, and 6. We then determined the phase boundaries of the samples (Fig. 3d) . Although the phase boundary expands slightly as D increases, we observe a stability similar to the one observed for the Erdös-Rényi and scale-free network models.
Finally, placing the values of D and H for Chat in the phase diagram (Fig. 3d) , we find that the usage of Chat is more dyadic and heterophilic than randomly expected, although not extreme in either aspect, staying far from the boundary. This is illustrated in Fig. 3f , representing a small portion of the network, which indicates that Chat users are often connected to each other but not clustered to the degree that the proteins were in Fig. 3e , given the relatively weak heterophilic effect compared with what could have been obtained if the real configuration were closer to the phase boundary.
Discussion and Conclusion
Here, we explored a question of increasing importance in network characterization: how the node properties correlate with the underlying network topology. Four findings stand out: (i) Dyadicity alone is not sufficient to characterize the statistical features of a node property: two parameters, D and H, are necessary. (ii) To understand the degree of departure of a node characteristic distribution from random, we need the full phase diagram. For large systems, this can be obtained by using a heuristic algorithm for graph bipartition. (iii) We found that in the DϪH space the phase diagram is independent of the system size N, which was put to use when we studied the service usage patterns in a prohibitively large mobile communication network. However, note that, for some systems, we do observe a slower convergence of the phase diagram with increasing system size, which we attribute to the role of the hubs (see SI Text). Thus, the convergence of the phase diagram to a limiting shape requires further study. (iv) The D and H parameters have strong discriminating power: although mobile phone service usage and functional groups of proteins in the PPI network of S. cerevisiae are both dyadic (D Ͼ 1), they show distinctly different H, the former being heterophilic (H Ͼ 1) and the latter heterophobic (H Ͻ 1). This distinction between the two network types, along with the sampling method introduced above, may also assist in the practical applications of network theory to new classes of problems. For example, the tools developed here may help us gain a more detailed understanding of social segregation problems, such as the social effects present in the obesity epidemic (23, 37) .
The results presented here lay the foundations for future theoretical studies on these problems. For example, one could be faced with systems where a node belongs to several classes at once (36, 38) , or nodes can be divided into several classes, not just two, as in the case explored in this paper. For the latter case, an extension of our method requires introducing more dyad types depending on the number of possible pairing of node types. In general, with x distinct node types we obtain x(x ϩ 1)/2 dyads. As a consequence, the phase diagram will have to be drawn in the (x ϩ 2)(x Ϫ 1)/2-dimensional space. Note that the methodology developed in this study generalizes into this higher dimension as well. One may also investigate changes in the phase diagram induced by specific network properties such as degree assortativity or module size distribution. In a degree-assortative network (39, 40) , where nodes with similar degrees are connected more densely than in a network with no such assortativity, a group of n 1 nodes can achieve a higher D by occupying positions of similar degrees, or a lower D by occupying positions of dissimilar degrees. Therefore, assortativity deforms the phase boundary so that points with larger D and smaller H values are included. In a similar fashion, the existence of topologically distinct groups or communities can effectively raise D and lower H. Indeed, if a module exists whose size s is equal to n 1 , D can be maximal and H minimal when all n 1 nodes occupy the module. However, if s Ͻ n 1 , then (n 1 Ϫ s) nodes from the group are forced out of the module and have to connect to dissimilar nodes, thereby lowering D and raising H. On the other hand, if s Ͼ n 1 , the nodes are forced to share the positions in the module with (s Ϫ n 1 ) dissimilar nodes, again lowering D and raising H. Therefore, the existence of distinct modules will transform the phase boundaries so that they include larger D and smaller H values for n 1 that coincide with the module sizes.
Lastly, we note that we have only studied unweighted networks, ignoring the fact that in reality some links are far stronger than others in various contexts. For example, in the phone communication network we can measure the strength of the interaction between two individuals either as the number of minutes spent on the phone talking to each other, or the number of calls placed between them. Although including such weights will not change the phase diagram, it would be desirable to extend the proposed methodology to account for this additional layer of information. Most important, additional work is needed to understand the origin of the observed correlations between node characteristics and network structure. What mechanisms make the protein interaction network heterophobic, the service usage in mobile communication network heterophilic, while both are dyadic? Can we predict from microscopic mechanisms the nature of the observed node-network correlations? Answering these questions could lead to a deeper understanding of the interplay between structure and functions in complex systems.
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Supporting Text Determining the Phase Boundary
As pointed out in the main paper, in order to construct a two-dimensional phase boundary, we must obtain the extrema (the maximum and the minimum) of m 11 given m 10 , or vice versa. Equivalent, but more convenient, is to extremize m 11 or m 10 given the degree sum K 1 = 2m 11 + m 10 of the n 1 nodes in the group. Writing as K max and K min the largest and the smallest possible degree sums for n 1 nodes in the network, we partition the range [K min , K max ] into S segments of equal length ∆ K ≡ (K max − K min )/S. Then we run an optimization algorithm such as the Fiduccia-Mattheyses method (1-4) to obtain the extrema of m 11 or m 10 while limiting K 1 to be within the range
for 0 ≤ i ≤ S. This procedure is visualized in Fig. 4 .
Stationarity of the Phase Boundary in ERG Networks
Unlike the Erdös-Rényi and the scale-free networks shown in Fig. 2 in the paper, the power-law networks generated by the exponential random graph method (5) show a slow convergence to a limiting value near the 2m 11 +m 10 = K max line for small a (Fig. 5) . We show, however, that this is a finite-size effect, and it disappears as the degree distribution p k approaches a true power law as N → ∞. We first note that the farthest right-upper point of the phase diagram corresponds to K max . It is well known that in a finite powerlaw network, the largest node degree is N 1/(τ −1) (6), i.e., shows a sublinear scaling with respect to N. Therefore, a can be written as (C is a constant)
1 from which we get the appropriate lower bound of the integral
Finally, this gives
which is an increasing function of N that converges to a constant value as N → ∞ for 2 < τ < 3, with a smaller rate of convergence for smaller a. This and the excellent agreement in other parts of the phase boundary are very strong indications of the stationarity of the phase diagram for this class of networks models. We also note that, when compared with the ER network, the phase boundary of the power-law networks is elongated into the upper right side. This is a natural consequence of the fat-tailed degree distribution: since (m 11 , m 10 ) always satisfy 2m 11 +m 10 = K 1 (the degree sum of n 1 nodes) which may be much larger in the SF network, more pairs (m 11 , m 10 ) in the upper right side are available. Tables 1 and 2 
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