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Zusammenfasung
Nanostrukturen haben in den letzten Jahrzehnten durch konsequente Fo¨rderung wie
der im Jahr 2000 gestarteten National Nanotechnology Initiative der USA oder des
deutschen Pendants Aktionsplan Nanotechnologie erhebliches Aufsehen, nicht nur in
der Wissenschaft, sondern auch in der technischen und wirtschaftlichen Umsetzung
erfahren. In Kombination mit biologischen Systemen, deren Funktionalita¨t sich auf
der Gro¨ßenordnung von Nanometern abspielt, ﬁnden nanotechnologische Entwick-
lungen auf dem Gebiet der Medizin ein großes technisches Anwendungsgebiet.
Diese Arbeit widmet sich der Untersuchung und technischen Entwicklung von Sili-
ziumnanodra¨hten als Sensoren fu¨r zuku¨nftige medizinische Anwendungen. Im Ge-
gensatz zu Sensoren die auf dotierten Nanodra¨hten basieren, wurden hier undo-
tierte Nanodra¨hte untersucht, die mit geringerem Produktionsaufwand auskommen
und mittels Schottky-Barrieren als Feldeﬀekttransistoren nutzbar sind. Deren Eigen-
schaften wurden im Hinblick auf pH und Biosensorik theoretisch und experimentell
untersucht, sowie technisch in ein lab-on-chip sowie ein kompaktes Multiplexer-
Messgera¨t integriert. In einem zweiten, separaten Teil wurden die Eigenschaften
undotierter Nanodra¨hte fu¨r die optische Spektroskopie theoretisch modelliert. Die
Inhalte beider Teile werden im folgenden kurz zusammengefasst.
Um die elektrischen Sensoreigenschaften der Siliziumnanodra¨hte zu untersuchen,
wurden zuna¨chst Computermodelle der Dra¨hte erstellt, mit deren Hilfe der Elek-
tronentransport in ﬂu¨ssiger Umgebung quantenmechanisch modelliert wurde. Die
dafu¨r erstellten Modellvorstellungen waren fu¨r die sich daran anschließenden ex-
perimentellen Untersuchungen des Rauschverhaltens, der pH-Sensitivita¨t sowie der
Biosensoreigenschaften sehr vorteilhaft. Mit Hilfe einer neu entwickelten Messme-
thode konnte der optimale Arbeitspunkt der Sensoren ermittelt werden, sowie die
hohe Sensorqualita¨t mittels einer empirischen mathematischen Beschreibung des zu
erwartenden Sensorsignals eingeordnet werden. Weiterhin wurden fu¨r die Medizin-
technik relevante Messungen von Thrombin durchgefu¨hrt. Damit ist fu¨r den hier be-
schriebenen Sensortyp ein proof-of-concept fu¨r neuartige medizinische Messelemente
gelungen. Um die kleinen Abmessungen der Sensoren daru¨ber hinaus technisch nutz-
bar zu machen, wurden sie in ein lab-on-chip System integriert, in welchem sie als
v
Sensoren fu¨r den pH-Wert sowie die ionische Konzentration in Nanoliter-Tropfen ver-
wendet wurden. Desweiteren wurde in Kooperation mit dem Institut fu¨r Aufbau-
und Verbindungstechnik ein portables Messgera¨t entwickelt, welches die parallele
Messung mehrerer Nanodrahtsensoren ermo¨glicht.
Im zweiten Teil der Arbeit wird eine theoretische Untersuchung zur Eignung von
Silizium-Nanodra¨hten als Messsonden (Probes) fu¨r die optische Spektroskopie vor-
gestellt. Dazu wurde eine Methode entwickelt mittels derer es mo¨glich ist, Raman
und Infrarotspektren von Nanostrukturen mittels Molekulardynamik zu berechnen.
Die Methode wurde auf undotierte Silizium-Nanodra¨hte augewendet und zeigt, dass
die Oberﬂa¨chenbeschaﬀenheit der Dra¨hte die optischen Spektren entscheidend be-
einﬂusst. Damit konnte die Relevanz von Halbeiter-Nanostrukturen auch fu¨r An-
wendungen in der optischen Spektroskopie gezeigt werden.
Abstract
Nanostructures have attracted great attention not only in scientiﬁc research, but
also in engineering applications during the last decades. Especially in combination
with biological systems, whose complex function is controlled from nanoscale build-
ing blocks, nanotechnological developments ﬁnd a huge ﬁeld of applications in the
medical sector.
This work is dedicated to the functional understanding and technical implementation
of silicon nanowires for future medical sensor applications. In contrast to doped sili-
con nanowire based sensors, this work is focussed on pure, undoped silicon nanowires,
which have lower demands on production techniques and use Schottky-barriers as
electric ﬁeld detectors. The pH and biosensing capabilities of such undoped silicon
nanowire ﬁeld eﬀect transistors were investigated theoretically and experimentally
and further integrated in a lab-on-a-chip device as well as a small-scale multiplexer
measurement device. In a second separate part, the optical sensing properties of
undoped silicon nanowires were theoretically modeled. The main contents of both
parts are shortly described in the following paragraphs.
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A multiscale model of silicon nanowire FETs to describe the charge transport in
liquid surrounding in a quantum mechanical framework was developed to investi-
gate the sensing properties of the nanowire sensors in general. The model set the
basis for the understanding of the subsequent experimental investigations of noise
characterization, pH sensitivity and biosensing properties. With the help of a novel
gate sweeping measurement method the optimal working point of the sensors was
determined and the high sensor quality could be quantiﬁed in terms of an empiri-
cal mathematical model. The sensor was then used for measurements of medically
relevant concentrations of the Thrombin protein, providing a proof-of-concept for
medical applications for our newly developed sensor. In order to exploit the small
size of our sensors for technical applications we integrated the devices in lab-on-a-
chip system with a microﬂuidic droplet generation module. There they were used
to measure the pH and ionic concentration of droplets. Finally a portable multiplex
measurement device for silicon nanowire sensors as well as other ion sensitive FETs
was developed in cooperation with the IAVT at TU Dresden (Institut fu¨r Aufbau-
und Verbindungstechnik).
The second part of this thesis investigates the usability of silicon nanowires for op-
tical sensor applications from a theoretical point of view. Therefore a method for
the extraction of Raman and Infrared spectra from molecular dynamics simulations
was developed. The method was applied to undoped silicon nanowires and shows
that the surface properties of the nanowires has a signiﬁcant eﬀect on optical spec-
tra. These results demonstrate the relevance of semiconductor nanostructures for
applications in optical spectroscopy.
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Thesen
Simulation elektrischer Eigenschaften von Nanodra¨hten
1. Die quantenmechanische Modellierung eines sto¨rungsfreien eindimensionalen
Leiters mit sich abrupt am Schottky-Kontakt a¨ndernder Leitfa¨higkeit und
Elektronenstruktur erkla¨rt folgende Eigenschaften eines Schottky-Barriere-Nanodraht-
Transistors: absoluter Wert der Leitfa¨higkeit; Verlauf des Schaltverhaltens durch
Elektronen- und Lo¨cherleitung bei positiven bzw. negativen Gate-Spannungen
im linearen und im exponentiellen (sub-threshold) Bereich; Einﬂuss der Schottky-
Barrieren auf die Asymmetrie des Schaltverhaltens bezu¨glich Elektronen- und
Lo¨cherleitung.
2. Durch FEM-Simulation eines Nanodrahts in einer Flu¨ssigkeit mit Ionen, die
durch die modiﬁzierte Poisson-Boltzmann-Funktion simuliert werden, la¨sst sich
die Funktion eines FETs darstellen
3. Immobilisierte geladene biologische Moleku¨le beinﬂussen das elektrische Ober-
ﬂa¨chenpotential. Die Dichte der Moleku¨le bestimmt nichtlinear das Potential
im inneren des Bulkmaterials. Die entscheidende ungelo¨ste Frage fu¨r quanti-
tative Nanodraht-Sensorik lautet: welche Potentiala¨nderung wird durch eine
bestimmte Menge gebundener Moleku¨le bei welchem pH-Wert erreicht?
4. Eindimensionale Sensoren verhalten sich im Hinblick auf die Detektion des
Oberﬂa¨chenpotentials (v.a. pH-Sensorik) identisch wie 2D-Sensoren. Die un-
gelo¨ste Frage lautet: Sind Nanodra¨hte fu¨r Sensorik mit wenigen Moleku¨len
und nicht-homogenem Oberﬂa¨chenpotential besser als 2D-Sensoren? Wie groß
sind die jeweiligen Sensitivita¨ten bei identischer Sensorﬂa¨che, aber anisotroper
Leitfa¨higkeit?
pH-Sensorik mit Silizium-Nanodra¨hten
5. NiSi2-Si-NiSi2 SB-Nanodraht-Sensoren eigenen sich zur Detektion des pH-
Werts in Flu¨ssigkeit und weisen eine hohe physikalische sowie chemische Sen-
sitivita¨t auf.
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6. Die periodische A¨nderung der Gatespannung mit permanenter Strommessung
eignet sich fu¨r eine exakte Vermessung der Sensorparameter wa¨hrend des Sen-
sorbetriebs und erlaubt Sensorik am optimalen Messpunkt.
7. Der sub-threshold-Bereich weist bei Schottky-Barriere-Nanodra¨hten die beste
Sensitivita¨t auf. Das liegt nicht an der maximalen logarithmischen Schaltsensi-
tivita¨t (sub-threshold-slope), sondern an der linearen Abnahme des Stromrau-
schens mit der Stromsta¨rke in Verbindung mit der maximalen Transconduc-
tance, die nicht weit vom sub-threshold-Bereich entfernt liegt. Bei Sensoren,
die nicht auf dem Schottky-Eﬀekt, sondern auf Mobilita¨tsvera¨nderungen von
Ladungstra¨gern in dotierten Matieralien beruhen, liegt der optimale Arbeits-
bereich direkt bei der maximalen transconductance, da das Stromrauschen sich
dort nicht mit der Stromsta¨rke verringert.
Detektion von Biomoleku¨len mit Silizium-Nanodra¨hten
8. Mit SB-Nanodraht-Sensoren la¨sst sich die Anwesenheit von Thrombin auf
Oberﬂa¨chen nachweisen. Vermutlich korreliert die Menge auf der Oberﬂa¨che
gebundenen Materials mit der gemessenen A¨nderung des Obeﬂa¨chenpotentials.
9. Die Hysterese der FETs gibt reversibel Aufschluss u¨ber die Konzentration
von Thrombin in Lo¨sung, wobei die Hysterese mit der Quadratwurzel der
Thrombinkonzentration in Lo¨sung korreliert. Eine Theorie zur Erkla¨rung die-
ses Pha¨nomens ist, dass die Polarisierbarkeit von Thrombin mit der Bulk-
Konzentration korreliert. Dies kann darauf zuru¨ckgefu¨hrt werden, dass Throm-
bin in zwei subunits zerfa¨llt, die in einem dynamischen Gleichgewicht stehen.
Das Verha¨ltnis der dissoziiert (elektrisch polarisiert!) zu assoziiert (geringe
Polarisation) vorliegenden Moleku¨le ist abha¨ngig von der Quadratwurzel der
Bulk-Konzentration.
Integration von Sensorchips auf einem mikroﬂuidischen Chip
10. SB-SiNW-Sensoren lassen sich funktional in einen mikroﬂuidischen Chip inte-
grieren.
ix
11. SB-SiNW-Sensoren ko¨nnen verwendet werden, um Mikrometer große Tropfen
aus Wasser in einer O¨lphase zu detektieren, sowie rudimenta¨r die Salkonzen-
tration und den pH-Wert der Tropfen zu bestimmen.
12. Die Frage fu¨r die Umsetzbarkeit dieses Konzepts fu¨r quantitative Sensorik lau-
tet: Ist es mo¨glich die O¨lphase, welche Nanodra¨hte und Tropfen trennt zu
eliminieren und das elektrische Potential in den Tropfen genau zu kontrollie-
ren?
Multiplex-Messung von Sensoren in einem tragbaren Gera¨t
13. SB-SiNW-Sensoren ko¨nnen derart integriert werden, dass sie mit einem kleinen
und kostengu¨nstigen Gera¨t in einem sequentiellen Multiplex-Modus gemessen
werden ko¨nnen.
14. SB-SiNW-Sensoren ko¨nnen mit verschiedenen Messtechniken betrieben wer-
den. Die Modi
”
Strommessung bei ﬁxierter Gate-Spannung“,
”
Messung der
Gate-Spannung bei ﬁxiertem Strom“ und
”
kontinuierliche Messung der Gateing-
Charakteristik“ sind jeweils optimal bezu¨glich den Eigenschaften Messgeschwin-
digkeit, einfache Kalibrierung und messbare Sensorparameter.
Simulation optischer Spektren von Silizium-Nanodra¨hten
15. Die Wellenla¨ngen optisch aktiver Moden (Raman- oder infrarot-aktiv) in Nan-
odra¨hten lassen sich mittels Molekulardynamik-Simulation vorhersagen.
16. Die Vorhersagen der Wellenla¨ngen gehen u¨ber eine einfache Faltung der Bril-
louinzone des Bulk-Materials hinaus. Nicht-lineare Eﬀekte durch die Tempera-
tur ko¨nnen klar von einer statischen Materialausdehnung abgegrenzt werden.
17. Die Wellenzahlen der optischen Spektren von Nanodra¨hten ha¨ngen von der
Oberﬂa¨chenbeschaﬀenheit der Nanostrukturen ab, speziell von der mechani-
schen Oberﬂa¨chenspannung.
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Introduction: Sensing with
Nanostructures
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1 Introduction
1 Introduction
Our human proportions gives us the ability to craft with our hands and perceive
with our eyes sizes down to millimeters. On the other hand our bodies are heavily
inﬂuenced by nanometer sized objects and eﬀects. More than that, the basis of all life
on earth is encoded and built on the nanometer scale in the form of desoxyribonucleic
acid (DNA) and cells. Viruses, bacteria, chemicals have the power to harm – but
also to cure. Reason enough to investigate that scale beyond our visual perception
and crafting abilities, but that is our origin and base of our life on earth.
Starting on their own noses, that can smell harmful substances or diseases humans
went on utilizing other biological systems to get an indirect measure for biological or
chemical hazards in order protect themselves in advance: most prominently ﬁnches
were used in mines in order to warn the workers of deadly gases by means of the bird’s
death. Apart from this method being very cost-eﬀective and fail-safe, its sensitivity,
speciﬁcity and ﬂexibility for use in other applications left room for improvements.
Modern tools for biomedical diagnostics are still largely based on utilizing organisms
or parts of them to disclose the concentrations of speciﬁc substances in samples:
Small quantities ofDNA are exponentially replicated using enzymes that are gained
from bacteria, yielding quantities large enough for visual inspection; the immune
system of living animals is utilized as antibody production site for immuno-assays;
bacteria are genetically modiﬁed to produce ﬂuorescently labeled proteins that can
be used as labels for biodetection.
Such nature-based methods are as diverse as brilliant and inspire innovations in
engineering of nanometer sized systems. Modern microscopy technology, such as
transmission electron microscopy (TEM) or scanning electron microscopy (SEM) in
combination with lithographic techniques such as electron beam microscopy (EBM),
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that can shape objects down to the nanometer range allow the controlled and for-
mation of almost arbitrary systems. With the aid of computational modelling, func-
tional systems can be rationally designed and optimized for certain tasks. In contrast
to biological engineering the whole design and production process in nanotechno-
logical engineering is entirely controlled and veriﬁable by the engineer. Processes
can thus be scaled up for mass production with controlled quantiﬁcation of device
properties.
After years of innovation in life science and nanotechnology as two separated ﬁelds, a
new discipline is emerging that combines biological and nanotechnological systems,
promising great potential for innovations in medical diagnostics, pharmacology or
environmnetal sciences. Nanotechnological sensor elements for biological sensing as
basic building blocks for nano-bio hybrid systems are the subject of this thesis.
In this work two approaches for sensor applications using silicon nanowires (SiNWs)
are investigated: Electronic sensors based on ion sensitive silicon nanowire ﬁeld eﬀect
transistors and optical sensors based on Raman and infrared activity of SiNWs, with
a major focus on ion sensitive sensors for chemical and biological sensing. Both
theoretical and experimental investigations are presented.
3
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2 Field eﬀect transistors as electronic sensor
elements
As early as 1970, not long after electronics circuits based on ﬁeld eﬀect transis-
tors (FETs) were established the ﬁrst ion-sensitive ﬁeld eﬀect transistor (ISFET),
a modiﬁed FET for the detection of ionic concentrations in liquid was proposed by
Piet Bergveld.14 His invention bridged the gap between computer electronics and
the chemical world by replacing the metal (today polysilicon) contact to the gate
oxide of the FET by a chemically active surface. The gate ﬁeld was extended by
the electrochemical potential of the surface that is changed by the chemical compo-
sition of the solution. The very general idea of an ISFET was further developed to
a pH sensor that can today be commercially obtained (as an example the company
Sentron may be named here). Similarly to the glass bulb of a glass electrode a
thin gate oxide layer encapsulating the FET serves as the chemically active surface.
The devices small size, fast electric response and high accuracy lead to a number
of applications.17,44 Speciﬁcity for a certain (bio-)chemical species is achieved by
surface functionalization for the binding of that type of molecule.46,94,95,139,153 Such
functionalized ISFETs are also referred to as BioFETs.
Alternatively speciﬁc membranes such as lipid bilayers with embedded membrane
proteins can be used to change normally unspeciﬁc properties such as pH value
in the gap between gate oxide and membrane.90,91 The indirect measurement of
(possibly uncharged) analyte molecules through the use of biochemical reactions,
that change the pH value of the measurement solution became a big success in
the development of the DNA sequencing technology Ion torrent100,107,130 by Life
technologies (Thermo Fisher Scientiﬁc Inc.). Ion torrent uses the pH change induced
by the polymerization of a single nucleotide to a single DNA strand to sequence
4
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DNA by successive polymerization and simultaneous measurement of the pH value.
Sequencing of a complete genome is feasible with this method.
Also the microscopic live monitoring of electric potentials in nerve cells is an out-
standing example for the capabilities of the method initially developed by Bergveld.39,135
Following up to the work of Fromherz, silicon nanowire (SiNW) FETs were utilized
as probes for the electric potential within single cells33 similar to patch clamp tech-
niques but using a tool on the nanometer scale. So nanowires, due to their extremely
small diameter of few tens of nanometers open up new ﬁelds of applications.
2.1 CMOS based ﬁeld eﬀect transistors
Field eﬀect transistors are used in semiconductor devices for the adjustment of elec-
tric currents based on an externally provided electric ﬁeld. The underlying physical
principles are the banding of electronic bands that acts as a potential barrier for
electrons or holes, and the depletion or accumulation of charge carriers in semicon-
ductors caused by spatially changing dopant concentrations and external electric
ﬁelds.
The charge carrier density at a p-n junction of semiconductor materials with an
one material being in excess of electrons (n-doped) and the other in excess of holes
(p-doped) is locally depleted in the so called space charge region. This is caused
by their diﬀerent Fermi energies, which lead to thermally induced charge carrier
diﬀusion into the other material. The resulting electric ﬁeld limits further diﬀusion
of charge carriers across the junction when the Fermi energies are balanced. Diodes
make use of that eﬀect in order to allow current ﬂow only in the opposite direction
of thermal charge carrier diﬀusion by application of an external electric ﬁeld that
exceeds the diﬀerence in the Fermi energies. Bipolar transistors use p-n-p or n-
p-n junctions to control the resistivity of the junction by a gate current from the
“sandwiched” semiconductor material to either of the outer poles.
Especially for transistors the potential energy of charge carriers sets another limit
on charge transport in addition to charge carrier depletion or accumulation: charge
carriers are not only subject to an external electric ﬁeld (the vacuum potential), but
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being Fermions they do also need an unoccupied electron state in a band structure
to be able to travel through the material. Band-gaps set discontinuous barriers at
semiconductor junctions and form a potential landscape deﬁned by the materials.
As an example for these fundamental eﬀects we brieﬂy summarize the function of a
metal oxide semiconductor ﬁeld eﬀect transistor (MOSFET) transistor. A MOSFET
is a n-p-n or p-n-p junction with a thin dielectric layer above the center or channel
material, that allows the distinct control of the electric ﬁeld in that part of the device.
The outer layers form the source and drain contacts. N- or p-doped semiconductor
nanowires can be used as building blocks for such FET devices as well by contacting
them with p- or n-doped leads. Doped nanowire FETs were ﬁrst introduced as
biosensors in 2001 by the group of Charles Lieber.25
For clarity we are further regarding a n-p-n (n-type) transistor, although the physical
principles are equivalent for p-type transistors. When no gate voltage Vg is applied
to the channel, the electrons in the contacts diﬀuse into the channel, increasing
its vacuum potential and depleting its majority charge carrier (hole) density. Only
electrons with an energy level above the formed potential barrier can be injected
into the channel. By applying a gate voltage to the channel the potential barrier
can be altered (by ΔV ) and thereby the relative number of electrons that can pass
the device is changed according to the exponential (thermal) distribution n1/n2 =
exp(−eΔV/kBT ) (with electron charge e, Boltzmann constant kB and temperature
T ). The current thus changes exponentially with the gate voltage until the Fermi-
energy diﬀerence is overcome and all electrons in the contact can pass the device.
Applying a voltage between the source and drain contacts, Vsd = Vd − Vs, leads to
a current of
Isd ∝ Vsd · exp
(
e · (Vg − Vt)
kBT
)
(2.1.1)
Gate voltages below the threshold voltage Vt, which is in detail described below,
deﬁne the sub-threshold regime. The exponential decay constant – the so called
sub-threshold slope – of real devices is always lower than the here given theoretical
value of e/kBT . The sub-threshold swing is the more often used inverse of the
sub-threshold slope. Its physical lower limit usually given in units of the base 10
logarithm at a temperature of 300K is kBT/e · log 10 = 59.5mVdecI .
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When the gate voltage is increased above Vt, the number of charge carriers in the
channel is increased by a capacitance eﬀect: the gate dielectric forms a capacitance
between the channel region and the gate contact, which is charged with electrons
by the voltage diﬀerence of channel and gate contact. The gate capacitance is
Cg = ϵ0ϵrA/d with channel surface area A, relative dielectric constant epsilonr
and gate thickness d. In the sub-threshold regime the large resistance between
contacts and channel leads to a good coupling of channel potential and gate voltage.
The lower the contact/channel resistance becomes, the weaker the potential in the
channel is coupled to the gate voltage and thus a considerable voltage diﬀerence
across the dielectric builds up. The number of charge carriers in the channel Qch (or
equivalently the gate voltage) is then proportional to the channel conductivity
Isd = Vsd · µ ·Qch ·W/L = Vsd · µ · (Vg − Vt) · Cg ·W/L , (2.1.2)
with proportionality given by the channel aspect ratio W/L (width/length) and
electron mobility µ. This behavior is referred to as linear regime since the current
is changing linearly with the gate voltage. The derivative of current versus gate
voltage, the “transconductance”
τ =
dIsd
dVg
= Vsd · µ · Cg ·W/L (2.1.3)
is an important characteristic number of an FET.
The devices used in this work are made from undoped semiconductor material.
The concepts introduced above hold for these devices, but are extended by Schottky
barrier properties. The devices are discussed in detail in chapter 5. In a nutshell, the
potential barrier between contact and channel is not shrinking with gate voltage,
since it is directly caused by the band structure diﬀerence of metal contact and
semiconductor channel, not by the Fermi energy diﬀerence. Charge carriers have
to tunnel through the Schottky barrier between metal and semiconductor which is
merely thinned out by the applied gate voltage.
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3 Packaging: Connecting Nano and Macro
We have seen that nanometer sized objects have extraordinary properties that have
the potential to revolutionize engineering or have already made it into the mass
market. In order to make use of nanotechnology in engineering products, a link
has to be created between the two worlds – a demanding task, which has to be
thoroughly investigated in sensor design.
3.1 Integrating nanoelectronic devices
Microelectronic devices are the most prominent and widely spread product of nan-
otechnology. The term micro is slightly misleading here. The most recent line of
Intel processors (Broadwell) are based on 14 nm processing technology featuring 1.3
billion transistors on a 82 cm2 FinFET✯. This integration depth and small feature
size was made possible through lithography on diﬀerent length scales, ranging from
Photolithography to electron beam lithography (EBL). Chips are packaged in plastic
housings and connected to printed circuit boards (PCBs).
Bottom-up fabricated nano objects such as silicon nanowire (SiNW) FETs are more
demanding for integration and do not reach the extremely high integration density
known from processor technology. The most demanding challenge engineers are
facing here is the systematic positioning of the small building blocks. Successful
attempts have been made to grow bottom-up nanostructures in-situ,54,55,84 i.e. di-
rectly on the substrate were they are to be used later-on. However due to the use
of special substrates, further integration into existing microelectronics processes is
not easily possible.
✯see http://heise.de/-2507992
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When bottom-up fabricated nanostructures cannot be grown at the location of in-
terest, they have to be transported to that location. Dielectropheretic alignment of
carbon nanotubes (CNTs)81 serves this task suﬃciently well to be even suitable for
biosensing experiments.134 Naturally the number of nanostructures aligned between
electrodes is here rather undeﬁned and reproducibility of the alignment processes is
a weak point of the technique.
Mechanical transfer of nanostructures is a widely used technique in bottom-up device
fabrication on a research level. Highly diluted silicon nanowire samples can for
example be sprayed onto a chip. This technique is not exactly aligning, but rather
separating previously densely packed objects. Its main use is the production of single
nanowire devices for research purposes.145 Higher densities and better alignment
can be achieved by transfer of nanowires in Langmuir-Blodget ﬁlms148 or by contact
printing.37 In both of these methods the angular distribution of nanowires is reduced
to a small angle and nanowire densities on the receiver substrates are relatively
high, so that a “blind”, i.e. only optically controlled placement of micrometer sized
electrodes, will contact enough nanowires for sensor applications.
In conclusion the contacting of bottom-up fabricated nano-electronic devices is a
challenging but feasible task with respect to speciﬁc applications. However for sensor
devices in addition to the electronic contacting (the transducer side) the receptor
side has to be properly contacted as well.
3.2 Passivating nanoscaled biochemical sensors
Entirely electronic devices need only limited access to the outside world, namely
mechanical (including acoustic) and optical interactions for user input and output.
The protection of such devices from the outside world can be achieved by large-scale
protections against chemical hazards and mechanical stress. Such protection layers
do however prevent a direct interaction with the chemical world. Chemical infor-
mation is today generally read using light as a transducer medium. Fluorescence,
light absorption and surface plasmon resonance (SPR) are techniques that allow for
optical signal readout by shielded electronic devices such as CCD chips. Accessing
9
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urally present native silicon oxide. Natively grown oxide does usually suﬀer from
imperfect properties such as high electron trap density, porosity and insuﬃcient
homogeneity. Thermal oxidation can be used to improve these properties up to
eﬀective electric passivation, deﬁned pH sensitivity of the surface and functional-
izability.60,103 Thermally oxidized nanostructures can naturally not be contacted
electrically. Therefore the oxide layer must be removed (etched) locally prior to
contacting. The passivation of the contacting electrodes has to be taken care of
explicitly by lithographic patterning of the relevant parts of the chip with a pho-
toresist. Problems are here arising from the delamination of photoresists at the
contact boundaries (for details see section 11.5.2 on page 110). A sketch and an
SEM image of this type of patterned lithographic passivation is shown in ﬁgure
3.2.1, panels (a) and (c).
Photoresist passivation can be circumvented by high quality coating of the complete
sensor chip with sputtered or ALD coated oxide layers. Depending on the processing
technology used, even thin layers down to 15 nm thickness are suﬃcient to eﬀectively
protect a device even for long times.156 This technological advantage comes at
the costs of an increased thickness of the passivation layer and higher demands on
technical equipment, i.e. real costs. Figure 3.2.1(b) shows the sketch of a sensor
passivated with an oxide layer.
Lately organic semiconductor based devices have proposed that withstand the harsh
conditions of seawater without further passivation.62 Such devices promise very
stable use of ISFET technology in future, however their electrical properties cannot
compete with solid state devices yet.
3.3 Fluidic integration
Depending on the speciﬁc application of ion-sensitive ﬁeld eﬀect transistor (ISFET)
based sensors the ﬂuidic transport to the sensor has to be specially designed. The
level of integration ranges from simple droplet application for point-of-care (POC)
applications over ﬂuidic transport through a single channel for laboratory applica-
tions with high demands on sample handling and device sensitivity up to the inte-
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can be used for nanoliter droplet formation, opening a large ﬁeld of applications for
mainly biochemical purposes. A more detailed introduction to such systems is given
in section 9.1 on page 76. Microﬂudic systems can be used for many other purposes,
which are not subject of this thesis, but should be kept in mind regarding possible
applications of our nanowire sensors. Fluidic integration is more complicated in mi-
croﬂuidic systems. Unlike simple linear channels, microﬂuidic applications demand
small channel sizes, hence large liquid pressures and precise alignment of nanostruc-
tures on the order of micrometers.
The high liquid pressures needed to transport ﬂuid through microﬂuidic channels put
high demands on the leak-tightness of the channel/chip interface. A common method
used in other sensor concepts is the plasma assisted activation of sensor substrate
and channel, and subsequent alignment of the structures on top of each other. The
plasma treatment exposes O- groups on both the silicon oxide surface of the glass
substrate and on the silane groups of the PDMS mold. PDMS/glass interfaces
can thereby be covalently bonded forming high-pressure stable seal. The spatial
alignment of such soft-lithography channels on the receiver substrates is usually done
manually, though systems for automatic alignment of microﬂuidic channel structures
have been proposed.58 In order to prevent attachment of the receiver and channel
structures before the alignment is carried out liquid ﬁlms of water or organic solvents
(ethanol or isopropanol) can be used to separate the structures. After drying of the
separating layer, the surfaces bond as in the dry state procedure.
The complicated alignment procedure described above can be avoided by crafting
channels into a photoresist directly on the chip with usual photolithography. Align-
ment precision below 1 ➭m is possible with this approach. SU-8 crafted channels were
previously used for sensor applications,125 however bonding of SU-8 and PDMS is
based on epoxy/hydroxyl bonds, unlike the silane/hydroxyl reaction known from
PDMS/glass bonding. Application of heat can assist in the epoxy bonding process
and can facilitate strong attachment even in this case.151 This behavior could be
reproduced in our laboratory, however depending on the substrate material delami-
nation of SU-8 occurred at the photoresist-chip interface.
The above described methods for ﬂuidic integration are well suited for glass sub-
strates. However real sensor substrates have special surface properties: Metal elec-
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trodes, passivation layers and not unimportantly nanoscaled objects like nanowires
change the surface chemistry and topology. Chemical surface modiﬁcation, heat or
plasma treatment, that are necessary for covalent bonding of the channel structures
can impede the functionality of the devices. Therefore covalent bonding techniques
are sometimes not suitable and ultimately force-closure connections need to be used
– potentially in addition to chemical bonding – to get the channels leak-tight.125 One
advantage of pressure controlled tightening of channels is the reusability of chip sub-
strates. In contrast, channel structures that are once attached to sensor chips with
covalent bonding cannot be removed and surface treatment procedures like biological
functionalization or refreshing of the surface for further experiments are restricted
to liquid treatments and the chemical interplay with the channel material has to be
taken into account.
3.4 Analyte transport
Sensor elements of surface based sensors, such as SPR or ISFETs are typically
situated at the channel walls. Since microﬂuidic channels are usually operated in
the laminar ﬂow regime analytes have to be transported to the channel walls by
diﬀusion perpendicular to the direction of the ﬂuid ﬂow. For small molecules, such
as protons (pH value) the diﬀusion is fast enough to be neglected compared to
the longitudinal ﬂow velocity. However larger biological molecules diﬀuse slowly
and therefore sensor properties depend on the ﬂow proﬁle in the channel above the
sensor element. Stepanek and coworkers117 have calculated the analyte concentration
proﬁle in a microﬂuidic ﬂow channel based on the diﬀusion equation with respect
to SPR devices. The inﬂuence of the ﬂow proﬁle on sensor properties was not
investigated in my work, but it must be considered for future applications that
build up on sensor concepts demonstrated in this thesis.
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4 Nanostructures as transducers in optical
spectroscopy
The main part of this thesis is dedicated to the use of silicon nanowires for electronic
sensing applications. While electronic sensing is of great technological use and al-
ready applied in real systems, nanowires might in future also be useful for special
optical applications. Surface plasmon resonance (SPR) measurements are one route
to make use of special optical properties of nanowires. This technology is currently
under investigation for application in nanowires: by conﬁning surface plasmons to
a single dimension the signal sensitivity of SPR can potentially be increased.5,113
Large scale materials are made from small sized building blocks, which are repeatedly
aligned according to certain symmetries. The communication of the building blocks
leads to large scale behavior like the mechanical resonance of a string or a drum,
commonly described by phonons as bosonic quasi-particles that occupy eigenmodes
of the mechanical vibrations of the crystal. Energy levels and vibrational patterns
of the phonon modes are given by the eigenvalues of the dynamical matrix, which
can be expressed in terms of a band-structure for crystalline systems. The special
properties of nanometer sized materials are revealed at dimensions, where relevant
symmetries are perturbed and the band-structure is thus changed. Especially when
the dimensionality of a crystal is reduced below 3, the shape of the density of states
at the maxima or minima (±) of energy bands E± diﬀers based on dimensionality
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as
D(E) ∝ ϑ(∓(E − E±)) ·
√
E − E± (3D)
D(E) ∝ ϑ(∓(E − E±)) (2D)
D(E) ∝ ϑ(∓(E − E±)) · (E − E±)−1/2 (1D)
D(E) ∝ ϑ(∓(E − E±)) · δ(E − E±) (0D)
due to the simple geometrical eﬀect that the number of energy levels close to the en-
ergy extremum increases more rapidly with the distance from the extremum position
|k−k±|, when the dimension is increased. The proportionality constant includes the
inverse of the eﬀective mass (the second derivative of the band energy with respect
to the wave vector), ϑ is the Heaviside function. The eﬀect of diverging density of
states in low dimensional systems does of course apply to both the electron band
structure, and the phonon band structure and is commonly referred to as van-Hove
singularities. As an example for such a “conﬁnement” of the density of states, we
explicitly calculated the electron band structure of silicon nanowires for growing
diameter of the wires.
In the graphs one can clearly see that for very thin wire diameters the DOS is
signiﬁcantly changed and that at the band-gap edges the shape of the DOS changes
from a square root like increasing behavior to a more abrupt increase.
In the following we are computationally treating not photon-electron, but photon-
phonon interactions in terms of Raman diﬀraction and infrared absorption of nanos-
tructures. The basic physical concepts of the band-structure are equivalent for elec-
tron and phonons, with the diﬀerence that phonons, being bosonic particles, occupy
energy levels according to the exponential distribution, while electrons obey the
Fermi-distribution.
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a vibrational mode that changes one or both of these physical properties exhibits
the respective eﬀect. The symmetry of the scattering object (molecule or solid) in
conjunction with the symmetry of the vibrational mode can be used to sort the Ra-
man and infrared activity of phonon modes. This is laid out in detail and analyzed
for the speciﬁc example of silicon nanowires in chapter 12.
Raman spectroscopy is a widely used technology for chemical analyses that require
absolutely nondestructive testing of a probe, such as the investigation of the compo-
sition of historic artworks for the purpose of restoration or scientiﬁc investigations of
former painting techniques.133 Also for the quality control of semiconductor devices
in terms of mechanical stress29 or the control of pharmaceutical compounds for crys-
tallinity127 Raman spectroscopy is an indispensable method in modern production
processes. Infrared spectroscopy has its main application in the measurement of
molecular composition of probes, but also in the ﬁeld of materials science.
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Part II
Electronic sensing with Schottky
barrier silicon nanowires
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The properties of Schottky barrier (SB) silicon nanowires (SiNWs) for ion sensing
applications will be investigated in this part. The devices are introduced in detail,
followed by a theoretical investigation of their general electronic properties. Speciﬁc
properties for ion sensing are then investigated from a theoretical point of view.
For the demonstration of real measurements diﬀerent measurement modes are then
presented and discussed, with a special focus on noise in the devices. The capabili-
ties analyzed to this point are then demonstrated by pH sensing measurements with
an analysis of the optimum operation conditions of the devices. Basic biosensing
capabilities of the device are also shown in this context. Going towards applications
of the sensors beyond pH measurements, which themselves are scientiﬁcally highly
valuable for sensor characterization, but not of high relevance for standard applica-
tions, a lab-on-chip device in a multi-phase microﬂuidic chip system is introduced.
The experimental part is concluded by the demonstration of a portable multiplexer
measurement device, which is a ﬂexible platform for ISFET sensor testing.
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5 Schottky-Barrier silicon nanowire ﬁeld
eﬀect transistors
5.1 Device structure and operation principle
In this work I exploit the properties of ion-sensitive ﬁeld eﬀect transistor (ISFET)
sensors based on undoped silicon nanowire FETs, which are contacted by atomically
sharp metallic NiSi2 leads. The devices can be switched by a back-gate voltage,
electron beam manufactured top gates or by a liquid potential depending on the
desired application. The devices are manufactured at NaMLab gGmbH and tailored
for ion- or biosensing applications in cooperation with Max-Bergmann-Center.
The electronic switching mechanism of the devices is dominated by the contact
resistance of the Schottky barriers at the NiSi2/Si interfaces. This is in contrast
to usual p-n-p or n-p-n doped semiconductor FETs where the potential barrier at
the contacts is caused by a charge carrier induced electric ﬁeld that can be removed
by an external electric ﬁeld. The contacts are then transparent and the channel
resistance is changed by the gate voltage. Schottky barriers on the other hand
result directly from the band-structure of the used materials. These barriers can
not be removed by an external ﬁeld, but just thinned out. The contact resistance is
therefore dominated by the Schottky barriers.
Advantages of our Schottky barrier FETs are the relatively simple production pro-
cess that does not involve doping, steep switching characteristics with a high on to
oﬀ current ratio and the possibility to gate the Schottky contacts to allow either
electron or hole conduction.145,146 Thereby devices can be conﬁgured as ambipolar
devices, when both Schottky contacts are driven with the same voltage, or as bipolar
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The ambipolar switching behavior is not of importance for sensing measurements
though. Here the relatively simple production process in conjunction with the steep
switching characteristics is of utmost importance. This is mainly caused by two main
factors, the avoidance of dopants and the close to atomically sharp self-assembled
Schottky contacts, which form ideal tunneling barriers. The low dopant concentra-
tion increases the Debye screening length far above the nanowire diameter,41 thereby
leading to highly eﬃcient gating over the whole diameter of the wire.
The gate transfer characteristics for a silicon nanowire and for a MOSFET device
(IM Health, Korea), both top-gated with a liquid electrode at an ionic concentra-
tion of 100mmol L−1 is sown in ﬁgure 5.1.1. The behavior of the shown MOSFET
device characteristics resembles the standard behavior described in section 2.1. The
nanowire device has a slightly diﬀerent behavior: For small gate voltages currents
rise exponentially with absolute gate voltage (measured from the point of mini-
mum conductivity). This behavior is caused by thermal charge carrier injection
into the channel as described by the equation 2.1.1 for MOSFETs (highlighted with
a green shading in the graphs and exempliﬁed with a schematic band-diagram for
hole conduction in panel (e)). Thermal currents are measurable for negative and for
positive gate voltages, with lower current levels for positive gate voltages caused by
the higher Schottky barrier for electrons. With further rising negative gate voltage
the thickness of the Schottky barriers in the SiNWs is inversely proportional to the
gating voltage,88 leading to a further exponential rise of currents in these devices
(yellow shading, band diagram panel (d)). This behavior seems to be similar to
thermal emission but the underlying physical principle is fundamentally diﬀerent
and followingly forms a special situation compared to MOSFETs. For even higher
negative gate voltages the behavior becomes similar to that of a MOSFET again:
The channel conductivity dominates the total channel resistivity, Schottky barriers
become “transparent”. The conductivity is linearly dependent on the number of
charge carriers, which in turn is controlled by the gate capacitance, as described by
equation 2.1.2 (red shading, band diagram panel (c)).
Though low doping concentration and Schottky barriers lead to steep switching
characteristics, these properties lower the conductivity of a single nanowire compared
to conventional FETs. In order to increase the total current we produce parallel
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and important dimensions are given in detail in section 11.5.
The silicidation process does not impede the morphology of the wires, because of
the good lattice match of the Si and NiSi2 phases: Nickel can basically penetrate the
silicon crystal with only a tiny extra space requirement of about 0.4% of the initial
crystal volume.23,78 Due to their small diameter no lattice defects are introduced in
the silicon nanowires during the annealing process.30,147
For the fabrication of parallel arrays of SiNW FETs, interdigitated ﬁnger structures
(see ﬁgure 5.1.3) are used as source and drain electrodes. The number of contacted
wires is proportional to the average lateral distance of wires and - as long as wires
are longer than inter-electrode distance - the total length of the snake-shaped gap
between the source and drain electrodes. Smaller inter electrode distances lead
to larger wire numbers per contact area and to lower channel resistivity of the
individual wires. The total current level is thus maximized for small inter-electrode
distances.
The minimum inter-electrode distance is limited by the resolution of the lithography
process (Δx ≳ 0.5 ➭m), if applicable by the positioning accuracy of mask alignment
for passivation (Δx ≳ 1 ➭m), and by the distribution of silicidation lengths, which
is on the order of micrometers, too.98 The latter factor is of greatest importance:
When channel lengths are too short, then the gating eﬃciency is reduced and oﬀ-
currents are substantially increased. When the hole wire is silicidated, a shortcut is
formed, rendering the whole parallel array unusable.
We tested inter-electrode distances of up to 12 ➭m. Lengths below 5 ➭m were prone
to through-silicidation. A default of 10 ➭m was chosen for the chip design used
with our multiplexer device, providing good positioning accuracy and stable elec-
tronic properties. Around 300 and 1000 nanowires are contacted in common ﬁnger
structures.
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S
D
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S
Figure 5.1.3: Chip for pH sensing and FET testing in 1.5x magniﬁcation (in print on
A4 paper) and schematic close-up of the ﬁnger structure for nanowire contacting, with
nanowires indicated by red lines. The contact printing direction is indicated by the red
arrow above the photograph. Source and drain leads are labeled with S and D in the
close-up. In the chip photograph S and D label the respective contact pads. The small
structures below and above the center line of the chip are ﬁnger structures used for sta-
tistical investigations of electronic properties of FETs. Only the FETs in the center are
used for sensing in liquid.
5.2 Multiscale model of SiNW FETs
We developed a hybrid modiﬁed Poisson-Bolzmann (PB)/ﬁnite element modeling
(FEM)/non-equilibrium greens’ function (NEGF) approach to calculate the current
transport in a Schottky barrier (SB) nanowire (NW) FET in dependence of applied
voltages, surface charge densities and ionic concentration.86–88 Figure 5.2.1 shows
the steps of the modeling process. First a model of a nanowire FET is created,
secondly the electric potential on an automatically generated mesh is calculated
using the COMSOL FEM software (Comsol Multiphysics GmbH). The nanowire
diameter far below the Debye screening length in silicon41 allows us to approximate
the potential in the nanowire as a one dimensional function, which we extract at
the center position of the wire. The eﬀective potential for electrons and holes in
the wire for tunneling is the sum of the respective conduction band edges and the
electric vacuum potential extracted from the FEM simulation. In the metal leads
band edges of both charge carrier types are at the Fermi-level of the material, while
in the semiconductor channel, electron and hole transports take place at the edges
the conduction and valence bands respectively. The potential steps from the metal’s
Fermi-level to the band edges of the semiconductor form the Schottky barriers for
electrons and holes as indicated in the ﬁgure.
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The geometry taken into account in our simulations is a nanowire of 40 nm diameter
lying on a 100 nm thick silicon oxide surface of a p-doped silicon substrate. The
whole surface including the nanowire is covered by an additional silicon oxide shell
of 6 nm height. Above the surface the liquid is modeled in a box of a height much
grater than the Debye screening length of the liquid. A height of 300 nm is chosen as
a safe distance. The nanowire is contacted through intruded nickel-disilicide leads.
The remaining length of the silicon part of the wire was adapted to the speciﬁc
simulation problem.
After automatic meshing of the geometry, the electric potential distribution is cal-
culated using COMSOL according to charge conservation and Poisson-equation
E⃗ = −∇⃗V (5.2.1)
∇⃗ · E⃗ = ρ
ϵ0ϵr
. (5.2.2)
The electric displacement ﬁeld D perpendicular to all outer boundaries of the sim-
ulation box is ﬁxed to zero
n⃗ · D⃗ = 0 . (5.2.3)
The potential at the top of the simulation box is ﬁxed to the liquid reference poten-
tial, whereas the potential of the bottom plane is ﬁxed to the back-gate potential.
The surface charge density enters the simulation as
ρs = n⃗ · (D⃗1 − D⃗2) . (5.2.4)
Most importantly for the application of the nanowire FETs in liquid, the electric
properties of the liquid have to be properly described. Two interfaces between
electronic (solid) and ionic (liquid) systems have to be taken care of in an ISFET:
the liquid electrode, setting the potential of the liquid to an electronically deﬁned
value and sensor surface. Since our model does not include dynamic eﬀects, we can
safely treat the liquid electrode as a ﬁxed electric potential of the liquid far from
the device surface.
More interesting for the electronic properties of the sensor is the ionic double layer
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that builds up at the sensor surface due to the potential diﬀerence of the oxide layer
and the reference electrode. In a ﬁrst intuitive approximation this double layer can
be described by the Helmholtz model as a plate condensator which is charged by
anions and kations instead of electrons and holes. The charge distribution in that
double layer is described for a ﬂat surface and a symmetric electrolyte by the Gouy-
Chapman theory. This theory is based on the linearized PB equation and predicts
an exponentially decaying electric ﬁeld for low potentials (tens of milli-volts) and
neglecting the ionic radius. The double-layer width (exponential decay constant) is
given by
λD =

ϵ0ϵrkBT
2(ze)2c∞
, (5.2.5)
where z is the valence number of the electrolyte, ze is the charge of a single ion and
c∞ is the bulk concentration of the electrolyte. For our calculations we explicitly
solve the modiﬁed Poisson-Bolzmann equation86
ρℓ =
∑
i
z e c∞i ·
exp
(
− zie(V−V∞)
2kBT
)
1 + 2ν · sinh2
(
ziq(V−V∞)
2kBT
) , (5.2.6)
where the summation goes over all ion species in solution. The valence number
zi, packing parameter ν = a
3c∞i with eﬀective ion diameter a = 0.3 nm and the
ion concentrations far from the surface c∞i deﬁne the chemical properties of the
electrolyte. Vref is the liquid potential far from the surface, deﬁned by a reference
electrode. The denominator is the correction term of the PB equation taking into
account steric hindrance of ions.20
For a binary symmetric electrolyte, such as NaCl, with c∞1 = c
∞
2 = c
∞, z1 = −z2,
|z1| = z and a1 = a2 = a this equation can be simpliﬁed to
ρℓ = 2z e c
∞ ·
sinh
(
− ze(V−V∞)
2kBT
)
1 + 4 a3c∞ · sinh2
(
ze(V−V∞)
2kBT
) . (5.2.7)
The electric potential at the central axis of the nanowire is extracted from the FEM
simulation. The eﬀective potentials for electrons and holes are in a ﬁrst approxi-
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mation given by the sum of the line potential and the conduction or valence band
energies, as sketched in ﬁgure 5.2.1c. However due to non-balanced Schottky-barrier
heights for electrons and holes, an additional electric ﬁeld at the Schottky junctions
will be compensated by charge carrier diﬀusion, see panel d of the same ﬁgure. In a
ﬁrst approximation the resulting Schottky barrier ﬂattening can be described by a
constant charge q at the junction, that changes the ﬁeld in the semiconductor as123
Ueﬀ(x) = U(x)−q/(4πϵ0ϵr|x−xSB|). The equation does not model the ﬂattening ef-
fect ideally, but allows for quick adaption of Schottky barrier heights. Actual Schot-
tky barrier heights are taken from experimental observations of silicon nanowires
with intruded nickel-disilicide contacts as ΦeSB = 0.68V and Φ
h
SB = 0.44V .
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The transmission of electrons and holes through the Schottky junctions is subse-
quently calculated based on quantum mechanical transmission of the Hamiltonian
Hˆ = − ℏ
2
2meﬀ
d2
dx2
+ Ueﬀ(x) (5.2.8)
for electrons and holes. In order to solve this problem, we subdivided it into the
source (S) and drain (D) Schottky junctions and the silicon channel (M), as indi-
cated in ﬁgure 5.2.1c. This splitting of the system into logical parts is supported
by experiments resolving the spatial predominance of Schottky junctions for the
switching sensitivity of NiSi2-Si-NiSi2 nanowire transistors.
75,146
The tunneling problems at the interfaces are calculated using the NEGF approach.
Therefore the Hamilton operator 5.2.8 is discretized on a regular grid as
Hn,m = (Un + 2t0)δn,m − t0δn,m+1 − t0δn,m−1
with position x = an and kinetic energy constant t0 = ℏ
2/2meﬀa
2. The calculation
of the transmission follows the rules of the Landauer-Bu¨ttiker formalism as
TS/D(E) = Tr[G
R
ΓS/DG
A
ΓM] (5.2.9)
with advanced and retarded Green’s functions and broadening functions of the
source, drain and silicon channel regions as described in detail by Nozaki et al.,88
following the concepts of S. Datta.26 The computational formulation of the problem
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was also adapted from S. Datta.28
The transmittance of the silicon channel of the FET does not involve tunneling
problems and is adapted to experimental observations. For short channel lengths
below 1 ➭m the conduction in the channel was shown to be ballistic, while for greater
lengths it shows ohmic behaviour. Therefore the transmission of the silicon channel
was set to TM = 1 for the case of short channels and to TM = 0.001 for a 4 ➭m wire,
being the approximate fractional on-rate of such a channel as compared to a short
channel with ballistic transport properties.145
Disregarding quantum mechanical eﬀects (such as resonance) on the next level of
the model, the total transmission of the series of source (S) and drain (D) Schottky
barriers and the central region is27
1− T e/heﬀ (E)
T
e/h
eﬀ (E)
=
1− T e/hS (E)
T
e/h
S (E)
+
1− TM(E)
TM(E)
+
1− T e/hD (E)
T
e/h
D (E)
. (5.2.10)
The current density is obtained by integrating the transmission probability multi-
plied with charge carrier density over energy as88
ISD =
2e
ℏ
⎡
⎣ ∞∫
−∞
dE T eeﬀ(E)[FS(E)− FD(E)]−
∞∫
−∞
dE T heﬀ(E)[FD(−E)− FS(−E)
⎤
⎦ .
(5.2.11)
Since the charge carrier density is decaying exponentially with energy at the band
edge, the density of states is not explicitly taken into account✯. The eﬀective Fermi
functions at the source and drain interfaces are
FS/D(E) = SmeﬀkBT/πℏ
2 log
(
1 + exp
(
−E − e · VS/D
kBT
))
(5.2.12)
Source and drain voltages are set to VS = 0V and VD = VS + VDS according to the
potentials set in the FEM simulation.
The computational complexity of the model is primarily kept low since only one-
dimensional tunneling has to be solved. This comes at the expense of neglecting
✯The electronic band structure is still regarded in terms of the eﬀective mass of electrons and
holes, which arise from the band dispersion in the valence and conduction bands, respectively
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inhomogenities of the electric ﬁeld across the nanowire diameter. Especially at the
core/shell interface eﬀects like Fermi-level pinning through trapped charges or mod-
iﬁcation of the band-gap are neglected.144 Scattering is only taken into account in
terms of comparison with experimental data: the transmission of the semiconducting
central segment of the wire is simply calculated from the speciﬁc resistance of bulk
silicon. Yet in our model charges are only allowed to pass the device at a constant
energy level. In reality scattering allows electrons to tunnel into the device at a
certain energy and leave it at a diﬀerent level, which will inﬂuence barrier currents.
Charge accumulation other than the empirically corrected Schottky barrier ﬂatten-
ing is disregarded. In summary these properties lead to deviations of calculated
currents from experimental ﬁndings.
From the multiscale model we learn, that the predominant gating eﬀect is the change
in electric potential, since modeled transfer characteristics overlap with experimen-
tal results.86,88 Electron and hole conduction can be clearly discerned using our
model and Schottky barrier heights can be adapted, which can be done by meth-
ods like ion implantation or surface treatment in the Schottky barrier region.2,3,68
The method is also in principle capable of treating multiple top-gates on a single
nanowire transistor, as used for reconﬁgurable FETs.48,49,146 In addition to modeling
capabilities in the dry state, the explicit treatment of a double layer serves as the
basis for investigations of biosensing experiments.
5.3 FET based potentiometry
Ion-sensitive ﬁeld eﬀect transistors and BioFETs rely on the sensing of surface po-
tentials, as described in section 3.
In section 2 the general concept of (bio-)chemical sensing using ﬁeld eﬀect tran-
sistors is laid out as the sensing of surface potential changes, which are caused by
the adsorption of molecules to the sensor surface or by pH value changes. The
pH-sensitivity can either be used for direct pH measurements or for indirect mea-
surement of a speciﬁc reaction that alters the pH value.
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In the following sections I investigate the surface potential change by molecular
docking as well as the eﬀect on the conductivity of the FET. Special attention is also
given to inhomogeneous surface potential modiﬁcation induced by sparse docking of
large biomolecules.
5.3.1 Chemical surface potential
In equilibrium conditions the electric potential of a solid is homogeneous in the body
of the solid. However at surfaces the electric potential changes due to thermal and/or
chemical eﬀects. Here the eﬀect of surface chemistry at a solid/liquid interface is
discussed speciﬁcally for protonation and deprotonation. This reaction is the basis
for pH sensing, though it can be generalized for other charged analytes, that react
with the surface. Here we describe the surface active groups with the chemical
symbol AH, which can protonate to AH+2 or deprotonate to A
−. This active surface
site A can be an oxide surface, such as silicon or aluminum oxide, but also silicon
nitride falls in the same category.79 We obtain two chemical reactions covering
positive and negative surface charging as
AH⇌ A− +H+ (5.3.1)
AH + H+ ⇌ AH2
+ . (5.3.2)
The dissociation constants depend on the concrete chemical system and deﬁne the
isoelectric point (pI) of the surface. We can write the reaction kinetics according to
Gibb’s free energy and ultimately denote the pH dependence of the surface potential
according to the site-binding model150
ΔpH = −ΔU · e
kBT · log(10)
− 1/2 · log(θ+/θ−) , (5.3.3)
where U is the surface potential, θ+ and θ− are the fractional amounts of posi-
tively and negatively charged binding sites resp., e, kB and T are electron charge,
Boltzmann constant and Temperature. The relative surface coverages θ+ and θ−
can be related to the surface potential via the electrical double layer capacity C as
U = (θ+ + θ−)/C. The double layer capacity is a simpliﬁed model for the electric
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double layer of ions that builds up at the liquid-solid interface due to a voltage dif-
ference, as described in section 5.2. Equation 5.3.3 collapses to the Nernst-Limit
ΔU = −59.5mV ·ΔpH , (5.3.4)
at room temperature, when the term log(θ+/θ−) is negligible. This is the case close
to the isoelectric point with θ+ ≈ θ−, and a high number of active groups on the
surface in conjunction with a suﬃciently small double layer capacity C, such that
changes in the surface potential are induced by tiny changes of the surface charge
density θ+ + θ−.
The above formulated Nernst-limit is thus an upper limit of the pH sensitivity, but
not necessarily the correct formulation. An empiric factor deﬁning the quality of the
surface sensitivity will be introduced later to describe the pH sensitivity of a real
surface. The absolute value of the chemical surface potential of such a real surface
requires the knowledge of the potential of the liquid. This is usually measured by
a reference electrode, which resides in a well deﬁned chemical surrounding such
as a Ag/AgCl electrode exposed to an exactly deﬁned concentration of chlorine
ions. In order to deﬁne the desired chemical surrounding of the reference solution
while keeping the electric potentials of the measurement liquid and the reference
solution ion-impermeable membranes are generally used to minimize impacts of the
measurement solution on the reference potential.
Changes of the surface potential can be detected by a number of potentiometric
sensors, among which ISFETs are exposed types of sensors due to their close to
inﬁnite impedance, i.e. no current ﬂow into or out of the double layer for detection of
its charging state. Their inﬁnite impedance leads to fast response times and unbiased
results. ISFETs with diﬀerent surface material, shapes and density of integration
were shown in experimental realizations and in industrial applications.25,79,107 The
Schottky barrier silicon nanowire sensors described in this work belong to the same
group of ISFETs, as shown in section 5.2.88
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where α is the relative surface sensitivity according to the site-binding model with a
maximum of α ≤ 1 deﬁning the Nernst-limit of the surface potential kBT/e·ln(10) =
59.5mV/pH, see equation 5.3.4. pI is the isoelectric point of the surface.
In a ﬁrst approximation the electric potential in the active region of the FET can
be described by coupling capacitance weighted addition of the back-gate potential
and the surface potential with capacities Cbg and Csurface, as schematized in ﬁgure
5.3.1(b), as
Φ =
Vbg · Cbg + Vsurface · Csurface
Cbg + Csurface
. (5.3.6)
In the sub-threshold regime, the logarithm of the current at ﬁxed source-drain volt-
age, further on abbreviated with decI = log10(Isd/1A), is linearly dependent on this
potential due to the thermal motion of electrons,41
∂Φ
∂decI
= −β · 59.5mV , (5.3.7)
with the curve steepness being limited by the same numerical constant as the Nernst-
limit. This statement is an empirical extension of the idealized equation 2.1.1 with
β ≥ 1 deﬁning the quality of the FET device, where β = 1 is the ideal device with
holes as main charge carriers and β = −1 sets the limit for electrons as charge
carriers.❸
The inﬂuence of the gate coupling eﬃciency for a back-gated and liquid gated device
with a back-gate thickness of 100 nm and silicon nanowires having a thermal oxide
thickness of ≈ 6 nm is depicted in ﬁgure 5.3.1(a). Fitted sub-threshold swings are
950mV and 127mVdecI with respective device qualities according to equation 5.3.7
of β = 16.0 for the dry state and β = 2.13 for the liquid gated device in 100mmol L−1
sodium phosphate buﬀer at pH 7.4. Apart from the 7.5-fold increase of the gate
coupling eﬃciency, the liquid gate also leads to a substantially lowered hysteresis of
the gate transfer characteristics in liquid surrounding. This speaks for a low charge
trap density of the surface oxide passivation layer, for both ions (electrochemical
reactions) and solid state carriers (electrons and holes).
❸One has to acknowledge, that the electric ﬁelds of the source and drain contacts do also act on
the channel potential. We are neglecting this inﬂuence in a direct regard in equation 5.3.6, but
the empirical parameter β of equation 5.3.7 catches such and other e.g. manufacturing related
inﬂuences.
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The physical basis for pH value sensing is the pH dependence of the surface potential
as introduced above. Using equations 5.3.5, 5.3.6 and 5.3.7, we obtain the sensitivity
of current change versus pH change
S =
∂decI
∂pH
=
α
β
·
(
1 +
Cbg
Csurface
)
−1
. (5.3.8)
The maximum current sensitivity Smax = 1 is thus achieved for a fully activated
surface (α = 1), an ideal FET device (β = 1), and a dominating surface capacitance,
Csurface ≫ Cbg. The information content of the above equation is that current can
at maximum change linearly with ion concentration.
5.3.3 Voltage sensitivity
As laid out in the beginning of this section the quantity of interest for the measure-
ment of pH values is the surface potential. An indirect measure for this potential is
the threshold voltage of an ISFET. The threshold voltage is generally deﬁned from
the linear regime of a FET as the intersect of the linearly ﬁtted transfer character-
istics with the current Ids = 0. For the determination of surface potentials we are
slightly deviating from this deﬁnition by a constant, but arbitrary voltage oﬀset,
which lets us deﬁne the threshold voltage as the intersect of the transfer character-
istics Ids = f(Vg) with an arbitrary threshold current, It = f(Vt). Following this
deﬁnition, the threshold voltage is commonly monitored by a source-drain follower
circuit, which continuously adapts the gate voltage to maintain a constant source
drain current using an operational ampliﬁer17 or current mirrors.83 The threshold
current can also be extracted from sweep data, as later explained in section 6.1.3.
In a dual-gate setup, such as the back-gate and liquid gate setup described above,
the threshold voltage is deﬁned individually for both gates as V
(i)
t = Vi|It (voltage
on gate i ∈ {bg, liquid} that holds the source-drain current constant). According to
equation 5.3.6 the derivative of the surface potential with respect to the threshold
voltage measured on gate i can be expressed as
∂V
(i)
t /∂Vsurface = −Csurface/Ci (5.3.9)
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Further using equation 5.3.5 we get an expression for the pH sensitivity of surface
potential measurements with gate i of
∂V
(i)
t
∂pH
=
Csurface
Ci
· α · 59.5mV . (5.3.10)
For liquid gate sensitivity we have Ci = Csurface since the liquid gate controls the
surface potential directly following equation 5.3.5. The double layer capacity is not
relevant in the DC case studied here. The resulting threshold voltage sensitivity to
pH changes is
∂V
(liquid)
t
∂pH
⏐⏐⏐⏐⏐
It
= α · 59.5mV . (5.3.11)
This result can be simply drawn from equation 5.3.5. More interesting is the back-
gate sensitivity to pH changes, where the ratio of coupling capacities is deﬁned
by device geometry. With a weakly coupling back-gate Ci < Csurface, the thresh-
old voltage sensitivity can be increased, which was experimentally demonstrated
previously.63,116 However, this does not necessarily improve the sensitivity of the
measurement, since the noise increases when the gate coupling is weakened.
5.4 FET based biosensing
Biological molecules can change the surface potential just like small molecules do.
There are however a variety of important diﬀerences that have to be taken into
account. Ionic double layer screening impedes the sensitivity directly, while the in-
homogeneous ﬁeld of the molecules and the slow diﬀusion of large molecules make
the prediction of concentrations very diﬃcult. In the following we try to elucidate
the mentioned eﬀects in order to improve the understanding of experimental obser-
vations.
5.4.1 Ionic double layer screening
In order to exhibit an electric ﬁeld on the sensor surface target molecules need to
be electrically charged. The charge of biological molecules is generally dependent
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on the pH value of the solution: the more the pH diﬀers from the pI of the target
molecule, the more charges are present on the molecule, following the exactly same
chemistry that makes oxide passivated ISFETs pH sensitive. However, the electric
ﬁeld on biological molecules does not directly change the sensor’s surface potential,
but is screened by an ionic double layer in the liquid as described by equation 5.2.5.86
It is therefore necessary to keep the distance of the charged particle and the sensor
surface below the screening length, which can be achieved by either reducing the ionic
concentration of the buﬀer or by reducing the size of receptor molecules. Reduction
of the ionic concentration is a valid method for research purposes, but does not
fulﬁll the needs of most technical applications, where samples with inherently high
salt concentration – such as blood – need to be investigated without pretreatment.
Patolsky et al. have impressively demonstrated biological sensing in human blood
using fragments of antibodies as biological receptors, that contain only the heavy
chains, thereby reducing the receptor molecule size below the ionic double layer
thickness.35
5.4.2 Field inhomogeneity for sparse surface decorations
The formulations derived in chapter 5.3 describe the charge sensitivity of pH sensitive
ISFETs very well. However, the model comes to its limits, when we regard large
(bio-)molecules which bind the surface sparsely and do not distribute a homogeneous
electrical ﬁeld. To be speciﬁc, when the ionic double layer thickness decreases below
the average particle distance, the surface potential becomes inhomogeneous. The
setting of our derivations, equation 5.3.3 does not hold here, because it requires an
electric surface potential that is independent of the spatial coordinates. In addition,
the gate voltage sensitivity of silicon nanowire FETs is a function of position, which
was not taken into account above.75
In order to shed light onto the magnitudes of electric ﬁeld distribution of such a
sparsely binding system we investigated the electric ﬁeld of a periodic grid of charged
cylinders (DNA strands, self-assembled monolayer or similar) on a plane surface.
A ﬁnite element electric ﬁeld simulation according to our multiscale model86 was
therefore carried out. Transport calculations were not done.
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The modeled cylinders with a diameter of 2 nm corresponding to the width of DNA
and a length of 36 nm were charged with 18 elementary charges. In terms of a
DNA strand this corresponds to about 6 bases per elementary charge, a reasonable
value at a pH value not far from the isoelectric point of DNA. The electric ﬁeld at
physiological salt concentration (150mmol L−1) and room temperature was modeled
for a square periodic system with variable edge length. The length was varied
between 3 nm (cylinders almost touching each other) and 60 nm (no cooperation
of electric ﬁelds). Resulting electric ﬁeld maps perpendicular to the surface are
shown in ﬁgure 5.4.1. Field lines are more and more separating individual molecules
and accordingly the surface potential becomes less homogeneous with growing inter-
molecule distance. This supports the qualitative expectation.
Analyzing the average potential in planes horizontal to the sensor surface (see ﬁgure
5.4.2) reveals that the average surface potential as well as the potential in the semi-
conductor channel scale linearly with surface charge density for DNA-DNA distances
down to 5 nm. At smaller distances the surface potential changes more strongly with
increasing charge density (see inset of left ﬁgure). The homogeneity of the electric
ﬁeld is shown in the right panel of the ﬁgure as the fraction of average electric poten-
tial and its standard deviation. The homogeneity grows rapidly with surface charge
density inside the semiconductor. At the oxide-water interface we observe the same
trend, however in much weaker strength. We conclude, that the inhomogeneity of
the electric ﬁeld plays an important role for the binding dynamics of DNA on the
surface.
5.4.3 Signal rise times through diﬀusive transport
Missing the repelling voltage term in equation 5.3.3 it is not trivial to determine
analyte surface coverage from the bulk concentration. Especially strongly binding
ligands will not detach from the surface once they were bound, which is why the
surface coverage will be slowly changing with time following diﬀusion dynamics.
However diﬀusion of analytes is dependent on the geometry of the system and of
ﬂuid dynamics, as for example well known from surface plasmon resonance (SPR)
measurements.117
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Figure 5.4.1: a) 3D geometry and extracted 2D potentials of charged cylinders a oxide
covered silicon surface. The periodic boundary conditions of the model simulate an inﬁnite
surface with cylinder separations as indicated in the 2D cuts along the center of the
simulation box ((b-h)). The color code legend for the voltage levels of the logarithmically
spaced isolines of the electric potential are shown in (i).
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Figure 5.4.2: Surface and channel potentials extracted from FEM modeled electric ﬁelds
of charged cylinders on a planar FET. A) Average potentials at the cylinder/oxide and
oxide/semiconductor interfaces as well as in the semiconductor channel 30 nm below the
gate oxide versus surface charge density ρ (inverse square of cylinder spacing). The inset
shows the same data divided by ρ for better perception of the voltage sensitivity. B)
Homogeneity of electric potential deﬁned as the average over the standard deviation of
the electric potential. The legend applies to all three graphs.
As a rough measure for expected signal rise times, we investigate the evolution of
an initially homogeneous distribution of analytes in the channel
c0(x) =
⎧⎨
⎩ 1/d for |x| < d/20 otherwise (5.4.1)
Solving the one-dimensional diﬀusion equation dc/dt = D ·d2c/dx2 with the Green’s
function approach, yields the resulting concentration proﬁle versus time
c(x, t) =
1
d
·
(
erf
(
d+ x√
4Dt
)
+ erf
(
d− x√
4Dt
))
(5.4.2)
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Assuming strong binding of analytes and receptors with melting temperatures well
above ambient temperature, we estimate the concentration of analytes on the sensor
surface as the total amount of analyte that (virtually) passed the channel walls at
|x| = d/2,
cbound = 2 ·
−d/2∫
−∞
dx c(x, t) . (5.4.3)
This value is an approximate measure for the fraction of analyte molecules bound to
the channel walls for one-dimensional diﬀusion, which is a valid approximation for a
relatively wide ﬂuidic channel. The equation was numerically solved for the test case
of a 18 base-pair DNA molecule with diﬀusion constant D = 6.1× 10−11m2 s−172
and a channel height of 0.5 mm. The 18 base length corresponds to H1N1 and H5N1
(bird ﬂew variants) oligonucleotide sequences used in our laboratory for biosensing
experiments. Exemplary diﬀusion proﬁles and the fraction of bound molecules are
depicted in ﬁgure 5.4.3. After one minute less than 14% of molecules reached the
surface. Up to a time frame of around 13 minutes the number of bound molecules
is proportional to the square-root of time, before it starts to saturate. Binding
time curves for two thinner channels of 50 ➭m and 15 ➭m width were additionally
calculated. As expected saturation sets in faster, since the diﬀusion distance is
shorter. However one has to respect, that the total amount of molecules above the
channel walls scales proportionally with the channel height. Accordingly the total
amount of bound molecules in saturation is decreased in thinner channels.
From above estimations we conclude, that diﬀusion alone leads to slow analyte
detection. Improvements can be achieved using convection or microﬂuidic mixing
methods.
5.4.4 Increasing sensitivity with one-dimensional transducers
Electric ﬁeld inhomogeneities through sparse molecular attachment aﬀects the sen-
sitivity of planar ISFETs. However, the topology of nanowires has the potential
to facilitate sensing of even non-homogeneous surface potential variations through
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Figure 5.4.3: Diﬀusion in a ﬂuidic channel. Left: One-dimensional diﬀusion starting
from a rectangular distribution. Proﬁles at 0, 10, 100, 1000 and 10000 seconds are shown
with black to grey curves as labeled. Shaded areas symbolize the fraction of molecules
bound to the left channel wall. In the right ﬁgure the fraction of molecules bound to both
channel walls versus time are plotted for d = 500 ➭m (geometry shown left, solid line),
d = 150 ➭m (dashed line) and d = 50 ➭m (dash-dotted line) according to equation 5.4.3
topological insulation. This concept is known from the determination of electrical
resistivity in metal alloys according to percolation theory.61 Figure 5.4.4 sketches the
sensing properties of 2D and 1D FETs for inhomogeneous charge distributions.
Let us consider a regular grid of random resistors in two dimensions. The network
can be passed using a large set of paths, accordingly the current will be mainly
ﬂowing along the paths with lowest resistivity. Increasing the resistivity at a single
spot in the grid does not aﬀect the total resistivity. Only when a few paths are
left for eﬀective conduction can the current be eﬀectively decreased by changing the
resistivity along one of these paths. This situation marks (being mathematically
sloppy) the critical point for network percolation. In a single dimension there is
never more than one path from one point to another, which is why the change
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6 ISFET measurement principles
The acquisition of measurement data from ion-sensitive ﬁeld eﬀect transistor (IS-
FET) sensors is a crucial point in sensor development. Data acquisition has to
satisfy diﬀerent demands, based on the availability of measurement devices, the de-
sired time resolution, the need for a sensor calibration and experimental properties,
such as measurements in dry or in liquid surrounding, or the diﬀusion constant of
charged particles in the measurement ﬂuid.
Here I introduce the principles and properties of diﬀerent measurement modes. The
last part of the chapter is dedicated to noise characterization in ISFET measure-
ments.
6.1 ISFET measurement modes
An ISFET sensor signal is most generally described as the change of electronic
conduction properties in the conduction channel of the FET caused by changes of
the surface charge density on the gate oxide.
FETs have a special switching behavior – known as transfer characteristics – re-
lating the channel resistivity with the surface potential. Changes in the transfer
characteristics serve as the information base for any ISFET sensor signal. Three
general methods for the conversion of the information contained in the transfer
characteristics can be discerned:
❼ measure source-drain current at ﬁxed source, drain and gate voltages
❼ hold source-drain current constant by adapting the gate voltage
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ampliﬁer were previously shown to be experimentally advantageous.65,134 Lock-In
ampliﬁcation diminishes signal corruption by external noise sources, that diﬀer from
the Lock-in frequency and the source and drain electrodes are not biased by a voltage
oﬀset on time-average. These advantages come at the cost of an increased price of
the needed measurement equipment as compared to DC measurements.
The major drawback of the constant gate voltage method is in the lack of an inherent
calibration for the surface potential. Such a calibration requires the knowledge of
the transfer characteristics of the speciﬁc ISFET - a demanding problem especially
for the case of bottom-up grown nanowire based ISFETs with large device-to-device
variations. Attempts have been made to circumvent such device speciﬁc calibration
by measuring current changes instead of current levels only, however such methods
rely on a low device-to-device variation and slow analyte absorption on the surface.132
The direct calibration using device speciﬁc source-drain current versus gate voltage
calibrations as a reference for transformation of the current signal to a gate voltage
shift is still the method of choice.104 Depending on the physical device stability, such
calibrations need to be repeated at regular intervals, impeding the applicability of
the method in commercial products.
6.1.2 Constant current mode
Since the surface potential is the actual physical property linking channel conduc-
tivity and analyte concentration, a direct measurement of the surface potential is
experimentally advantageous. As laid out in section 5.3 the gate voltage at ﬁxed
source-drain current of an ISFET is directly linked to the surface potential change
via the gate capacity of the applied gate voltages, according to equations 5.3.5 and
5.3.10. The term threshold voltage is typically chosen for the gate voltage at con-
stant drain current, because both quantities are related by a constant voltage oﬀset,
that depends on the chosen drain current according to the transfer characteristics
of the FET.
The threshold voltage can be measured using a source-drain follower circuit, which
basically treats an FET as a variable resistor, whose resistivity is regulated by a
diﬀerential ampliﬁer to equal the resistivity of a reference resistance.15,17,79 Similarly
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integrated circuit current mirrors can be used to regulate the gate voltage to a
reference level.83 This is especially useful for top-down fabrication of ISFETs with
complementary metal oxide semicondutor (CMOS) technology, where the source-
drain followers can be integrated with the sensors on a single chip.
The threshold voltage is oﬀset from the surface potential by a device speciﬁc con-
stant. Relative changes of the surface potential can thus be measured without the
need of calibration, while absolute values are only accessible via reference measure-
ments. Such reference measurements will also change over the course of an experi-
ment due to temperature variations and other systematic error sources. Reference
measurements can be obtained from a chemically passivated reference ISFET during
an experiment125 to diminish eﬀects of systematic error sources.
6.1.3 Sweeping mode
For the quantiﬁcation of measurement results in terms of the surface potential both
the constant current and the constant voltage measurement modes presume that
the transfer characteristics does not change its shape, but only its lateral position
in the course of a sensing experiment. But what if the transfer characteristics
change shape due to whatever reason? Current and voltage measurements will
exhibit a signal that might be misinterpreted for a surface potential change, while
in fact a diﬀerent physical property was causing the change. Examples for this are
current oﬀsets by light irradiation in CMOS fabricated p-n-p or n-p-n devices, that
act not only as ﬁeld eﬀect transistors but also as photodiodes, or the change of
device characteristics by molecular docking to devices, as observed in gas sensing
experiments.109 Such eventualities cannot be caught in a real sensor setup, however
for research purposes it can be advantageous to measure as much information as
possible during an experiment. Commonly gate transfer characteristics are therefore
measured at distinct time steps and the data of these single sweeps is compared.60,139
If high time resolution is of relevance (also for noise analysis), continuous sweeps
can be employed, as we have shown previously.156
We developed an experimental system for the continuous acquisition of the transfer
characteristics of an ISFET. In order to drive the FET into a quasi-steady state
49
6.1 ISFET measurement modes 6 ISFET measurement principles
continuous sweeps have to be done seamlessly at a ﬁxed scanning rate. Therefore
data acquisition and data analysis have to be done in parallel to the physical voltage
sweeping and current measuring processes. This is done by sourcing the sweeping
and measurement process out to the measurement device while the controlling PC
system takes care of data analysis. Thereby random drifts within the device hystere-
sis are reduced and possible electrochemical reactions proceed in a controlled way.
The system allows us to collect two dimensional maps of source-drain currents versus
gate voltage and time of which diﬀerent quantities can be extracted. Quantities of
interest are the gate voltage at arbitrarily chosen drain current, the drain current at
arbitrarily chosen gate voltage, the transconductance or logarithmic sub-threshold
slope and the gate voltage hysteresis.
Such quantities can in principle also be measured in single-parameter measurements,
such as the measurement of current at constant gate voltage. However later extrac-
tion of this data from a larger set of data comes with the advantage that the desired
“experimental conditions” (such as the set gate voltage) can be deﬁned in a post-
processing step of a real experiment. Also multiple parameters are collected in one
experiment, ultimately increasing the available information content.
Large amounts of data are acquired during a sweeping experiment. In order to
make full use of that data for the purpose of threshold voltage determination, we
developed an algorithm for the extraction of the time derivative of the threshold
voltage. The algorithm does not depend on a speciﬁc drain current, but uses the
full gate voltage range, that was measured. Therefore the mean square deviation of
two logarithmic gate transfer curves, log10 Isd,i(Vg) and log10 Isd,j(Vg) is calculated
as✯
msdi,j(n) =
⟨(
log10
Isd,j(Vg + n · dVg, t)
Isd,i(Vg, t)
)2⟩
Vg
, (6.1.1)
where the discrete parameter n deﬁnes a relative shift of the threshold voltage in
units of the gate voltage resolution of the measurement. In a second order approxi-
mation this function can be ﬁtted around its minimum to interpolate the optimum
✯We are here making use of the fact, that our sensors show optimum noise behavior at low currents
and therefore we correlate transfer characteristics on a logarithmic scale. Equation 6.1.1 is thus
mostly sensitive for the sub-threshold regime, where relative current changes are maximized.
For ISFET devices with lower noise at the point of maximum transconductance, the deviation
parameter should be written in terms of the current instead of its logarithm.
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shift between the curves nmin, which is not an integer value. The resolution of
the threshold voltage shift ΔVt = nmin · dVg is thus far higher resolution than the
measurement resolution dVg.
❸. An example of two gate transfer curves that were
recorded at two diﬀerent times with two diﬀerent pH values is shown in ﬁgure 6.1.2.
The mean square deviation of both curves is shown in the inset with the ﬁtted
minimum position indicated by a red cross.
The quality of the square ﬁt is determined by the linearity of the functions to be com-
pared. If both are linear functions, then the mean square deviation in dependence of
the shift is an ideal square function. Non-linearity of the functions introduces higher
order polynomials in msd(n). Therefore for small shifts the second order polynomial
approximation is always suﬃciently satisﬁed. Since we expect no abrupt large signal
jumps in our experiments this restriction is generally respected.
6.2 ISFET measurement noise
The signal of an ISFET sensor is subject to diﬀerent sources of noise. Noise can be
measured in terms of the variance of a signal at a speciﬁc frequency or in a frequency
range. Therefore the power spectral density (PSD) is deﬁned as the absolute square
of the Fourier transform of a signal y(t) scaled by the duration of the signal T
PSD(f) = |σ(f)|2 = |⟨y(t) exp(−2πift)⟩t|2 · 2T . (6.2.1)
The scaling factor 2 reﬂects the equality of the signal for negative and positive fre-
quencies, such that the total noise is obtained by integration over positive frequencies
only. T is the total time of the measurement.
Noise sources can be separated by frequency dependence and magnitude, where
diﬀerent physical reasons lead to diﬀerent characteristics. The main noise sources
in ISFETs are listed below.
❸The ﬁtting procedure is done by least-square optimization of the linear coeﬃcients of a second
order polynomial using the underdetermined matrix division function provided by MATLAB®.
This ensures high speed of the ﬁtting procedure, allowing real-time ﬁtting during an experiment.
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Figure 6.1.2: Source-drain currents vs. gate voltage at two diﬀerent pH values (dash
dotted and solid line), which are identical apart from a small gate voltage shift. The mean
square deviation of the curves in dependence of an additional gate voltage shift n · dVg
according to equation 6.1.1 is shown in the inset (black circles) together with a second
order polynomial ﬁt (red line) and the interpolated true minimum of the curve shift (red
cross). The determined minimum position determines the threshold voltage shift ΔVt,
which is indicated in the main panel.
1. Thermal noise
Any resistor has a random current based on thermal ﬂuctuations of charge car-
riers based on its resistivity. The higher the resistivity, the larger the current.
Due to its random thermal nature this noise source is independent on the mea-
surement frequency. However the measured bandwidth determines the noise,
which is best described by the sentence “how much noise you see depends on
how fast and how long you look”. Mathematically thermal noise is described
as50
|σ
(thermal)
I |
2 = 4kBTΔf/R = 4kBTΔf ·
I
U
(6.2.2)
For 50Hz measurement bandwidth and resistivities of 1GΩ and 10GΩ the
current noise at room temperature is 29 fA and 9 fA respectively.
2. 1/f noise
Semiconductors have 1/f noise in power spectra.34,51 Sources of this noise are
of various nature, with three sources being mainly discussed in the literature:
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thermal charge carrier ﬂuctuations at the channel/oxide interface,67 thermal
dipole ﬂuctuations in the gate oxide,13 and ﬂuctuations of the charge carrier
mobility in the channel.52 If various 1/f sources are present in a single system,
the resulting frequency dependency can be changed by correlations of the noise
sources.
3. Lorentzian noise
The dynamical absorption and release of analyte molecules on sensor surfaces
generates noise in the form of a Lorentzian
|σI(f)|
2 ∝ (1 + f 2/f 2c )−1 (6.2.3)
with critical frequency fc, as known from harmonic oscillators.
154 The critical
frequency of the Lorentzian was reported to grow with the receptor concentra-
tion, but not with the analyte concentration.152 This noise source is dominated
by 1/f noise at frequencies lower than the cutoﬀ frequency, which was found
to be over 1 kHz in an Antibody-Antigen detection assay.
1/f noise dominates the other noise sources in typical experiments, since both ther-
mal noise and also Lorentzian noise at low frequencies are small frequency indepen-
dent constants. The diﬀerent 1/f noise sources diﬀer signiﬁcantly in their physical
origin:
❼ Charge carrier ﬂuctuations at the channel/oxide interface are caused by charge
traps and are thus dependent on the trap density ρtrap, on the total surface
area of the interface A and on the gate oxide capacitance per unit area ρC .
The resulting gate voltage ﬂuctuation is13
|σVg(f)|
2 =
e2ρtrap
fAρ2C
. (6.2.4)
It is important to note that this does not involve a dependence on resistivity
or current. Channel/oxide interface noise can be minimized by maximizing the
surface area of the sensor element.
❼ Thermal dipole ﬂuctuations are described by the complex relative permittivity
of the gate oxide ϵ = ϵ′+iϵ′′. The loss tangent tan δ = ϵ′′/ϵ′ leads to a frequency
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dependent gate voltage noise24
|σVg(f)|
2 =
2kBT tan δ
πCbgf
. (6.2.5)
❼ Charge carrier mobility ﬂuctuations are described by the Hooge parameter α,
which is determined by manufacturing quality and general material proper-
ties34,52 as well as the total number of charge carriers in the channel N . The
current ﬂuctuations are then
|σI(f)|
2 =
α
fN
· I2 (6.2.6)
Unlike the other mentioned 1/f noise sources Hooge depends on the current in
the semiconductor channel.
The relevant measurement signal of an ISFET device is the surface potential, which
is equal to the gate voltage at constant current❹. The transfer characteristics trans-
forms the current noise to a voltage noise by linear error propagation involving the
transconductance τ = dIsd/dVg as
➜
σVg =
⏐⏐⏐⏐ dUdIsd
⏐⏐⏐⏐ σIsd = σIsd|τ | . (6.2.7)
The transconductance depends on the current itself, generally as a monotonically
increasing function from low currents up to a point of maximum transconductance
at relatively large currents. The minimum of σU is to be found at a balanced
point in the transfer characteristics with still high transconductance, but already
low current.
6.2.1 Measurement noise in parallel array SiNW FETs
In order to gain an understanding of the origin of noise in the parallel array Schottky
barrier nanowire FETs studied here I analyzed the gate voltage noise experimentally.
❹The threshold voltage is proportional to the surface potential in the case of multiply gated
ISFETs and equal to the same in the case of only a liquid gate, see equation 5.3.10 on page 38.
➜We neglect other error sources and their correlations.
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Figure 6.2.1: Gate transfer characteristics (blue line, left axis) and transconductance
(green line, right axis) of a liquid electrode gated parallel array of SiNWs.
Therefore the device was exposed to an aqueous solution containing 10mmol L−1
phosphate buﬀer at pH 5.7 and 140mmol L−1 NaCl. The threshold voltage measured
via a Ag/AgCl liquid gate electrode was continuously monitored via software based
drain following at a measurement and feedback rate of 50Hz at constant drain
current. The electrode was directly exposed to the measurement liquid in order to
gain a high contact area between reference electrode and measurement liquid and to
eliminate possible noise introduced by the semi-permeable membrane of a reference
electrode. Drain currents were deliberately set to various values during the course of
the measurement. Blocks of 100 data points were collected per time step, allowing
for a frequency resolution of 0.5Hz. Power spectra of all 100 point time steps were
calculated via a fast Fourier transform according to equation 6.2.1. The current
noise |σIsd(f)|
2 for each block of 100 data points is obtained according to equation
6.2.7, using the transconductance depicted in ﬁgure 6.2.1 and blocks belonging to
the same source drain current level were averaged.
In panel (a) of ﬁgure 6.2.2 the current-noise to frequency dependence is plotted
for all measured currents. The logarithmic values of the non-squared current noise
|σI(f)| and frequency f were ﬁtted with a linear function, revealing a power-law
dependence of |σI(f)| ∝ f−0.63. Concerning the big uncertainty of the measurements
this dependence can be regarded as close to the inverse square root dependence
expected from 1/f noise behavior. The more important feature of the graph is the
clear increase of current noise with the total current, which can be seen in the
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Figure 6.2.2: (a) Power spectral density of currents of a liquid electrode gated parallel
array of SiNWs at diﬀerent total current levels, which are indicated by colors in the range
given in the legend. The black dashed line shows a linear ﬁt to the logarithmic data. (b)
Total current noise summed over all frequencies in (a) as a function of current level.
color gradient of the color coded lines. In order to investigate that dependence in
more detail, the total current noise was calculated as the integral of |σI(f)|
2 over
all frequencies for all measured currents. The square roots of the obtained values
are depicted in panel (b) of ﬁgure 6.2.2 as a function of the total current. The
integration reduces the uncertainty of the measurements signiﬁcantly, allowing for
a quantiﬁcation of the noise amplitude. In contrast to previously published results
for CMOS fabricated doped channel ISFETs with highly doped contacts, a linear
relation is clearly visible13,102 for our Schottky barrier based devices. The only
frequency dependent noise source resulting in such behaviour is the charge carrier
ﬂuctuation described by the Hooge model. We have no distinct knowledge on the
charge carrier density in our undoped devices and do thus not attempt to calculate
the Hooge parameter α. The current signal to noise ratio SNRI = I/σI comprising
the Hooge parameter, the charge carrier density and the frequency bandwidth of the
measurement was in this observation ﬁtted to SNRI = 56.8.
The ﬁtted signal to noise ratio was further used to predict the voltage noise across
the whole range of the gate voltage transfer characteristics as
σtheo.Vg =
I
|τ | · SNRI
. (6.2.8)
The experimentally observed voltage noise |σVg | and the extrapolated values are de-
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Figure 6.2.3: Measured (blue squares) and extrapolated (green circles) gate voltage noise
of a liquid electrode gated parallel array of SiNWs. The extrapolation was done according
to eq. 6.2.8, the ﬁtted linear current noise proportionality constant from ﬁgure 6.2.2(b)
and the transconductance from ﬁgure 6.2.1.
picted in ﬁgure 6.2.3. One can see, that the positive eﬀect of low currents for the
noise behavior is compensated by the shrinking transconductance at very low cur-
rents. In both the predicted and the experimentally measured noise characteristics
an optimum point of operation can be made out.
It is important to note, that the predicted noise values are signiﬁcantly lower than
the measured noise values at low currents. A valid reason for this behavior is, that all
non-current dependent noise sources were disregarded in the linear prediction model
of equation 6.2.8 and thus especially noise at low current values was underestimated.
The optimum point of operation is in any case given by the actually measured
data. The predicted values teach us, that current dependent noise favors the low
current operation of ISFETs. From equation 6.2.7 and from experimental evidence
in the literature102 we learn that devices with non-current dependent noise are to
be measured at the point of maximum transconductance.
The use of low-doped channel material (undoped silicon) is a possible cause for the
dominance of current dependent Hooge-noise, since this is inversely proportional to
the number of charge carriers in the channel (see equation 6.2.6).
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The pH sensing experiments described in this chapter were published in Nano Re-
search in 2014.156 We have seen in section 5.3 that pH measurements pose a well
deﬁned framework for the physical and chemical characterization of an ion-sensitive
ﬁeld eﬀect transistor (ISFET) sensor. The pH value is also highly relevant for bi-
ological systems, underlining its importance for biosensor research. CMOS based
ISFETs are commercially used for pH measurements, while doped channel nanowire
ISFETs were already demonstrated as pH and biosensors. We are here adding to
these eﬀorts our undoped Schottky barrier nanowires with their advantages for the
production process and with their exceptional electrical characteristics laid out in
the previous chapters. We are specially focussing on the optimum operation point
of the devices, which is theoretically discussed in section 6.2. We are experimen-
tally investigating the sensor response at diﬀerent operation conditions by using the
sweeping mode described in section 6.1.3 for continuous measurements with chang-
ing pH value. Continuous current measurements were done for comparison.
7.1 Experimental setup
The integration of nanowires in an electro-ﬂuidic setup is shown in ﬁgure 7.1.1. We
use a relatively large soft-lithography crafted ﬂuidic channel measuring 15 x 2 x
0.5mm, attached to the chip substrate by force-closure using screws. A commercial
reference electrode (Microelectrodes Inc., USA) in 3M Ag/AgCl saturated KCl sep-
arated from the measurement liquid by a polymeric ion impermeable membrane is
mounted in the inlet channel (see section 11.4.3). Liquids are exchanged by pulling
them from 5mL glass vessels into the ﬂuidic channel using a syringe pump (Harvard
apparatus, USA) at a ﬂow rate of 500 ➭Lmin−1. Placing the reference electrode
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were around 0.8Hz deﬁned by a (maximum) measurement rate of 50Hz with 60 gate
voltage steps per sweep. This rate can be increased by decreasing the number of
data-points per sweep or - at the cost of data quality - by increasing the sampling
rate. An overhead for device internal command processing has to be taken into
account. The device was operated with automatic gain settings, meaning that the
current measurement gain was adapted according to the current level. This was not
impeding the sensor noise analysis because gains have negligible eﬀect on the 1/f
ISFET noise.
We chose to operate both gates (the liquid potential and the back-gate) with the
same voltage in order to drive the system into a well-known state. The eﬀective
gate capacity is thus Ci = Cbg + Csurface, resulting in a voltage sensitivity according
to equation 5.3.10 of
∂Vt
∂pH
= α · 59.5mV ·
(
1 +
Cbg
Csurface
)
−1
. (7.1.1)
For our devices with back-gate separations of 100 nm and 400 nm and thermally
oxidized nanowires with an oxide shell of 5 nm, the gate capacitance ratio is expected
to be Csurface/Cbg = 1/20 and 1/80 respectively, not taking into account geometric
eﬀects, which might decrease these ratios. The current sensitivity of our devices is
thus limited to 95% or 98% of the linear limit given in equation 5.3.8 due to the
back-gate capacitance. Similarly the expected threshold voltage signals are 95% or
99% of the surface potential depending on the back-gate separation according to
equation 7.1.1.
7.2 Results and Discussion
7.2.1 Optimizing current sensitivity
For a large scale investigation of pH sensing capabilities, we applied the gate sweep-
ing method for a large range pf pH values (pH 1 to pH 12) to a silicon nanowire
sensor chip with 100 nm back-gate separation. Source-drain currents extracted at a
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Figure 7.2.2: Left axis: current sensitivity versus pH change S = ∂decI/∂pH for a sweep
measurements with diﬀerent pH values (blue line) with error bars showing the standard
deviation σS , both obtained from linear ﬁts as described in the main text. Exemplary
current versus pH graphs for three diﬀerent gate voltages are shown in the insets with the
respective gate voltage indicated. The respective points in the sensitivity curve are marked
accordingly with a red square, a red circle and a red triangle. Right axis: signal-to-noise
ratio S/σS (gray shaded ﬁlled curve).
measurement at Vg = 0V. Averaged current levels for all pH steps in the extracted
sweep data and from the ﬁxed gate measurement are shown in ﬁgure 7.2.1(b).The
sensitivities for the diﬀerent measurements were S = 0.0836 for ﬁxed gate voltage
Vliquid = 0V, S = 0.1224 for gate sweeps at Vliquid = 0V. The deviation can best
be explained by a slight shift in the gating potential between the measurements. A
typical reason for this is the long-time potential drift of the silicon oxide surface.
In any case the deviation shows that the measurement sensitivity relies strongly on
how the ISFET is operated.
In order to ﬁnd the optimum gate voltage for that sensor chip, we analyzed the
current/pH sensitivity for all gate voltages available in the sweep measurement.
Therefore average currents ⟨Isd⟩ and their standard deviations σI = ⟨(I2sd−⟨Isd⟩)2⟩1/2
were calculated for each pH step and each gate voltage. Sensitivities were ﬁtted to
the previously introduced model decI = S · pH + c using least square optimization
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in MATLAB® with model data and model standard deviation
decI = log10⟨Isd⟩ andσdecI =
⏐⏐⏐⏐ ddecId⟨Isd⟩
⏐⏐⏐⏐ · σI = σI⟨Isd⟩ · log(10) . (7.2.1)
Standard deviations of ﬁtting parameters were calculated from the Jacobian matrix.
The χ2 value was within the 95% conﬁdence interval of the χ2 probability density
function, verifying the compatibility of the input data and standard deviations with
the applied linear model. Thus even for higher currents the linear regime of the de-
vice characteristics was not reached and the linear calibration of the pH dependence
for logarithmic currents was still valid.✯
The determined pH/current sensitivity parameter S, and its standard deviation
(the uncertainty of the pH calibration) σS are plotted in ﬁgure 7.2.2 as a function
of gate voltage. In addition the quality of the pH predicition is plotted in the same
graph as the ratio of pH calibration ﬁt and its ﬁtting error, S/σS, further referred
to as prediction quality. The oﬀset parameter c was not further investigated. Two
important insights can be drawn from the graph: Firstly the sensitivity is maximized
in the sub-threshold regime, where relative current changes with gate voltage are
maximized. This is compatible with the work by Gao et al. from 2010.41 However,
secondly the precdiction quality is maximized at lower gate voltages, i.e. higher
currents, and is only slowly decreasing for higher currents. This is not contradicting,
but fully compatible with the noise investigations in section 6.2. While the nominal
sensitivity S gives the mere slope of the calibration curve, the prediction quality
gives its relative accuracy. Due to the noise increase with current in SiNW devices,
our device has its optimum point of operation at moderately low currents, above
the maximum sub-threshold slope and below the linear regime.
7.2.2 Surface potential measurements
As described in detail in section 5.3.1, the threshold voltage is a valid measure for sur-
face potential changes of silicon nanowire sensor arrays – unlike the currents, which
need a calibration. We were thus in addition to current sensitivities investigating
✯The interested reader is referred to my diploma thesis for a mathematical description of the error
propagation in linear ﬁtting154
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We are here showing a novel BioFET based sensing mechanism for the blood coag-
ulation factor thrombin. Unlike previously shown sensor measurements for proteins
using BioFETs, the here shown data makes use of the change in protein polariz-
ability by cleavage of disulﬁde bonds, in addition to the ﬁeld eﬀect on the surface
potential by evaluating not only the FET’s threshold voltage, but also its hysteresis
in real time. Thrombin concentrations ranging from the picomolar up to the lower
micromolar regime were measured.
The experiments shown here were done in cooperation with Lotta Ro¨mhildt.105
8.1 Introduction
Thrombin, also known as blood coagulation factor IIa, is an enzyme that plays a
major role in blood coagulation. Thrombin is synthesized in the body by enzymatic
cleavage of prothrombin and acts as an enzyme for the proteolytical activation of
several other blood coagulation related enzymes and triggers the polymerization of
ﬁbrinogen proteins into insoluble ﬁbrin clots. Thrombin consists of a lighter A and a
heavier B subunit with molecular weights of 6 kDa and 31 kDa. Fluorescent imaging
of enzyme-linked immunosorbent assays (ELISAs) with ﬂuorescently labeled anti-
bodies are conventionally used for the speciﬁc detection of proteins. Instead of
using expensive labeled antibodies, so-called aptamers can as well be used as bind-
ing agents. Aptamers are short DNA sequences whose tertiary (three-dimensional)
structure complements a speciﬁc structure on a protein, but also other organic struc-
tures, similar to the binding of antibodies to epitopes of a protein. The thrombin-
binding aptamer (TBA) is a long- and well-known 15 base oligonucleotide sequence,
that forms a three-dimensional quadruplex structure by self-hybridization73 to bind
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Figure 8.1.1: Complex of human alpha-Thrombin with TBA. The thrombin subunit A
is highlighted in red, subunit B is shown in green. TBA binding to the heparin binding
site of thrombin is shown in gray/blue shadings. Sequence 1HAO from protein databank93
visualized using VMD.
the thrombin molecule at its ﬁbrinogen binding site19,92). The thrombin molecule
together with the binding aptamer is shown in ﬁgure 8.1.1.
Apart from the traditional ELISA approach, where ﬂuorescently labeled aptamers
are used, TBA can also be used as a surface linker for thrombin sensing with
BioFETs.59 In the experiment presented here we were functionalizing aluminum
oxide passivated parallel array SiNW FETs with TBA to detect thrombin in slightly
acidic conditions (pH 5.7). The acidity of the analyte solutions ensures that throm-
bin molecules with an isoelectric point (pI) of between 6.4 and 7.6✯ are positively
charged and can thus inﬂuence the surface potential of our ISFETs. We were using
the gate sweep approach introduced in chapter 6.1.3 to investigate in detail the sen-
sor functionalization process with TBA and the binding of thrombin. In addition to
the well-known fact that the FET threshold voltage depends on the analyte concen-
tration on the surface, we found that the gate voltage hysteresis is a valid indicator
of thrombin concentration in solution, thus making thrombin sensing possible even
when the threshold voltage signal is in saturation due to a full decoration of the
surface with thrombin molecules.
✯see e.g. http://www.sigmaaldrich.com/life-science/metabolomics/enzyme-explorer/
analytical-enzymes/thrombins.html
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We functionalized sensor surfaces with TBA molecules as described in section 11.3.
Both aminopropyl-triethoxy-silane (APTES) and glycidoxypropyl-trimethoxy-silane
(GOPMS) functionalization processes were tested on diﬀerent sensor chips.
APTES was covalently bound to sensor surfaces in liquid surrounding. Hydroxilic
groups were then added to the amino-terminated APTES layer using succinic anhy-
dride. The latter substance is applied to the chip from within a PDMS channel to
protect uncovered metal leads at the outer part of the chip from degradation. Once
uncovered leads are in contact with succinic anhydride, there surface becomes elec-
tronically isolating. Functionalization from within a ﬂuid channel system is hard
to control, requires perfectly clean channel and tubing systems and great care in
sample handling. Due to the availability of the much simpler, yet highly functional
GOPMS functionalization process, APTES was not used in Thrombin detection
experiments.
GOPMS can be attached to the oxidized silicon nanowire surface in a one step
procedure by incubating the sensor chip with a droplet of GOPMS in an oven as
decribed in section 11.3.
After organic functionalization of sensor chips aptamers were attached to the surface
by simple incubation at ambient conditions on the sensor surface. TBA molecules
were therefore dissolved in 10mmol L−1 PBS at pH 8.6 (binding buﬀer) at a concen-
tration of 10 ➭mol L−1. In order to allow TBA folding into its quadruplex structure
that is needed for thrombin recognition, the surface was incubated with 10mmol L−1
PBS at pH 7.4 (folding buﬀer).
During the thrombin detection experiment a slightly acidic (pH 5.7), low ionic con-
centration (1mmol L−1) sodium phosphate buﬀer was used (recognition buﬀer). PBS
was not used for the recognition buﬀer in order to maximize the phosphate concen-
tration while keeping the total ionic concentration low.
For electrical measurements the same setup as used for pH sensing was used (see
section 7).
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Figure 8.3.1: pH sensitivity of the threshold voltage of a TBA functionalized parallel
array of SiNW FETs in time domain and calibration of average step values versus pH
value (pH as indicated on the steps of the data in the main graph). Similar data presented
previously.12
8.3 Results and Discussion
The chemical quality of the TBA functionalized surface was quantiﬁed in a pH
measurement. Therefore the surface was exposed to pH values ranging from 5.7 to
8.0 and back to 5.7 in order to exclude chemical hysteresis eﬀects. The measured
pH sensitivity at a buﬀer concentration of 10mmol L−1 was 60mVpH, or a surface
quality factor of A ≈ 1, as can be seen in ﬁgure 8.3.1. This ideal sensitivity stands
for a high quality and complete functionalization of the surface of the FET.
For the demonstration of thrombin recognition a gate sweeping measurement was
started already prior to TBA attachment to the surface. The attachment of TBA on
the sensor surface is reﬂected as a threshold voltage shift of ca. 3mV in the slowly
drifting sensor signal (ca. 0.3mVmin−1). The gate voltage hysteresis was meanwhile
stable within its standard deviation of below 1mV. After exchanging the binding
buﬀer with more acidic thrombin recognition buﬀer (1mmol L−1 sodium phosphate
at pH 5.7), we increased the thrombin concentration in the recognition buﬀer from
200 pmol L−1 to 200 nmol L−1. The data presented here is thus a proof-of-concept
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without a negative control for the speciﬁc sensor response for thrombin. Previous
ﬂuorescence based experiments have however shown speciﬁc binding of thrombin
on surfaces that were prepared using the same functionalization sequence and more
recent experiments have shown speciﬁcity of the detection system.105,106
The low ionic concentration of the recognition buﬀer of 1mmol L−1 leads to a high
double layer thickness of 9.8 nm according to the Gouy-Chapman model, eq. 5.2.5),
allowing molecular recognition of thrombin molecules with a maximum diameter
of 9 nm and a separation from the surface of 2 nm caused by the size of the TBA
molecule. A simulation of the electric potential change in a silicon nanowire channel
caused by a simple spherical model of thrombin in an ionic liquid revealed a measur-
able eﬀect of the surface potential change at a molar concentration of 1mmol L−1.86
The simulation was carried out by Daijiro Nozaki according to the modiﬁed poisson
Boltzmann model introduced in section 5.2.
We added thrombin in increasing concentration by injection with a syringe pump
with a ﬂow rate of 100 ➭Lmin−1 and inspected the sweeeping measurement data in
detail. The thrombin sensing period of the experiment is shown in ﬁgure 8.3.2. Three
distinct eﬀects could be made out, which are described in the following sections: The
threshold voltage was irreversibly shifted with thrombin concentration; the ﬂuid ﬂow
rate inﬂuenced the measurement similarly; the hysteresis was reversibly indicating
the thrombin concentration, especially at high analyte concentrations.
8.3.1 Threshold voltage saturation
Addition of the lowest concentration of thrombin (200 pmol L−1) using a pumping
rate of 100 ➭Lmin−1 lead to an instantaneous and signiﬁcant decrease of the thresh-
old voltage of which the system recovered partially after the pump was turned oﬀ, as
can be seen in ﬁgure 8.3.2. The decrease of the threshold voltage drift indicates the
addition of positive charges, which is compatible with the pI of thrombin above pH
6.4 and the buﬀer pH of 5.7. With each further addition of thrombin the threshold
voltage follows the same pattern until it goes in saturation. A washing step with a
thrombin concentration of 0 does only weakly shift the signal back to more positive
threshold voltages. We explain the saturating trend of the threshold voltage with a
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Figure 8.3.2: Threshold voltage shift (blue line) and gate voltage hysteresis (red line)
as a function of time. Thrombin concentration is indicated by the background color
(logarithmic color scale shown to the right). Zero thrombin concentration is indicated
in dark blue (color scale value 10−12). Color gradients indicate the exchange of analyte
solution with a pumping rate of 100 ➭Lmin−1.
saturation of binding sites on the sensor surface. The dependence of pumping rate
and sensor signal can be explained by a removal of the diﬀusive outer layer in the
electric double layer with the gradient of the ﬂow proﬁle. Such eﬀects were described
for ion-sensitive ﬁeld eﬀect transistors (ISFETs) previously.57
8.3.2 Hysteresis
The use of the threshold voltage sweeping mode allowed us to analyze the ﬁeld eﬀect
transistor (FET) hysteresis as time-domain data. The FET hysteresis was measured
as the diﬀerence of threshold voltages on the positive and negative branches of the
gate voltage transfer characteristic
Vhyst = V
down
t − V upt , (8.3.1)
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Figure 8.3.3: Gate voltage hysteresis as a function of thrombin concentration on a linear
scale (a) and shifted according to the oﬀset of the linearly ﬁtted square root function (red
line) on a logarithmic scale (b). Dashed lines in (a) show 1σ conﬁdence bounds of the χ2
minimization.
with rising and falling gate voltage denoted with “up” and “down” respectively.
Threshold voltages are calculated as relative values as described in section 6.1.3, so
also the hysteresis is not given in absolute numbers.
In contrast to the saturating threshold voltage, the measured hysteresis shows a dis-
tinct response on the thrombin concentration, that is only slightly impeded by the
ﬂuid ﬂow and – most importantly – is reversibly changing with thrombin concen-
tration (see ﬁgure 8.3.2, red line). The magnitude of the hysteresis shift is roughly
5 fold lower than that of threshold voltage shift. We analyzed the magnitude of the
hysteresis shift and plotted the result as a function of thrombin concentration in
ﬁgure 8.3.3. We ﬁtted the hysteresis and thrombin concentration data with a model
describing the change of hysteresis with the square root of thrombin concentration.
This model is motivated below. The ﬁt is shown together with the data in the same
ﬁgure. Fit inputs were the averaged data for constant thrombin concentration and
the respective standard deviation. The χ2 per degree of freedom was 0.63, corre-
sponding to a cumulative probability density for the χ2 distribution of 0.37, or a ﬁt
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quality of 74%. The ﬁtted sensitivity was 2.15(10) nmol L−1mV−2, with a hysteresis
oﬀset for a zero thrombin concentration of −32.1(3)mV. Below 2 nmol L−1 thrombin
concentration the hysteresis is almost constant, while above that point the square
root dependence is very clear.
8.3.3 Explaining Hysteresis square root dependence
We can explain the experimental evidence of a square root dependence of hysteresis
and thrombin concentration with the dipole moment of thrombin molecules, that is
potentially changing with thrombin concentration in a square root dependence.
We derive an explanation of this hypothesis starting on the description of hysteresis
itself. The electric ﬁeld across the liquid gate capacity reacts to periodic changes of
the gate voltage with a ﬁeld change, whose strength is proportional to the voltage
sweep rate and to the capacity. This is a classical capacitive eﬀect, that leads
to a measurable eﬀect in the the threshold voltages in FETs for increasing and
decreasing gate voltage – the hysteresis.❸ If additional dipole moments are present
on the surface, then the surface capacity and followingly the hysteresis are increased.
The dipole moment of surface bound molecules does therefore have an inﬂuence on
the hysteresis.
The square root dependence of hysteresis and thrombin concentration leads to the
nearby assumption, that a dissociation of thrombin into its A and B subunits, that
are connected via disulﬁde bonds, is part of the explanation. According to the
dissociation reaction
AB
k+−⇀↽−
k−
A+ B ,
the concentration of dimerized molecules cA + cB = 2cA in solution depends on the
square root of the thrombin dimer concentration cAB according to the law of mass
❸The dielectric properties of semiconductor devices are not as easily described as freely moving
electrons in a metal capacitor though. The linear capacitor model is thus not ideally suited for
the description of the absolute magnitude of the hysteresis, but the deviations of the capacity
treated here are validly described by the linear model.
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action as
k−
k+
=
cA · cB
cAB
=
c2A
cAB
⇒ 2cA =

4cAB ·
k−
k+
(8.3.2)
Cleavage of disulﬁde bonds can take place in acidic conditions with sodium as a
cleavage agent. These conditions are gently met in our experimental setup, with
slightly acidic pH of 5.7 and 10mmol L−1 sodium ion concentration. We can therefore
safely assume that the majority of all thrombin molecules is not dissociated, i.e.
cAB ≫ cA. From the irreversible and saturating threshold voltage shown above, we
conclude, that the majority of the surface is decorated with thrombin B subunits
(which include the ﬁbrinogen binding site that is also binding to TBA), at least at the
concentration relevant to the observed square root behavior (>2 nmol L−1). Further
assuming that the dipole moment of A and/or B monomers is greatly exceeding the
dipole moment of the dimer, i.e. pA ≫ pAB, we predict a net dipole moment change
of the surface with thrombin concentration with the square root of the thrombin
concentration. This in turn leads to a hysteresis change of
ΔVhyst ∝ pA ∝ √cThr . (8.3.3)
In conclusion we can for certain say, that the hysteresis is changed with the gate
capacity, which in turn can be changed by the dipole moment of molecules that
bind to the surface. In addition the dipole moment of molecules can be changed by
chemical means, thereby leading to a non-linear relation of molecular concentration
and hysteresis change, that is reversibly changing the hysteresis even when the
surface is fully decorated with analyte molecules. This makes measurements of
the gate voltage hysteresis in BioFETs interesting for biological investigations in
general.
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9 Silicon nanowire FETs in a Lab-on-a-Chip
device
We have demonstrated in the previous chapters the extraordinary physical, chemical
and even biological sensing properties of our Schottky barrier nanowire based ion-
sensitive ﬁeld eﬀect transistor (ISFET) technology. However, in order to make use of
the full potential of our devices and go beyond the capabilities of standard pH sensing
devices, we further integrated our ISFETs on a microﬂuidic chip as a proof of concept
for lab-on-a-chip applications. As a powerful tool for medical and biological research,
a multi-phase droplet channel system was used for this purpose. In the following
sections physical basics for the droplet generation are discussed and compared to
experimental ﬁndings. The combined droplet generation / nanowire ISFET system
is introduced and pH as well as ion concentration sensing are demonstrated.
The experimental work related to the characterization of the droplet generation
system as well as the pH and ion concentration sensing experiments were mainly
carried our by Julian Schu¨tt in the course of his master thesis.110 The data presented
here was submitted for publication.111
9.1 Multi-phase droplet microﬂuidics
Compartmentalization of biochemical reactions into microreactor chambers is a well
known concept in biological and medical research, that was in general introduced
back in the 1950s.85 Water in oil emulsions were shown to be useful microreactors for
highly parallelized in-vitro experiments, such as the evolution of proteins and RNAs
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a ﬂow-focussing structure is shown in ﬁgure 9.1.1. Here the formation process can be
nicely followed from the entry of the water droplet in the rhombus shaped slowing-
chamber. At 0 s (left image) the liquid phase enters the ﬂow-focussing junction. The
eﬀective channel diameter for the oil phase is signiﬁcantly decreased by the liquid
tongue at 0.5s. The rhomboid shaped structure further leads to a ﬂow velocity
decrease and ﬁlling of a water droplet, thereby narrowing the oil stream further.
Finally the surface tension connecting the liquid tongue and the droplet is overcome
by the force resulting from the pressure diﬀerence built up across the narrow oil
passage and a new droplet is released.
The size of water droplets depends on the geometry of the ﬂow focussing structure
and on the ﬂow-rate ratio of liquid and oil phase, Qoil/Qwater. For T-junctions the
dependence has the simple form L/w = 1+α·Qoil/Qwater, where w is the width of the
channel, L is the length of a droplet and α is a material dependent scaling factor.
Its simplicity relies on the fact, that the channel width determines the smallest
droplet size, i.e. the smallest droplet cannot be shorter than its width. For the
ﬂow-focussing geometry this statement is not valid, since the smallest droplet width
can be smaller than the channel width. We therefore rewrite Garstecki’s scaling law
slightly using the eﬀective channel width we as
L = we + β ·
Qwater
Qoil
(9.1.1)
We analyzed the volumes of droplets for two diﬀerent geometries with 100 and
300 ➭m channel width and a channel height of 25 ➭m given by SU-8 processing pa-
rameters (see sec. 11.1). The two ﬂow-focussing geometries used are depicted in
ﬁgure 9.1.3.
Droplets were produced with an oil ﬂow rate of 1 ➭Lmin−1. This value allowed
for an exact observation of droplets with a brightﬁeld microscope while the syringe
pump (Harvard Apparatus) still provided a stable ﬂow rate. The ratio of water
and oil ﬂow rates was set by adapting the ﬂow rate of water. The total ﬂow rate
has little inﬂuence on the droplet sizes, as we could demonstrate for our devices
previously.131 The scaling law from equation 9.1.1 was compared to experimentally
observed droplets. Since droplets are not perfectly rectangular-shaped their length
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Figure 9.1.2: Droplet size dependence on ﬂow-focussing geometry and ﬂow rate ratio.
Both graphs show the same averaged data of graphically measured droplet areas (15
droplets per data point), multiplied with channel height (droplet volume, top) or divided
by channel width (droplet length, bottom). Dashed lines show linear ﬁts according to
eq. 9.1.1 (respecting standard deviations indicated with error bars). Droplet length ﬁts
were scaled with channel height and width to obtain the droplet volume ﬁts in the upper
graph. Fitting parameters as indicated, with x = Qwater/Qoil. Raw data courtesy of Julian
Schu¨tt.110
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100μm 300μm
oilwater
Figure 9.1.3: Layout of ﬂow focussing structures. The ﬂow-
focussing structure is indicated with a dashed box in the complete
structure containing water and oil inlets for a channel width of
300 ➭m (top) and the magniﬁed ﬂow-focussing spots for 100 ➭m
and 300 ➭m channel width are depicted below. Oil inlets are nar-
rowed to ca. 60% of the nominal channel width at the junction.
was calculated as the graphically measured droplet area (using ImageJ) divided by
the channel width. The droplet volume was similarly calculated as droplet area
multiplied by channel height. The averaged data obtained for 15 droplets per ﬂow
rate ratio for both junction geometries (100 ➭m and 300 ➭m channel widths) is de-
picted in ﬁgure 9.1.2. Linear ﬁts to equation 9.1.1 revealed eﬀective channel widths
of 60.7 ➭m and 179 ➭m, both being approximately 60% of the water channel width
of 100 ➭m and 300 ➭m, respectively. The scaling factor β was 1.22mm and 1.14mm
respectively.
9.2 Integration of droplet microﬂuidics on a SiNW
sensor chip
Flow focussing structures were produced by soft-lithography in PDMS as described
in section 11.2 and the structures were optically aligned on sensor chips under a
table-top microscope. The alignment procedure was preceded by plasma activation
of both surfaces. A thin water or ethanol ﬁlm was then used to separate chip and
channel. Subsequent drying of the ﬂuid ﬁlm lead to ﬁrm attachment of the channel
structure. External pressure was then applied by a custom made metal clamp to
ultimately seal the structures against leakage. The integration process and the
mounted device in the metal clamp are shown in ﬁgure 9.2.1.
The compartmentalization of the ﬂuid with non-conductive oil leads to a specialty
for the control of the liquid potential in the droplets. A large external electrode
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The transfer characteristics that were measured under the presence of the solvents
are shown in ﬁgure 9.3.1. The conductivity of the used substances and the gate
coupling (i.e. the ability of the gate to change source drain currents) are clearly
dependent properties. Water, ethanol and chloroform, that have measurable con-
ductivities above 10−12A/V lead to strong gate coupling, while the non-conductive
substances hexane, toluene and air lead to the same weak gate coupling. The di-
electric constant has little inﬂuence on the transfer characteristics since the gating
eﬀect is either controlled by the back-gate with silicon oxide as dielectric medium,
or directly through the reference electrode and the conductive liquid. Based on
these experiments we expect a measurable signal change, for oil and water droplets,
though one has to respect, that water droplets in an oil phase will behave diﬀerently
than the completely separated substances.
9.4 pH and ion concentration sensing
Thermally oxidized SiNW ISFETs with inter-electrode spacing of 10 ➭m, silicon
channel widths of approximately 6 ➭m, a thermal oxide thickness of 6 nm and a
15 nm atomic layer deposition (ALD) deposited Al2O3 passivation layer on a 400 nm
back gate oxide doped silicon wafer were used as sensor elements for droplet sensing
experiments. These devices exhibit good pH sensing properties as described in
section 7.
Water droplets are produced at rates between 1Hz and 10Hz, hence data acquisition
rates of around one order above these rates are required for droplet sensing. Direct
current sensing delivers the fastest data acquisition at the cost of a loss of information
with respect to threshold voltage following or gate sweeping, compare section 6.1.
Threshold voltage following was not taken into account as measurement principle
for droplet sensing because of the discontinuous signal changes which are prone
to smearing by the voltage following mechanism. The data acquisition rate of a
gate sweeping measurement below 1Hz disqualiﬁes this type of measurement for the
detection of droplets. Followingly direct current sensing was chosen as measurement
mode.
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Figure 9.3.1: Gate transfer characteristics of sensor exposed to various organic solvents.
Panels (a) and (c) show the source-drain current for constantly rising gate voltage, while
panels (b) and (d) show the same measurements for decreasing gate voltage. Note the
scaling of the gate voltage axes in panels (a) and (b) with conductive solvents in comparison
with the larger scaling in panels (c) and (d) with non-conductive solvents.
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Figure 9.4.1: Typical droplet detection events for two diﬀerent droplet sizes that resulted
in diﬀerent signal frequencies.
SiNW ISFETs were gated by a positive voltage of 1V allowing for electron con-
duction in the positive branch of the transfer characteristics. Source-drain and
gate currents were then monitored while water droplets were passing the sensor sur-
face. Gate currents were below 1× 10−8 nA throughout all measurements indicating
proper passivation of sensor chips.
Source-drain currents of a single ISFET device in the microﬂuidic channel were con-
tinuously measured and the droplets were simultaneously measured with reﬂective
light microscope. Comparison of videos of droplets passing the sensors surfaces with
the current signals revealed, that currents are larger for the water than for the oil
phase. We observed abrupt current changes when the oil/water interface passed the
ISFET structure. A signiﬁcant overshoot of the signal change was settling to the
ﬁnal plateau value after a time-span that was mainly depending on the ionic con-
centration.111 Phosphate buﬀered saline (PBS) was chosen as ionic buﬀer solution
for all experiments due to its compatibility with biological assays (for details see
11.6). Typical signals found for high ionic concentrations (10mmol L−1) are shown
in ﬁgure 9.4.1. The discrete and pronounced signal change between oil and water
phases allows for a stable counting of droplets, allowing a repeated checking of the
signal of individual droplets. Consequently, we proceeded with altering the pH value
and the ionic concentration of the droplet content.
84
9 SiNW FETs in Lab-on-Chip device 9.5 Discussion
As expected from our previous results for large channel and reference electrode
controlled experiments, rising pH lead to a rising current level (compare section 7),
as depicted in ﬁgure 9.4.2c. The trend is in the right direction because of the positive
gate voltage driving the sensor in electron conduction mode. The magnitude of the
current change was very low with approximately 1.4× 10−3 decades per pH change,
not comparable with the high sensitivity of over 0.2 decades per pH achieved in
the mentioned well-deﬁned system. We further monitored the inﬂuence of the ionic
concentration on the sensor signal (see panel d of the same ﬁgure). A decrease of
the current with increasing ionic concentration was observed. The magnitude of
this change was around 0.03 decades of current change per decade of concentration
change.
In addition to absolute current levels we investigated relative current changes be-
tween the oil and water phases. Therefore current levels were manually separated
between both phases of the measurement and the relative current change was indi-
vidually calculated for all droplets. We thereby eliminated the inﬂuence of current
drifts due to random variations of the electric ﬁeld, which is more pronounced than
in external reference electrode controlled measurements. For both pH value and
ionic concentration we observed a signiﬁcant correlation of relative step heights,
compare ﬁgure 9.4.2, panels a and b. In contrast to absolute current level changes
the trend for both signals is equal: increasing pH or ionic concentration reduces the
step height.
9.5 Discussion
Within the theoretical framework described in chapter 5 ionic concentration can
inﬂuence the potential in an ISFET device according to the Nernst-potential. The
Nernst-equation describes the electric potential step at a surface in dependence of
the chemical activity of ions at that surface: Any chemically active species changes
the potential as ΔU = kBT/q · log as, with the elementary charge of the ion q
and the ionic activity as. Also the potential of the Ag/AgCl electrode depends on
the chlorine activity as ΔU = kBT/e · log aCl− , compare the ﬁrst presentation of an
ISFET device by P. Bergveld in 1970.14 This is in contrast to the reference electrode
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Figure 9.4.2: Calibration of pH and ionic concentration sensitivity. (a-b) Current
plateau quotients of water and oil phase. Error bars indicate standard deviations of
averaged droplet quotients from approximately 30 measurements per data point. (c-d)
Absolute current values versus pH and ionic concentration averaged over 10 s across mul-
tiple droplets. Error bars indicate standard deviations.
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controlled experiments shown in section 7, where the reference electrode was placed
in a vessel of well-deﬁned ionic concentration of 3mol L−1 KCl saturated with AgCl.
Ionic activities of positively charged species on the APTES functionalized Al2O3
surface are considered as unlikely since in contrast to sputtered passivation layers,
compare sec. 11.5.2, no corrosion eﬀects were seen on Al2O3, and APTES is not
known to react with the ions present in our measurement solution.
The reason for the very low current sensitivities of 1.4× 10−3 and 0.03 decades
per decade of concentration change of H+ and Cl- ions respectively might be an
uncontrolled gate voltage oﬀset, that drives the FET far out of the sub-threshold
regime, where the relative current change per gate voltage change is very low. For
a better control of the working regime of FETs threshold voltage following will be
used in future applications.
The dependence of signal jump height on NaCl and pH concentration is theoretically
less understood. Based on the transfer characteristics measured for pure oil and
pure water shown in ﬁgure 9.3.1 the expected signal change is much greater (several
magnitudes of current change) than the change observed here. One possible reason
for this behavior is that the channel surface is slightly hydrophilic (contact angle
approx. 70➦) and a permanent water ﬁlm might remain on its surface even below
the oil phase. It is also possible, that an oil ﬁlm covers the whole surface. In both
cases the signal diﬀerence between the two phases would be signiﬁcantly decreased.
Since our system is sensitive for pH and ionic concentration, a permanent water
ﬁlm is more probable. However even a permanent oil ﬁlm might allow for pH and
ion concentration sensitivity when the oil ﬁlm is thin enough to allow eﬃcient ion
diﬀusion to the sensor and electrode surfaces.
9.6 Conclusion and Outlook
We conclude that lab-on-chip applications are possible using our SiNW based ISFET
technology. A functional microﬂuidic systems could be integrated on the sensor
chips and signals could be measured inside the ﬂuidic channel. The high time
resolution of the measurement facilitated the detection of pH and ion concentration
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in individual water droplets. Compartmentalized biological experiments can proﬁt
from this technology in the future.
Important technological improvements to facilitate the usability of our lab-on-chip
device in biological experiments include the incorporation of threshold-voltage fol-
lowers into the system and the downscaling of the measurement electronics into a
portable system. Scientiﬁc improvements need to be made on the understanding of
the wetting properties of the sensor surfaces: does the liquid phase touch the sensor
surface and the microfabricated electrodes or do we measure through a thin oil ﬁlm?
Can we improve the wetting properties locally to achieve a deﬁnite sensor-water
interface? Is the use of conductive oil possible and can the Nernst potentials for pH
and other ions be controlled within it?
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10 Multiplexer sensing platform
The work presented in this chapter was done in cooperation with Tetiana Voit-
sekhivska and Eike Suthau at IAVT (Institut fu¨r Aufbau- und Verbindungstechnik,
TU Dresden) that was chaired by Professor Wolter during the time of this project.
A patent application (Gebrauchsmuster) related to the device, that was developed
within this cooperation is pending.122
10.1 Introduction and Motivation
The demonstration of a droplet sensing system in the previous chapter showed the
feasibility of an integration of our top-down fabricated silicon nanowire devices in
lab-on-chip systems. However the large scale and ﬁxed location of the tip-probe
station together with the source-measure units is a crucial obstacle for the eﬃcient
development of sensor protocols in the respective biological or chemical laborato-
ries.
Tip-probe station based measurements can only record the signal of a single sensor,
thereby discarding the data of all other ion-sensitive ﬁeld eﬀect transistor (ISFET)
structures on a chip. Multiplexed sensing with a few up to millions of sensors has
big advantages though. Multiplexing allows for a spatial resolution of measurements
as in the monitoring of nerve cell potentials in a network of mammalian neurons.66
Another application is the simultaneous determination of several biological or chem-
ical markers in one sample on a single chip.153 Therefore individual ISFET devices
are functionalized with diﬀerent receptor molecules. Simultaneous readout of these
diﬀerent sensors provides information on the concentration of the analyte molecules
speciﬁed by the respective receptor. Also generally unspeciﬁc FET based gas sensors
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can be used for speciﬁc sensing by combining diﬀerent unspeciﬁc sensors to an array
whose response pattern is a speciﬁc signal for various gases.21
An extraordinary example of multiplexed biosensing is the IonTorrentTM DNA se-
quencing method. Millions of individually addressable ISFET devices are randomly
“functionalized” with DNA labeled beads that ﬁt exactly into microfabricated cav-
ities, one cavity per ISFET device. Each bead carries a speciﬁc DNA sequence,
which is sequenced by sequential addition of A, T, G and C nucleotides and mon-
itoring the pH value change for each added nucleotide.107 Besides the reduction of
necessary enzyme system the capability for parallel readout of millions of sensors
is the crucial beneﬁt for using ISFETs in this technology as compared to using an
optical detection method.74
In the big picture towards the development of point-of-care applications a minia-
turization or at least a compactization for portability of the necessary measurement
devices is inevitable. Recently a handheld device for ISFET based biosensor applica-
tions was demonstrated.8 Flexible and wirelessly operated ISFET sensor devices are
also under active development in our workgroup.77 These eﬀorts are directly aiming
at point-of-care applications and rely on ready to use ISFET chips. Flexibility for
measurement mode optimization or integrateability of novel sensor chips is not an
issue in these device types.
For the eﬃcient optimization of a sensor system in a laboratory, the system must be
suﬃciently convenient for the researchers that operate it. Still the ﬂexibility needed
for scientiﬁc progress needs to be taken into account. This applies to both ﬂuidic in-
tegration and electric measurements. The use of multiplexers plays a crucial role for
diﬀerent applications as laid out above. We are here mainly addressing the gap be-
tween chip development and engineering of demonstrators for future applications.
The ﬁrst demonstration of multiplexers for metal oxide semiconductor ﬁeld eﬀect
transistor (MOSFET) based ISFET devices dates back to 1984.15 During the last
years Bergveld’s multiplexing concept was optimized and applied to high-density
ISFET arrays83,107,108 manufactured with complementary metal oxide semicondutor
(CMOS) technology. Other ISFET types such as electron beam assisted top-down
manufactured nanowires,125,139 specialized nanoribbons126 or bottom-up manufac-
tured ISFETs65,153,156 have no integrated multiplexing functionality. If at all, multi-
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plexing of only few sensor structures is mechanically done by an external switching
device. This involves typically many wires, generating shielding problems, reduc-
ing the portability of the device and limiting the number of addressable sensor
elements.
10.2 The BiochipBox ﬂexible ISFET measurement
system
In experimental reality one is confronted with sensor chips with diﬀerent electrode
layouts, most comprising several ISFETs on a single chip that are developed for
diﬀerent microﬂuidic packages or simply designed for droplet application. This sit-
uation makes a profound comparison of the properties of ISFET produced with
diﬀerent technologies impossible. Therefore we designed, built and tested an IS-
FET packaging, integration and measurement platform that satisﬁes the following
needs:
❼ Integration of chips with diﬀerent substrate materials, sizes and electrode de-
signs
❼ Fluidic integration with a soft-lithography based adaptable channel system
❼ Biocompatible packaging of chips on a standardized connector
❼ Portability of the whole measurement system
❼ Operation possible as stand-alone system and PC-based via USB connection
❼ High quality signal measurement with predeﬁned measurement modes
❼ Simultaneous measurement of several ISFETs on a single chip (multiplexing)
We addressed these needs with a small-sized hardware system comprising136,138
❼ specialized CMOS integrated multiplexer chips developed at IAVT,
❼ SD-card format adapters for the mounting of ISFET chips and CMOS multi-
plexers chips,
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to the MCU provides access to the necessary routines for current measurement at
constant voltage or synchronized with a voltage sweep, and automatic threshold
voltage following (compare section 6.1).
The integrated 32 channel CMOS multiplexer developed at IAVT shows a very
high oﬀ resistance of 1.6GΩ to 10GΩ and fast switching times below 20 ns. The
multiplexer can be easily extended to supply more ports by serial connection of
the port register output of one multiplexer to the port register input of a second
multiplexer chip.137 Shielding unused ports with a low potential provided by a high-
ohmic operational ampliﬁer allows for current measurements on single devices below
1× 10−10A.
Currents are converted to voltage signals by an operational ampliﬁer with three gain
settings that are selectable via mechanical relays. This allows for current measure-
ments ranging from 6pA up to 2mA with a 16 bit analog digital converter (ADC).
Source, drain, gate voltages are provided by three 16 bit digital analog converters
(DACs) with a resolution of 10 ➭V.138
All communication with ADC, DACs, multiplexer and additional instruments (e.g.
an optional motor driver for liquid application and an LED screen with cursor keys)
is governed by the MCU. The MCU ARM processor’s fast interrupt routine is pro-
grammed for high-speed synchronized data acquisition allowing for high quality
current averaging at exact multiples of the line-frequency up to 409 600Hz.
10.2.1 Measurement mode implementation
The diﬀerent measurement modes for continuous data collection, gate sweeping,
ﬁxed current and ﬁxed gate voltage as described in section 6.1 were implemented in
the BiochipBox as described in the following.
Individual gate voltage sweeps are initiated by a host computer, which is also in
charge of ﬁtting threshold voltages to the sweeping data. Host PC and Biochip-
Box are synchronized via parallel processing of data collection and data processing,
providing seamless data collection at a stable, well-deﬁned sweeping frequency.
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Fixed current measurements are autonomously done by the BiochipBox MCU using
a software based proportional/integral feedback loop.✯ Therefore a target current
It, integral and proportional gain constants γΣ and γ∝ are passed to the MCU from
the host computer. When a new current value is measured the MCU resets the gate
voltage to
Vi+1 = Vi + γ∝ · (I − It) + γΣ ·
i∑
j=0
Ij − It (10.2.1)
As a convenient user interface for a optimized usage of the feedback system a
MATLAB® user interface was written, which collects current and voltage data con-
tinuously. Gain parameters are automatically set according to the transconductance
τ obtained from a sweep measurement, which is recorded on program startup and
renewed on user request. Automatically set gain parameters default to
γ∝ = 0.7 · τ and γΣ = 1− γ∝ (10.2.2)
Constant gate voltage measurements are done by simple current measurements at
a deﬁned gate voltage. The same user interface used for constant current mea-
surements is generally used, with gains set 0. This allows the user to do sweep
measurements in the course of a measurement for later data calibration.
10.3 Results
We tested the BiochipBox with commercially available MOSFET based ISFETs
(IM Health, Korea) and with our Schottky barrier (SB) silicon nanowire (SiNW)
ﬁeld eﬀect transistors (FETs). Gate transfer characteristics are not impeded by the
packaging procedure with polymer sealing of the wire bond contacts. Measurements
were successfully done in dry and in liquid surrounding, showing typical device char-
acteristics.136 Measurements in liquid were done with a Ag/AgCl pseudo-reference
✯The technical realization of source-drain followers for constant current measurements is usually
such that the source and drain potentials are varied while the liquid gate potential is ﬁxed
to ground level.15 This enables the simultaneous measurement of the threshold voltage on
multiple sensors on one chip. The approach chosen here makes the system more ﬂexible for
other measurement tasks.
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Figure 10.3.3: Threshold voltages for changing pH value for four individual MOSFET
based ISFETs at constant source-drain current (a) and threshold voltages extracted from
sweep measurements using threshold voltage ﬁtting (b) for the same chip and same ISFETs
(identiﬁed by line color). Constant voltage oﬀsets were added to the relative threshold
voltages in (b). pH values are indicated by dashed lines on the right y-axis of both plots.
Slopes indicate that the pump was turned on.
measurement period shown in ﬁgure 10.3.2, leading to a good agreement of con-
verted currents at ﬁxed gate voltage with the measured gate voltages at constant
current. Since a constant surface potential drift exceeded the noise of the measure-
ment, the high-frequency noise above 0.5Hz was calculated and compared for both
measurement types. No signiﬁcant diﬀerence of the noise could be detected across
the 4 measured ISFETs. All devices show a current noise of around 0.1mV, with
each two devices performing better in constant current and in constant gate voltage
measurements.
We further compared the constant current measurement mode with a sweep mea-
surement post-processed with threshold voltage ﬁtting. Since we could not use a
single user interface for this process, we chose to compare the sensor signal for the
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same pH sequence with both measurement methods. The data quality as well as
the sampling rate of the constant current measurement was superior to the sweep-
ing measurement. A surface voltage step of 2mV could be clearly resolved with
constant current measurement, while sweep measurement had diﬀerent quality for
all the four measured ISFETs with voltage noise values between 1.5mV and 5mV.
If sweep measurements are not necessary out of other reasons, threshold voltage
following is thus the preferred measurement method, especially for pH sensing.
We believe that the loss of sweeping data quality compared to the pH sensing mea-
surement shown in chapter 7 is especially caused by the multiplexing of devices.
These are individually swept, and not continuously provided with a periodic signal.
This prevents their electric response to go into a steady state. Some devices are
more inﬂuenced by this then others, especially the devices shown with green and
blue lines. The average current level, which diﬀers only slightly between devices
is unrelated to this eﬀect. It has to be noted, that the pH sensitivity of the used
sensor chip was not changing surface potentials linearly. This behavior was caused
by a special surface functionalization of the commercially obtained devices, which
was out of our control. pH values were checked with a pH meter.
In a next step, the pH sensitivity of SiNW ISFETs was measured using the ﬁxed
current measurement mode. First the chip that was passivated with a 15 nm thick
ALD layer of aluminum oxide was sequentially exposed to buﬀer solutions from pH
5.7 to pH 8.0 and back to 5.7. Gate voltages averaged over each pH step show a
linear dependence of the pH value with a sensitivity of 44.8mV/pH with negligi-
ble hysteresis. This is compatible with values found in the literature. The chip
was further functionalized with GOPMS as described in section 11.3 for later at-
tachment of amino-terminated biological receptors, such as amino-terminated DNA.
After verifying pH values of the measurement solutions with a pH-meter the same
pH sequence was applied again, revealing a higher sensitivity of 49.7mV/pH was
measured. The respective time-domain and pH-averaged calibration data is shown
in ﬁgure 10.3.4. The sensitivity increase shows that the GOPMS functionalization
made the surface more reactive for protonation and de-protonation. This is an ex-
pected behavior for amino-functionalization and indicates that the functionalization
process was successful.
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Figure 10.3.4: Multiplexed pH calibration for ﬁve sensor elements on the same chip. The
threshold voltage determined by threshold voltage following is shown as a function of time
in the left pane. Each colored line represents the data of a single sensor element. During
the experiment the pH was changed by a syringe pump in a step-wise manner, starting
at pH 5.7, going up to pH 8.0 and down to 5.7 again. Threshold voltages averaged for
adjacent measurement values with constant pH (steps) are shown in the right pane as a
function of the pH value. Colors correspond to the curves in the left pane, error bars
indicate the standard deviation of the raw data. Linearly ﬁtted slopes are indicated for
each curve. Note that averaged values for upward and downward scans are separately
shown, but nicely overlapping.
In analogy to the noise analysis shown in section 6.2 we measured and analyzed
the gate voltage noise in order to determine the optimum sensing conditions for the
ﬁxed current mode. Therefore gate voltage signals were sequentially recorded for
all 5 functional ISFETs on the same GOPMS functionalized SiNW ISFET chip at
a stable pH value of 5.7 for arbitrarily chosen current levels. 100 data points were
acquired for each nanowire array at a sampling rate fs = 50Hz, before the next
array was switched to. Power spectral densities PSD(f) = |Vg(f)|
2 (see eq. 6.2.1)
were then calculated for all blocks of 100 data points. Frequencies lower than 0.5Hz
were also analyzed by calculating power spectra of block averages with an eﬀective
sampling rate of 50Hz/100/5 = 0.1Hz.
Since the power spectra of our signals are approximately proportional to 1/f, the
signal is dominated by low frequency noise: Signal changes are best resolved on a
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Figure 10.3.5: Averaged gate voltage noise for 5 SiNW ISFETs as a function of high-
pass ﬁlter frequency and source-drain current. Low frequency data and high frequency
data are shown separately due to diﬀerent sampling frequencies, as described in the text.
short time scale and drift for longer times. Therefore we investigated the high-pass
ﬁltered noise
σ(f0) =
∫ fs/2
f0
df PSD(f) (10.3.1)
with variable lower frequency limit and the upper limit set by half of the sampling
rate of 50Hz. Frequencies above fs are excluded by over-sampling of the signal at
410 kHz and averaging. The averaged high-pass noise values for 5 ISFETs are visu-
alized in ﬁgure 10.3.5 as a function of source-drain current and the lower frequency
limit.
Due to the interplay of noise increase with current and noise decrease with transcon-
ductance, which in turn is increased with current, an optimum sensing current regime
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between 10 nA and 30 nA is made out. We also see that the 1/f noise behavior does
not hold for very low frequencies below ≈ 1Hz.
10.4 Summary
We successfully engineered, built and tested a measurement platform for multiplexed
sensing in liquid with diﬀerent ISFET chips. The electronic properties of the device
allow the low-noise measurement of currents down to nano-amperes. A software
interface provides functions for sweeping mode, constant gate voltage mode and
constant current mode. We demonstrated the sensing with up to 5 individual IS-
FETs here, but we also successfully tested multiplexing for all 16 ISFETs on a chip.
The demonstrated limit is given by the quality of the sensor chips. We assessed
the optimum point of operation by investigating the gate voltage noise for various
current levels and found – similarly to results shown in the previous chapter – that
the upper sub-threshold regime gives the best measurement results.
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11.1 Lithography recipes
11.1.1 Mask production
Lithography masks were produced using a laser lithography device. Therefore digital
mask designs were written line by line with a near-UV laser on 5” mask blanks (5” x
5” glass plates covered with chromium and a positive photoresist). The masks were
then developed and etched, so that regions that were exposed to the laser beam were
transparent and the rest still covered with chromium.
Masks were used to (1) produce negative masters for PDMS casting to produce mi-
croﬂuidic channels, (2) structure receiver substrates with contact printed nanowires
for the evaporation of nickel electrodes, (3) structure passivation windows for re-
moval of sputtered electrode passivation oxides and (4) passivate nickel electrode
structures of nanowire sensor chips.
The following photoresists and associated workﬂows were used for these tasks:
(1) SU-8 10 (30 ➭m)
❼ spin-coat resist on cleaned sample at 500 RPM for 10 s (acceleration 100
RPM/s), then for further 60 s at 1000 RPM (acc. 300 RPM/s)
❼ let sample rest for 60min to 120min for gentle de-gasing
❼ soft-bake on hot-plate to remove organic solvents: 3min at 65➦C, heating
to 95➦C (approx. 3min), 7min at 95➦C
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❼ UV-exposure in mask aligner for 7.5 seconds to cross-link the polymer in
exposed regions
❼ leave sample for 15min to let activated substances diﬀuse in exposed re-
gions
❼ post-bake to cross-link exposed regions: 2min at 65➦C, heating to 95➦C
(approx. 3min), 3min at 95➦C
❼ develop in MR DEV 600 developer for 140 s
❼ rinse with isopropanol
❼ develop again (shortly) if white ﬁlm remains (attention: too long devel-
opment introduces cracks in the ﬁlm)
❼ hard the resist with a ﬁnal bake at 200➦C for 5 minutes
(2 & 3) AZ 5214 E
❼ pretreat sample with adhesion promoter TI Prime (spin coat at 3000 RPM
for 20s, bake at 120➦C for 2 minutes)
❼ spin-coat AZ 5214 E at 4000 RPM for 60 s (acc. 5000 RPM/s)
❼ soft-bake at 110➦C for 60 s to remove organic solvents
❼ UV-exposure in mask aligner for 1 s to mobilize cross-linker in exposed
regions (this produces overhanging wall-proﬁles due to the absorption of
UV-light in the resist and thus stronger exposure in upper parts of the
resist)
❼ bake at 120➦C for 120 s to cross-link exposed resist
❼ UV light ﬂood exposure for 60 s in mask aligner to completely dissolve
non cross-linked resist
❼ develop in AZ 726 MIF developer for 60 s and stop development with
double distilled water (removes dissolved resist)
(4) AR-N 4340 S5
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❼ pretreat sample with adhesion promoter TI Prime (spin coat at 3000 RPM
for 20s, bake at 120➦C for 2 minutes)
❼ spin-coat AZ 5214 E at 4000 RPM for 45 s (acc. 3000 RPM/s) for a ﬁlm
thickness of 100 nm
❼ soft-bake for 120 s at 85➦C
❼ UV-exposure in mask aligner for 2 s (exposed regions will stay)
❼ post-bake at 95➦C for 120 s
❼ develop in 40% AR 300-47 dissolved in double distilled water
11.2 Microﬂuidic channels
Microﬂuidic channels for droplet generation were produced soft-lithography using
Polydimethyl Siloxane (PDMS). PDMS and cross-linking agent (Dow-Corning) were
mixed in a ratio of 7:1 and de-gased in a vacuum chamber at a pressure below 10mbar
for at least 15 minutes and until no gas bubbles were visible anymore. PDMS was
then poured on SU-8 masters with a metal ring serving as a basin to ca. 0.5mm
ﬁll height. The master was then placed on a hot plate at 100➦C for ca. 5min. The
then solidiﬁed PDMS was pulled oﬀ the master substrate. Masters were reused up
to 10 times before the SU-8 structure became defective.
Holes were punched at all inlets and outlets of the pulled-oﬀ PDMS channel struc-
tures using a medical biopsy punch with a diameter of 0.8mm and Teﬂon tubes
with outer diameter of 1mm were manually pressed into the holes. Standard sized
1/16”=1.6mm outer diameter microﬂuidic tubings with inner diameter of 1mm were
attached to these tubings and the connection was sealed by mechanical pressure with
a ferrule in high-pressure ﬁttings. Alternatively, for low pressure applications with
larger milliﬂuidic channels, the sealing was achieved with PDMS casting.
Prior to tube attachment but after hole-punching, devices were covalently attached
to glass slides or to sensor substrates if needed. Therefore ﬂuidic channels and
substrates were both placed in air plasma for 20 s and then attached to each other by
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manual pressure. For aluminum oxide covered substrates devices were additionally
baked at 100➦C for 1 h with continuously applied mechanical pressure (using a force-
closure clamp) to achieve ﬁrm adhesion.
11.3 Functionalization
All functionalization techniques were developed and in detail analyzed by Lotta
Ro¨mhildt.105,106 The GOPMS functionalization protocol was adopted from the dis-
sertation of Alexey Tarasov.124
11.3.1 APTES functionalization
Silicon- and aluminum-oxide surfaces were covalently functionalized with amino-
propyl-triethoxy-silane (APTES) molecules from an ethanol solution containing 2%
vol. APTES and 5% vol. water. The ethoxy groups (-OCH2CH3) of APTES were
ﬁrst allowed to hydrolyze for 10 minutes to be replaced by hydroxyl groups (-OH),
before samples were immersed in the solution for one hour. For the functionalization
of microﬂuidic channels the channels were ﬁlled with the solution. Samples were then
rinsed in ethanol and dried with a nitrogen stream, followed by baking for 2 h in an
oven at 120➦C.
This procedure allows hydroxyl groups to attach to the oxide surface of the sample
and also to each other, so that a close multilayer with exposed amino (-NH2) and
hydroxyl groups is created.
11.3.2 GOPMS functionalization
Surfaces were functionalized with glycidoxypropyl-trimethoxy-silane (GOPMS) from
the gas phase. Pure GOPMS was therefore placed in a (loosely) closed glass dish
together with the substrate, which was thoroughly cleaned with ethanol before.
The substrate was elevated from the surface of the beaker with a wrinkled piece of
aluminum foil, to prevent direct contacted with the GOPMS liquid. The beaker was
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then placed in an oven at 80➦C for 16 h and additional 2 h at 120➦C (close below
the ﬂashpoint of GOPMS!). The sample was then rinsed with ethanol and dried
with a stream of nitrogen. Finally the substrate was baked at 80➦C for another two
hours.
Using this procedure the methoxy groups on GOPMS hydrolyze using water drawn
from the humidity of the air and form covalent bonds with oxide surfaces and with
each other. The terminal epoxy-groups are exposed, which can in a one step pro-
cedure bind the amine-groups of DNA. Therefore amine-functionalized molecules
are incubated with the GOPMS-functionalized surface at elevated pH (above 8.5)
forming stable aminoalcohole bonds between the mentioned groups.
11.3.3 Aptamer attachment
Amine-group terminated thrombin-binding aptamers (TBAs) were attached to the
amine-groups of APTES functionalized surfaces in a three step process.
Substrates are ﬁrst incubated for 30min in 10mgmL−1 of succinic anhydride dis-
solved in 20% vol. DMSO and 80% vol. borate buﬀer (0.2mol L−1 boric acid titrated
to pH 8.0 using NaOH). Succinic anhydride dissolved in DMSO and borate buﬀer
are therefore mixed directly on the substrate to ensure that borate buﬀer mediated
ring opening of succinic anhydride is not degrading before the opened rings reach
the substrate surface binding to amine-groups and exposing -COOH groups. After
incubation samples are rinsed with distilled water and dried with nitrogen.
Attachment of amine end groups of the synthesized TBA molecules is then prepared
with an intermediate binding of the zero-length cross-linker system EDC (carbodi-
imide)/NHS (N-hydroxy-succinimide) which is not involved in the ﬁnal bond. There-
fore 10mmol L−1 EDC HCl, 5mmol L−1 NHS is quickly mixed in 10mmol L−1 PBS
with the substrate immersed in the solution. Substrates are incubated for 10min
and dried with nitrogen.
Finally 10 ➭mol L−1 TBA dissolved in 10mmol L−1 PBS with elevated pH value of
above 8.5 was incubated on the surface, releasing the previously bound NHS and
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forming a direct bond between the -COOH groups provided by the succinic anhy-
dride functionalization step and the -NH2 functional group of the TBA molecule.
11.4 Reference electrodes
11.4.1 On-chip Ag/AgCl electrodes
On-chip Ag/AgCl electrodes were fabricated according to the recipe developed by
Rim et al.103 Therefore silver was evaporated on lithographic patterned sensor chips
using physical vapor deposition (PVD). Electrode structures remaining after the
subsequent lift-oﬀ process were then immersed in 100mmol L−1 KCl and chlorine
ions were electrochemically deposited on the silver electrodes by applying a current of
1 ➭A between a platinum electrode and the silver electrodes for 1min to 2min. The
electrochemical deposition was stopped when the applied voltage reached saturation
at around 2.5V. The resulting AgCl layer on the Ag contacts is used as a pseudo-
reference electrode that interacts with chlorine ions in the measurement solution as
e− + AgCl ⇌ Ag + Cl−. It is important to note that the absolute potential of this
pseudo-electrode depends on the chlorine concentration in solution and is thus prone
to drifts.
11.4.2 Macroscopic Ag/AgCl electrodes
Macroscopic Ag/AgCl electrodes were produced by electrochemical deposition of
chlorine ions from 100mmol L−1 HCl on silver wires with a current of 10mAcm−2
between the silver wire and a metal counter electrode (platinum, gold, silver or
copper). The counter electrode material is of lower importance here since elementary
hydrogen recombines to hydrogen molecules and is not chemically absorbed by the
counter electrode material.
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11.4.3 Commercial ﬂow-through Ag/AgCl electrodes
Commercial ﬂow-through Ag/AgCl electrodes were obtained from Microelectrodes
Inc. These electrodes are immersed in 3mol L−1 KCl saturated with AgCl and sep-
arated from the measurement ﬂuid with an ion impermeable sponge-like membrane.
The measurement ﬂuid is attached with standard microﬂuidic tubings.
11.5 Producing SB SiNW FET based ISFETs
11.5.1 Producing parallel arrays of SB SiNW FETs
The production process was mainly developed and carried out by Sebastian Pregl.97
The most important production steps are shown in ﬁgure 5.1.2 on page 24. The
process is subdivided into the following steps:
1. Dispersion of gold particles on a surface by coalescence of a gold ﬁlm or by
dispersion of ready-made gold nanoparticles. Gold particle diameters deﬁne
the sizes of the later grown nanowires. Coalescence leads to high purity gold
beads, while commercially available chemically stabilized nanoparticles have a
very sharp diameter distribution at the cost of less purity of the material.
2. chemical vapor deposition (CVD) growth of SiNWs. The crystallographic
growth direction and the lattice orientation of the surface facets is triggered
by the nanowire diameter.25
3. Removal of gold particle tips by etching.
4. Contact printing on a receiver substrate. Therefore growth substrates are
manually slid over the receiver substrate and nanowires are ripped oﬀ the
growth substrate and aligned in parallel to the printing direction. Training
and experience by the experimenter are needed for eﬃcient printing and low
damage of the receiver substrate.
5. Patterning of electrode structure on the chip by photolithography as described
in section 11.1.
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6. Etching of the chip in buﬀered HF in order to remove the native silicon oxide
shell and subsequent Ni evaporation by PVD to form the source and drain
contacts.
7. Thermally assisted silicidation of nanowires for improved contacting and form-
ing of ultra-sharp Schottky barriers in the silicon wires in forming gas at 500➦C.
The duration of the silicidation process deﬁnes the length of the silicide phase,
with ℓ ≈ 1 ➭mmin−1 for standard processing parameters.
8. Growth of thermal oxide to reduce the number of traps in the silicon oxide
layer of the wires. Thermal oxidation transforms the silicon phase to silicon
oxide and thereby reduces the channel thickness of the nanowires.
The contact printing direction is naturally perpendicular to the ﬁnger structure so
that the ﬁnger structures contact the nanowires. It is however important for the
functionality of sensor devices to design the leads in parallel to the printing direction
and keep their total area small. The reason for this is, that printing introduces
scratches in the gate oxide layer of the receiver substrate. Electrode material that
is ﬁlled into these scratches contacts the back-gate directly leading to massive gate
leakage. Printing in parallel to the scratch direction reduces signiﬁcantly the number
of leads connected with the scratches and thereby increases the yield of functional
FETs on the chip.
For sensor applications FETs should be placed inside the channel. We chose to align
all relevant FETs linearly in the center of the chip for convenient alignment of ﬂuidic
channels. If additional microﬂuidic structures are needed, suﬃcient space for these
has to be provided in the design.
11.5.2 Passivation of electrodes
Nickel electrodes need to be passivated against electrochemical degradation in ionic
liquids, while the active sensor area should permit sensing. Therefore “windows”
can be opened. In addition nickel pads for electric contacting outside of the sensing
area need to be exposed. The following passivation techniques were used to fulﬁll
these needs:
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❼ Atomic layer deposition (ALD) of aluminum oxide (no opening of windows due
to the good dielectric properties), removal above contact pads by HF etching.
❼ Sputtering of dielectric material, namely Al2O3, SiO2 and HfO with removal
of sputtered material at windows by photolithographic lift-oﬀ.
❼ Lithographically structured photoresist deposition as described in 11.1.
ALD and sputtering where both done at IHM (Insitut fu¨r Halbleiter- und Mikrosys-
temtechnik) by IHM personnel, while photoresist passivation was done in our labo-
ratories at Max-Bergmann-Center.
The degradation of nickel contacts on chip blanks, that did not contain nanowires
was tested using sodium chloride solutions with ionic concentrations of up to 100mmol L−1
and a source-drain bias voltage of 0.25V. The following conclusions were drawn from
the investigations:
1. 50 nm ALD deposited aluminum oxide protects the metal contacts for at least
1 hour with currents below 100 pA and no degradation visually detectable.
2. Sputtered silicon oxide and aluminum oxide of 80 nm thickness fails to protect
devices sputtering of HfO destroyed Nickel electrodes irreversibly, see ﬁgure
11.5.1
3. Photo resist passivation works well for closed layers of SU-8 of 2 ➭m thickness,
but fails to protect the metal at photoresist edges because of insuﬃcient attach-
ment of the resist to the substrate at the edge. Nickel contacts are dissolved
after 10 minutes close to SU-8 edges. Thin photoresist works better.
If sensing with bare silicon nanowires is not demanded, then ALD deposited alu-
minum oxide passivation is the best choice. Since ALD deposited material could
not be removed with a photolithographic liftoﬀ process✯, a combination of silicon
or aluminum oxide sputtering and photoresist passivation can be used to expose
silicon nanowires to the measurement liquid while suﬃciently protecting the nickel
✯In the low temperature ALD deposition process photoresist patterns are completely covered with
aluminum oxide and can therefore not be chemically dissolved – in contrast to sputtering which
only covers the surface in a narrow angle, leaving side-walls of photoresist patterns open for
removal.
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be conveniently looked up in a table❸. pH values outside the natural range of 5.7
and 8.0 can be achieved by titration with NaOH or HCl. The resulting buﬀers are
less stable than pure sodium phosphate buﬀers (due to the larger diﬀerence of pKa
values of sodium phosphate and HCl or KOH), but their use is helpful if the general
chemical composition and the ionic concentration of a buﬀer needs to be unchanged
over a wide range of pH values.
11.6.2 Phosphate buﬀered saline
PBS is a phosphate buﬀered solution containing NaCl and KCl at physiological (iso-
tonic) concentrations of 137mmol L−1 NaCl, 2.7mmol L−1 KCl, and 12mmol L−1.
With a pH value of 7.4 PBS resembles the buﬀer and ion system of blood and is
thus used in many biological assays.
PBS was made by dilution of tabs obtained from Sigma-Aldrich in distilled wa-
ter. For speciﬁc applications the ionic concentration and the pH value of PBS was
adapted by dilution and subsequent titration of the pH value with HCl or KOH. Ac-
cordingly ﬁnal solutions contained a fraction of 137mmol L−1 NaCl, 2.7mmol L−1
KCl, and 12mmol L−1 phosphate ions at the desired total ionic concentration and
pH value.❹ A commercial laboratory pH meter was used for pH value determination
to an uncertainty of ±0.01
❸see e.g. http://www.sigmaaldrich.com/life-science/core-bioreagents/biological-
buffers/learning-center/buffer-reference-center.html
❹The buﬀer substances NaH2PO4 and Na2HPO4 could have been used for pH adjustment, however
in order to increase the range outside of the pKa values of these substances the titration
approach was chosen for simpler handling in the laboratory. pH values were stable across the
relevant time spans, which was checked by pH measurement before and after the experiment.
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Part III
Simulating optical spectra of silicon
nanowires
113
We are here introducing a simulation method for Raman and infrared spectra of
nanostructures using symmetry ﬁltering of molecular dynamics trajectories. We ap-
ply our method to silicon nanowires, distinguishing the conﬁnement eﬀect from the
eﬀect of geometrical relaxation of atom positions on the nanowire surfaces. The
main part of the work described here was published in Journal of Raman spec-
troscopy.155
These investigations were done by means of density functional modelling of atomic
model systems using the DFTB+ program. In the following chapter a theoretical
introduction to electronic and phonon band structures is given. Computational
methods for the application of the introduced concepts related to the calculation
of optical spectra are given in chapter 13 starting on page 128. The last chapter
starting on page 133 is a slightly extended version of our publication mentioned
above. Care has been taken not to include formulations or changes in the graphics,
that were introduced after the peer-review process.
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12.1 The electronic band structure
12.1.1 The LCAO approximation
Electronic bands are the energy eigenstates of delocalized wave-functions described
by solutions of the Schro¨dinger equation in periodic systems. For a comprehensive
understanding of band orbitals it is beneﬁcial to describe them by the superposition
of atomic orbitals. This does not only facilitate an intuitive understanding of ma-
terial properties based on atom properties, but also sets the theoretical description
of diﬀerent materials on a common base. This linear combination of atomic orbitals
(LCAO) for the calculation of molecular or solid state object’s orbitals was ﬁrst
introduced by John Lennard-Jones in 1929 and serves as one important base for
computational chemistry still today.
For the theoretical description of band structures we start on a very general notation
of quantum mechanical states of atomic orbitals, |Φj⟩. The set of all atomic orbitals
in a molecule can be used as the basis set for the system of interest. Typical choices
of basis sets in computational chemistry are atomic orbitals of hydrogen-like atoms,
so called Slater orbitals, but also more abstract functions like cartesian Gaussians,
depending on the speciﬁc application. In the following the basis set transformation
is shown for a general basis set of atomic orbitals.
Molecular orbitals can be expressed as eigenvectors of the Schro¨dinger equation
H|ψℓ⟩ = Eℓ|ψℓ⟩ (12.1.1)
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with an orthogonal set of molecular orbitals, ⟨ψℓ|ψm⟩ = δℓ,m. The same equation
can be written in terms of atomic orbitals |Φi⟩ as
H
∑
j
⟨Φj|ψℓ⟩|Φj⟩ = Eℓ
∑
j
⟨Φj|ψℓ⟩|Φj⟩ . (12.1.2)
The substitution
cjℓ = ⟨Φj|ψℓ⟩ (12.1.3)
deﬁnes the composition of band orbitals from atom orbitals and vice versa. We
will see below, that cij holds the eigenvectors of the Hamilton operator in matrix
notation. Therefore the Schro¨dinger equation 12.1.1 is projected onto a second atom
orbital:
⟨Φi|H
∑
j
cjℓ|Φj⟩ = ⟨Φi|Eℓ
∑
j
cjℓ|Φj⟩ . (12.1.4)
We now introduce the transfer and overlap matrices
Hij = ⟨Φi|H|Φj⟩ transfer matrix (12.1.5)
Sij = ⟨Φi|Φj⟩ overlap matrix (12.1.6)
in order to obtain the Schro¨dinger equation in matrix notation
Hijcjℓ = Eℓ Sijcjℓ . (12.1.7)
This equation describes a generalized eigenvalue problem of the transfer and overlap
matrices, where the vector of eigenvalues E holds the orbital energies and c is a
matrix of corresponding eigenvectors, describing the atomic orbital contribution to
band orbitals.
12.1.2 LCAO in periodic systems: Electronic band structure
For periodic systems described by a set of lattice vectors aq, the atomic orbitals are
indiﬀerent with respect to translations by a unit cell vector: Φi(r+ aq) = Φi(r). In
such inﬁnite systems the inﬁnite number of molecular orbitals can thus be denoted
by so-called lattice periodic functions ψUCl,k (r) = ψ
UC
l,bvk(r + aq) modulated by plane
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waves with periodicity of the lattice, resulting in periodic wave functions
ψl,k(r) = exp ikr · ψ
UC
l,k (r) , (12.1.8)
which are generally known as Bloch states.
The complexity of the inﬁnite system is thereby broken down to its unit cell and
a wave vector k, which describes the momentum of the electron occupying the
state |ψk⟩ as ℏk. The resulting ﬁnite number of energy eigenvalues as a function
of the wave-vector are the so-called bands. The number of bands is equal to the
number of atomic orbitals in the unit cell, valid values of the wave-vector k are given
by all possible lattice periodicities. The latter statement gains great importance
for the description of conﬁned periodic systems, either periodic rings like carbon
nanotubes (CNTs), or – in a more sloppy deﬁnition – small parts of crystals, like
silicon nanowires (SiNWs). In such structures the boundary conditions conﬁne valid
choices of k just as the wave-vector of an electron in an inﬁnite potential box is
conﬁned to multiples of the inverse of the box width. In addition one has to respect
that, since crystal lattices are discrete, wave vectors larger than half of the inverse
of the unit cell periodicity or outside the Brillouin zone (BZ) have an equivalent
counter-part with a wave-vector within the BZ. The mapping of general wave vectors
from outside to inside the BZ is known as zone-folding and mathematically described
by the Nyquist-Shannon sampling theorem.
Knowing about the limits set to the choice of the wave-vector, the Hamiltonian can
now be conveniently solved for a speciﬁc wave vector, or the change of band-energy
with momentum can be analyzed in terms of the atomic orbitals in the unit cell.
12.1.3 The density of states (DOS)
The density of states is deﬁned as a sum of delta functions at energy eigenvalues in
the system of interest,
D(E) =
∑
i
δ(Ei − E) , (12.1.9)
where the index i goes over all quantum numbers. For the electronic density of
states in a solid these quantum numbers are the k-points, the band index and the
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spin state. The number of energy states found in the inﬁnitesimal energy interval
[E,E + δE] is then D(E) · δE. With an analytic expression for the eigenstates Ej,k
for all k-points k, the DOS is a smooth function. This motivates the term of energy
bands in periodic systems, as opposed to energy levels in ﬁnite molecular systems,
which are represented by above described δ-functions in electron density.
12.1.4 SCC-DFTB calculations
Density functional tight binding (DFTB) is a computational approach for solving the
Schro¨dinger equation based on the LCAO approximation.112 In contrast to ab initio
methods that solve the Schro¨dinger equation from basic constants, DFTB makes use
of parametrizations of Hamilton matrix elements for specialized systems. Therefore
the methods suitability is based on the speciﬁc problem, which needs to have a
proper parametrization. The DFTB method was extended by self-consistent charge
(SCC) calculations in order to overcome limitations of incorrect charge distributions
in special systems were “educated guessing” proved to be insuﬃcient.36
The DFTB+ program,7 an implementation for SCC-DFTB, was used for electronic
band-structure calculations and for molecular dynamics simulations in this work.
An extension for the calculation of electric polarizability was used as a comparison
for Raman spectra calculations from molecular dynamics (MD) simulations.56
12.2 Phonons as quasi-particles on periodic lattices
Phonons are excitations of vibrational states in solids. The theoretical concepts are
closely related to those of electronic bands. Since phonons are real-space excita-
tions and not excitations of more abstract orbital functions, we are here describing
phonons in a real space representation.
We regard a periodic solid with unit cells at locations Rn and 3N atoms in each unit
cell at locations xµ with µ = 1 . . . 3N . Any displacement of the system coordinates
can be characterized by a displacement of atoms in the unit cell and a spatial wave-
vector q as a summation of plane waves, xµ · exp(iqRn). Given the potential energy
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of the crystal as a function of atom coordinates and wave vector q, the square of the
oscillation frequency of the pair of coordinates µ and ν is given by the dynamical
matrix
Dµν(q) =
∂2H({xµ}µ=1...3N ,q)
∂xµ∂xν
·
1√
MµMν
=
∂2H({xµ}µ=1...3N ,q)
∂uµ∂uν
, (12.2.1)
with the mass of coordinate Mµ given by the mass of the associated atom. We call
uµ = xµ ·M
1/2
µ mass weighted atom displacements. Scaling by the geometrical mean
of masses ensures equipartition of energy.
Energy diﬀerences for ﬁnite atom displacements are needed for the numerical calcu-
lation of the dynamical matrix. Therefore, the symmetry of the system is necessarily
broken when ﬁnite displacements at q ̸= 0 are to be calculated. This is only possi-
ble when the simulation includes more than one unit cell, so the simulation box size
Rbox has to “ﬁt” the q vector of interest: exp(iqRbox) = 1. The dynamical matrix
can then be reduced to the size of a unit cell by a discrete Fourier transform over
unit cell indices n and ℓ,
Dµν(q) = ⟨e−iqRnDµnνℓeiqRℓ⟩n,ℓ . (12.2.2)
The eigenmodes of our crystal, with oscillation frequencies ωj and associated dis-
placement patterns ϵµj are given by eigenvalues and eigenvectors of the dynamical
matrix respectively as
ω2j (q)ϵµj(q) =
3N∑
ν=1
Dµν(q)ϵνj(q) . (12.2.3)
We deliberately scale the orthogonal matrix ϵµj to be orthonormal, i.e.
3N∑
j=1
ϵµj · ϵ
∗
jν = 1 (12.2.4)
The displacement uµj of atom µ caused by mode j is given by the displacement
pattern ϵµj and the magnitude of the displacement given by the excitation energy
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of the mode Ej(q) as
uµj =

2Ej(q)
ω2j
· ϵµj · e
i(qRn−ωj(q)t) . (12.2.5)
In a quantum mechanical description these plane waves are called phonon states.
Phonons are the quasi-particles with momentum and energy
p = ℏq (12.2.6)
Ephononj (q) = ℏωj(q) , (12.2.7)
that occupy these states. In analogy to electronic bands the dispersion relation
Ephononj (q) is called the phonon band structure with band index j running from 1 to
3N , more commonly given in units of wavenumber shift
Δk[cm−1] =
ω[s]
c[cm s−1]
, (12.2.8)
where c is the velocity of the scattering particles, in the case of optical scattering
the speed of light c ≈ 3× 1010 cm s−1.
12.3 Phonons in molecular dynamics simulations
Being collective harmonic oscillations of atoms in a solid, phonons are ideally de-
scribed by the dynamical matrix, which is also a straight forward tool for the nu-
merical prediction of phonons in periodic systems. However anharmonic eﬀects,
e.g. arising from the change of phonon frequency with temperature can hardly be
studied with this linear approach. Alternatively phonons can be studied in MD sim-
ulations, which reveal anharmonic eﬀects and include temperature. MD simulations
use forces between particles in a system to calculate the particle trajectories by nu-
merical integration. The following sections introduce methods for the computation
of the phonon DOS from MD trajectories and ﬁltering of symmetry modes for an
estimation of infrared and Raman spectra.
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12.3.1 The phonon DOS as power spectral density
Atom trajectories in a solid are superpositions of phonon modes, thus the Fourier
spectra of MD trajectories resemble the actually occupied phonon modes in the sim-
ulated thermal system. The intensity of a speciﬁc phonon mode equals the popula-
tion density (number of phonons) of that state. Being of bosonic nature phonons ﬁll
states according to the Bose-Einstein statistics, which can be approximated by the
Boltzmann distribution n(E) ∝ exp(−E/kBT ) for high energies (exp(E/kBT )≫ 1).
MD simulations provide an excellent method to calculate the phonon density of
states in a non-linear way for comparison with experimental results. Phonon states
at high energies with low occupation are thus less accessible in molecular dynamics
simulations.
The phonon DOS is commonly expressed as proportional to the sum of the Fourier
transformed velocity auto-correlation functions (VAFs) of all degrees of freedom in a
system.18,64,141,142 According to the convolution theorem the velocity autocorrelation
is equivalent to the power spectral density of particle velocities, which we ﬁrst write
down for a single coordinate µ as
Pµ(ω) =
⏐⏐⏐⏐⏐⏐
∞∫
−∞
dt e−iωtvµ(t)
⏐⏐⏐⏐⏐⏐
2
= v˜µ(ω)
∗ · v˜µ(ω) , (12.3.1)
where vµ = u˙µ is the atom mass weighted velocity of the µ’th coordinate in the
system. Here and in further equations in this chapter x˜ denotes the Fourier com-
ponents of variable x and x∗ denotes complex conjugation. The phonon density of
states is the sum of all coordinate intensities, which can be conveniently written in
terms of a column vector of all coordinate velocities v = (v1 . . . v3N) as
P (ω) =
∑
µ
Pµ(ω) = v˜(ω)
∗ · v˜(ω) . (12.3.2)
This equation is invariant against orthonormal transformations such as the matrix
given by S = {ϵµj}µ,j=1...3N . We will later use this matrix to convert our cartesian
coordinate system to a phonon coordinate system, which we will sort for optical
activity of phonon modes.
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In order to ﬁnd phonon occupations for a speciﬁc wave vector q, mass weighted
velocities of particles can be summed to obtain phonon occupations at that q vector
as
v(q)µ = ⟨vµneiqRn⟩n , (12.3.3)
in analogy to the phase shifted summation of the dynamical matrix in eq. 12.2.2.
The phonon occupations at the speciﬁc q-vector can then be calculated using equa-
tion 12.3.2.
12.3.2 Optical mode ﬁltering by symmetry
Phonon polarizations can be extracted from pronounced peaks in a spectrum using a
principal component analysis of the Fourier components of particle trajectories. This
was ﬁrst done by Martinez et al. and later reﬁned by Kaminski et al. (narrowing
phonon energy peak widths) to assign phonon modes in small molecules to the
phonon density of states.56,76 Ideally the set of found phonon modes ϵµj resembles
the eigenvectors of the dynamical matrix introduced above. For molecules with
well separated phonon modes with similar peak heights (i.e. excitations) principle
component analysis is a valid tool. The extracted phonon polarizations can be
analyzed for their symmetry, which gives information of the optical activity of the
phonon. Symmetric displacements, e.g. the breathing mode of a nanotube inﬂuence
cannot inﬂuence the dipole moment of a structure and are thus not able to absorb
phonons – they are not infrared active. Anti-symmetric motions on the other hand
do not change the polarizability of a structure and are thus not able to scatter
photons – they are not Raman active.
Knowing about the eigenmodes of a structure, either by experience or by solving
the eigenvalue problem of the dynamical matrix introduced above, one can analyze
the symmetry of each mode for Raman or infrared activity by comparison with
the character table of the space group of the molecule’s symmetry. However in
relatively large nanostructures with a dense packing of many phonons in a small
wavenumber range phonon displacement modes are practically hard to ﬁnd and
analyze for symmetry since solutions to the eigenvalue problem of the dynamical
matrix are computationally unstable.
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12.3.3 Optical spectra from symmetry modes
The Raman, IR or silent partial phonon density of states can be computed from
the velocity autocorrelation functions of the respective symmetry-ﬁltered trajecto-
ries in analogy to the deﬁnition of the phonon density of states in eq. 12.3.2, which
was originally deﬁned for cartesian coordinates. We consider these partial phonon
densities of states to be approximations of the actual Raman or IR intensities (aver-
aged over the polarization directions of the incident and scattered light). Although
our intensities do not fully correspond to the physical intensities, the wavenumbers
of speciﬁc Raman or IR modes can be extracted which is suﬃcient for many ap-
plications. We therefore further refer to the partial phonon densities of states as
spectra. A mathematical framework describing the above explanation is given in the
following.
Equation 12.3.2 is unaﬀected by an orthogonal transformation of the coordinate
system to symmetry coordinates s = Cv, when C is an orthonormal matrix obeying
C∗C = 1, because
P (ω) = v(ω)∗ ·C∗C · v(ω) = s(ω)∗ · s(ω) . (12.3.4)
The single coordinate intensities Pµ(ω) from equation 12.3.1 are then replaced by
single component intensities P
(C)
j (ω) = |sj(ω)|
2, where the nature of the component
is deﬁned by the coordinate transformation matrix C. Optical spectra can be easily
computed in the symmetry based coordinate system by summing the single mode
spectra P
(C)
j belonging to Irreps with the desired optical activity (e.g. all Raman
active Irreps),
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PRaman(ω) =
Raman Irreps∑
j
P
(C)
j (ω) (12.3.5)
PIR(ω) =
IR Irreps∑
j
P
(C)
j (ω) (12.3.6)
Psilent(ω) =
silent Irreps∑
j
P
(C)
j (ω). (12.3.7)
Raman and infrared active phonon modes are restricted to a small region around
the Γ-point, q = 0. Our method can in principal be used to compute phonon
densities at q-vectors other than q = 0, if the unit cell associated with the q-vector
is respected.
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13.1 Producing molecular dynamics trajectories
Phonon occupation numbers are only stable in a system at thermal equilibrium,
and the population of the density of states must obey the Bose-Einstein statistics,
approximated by the Boltzmann distribution for high energies. In addition we desire
to carry out simulations at predeﬁned temperatures.
In order to ﬁnd a set of atom positions and velocities that approach a common
realization of a system in thermal equilibrium, simulations are initiated using a
thermostat. The system is deﬁned to be in equilibrium when kinetic and potential
energies as well as the geometry, measured by means of the pair distribution function
are in equilibrium. Undisturbed phonon modes are further evolved in a production
run at constant energy (i.e. in NVE ensemble, E is energy).
The main criterion for choosing the time step for trajectory integration is conserva-
tion of the total system energy. A step of 1 fs fulﬁlls this requirement. Molecular
dynamics trajectories were initiated in the NVT ensemble (constant particle number,
volume and temperature) using an Andersen thermostat4 with individual re-selection
of velocities with probability 0.1. Equilibration runs were stopped after 1000 time
steps or 1 ps, which ensured that the simulated system was equilibrated. Subse-
quently the trajectories for spectral analysis were simulated in the NVE ensemble
(constant particle number, volume and energy, no thermostat) for 15 ps, resulting
in a wavenumber resolution of 0.5 · 1/15 ps−1/3× 1010 cm s−1 = 2.25 cm−1. In order
to reduce statistical errors each MD simulation was performed several (usually 10)
times and the calculated spectra were averaged.
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Supercells for nanowire structures were chosen as large as computationally feasible
in order to include a maximum number of q-vectors in the MD simulation. The
supercell lengths for nanowires were 46.32 A˚ or 12 unit cells for the 1.2 nm diameter
wire, 23.16 A˚ or 6 unit cells for 2.3 nm Ø, 15.44 A˚ or 4 unit cells for 3.4 nm Ø, 11.58
A˚ or 3 unit cells for 4.5 nm Ø and 7.72 A˚ or 2 unit cells for 5.6 nm Ø. Because
of the large supercell sizes a 1x1x1 Monkhorst-Pack mesh82 for the sampling of the
electronic k-space was suﬃcient to reduce the sampling error of the total energy
to less than 1 meV per atom. Bulk silicon was simulated in a supercell of 4x4x4
primitive unit cells using a 3x3x3 Monkhorst-Pack mesh in the electronic k-space.
The electronic temperature was set to 1000 K in all performed simulations, speeding
up calculations and leading to a total energy error of less than 1 µeV.
13.2 Computing power spectra
In a theoretical framework phonon density of states can be calculated according
to equation 12.3.2. However strictly speaking this equation for the phonon density
of states using power spectral densities is only valid for continuous inﬁnite data.
Experimental as well as computational data is naturally discrete and ﬁnite. Integrals
and Fourier transforms have thus to be numerically calculated as discrete sums. In
order to ﬁnd the best numerical implementation to compute the power spectral
density, we compared diﬀerent theoretically equivalent expressions for the power
spectral density and compared the resulting spectra for a molecular dynamics (MD)
simulation of bulk silicon.
The theoretically equivalent expressions are the Fourier transform of the velocity
auto-correlation function (A), the power spectrum of particle velocities (vi) and the
power spectrum of particle locations (xi) multiplied with the square of the frequency
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(ω). The respective expressions are
PA =
∑
i
F
⎡
⎣ ∞∫
−∞
xi(τ) · xi(τ − t)dτ
⎤
⎦ (13.2.1)
Pv =
∑
i
v˜i(ω) · v˜i(ω)
∗ (13.2.2)
Px = ω
2
∑
i
x˜i(ω) · x˜i(ω)
∗ (13.2.3)
All of these are equivalent for inﬁnite continuous data as is shortly demonstrated in
the following.
Let x(t) be a real function of a real variable, then its power spectrum is
p[x(t)] = x˜(ω) · x˜(ω)∗ , (13.2.4)
where x˜ denotes the Fourier transform and x∗ the complex conjugate of x. Taking
the inverse Fourier transform of P and using the convolution theorem, we obtain
F−1p[x(t)] = F−1x˜(ω)x˜(ω)∗ = x(t) ∗ x(−t)
=
∞∫
−∞
x(τ) · x(τ − t)dτ = A[x(t)] (13.2.5)
This is only true if x(t) is real, because only then F−1x˜(ω)∗ = x(−t). The last
term in the above equation is the autocorrelation of x(t), leading us to the ini-
tially stated relation of velocity auto-correlation function (VAF) and power spectral
density (PSD),
p[x(t)] = FA[x(t)] . (13.2.6)
The phonon density of states is deﬁned as the sum of the power spectra of velocities
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in the respective system, giving
P (ω) = Pv(ω) =
∑
i
p[vi] (13.2.7)
= PA(ω) =
∑
i
FA[vi] . (13.2.8)
Expressing Fourier transformed velocities in terms of displacements as v˜(ω) =
iω x˜(ω), we obtain the expression for the phonon DOS in terms of particle dis-
placements
P (ω) = Px(ω) = ω
2
∑
i
p[xi] . (13.2.9)
Equations (13.2.1–13.2.3) were implemented in MATLAB® scripts with Fourier
transforms being carried out by the fast Fourier transform algorithms provided by
the ﬀtw library.38 The resulting spectra for a MD simulation of a single conventional
unit cell of bulk silicon, containing 8 atoms and 3000 simulation steps are shown
in ﬁgure 13.2.1. Major peaks are matching for all methods, while the PSD based
methods produce more narrow peaks at the cost of a reduced frequency resolution
(factor 2 decrease compared to direct VAF calculation). The low-frequency regime,
which is most relevant for optical spectroscopy of silicon nanowires is best described
by equation 12.3.2, therefore this method was chosen for all further calculations
shown in this work.
13.3 Finding symmetry modes
Symmetry displacement modes were calculated using the FINDSYM and SMODES
programs from the ISOTROPY software developed by Prof. Stokes.119,120
For each system the space group and the Wyckoﬀ positions of the equilibrium struc-
ture were found using FINDSYM according to the International Table of Crystallog-
raphy.47 Irreps were tabulated for all space groups by Miller and Love in 196780 and
associated with symmetry subgroups by Stokes and Hatch in 1988.118 According to
these tables SMODES ﬁnds real space representations of the symmetry operations
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Figure 13.2.1: Comparison of methods for calculating the phonon density of states for
a single conventional unit cell of bulk silicon (8 atoms) at a temperature of 300K. The
simulation spans a time of 3 ps with a time step of 1 fs. The black, blue and red lines
show calculations of the phonon density of states following equations (13.2.1–13.2.3), as
indicated. The inset shows the same data in double logarithmic representation to better
visualize small numerical diﬀerences of the methods.
allowed for each Irrep based on Wyckoﬀ positions and the space group of the equi-
librium structure. These representations are the symmetry derived displacement
modes, which build the rows of the symmetry transformation matrix C that was
introduced in section 12.3.2.
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14.1 Phonon spectra of silicon
In order to verify the general validity of our approach, we simulated the phonon
wavenumber of crystalline silicon using the dynamical matrix method and molecu-
lar dynamics simulations. Crystalline silicon forms a diamond-like structure which
belongs to space group 227 (Fd-3m) with lattice vectors of the primitive unit cell
given by the matrix
L =
⎛
⎜⎜⎜⎜⎝
1 1 0
1 0 1
0 1 1
⎞
⎟⎟⎟⎟⎠ ·
a√
2
(14.1.1)
and two point symmetric atoms at locations L · (±1/4,±1/4,±1/4). The unit cell
size a was optimized for minimum electronic energy at zero temperature by ﬁtting
the total electronic energy obtained in static simulations versus a with a second order
polynomial. We obtained amin = 3.860✝A corresponding to a distance of neighbouring
silicon atoms of 2.364✝A. The simulation cell for calculations of the dynamical matrix
and for molecular dynamics simulations comprised 4x4x4 primitive unit cells with
a total of 128 atoms, allowing discrete spatial Fourier transforms for several special
points on the reciprocal lattice, including the Γ q = (000) and the L-point q =
(1/21/21/2) ·π/a. Molecular dynamics simulations were performed at temperatures
of 200K and 300K with the same lattice vectors that were used for the calculation
of the dynamical matrix in order to exclude eﬀects of lattice expansion.
The dynamical matrix was calculated with a ﬁnite step size of 1× 10−6✝A. The power
spectra from molecular dynamics simulations P (ω) (eq. 12.3.2) and the positions
of wavenumbers ωj (eq. 12.2.3) are both shown in units of wavenumber shifts (eq.
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Figure 14.1.1: Comparison of wavenumber shifts in silicon obtained from neutron scat-
tering32 (black lines, upper panel in (a) and (b)), eigenvalues of the dynamical matrix
(which was obtained by the method of ﬁnite diﬀerences) (black lines, second axis in (a)
and (b)) and phonon occupations calculated as the power spectra of molecular dynamics
simulations (color coded intensity plots) at 200K and 300K (lower axes in (a) and (b)).
(a) Wavenumber shifts at the Γ-point including only optical phonon modes (LO,TO).
(b) Wavenumber shifts at the L-point including optical and acoustical phonon modes
(LA,TA,LO,TO). Mode assignments given above the wavenumber-axes at approximate
wavenumbers correspond to all four methods.
12.2.8) in ﬁgure 14.1.1 together with experimental data from neutron scattering
experiments.32 From the N = 2 atom base, we expect six individual phonon modes,
each two transverse and one longitudinal modes for optical and acoustic phonons.
Acoustic phonons are not visible at the Γ-point since they describe constant oﬀsets
of all atoms. The optical modes are degenerate at the Γ-point, and the L-point
the transverse modes are degenerate. Phonon polarization vectors agree with the
experimental classiﬁcation. This was checked directly by inspecting the eigenvectors
of the dynamical matrix and by inspection of Fourier components at the peaks of
molecular dynamics spectra. Longitudinal (L), transverse (T), acoustic (A) and
optical (O) mode assignments are indicated in the ﬁgure as LO, TO, LA and TA.
The single phonon mode at the Γ-point is clearly visible in the power spectra of
both MD simulations as a pronounced peak close to the wavenumber calculated with
the dynamical matrix at around 500 cm−1. A slight shift to lower wavenumbers is
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Figure 14.1.2: Inﬂuence of temperature and lattice expansion on the wavenumber fpeak
of the Raman peak in bulk silicon. Error bars indicate the peak width. (a) Peak wavenum-
ber versus simulation temperature at ﬁxed lattice constant of a0 = a(0K) = 5.46 A˚. (b)
Peak wavenumber versus lattice expansion 100·(a−a0)/a0 at a ﬁxed temperature of 300 K.
Inset axis: temperature scale according to the experimental lattice expansion of silicon.89
The ﬁtted slope in (a) is -0.0137 cm−1/K, while the (linearized) lattice expansion alone
accounts for only -0.0037 cm−1/K, as determined from the temperature scale in (b). This
indicates that in the considered range temperature induced anharmonic eﬀects account for
78% of the peak shift, while only 22% of the shift are caused by pure lattice expansion.
however visible for increasing temperature. Experimental data shows a wavenumber
shift of around 520 cm−1, which is in good agreement with both simulation methods.
At the L-point the experimental spectra show the expected four peaks which show
a good overlap with power spectra. The wavenumber shifts calculated from the
dynamical matrix overlap with all optical phonons, but show a signiﬁcant deviation
from power spectral data and from experimental data for the longitudinal acoustic
mode. The good agreement of power spectral data with the experiment shows that
our molecular dynamics simulations trajectories are well suited to predict phonon
excitations.
Experimental investigations of the optical peak at the Γ-point, which is Raman ac-
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tive, showed a decrease of the wavenumber shift with temperature with an average
slope of −0.024 /cm/K.10,31,141 In a harmonic approximation this shift can be ex-
plained by a lattice expansion with temperature, that leads to a broadening of the
potentials and thus a decrease of the associated spring constants. However using
our approach we were able to identify the peak shift as an eﬀect that is only weakly
inﬂuenced by lattice expansion and instead much stronger by the nonlinearity of the
interatomic potentials.
We therefore analyzed the position of the optical modes at the Γ-point in a tempera-
ture range from 100K to 1150K at the optimized lattice constant for a temperature
of 0K. Using this rather unrealistic setting we can directly access the non-linearity
of the inter-atomic potentials. Resulting wavenumber shifts and peak widths (full
width at half-maximum) are shown in ﬁgure 14.1.2(a). Additionally we calculated
the wavenumber shifts of the same optical modes at a ﬁxed temperature of 300K for
variable lattice constant. The lattice constant was therefore varied in a large range
covering experimentally observed thermal expansion in the temperature range men-
tioned above.89 Results of this analysis are shown in ﬁgure 14.1.2(b).
For variable temperature and ﬁxed lattice constant, we determined a slope of -
0.0137 cm−1/K, while the variable lattice constant simulations show a slope of -
820.7 cm−1. We can convert the latter value to an approximate additional slope
in the temperature scale of -0.0037 cm−1/K by using the experimentally obtained
lattice expansions at 120 K and 1200 K89 (compare with the additional temperature
scale in ﬁgure 14.1.2(b)). This step is an approximation for a linearization of the
temperature dependence of the lattice constant. The two contributions sum up to a
total peak shift of -0.017 cm−1/K, which is close to the experimentally determined
value of -0.024 cm−1/K.
We conclude, that within the considered parameter range pure anharmonic eﬀects
account for ca. 78% of the Raman peak shift in bulk silicon, while only 22% of
the peak shift arise from the lattice expansion. This remarkable result justiﬁes the
use of MD simulations compared to faster, but less accurate methods based on the
harmonic approximation. The good agreement with the experimental value for the
peak shift demonstrates the predictive power of the used methodology.
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Figure 14.2.2: Symmetry-resolved optical spectra of a hydrogen passivated silicon
nanowire with a diameter of 1.2 nm. Top panel: phonon density of states P (ω) of
all Γ-point modes. Mid panel: Raman spectrum PRaman(ω) (thick black line) and its
symmetry/Irrep-based decomposition according to the Irrep labels on the right hand side
of the plot (thin, colored lines). Bottom panel: infrared (IR) spectrum PIR(ω) (thick black
line) and its symmetry decomposition. Our method can calculate such spectra from MD
trajectories of any kind of bulk or nanostructure.
however help in the validation of our method and we can still explain basic properties
of our Raman spectra of silicon nanowires.
In ﬁgure 14.2.2 we demonstrate the potential of our method. The ﬁgure shows Irrep-
resolved and total Raman and IR spectra as well as the phonon density of states at
the Γ-point of a 1.2 nm diameter SiNW simulated at 300 K. The total Raman and
IR spectra were calculated according to equations (12.3.5) and (12.3.6). Spectra
of single Irreps were similarly calculated by summing only over the modes of the
speciﬁc Irrep. The spectra associated with diﬀerent irreducible representations are
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Figure 14.2.3: Diameter-dependent change of the Raman peak wavenumber of silicon
nanowires (SiNWs) relative to the wavenumber in bulk silicon. Hydrogen passivated
SiNWs (blue ⃝) and SiNW without surface stress (green □). Inset: sample Raman spec-
trum of a 4.6 nm diameter hydrogen passivated SiNW (blue) with a Gaussian ﬁt, used to
obtain the peak wavenumber (red). The ﬁtting range is indicated by vertical gray lines.
The results indicate that the main contribution to the wavenumber shifts comes from the
phonon conﬁnement eﬀect and the inclusion of surface stress leads to an additional shift
of 9-22% (except for the 2.3 nm diameter wire).
clearly separated. Spectra as in ﬁgure 14.2.2 can in principle be calculated from MD
trajectories of any kind of bulk or nanostructure.
We compared SFMD infrared spectra with spectra obtained from the autocorre-
lation function of the dipole moment. Details on the analysis of dipole moments
and results are described in the supporting information of our publication.155 The
comparison indicates that our method describes frequencies of optical spectra with
good accuracy and produces less noise than the method based on dipole moments.
The intensities of the spectra are not equal, which is expected, since the SFMD
spectrum describes occupations of phonons that can lead to changes in the dipole
moment, but it does not determine the actual amplitude of the change in the dipole
moment.
In contrast to bulk silicon, where the Raman spectrum consists only of a single peak
at about 500 cm−1, the Raman spectra of SiNWs have much more peaks. Due to the
small diameter (1.2 nm) of the SiNW studied in ﬁgure 14.2.2 individual peaks can be
identiﬁed. For nanowires with bigger and bigger radii more an more peaks appear
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and eventually merge into bands. The emergence of an almost Gaussian-shaped
Raman band between 450 and 500 cm−1 can be followed in ﬁgure 14.2.2 and in the
inset of ﬁgure 14.2.3 for a 1.2 nm and a 4.6 nm diameter SiNW, respectively. As the
diameter of the SiNW increases, the peak position of this band changes to higher
wavenumbers and approaches the silicon bulk value. In ﬁgure 14.2.3 we studied the
shift of this peak position as function of nanowire diameter.
Raman peak shifts of silicon nanowires were previously calculated using the RCF
phonon conﬁnement model.96,143 Within this model the appearance of many indi-
vidual peaks in the Raman spectrum of small SiNWs (see ﬁgure 14.2.2) is a result
of the integration or back-folding of the bulk silicon phonon dispersion along con-
ﬁned dimensions into the Γ-point of the nanowire. Since only Γ-point phonons are
Raman active, phonon conﬁnement is accessible by Raman spectroscopy. For large
nanowires back-folding is restricted to a small region around the bulk Γ-point and
with shrinking wire diameter the radius of the back-folded region is increased. The
above mentioned dependence of the Raman peak position on the wire diameter is
thus caused by the geometry dependence of the zone-folding procedure. However
this picture is not complete as nanostructures have large surface-to-volume ratios
and important surface eﬀects like stress, reconstruction, or chemical functionaliza-
tion are neglected.
For our hydrogen passivated SiNW the presence of surface stress is visualized in
ﬁgure 14.2.1(b-e). This plot shows the mean interatomic bond lengths of equilibrated
SiNWs at T=300 K (MD run averaged over 15 ps). We see that in the interior of all
nanowires the bond lengths are as in bulk silicon but in the outermost atomic layer
the bonds are slightly shorter. To be speciﬁc, the Si-Si bonds in the surface planes of
all nanowires are shortened by 0.37%±0.04%, bonds along the edges are shortened
by 0.85%±0.08%, while the inner Si-Si bond lengths are coinciding with those in
bulk silicon with a marginal lengthening of 0.042%±0.056%. This is a manifestation
of surface stress. It is very interesting to note that the surface stress only aﬀects
the outermost atomic layer and does not imply a homogeneous compression of the
SiNW.
An interesting question is now: How strong is the inﬂuence of surface stress on
the optical spectra in comparison to pure phonon conﬁnement? In order to answer
138
14 Results 14.2 Phonon spectra of silicon nanowires
this question, we investigated an artiﬁcial type of nanowire that we call “surface
stress-free” nanowire. The latter is a SiNW as shown in ﬁgure 14.2.1(a), where the
hydrogen atoms are removed and the system is fully embedded into a big silicon
bulk supercell. During the MD simulation the silicon atoms that are outside of the
original SiNW are kept ﬁxed. This structure does not exhibit surface stress, while
still conﬁning phonons to the nanowire region.
In ﬁgure 14.2.3 the Raman peak shifts of SiNW with and without surface stress were
calculated. In this plot we show the wavenumber diﬀerence of the SiNWs relative
to bulk silicon at 300 K. The wavenumbers of the peak positions were determined
by ﬁtting Gaussian functions to the simulated spectra, as indicated in the inset of
ﬁgure 14.2.3. A direct comparison with experimental values of the Raman peak
shift in SiNWs is not possible due to the limitation of our computations to thin
wires and limitation of experimental wires to larger sizes. Experimental Raman
spectra of nanowires down to 10 nm in diameter were reported previously.22,96,143
The wavenumber of the peak position of 10 nm diameter nanowires was measured
to be approximately 15 cm−1 lower than the one of bulk silicon. We calculated the
same value for a 5.6 nm diameter nanowire. Both measurement and computation
are in good agreement, if one takes into account that real silicon nanowire surfaces
are oxidized, hence the diameter of the silicon core of the wire is a few nanometers
smaller than the total wire diameter. Experimentally the Raman shift has been
shown to grow monotonically with growing wire diameter, which was reproduced by
our calculations. Hence, the trends and the order of magnitude of the wavenumber
shifts of our calculations agree with experimental results.
More importantly we see that for the considered structural model of hydrogen-
passivated SiNWs and within the considered range of radii the peak shifts of surface
stress-free SiNWs are 9 to 22% smaller than the ones of hydrogen passivated wires
(except for the 2.3 nm diameter wire). Hence, the peak shift is primarily caused by
the phonon conﬁnement eﬀect (91 - 78%) and surface stress shifts the wavenumber
of the peak position further down by about 9 to 22%. The investigated range of
nanowire diameters is to small to make assumptions about larger wires and especially
about wires with diﬀerent surface passivation, such as silicon oxide.
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14.3 Summary
We established a method to calculate Raman and infrared wavenumbers from tra-
jectories of molecular dynamics simulations using the crystal symmetry of the input
structure and publicly available symmetry analysis software. The optical spectra
can be decomposed according to the symmetry (irreducible representation) of the
molecular vibrations, which was demonstrated for a small hydrogen passivated sil-
icon nanowire. Explicit and expensive calculations of electronic properties like the
electric polarizability (which we measured to increase calculation time by a factor
of 24) or dipole moment are not required. Therefore our method can be easily used
with any existing molecular dynamics software and is applicable to a wide range of
bulk structures, nanostructures, and molecules.
Using this method we determined the temperature-shift of the Raman peak wavenum-
ber of silicon in the diamond structure. The obtained results are in good agreement
with experimental data, which validates our method and the DFTB-based molecular
dynamics approach that was used. We further showed that the change of the har-
monic vibrational wavenumbers due to thermal lattice expansion is a minor eﬀect
(22%) and that temperature-driven anharmonic eﬀects (78%) are the main contri-
butions to the wavenumber shift.
By analyzing the interatomic bond lengths of hydrogen passivated silicon nanowires
of diﬀerent diameters, we found that in the interior of all nanowires the bond lengths
are almost as in bulk silicon (deviating only by 0.042%±0.056%) but in the out-
ermost silicon layer the bonds are shorter (-0.37%±0.04% in the surface planes ,
-0.85%±0.08% along the edges). This is a manifestation of surface stress. Thus
surface stress does not imply a homogeneous compression of the silicon nanowire
but only aﬀects the outermost silicon layer.
We further analyzed the inﬂuence of phonon conﬁnement and surface stress on the
diameter-dependent wavenumber shift of a pronounced Raman peak in hydrogen
passivated silicon nanowires. We found that the main contribution to the wavenum-
ber shifts comes from the phonon conﬁnement eﬀect and surface stress leads to an
additional shift of 9-22%.
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Our results indicate that the method presented here is able to produce quantitative
results that can be compared to experiments. We propose our method to be used
for the understanding of Raman and infrared spectra of novel bulk and nanostruc-
tures.
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