Abstract. We derive improvements of Kato's inequality for sections of an irreducible SO(n)-or Spin(n)-bundle V in the category of Riemannian manifolds, under the assumption that the section solves a first-order equivariant injectively elliptic system D. An explicit, general (covering all V and D) formula is given for the improved Kato constant.
Introduction
Kato's inequality for a smooth section ϕ of a Riemannian vector bundle V with compatible connection says that Here each |·| is computed using the Riemannian structure on the relevant bundle, and we assign the canonical tensor product metric to the bundle T * M ⊗V, where ∇ϕ lives. For some time now, a standard technique has been to use improved versions of the Kato inequality, good in the case of sections that solve some injectively elliptic system. Such an improvement should look like
for some specific ε > 0. For example, various curvatures, by virtue of Bianchitype identities, solve injectively elliptic systems, and thus satisfy improved Kato inequalities; see [10] in the case of self-dual Yang-Mills fields, and [1, 7] in the case of the Weyl curvature. These improvements are crucial to estimates at infinity of the size of these curvatures on, for example, manifolds that are asymptotically R n . J.-P. Bourguignon observed in [2] that there must be some positive Kato constant ε associated to any natural injectively elliptic system. In view of applications like that in [10] , and a new application to the proof of the Hijazi inequality in [5] , Proposition 3.4, the determination of the best Kato constant is apparently related to the idea of Stein and Weiss [8] of determining the exponents p for which |ϕ| p is subharmonic, ϕ being a solution of the injectively elliptic system in question.
In this paper we derive an improvement of Kato's inequality for a general irreducible SO(n)-or Spin(n)-bundle V (for n ≥ 2) in the category of Riemannian manifolds, and for all equivariant (under SO(n) or Spin(n)) first-order injectively elliptic systems. These V come equipped with Riemannian metrics and compatible connections (those derived from the Levi-Civita spin connection). A change of normalization for the metric of such a V has no effect on the Kato constant ε, since only the relative normalization of the metrics on V and T * M ⊗ V matters, and this is fixed by the tensor product metric convention. Let H be SO(n) or Spin(n), and let M be an n-dimensional H-manifold. That is, if H = SO(n), we require M to be oriented and Riemannian, and if H = Spin(n), we require M to be a Riemannian spin manifold. Let V = F × λ V be a vector bundle canonically associated to a finite-dimensional representation (λ, V ) of H and the bundle F of H-frames (i.e., oriented orthonormal frames, or Riemannian spin frames). Note that if we have spin structure, we may take H to be Spin(n) even for SO(n) bundles, since we may always compose with the covering homomorphism Spin(n) → SO(n). Let (τ, T ) be the defining representation of SO(n), and let Π be an H-invariant projection on T ⊗ V . Π induces an equivariant projection, which we shall also call Π, on the bundle T * M ⊗ V, since (τ, T ) induces T * M ∼ = SO(n) T M. The operator
where ∇ is the H-equivariant covariant derivative, is then either 0 (iff Π = 0), or an H-equivariant first-order differential operator from (sections of) V to (sections of) an H-equivariant direct summand V Π of T * M ⊗V. It is possible to say "direct summand" because of Weyl's theorem, which insures the complete reducibility of finite-dimensional representations of so(n). If Θ is the complementary projection onto the orthogonal complement of the range of Π, then
the last equation by orthogonality of the ranges of Π, Θ. In fact, it is known (see [8, 6, 4] ) that if V is irreducible, then T ⊗ V splits into irreducibles with multiplicity one; that is,
where
The number N (V ) depends on the particular representation (λ, V ) involved; see the discussion following (13) below. Thus any projection Π of the type discussed above has the form 
so [4] , Theorem 4.10 classifies the injectively elliptic sets A. The purpose of this paper is to find improvements of the basic Kato inequality (1) on smooth sections ϕ of V. These improvements have the form (2) , and are valid under the assumption that ϕ is annihilated by some injectively elliptic G A . The constant ε = ε A will be dependent on, and explicitly computable from, the data (λ, V ) and A. A formula for ε A is given in Theorem 4 below, and this is shown to be sharp in Theorem 7. Simpler formulas for minimal elliptic sets A are special cases; these are given in various corollaries.
Let us see how these improvements come about, and in the process explain the derivation of the unimproved Kato inequality (1) . Let ϕ be a smooth section of V, and let η := d|ϕ| 2 .
Then
On the other hand, we have
is the h-metric contraction in the two V arguments. In (6), we have used the compatibility of ∇; that is, the fact that our bundle metrics are parallel. For some (not necessarily continuous) unit covector field ξ 0 , we have
Note that |ξ 0 ⊗ ϕ| = |ϕ|. This shows that if there is no assumption on ϕ, i.e., if Π = 0, then |η|
· |∇ϕ|
2 . In conjunction with (5), this gives the unimproved Kato inequality (1). The improvement comes from the fact that, for elliptic Π, |Θ(ξ 0 ⊗ ϕ)| is systematically smaller than |ϕ|. That is, a simple tensor like ξ 0 ⊗ ϕ must form a certain nonzero minimum angle with the range of a co-elliptic projection like Θ. An important point is that ξ 0 is real. It is irrelevant, however, whether or not there is a distinguished real form for (λ, V ). (See [8] , p. 174.) Indeed, suppose ε is an ellipticity constant for G * Π G Π , in the sense that the pointwise estimate
holds for all covectors ξ and sections ϕ of V. The leading symbol of ∇ is
Substituting into (7), we have
With (5), this gives (2). The author learned of this problem in a lecture by Marc Herzlich, on joint work of Calderbank, Gauduchon, and Herzlich. They were able to calculate Kato constants for all minimal elliptic projections Π A in the case N (V ) ≤ 4. It was apparent that the Kato constants achieved by Calderbank, Gauduchon, and Herzlich were similar in form to the normalizing constantsc λσ u of [4] (see also (15) below), which appear in our Kato constant formulas. In addition, the algebraic problems they encountered (Vandermonde systems involving conformal weights) had also appeared in the computation of thec λσ u in [4] . Thus it was natural to speculate on possible relations between the two sets of results. Shortly after the present paper was submitted, Calderbank, Gauduchon, and Herzlich were kind enough to send us a preliminary version of [5] , in which the small N (V ) restriction is removed (though there is an exceptional class of injectively elliptic systems not covered by the main result of [5] ). Remarkably, the two methods of computing the Kato constants are genuinely different; see Remark 10 below.
The author would like to thank Calderbank, Gauduchon, and Herzlich for making him aware of the Kato constant problem, and for providing a preliminary draft of [5] . He would also like to thank Peter Gilkey for supplying an elegant proof of Lemma 2, and David Calderbank for discussions clarifying the sharpness question (Remark 9 below). Discussions with Oussama Hijazi, Palle Jorgensen, and Bent Ørsted have also been helpful.
The main results of this paper, Theorems 4 and 7, are given in the next section, as are various corollaries. In the third section, we work out a few specific examples of bundles V and elliptic sets A.
Statement and proof of the main results
An important point is that the estimate (8) is just a statement about the representations (λ, V ), (τ, T ), their tensor product; and about the invariant inner products for these representations (given the canonical tensor product metric convention). In fact, the discussion just after (8) shows that its right side is |Π(ξ ⊗ ϕ)| 2 . Thus if (8) holds at a point x ∈ M , it holds at all points; and in fact, at all points of all n-dimensional H-manifolds. We sum this up in:
(a) Suppose that there is a constant ε such that for all vectors u ∈ T and v ∈ V ,
Then on all n-dimensional H-manifolds,
pointwise, for all sections ϕ of V and all covector fields ξ. Then (10) holds for all u ∈ T and v ∈ V , and as a consequence, the improved Kato inequality (11) holds on all n-dimensional H-manifolds M .
The second part of this will be used in combination with the following lemma to convert spectral information about the G * A G A on a special manifold (the sphere) into local information on leading symbols.
Lemma 2. On a Riemannian manifold M , let D be a formally self-adjoint second-order differential operator on a Riemannian vector bundle (V, h) with leading symbol σ 2 (D)(ξ). Suppose we have an estimate
for some formally self-adjoint differential operator P of order at most one, valid on all compactly supported smooth sections ϕ of V. Then D has nonnegative definite leading symbol; that is,
, and t > 0. Applying the estimate (12) to e √ −1tf ϕ, dividing by t 2 , and letting t → ∞, we get
Now, given x ∈ M , replace ϕ by ψ m ϕ, where (ψ m ) is a sequence of smooth cutoff functions with ψ m L 2 = 1, but with compact supports decreasing to {x}. Taking the limit as m → ∞, we get positive semidefiniteness for σ 2 (D)((df ) x ).
Since each covector at x is (df ) x for some f , the conclusion of the Lemma follows.
Remark 3. If we replace D by D − εB,
where B is any second-order operator with leading symbol |ξ| 2 Id V , the hypothesis becomes
and the conclusion becomes
for all sections ϕ of V and all covector fields ξ.
To be specific about the modules involved in (4), we need to state the classical selection rule. First recall that weights for so(n) may be identified with elements of Z ∪ ( 
Isomorphism classes of finite-dimensional irreducible so(n) representations are parameterized by the set χ(n) of dominant weights in such a way that the module with parameter λ has λ as its (lexicographically) highest weight. We shall sometimes abuse notation, denoting a representation and its highest weight by the same letter. Thus a dominant weight λ gives rise to a representation (λ, V ), which in turn induces a bundle which we shall call V(λ). λ in Z (i.e., integral λ) give rise to representations of SO(n), and to SO(n) bundles; these have tensor realizations. λ ∈ ( 1 2 + Z) (i.e., properly half-integral λ) give rise to representations of Spin(n) that do not factor through SO(n); these have tensor-spinor realizations. For more details, see for example [8, 4] .
The selection rule is:
where σ ↔ λ if and only if σ ∈ χ(n) and
where e a = (0, . . . , 1, 0, . . . , 0) is the a th standard basis -tuple. Clearly the
u=1 be some enumeration of the σ with σ ↔ λ. (A convenient way to enumerate is to put the σ u in decreasing lexicographical order. This is what we shall do in the examples of the next section, but a specific enumeration is not really needed.) As mentioned in connection with (4), the selection rule has multiplicity one:
Note that by (13), the number N (λ) is bounded from above by the dimension n.
Let G u = G λσ u be the gradient obtained by projecting ∇ onto the V(σ u ) summand as in (3) . To state the theorem, we shall need some further notation, and some normalizing constants from the formula for the spectrum of any
As in that reference, we always use the tensor product Riemannian structure on T * M ⊗ V(λ) to compute adjoints.
Let ρ = ρ so(n) be the weight given by
and for any so(n) weight µ, letμ
and let
Note that this is easy to compute:
, n even,
(A unified formula handling all cases is given in [4] , Remark 5.6.) We shall also need the classical branching rule, which gives the restriction of a finite-dimensional so(n + 1) representation to so(n) (imbedded in the standard way). If V(α) is the irreducible so(n + 1)-module with highest weight α, then the multiplicity of V(λ) in V(α)| so(n) is either 0 or 1, and is 1 if and only if:
We shall denote this relation by
; this is the number of components in a weight of so(n + 1). Let χ(n) be the set of dominant weights for so(n), and let
A remark which will be of use to us is:
Here and below, N = {0, 1, 2, . . . }, and the L-tuple (α 1 , β) is viewed as an element of χ(n + 1).
A feature of the computation in [4] , Sec. 5 is the distinction of certain components of a variable α ∈ χ(n+1) with α ↓ λ. Given λ, Let T (λ) be the set of those a in {1, . . . , L} for whichα 2 a is allowed more than one value by the interlacing inequalities (16). It is shown in [4] that the cardinality of T (λ) is the number t(λ) defined above in (14), which may thus be viewed as a relation between the branching complexity and selection complexity of λ. For present purposes, it is convenient to define is allowed more than one value by the interlacing inequalities of the branching condition β ↑ λ. With reference to (17), note that if β ∈ χ(n − 1) is obtained as
is an explicit, positive ellipticity constant for G *
for all sections ϕ of V(λ) and all covector fields ξ on any H-manifold. Furthermore, ε A is an improved Kato constant for sections annihilated by G A :
Remark 5. We adopt the usual convention on empty products, so if T • (λ) = ∅, the product in (18) or in (19) is unity. Similarly, possible empty products in the statements of Corollaries 11-20 below are to be interpreted as unity.
Proof of the Theorem. On the standard sphere S n , each G * u G u is diagonalized by the decomposition into so(n+1) types V(α; λ), where α runs over all so(n+1)-dominant weights with α ↓ λ. By [3] 
Note that among all theα 
form an increasing sequence tending to infinity. By (21),
In (22) and below, the value of "const" changes from line to line, and depends on λ. The coefficients C(λ, u, α) must be nonnegative, to avoid contradicting the positive semidefiniteness of G * u G u . They are also bounded above for fixed λ, since (α 2 , . . . ,α L ) and u run through finite sets. Thus
and we have an estimate of the form (12), with
To convert this constant to the form (18), note that for α ∈ χ(n + 1) and λ ∈ χ(n), we have 
Theorem 7. If A is elliptic, then the ε A of Theorem 4 is the largest ellipticity constant for G *

A G A at any point of any H-manifold. ε A is also the largest universal Kato constant for G A .
Proof. Let β be an so(n − 1)-type realizing the minimum in (18). If there is a better ellipticity constant ε > ε A , then
has positive definite leading symbol, but, when realized on standard S n , is negative definite on the infinite-dimensional space We use α and β to define corresponding parallel sections over flat R n , which we shall also denote by α, β.
Since ∇ϕ = β and β lies in the range of Θ, we have G A ϕ = 0. In the notation of Section 1, at the origin, η = 2 Re h (α, β). Of all real unit vectors ξ in T , the choice ξ = ξ 0 is the unique one which maximizes g (η, ξ). But
By the choice of α and the fact that the eigenvalue list for ζ(v)
If ξ 0 = v, take a 0 ∈ H with τ (a 0 )ξ 0 = v. By (24) and the H-invariance of all the metrics and of Θ,
Since V v is invariant under the subgroup H v of H fixing v, equation (25) Having established that ξ 0 = v, we have equality in the inequalities of (9), and in the Schwarz inequality step of (7). This shows that an improved Kato inequality with a constant larger than ε A fails in R n .
Remark 8. The case where ζ(v) * Πζ(v) and ζ(v)
* Θζ(v) are positive multiples of the identity can actually occur. For example, let (λ, V ) be the spin representation in odd dimension, or one of the half-spin representation in even dimensions, and let Π be projection onto the spinor (resp. twistor) summand of T ⊗ V ; then Θ is projection onto the twistor (resp. spinor) summand.
Remark 9.
For a general metric g, there need not be any solutions of an injectively elliptic system G A ϕ = 0, even locally. Thus the statement in Theorem 7 about universal Kato constants is the appropriate one. The only other sensible sharpness question for Kato constants concerns solutions at a point x, which always exist because (∇ϕ) x is arbitrarily prescribable. If A is elliptic, (G A ϕ) x = 0, and
In this statement, ε A is sharp for any metric and at any point, by a version of the R n argument above, using normal coordinates.
Remark 10. The approach of [5] to the Kato constants is essentially different from ours. Their formula is an extremum over the selection rule (13) rather than (as in our formula) over the branching rule. More precisely, they extremize over maximal non-elliptic sets A. (Theorem 4.10 of [4] , by identifying the minimal elliptic sets, also implicitly identifies the maximal non-elliptic sets.) Their approach requires fairly explicit knowledge of the action of the central character of so(n) in each representation -that is, knowledge of the values of the higher Casimir elements in the enveloping algebra. The corresponding power in our argument derives from the spectral calculations in [4] , which encode central character information (as well as additional information) more implicitly. In fact, one induces all the way up to so(n + 1, 1) to gather the information, so that four "levels," so(n − 1), so(n), so(n + 1), and so(n + 1, 1), get involved in the combination of [4] and the present arguments.
There is an exceptional case in which [5] is not able to identify a sharp Kato constant: n and N odd, and λ properly half-integral. The technical difficulty is a paucity of non-elliptic sets over which to take the extremum. To speculate somewhat, this may be a symptom of a general fact about induced representations: the branching rule at a given λ is somewhat more powerful than the selection rule at λ, since it encodes information about all invariant differential operators, rather than just low-order ones. The cure for this, within the [5] setting, may be to bring in information on the selection rule at λ-selection targets σ; that is, to iterate the selection rule in order to make contact with information on higher-order operators.
In the following corollaries, we shall be interested in simplified statements of special cases of Theorem 4. Each minimal elliptic set, for each λ, is covered by one or another of the corollaries.
Corollary 11. For sections annihilated by the top gradient
, we have an improved Kato inequality with constant
Proof. By (19), the minimum is attained when each |β b | is as close to |s 1 | as possible. By the branching rule, 
Proof.
Here
, and we make the factors |β
• .
The second and third exceptional classes are described in [4] , Theorem 4.10(c). The Kato constant results are given in the next two corollaries.
Corollary 14. Suppose
n is odd, λ = 1 2 , σ u = λ, or n is even, |λ | = 1 2 , (σ u ) = −λ .
Sections annihilated by G u satisfy an improved Kato inequality with constant
The proof is similar to that of Corollary 13; note that here, s u = 0. 
Corollary 15. Suppose n is odd, λ ≥
where we setλ +1 = 0 by convention.
The proof is again similar; we just need to note that is now in T (λ)
• , and the optimal value ofβ is 1/2.
Remark 16. If the gradient targets are numbered in decreasing lexicographical order, then the σ u described in Corollaries 13 and 14 is is σ t λ +1 , while the one described in Corollary 15 is σ t λ .
The typical case of a minimal elliptic set of cardinality 2 is described in the following corollary.
Corollary 17. Suppose
Then A = {u, v}, where σ u = λ − e a and |(σ v ) a+1 | = |λ a+1 | + 1, is a minimal elliptic set, and sections annihilated by G A satisfy an improved Kato inequality with constant
Remark 18. The rather strange way in which σ v is identified is necessary in order to cover the case n even, a + 1 = , λ ≤ 0. Note that in this case, if λ = 0, we get two choices for (σ v ) , namely ±1.
Proof of Corollary 17.
A is a minimal elliptic set by [4] , Theorem 4.10, Cases d and e. To have a chance of attaining the minimum in (19), we must choose
). Only the value of β a is not immediately clear. However, given (29), the quantity to be minimized in (18) is now a quadratic function of the single variableβ a , as this variable ranges over the set
This quadratic function Q(β a ) has its extremum (over all real values ofβ a ) at 0. Thus, depending on the sign of the lead coefficient of Q, the minimum is achieved at one of the extreme values of the set (30). When we substitute either of these values into the two-term sum in (18), one of the terms vanishes. The result is (27).
Remark 19. The optimal choice ofβ a in the proof of Corollary 17 is
(By the nonnegativity of the C(λ, u, α) and (28), −X and Y are both positive.)
There is another sort of minimal elliptic set of cardinality 2; this is Case f of [4] , Theorem 4.10. Its Kato constant is described by the following corollary.
Corollary 20. Suppose n is odd and λ ∈ Z
+ . Then A = {u, v} with σ u = λ, σ := σ v = λ − e is a minimal elliptic set, and
Proof. A is a minimal elliptic set by Case f of 
Examples
We shall typically order the σ u in decreasing lexicographical order, so that σ 1 is always the "top target" λ + e 1 . In the notation ε A , if A is a singleton {u}, we shall write ε u instead of ε {u} . We shall also abbreviatec λσ u asc u .
In [5] , Calderbank, Gauduchon, and Herzlich record the values of the sharp Kato constants for all minimal elliptic sets, in all cases where N (λ) ≤ 4. (This includes the small N (λ) cases which are not covered by their main argument; see Remark 10 above.) In the originally submitted version of the present paper, all N (λ) ≤ 4 cases were treated in detail as examples; that is, the above corollaries were used to write the sharp Kato constants in terms of the entries of λ. Since this information is now available in [5] , we omit it here in the interest of brevity; however, the calculations are available to interested readers upon request.
One case of special interest is that of algebraic Weyl tensors for n ≥ 4; these are totally trace-free 4-tensors Y with the symmetries
If n ≥ 5, then the algebraic Weyl tensors comprise a bundle isomorphic to V(2, 2, 0, . . . , 0), while for n = 4, they are V(2, 2) ⊕ V(2, −2); the direct summands are the self-and anti-self-dual algebraic Weyl tensors. (See [9] for details.)
If n ≥ 7, the algebraic Weyl tensors have N (λ) = 3, the targets being σ 1 = λ + e 1 , σ 2 = λ + e 3 , and σ 3 = λ − e 2 . The minimal elliptic sets are {1} and {2, 3} by [4] , Theorem 4.10(a,d). By Corollary 17,
This is especially interesting because the Weyl tensor of the metric is automatically annihilated by G 2 , by virtue of the second Bianchi identity [9] . Since G 3 is realized, up to a constant multiple, by the divergence ∇ i Y ijkl , we get the result that for n ≥ 7, if the metric Weyl tensor is divergence-free, then it satisfies a Kato inequality with ε = 2/(n + 1). The divergence-free condition can in turn be enforced by the vanishing of the V (2, 1, 0, . . . , 0) part of ∇b, where b is the trace-free Ricci tensor, by the contracted second Bianchi identity: if ρ is the Ricci tensor, τ the scalar curvature, and
(The scalar curvature part of P influences the right side of (32), but not the V (2, 1, 0 , . . . , 0) part of this right side.) As a special case of this, the Weyl tensor on an Einstein manifold satisfies a Kato inequality with ε = 2/(n + 1).
If n = 6, the algebraic Weyl tensors have N (λ) = 4, with gradient targets σ 1 = λ + e 1 , σ 2 = λ + e 3 , σ 3 = λ − e 3 , σ 4 = λ − e 2 . By [4] , Theorem 4.10(a,d,e), the minimal elliptic sets are {1}, {2, 4}, and {3, 4}. The analogue of the above (n ≥ 7) discussion involves the non-minimal elliptic set {2, 3, 4}, since the second Bianchi identity guarantees the absence of the V(2, 2, 1) ⊕ V(2, 2, −1) part of ∇C when C is the Weyl tensor of the metric. Appending the divergence-free condition (absence of the V(2, 1, 0) part), and returning to Theorem 4 to chase through the non-minimal calculation, we get ε {2,3,4} = 2/7, continuing the above formula ε = 2/(n + 1) from higher dimensions. (If we require only that the V(2, 2, 1) or V(2, 2, −1) part of a divergence-free algebraic Weyl tensor vanish, we get the slightly worse Kato constant ε {2,4} = ε {3,4} = 1/4.)
If n = 5, the algebraic Weyl tensors have N (λ) = 3, with gradient targets λ+e 1 , λ, and λ−e 2 . The minimal elliptic sets are {1} and {2, 3} by [4] , Theorem 4.10(a,f). The second Bianchi identity guarantees the vanishing of the V(2, 2) part of ∇C, for C the metric Weyl tensor, and the imposition of the divergence free condition implies a Kato inequality on C with constant ε {2,3} = 1/3, again continuing the formula 2/(n + 1) from higher dimensions.
Let n = 4 and λ = (2, ±2). Here N (λ) = 2 with targets σ 1 = (3, ±2) and σ 2 = (2, ±1). By [4] , Theorem 4.10(a,b), {1} and {2} are elliptic sets. By Corollary 13, ε 2 =c 2 = 2 5 , again continuing the formula 2/(n + 1) from higher dimensions. The value of ε 2 figures in work of Gursky and LeBrun [7] . Note that a condition guaranteeing that either the self-or anti-self-dual part of the Weyl tensor (C + or C − ) is divergence free will enforce an improved Kato inequality on that part. For example, if the part of ∇ k b jl − ∇ l b jk which is self-dual in its two-form (kl) argument vanishes, then C + satisfies the improved Kato inequality. Another interesting example is the Rarita-Schwinger operator. This is the self-gradient on the twistors V( 2 ) when n ≥ 4 is even. Suppose for the moment that n = 3. For any of these irreducible twistor bundles, we have N (λ) = 4. A Rarita-Schwinger operator is elliptic by [4] , Theorem 4.10(c), and is G 3 in our numerology. Twistors annihilated by a Rarita-Schwinger operator satisfy a Kato inequality with constant
, by Corollary 14. When n = 3, the Kato constant for the Rarita-Schwinger operator is ε 2 = 1/15 by Corollary 15; this continues the formula (n−2)/n(n+2) from higher dimensions.
