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R E S U M O 
Este trabalho estuda restriçoes de igualdade em estima- 
ção de estados em sistemas de potência e propõe um algoritmo de 
_. - z estimaçao de estados atraves do metodo ortogonal seqüencial de Gi- 
vens utilizando restrições de igualdade na modelagem de injeções 
nulas, 
-- O objetivo ë de, por um lado, evitar problemas de insta 
bilidade que podem advir do tratamento de injeções nulas como pseu 
domedidas de alta precisão e, por outro lado, utilizar plenamente 
as caracteristicas inerentes ao metodo de Givens. 
O método proposto consiste de duas etapas: Inicialmente 
obtêm-se a solução geral do sistema indeterminado resultante da li 
nearização das equações de restrição. Em seguida, determina-se,den 
tre todas as soluções possiveis deste sistema, aquela que minimiza 
uma função custo do tipo de minimos quadrados. - 
O estimador de estados com restrições de igualdade foi 
testado em quatro sistemas de potência de portes diversos, sendo 
um deles sistema real de concessionaria brasileira. 
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A B S T R A C T 
This work studies equaiity constraints in power system 
state estimation and proposes an aigorithm for state estimation 
via Givens orthogonai row-processing method using equaifiy cmwtrahms 
to modei zero bus power injection. 
The objective is to avoid numericaT instabiiity pro- 
biems which may possibiy arise when such injections are treated as 
highƒaccuracy pseudomeasurements while fuTTy utiiizing the inherent 
characteristics of Givens method. _ 
` The proposed method comprises two steps: Firstiy, the 
generai soiution for the Pahhfiëffifieflt system of equations which re 
suits from the Tinearization of the constraint equations is obtai- 
ned. The ne×t and finai step is to pick, among the possibie soTu~ 
tions of that system, the one which minimizes a cost function of 
the Teast-squares type. 
The state estimator with equaiity C0nStraWWS by Givens 
method has been tested on four power systems of different sizes, 
inciuding a reaiistic system of a Braziiian utility.
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C A P I T U L O 1 
INTRODUÇÃO 
~ ,_ 
l.l - Aspectos Gerais de Monitoracao e Controle em Sistemas Eletrj 
.-. cos de Potencia .
V 
Apesar de praticamente inalterado o ciclo basico de ge 
racão, transmissao e distribuição da energia eletrica em Sistemas 
de Potência desde o inicio deste século, epoca em que a energia 
eletrica passou a fazer parte indissociãvel da era contemporânea , 
._ .- A - uma serie de avanços teoricos vem sendo alcançados na area de estu 
dos de sistemas. Estes avancos, combinados com um crescente aumen- 
to da necessidade e da complexidade da geracao e utilização da e- 
- ` , nergia eletrica, trouxeram a tona problemas ineditos quanto a ope- 
ração e ao controle, assim como quanto ã confiabilidade dos elemen 
tos constituintes de tais sistemas. Estes dois aspectos: operação 
e controle a niveis confiáveis de sistemas elétricos de potência e 
aprimoramento tecnologico do desempenho de equipamentos constituin 
tes destes sistemas, caminham paralelamente e se encontram hoje no 
-... .f 4 ._ cerne das investigacoes cientificas nesta area. Dada a importancia 
da eletricidade no mundo contemporaneo como uma energia sem par 
` , ._. .'- quanto as suas multiplas aplicaçoes e caracteristicas e, consequen 
temente, a complexidade advinda da sua difusao e emprego em larga
f escala tanto a nivel domestico como a nivel industrial e social, a 
necessidade de desenvolvimento cientifico nesta ãrea do conhecimen 
._ f , _ to tecnico e premente. Uma caracteristica presente dos sistemas e- 
letricos de potencia e a sua extensao; outra, o funcionamento in- 
terligado de sistemas ao longo de vastos territorios que transcen- 
dem atë a barreiras nacionais, sem falar das diferenças geografi- 
cas e climãticas. Um outro aspecto dos modernos sistemas elëtricos 
-~ 4 ,_ , ~ de potencia e o controle centralizado para a geracao e transmissao 
de energia. . 
' Quanto ao funcionamento destes sistemas, hã regras bas 
tante especificas, sejam sistemas estatizados, como ë o caso brasi
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leiro e outros, sejam sistemas privados. Estas regras dizem respei 
to a caracteristicas de ordem fisica tanto quanto sõcio-econõmico- 
administrativas. As limitações fisicas dos componentes dos siste- 
mas elétricos de potência, por um lado, e o avanço das tëcnicas de 
supervisao e controle destes sistemas, por outro, conduzem a uma 
filosofia de operaçao que enfatiza a segurança e a confiabilidade 
de operação do sistema. Com o advento dos computadores e o dominio 
da tecnologia dos semi-condutores e das telecomunicações, o fiel da 
balança pendeu muito para o lado da supervisao e controle, que re- 
_ __ _ lativamente vem caminhando mais rapido que a tecnologia de mate- 
riais ou a pesquisa de novas fontes energeticas, por exemplo. Uma 
.... .. , , das razoes historicas e, sem duvida, a corrida espacial e armamen- 
tista, cujo desenvolvimento tecnolõgico foi sabiamente assimilado 
pela teoria de controle em sistemas elëtricos de potência. O resul 
tado positivo disto ë ter-se ã mão um sofisticado aparato tecnolõ- 
giço que mais e mais vem ganhando importancia, nao so na operaçao 
e controle de sistemas, como no seu projeto e desenvolvimento. Nes 
te aspecto, tendo em vista a caracteristica fundamental que se al- 
meja, ou seja, a segurança do sistema em operaçao, duas funçoes ba 
sicas se inserem nos centros de operação modernos: a monitoração 
de segurança e a anãlise de segurança. Estas funções se operam com 
um certo grau de automação, cabendo, no entanto, aos operadores as 
decisoes de responsabilidade. Sabe-se que apesar do progresso avan 
cado na pesquisa e na tecnologia de sistemas, a presença humana no 
._ , controle destes sistemas e necessaria e crescente [i2]. Uma deci- 
são no sentido de evitar uma falha no seu funcionamento requer, a- 
lem de ferramentas eficazes, como funçoes computacionais complexas 
a presenca humana e a sua capacidade de assimilação (limitada) dos 
dados ã sua disposição. Dai a importãncia, no desenvolvimento 
de funções avançadas de controle, de levar em conta o elemento hu- 
mano, mas não sobrecarregando-o de informações supërfluas; proven- 
do-o, isto sim, de dados indispensãveis para que ele tome decisões 
em tempo real muitas vezes. É de largo consenso que a automatiza - 
ção apenas parcial de sitemas complexos ë a melhor indicação quan- 
do se busca segurança [12]. Evidentemente as funções mais rotinei- 
ras são automatizadas e gerenciadas por computador, assim como al- 
gumas funçoes complexas que requerem calculo exaustivo. Aigung 
exmnmos de funções avançadas de controle e supervisão de sistemas
TD
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elëtricos são [17]: Despacho Econômico de Carga, Configurador de 
Redes, Controle de Carga e Frequência, Monitoração de Segurançaem 
Regime Permanente, Estimaçao de Estados em Sistemas de Potencia, 
entre outros. Com resultados providos por estas funções e desen- 
carregados de funções rotineiras, os operadores terão em suasnwõs 
~ A .` decisoes de responsabilidade e relevância onde a experiencia alia 
da a estes instrumentos computacionais sofisticados permitirao u- 
ma operação segura do sistema.
_ 
Das funções avançadas de controle e supervisão, cabe 
relevar aquela que ë o objeto de estudo do presente trabalho de 
mestrado: a Estimação de Estados em Sistemas de Potência, cujas 
caracteristicas e importãncia serão ressaltados a seguir. 
1.2 - A Estimação de Estados em Sistemas de Potënc;i_(EESP) lc 
1.2.1 - Definições e Utilização na Operação em_Tempo 
BEE. ' 
Todo Centro de Controle moderno deve estar munido de 
um banco de dados minimo em tempo real. São tres as maneiras de 
se compor este banco de dados, sendo que nao sao necessariamente 
exclusivas; a primeira: aquisição de dados sem processamento al- 
gum; a segunda; aquisição de dados com computador digital para e- 
fetuar registro, testes de limites e comparações lõgicas 
simples entre medidas redundantes de mesmo valor teorico, visando 
eliminar erros de telemediçao; a terceira: aquisicao de dadoscom 
computador digital usado de maneira sistematica, baseada em mode- 
f .- los matematicos que alem de depurar erros a partir de modelos a- 
leatõrios, estima quantidades e variãveis que não são medidas di- 
.- ~ retamente. Esta terceira maneira e o que se chama Estimaçao de Es 
tado [l5]. 
Antes de se passar a breves definições, convëm ressal- 
tar que se estã falando de Estimação Estãtica de Estados, a qual, 
mesmo no caso de operação em tempo real, processa dados "congela- 
dos", de umä varredura de telemedidores, alëm de outras informa-
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coes adicionais (pseudomedidas). 
Quanto ao Estimador Estático de Estados em Sistemas de 
Potência (que, de aqui para adiante trataremos simplesmente por 
Estimador de Estados em Sistemas de Potência), trata-se de uma co- 
lecão de programas de computador digital que convertem dados tele- 
medidos e pseudomedidas em uma estimativa confiãvel da estrutura, 
e do estado da rede de transmissao, levando em consideracãozi) Er- 
ros inerentes aos processos de comunicacao; 2) incertezas nos' vã- 
lores dos parãmetros do sistema; 3)_Erros grosseiros devido a tran 
sitõrios ou falhas de medicão e/ou comunicacão e 4) Erros na es- 
trutura da rede devido a informacão falha de "status" das chaves 
disjuntoras[i5]. Esta conversao de que se fala na definicao acima 
ë no sentido de obter-se a melhor estimacão possivel, segundo um 
z ._ ._ ,__ criterio matematico confiavel. A estimacao de estados, sucintamen- 
te,constitui-se de quatro etapas [15]: 1) Determinar um modelo ma- 
temático para o sistema a ser estimado (usando as leis de Ohm, Kir 
chhoff, etc); 2) Estimar o Vetor de Estados do Sistema; 3) Detec- 
tar erros grosseiros e/ou erros de estrutura; 4) Identificar erros 
grosseiros e/ou de estrutura. - 
De posse do vetor de estados estimados, pode-se ter a- 
cesso a valores de variaveis e quantidades nao direummnte monitora 
das. Com a utilizacão de computadores eficientes e de "software" , 
desenvolvido com vistas a otimização de tempo de processamento e 
memória, os resultados da EESP podem ser usados em tempo real pe- 
lo operador que, acionando o estimador, tera, em questao de segun- 
dos, uma estimativa dos estados dosistema. Da mesma forma, a EESP 
pode ser usada em modo de estudo, para prover dados de anãlise. As 
._ ,_. ,_ telemedicoes que servem de base para a estimacao podem ser modulo 
de tensão, injecões de potência ativa e/ou reativa nas barrase flu 
xos ativos e/ou reativos nas linhas. O vetor de estados estimado 
constitui -se de: mõdulo da tensão em todas as barras do sistema e 
A ~ angulo da tensao em todas as barras menos na barra de folga. 
_ 
Normalmente, em Centros de Controle Modernos, a EESP ë 
acionada periodicamente e automaticamente para atualizar o banco 
de dados do operador. A partir dai, ele pode verificar rotineirwmn 
te se foi detectado algum medidor com erro grosseiro, desconside- 
rar a leitura deste medidor no processo de estimacao e encaminhar, 
uma solicitacao de manutencao. Mas, o mais importante e que, atra-
Éz
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vës da estimação, o operador pode verificar o estado de funciona- 
mento do shmema: normal, de emergência ou restaurativo [17]. Cri- 
terios que definem o estado do sistema, baseiam-se, por exemplo , 
nos niveis de tensão, carregamentos de linha, ãngulos de mãquina, 
etc. A EESP ë, ainda, uma ferramenta fundamental para a manuten- 
ção do estado normal do sistema, jã que fornece os dados de entra 
da para o estudo de contingências (anãlise de seguranca). 
A evolução do EESP comecou com a necessidade de monito 
rar apenas algumas variaveis do sistema (monitoracao incompleta), 
atë chegar ao desenvolvimento atual onde o que se monitora ë o es 
tado do sistema, através de medições redundantes de, no minimo,va 
riãveis suficientes para tornar o sistema estimado observãvel[i5] 
e [21]. As vantagens da Estimação de Estados em relação ao uso do 
Fluxo de Potência em Tempo Real para monitoração do sistema decor 
rem das limitações deste ultimo, tanto na eventualidade de perda 
de um medidor quanto para a validação dos resultados, alëm da res 
triçao imposta ao tipo de quantidades que podem ser monitoradas 
E301. ' 
Pela sua maleabilidade e capacidade de detectar e iden 
tificar erros de mediçao, dados incorretos ou perdidos e aprovei- 
tamento de informações que não resultam de medição (pseudomedidas, 
como por exemplo, injeções nulas em barras de passagem), a EESP 
vem ganhando um espaco assegurado na operação e controle de siste 
mas. 
1.2.2 - Formulaçao Matematica, Metodos de Soluçao e 
Restrições de Igualdade 
Para a formulação matemãtica do problema de Estimação 
de Estados, hã uma gama variada de metodos aplicados a casos espe 
cificos. Porem, no caso da aplicação a sistemas de potência, o mš 
todo dos minimos quadrados ë o mais largamente utilizado, dada a 
combinação de simplicidade e interpretação estatistica dos resul- 
tados. No entanto, no ãmbito dos Mínimos Quadrados existe, porsua 
vez, outra variedade de tecnicas tanto quanto a formulaçao do pro 
` ~ blema como quanto a sua soluçao.
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O mëtodo dos Mínimos Quadrados Ponderados (MQP) adicio 
na ao Metodo do Minimo Quadrado Simples a ponderação das medições 
feitas, que leva em conta a precisão dos respectivos medidores. 
O Mëtodo dos MQP, para o caso de Estimação de Estados 
em Sistemas de Potencia, opera iterativamente para minimizar 
a funçao Custo , uma vez que as equacoes matematicas envolvl 
das em Sistemas de Potência são não-lineares. A evolução dos algo 
ritmos utilizados que usam MQP parte do mõtodo a Equação3 CJ Í`-'Z F7] L/> 'C C.. 
Normal, que se utiliza da equaçao normal de Gauss, em direçao a 
outros metodos e algoritmos que contemplam os problemas de insta- 
bilidade numerica e mau-condicionamento das matrizes envolvidas no 
processo de estimação [22]; os metodos ortogonais se utilizam de 
transformaçoes ortogonais no tratamento das matrizes a serem redu 
zidas. As matrizes que representam tais transformaçoes se caracte 
rizam por um condicionamento numërico teoricamente perfeito,o que 
empresta aos metodos ortogonais propriedades de robustez melhora- 
das em relação ao Mëtodo da Equação Normal e outros similares[211 
_ 
Quanto a distribuiçao geografica dos medidores no sis- 
tema, ela ë importante no sentido de permitir que cada componente 
do vetor de estado5_possa ser estimado. Hã, para cada sistema,uma 
gama de configurações de medição possiveis, dentre as quais aque- 
las cpie sta enqiladrani no "criterio de minimo custo", ot: seja ,que satisfa- 
zem minimamente ã condição necessãria para a estimação completa 
4 , do vetor de estados x [15]. Existem varios criterios a serem se- 
guidos no dimensionamento da rede de mediçao tanto do pontode vis 
ta economico quanto tecnico. Muito embora a redundancia de medido 
res (ver na seção2.2 a definição desta quantidade) por si sõ não 
seja indicio suficiente de qualidade do sistema de medição, ela, 
associada a um bom critërio de alocação de medidores, ë uma boa 
garantia de confiabilidade deste sistema [8],[21]. Porem, obvia- 
mente, hã restrições econômicas implicadas e o aumento indefinido 
no numero de medidores e canais de comunicação pode se tornar, em 
alguns casos, impraticãvel. Por isso, o mãximo aproveitamento das 
medidas existentes, aliado a utilizaçao de dados inerentes ao sis 
tema (como pseudomedidas) se fazem necessãrios. Neste sentido a u 
tilização de pseudomedidas de injeção nula com peso elevado (dada 
a sua precisão) ë um esforço compensatõrio de manter um nivel de 
redundancia adequado, o que implica em estimaçoes mais confiaveis
fa
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Pseudomedidas derivadas de injeções nulas de potência 
vem sendo utilizadas em larga escala na EESP, uma vez que sao “me 
diçoes" inerentes e gratuitas do sistema [18],[19]. No entanto,ao 
atribuirem-se pesoseflevadcs a estas medidas, pode-se incorrer em 
problemas de instabilidade numërica na redução das matrizes envol 
vidas na estimação. A partir desta constatação ë que se coloca co 
mo alternativa matemãtica ao problema, a utilização de restricões 
de igualdade, que encaram as injeçoes nulas nao como pseudomedi- 
das mas como uma condição a ser satisfeita matemãticamente, a des 
peito das demais medidas. 
Quanto ã utilização de injeções nulas como restrições 
de igualdade, tem havido vãrias proposições, que podemos dividir 
em dois grupos. O primeiro, associado aos métodos baseados na so- 
lução do problema de Minimos Quadrados pela equação normal,em que 
o uso de multiplicadores de Lagrange ë proposto [l8]. Neste caso 
o sistema a ser resolvido ë aquele do problema sem restrições, a- 
crescido de um subsistema de equações de restrição, cuja incorpo- 
._ ._ z ` raçao ao sistema original e feita atraves de multiplicadores de 
Lagrange [1], [l8]. ' 
O segundo grupo consiste, mais especificamente, do mê- 
todo proposto por Hanson e Lawson [4]. O problema de Minimos Qua- 
drados com Restrições de Igualdade ë dividido em duas etapas, re- 
solvendo-se separadamente o sub-sistema de posto deficitãrio das 
equações de restrição linearizadas e o sistema modificado de equa 
._ .-I. 4 çoes de mediçoes linearizadas, ambos por metodos ortogonais. 
O presente trabalho visa selecionar, adequar e aprimo- 
, ‹ ~ rar um metodo de Minimos Quadrados Ponderados com Restriçoes de 
Igualdade que se utilize de tecnicas ortogonais para a EESP. Apre 
senta-se um procedimento para incorporar Restrições de Igualdade 
ao problema de EESP, usando-se referências sobre rotações de Gi- 
vens [14], [16] e [26]. As restrições de igualdade, no presente 
trabalho, sao as pseudomedidas de injeçao nula em barras de passa 
gem, conhecidas com precisão como dados inerentes ao sistema. É 
analisado inicialmente o caso linear do problema de MQP com as 
restrições de Igualdade incorporadas e, em seguida, a sua exten- 
sao para o caso nao linear da EESP. . 
Sao feitos testes com sistemas de diversos portes para 
aferir a tecnica proposta quanto ao seu desempenho. Baseado nes-
tes dados e em conclusoes o 
tados caminhos indicativos 
1.3 - Revisão Bibliogrãfica
8 
btidas ao longo do trabalho, sao apon 
para posteriores trabalhos. 
Os primeiros tra 
tô [5],[6],[7],[8],[9],[1U] 
ma da estimaçao estatica de 
ma geral e discutem a sua i 
inicialmente relacionada de 
cionais de fluxo de potenci 
sentados inicialmente para 
balhos sobre Estimação de Estado mnšis 
temas de Potencia foram apresentados no final da década de sessen 
. Estes trabalhos apresentam o proble- 
estados em sistemas de potenciade for 
mplementacão da mesma forma.A EESP foi
f muitas maneiras aos calculos conven- 
a [1l]. Os Estimadores de Estado apre- 
a aplicação em Sistemas de Potência , 
salvo raras exceçoes, eram baseados em criterios de custo de mi- 
nimos quadrados ponderados, 
EESP e ë hoje o mais largam 
A evolucao dos m 
pequenos sistemas, dadas as 
deu de maneira bastante rãp 
temas realisticos [l5]. Esta evolucao se fez as custas 
buiçao de diversos autores, 
altos custos computacionais
4 tido, o uso de tecnicas de 
to das matrizes envolvidas 
ximações e simplificações, 
._ A tematico, trouxeram exitos 
Em seguida ao ar 
dos, tendo os problemas com 
nados, as dificuldades sao 
de "ajustes de sintonia fin 
envolvem o crescimento dos 
complexidade; as limitações 
de medição dentro do sistem 
numërica, advindos da dimen 
partir destas dificuldades, 
sentados e propostos, tanto 
ff) 
que se impos ao longo da evolucao da 
ente usado. 
odelos teõricos iniciais, aplicãveis a 
s [301, se 
real a sis 
complexidades computacionai 
ida ate aplicações em tempo 
N ` 
* da contri- 
que inicialmente visavam a reduçao de 
que a tecnica apresentava. Neste sen- 
esparsidade e de ordenação n 
nos vãrios algoritmos, assim como apro 
o tratamen 
tanto no algoritmo quanto no modelo ma 
mencionãveis. 
ranque da tecnica de estimaçao de esta 
putacionais mais criticos sido contor- 
de outra ordem, que poderiamos chamar 
a". Tratam-se, então, de problemas que 
sistemas de potência e o seu grau de 
estruturais e economicas do sistema 
a como um todo; e problemas de ordem 
são dos sistemas de potência atuais. A 
muitos metodos e trabalhos foram apre 
no sentido de detectar, eliminar e re
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cuperar medidas com erros grosseiros [ll],[2ll,[25], quanto no sen 
tido de aprimorar o aspecto matemãtico e computacional dos algo- 
ritmos, evitando com isso problemas de instabilidade numérica e 
diminuindo o tempo de processamento da estimaçao [20],[24],[27]. 
Os primeiros autores a formular o processamento das me- 
didas de forma seqüencial foram Larson, Tinney, e outros [8],[9]. 
Esta técnica traz vantagens considerãveis, uma vez que cada medida 
é tratada independentemente, por ordem de chegada, O que é :coe- 
rente com os sistemas de varredura de telemedições. 
_ Outra abordagem proposta para a soluçao do problema de 
estimação de estados baseia-se na aplicação de algoritmos que uti 
lizam transformações ortogonais no tratamento numérico das matri- 
.- ~ 
zes. Algoritmos de EESP baseados em tecnicas ortogonais sao apre 
sentados em [2l],[22} ,[23],[24],[25],[26]. As transformações orto 
gonais utilizadas no algoritmo, conforme resultados obtidos nestes 
trabalhos, proporcionam robustez numérica bem superior ao método 
convencional.
4 
O primeiro algoritmo proposto é baseado no método de Go 
lub e processa o vetor de medidas inteiro, operando as transforma 
çoes na matriz Jacobiana por colunas. Estas transformaçoes sao as 
de Householder [20],[22]. O algoritmo apresenta a flimitação de 
não propiciar de imediato o tratamento seqüencial das medidas, u- 
~ z ma vez que processa a matriz de observaçao por colunas. Um metodo 
~ ~ seqüencial utilizando tecnicas ortogonais é apresentado por Simoes 
Costa e Quintana [23], baseado nas rotações de Givens através da 
versão modificada (sem raizes quadradas) de Gentleman [l4],[l6] e 
que trata as medidas seqüencialmente, por linha. As rotações de Gl 
vens na versão simplificada de Gentleman são, do ponto de vista nu 
mérico, competitivas com as rotações de Householder usadas no méto 
do de Golub. As vantagens do método seqüencial advém do fato dequé 
.- .- ele combina a robustez numerica caracteristica dos metodos ortogo- 
nais [2l], R3], RSJ, ao tratamento individualizado e seqüencialdas 
-` linhas da matriz Jacobiana, correspondentes as medidas. A disponi- 
- f bilidade da soma parcial dos quadrados dos residuos apos cada me- 
4 .. dida processada e uma grande vantagem do metodo. Esta caracteristi 
ca, conforme Rl], Q3], R4], Q5], Q6], B0], propicia novas possi- 
bilidades para o processamento de erros grosseiros. 
Quanto ã utilização de restrições de igualdade em pro-
TD
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blemas de minimos quadrados, a bibliografia ë ainda escassa, embo 
ra boas diretivas jã se possa obter delas. 
Golub propõe um mëtodo de utilização de restrições de 
igualdade atraves de multiplicadores de Lagrange, cuja solução nu 
mërica utiliza as transformações ortogonais de Householder [1].Es 
f .... - 
te metodo nao e seqüencial e trata a matriz Jacobiana por colunas 
Aschmoneit e outros [18], apresentam também um metodo 
para o aproveitamento de ingecoes nulas como restriçoes de igual- 
dade, em problemas especificos de EESP, fazendo uso de multiplica 
dores de Lagrange Ll8].O ponto alto deste artigo são as considera 
ções estatisticas quanto ã redundãncia e vantagens numéricas ver 
sus tempo e memõria do computador. 
Valdës e outros [i9], propõem um mëtodo de utilização 
... ~ de restriçoes de igualdade, igualmente para injeçoes nulas de po- 
tência, aplicado especificamente para o caso onde o algoritmo "li 
nes only" [19], ê utilizado. Este mëtodo apresenta algumas idéias 
originais, como a utilização de injeções de corrente em lugar de 
injeções de potência, para as equações de restrição de igualdade, 
U91; › . 
Finalmente, um vasto e minucioso artigo de Hanson e 
Lawson [4], apresenta um metodo de incorporação de restrições de 
` ... ¬. .- igualdade a soluçao de problemas de minimos quadrados por .tecni- 
cas ortogonais (reflexões de Househoder) sem o emprego de multi- 
plicadores de Langrange. O metodo considera as restriçoes como um 
sub-sistema de equacoes, de posto deficitario, que deve ser satis 
feito pela soluçao de minimos quadrados ponderados. 
Dentro desta õtica, que ë matematicamente compativel 
com as técnicas seqüenciais ortogonais propostas por Simões Costa 
e Quintana para a solução dos minimos quadrados ponderados em 
EESP, pode-se introduzir as restrições de igualdade, sem perdadas 
caracteristicas seqüenciais e ortogonais da Estimaçao. E ao longo 
desta linha que foi desenvolvido o presente trabalho. 
1.4 - Organização do Trabalho 
Este trabalho estã organizado emcinco capitulos que se
zz
ll 
rão sucintamente descritos a seguir, por sua ordem seqüencial. 
0 presente capitulo visa situar ocampo de investigação 
dentro de sua ãrea, abordando a Estimação de Estados em Sistemas 
de Potência num pequeno histõrico. Em seguida, trata-se, no capi- 
lo II, do Metodo dos Minimos Quadrados modelado e formulado mate- 
~ ` ' maticamente, quanto ao modelo de medicao, quanto as suas caracte- 
.‹ ._ 4 ` ~ , risticas em relaçao a outros metodos e quanto a sua soluçao. Apos 
esta etapa, o capitulo Ill apresenta as técnicas o" "f= - Ff' Q LQ Ci .-3 (_. LÕ 9 Í. __;. 
cadas ao problema de minimos quadrados, onde se apresenta critica 
*__ 
-` 
. 
' 'L ' ` - . . mente alguns algoritmos, dando-se enfase as tecnicas seqüenciais. 
EstecepiUHo,êúnda, trata da introdução de Restrições de Igualdade 
ao Problema de Minimos Quadrados, utilizando tecnicas ortogonais; 
ë feita a apresentação minuciosa do modelo matemãtico da incorpo- 
ração de Restriçoes de Igualdade ao Problema de Minimos Quadrados 
com tecnicas ortogonais; em seguida o metodo seqüencial de Givens 
É detalhado, mostrando-se as suas vantagens; por fim, a incorpora 
ção das restrições de igualdade ao problema de minimos quadrados 
com o metodo seqüencial ortogonal de Givens ë estendido para o ca 
so especifico da Estimação de Estados em Sistemas de Potência. Os 
capitulos IVe V apresentam os Resultados Numëricos, Conclusões e 
Sugestoes, respectivamente. - 
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C A P T T U L O II 
ESTIMAÇÃO DOS ESTADOS: TÉCNICA DE MÍNIMOS QUADRADOS E MÉTODOS DE 
SOLUÇÃO 
2.1 -_lntroducão 
Este capitulo visa a formulação matemãtica do problema 
da Estimação dos Estados em Sistemas Elëtricos de Potência. Inici- 
almente, na seçao 2.2, trata-se da modelaçao dos medidores e dos 
erros de medição. Em seguida, na seçao 2.3, apresenta-se o metodo 
de Minimos Quadrados Ponderados, na sua formulaçao generica, e men 
ciona-se outros metodos de soluçao de problemas de estimacao, Na 
seçao 2.4, finalmente, e vista a solução do problema de minimos 
quadrados ponderados, com enfoque sobre as tecnicas ortogonais,co 
mo o metodo de Golub e o Metodo seqüencial de Givens, dando enfa- 
se maior a este ültimo, por suas caracteristicas de operar astrans 
formações de maneira seqüencial e por linha, das matrizes. ' 
2.2 - Modelo de Medição 
Dado um sistema eletrico cujos parãmetros de rede(para 
as condições normais de funcionamento) são conhecidos, com N bar- 
. f . . z ras, tome-se "m" mediçoes de variaveis diversas do sistema. O ve- 
tor de estados para um dado sistema ë definido como um conjunto 
de variaveis nao redundantes que caracterizam completamente o sis- 
tema [31]. No caso de Sistema de Potência, este vetor de 
estados x ë formado por N mõdulos e N-1 ãngulos de tensão de bar- 
ra, onde o ângulo de barra de referência ë fixado, normalmente co- 
mo zero. As quantidades que 
riãveis de estado. Seja 5 o 
ser composto de: mõdulos de 
reativa nas barras, e fluxo 
podem ser medidas são funções das va- 
vetor de medidas do sistema, que pode 
tensão e injeções de potencia ativa e 
de potência ativa e reativa nas li- 
nhas. Estas medidas possuem erros inerentes ao prõprio SÍS-
lo vetor Q 
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tema de mediçao, que no seu conjunto sao representados pe
z 
A relaçao entre o conjunto de medidas, as variaveis de 
pressão seguinte [5],[6]; 
5- 
gm - 
_)í.. 
É _ 
N _ 
m _ 
n =2N-1 - 
estado e os erros de mediçao e do tipo nao-linear, conforme a ex- 
5 = h(š) + n (2.l) 
vetor de m 
vetor das 
quantidade 
vetor das 
vetor dos 
numero de 
numero de 
numero de 
edidas Lmxl) 
funções nao-lineares que relaciona as 
s medidas e as variaveis de estado (mxl) 
variaveis de estado verdadeiro (nxl) 
erros relacionados com as medidas kmxl) 
barras do sistema 
medidas 
variaveis de estado 
O vetor de medidas z e obtido de um sistema de mediçao 
que, através de medidores analogicos e um sistema de telemetria, 
varre os pontos de mediçao e reune estes em um centro processa- 
dor. Este tipo de varredura pode ser global (todos os medidores 
varridos ao mesmo tempo) ou seqüencial (numa ordem dada) [15]. 
4 ~ ~ ~ Porem existem informaçoes que nao sao teletransmitidas pelo siste 
ma de medição tais como alguns fluxos de linha, injeções, magnitu 
des de tensao conhecidas,taps de transformadores conhecidos, etc. 
Estas informaçoes adicionais, denominadas pseudomedidas, sao nor- 
malmente incorporadas ao vetor de medidas 5. Cabe uma ressalva a- 
qui quanto as injeçoes nulas de potencia 
que ao serem tratadas como restrições de 
um tratamento diferente, desmembradas do 
processamento deste tipo de pseudomedida 
dade ë o objetivo deste trabalho, e serã 
igualdade, podem sofrer 
vetor 5 de medições. O 
como restriçoes de igual 
apresentado em detalhes 
, conhecidas com exatidao,
l4
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no capitulo IIL 
Existe um numero minimo de medições que,se adequadamen 
te distribuidas pelo Sistema de potência, tornam o sistema obser- 
vãvel, ou seja, permitem a estimação do estado do sistema inteira 
Porem, na prãtica, o numero de medidas disponiveis ë sempre razoa 
,_ .-. velmente acima do minimo, com um grau de redundância que possibi- 
lite a remoção de medidas com erros grosseiros e garanta uma dese 
jada confiabilidade ã estimativa [8],[21]. 
U numero minimo absoluto de quantidades medidas que 
torna o sistema observãvel ë n (numero de variãveis de estado).Nes 
te caso, para que seja possivel o cãlculo das estimativas, estas 
n telemedições e pseudomedidas terão que ser não-redundantes[2iL 
tomo, em geral, o numero de medidas m (incluidas as 
pseudomedidas) ë maior que n, define-se um coeficiente chamado de 
“redundancia global" que e funçao do numero de medidas m e do nu- 
mero de variãveis de estado n: 
fz i2.2)
i 
Quanto as equaçoes que relacionam quantidades medidas 
e vetor de estados, representadas pelo vetor das funções não-line 
ares §(x), são baseadas nas leis de Kirchhoff e de Ohm [5]. 
Os erros de mediçao sao, em geral decorrentes de: im- 
precisao dos medidores (tanto por caracteristicas internas como 
por mã calibração dos mesmos), falhas e truncamentos na conver- 
sao analogico/digital, falhas e ruidos na teletransmissao dos da- 
dos, erros e aproximações nos modelos matemãtiços e imprecisão na 
obtenção dos parãmetros do circuito [5],[8],[13],[15]. 
Os erros de medição são, em geral, modelados como um 
vetor E aleatorio com media zero, ou seja: 
E {n} = O \2.3) 
e a dispersão dos erros de medição em torno dos valores mëdios ê 
dada por: 
E {1.1Ti= v ‹z.4›
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onde E {.} - Operador valor esperado 
V - Matriz de covariãncia dos erros de medição 
Como os erros de medição são considerados independentes 
ou seja, o erro de um medidor nao se propaga a outro (hipotese ra 
zoãvel, dadas as caracteristicas de localização dos medidores), a
Ó IJ- LÊ matriz de covariãncia dos erros de medição R sc . 1 aos seus 
elementos diagonais (coeficientes de correlaçao iguais a zero,por 
tanto): 
V = [612›Õ22,...,Õm2] (2.5) 
Estes elementos expressam as variãncias dos erros de 
mediçao, que sao funcao da precisao dos telemedidores [7],[8]. 
Ao se incluir pseudomedidas no vetor demedidas 5 geral 
mente adota-se a mesma modelagem que a utilizada para as telemedl 
das; portanto, os valores de variãncias correspondentes variam de 
acordo com a precisão e confiabilidade a elas atribuidas. No caso 
de injeções nulas em barras de passagem, cuja exatidão ë evidente 
ao se modelar as variãncias destas medidas com valores baixos em 
relação ãs demais, incorporando assim a sua precisão, incorre -se 
em um possivel problema de degradaçao numerica e instabilidade , 
conforme veremos mais adiante (capituloIII). 
2.3 - Metodo de Minimos Quadrados Ponderados e uma Breve Ànãlise 
de Alguns Outros Metodos de Estimação 
Os critérios na estimação de estados são baseados na 
natureza do processo aleatorio. Tais criterios sao, por exemplo : 
~ . A ... z nao-tendenciosidade, variancia minima e coerencia. Atraves deles 
pode-se julgar e escolher a melhor estimativa. 
Algumas estimativas bastante conhecidas na estimaçãode 
parametros sao: o Metodo de Minimos Quadrados (M.M.Q.), a Estima- 
tiva do Minimo Valor Absoluto e a Estimativa de Mãxima verossimi- 
» ~ ~ ` lhança. Quanto a esta ultima, dada a sua nao-aplicacao a estima-
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cão de estados em Sistemas de Potência, não se entrarãem detalhes 
ao seu respeito. O Mëtodo do Minimo Valor Absoluto ë aquele que 
minimiza a soma dos mõdulos dos residuos de estimação. A sua apli 
cação ã EESP ë proposta porKoünga e outros[28]. Os autores cont 
.- cluem que o metodo pode substituir com vantagem o M.M.Q, especial 
mente em presenca de erros grosseiros. D.M. Falcao e outros [29] 
~ _ propoem um criterio de minima soma do valor absoluto usando pro- 
gramacão linear. Segundo os autores, o mëtodo, relativamente ao 
M.M.Q.P, tem melhor desempenho em presenca de erros grosseiros. 
Por outro lado, os mëtodos baseados em critërios de minimos va- 
lor absoluto apresentam dificuldade na sua carcaterizacao estatis 
tica [28]. _ E 
Finalmente, concentremo-nos no Mëtodo dos Minimos Quê 
drados. Este mëtodo vem sendo empregado largamente e com sucesso 
- ~ ao longo da historia da estimacao [5],[6],[7],[8],[9],[1U], atra- 
4 .., ~ ves da qual vem sofrendo modificacoes e adaptacoes no sentido de 
.~ , suprir deficiencias[11],[15] e aprimorar caracteristicas. Vai-se 
apresentar aqui o modelo na sua formulação clãssica para o proble 
ma de estimacão em sistemas eletricos de potência. 
Seja g Ê 5- h '(31) i2.6) 
` 
_ 
0 vetor de residuos que corresponde a diferenca entre 
as quantidades medidas e calculadas. Considere a matriz de ponde~ 
.. ,, -'| .. raçao dos residuos como R , a inversa da matriz de covariancia 
dos erros de medicão 3, conforme a equação (2.4). Então,' tomando 
como base o modelo de medicão dado pelas equações (2.1) e \2.4) , 
o mëtododos Mmimos Quadrados Ponderados consiste em obter a esti 
.z Q mativa otima š do vetor de estado, dada pelo valor de Ã tal que 
a soma ponderada dos quadrados dos residuos de estimacao: 
-. ~~a=fz-g‹2›1TR'1fz-h‹›2›1=r›Ê'(Â-›2‹2.v› 
seja minima 
2.4 - Mëtodos de Solucão do Problema dos Minimos Quadrados.
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` ~ ~ Quanto a soluçao do problema de minimizar a funçao es- 
calar J da m¶mçãd2.7), ou seja, minimizar a soma dos quadrados 
dos residuos das medições, existem diversas abordagens que serão 
esboçadas nesta seção. Antes porëm, cabe apresentar algumas ex- 
pressões derivadas da equação (2.7) que serão necessãrias nos di- 
» ~ a versos metodos de soluçao do metodo dos minimos quadrados pondera 
aos [13]. .- -
` 
O gradiente da função custo J ë dado por: 
VJ (25) = = -2 HT v'1[¿ - Q (x›1 (z.8›
X 
z ~ onde H(x) e a matriz Jacobiana da funçao vetorial Q, segundo a ex 
pressao 
ah1*š).. Bhfiš) 
ax ax 
1 n
_ 
Hlè Í Í ' (2_.9)` ' 
ëhm(_>g) 3hm(¿) 
ax 8x 
1 n 
Fixadas estas expressões, passa-se ao mëtodo da Equa- 
çao Normal.
j 
2.4.1 - Mëtodo da Equação Normal 
Para calcular=se o valor minimo da função custo J (eq. 
^ z _» 2.7) e obter-se x, estimativa do vetor de estados x, e necessario 
linearizar a equação(2.1) em torno de uma estimação corrente xk , 
evitando-se com isso o uso de equações não-lineares no processode 
solução [22]. A linearização da função Q em torno de xk fornece: 
E (x) = Q (xk) + H(xk)(§~§k¡ + termos de ordem 
^ superior (2.10)
18 
Observe-se que a equação (2.1) foi Iinearizada em tor- 
no de šk peia expansão de Taylor. Desprezando-se os termos de se- 
gunda ordem em diante, teremos uma expressão modificada para a 
funçao custo J: ~ 
J1 ~ [z-n(×k› - Hi×k)(×-×k›]T v"[z-hi×k) - H(×k)‹×-×k)J (2 11) 
onde H ë a matriz jacobiana de h(.), descrita anteriormente. 
~ 1- - z 
BJ Para que a nova funçao custo seja minima,e necessario 
1 . . . que 5;- sega zero. Definindo: 
Aš Q x - xk \2.12) .U 
A5 â 5 - n<âk> <2~13> 
Teremos, como condição necessãria para a minimização de J1: 
âa ' 
_ 1
- 
_ av z -2 HT(¿k› v'1 [A¿ _ H(¿k)A¿1 z o (2.14) 
ou seja: 
[HT(§k) v`1 H(§k)]A¿ = HT(§k) v`1 A5 (2.15) 
onde, devido ã iinearização do modeio matemãtico das medições,te§ 
se um processo iterativo para a estimação do vetor de estados. O 
valor de Ašk, que ë o incremento da estimativa no k-êsimo passo, 
serã dado por: - 
Aik = E HT\§k) V'1 H‹§k)]`1 HT(§k) v'1A5 (2.16) 
¢ ._ - 
O criterio de toierancia para encerranse ç processo iterativo e 
do tipo: 
maxi 
| 
Axí|ê e \2.17) 
onde c ë uma toierãncia prë-estabeiecida. 
E evidente que a passagem da equacao (2.15) para (2.16L 
em termos computacionais, ë muito onerosa pois envoive a inversão
l9 
de matrizes bastantegrandes , sem proveito de sua característica 
vantajosa: a esparsidade. Este problema ë contornado pela fatora- 
ção (usualmente a de Cholesky) da matriz de coeficientes da equa- 
ção (2.15), AA[HT(xk) V_1H(xk)], transformando-a em L LT, onde L 
4 4 
e uma matriz triangular inferior. Isto e possivel porque a matriz 
A ë simëtrica e, para todos os casos prãticos em que o sistema ë 
observãvel, definida positiva [22].
, 
Neste processo de estimacao, o valor inicial assumido 
.- _. ~ para-o vetor de estados ÃO e, em geral, o de modulos de tensao u- 
nitãrios em valor p.u., e ãngulos relativos nulos. Apõs duas ou 
três iterações, considera-se a matriz A (chamada matriz de info; 
mação) como constante, economizando-se para as demais iterações 
cãlculos adicionais no seu cõmputo [6]. Hã, tambëm, a possibilida 
de de desacoplamento do modelo das equacoes Q(.),explorando-se as 
relações P-are Q-V, simplificando-se com isto os cãlculos da ma- 
triz Jacobiana [6],[20]. 
O mëtodo da equação normal apresenta uma deficiência, 
` ~ ~ concernente a matriz de informacao A, quanto a uma tendencia ine- 
rente ao mau condicionamento numërico [22]. No sentido de preve- 
nir e evitar este problema, os mëtodos ortogonais surgem com al- 
ternativa. Esta classe de mëtodos serã apresentada nas subseções 
seguintes. ' ` _ 
2.4.2 - Metodo de Golub para a Soluçao do Broblema de 
Minimos Quadrados Ponderados. 
_ ~ z 
0 metodo de Golub de soluçao do problema de M.Q.P. e 
um mëtodo ortogonal, ou seja, utiliza transformações ortogonaisna 
redução de matrizes que fazem parte da função custo. A definição 
de uma matriz de transformação ortogonal ë a de que a sua trans- 
posta ë igual ã sua inversa (Q ë ortogonal se QT = Q'1). Uma pro- 
priedade importante das transformações ortogonais ë que a norma 
euclidiana ë invariante sob tais transformações. Isto vale dizer 
que o condicionamento numërico de uma matriz permanece inalterado 
se ela for prë ou põs multiplicada por uma matriz ortogonal, ou 
seja, se ela sofrer transformação ortogonal [22].
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.- Para aplicar-se transformações ortogonais ao metodo de 
minimos quadrados ponderados, hã que se considerar o modelo de me 
dições da seção 2.2. Apresentamos em seguida este modelo na sua 
forma linearizada l5 . 
Az = H(xk) Ax +n (2.l8)
T 
E ¬.n ¡ = v (2,i9) L__.._ 
J = [Az-H ‹âk› fzzâki 
T v *dz-H<â.<›ziâ1 
_r\› ê ¡|A¿ - H (šk) 5 v_¡ (2.2o) 
H(šk) - matriz Jacobiana ( eq.2.9) 
V - matriz de covariãncia 
1 - vetor de erro de medida 
É feita a seguinte transformação para que o vetor _ 
tenha covariancia unitaria [22]: 
'
I 
E{(v']/2.l›.(v']/2.1)} = 1 (2.2i) 
Com isto, e conseqüentemente com o modelo de medições 
linearizado modificado de acordo com a equação (2.2l), o método
- de Golub pode ser aplicado. Este metodo Consiste em uma transfer 
mação ortogonal representada por uma matriz ortogonal Q 'de tal 
forma que: 
.~ . 
Q F = u Ê [-ä-} (2.22)
C 
QA; = [-=uJ (2.23›2 
onde: 
AX = v]/245 (2.24)
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e F(x ) Ê V1/2 Hlx ) (2.25) -k - -K 
U - matriz triangular superior (nxn) 
O - matriz nula km-n)xn 
5 - vetor (n×1) 
Q - vetor (m-n)x1 , - , 
n - numero de variaveis de estados 
m - numero de quantidades medidas 
' A matriz Q de transformação ortogonal pode ser defini 
da como um produto de transformaçoes ortogonais aplicaveis a- to- 
dos os elementos de uma mesma coluna da matriz F. Assim sendo, o 
algoritmo deGolub ë um algoritmo de redução por coluna. O tipo de 
transformação usado pode ser qualquer um desde que guarde as ca 
racteristicas de ortogonalidade. Normalmente usadas são as refle- 
xoes e Householder [22].
i 
2.4.3 - Metodo Seqüencial de Givens para a Solução do 
Problema de Minimos Quadrados Ponderados. 
' O metodo seqüencial de Givens e caracterizado pelopro 
cessamento de medidas de forma seqüencial, onde cada equação do 
modelo de medição, correspondente a uma quantidade medida, ë pro 
cessada como uma linha da matriz de informação, de maneira inde- 
pendente das demais. E um mëtodo ortogonal, ou seja, utiliza-sede 
transformaçoes ortogonais na reduçao de matrizes que fazem parte 
da função custo. Os mëtodos seqüenciais ortogonais, em geral, vi-
A sam eficiencia computacional quanto a tempo de processamento e ar 
mazenamento de memõria. O seu desenvolvimento se deu, por outro 
lado, no sentido de contemporizar problemas numëricos que surgem 
com a utilização do método dos minimos quadrados recursivos que 
pode ser visto como uma visão simplificada do filtro de Kalman 
E221. 
Para se desenvolver o algoritmo utilizado no mëtodode 
Givens, toma-se 35 €QUâÇÕ€S de medÍÇã0 llneaffifldasffilä expansão de 
Taylor em torno de um ponto, conforme se fez na seção anterior 
--~× 
~`/
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(Ver eqs. (2.l8) a (2.2l). A funçao custo, em termos das novas vari 
.- ,- aveis sera dada por:
T J = [A1-F(¿k)A§k] [A1-F(§k) 51
2 É ÍÍ ^1 ' F(šk) ^5k|| (2.2ô) 
onde: Ay^ V_]/2 Az (2 27) 
F(¿k) = v 1/2 H(¿k) (2.28) 
e 2 Q v`]/2 H (2.29) 
Dadas estas condições, suponha-se que uma nova medição 
vai ser processada. Trata-se da medição Y. Porëm, como o S1Stemã 
e linearizado em torno de um ponto pela expansao de Taylor, a no 
va medida ë processada como incremento Ay, conforme a equação se- 
guinte: ' 
ay = fT A5 + 5 (2.3o) 
f_- vetor (nxl) relacionando a medida ao vetor de esta 
dos x 
o - valor escalar aleatorio que representa o erro de 
medida.
1 
' .‹ 4 Adicionando esta nova medida, obtem-se J como nova fun 
çao de custo:
_ 
_ T 2 J ~ J + (Al - f Aš) (2.3l) 
Que em forma matricial se apresenta: 
~ F ^y T F Ay F Ay =_2 
J= --- A5 - --Ê- --- aš- --§- êll --- A5- --§- 1 (2.32) 
ÍT Ay íT_ Ay ÍT ay 
' Suponha-se uma transformação T aplicada ã eq. (2.33), 
conforme a definição que segue: 
F U 
T --- = --- (2.33) 
:T 9
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T _f%_ = -§_ ‹2.34) 
Av ë 
U - matriz triangular superior (nxn) 
Q - vetor nulo (lxn) 
1 - vetor (nx1) 
ë - valor escalar 
n - dimensão do vetor de estados 
Sabendo-se que a norma euclidiana ë invariante sob 
transformaçoes ortogonais e aplicando a transformação ortogonal T 
ã função custo Í da equação (2.32l, obtem-se uma nova expressãopa 
ra esta funçao custo:
_ 
J z [w _ Uâ×1T[w-uó×1 + ë2 ‹2.35) 
Donde se observa que o valor de 5 que torna a função 
custo J minima ë aquela que satisfaz a: 
UAÃ = 1 {2,3ó) 
~2 de forma que e representa a soma dos quadrados dos 
residuos. Em caso de mais medidas a serem introduzidas (seqüencial sz" 
mente) este processo se repete e o valor acumulado em um novo e 
sera sempre a soma dos quadrados dos residuos das medidas ja com- 
putadas. Este valor ë importante na detecção de erros grosseimn [21] 
Quanto ã transformação T a ser adotada na redução das 
medidas introduzidas seqüencialmente, hã uma gama de possibilida- 
des, inclusive as reflexões de Householder[34]. Porëm, neste ca- 
so em que as medidas são tratadas como linhas a serem incorpora- 
` _ ~ ~ das a matriz de observaçao, as reflexoes de Householder, que o- 
peram a matriz de observação por colunas, não são recomendãveis . 
Jã as rotações de Givens, neste sentido, são mais vantajosas [23]. 
O mëtodo de Givens apresenta uma versão original que utiliza as 
r0tãÇ5@S de Gívens com railes quadradas, e uma segunda versão, li 
vre de raizes quadradas, bastante mais rãpida. Para efeito da ex- 
planação das rotações de Givens nas suas duas versões,suponham-se 
os seguintes vetores: .
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u = [ o... o ui... uk... un+1 ] 
(2.37) 
A5= [ o... o Axi... Axk... Axn+1 ] 
Onde o vetor 5 pode ser encarado como a i-ësima linha 
da matriz U, triangular superior, aumentada pelo correspondente Ê 
lemento de 5 (un+1 = wi); e o vetor A5 representa uma nova linhaa 
ser processada e incorporada ã matriz de ganho, acrescida de 
Av (A×n+1=A§). Define-se, então, uma rotação elementar de Givens 
como sendo aquela que opera sobre em E e A5 de forma a anular o 
i-ësimo elemento de A5. Assim os vetores u e A5, apõs esta rota- 
ção elementar, ficam sendo: .HH U 
. . . . u = [ o... o u Í... u k... u n+1 ] 
I I I 
(2.38) 
A5 = [ o... o o... A5 k... A5 n+1 ] 
E as rotações aplicadas a u e A5, ortogonais, são de- 
finidas como [21], [23]: 
C S- r E Í_!.._ 
Í z (2.39) 
_ 
-s c L A5 LA5f 
' 2 2 onde c + s = 1 e, para que Axi = O 
c = ui / Juiz + Axië 
sz ×i//.71._z°+í¿i×1.-z¬ (2-4°) 
A rotação assim definida ë uma transformação ortogo- 
nal, isto ë fãcil de verificar. O inconveniente nesta forma de ro 
taçao de Givens, no entanto, sao as raizes quadradas da equaçao 
(2.40), quando da determinação de c e s. O cãlculo exaustivo de 
raizes quadradas em um processo envolvendo matrizes grandes onera 
muito, em termos computacionais, o algoritmo, mesmo levando-se em 
conta a ordenação. Para contornar este problema existe uma versão 
das rotaçoes de Givens livre de raiz quadrada ( proposta por Gen- 
tleman e generalizada por Hammarling) [21],[23].
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Esta modificação consiste basicamente na decomposição 
da matriz triangular superior U no produto de outras duas: 
U = D'/Zu (2,111) 
Onde os elementos de D1/2 são raizes quadradas de uma 
Voutra matriz D que não necessitam de ser calculadas explicitamen 
te, e U ë uma matriz triangular superior com os elementos na_dia 
gonal, unitãrios. 
Então, desta forma, os vetores u e A5 que sofrerão as 
rotações são escritos como: 
u = [ o ...o /ÊÂ.. /duk... /d'un+1 ]
' 
_ _(2.42› 
Aš= [ o ...o /Whxi... /WAxK... /WÀxn+1 ] 
O fator /W'aplicado ao vetor A5, ou seja, ã linha de 
medida a ser incorporada ã matriz de observação, corresponde a u- 
ma ponderacão atribuida a esta medida. Os vetores E euaš resultan 
tes da transformação serão:
u 
u' = [ o...o /d'... /d"U'k... /d'Un+1 ] 
(2.43) 
Aš'= [ o...o o ... /W'Ax'k... /W'Ax'n+1] 
Assim, redefinindo-se a rotação como: 
-Axi 1 A5 LAÃ' 
e usando-se o mesmo raciocinio adotado para a versão com raiz qua 
drada, obtemos os seguintes parãmetros e relações que definem a 
rotação de Givens sem raiz quadrada: 
d ' = d + wAX2i 
n 
__: 
1 _ 
ç = d / d' 
É = wA×¡ / d'
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A nova transformaçao T opera da seguinte maneira so- 
bre a matriz observacao e o vetor medicoes acrescido: 
TF = U 
Ay 
[AE 
} 
(2.46) 
_Ay e' 
T nao e uma transformacao ortogonal e sim 
D1/2T= T (2,117) 
Através da mesma relação, tem-se: 
1/2 W- _ Yi » lzzilzi z 
Ao longo do processo de rotação, os elementos da ma- 
triz diagonal D são obtidos, acrescidos de um elemento extra, ëz, 
da equação (2.35), que ë a soma dos quadrados dos residuos acumu- 
lada. 
,_ Este valor e de grande valia na mgggçäç de erros gros 
seiros, conforme jã foi mencionado. Uma propriedade interessante, 
do método seqüencial de Givens (com e sem raiz quadrada) ë que, 
caso se queira eliminar uma certa medida ja computada na soluçao 
dos minimos quadrados, ou seja, remover o efeito de uma certa li- 
nha na matriz triangular superior U, basta reprocessar esta linha 
com peso igual e de sinal contrário ao que lhe havia sido atribui 
do quando da sua inserção. O efeito ë o de anulacão dos efeitosdo 
processamento desta linha [14]. 
A versão livre de raiz quadrada, sem perder as carac- 
teristicas e vantagens de um mëtodo ortogonal, ë mais rãpida que 
a versão original e queag reflexões de Householder.
š
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C A P Í T U L O III 
INTRODUÇÃO DE RESTRIÇOES DE IGUALDADE AO PROBLEMA DE MINIMOS QUA-
- DRADOS UTILIZANDO TECNICAS ORTOGONAIS. 
3.1 - Introdução 
0 presente capitulo visa a implementação das restri- 
~ - çoes de igualdade ao problema de minimos quadrados utilizando tec 
nicas ortogonais. No capitulo anterior estudou-se detalhadamente, 
as tëcnicas de solução de problemas de minimos quadrados e foi in 
troduzido o mëtodo seqüencial de Givens. Neste capitulo, na seção 
3.2, trata-se da modelagem matemãtica de restrições de igualdade 
e do seu processamento atraves de tecnicas ortogonais, e, na se- 
ção 3.3 serã desenvolvida a incorporação das restrições de igual- 
dade tratadas por mëtodos ortogonais ã solução do problema de mi- 
nimos quadrados usando estes mesmos metodos. Em seguida, na seçao 
3.4, são analisadas as vantagens especificas do mëtodo de Givens, 
na solução do problema apresentado na seção 3.3. 
Finalmente, na seção 3.5, a técnica proposta. utili- 
zando o mëtodo seqüencial de Givens, ë estendida para a Estimação 
de Estados em Sistemas de Potencia onde se trabalha com equaçoes 
linearizadas de forma iterativa. ' 
Por fim, ë apresentado e descrito um fluxograma, com 
as diversas etapas do algoritmo e a sua operação iterativa. 
... - .- 3.2 - Tratamento das Restriçoes de Igualdade Atraves de Metodos 
Ortogonais' 
Considere-se agora a solução do problema de mini- 
mos quadrados dado pelas equaçoes (2¿1) e (2.3) a (2.7),' sujeita 
a um conjunto de restrições definido pelo seguinte sistema de e- 
quações:
_
G 
onde:
G
Ã
E
n
r 
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× = b (3J) 
Matriz de dimensão trxn) das equações de restri 
ção 
Vetor de estados Lnxi) 
Vetor do lado direito das equações de restrição 
Dimensão do vetor de estados 
Nõmero de equações de restrição (v<n) 
Incorporar as restrições de igualdade ao problema de 
minimos quadrados significa que o problema que se quer resolver ë 
o da busca de uma solução que minimize a função custo J da equa- 
ção (Z.7) e que ao mesmo tempo satisfaça ãs restrições de igualda 
de dadas pela equação (3.1) . Como, por hipõtese, o nõmero de e- 
quações de restrição ë menor que a dimensão do vetor de estados,o 
sistema linear dado pela equação (31) ê indeterminado, isto ë, 
admite infinitas soluçoes [31]. A Soluçao_§eral deste sistema in- 
determinado, conforme a proposta do trabalho, pode ser obtida a- 
travës do uso de transformações ortogonais, como serã descrito em 
detalhes a seguir. A questão, portanto, reduz-se a encontrar, den 
trc as possiveis soluções da equação (3.1) , aquela que minimi- 
ze a função custo da equação (2.7). 
' ,Quanto ã Solução Geral do sistema indeterminado Gx-b _ S 
considere-se o seguinte: 
A matriz G da equação (3.1) ë retangular de dimensão 
(rxn). Para a aplicação especifica que se tem em vista neste tra- 
balho, ou seja, a EESP, r serã sempre menor que n, jã quecada res 
trição de igualdade corresponde a uma injeção de potência ( ativa 
ou reativa ) nula, e se espera que o nümero de barras cominjeções 
nulas seja bem menor que o nõmero total de barras do sistema, N. 
Consequentemente, o nõmero total de-injeções nulas (1 ou 2 porbar 
4 .- 
ra) sera sempre menor que o numero total de estados, n (n=2N-1) . 
Alëm disto, serã feita a hipõtese de que as equações de restrição 
._ 4 - ~ sao independentes, o que e bastante razoavel para a aplicaçao em 
questão. Este Ultimo fato implica, sob o ponto de vista da ãlge- 
bra linear, que o posto da matriz G ë igual ao nümero de restri-
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ções, r [3Ú . 
Em resumo, o fato de que posto (G) n, torna o sistema 
,.,, A da equaçao (3.l) indeterminado. Em consequencia, qualquer dentre 
~ 4 ~ 
as suas infinitas soluçoes podera ser expressa como combinaçao li- 
near de (n-r) soluções linearmente independentes [4]. Isto ë, o 
espaço das soluções da equação (3.l) tem dimensão (n-r). 
Dentre todas as soluções da equação (3.l), seja go aque 
la de minima norma euclidiana. Então, a soluçao geral da_equaçao.. 
(3.l) pode ser expressa como[M : ` 
š z šo + B¿ (3.2) 
Onde: 5 - Solução geral para a equação (3.l) 
50 - Solução de minima norma euclidiana de (3.l) 
X ~ Vetor (n-r)×l. Arbitrãrio 
B - Matriz n x (n-r) de posto (n-r), que deve satisfa 
zer a seguinte condiçao: 
as = o (3.s) 
_
_ 
As colunas da matriz B são, portanto, vetores da basedo 
núcleo da matriz G. Os elementos do vetor X são os coeficientes das 
combinações lineares que geram todas as soluções do sistema Gä = Q 
Bl]. sendo O a matriz nula r × (n-r) e O o vetor nulo (nxl) . 
O vetor ÃO de minima norma euclidiana, que aparece na 
solução geral dada pela equação (3.2) pode ser obtido [4] como: 
¿o_ = e* 9 <3.4) 
._ .- onde G+ e matriz pseudoinversa de G que, no caso de r n e dada 
por: ` 
G* ê GT (G GT) 'l (3.5) 
Hã uma inconveniëncia em usar a equação (3.5) para a 
+ .- obtenção de G que ë a necessidade do cãlculo de (G GT) 1.
\
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seado no uso de transformaçoes ortogonais, conforme descrito a se 
guir. 
que: 
Onde: 
têm-se que 
Seja Q uma matriz (nxn), ortogonai definida, de modo 
Q GT z [ÍLJ (3.ô)Q 
R J Matriz trianguiar superior (r×r) 
O - Matriz nula (n-r)×r 
Da equação (3.6) e da ortogonaiidade da matriz Q og 
cs z [RTÊQJQ (3.7> 
Substituindo-se (3.7) em (3.5) , usando-se a orto- 
gonalidade de Q e rearranjando-se os termos resuitantes, chega-se 
ôí 
onde: 
ma: 
onde: 
G* z QT [ÁOÉ 
1 
R” (3.8) 
Ir - Matriz identidade de ordem r 
MT - Matriz inversa da matriz R transposta 
Suponha que a matriz Q ë particionada da seguinte for 
Q ê ‹3.9) 
02 
Q1 - Submatriz de dimensão (rxn) 
Q2 - Submatriz de dimensão (n-r)xn
3l 
Usando-se esta definição em (3.8) e (3.4) temos: 
I
_ 
× = QT [--É-} R'T . b (3.io) 
ou seja: 
_ 
I 
_
_ 
X . . ...Q _ __. 
à Qí : Q; {6É-¡ 
R'T .Q è QÍ 
R'T b (3 ii) 
~ .- Das equaçoes (3.9) e (3.6) ë facil se verificar que:
f T _ 
.O1 GT 
R Q] e R (3.12) 
-..__ z -__ _,¿ T 
Q2 Q Q2 G z Q (3.13) 
G Q; = o (3.14) 
Das equações (3.3) e (3.l4) vê-se que a matriz B ‹pode 
ser escolhida como: ~ 
B = Q; (3.15) 
Assim sendo, a solução geral das equações de restrição 
G.š = Q da equação (3.l), ë dada pela expressãoš = ÃO + Bl da 
equaçao (3.2), cujos valores de šo e de B, definidos, sao dados 
por: 
šo = QI 
R'T E aa equação (3.1i›; s = Q; da equação (3.15) 
Logo a soluçao geral assume a seguinte expressao: 
š = QI R'T§ + Q; 1 (3.l6) 
3.3 - Incorporação das Restrições de Igualdade ao Problema de Mif 
nimos Quadrados. .
\
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No ca itulo II descreveu-se como ë ossivel se obterP 
a solução para o problema de minimos quadrados atravës do uso de 
transformações ortogonais. Em seguida, foi mostrado na Seção 3.2 
que 0 conjunto de restriçoes de igualdade para o problema de mini 
mos quadrados, na aplicação que se tem interesse constitui um sis 
tema indeterminado de equações, cuja solução geral pode tambëmser 
obtida usando-se matrizes ortogonais. Trata-se agora de mostrarcg 
mo as restrições de igualdade podem ser incorporadas ao problema 
de minimos quadrados, sempre tendo por base o uso de técnicas or- 
togonais. 
A solução geral do sistema de equações de restrição da 
equação (3.l) ë dado pela equação (3.2) ~-que, atraves da intro 
dução da transformada ortogonal Q, definida conforme as equações 
(3.6) e (3.9) , da seção anterior e seguindo o raciocinio ali 
apresentado, transforma-se na equação (3.16). 
Segundo esta equaçao, a soluçao geral fica explicita- 
.- da em termos de 1, que passa a ser a incognida do problema. Como 
o sistema de equaçao de restriçao por si so nao define a soluçao 
,_ para o vetor de estados š, dado o seu posto deficitario [4], esta 
solução virã da solução do problema de minimos quadrados das medl 
ções propriamente ditas, dada pela função custo J, da equação 
(2.7). Trata-se, então, de buscaruma solução de minimos quadrados 
da função custo J que simultaneamente satisfaça a expressão da so 
lução geral das equações de restrição, dada pela equação (3.2)i 
Para tanto, faz-se uma modifiçaçao na funçao custo dada pela equa 
ção (2.7), exprimindo-a em função de X. 
Como se estã trabalhando com valores estimados, para 
efeito de notação utiliza-se 2, que ë o vetor de estados estima- 
dos, em lugar do vetor de estados genëricos x. Sendo assim, a par 
~ r ~ tir da equaçao (3.2), obtem-se a funçao custo modificada, em 
termos de y: 
aq) = tg - _›1‹¿0 + B¿›1T R`1[;_ - gizo + B¿›1 (3.17› 
onde šo e B são dados pelas equações (3.11) e (3.15), respec- 
tivamente. 
. Supondo-se o vetor das funções que relaciona as 
quantidades medidas com as variãveis de estado do sistema, [(.),
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como sendo linear ou linearizado no pon%E'EW'@E€¬ñ?¬!HÉ¶la o mi- 
nimo da fUflÇ50 custo J podemos escrever esta ultima... 
z1‹1›=[¿ - H‹¿‹_0 + B_z›1Tv H 5 - Hqo + 81)] (348) 
onde H ë a matriz tmxn) dos coeficientes de relação entre as quan 
tidades medidas e as variãveis de estado do Sistema linearizado. 
Para efeito de simplificaçao formal da expressao 
(3.l8) , define-se:
H 
E Ê z - H xo (3.19) 
e M = H.B ; H.QI (3 20) 
Reescrevendo-se a funcao custo da expressao (3.18) 
com as definições acima, tem-se: 
_
- 
J(1› = E y'- M1 ]TRi1Í Q f Mg J (3.21) 
_ ,- 
~ ~ ~ -Assim sendo, a minimizaçao da funçao custo da _equacao 
(3.2l), fornecera o valor de y que e a incognita da expressao 
da solução geral dada pela equação (3.l6). Esta minimização ë 
_ __ _ feita segundo metodos de minimos quadrados, sendo que, para isto 
o presente trabalho utiliza o mëtodo ortogonal seqüencial de Gi- 
vens, que ë também usado para obter a solução geral das equações 
de restricao. ` 
Para maiores detalhes, ver seçao 3.4. 
~ ~ Em resumo, o problema de incorporaçao de restricoes de 
igualdade ao problema de minimos quadrados se reduz ã solução de 
duas equações: a equação (3.16), onde y ë um vetor arbitrãrio 
indefinido, que serã calculado atravës de solução de minimos qua- 
drados do problema cuja função custo ë dada pela equação (3.21)
- usando metodos ortogonais. 
As matrizes Q1, Q2, e R são obtidas durante o processo 
de redução da matriz GT, conforme a equação (3.6), (para maio- 
res detalhes, ver seção(3.4». Os valores de 1 e M são dados pelas 
equações (3.19) e (3.20).
fa
34 
.. .. 14- y, 
3.4 - Consideraçoes sobre as Vantagens da Modelagem do Problema, 
Usando o Mëtodo de Givens 
Conforme descrito na seção 2.4.3, o mëtodo de Givens 
aplica as rotações sobre as linhas da matriz do modelo de medição 
ø .. de forma seqüencial, (ao contrario de outros metodos onde as medi 
das sao processadas simultaneamente), e isto o torna muito vanta- 
ø ~ ._ joso sob varios aspectos, entre eles o da deteçao e remoçao de 
erros grosseiros. Alëm disto, o fato de ser ortogonal faz dele 
um metodo robusto, numericamente [23].
_ 
No caso especifico da incorporação de restrições de i- 
gualdade ao problema de minimos quadrados usando mëtodos ortogo- 
nais, hã uma nitida vantagem em se utilizar as rotações de Gi- 
vens. 
Conforme visto na seção 3.2, tem-se necessidade de for 
mar a matriz ortogonal Q, que conforme a equação (3.9) ê parti- 
cionada em Q1 e Q2. Atravës destas sub-matrizes obtem-se ÃO, ve- 
tor de minima norma euclidiana, que ê solução do sistema de equa- 
ções de restrição da equação (3.1) , conforme a expressão da e- 
quação (3.l1) ; e B, de acordo com a expressao da equação 
(3.15). De posse desses valores, obtem-se a solução geral do 
sistema de equações de restrição, conforme a equação (3.2). 
Ã medida que se processa a triangularização de GT, con 
forme a equação (3.6) , forma-se as matrizes Q1 eQ2, as quais 
podem ser encaradas como produto de matrizes elementares que re- 
presentam cada rotação aplicada. 
As sub-matrizes Q1 e Q2 são formadas ao mesmo tempo em 
que se processa cada nova linha. 
ã 
As rotações aplicadas a uma nova linha serão incorpora 
das a Q1 ou a Q2 segundo o seguinte critërio: se a linha, apõs 
sofrer rotações, for totalmente absorvida pela matriz triangular 
superior em formação (ver equação (3.6), as rotações sofridas 
por esta linha integrarão Q1. Por outro lado, se a linha em ques- 
tão for redundante com algumas das linhas anteriormente prmxssadas 
(e assim contribuir para a soma dos quadrados dos residuos) as 
rotações correspondentes a ela integrarão a matriz Q2. 
Na prãtica,o que se faz ë aplicar as rotações de Gi-
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` . T. ~ . . vens a matriz aumentada [G . I], onde I e a matriz identidade de 
ordem n, resultando esse processo em: 
Q[GTÊ1]= _Ê-2_Q1_ (3.22) 
. O :Q2 
onde a matriz nula ë ln-r) x r 
A partir das matrizes R, Q1, Q2, obtêm-se lacilmente 
50 da equaçao (3.l) _ e 1 da equaçao (3.19). A matriz M da equa 
çao (3.20) e calculada sem necessidade de fazer a transposiçao 
da sub matriz Q2, para o calculo de B, uma vez que H, na 'equaçao 
(3.20) ê põs multipllcada por B, e as colunas B sao as linhas 
de Q2. 
'
` 
- Uma vez que,de posse desses vetores e matrizes, a for- 
~ -¢ ~ ' mulaçao do problema de minimos quadrados, usando a funcao objeti- 
va (ou funçao custo) da equaçao (3.2l), esta concluída. Tem -se 
› - ai um problema de minimos quadrados convencional a ser resolvido. 
como se vê, o mëtodo de Givens, por sua caracteristica 
seqüencial e por processar as rotações por linha, ë convenientena 
formacao da matriz ortogonal Q, particionada em Q¡ e O2. 
A versao do Mëtodo de Givens sem raizes quadradas, con 
forme foi proposta por Gentlemann [14] e generalizada por Hammar- 
ling L16], tem a vantagem ainda de contornar os calculos onerosos 
das raizes quadradas do método original, sem perder as caracterís 
ticas de robustez das transformações ortogonais tais como as re- 
flexoes de Householder [22] e outras. É esta a versao utilizada , 
no presente trabalho. 
3.5 - txtensao do Problema para o Caso de EESP Iterativa Usando o 
Mëtodo de Givens
a 
‹ 0 modelo de mediçao para o problema de EESP ë dado pom 
5 = Q_(š) + 1 (3.23) 
E { Q } = O 
E { n nT} = V (3'24) 
/¬ \_z ,
'2
E
š
E 
E1.)
V
m
n
N 
Ã _ 
(.) 
f 1 
36 
Vetor dos valores medidos, de dimensao lmxl) 
Função vetorial não-linear relacionando as quan-
~ tidades medidas e os estados, de dimensao (mxl) 
Vetor de estados a ser estimado, de dimensao 
(nxl) 
Vetor aleatõrio de media zero representando os 
erros de mediçao, de dimensao (mxi) 
Operador Valor Esperado 
Matriz de covariãncia dos erros de medição, de 
dimensão lmxm) " "“ 
Numero de quantidades medidas no sistema 
Dimensão do vetor de estados = 2 N - 1 
Numero de barras do sistema 
Supondo que o numero de injecoes nulas no sistema seja 
r, as equações de restrição de igualdade são escritas como: 
3 (5) z g <s.25)~ 
OFICÍGI 
g(.) - Função vetorial não-linear relacionando o soma- 
tõrio de injeções com os estados (rxl) 
Q - Vetor nulo, de dimensão (rxl) 
` Para resolver o problema através de metodos lineares, 
ë necessãrio que se efetue a linearização dos modelos, trabalhan 
do-se com valores incrementais. Utilizando-se a expansão de Tay- 
lor em torno de um ponto para os modelos de medicão e desprezan- 
do-se os termos de 2% ordem, o modelo linearizado fica sendo [15L 
E{ 
A¿=H(gk)A_g+¿ (3.2õ)
E 
E{ E
}
T
n
E 
(3. 27)
v } = 
e a função objetiva (ou função custo) a ser minimizada apos a li-
(D
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nearizacão passa a ser, para cada passo de iteracão: 
.-. ^ .~ _ A z 
J (A 5) = [ A¿ _ H(¿k) Aš JT V 1 [ A¿_- H (šk) A 5 1 (3.28) 
onde, por definicao: 
A 5 = 
Aí:
5
2 
àãb 
~k
Ã 
H ‹2'<› z õ hm _ -T* zz 
Da mesma forma para as 
das em torno de um ponto, tem-se: 
G (›2'<› A; 
onde por definic 
Aâêà 
ão 
1- 
= Ab (3. 
9 \šK 
e e‹g'<›2z9_‹g›
I
z -K COHVGI11 ODS€Y`Vâl" que š 
(3.2z) e (3.2s) o 
a í 
) (3. 
(3.29) 
(3.3o) 
šk - Matriz Jacobiana das medi- 
coes (mxn) (3.3l) 
equacoes de restricao lineariza 
32) 
33) 
- Matriz Jacobiana das 
Ê = š 
ë 0 vetor de estado estimado em 
torno do qual se fez a Iinearizacão " ~ das equacoes nao-lineares .. 
Em cada iteracao, trata-se portanto de resolver um 
_- ._ problema de minimos quadrados com restricoes lineares, da maneira 
como foi abordada na secão 3.2 e onde a matriz G(ík) desempenha o 
mesmo papel da matriz G da equação (3.l) . 0 vetor incrementalde 
estados Az pode ser então obtido a partir da seguinte equacão: 
A2 = Ago + Búzo (3.35) 
~K restrições (rxn) (3.34,
._ - que e anal 
(3.11) 
Ašo ë a 
equações d 
cao custo 
que ë dada
A J(A¿) = 
onde: 
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` .z ,_ oga a equacao (3.2) , onde se aplicaa equacao(3.l5). 
Assim, o vetor Ašo ë calculado conforme a equacão 
ou seja: 
Ašo z QI R'TA9 (3.3õ) 
solução incremental de minima norma euclidiana para as 
e restrição. = 
U vetor AY ë obtido atraves da minimização de uma fun _0 ` H ~ _ __ construida analogamente aquela da equacao (3.21), e 
por: ' - 
[AW _ M(×K)ay1T v 1 [AW - M(×k)Ay] (3.37) 
Mzgk) z H(gK) B t3.3a) 
nm _ Ag - M(šK) Ašo (3.39) “ 
_ 
= T 
A
H e 8 Q2 (3.4o) 
se de dete 
das pela m 
Ã semelhança do mëtodo apresentado na seção 3.2, trata 
rminar uma sequencia de rotacoes de Givens, representa- 
ãtr12 T, tal que (ver equações (¿.33) a (2.34)): 
. m(g“) z [-9- 
] 
(3.41)
o
5 
. Ay = [-5- 
] 
(3.42) 
É .
É
É 
, ..__, ~ 
o vetor Ayo sera entao obtido como soluçao do sistema triangular:
A 
U Alo = 9 (3.43) 
Finalmente, o algoritmo iterativo ë dado por: 
ZE 
Ki-1.: É k +
”\
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onde Az ë a solução completa de uma iteracão do problema,obtida a 
partir dos resultados de Ašo e AYO, conforme a equação (3.35) 
- - T
_ 
Aš=ôšo+BAyo, onde, B = Q2. 
Para teste de convergëncwa do problema, usa-se o critš 
r1o de uma tolerãnc1a l1mite "e", estipulada previamente. Para na 
ver convergência ë necessãr1o que o maior valor absoluto dos com- 
ponentes do vetor Ag seja menor ou igual que e , ou seja: 
maxi I Aíi I ê e (2.17) 
3.6 - Fluxograma do Algor1tmo de tESP com Restr1cões de Igualdade 
pelo Mëtodo Seqüencíal de Givens 
u 
__`_“_u"m_*m__~" 
Para o fluxograma, ver página seguinte.
I
40 
ENTR AoA os 
_ 
oâoos 
DETERWNAR ssTRuTuRA DA Marm- 
zEs JAcoB|ANAs H(.) e GL)
¿ 
|N|c|AuzAçÃo oo vEToR DE Esm- 
oo _›_‹_'. v¡=‹,o Q ó¡ =o, i =1... ,N
: 
cA|_cu1_AR vALoREs Numšmcos 
H(§). GOL), A_z_e Ag 
TRANsPoR s(_íg) EOBTER MATR|- ZE5 R.01.0¿ A PARNR DA EQ. 
í 
(5.zz}) 
^ -T AX = Q R Ab ...O Q _. 
'J 
H' com B=o;,cAa.cuLARM(_$`¿k›EA1 
usANoo sos.‹ 5.38 )e ( 3.39) 
usAR RoTAçó'Es oE ‹;|vr¿Ns P/ 
OBTER oEcoMPos|çõEs nAoAs 
PELAS Eos.( 5 40) e‹ 3,/11) 
RESOLVER SISTEMA TRIANGULAR DA 
EQ.( 5.45) e QBTER AÇO
* 
cA1_cuL_AR A¿‹_usANoo Aeo.
I 
( 3.55) 
_)§_ : 
K=K-+1 
b<› +
X 
šã. 
MA× 
MAz‹|A›?_|Le 2 
I I 
SIM 
IMPRIMIR 
RESULTADOS 
FIGURA-3.1"FLUXOGRAMA O_O ALGORITMO DE 
Não 
sesv com Resrmções oe |euA1_oAoz
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C A P Í T U L O IV 
REsuLiAuos NuMÊRicos 
4.1 - lntroduçao
z 
~--H Para a aferição da têcnica de estimação de estados via 
transformaçoes seqüenciais de Givens com a incorporaçao de Restri 
çoes de Igualdade, conforme proposto no Capitulo III, fez-se uma 
sêrie de testes comparativos com a têcnica clãssica de estimaçãode 
estados, ou seja, a da equaçao normal em que as injeçoes nulas de 
.` ._ f ~ potencia sao tratadas como pseudomedidas. Ambos os metodos sao im- 
plementados, levando-se em conta a esparsidade das matrizes envol- 
.- - .,- 
I. vidas. Alem disso, para que a comparação realizada seja compativel 
_ ~ ._ ..., - 
e valida, a mesma precisao numerica (precisao dupla) e utilizada 
nos dois casos. I
_ 
_ 
-A tecnica proposta foi implementada inserindo-se, em 
um programa existente de estimação de estados utilizando transfor- 
maçoes de Givens, rotinas para o processamento de restrições de 
igualdade. 
Os resultados preliminares foram obtidos para um sists 
ma teste de cinco barras extraido da referência [32], modificado 
para sete barras pela inclusão de duas barras de injeção nula (sis 
tema A). Uividiu-se as linnas do sistema original, que se encon- 
travam enne as barras 2-4 e 2-5, em outras duas com iguais carac- 
teristicas, conectadas atravês de barras de injeção nula. Os de- 
mais sistemas utilizados para a aferição foram: IEEE - quatorzebas 
ras, adaptado para dezesete barras pelos mesmos motivos e da mes 
ma maneira que o sistema anteriormente descrito (sistema B); AEP 
trinta barras (sistema C) e Eletrosul - quarenta e oito barrastsis 
tema D). 
Para maiores detalhes quanto aos sistemas-teste, ver 
as seções subseqüentes deste capitulo e Apêndice. 
Os testes visam, em síntese, a avaliação da precisão e 
da rãpidez de convergência do mêtodo proposto. Utiliza-se para is 
/-\ 
..z 
-‹‹
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to os seguintes programas: 
~ ø ... 
1) Estimaçao de estados pelo metodo da Equaçao Nor- 
mal; 
2) Estimação de estados via transformações de Gi- 
vens, com restrições de igualdade; 
3) Cãlculo de Fluxo de Potência via Newton-Raphson -es 
te programa ë usado para gerar os casos que serão esnumdos e for 
neccrã a referência para aferiçao de precisão das e;Limativaâ, 
4) Programa para simulação de medidas- superpõe erros, 
aleatõrios com distribuição normal sobre os valores das quantida- 
des obtidas do programa de fluxo de potência. 
Os mesmos planos de mediçao sao utilizados, tanto para 
a técnica de estimação pela equação normal usando pseudomedidas, 
para representar as injeções nulas, quanto para a tëcnica ortogo- 
nal proposta em que as injeçoes nulas sao tratadas como restriçoes 
de igualdade. Tomou-se o cuidade de fazer com que os valores de 
cada medida fosse o mesmo nos dois casos. A recisao dos medido-D 
res também ë a mesma ara os dois mëtodos: 2% ara medidores deP 
potência e 1% para medidores de tensão. a 
Quanto a ponderação atribuida ãs medidas, adotou-se 
nos dois mëtodos, pesos unitãrios para todas as medidas, com ex- 
ceção das pseudomedidas no mëtodo sem restrições de igualdade,cu 
jos pesos são variãveis. A variação da ponderação das pseudomedi- 
das visa observar o desempenho do mëtodo sem restrição de igualda 
de, quanto as pseudomedidas são tratadas como altamente confiã 
veis,ou seja, quando o peso a elas atribuido ê relativamente e 
levado. 
Para o teste de convergência, adotou-se a mesma to- 
A , ~ A lerancia para o maior incremento de magnitude de tensao e an- 
.- gulo do vetor de estados para os dois metodos, igual a ... 
1.0 ×1o'3. ` 
Os quatro sistemas testados são apresentados na ta- 
bela 4.1, quanto ãs suas caracteristicas gerais:
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Tabela 4.1 - Caracteristicas gerais dos siste- 
mas - teste. 
Sistema N m Nr r 
A 7 19 2 4 
L .__..________.____ _____..._.__. ....í_.____._.______._. __ _¡ 
B 17 54 5 9
J 
C 30 77 8 14 
D 48 177 8 13 
N - numero de barras 
m - numero de medidas › 
Nr- nümero de barras com ao menos uma injeção nula 
r - numero de injeçoes nulas (_ restriçoes de igualda- 
de). 
4.2 - Apresentação dos Resultados 
4.2.1 ~ Sistema de Sete Barras. 
Foram feitas desenove medições, mais quatro pseudomedi 
das de injeção nula. Observou-se, em todas as estimativas, os va- 
lores das injeçoes para as barras de injeçao nula, e estes resul- 
tados estãorm Tabeh14.2.Fära ogflano de medição, ver Apêndice.
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Tabela 4.2 - Resultados para o Sistema de Sete 
Barras. 
, . 
Givens c/ 
Restrição Equação Normal 
de Igual- ~ 
dade. w= 10 wz 100 w 1008 . wz10000¡ 
__ , 1 õlteraçoes ' 
P¿°°UVe”' 3 6 õ õ õ gencia. 
n.. Pô 1.75×1o'5g 5.21×1o'6 4.a2×10'7 -1.45×1o'8 -ô.44×1o8 
~
| 
|
_ 
Q6 8.93×10_ l.22x1U_ 1.30×lO' 1.51x10_ 3.52x10_ä 
_ n _ 
P7 2.a3×1o' 4.79×1o' 4.99×1o' 4.aa×1o“6 3.ô2×1o'7
Í 
timativas 
p/1 
eções 
nu 
as. 
U1 
O3 
-£> 
U1 
U1 
O3 \I 
,i 
Q7 1.93×1o'5 -ô.41×1o'5 -ó.õõ×1o'6 -ó.2a×1o'7 -2.12×1u'8 Es J 
w - peso atribuido as pseudomedidas de injeçao nula. 
Vê-se na Tabela 4.2 que a precisão das estimativas pa- 
ra o metodo de Equação Normal tende a ser melhor que o mëtodo pro 
posto, para w;100. No entanto, o mëtodo que utiliza restrições de 
igualdade com rotações de Givens, converge em apenas três itera 
~ .- ~ çoes, ao passo que o metodo convencional requer seis iteraçoes pa 
ra atingir a convergência, como indicado na tabela 4.2. 
4.2.2 - Sistema de Dezessete Barras 
. Para este sistema-teste foram feitas cinqüenta e qua- 
tro medições e mais nove pseudomedidas de injeção nula (ver Apên- 
dice para o plano de medição). Similarmente ao sistema anterior , 
levanta-se uma tabela com os valores estimados para todas as in~ 
jeções nulas. O resultado ë mostrado na tabela 4.3, que segue.
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Tabela 4.3 - Resultados para o Sistema de Dezes 
sete Barras. 
. 4 Givens Q/ ~ Restricao Equacao Normal 
de Igual- 
Í 
f Í l
| dade' 
1 
w= 10 w= lüü w=lUUU JI \.~.'=lÚOUU
¡ 
gëncia. 
lteracoes A ' __ “_ 
p/conver- 4 7 7 7 7 
P7 -1.89×1U5 -2.ô7×1o'5 -2.ô4×1o'6 1.79×1o'7 ô.81×1o'8 
ulas Q7 1 .2ô×1U5 a.73×1o'8 1.oo×1o'8 -2.45×1o'9 -3.75×1u`9 
fl
S P8 4.44×1U16 -2.44×1o"5 -2.71×1o'6 z.74×1o'7 -2.74×1u'7 
njecõe 
Pl5 «2.s2×1U6 5.41×1o'5 5.24×1o'6 2.aõ×1u”7 -2.o9×10'7
i 
Pô 
Q15 4.24×1o 1.34×1o 5 1.41×1o 6 1 _5 _ - _ _ .91×10 7 ô.91×1o 7 
s 
pa 
viõ -7.ô7×1U7 8.o4×1o 6 a.37×1o 7 7 .98×1o'8 3.õ4×1o99 
tiva Q16 1 .98×1U6 ô.52×1o'6 õ.84×1o'7 7.oa×1o 8 9.14×1o 9 __l _ 
tima P17 -z.45×1U'° 1.11×1o'5 1.15×1o'6 1.12×1o'7 8.uô×1o'9 
Es 
Q17 1.2o×1U'° 9.s8×10 5 9.98×10 6 1 .02×1o 7 1.17×1o`8 
w - peso atribuido as pseudomedidas de injecao nula. 
Pode-se afirmar, da Tabela 4.3 que, no seu conjunto, 
as estimativas, para w;100, apresentam melhor precisao no metodo 
proposto. Para valores de 
equação normal tende a se 
conjunto 
cisão do 
que a do 
jam mais 
O mëtodo 
w;100 e wé1000, a precisão do mëtodo da 
igualar com a do mëtodo proposto, para o 
das estimativas. Ainda da Tabela 4.3, para wz1U0O, a pre- 
¢ .- metodo classico, de uma maneira geral, tende a ser melhor 
.- A metodo proposto, embora tres dentre as nove estimativasse 
precisas, ainda, para o mëtodo proposto, quando w=10000 . 
proposto convergiu em quatro iteracões, enquanto que o
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mëtodo da Equação Normai, em sete. 
ciui L/3 
4.2.3 - Sistema de Trinta Barras. 
Foram realizados testes com um piano de medição que in 
etenta e sete medidas e mais quatorze pseucomouidas de in- 
jeção nuia. Para o piano de medição, ver Apêndice. ldentiçamen- 
te aos outros sistemas - teste, os vaiores de injeções nuias de 
todas as estimativas foram observados e estão na Tabeia 4.4, a 
guir 
SÉ
1
I
4] 
Tabela 4.4 - Resultado para o Sistema de Trinta 
Barras. 
Givens c/ _ 
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Restrição Equaçao Normal 
de Igtêal - l~--M-----e~~~~---~----~-""-m-Â~~~W-«V----~~~-~- 
dade. w= 10 w= 1U0 w=1UUU w=lUU00 
Iteraçóes 
p/conver- 
gencia. 4 5 5 5 5 
nulas 
injeções 
para 
Estimativas
I
F 
P6 -1.95×1o'7 1.oa×1o'3\ 1.1o×1o”4 1.11×10'5 1.1a×io'6 
Q6 
l
I 
4.87×1o'7 -2.11×1o'4 2.17×1o'5 -2.49×1u'6 -5.ô7×1o'7l 
P9 
L -4 -5 -6 -7 
8_37x10-8_ 3.06xlO ¬ 3.26xl0 3.32x10 3.75xl0 
Q9 3.4o×1o'7 -4.37×1o'5 -4.s7×1o'6 -4.õ5×1o'7 -5.21×1o'8 
P11
l 
I 
J __ 
2.22×1o lg 2.8o×1o 4 3;24×1o 5 3.29×1o 6 3.3o×1o 7 
P13 
V
‹
l 
2.22×1o`1d 1.7õ×1o"4 1.93×1o'5 1.95×1o"5 1.9õ×1o'7 
P22 -9.o1×10'9 3.42×1o'4 3.õo×1o'5 3.ô3×1u'6 3.77×io"7 
Q22 
l _
I 
3.37×1o'8 -2.ô7×1o'5 -2.9o×10'6 -2.89×1u'7 -2.õ4×1o'8 
P25 2.0l×1O 1.26x1O l.23×lO 1.22×l0 1.l2×l0 
I "_M__ 
-7 _ -4 _ -5 _ 
_:ô 
_ -7 
Q25 
P27 
3.93×1o'7 -3.14×1o'5 -3.41×1o'6 -3.41×1o'7 -3.o3×1o'8 
I í
| 
2.95×1o'7 -õ.õ1×1o'6 4.ô4×10'7 1.44×1o"7 1.oo×1o'7 
Q27 2.34×1o'8 -2 õ9×1o'5 -2.a1×1o'6 -9.a5×1o'7 1.7ô×1o'7 
I , 
P28 -õ.5a×1o'8 õ.82×1o'4 7.17×1o'5 7.14×1o'5 ô.4õ×1o'7 
Q28 1.09x10 2.12xl0 2.68x10 3.82×10 1.48×10 -7 _ -5 _ -5 _ -7 _ -7
l 
w - peso atribuido ãs pseudomedidas de injeção nula.
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Neste caso, conforme a Tabela 4.4, vê-se que, para 
qualquer valor de w, a precisão das estimativas do mëtodo propos- 
__ , ~ to e melhor que a do metodo da equaçao normal, tomando as estima- 
tivas no seu conjunto. Com o aumento do valor de ponderação w a9 
~ -1 ~ precisao das estimativas do metodo da equaçao normal tende a me- 
lhorar. 
,. ` ~ 
O metodo proposto convergiu em quatro iteraçoes, en- 
quanto que 0 metodo da equaçao normal, em cinco. 
4.2.4 - O Sistema de Quarenta e Oito Barras 
Este sistema foi testado com um plano de medição que 
incluiu cento e setenta e sete medidas, mais treze pseudomedidas 
de injeção nula (ver Apëndice).Identicamente aos demais, foram 
observados os valores de injeção nula para todas as estimativas. 
O resultado estã na Tabela 4.5, a seguir.
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Tabela 4.5 - Resultados para o Sistema de qua- 
renta e oito Barras. 
'Givens c/ 
' ~ 
Restrição Equaçao Normal 
de Igual- 
¡ | ¡ | dade, i wz 10 \.-‹= 100 ' \~/-'-lfiüfi ‹ w==l0U!Í'G = 
Llteraçoes 
PÁ °9“Ve£ 5 4 4 4 4 gencia. 
-b P11 -1.78×1o'7 1.84×1o`2 ¿192×1o'3 34õ4×1o'4 1.259×1o“ 
P12 -5.821×1o'9 1.487×1o'3 1.973×1o'4 2.ôoõ×1u'5 e.413×1o'6
| 
Q12 4.144×1o'9 2.423×1o'4 2.195×1o'5 -2.4ô2×1o'5 t_4.929×1o`° 
| _ l - 
ulas 
6 3 3 3 3 Pl8 l.845×1O 5.344x10 5.118x10 5.095×lO 5.093x10 
_ 1 _ _. “_ 
018 4.771×1u'6 3.ô84×1o'4 5.12s×1o'4 5.272×10'4 5.287×1o`4 
I'l
S
Í 
P19 -1.o87×1o'7 2.517×1o'“ 2.15s×1o'4 2.123×1o"4 2.119×1o"4 
_ l 
Q19 1.ôo8×1o'8 8.283×1o'5 8.oô9×1o'4 s.o49×1o'5 8.o47×1u°5 
I 
Í | 
P22 -2.õ39×1o'7 9.91o×1o'3 1.251×1o'3 2.3ôõ×1o"4 1.33õ×1o`4 
njecõe
i 
Y`â 
Estimativas 
pa 
022 1.49õ×1o'7 -3.713×1o'4 -ô.149×1o'5 -3.317×1o'5 -3.o37×io`5 
Pau 2.4õ1×1o'8 5.9o9×1o'5 ó.125×1o'5 õ.147×1u'5 ô.f49×1o`5 
Qso 1.o9õ×1o'8 2.sõ8×1o'5 2.7s4×1o'5 2.774×1o'5 2.773×1oí5 
, Í 
P32 -8.2õ1×1o'8 2.1ô7×1o'2 2.5o7×1o'3 2.97o×1o“4 7.253×1u`5 
P4o -1.293×1o'7 -õ.7ô4×1o'3 5.o88×1o'4 ô.211×1o'5 1.185×1o`4 
w - peso atribuido ãs pseudomedidas de injeção nula. 
ø ~ - 
_ 
0 metodo da equacao normal, ao contrario dos outros 
exemplos, converge mais rapidamente que o mëtodo proposto. A di-
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ferença ë de uma iteração. Quanto ã precisão das estimativas, no 
entanto, para todos os valores de w testados, ela ë algumas or- 
dens maior para a tëcnica proposta, em relação ao mëtodo clãssico 
Vë-se,ainda na Tabela 4.5, que, ã medida em que se aumenta a ponde 
ração das pseudomedidas de injeção nula para o mëtodo clãssico, a 
_. , ~ ._ ._ precisao das estimativas destas injeçoes aumenta, porem nao na 
mesma proporção, do aumento de w. Hã casos, inclusive, de 
estimativas cuja precisão regride com o crescimento de w, em toda 
a faixa da sua variação. ' 
4.3 - Considerações Gerais sobre os Resultados 
Observou-se, do conjunto dos resultados obtidos de qua 
tro sistemas - teste de portes distintos (ver Apêndice), duas ca- 
racteristicas de desempenho, fundamentalmente, para a tecnica que 
utiliza restrições de igualdade, e para o mëtodo clãssico que faz 
uso de pseudomedidas no tratamento de injeçoes nulas:
_ 
1) Precisão - medida em termos da proximidade de ze- 
ro das estimativas de injecao nula. 
2) Rapidez de convergencia - medida em termos do nume- 
ro de iteraçoes para a convergencia. 
_ Hã casos, como no sistema de sete barras e no sistema 
de dezessete barras, em que, para valores elevados de w, o mëtodo 
clãssico tende a igualar-se e mesmo a superar a tëcnica propostm 
em precisão. No entanto, nestes dois casos, o mëtodo clãssico re- 
quer três iterações a mais, para convergir, do que o necessãrio 
para a técnica proposta. 
Para o sistema de trinta barras, tanto precisão quanto 
rapidez de convergencia sao maiores, para a tëcnica proposta, se 
ja qualquer o valor de w. 
No caso do sistema de quarenta e oito barras, o mëtodo 
clãssico requer uma iteracão a menos, para convergir, do que o 
necessãrio para a tëcnica proposta. Em contrapartida, a precisão 
das estimativas do mëtodo proposto ë vãrias ordens de grandeza 
.- f maior que as estimativas mais precisas do metodo classico. Com ba 
se nestas caracteristicas, para o conjunto dos resultados obti- 
Í.) 
. 
` 
.$
 
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dos, ë vãlido dizer que a tëcnica proposta, de uma maneira gera1 
converge mais rapidamente e ë mais precisa que o mëtodo clássico
ÍÊ
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C A P Í T U L 0 V 
CONCLUSÕES E SUGESTÕES PARA FUTUROS TRABALHOS. 
5.1 - Conclusões Gerais 
O trabalho apresentado trata da inclusão de restrições 
de igualdade no tratamento de injeções nulas no problema de esti- 
mação de estados, atravës de tecnicas seqüenciais ortogonais, ou, 
mais especificamente, das rotações de Givens. As vantagens dos me 
todos ortogonais foram analisadas, e o problema das restrições de 
igualdade foi formulado, utilizando-se tambem tecnicas ortogonais 
no tratamento de suas matrizes. Obteve-se, finalmente, um algorit 
mo que realiza a tëcnica proposta, o qual resolve o problema em 
duas etapas. Primeiro, a solução geral do sistema de equaçoes de 
restrição linearizado ë obtida; em seguida a solução particular 
que minimiza a função custo de minimos quadrados ë encontrada. Fo 
ram realizados testes com quatro sistemas de potência, atraves 
.- - dos quais o desempenho da tecnica proposta foi comparado ao meto- 
do clãssico de estimação de estados que ë baseado na equação nor- 
mal e que as injeções nulas são tratadas como pseudomedidas. Os 
resultados demonstram com clareza as vantagens do metodo proposto 
Visto de um outro ponto de vista, que não o do desempenho, a tec- 
nica proposta possibilita a iteraçao entre a estimaçao de estados 
via tëcnicas seqüenciais ortogonais, que são conhecidas pela sua 
robustez numërica, e outros problemas que se utilizam de restri- 
ções de igualdade na sua resolução. Para ilustrar, pode-se falar 
da estimação de estados em sistemas com elos de corrente conti- 
nua, onde o uso de restrições de igualdade consiste num dos pas- 
sos do problema [33]. A inclusão de restrições de igualdade na 
estimação de estados usando tecnicas ortogonais ë, portanto, mais 
uma ferramenta no tratamento de problemas de determinação do es- 
tado de sistemas eletricos de potência. 
Os resultados aqui apresentados mostram que o método 
proposto ë confiãvel, indicando que um maior esforço de pesquisa
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deve ser empreendido para se investigar problemas tais como aque- 
~ f les em que a quantidade de injeçoes nulas e relativamente grande 
no sistema. 
Estuda-se, neste trabalho, o tratamento de injeções nu 
las como restrições de igualdade, na estimação de estados em sis- 
temas de potência. No entanto, teoricamente,pode-se ampliar o ãm- 
bito das restrições de igualdade para outros dados do sistema, em 
função do plano de medição e das leis bãsicas de circuitoselõtri- 
cos. - 
5.2 - Sugestões para Futuros Trabalhos 
- Hã um caminho a ser tentado no desenvolvimento da tec- 
nica apresentada neste trabalho, que e o de usar equaçoes de inje 
ção de corrente ao inves de equações de injeção de potência, como 
restrições de igualdade. A vantagem,ai, ê a de se trabalhar com 
equações lineares para o sistema de restrições, evitando-se com 
isto o calculo oneroso da matriz Jacobiana das equaçoes de restri 
.... ` ~ ~ ... cao a cada passo, e erros devidos a aproximação das equaçoes nao- 
lineares pelo seu modelo linearizado. tste modelo, baseado em in- 
jeçoes de corrente e adotado por Lopez e Valdez para o caso de es 
timador tipo "lines-only", utilizado pela AEP [19]. 
~ Outra possibilidade de prosseguimento do presente tra- 
balho e a de utilizaçao continuada do metodo com longo e detalha- 
do levantamento do seu desempenho sob condições diversas, tanto 
de operação quanto de plano de medição. 
A terceira possibilidade ë a de investigação quanto ã 
utilização da tëcnica proposta em algoritmos de estimação de esta 
dos para sistemas 3ø com elos de corrente continua [33], como jã 
mencionado na seçao anterior. 
O processamento de erros grosseiros quandt) se '"°de]a inje- 
ções nulas de potência como restrições de igualdade ë outro tõpi- 
co que merece pesquisa adicional: As restrições funcionam analoga 
mente ãs pseudomedidas quanto a redundãncia ? Esta questão e ou- 
tras necessitam ser investigadas. 
Como jã foi mencionado em 5.1, o ãmbito das restrições 
fx 
_ _/
54 
de iguaidade pode ser õmpiiado em função dos dados de cada siste- 
ma estimado. Este assunto, juntamente com os demais, merece aten- 
ção por parte de futuros trabalhos sobre o tema de restrições de 
iguaidade aplicadas 5 estimação de estado em sistemas de potência
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APENu'1‹:E 
DIAGRAMAS UNIFILARES E PLANOS DE MEDIÇÃO DOS SISTEMAS USADOS NOS 
TESTES 
i - Sistema de Sete Barras 
O sistema de sete barras e nove linhas foi utilizado 
~ » na obtencao dos resultados preliminares dos testes da tecnica de 
~ ~ - tratamento de injecoes nulas como restricoes de igualdade atraves 
de transformações ortogonais seqüenciais de Givens. Este sistema, 
mostrado na figura 1 , foi obtido da referência [32] e modificado 
para incluir duas barras de injeção nula. Dividiu-se as linhas do 
sistema original de cinco barras, que se encontravam entre as bar 
ras 2-4 e 2-5, em outras duas de iguais caracteristicas, conecta- 
f ~ À das atraves de barras de injecao nula. Os parametros das linhas 
.` ~ estäo na Tabela 1 e os parametros de operacao, na Tabela 2. 
.| p.q 3 p,Q 4 9 - M QQ.” 
° . 
I
e 
t.u 2 QQ 
tu A 5 ° fu 7 tu
G
- P9 
|<9”~%- Medida de injeção de potencia ativa (P) e ou reativa (q) em barra.
U 
IQQ- Medida de fluxo de potencia ativa (ii) 8 Ou IG-ativa (U) em linha- 
|__® Medida de magnitude de tensão. 
Figura 1 - Diagrama unifilar e plano de medição para o Sistema de 
Sete Barras.
-.--__-.. 
Tabe1a 1 - Parâmetros de Linhas para o Sistema de 
Sete Barras e Nove Linhas 
PARA RESISTÊNCIA REATÃNCIA SUSCEPTÃNCIA L1NHA DA .‹
4
1 
'› 
'~O@\¡O'\U"IJ>(,0!` 
\|O`›U'|‹ã<.‹0Í\*-D 
BARRA BARRA SLRIE SÉRIE SHUNT T0 L 
1
1
2
Z 
U1-{>-5UJ|\3 
.‹.-_...-._ 
.. 
Tabela 2 - Condíções de Operação para o Sistema e 
Sete Barras e Nove Linhas 
\IG3U`|-š\1O\(.A><.»)|\L 
MuDuLo DE _ BARRA TENSÃO ANeuLo 
-.--__.. 
_›-.b._¡_5_.¡_¡._› 
_.-_.--_ 
0600 
0440 
0202 
0190 
0128 
0312 
0279 
.- 
__...--_ 
0.0200 
0.0800 
0.0600 
0.0300 
0.0200 
0.0100 
0.0800 
0.0300 
0.0200 
0000 
7526 
9508 
2760 
0953 
9991 
3986
_ 
POTÊNCIA POTÊNCIA 
ATIVA REATIVA 
-_¢-.¬_-- 
__-___.. 
0.0600 
0.2400 
0.1800 
0.0900 
0.0600 
0.0300 
0.2400 
0.0900 
0.0600 
.2963 
.2000 
.4500 
.4000 
.6000 
.0000 
.0000 
0600 
0500 
0200 
0000 
0000 
0200 
0500 
0000 
0000 
0032 
2000 
1500 
5000 
1000 
0000 
0000
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° 0 sistema de dezessete barras e vinte e três linhas 
foi obtido do sistema de quatorze barras do IEEE, adicionando-se 
duas barras, da mesma maneira que o sistema de sete barras. Os 
parametros deste_sistema estao apresentados na Tabela 3 e as con 
ema, na labcla 4. ui -Jz V! ré- dições de operação 
v\ 
°~° p'° ke 
I2 IB I? --I4 
|.u 
I l “ "*'**' :Bm lu 
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Figura 2 - Diagrama unifilar o piano de medicao para o sistema e 
Dezessete Barras. 
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T abela 3 - Parâmetros de Linha para o Sistema de - 
zessete Barras e V1nte e Três Linhas 
1
1 
2
¿ 
kO\I\.'O\O\O\LJ¬J>~b-I>L›JOJI'Y
9 
10 
12 
12 
13 
14 
LINHA DA PARA RESISTÊNCIA REATANCIA SUSCEPTANCIA BARRA BARRA SÉRIE SÉRIE SHUNT TOTAL 
a-E 
ih 
O`›\C\IU1U1-ãU1U1J>U1|\` 
11 
13 
16 
8
9 
10 
14 
11 
13 
16 
17 
17 
0194 
0540 
0581 
0570 
0235 
0670 
0235 
0134 
0000 
0000 
0000 
0733 
0662 
0614 
0000 
0000 
0318 
1271 
0821 
2209 
0615 
0855 
0855 
__..--._-_.. 
-¬-..-..-~.-- 
-...-_ 
___.- 
0592 
2230 
1763 
1738 
0990 
1710 
0990 
0421 
2091 
5562 
2520 
1989 
1303 
1279 
1761 
1100 
0845 
2704 
1921 
1999 
12/9 
1740 
1740 
-.--....--..._-... 
-..z¬--__~z--
A 
0528 
0492 
0374 
0340 
0000 
0346 
0000 
0128 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000
Tabela 4 ~ Condiçoes de Operacao para o Sistema de De- 
zessete Barras e Vinte e Três Linhas. 
````````` 
"š1õ51]{õ`šz BARRA TENsÃo 
1 .oõoo 
z .o45o 
.o1oo 
.o444 
.o443 
.u7oo 
.oõz1 
.osoo 
.ossz 
1u - .u5o4 
11 .usõõ 
12 .o551 
13 .usos 
14 .o351 
15 
, 
.ozsz 
16 .oõzs 
17 .U427 
\.O%\¡O\(J7-5›(AÂ 
_›¿.-›..-\_›_¿_›..-›..¡_›._›._›¿._.x_›.._:n_.\
Ã
0
4 
12 
10
9 
14 
13 
13 
15 
15 
15 
15 
15 
16
8 
15 
16 
NGULO 
.0000 
.939¿ 
.5290 
.6200 
.0771 
.7100 
.7030 
.7030 
.3080 
.4870 
.2Z90 
.5570 
.6Z80 
.4480 
.6691 
.1300 
.0350 
3 - Sistema de Trinta Barras 
O sistema de trinta barras e quarenta e uma linhas ' 
aquele da AEP, e esta mostrado na figura 3. Os parâmetros de - 
nhas e transformadores estao mostrados na Tabela 5 e as condi- 
çoes de operaçao do sistema, na Tabela 6, que segue. 
.3¿66 
.1830 
.9420 
.4780 
.0760 
.1120 
.0000 
.0000 
.2950 
.0900 
.0350 
.0610 
.1350 
.1490 
.0000 
.0000 
.0000 
POTÊNCIA POTÊNCLA 
ATIVA REATIVA 
2788 
0266 
0874 
3900 
0160 
2684 
0000 
1728 
0380 
0580 
0180 
0160 
0580 
0500 
0000 
0000 
0000
Figura 3 - Diagrama unifilar e pTano de mediçao para o sistema e 
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TabeTa 5 - Parâmetros de Linhas e Transformadores para 
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PQ 
iu 
tu 
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Trinta Barras
7 
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2 5 
o Sistema de Trinta Barras e Quarenta e uma Linhas. 
Í\)|\><.»)I\)-*-* 
OWU1-¡>J>0\›|'\$ 
ÍD 
0.0192 
0.0452 
0.U570 
0.0132 
0.0472 
0.0581 
0575 
1852 
1737 
0379 
1983 
1763 
DA PARA RESISTÊNCIA REATÃNCIA SUSCEPTÃNLIA 
BARRA BARRA SERIE SERIE SHUNT TOTAL 
___... 
__..- 
0528 
U408 
0368 
0084 
0418 
0374
Tabe1a 5 - Continuaçao 
DA LINHA BARRA BARRA sER1E
7
8
9 
10 
11 
12 
13 
14 
15 4 
16 12 
17 12 
18 12 
19 12 
20 14 
21 16 
22 15 
23 18 
24_ 19 
\OkOO`O`¡O\O`U¬-ã 
25 10 
26 10 
27 10 
28 10 
29 21 
30 15 
31 22 
32 23 
33 24 
34 25 
35 25 
36 27 
37 27 
33 27 
39 29 
40 3 
41 _§ 
@\l\IO'1
9 
10 
11 
10 
12 
13 
14 
15 
16 
15 
17 
18 
19 
20 
20 
17 
21 
22 
22 
23 
24 
24 
25 
26 
27 
28 
29 
30 
30 
28 
28 
..-_---__
0
0 
0 
0 
0
0
0 
0 
0 
0 
0 
0 
U 
0 
0
0
0
U
0
0
0
0 
0
0 
SSC 
0 
0 
U 
0 
0 
0
U
9 
o 
o
o
1 
o 
o
c
o 
0 
n 
o 
o 
o
ø 
Q 
o 
o
o
o
Q
o 
o
o
0 
0119 
0460 
0267 
0120 
0000 
0000 
0000 
0000 
0000 
0000 
1231 
0662 
0945 
2210 
0824 
1073 
0639 
0340 
0396 
0324 
0348 
U72/ 
0116 
1000 
1150 
1320 
1885 
2544 
1093 
0000 
2198 
3202 
2399 
0636 
Qlëã 
___..-_- 
---.__-.-
0
0 
0 
0 
0 
0 
0 
0
0
0 
0 
ÇGCDCJZÊ
0 
0
0 
0 
0 
0 
U 
U 
0 
0 
0
0 
0 
0 
0
0 
0
9 
0414 
1160 
0820 
0420 
2080 
5560 
2080 
1100 
2560 
1400 
2559 
1304 
1987 
1997 
1923 
2185 
1292 
0680 
2090 
0845 
0749 
1499 
0236 
2020 
1/90 
2700 
3292 
3800 
2087 
3960 
4153 
6027 
4533 
2000 
0599 
PARA RESISTÊNCIA REATÃNCIA SUSCEPTANCIA 
SÉRIE SHUNT TOTAL 
0090 
0204 
01/0 
0090 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0000 
0428 
0130
\.O@\IO'1U`1-PL~\f\7-“ 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
ta Barras 
Tabela 6 - Condições de Operação para o Sistema de Tr1Q
A M000L0 05 P0rENc1A BARRA TENSÃ0 ÂNGULO ATIVA 
z›_b_..¡...›__¡_¡...›...›_¡...-b_>._\...›._›.._¡_.-›
0
0 
0 
U 
U 
0 
0
0 
U
0
0
1
0
0 
0600 
0450 
0254 
0176 
0100 
0112 
0032 
0100 
0237 
0005 
0820 
0265 
0710 
0093 
0030 
0081 
9973 
9912 
9874 
9911 
9872 
9876 
9869 
9743 
9746 
9561 
9837 
0071 
9630 
9510 
0.0000 
5.4711 
7.9617 
9.6094 
14.2770 
11.2520 
13.0210 
11.9770 
14.41/0 
16.1160 
14.4170 
15.7300 
15./300 
16.6330 
16.6470 
16.1/50 
16.3560 
17.2240 
17.3680 
17.1380 
-16.5750 
16.5570 
-16.9110 
16.8960 
16.5370 
16.9950 
16.0350 
11.8620 
17.3650 
18.3260 
.5878 
.1830 
.0240 
.0760 
.9420 
.0000 
.2280 
.3000 
.0000 
.0580 
.0000 
.1120 
.0000 
.062U 
.U82U 
.0350 
.0900 
.0320 
.0950 
.0220 
.1750 
.0000 
.0320 
.0870 
.0000 
.0350 
.0000 
.0000 
.0240 
.1060 
_-----__ 
_-_-_.--_ 
--_----._ 
.` POTENCIA 
REATIVA 
-0 
.2237 
.4025 
.0120 
.0160 
.1611 
.0000 
.1090 
.0360 
.0000 
.0180 
.ÕÚ34 
.0750 
.3401 
.0160 
.0250 
.0180 
.0580 
.0090 
.0340 
.0070 
.1120 
.0000 
.0160 
.0670 
.0U00 
.0230 
.0000 
.0000 
.0090 
.0190
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4 - Sistema de Quarenta e Oito Barras 
_ 
Este sistema faz parte do sistema Eletrosui-Celesc e 
consiste de quarenta e oito barras e sessenta e cinco iinhas, con 
forme se ve na figura 4. Outros trabaihos na ãrea da EESP utiliza 
ram-se deste sistema para estudo [25], [26], [30].
_ 
Os parametros de 1inhas e transformadores estao apresen 
tados na tabela 7 e as condições de operação, na tabeia 8.
_ 
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Figura 4 - Diagrama unifiiar e piano de medição para o sistema de 
Quarenta e Oito Barras. 
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LINHA
1 
@)\IO¬U1-I>(.›¿l\I
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
_27 
28 
29 
30 
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Tabeia 7 - Parametros de Linhas e Transformadores para 
o Sistema de Quarenta e Oito Barras e Sessenta e Cinco 
Linhas 
_-......_..__ 
KO'~D\CKOCII®\O`.O`<J1-¡>-b0.)|\)-*--*
1 
10 
10 
11 
12 
13 
14 
14 
15 
16 
16 
17 
18 
19 
19 
--___ 
PARA REs1sTENc1A REAlÃNc1A 
s ni" 
DA 
BARRA BARRA SÉRIE
í 
\|©&CU1-DKOC/«.>l\) 
1é
9 
15 
17 
11 
12 
19 
30 
13 
14 
22 
14 
16 
22 
26 
16 
17 
18 
18 
26 
20 
30 
01450 
01210 
00690 
00360 
01830 
00510 
00420 
00440 
02010 
00640 
01262 
03789 
00000 
02450 
00924 
00729 
02590 
03449 
00190 
02608 
02180 
00000 
01518 
00580 
01100 
02217 
01554 
01/42 
00000 
00634 
_z-__- 
¡-. 
_ 1. 
0.07360 
0.06020 
0.03360 
0.01860 
0.09350 
0.02620 
0.02120 
0.02500 
0.10290 
0.03630 
0.07815 
0.19430 
0.00625 
0.12580 
0.04755 
0.09066 
0.13480 
0.17850 
0.02800 
0.13535 
0.11350 
0.01247 
0.07845 
0.03210 
0.05650 
0.11474 
0.08042 
0.09030 
0.03090 
0.032/0 
SUSCEPTÃNCIA 
f,::'_,vm1 To›AL 
0.12930 
0.11090 
0.06460 
0.03220 
0.16340 
0.04540 
0.03820 
0.08080 
- 0.17820 
0.11740 
0.23670 
0.34060 
0.00000 
0.21600 
0.33100 
0.40850 
0.22610 
0.30720 
3.35760 
0.23320 
0.19050 
0.00000 
0.54080 
0.10390 
0.09740 
0.19750 
0.13840 
0.62080 
0.00000 
0.22630
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
46 
46 
47 
/4.8 
49 
60 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
Tabe1a 7 - Continuaçao 
LINHA DA PARA RESISTÊNCIA REATÃNCIA BARRA BARRA SÉRIE SÉRIE __--_-~-_ 
20 ' 
21 
22 ~ 
22 
22 
22 
23 
26 
26 
27 
28 
29 
30 
30 
31 
31 
31 
31 
32 
33 
33 
33 
34 
35 
37 
38 
38 
39 
40 
41 
42 
-_--_----» 
5) 
02680 
01486 
00161 
00107 
00005 
00138 
00156 
01631 
03074 
01537 
01440 
00000 
02817 
03/44 
00480 
00000 
07120 
04650 
00244 
03200 
00834 
01700 
03660 
00759 
02061 
00010 
00000 
00476 
00000 
00051 
01670 
------z-z-.- 
-.__-__.. 
09735 
05847 
02033 
01327 
00045 
01947 
01976 
08354 
15885 
07868 
05440 
03045 
14613 
19419 
01750 
06160 
258/0 
16910 
03090 
17770 
04315 
06300 
20390 
03923 
10690 
00050 
05915 
02451 
00625 
00267 
06200 
¢~_--_ 
69 
SUSCEPTÃNCIA 
SHUNT TOTAL 
0.09720 
0.05160 
2.40320 
1.63260 
0.16160 
2.39670 
2.41230 
0.14660 
0.27375 
0.13507 
0.05400 
0.00000 
0.25094 
0.33347 
0.01640 
0.00000 
0.06460 
0.04220 
3.77450 
0.32470 
0.07430 
0.11510 
0.37670 
0.27040 
0.18360 
0.00100 
0.00000 
0.16900 
0.00000 
0.06720 
0.11330
LINHA 
62 
63 
64 
65
1 
@\IO'\U¬-ã(›J!\`
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
Tabela 
DA 
BARRA 
43 
44 
45 
47 
Tabela 8 - Condicoes de Operacao 
ta e Oi 
7 - Continuação 
PARA RESISTÊNCIA 
BARRA SÉRIE ----_--~----------- 
48 0.00788 
48 0.02303 
46 0.03310 
48 0.03829 
REATÃNCIA 
SÉRIE 
0.04069 
0.11795 
0.12040 
0.19809 
to Barras 
-_____.._-_.._.._..____ 
f- - M00uL0 DE .P0TàNc1A BARRA TENSÃO ÂNGULO ATIVA 
1.0500 
1.0140 
1.0022 
0.9994 
0.9956 
1.0000 
0.9953 
0.9921 
1.0160 
0.9939 
1.0193 
1.0435 
0.9865 
1.0464 
0.9591 
0.9577 
0.9504 
'0.9566 
0.0000 
-2.8901 
-9.5100 
-4.1231 
-8.2211 
-27.9730 
-20.2700 
-zv./640 
-2.5132 
à-0.0018 
-o.7905 
1.2402 
-21.4450 
5.4990 
-z5.õ150 
-22.7060 
. -21.0460 
-10.9730 
PJ
1 
0 
0 
0 
0 
U
0 
0 
O 
O 
0
0
0
1 
O
0
O 
.0022 
.0038 
.5998 
.9962 
.2640 
.7812 
.4494 
.6604 
.9054 
.3001 
.0000 
.0000 
.2b22 
.4494 
.0100 
.7728 
.9452 
.0000 
do Sistema de 
70 
SUSCEPTÃNCIA 
SHUNT TOTAL 
0.20060 
'O.82b60 
0.03010 
0.34100 
Quaren- 
.-. POTtNClA 
REATIVA 
0.8070 
-0.4350 
-0.5590 
-0.õz02 
0.0201 
0.4007 
-0.1141 
0.3õz8 
-0.1690 
-0.1790 
-1.5590 
0.0000 
0.0028 
0.0839 
-0.zs3z 
-0.0416 
-0.2062 
0.0000
19 
20 
21 
22 
23 
24 
25 
26 
2/ 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
Tabe1a 8 - Continuação 
.` M0ouLo DE PorENc1A BARRA TENsÃo ÂNGULO Ar1vA
U 
U
U
1
0 
i.-¡-n_\
0 
0
0
0 
_\_-›¿...\._\_.›...›....›_à._›-_\_›è-_›._›..z_.› 
.9867 
.9691 
.9652 
.0491 
.9983 
.0200 
.0500 
.0150 
.0170 
.9744 
.9852 
.9971 
.9957 
.U583 
.0220 
.U420 
.0198 
. 854 
.0024 
.0140 
.0140 
.0213 
.0158 
.0254 
.0165 
.0290 
.0550 
.U21U 
.0061 
.0216 
LO 
12. 
14. 
13. 
10.
1 
11. 
2484 
4600 
553 
6600 
1188 
1060 
0112 
0707 
2027 
3170 
4330 
0710 
6950 
4041 
8828 
7534 
3964 
7490 
1453 
7418 
7334 
8943 
9247 
0541 
6484 
3618 
8277 
7436 
7988 
1130 
14 
11 
15 
.0U00 
.9352 
.6954 
.0000 
.4590 
.6000 
.0500 
.5077 
.1554 
.13b0 
.3296 
.00U0 
.2116 
.0U00 
.2501 
.4962 
.4613 
.603U 
.0000 
.1000 
.2000 
.0000 
.0279 
.0000 
.4848 
.8896 
.2297 
.2635 
.3134 
.1193 
__.-_-_-- 
_.--.~~..-- 
POTtNC1A 
REATIVA
1 
-0. 
0000 
5631 
0646 
0000 
8630 
4030 
3103 
0819 
0544 
0440 
3576 
0000 
0533 
1230 
2048 
2993 
1371 
2329 
0000 
7293 
2294 
5650 
2132 
0000 
0240 
3644 
0110 
0855 
3746 
4274 
-__..
