We study the estimation of single parameter characterizing families of unitary transformations acting on two systems when only one of them can be accessed at the output, i.e. in the presence of a bottleneck to gather information. The estimation capabilities are related to properties of unitaries' generators. In particular, continuity of quantum Fisher information is established with respect to them and conditions on the generators are found to achieve the same quantum Fisher information in absence of bottleneck. The usefulness of entangled inputs (across the two systems as well as across multiple estimation instances) is also discussed.
represents the Stinespring dilation [6] . In Ref. [7] this scheme has been used to introduce the notion of "privacy" in the quantum estimation framework. Here, more broadly, we aim at relating the estimation capabilities to the properties of unitaries' generators. Since the quantum Fisher information will be the relevant tool, we first recall it in Section II. Then its continuity with respect to unitaries' generators is established in Section III. Conditions on the generators to achieve the same quantum Fisher information in absence of bottleneck are found in Section IV for tensor product generators. A recipe to analyze more complicate generators is illustrated in Section V. As main result it turns out that there is no limitation on the estimation capabilities by accessing a restricted output, provided that the partial trace of the generator over the accessed subsystem nullifies (a particular case is represented by generator belonging to the special unitary algebra). In these Sections the usefulness of entangled inputs (across the two systems as well as across multiple estimation instances) is also discussed. Finally, in Section VI we draw our conclusions.
II. CRAMER RAO BOUND AND FISHER INFORMATION
In classical estimation theory the optimal unbiased estimators of a parameter α are those saturating the Cramer-Rao inequality
which establishes a lower bound on the mean square error (variance) V ar(α) = E α (α − α) 2 = E α (α − E αα ) 2 of any unbiased estimatorα. In other words, the Cramer-Rao inequality establishes the ultimate bound on the precision of estimating the parameter α.
In Eq.(1) F (α) is the Fisher Information defined as F (α) := p(α|α)
∂ ln p(α|α)
where p(α|α) denotes the conditional probability of obtaining the valueα when the parameter has the value α.
In quantum mechanics, we have p(α|α) = Tr [Π(α)ρ(α)], where Π(α) are the elements of a positive operator-valued measure (POVM) and ρ(α) is the density operator parametrized by the quantity we want to estimate. Defining the Symmetric Logarithmic Derivative (SLD) L α as the Hermitian operator satisfying
the Fisher Information (2) can be rewritten as
In order to evaluate the ultimate bounds to the precision of estimation, we should maximize (4) overall quantum measurements. However we can easily get the following chain of inequalities
These show that the Fisher Information F (α) of any quantum measurement is bounded by the so-called Quantum Fisher Information
leading to the quantum Cramer-Rao bound [1]
This holds true for single shot measurement, while for N (independent) measurements the quantity J(α) on the r.h.s. must be multiplied by N . The calculation of J(α) is doable because the SLD is given by a Lyapunov equation. However it depends on the input (probe) state and hence it should be maximized overall such states. Hereafter we will indicate such a maximum by J. In many applications one has to deal with the estimation of a parameter α introduced into the system through a unitary transformation U α = e −iαG , being G its generator. In such a case the maximum Fisher information overall input states has been found to be [5] 
where λ max , λ min are the maximum and minimum eigenvalues of G. This is because the minimum of error is achieved when the standard deviation of G is maximum, in turn this latter is achieved by preparing the probe in a state having maximum spread, i.e. equally weighted superposition of the eigenvectors |λ max and |λ min of G corresponding, respectively, to λ max and λ min . [16] In reality due to the noise it often happens that not all the information on the output system is accessible. This situation can be schematized as a unitary U α : H A ⊗ H E → H B ⊗ H F whose parameter α has to be estimated by accessing only the output system B (see Fig.1 ).
This can also be seen as estimation of a quantum channel where the Kraus operators
depend on the parameter α (here {| E } is an orthonormal basis of H E ).
Since the output system B has a reduced dimension with respect to the global input system AE, the situation reminds a bottleneck. The idea of quantum estimation through a bottleneck gives rise to a number of questions, for example: Is it necessary to access the whole output system BF to get the maximum Fisher information? If not, under which conditions the Fisher information on the subsystem B equals the Fisher information on the whole output system BF ? Below we shall address these questions. To simplify the treatment we shall assume from now on H A H B and H E H F , as well as pure seed state ρ on AE.
III. CONTINUITY OF QUANTUM FISHER INFORMATION
In this Section, as a preliminary step, we would like to address the issue of continuity of quantum Fisher information related to the output state on the system B (see Fig.1 ). In particular we would like to link this property to the generator of the unitary U α . This will make reliable numerical investigations of J B whenever employed. [17] The continuity property of quantum Fisher information has been established in Ref. [8] , where it has been related to both the state ρ(α) and its derivative ∂ α ρ(α). Here we provide an alternative derivation of this result and then, as a step further, we relate this issue to the generator of the unitary U α .
Theorem III.1. Given two states ρ 1 (α) and ρ 2 (α) it is
where
Proof. Let us start noticing that the solution of the Lyapunov Eq.(3) can be written as
thus we have
where the last step follows from the Cauchy-Schwarz inequality applied with Hilbert-Schmidt scalar product of operators. Let us now analyze separately the two terms entering in the integral (19) . First, it is
where, in going from (21) to (22), it has been used the property
For the other term in the integrand of Eq. (19), we have
Finally using (24) and (26) into (19) we obtain
and performing the integration we arrive at the desired result.
where, by referring to Theorem III.1, we set
Proof. Concerning the first term at r.h.s. of Eq. (14), we have
where (32) follows from the fact that the diamond norm of a superoperator upper bounds its induced trace norm (see e.g. [9] ), (33) comes from the continuity of the Stinespring dilation [10] , and for (35) we have used the property (25).
Regarding the second term at r.h.s. of Eq. (14), it is
Eq. (37) (40) into (14) and taking into account that α ∈ [0, 2π] we get the desired result.
IV. TWO-QUBIT UNITARIES WITH TENSOR PRODUCT GENERATORS
Below we shall consider H A H E C 2 with the aim of finding J B and compare it to J BF when G can be written as
Quite generally we can write
where σ 1 , σ 2 , σ 3 are the Pauli operators and σ 0 = I. Actually, w.l.o.g. we can assume m
Theorem IV.1. Given a family of unitaries
Proof. Let us introduce the eigenvectors ofm · σ aŝ
Here |0 , |1 denote the canonical bases of C 2 made by the eigenvectors of σ 3 . We can do similarly forn · σ.
the maximum Fisher information we can get when accessing both output systems is:
In the basis {|0m |0n , |0m |1n , |1m |0n , |1m |1n } we can write the generic input state as C 00 |0m |0n + C 01 |0m |1n + C 10 |1m |0n + C 11 |1m |1n ,
with C ij ∈ C, such that
In turn the unitary reads:
Applying (49) to (48) and tracing away F yields
The Fisher information of ρ B can be evaluated, using the methods of Sec.II, as |C 00 C 11 − C 01 C 10 e 4ia | 2 .
In order to eventually attain the value of Eq.(47), J B should not depend on α. This implies to have C 00 = 0 ∨ C 01 = 0 ∨ C 10 = 0 ∨ C 11 = 0. As consequence the maximum of J B will be
The gap between J B and J BF then reads
Remark IV.2. According to the conditions (52), the maximum of J B is achieved by separable states. In other words entangled input is not useful for this task. Proof. It immediately follows Theorem IV.1 by observing that G 1 ∈ su(2) iff t 1 = 0.
A. Multiple instances estimation
Here we shall consider estimation by multiple copies of the unitary U α . This will allow us to investigate the usefulness of entanglement across inputs on different copies of U α . The simplest and non-trivial case is represented by two copies of the unitary U α as depicted in Fig.2 . Assuming U α = e −iαG1⊗G2 with G 1 , G 2 given by Eqs. (41) and (42), we know from conditions (52) that the optimal input states on single instance are
for t 2 ≥ 0. Then we expect the optimal input in two instances to be an entangled state built up with twofold tensor product of states (54). Let us consider
that results maximally entangled between A 1 and A 2 . The global output state after unitary transformation becomes
where U α is given by (49). The maximum Fisher information we can get when accessing the whole output system is 4 times the one in Eq.(47). The output state we are going to measure is however
with B := (B 1 , B 2 ) , F := (F 1 , F 2 ). The Fisher information with this state, computed according to the methods of Sec.II, results
Repeating the above steps for t 2 < 0, which amounts to flip the environment state |0n to |1n , into (54) and hence into (55), we can conclude that the gap between between J BF and J B reads as 4 times (number of instances squared) the one in (53). This amounts to have ∆ = 0 for two instances estimation as well, under conditions (53).
V. TWO-QUBIT UNITARIES WITH GENERIC GENERATORS
We start this Section providing a procedure to find J B for a generic generator. Then we will apply it to a case study.
According to Ref. [5] if we consider a single qubit unitary transformation U = e −iαG the optimal input state will be |ψ = (|ψ 1 + |ψ 2 )/ √ 2, where |ψ i is the eigenvector corresponding to the eigenvalue λ i . Then the output state reads
where |ψ ± := (|ψ 1 ± |ψ 2 )/ √ 2. The corresponding density operator has the following matrix representation (in the basis |ψ ± )
It is easy to check, with methods of Sec. II, that the Fisher information achievable with this matrix, can also be achieved with a matrix having the same diagonal terms and off diagonal terms with different phase or even nullifying. As a consequence, when estimating α in our bottleneck scheme, we would like to have a similar form for the reduced density matrix ρ B . This could come from a state
where the argument of trigonometric functions must be proportional to α and |Ψ , |Ψ ⊥ are orthogonal vectors in the space C 2 ⊗ C 2 (if |Ψ is factorable the orthogonality condition must hold true at least in the subsystem A).
Suppose now to have found |Ψ ∈ C 2 ⊗ C 2 such that
and hence
Then, using the Taylor expansion, it will result
which is compatible with the form (62). So the problem can be reduced to find |Ψ ∈ C 2 ⊗ C 2 satisfying (63). To this end we can look for eigenstates of operators anti-commuting with G. In fact if GA + AG = 0 and A|Ψ = λ|Ψ (with {λ} = 0) it will be
Summarizing, in order to find J B we have to look for optimal input states among the eigenstates of operators anticommuting with the generator. Let us closely analyze a couple of cases.
Moving on from Sec.IV the first case of generator where to apply this procedure seems
with t 3 being a generic coefficient not limited to be equal to the product t 1 t 2 . However one can easily realize that t 3 does not appear in both J BF and J B . Hence the results will be the same of those found in Sec.IV.
Next we are led to consider a generator of the kind
which cannot clearly be traced back to the tensor product of two generators. Using the eigenvalues of (68) the maximum Fisher information one can get when measuring the system BF results
For what concern the calculation of J B , let us write the anticommutator A as a generic Hermitian matrix 
The solutions for A anticommuting with (68) must be distinguished depending on the values of t 1 and t 2 .
i) t 1 = 0 and t 2 = 0.
Then, upon normalization, the eigenvectors of A can be cast into the following form
which provides the expression for eigenvectors in Eq.(63) with a = 1 + t 2 1 . This in turn gives J B not depending on t 1 and equal to 4, thus by referring to (69) we have
that nullifies only for t 1 = 0. [19] ii) t 1 = 0 and t 2 = 0. 
which provides the expression for eigenvectors in Eq.(63) with a = 1 + t 2 2 . This in turn gives J B = 4(1 + t 2 2 ), which results equal to J BF of (69) implying ∆ = 0. iii) t 1 t 2 = 0.
which provide the expression for eigenvectors in Eq.(63) with respectively a = 1 + (t 1 − t 2 ) 2 for (86) and a = 1 + (t 1 + t 2 ) 2 for (87).
Taking either (86), or (87) as input we arrive, with the technique of Sec.II, to the following Fisher information for the B system
One can easily show that for each value of α there exists at least a value θ(α) leading to the value 4 for the above function. Hence J B = 4. This presumes however to adjust the input state according to the value of the parameter α, which is in principle unknown. Thus we prefer to consider a unique input state for all α. In such a circumstance, from (88) we argue that J B = 4 only when a = 1 and θ = 0,
4 . . ., implying |t 1 | = |t 2 |. In any case from Eq.(69) we have J BF = 4 only for t 1 = t 2 = 0, hence we can conclude that ∆ = 0 if t 1 = t 2 = 0. When t 1 , t 2 = 0 the quantity ∆ depends on α through (88). Figure 3 shows ∆ vs t + := t 1 +t 2 (assuming t 1 t 2 > 0) and α for θ = π/4. We can see that when t + approaches zero (i.e. t 1 , t 2 → 0 given the assumption t 1 t 2 > 0) the quantity ∆ tends to zero. [20] As soon as t + becomes different from zero, peaks appear whose width and number increases with |t + |. All together the results of i), ii) and iii) show that zero gap can only be attained when t 1 = 0, a tighter condition with respect to the case where G = G 1 ⊗ G 2 (see Theorem IV.1). Furthermore, according to (75), (81), (86) and (87), factorable AE states are enough to maximize J B . Although it is not guaranteed that the input states found following the method described at beginning of this Section are the only optimal ones, numerical search has shown that this is the case (see Appendix A).
We close this Section by formulating a conjecture based on the results found. 
A. Multiple instances estimation
Similarly to Sec.IV A we shall consider here estimation by two copies of the unitary U α arising from the generator (68). Given an input state |Υ in for systems A 1 E 1 A 2 E 2 , the global output state after unitary transformations reads
According to Sec.II, the maximum Fisher information we can get when accessing the whole output system reads
The output state we are interested in is however
To compute the maximum Fisher information related to it we have then refer to the three cases analyzed in the previous Subsection.
i) We expect the optimal input in two instances to be among the entangled states built up with twofold tensor product of states (75). Numerical investigations (see Appendix A) show that there is no one state that gives J B = 4J B for all α (unless t 1 = 0). Therefore we focus on the possibility of having 2J B ≤ J B ≤ 4J B , i.e. performance always better (or equal) than separable parallel instances. This can be achieved with the following state
which is maximally entangled between E 1 E 2 .
ii) Here we expect the optimal input in two instances to be among the entangled states built up with twofold tensor product of states (81). Numerical investigations (see Appendix A) show that there is no one state that gives J B = 4J B for all α (unless t 2 = 0). This in turn prevent us from having ∆ = 0 when going from single to double instance. Although that might be surprising, it can be explained by considering the new generator Γ resulting in double instance:
As we can see it contains identity on the accessed subsystems, and hence by referring to Conjecture V.1, it should be no longer guaranteed the possibility of having ∆ = 0. Thus we focus on the possibility of having also here 2J B ≤ J B ≤ 4J B , i.e. performance always better (or equal) than separable parallel instances. This can be achieved with the following state
which is maximally entangled between A 1 A 2 .
iii) Also in this case we expect the optimal input in two instances to be among the entangled states built up with twofold tensor product of states (86) (or (87)). Numerical search (see Appendix A) shows that for each value of θ the quantity (88) can be quadruplicated with one such a state. For example the state
which is maximally entangled among all parties
This is 4 times the quantity in Eq.(88) with θ = π/4. Thus also the gap ∆ is simply quadruplicated.
Summarizing, even if the generator G satisfies the conditions to get ∆ = 0, it is not guaranteed that this result can be attained over multiple instances too (this is in contrast with tensor product generator where ∆ = 0 can be kept over multiple instances by simply using entanglement across A systems). In order to minimize the gap various kind of entanglement in input (across A systems, or across B systems, of fully) might be necessary.
VI. CONCLUSION
In conclusion, given a one parameter family of unitaries {U AE→BF α }, we considered the parameter α's estimation by accessing only the system B. The estimation capabilities have been related to properties of unitaries' generators. First, the continuity of quantum Fisher information has been established with respect to them. Then, conditions on the generators of two-qubit unitaries have found to achieve the same quantum Fisher information in absence of bottleneck. These can be summarized in the generator G satisfying Tr B G = 0, or in other words only containing elements of the algebra su(2) for the first qubit. Whenever it can be written as tensor product G 1 ⊗ G 2 it is sufficient that G 1 belongs to the special unitary algebra. In this latter case also necessary condition has found. When a gap appears it depends on the strength of terms deviating from elements of the algebra su(2) for the first qubit. From the analyzed cases entangled inputs across the AE systems seem not necessary to reach the goal. In contrast, entangled inputs across multiple estimation instances enhances the performance, although not always by the celebrated scaling of the number of instances squared. In particular this happens when G = G 1 ⊗ G 2 , thus guaranteeing in this case the extendibility of zero gap over multiple instances.
Since the bottleneck model employed here could be regarded as a two senders and one receiver quantum channel, we expect that this work will enable studies of quantum multiple-access channel estimation [12] . What remains valuable for further investigation in future work is to extend the analysis to higher and/or different subsystems dimensions and see how the gap varies in terms of such dimensions. Even the consideration of U α : H → H with H of prime dimension D, while accessing an output of dimension d < D, could open new interesting perspectives.
