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Multielectron effects in high harmonic generation in N2 and benzene:
simulation using a non-adiabatic quantum molecular dynamics approach
for laser-molecule interactions
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A mixed quantum-classical approach is introduced which allows the dynamical response of molecules driven far from
equilibrium to be modeled. This method is applied to the interaction of molecules with intense, short-duration laser
pulses. The electronic response of the molecule is described using time-dependent density functional theory (TDDFT)
and the resulting Kohn-Sham equations are solved numerically using finite difference techniques in conjunction with
local and global adaptations of an underlying grid in curvilinear coordinates. Using this approach, simulations can
be carried out for a wide range of molecules and both all-electron and pseudopotential calculations are possible. The
approach is applied to the study of high harmonic generation in N2 and benzene using linearly-polarized laser pulses
and, to the best of our knowledge, the results for benzene represent the first TDDFT calculations of high harmonic
generation in benzene using linearly polarized laser pulses. For N2 an enhancement of the cut-off harmonics is observed
whenever the laser polarization is aligned perpendicular to the molecular axis. This enhancement is attributed to the
symmetry properties of the Kohn-Sham orbital that responds predominantly to the pulse. In benzene we predict that a
suppression in the cut-off harmonics occurs whenever the laser polarization is aligned parallel to the molecular plane.
We attribute this suppression to the symmetry-induced response of the highest-occupied molecular orbital.
PACS numbers: 42.65.Ky,33.80.Rv,31.15.ee,31.15.xf
I. INTRODUCTION
Molecules driven out of equilibrium by external forces are
of fundamental importance in many areas of science and tech-
nology. In such a non-equilibrium situation, a non-adiabatic
coupling exists between electrons and ions which can induce
charge and energy transfer across the molecule on a femtosec-
ond timescale1. These charge and energy transfer processes
are of extreme importance in the design of electronic devices2,
probes and sensors3, and in the areas of condensed matter and
plasma physics, medicine and biochemistry.
Of particular interest and importance is the interaction of
molecules with ultra-short laser pulses. In this case, the laser
couples to the electrons in the molecule and this coupling can
lead to ionization and subsequent dissociation of the molecule
if the laser intensity is high enough. Indeed, even for low
laser intensities current flow in molecular electronic devices
can be both induced and suppressed4–6. Over the last decade
much effort has focused on the possibility of using ultra-short
laser pulses to control chemical reactions. Experimental stud-
ies have already used genetic algorithms to create optimal
pulse profiles in order to break specific bonds in complex
molecules7–9. In these experiments Ti:sapphire laser pulses
(wavelength, λ ∼ 800nm) were employed with the interaction
taking place over a timescale of 10s of femtoseconds. Alterna-
tively, few-cycle optical pulses have been used to steer disso-
ciation by varying the carrier-envelope phase of the pulse10–12.
More recently, the use of attosecond pulses has been con-
sidered for controlling the electron dynamics directly. These
pulses generally operate at high laser frequencies (VUV to x-
ray wavelengths) and can be created either through high har-
monic generation (HHG) in gases13–16 or in free-electron laser
sources. Much of the work on attosecond pulses has focused
on controlling processes such as electron localization17–19 as
this control is seen as the the crucial first step in controlling
chemical reactions: a fuller review of this subject is given by
Krausz and Ivanov20.
The study of multielectron effects in the response of
molecules to intense laser pulses has attracted much attention
in recent years. This interest stems from the complexity of
the electronic structure in molecules together with the experi-
mental ability to control the orientation between the molecules
and the laser pulse using a variety of alignment techniques.
While initial studies considered multielectron effects in ion-
ization21–29, recent studies have considered the role of multi-
electron effects in HHG30–48. Studying HHG as a function of
alignment provides us not only with an insight to the role of
molecular electronic structure in HHG, but also with a tech-
nique for manipulating the strength of the high harmonics
emitted. Indeed, the sub-femtosecond timing information en-
coded in these high harmonics can be used as a tool to dynam-
ically image the molecular orbitals themselves49,50 and, if sev-
eral orbitals contribute to the HHG process, sub-femtosecond
electron dynamics in the molecule can be directly imaged41.
Therefore, an understanding of multielectron effects in molec-
ular HHG is crucial to the development of these imaging tech-
niques.
Any model for describing the interaction of molecules with
ultra-short laser pulses must be able to handle length, time
and energy scales that can span several orders of magnitude.
In the first instance we need to model processes occurring on
timescales ranging from the sub-femtosecond for electronic
2motion to 100s of femtoseconds for the dissociation of the
molecule. Secondly, the laser wavelength can vary from op-
tical to VUV wavelengths which alters how the laser couples
to the electrons in the molecule: while optical pulses couple
predominantly with the valence electrons in the molecule, at-
tosecond pulses can couple directly to the innermost electrons.
Lastly, in describing processes such as ionization and HHG
we must be able to accurately describe the emission of high-
energy electrons over length scales of several hundred Bohr
radii. For simple molecular systems, such as one- and two-
electron diatomic molecules, solution of the time-dependent
Schro¨dinger equation (TDSE) is possible17,51–57. However,
describing more complex molecules requires further approx-
imation. These approximations range from simple models
which handle only crucial aspects of the dynamics to full ab
initio simulations of the electrons and ions in the presence of
the laser pulse.
One ab initio method that is widely used to treat elec-
tronic dynamics is time-dependent density functional theory
(TDDFT)58. The TDDFT method has been applied exten-
sively to the study of molecules and clusters subject to ex-
ternal forces59–65. In many cases this application involves
coupling the quantum treatment of the electronic degrees of
freedom to a classical treatment of the nuclear degrees of
freedom, resulting in a method known as the non-adiabatic
quantum molecular dynamics (NAQMD) method59–61. Imple-
mentations of NAQMD have generally used basis-set59–62 or
grid63–65 techniques. While grid approaches offer better op-
portunities for code parallelization, allowing efficient scaling
to large problem sizes, they do suffer from the drawback of
requiring small grid spacings in order to deal with moving
ions on the grid. This problem can be overcome by using grid
adaptation techniques employing both local and global adap-
tations52,66–75.
In this paper we set out our NAQMD approach on a real
space grid that allows the use of both local and global adapta-
tions. The novelty of the approach lies in the range of methods
that are implemented and that, in implementing these meth-
ods together, a wide range of problems can be studied. The
approach can handle either all of the electrons or only a sub-
set, depending on the laser-pulse used, and its implementation
opens up the possibility of carrying out ab initio simulations
of the response of complex molecules to intense laser pulses
of arbitrary polarization. This is in contrast to many other im-
plementations of TDDFT which have been optimised to effi-
ciently study ionization and HHG in either diatoms irradiated
by linearly polarized light39,46 or in polyatomic molecules,
like benzene, irradiated by circularly polarized light32. The
paper is arranged as follows. In Sec. II a set of equations
of motion for a system of quantum mechanical electrons and
classical ions is derived using a Lagrangian formalism. This
derivation allows for velocity-dependent terms to be intro-
duced in cases where either a moving basis or moving grid
is introduced. In Sec. III the equations of motion are re-
expressed whenever TDDFT is used to describe the electronic
system. A number of local and global coordinate transforma-
tions are described in Sec. IV which will allow a standard fi-
nite difference grid to be warped in different regions of space.
Sec. V describes how the NAQMD approach is implemented
in a real-space code. In Sec. VI the method is applied to study
the influence of multielectron effects in HHG in molecules.
In particular, our calculations for HHG in benzene predict a
suppression of the high-order harmonics as the alignment be-
tween the molecular plane and the laser polarization direction
varies. Some conclusions are drawn in Sec. VII.
Unless otherwise stated, atomic units are used throughout.
II. THE NON-ADIABATIC QUANTUM MOLECULAR
DYNAMICS APPROACH
We consider a system consisting of Ne quantum-
mechanical electrons and Nn classical ions. The electrons are
described by their many-body wavefunction Ψ(re, t), where
re = {r1, . . . , rNe} denotes the electron position vectors (for
the time being we will ignore spin). The ions are described by
their trajectories R = {R1(t), . . . ,RNn(t)} and momenta
P = {P 1(t), . . . ,PNn(t)}. For ion k, we denote its mass
and charge by Mk and Zk respectively.
In order to derive a set of equations of motion for the elec-
trons and ions we will use a Lagrangian formalism76,77. We
start from the Lagrangian
L = i
∫
dreΨ
⋆(re, t)Ψ˙(re, t)
−
∫
dreΨ
⋆(re, t)H(re,R, t)Ψ(re, t)
+
1
2
Nn∑
k=1
MkR˙
2
k(t)− Vnn(R), (1)
where
Vnn(R) =
Nn∑
k<k′
ZkZk′
|Rk −Rk′ |
, (2)
denotes the Coulomb repulsion between the ions and
H(re,R, t) is the time-dependent Hamiltonian for the elec-
trons which depends parametrically on the ion coordinates.
The Hamiltonian can be written as
H(re,R, t) =
Ne∑
i=1
[
−
1
2
∇2i + Vext(ri,R, t)
]
+Vee(re), (3)
where ∇2i is the Laplacian with respect to the coordinates of
electron i. In this Hamiltonian
Vee(re) =
Ne∑
i<j
1
|ri − rj |
, (4)
is the Coulomb repulsion between electrons and
Vext(ri,R, t) = Vions(ri,R, t) + Uelec(ri, t), (5)
3is the external potential consisting of Uelec(ri, t), the interac-
tion between electron i and the applied laser field, and
Vions(ri,R) =
Nn∑
k=1
Vion(ri,Rk)
= −
Nn∑
k=1
Zk
|ri −Rk|
, (6)
the Coulomb interaction between electron i and all ions. Ad-
ditionally, in Eq. (1)∫
dre =
∫
dr1 · · ·
∫
drNe , (7)
refers to integration over all electron coordinates.
The equations of motion for the electrons and ions can be
obtained by considering variations of the wavefunction and
ion trajectories that leave the action, A, stationary i.e.
δA = δ
∫ t1
t0
Ldt = 0. (8)
This results in the Euler-Lagrange equations of motion
∂L
∂Ψ⋆
=
d
dt
(
∂L
∂Ψ˙⋆
)
, (9)
∂L
∂Ψ
=
d
dt
(
∂L
∂Ψ˙
)
, (10)
∂L
∂Rk
=
d
dt
(
∂L
∂R˙k
)
. (11)
Eq. (9) leads to the TDSE
i ∂
∂t
Ψ(re, t) = H(re,R, t)Ψ(re, t), (12)
while Eq. (10) gives its complex conjugate. Eq. (11) leads to
the equation of motion for the ions
MkR¨k =−
∫
dreΨ
⋆(re, t)
(
∇˜kH(re,R, t)
)
Ψ(re, t)
− ∇˜kVnn(R), (13)
where ∇˜k denotes the gradient operator with respect to the
ionic coordinates of ion k.
The Lagrangian formalism has the benefit of allowing the
equations of motion for electrons and ions to be easily derived
in situations where either a finite basis set is used or where dy-
namical locally-adaptive grids – in which the grid is adapted
in a small region around the instantaneous ionic positions –
are used. For instance, when an incomplete basis set of atom-
centred Gaussian functions is used, the resulting equations of
motion have been derived by several authors59,76,77. In that
case, velocity-dependent forces (the so-called Pulay forces78)
are introduced. The use of dynamical, locally-adaptive grids
will also introduce Pulay-type forces on the ions. This point
will be returned to in Sec. IV.
It is important to note that a mixed quantum-classical de-
scription of electron-ion dynamics has a number of draw-
backs. For example, a classical description of heavy ions can
be justified when considering processes which occur over a
timescale of several femtoseconds. However, when consider-
ing processes that involve light ions (such as hydrogen atoms)
quantum effects can become important, in which case a clas-
sical description will no longer be appropriate. This is partic-
ularly true when considering the response of simple diatomic
molecules, such as H+2 and H2, to intense laser pulses. For
these systems, quantum treatments of electrons and ions can
be carried out and these clearly show the importance of quan-
tum nuclear motion54,79–82. For instance, Bandrauk and co-
workers clearly show that a a quantum description of nuclear
motion is important for HHG in H+2 82.
III. TIME-DEPENDENT DENSITY FUNCTIONAL
TREATMENT OF THE ELECTRON DYNAMICS
In Sec. II we derived a set of equations of motion for a
system of quantum mechanical ions and classical ions. The
TDSE derived for the many-body electronic wavefunction can
only be solved in full dimensionality for the simplest few body
systems. In this section we will consider a TDDFT description
of electronic structure58.
In an earlier paper a set of equations of motion was de-
rived for the electrons and ions using a static real-space grid63.
Here, we derive the equations of motion, using the Lagrangian
formalism, for the Kohn-Sham orbitals in TDDFT that will al-
low us to consider the more general case of a grid that can de-
forms around the instantaneous ion positions. In the TDDFT
method, the total Ne-electron Kohn-Sham wavefunction is
written as a single determinant of electron orbitals ψiσ(r, t)
with the electron density given by
n(r, t) =
∑
σ=↓,↑
nσ(r, t) =
∑
σ=↓,↑
Nσ∑
i=1
|ψiσ(r, t)|
2
, (14)
where Nσ is the number of Kohn-Sham orbitals for spin state
σ and Ne = N↓ +N↑.
In order to derive the equations of motion we consider the
Lagrangian
L = i
∑
σ=↓,↑
Nσ∑
i=1
∫
drψ⋆iσ(r, t)ψ˙iσ(r, t)
+
1
2
∑
σ=↓,↑
Nσ∑
i=1
∫
drψ⋆iσ(r, t)∇
2ψiσ(r, t)
−
∫
drn(r, t)
(
Vext(r,R, t) +
1
2
∫
dr′
n(r′, t)
|r − r′|
)
− Axc[n↓, n↑]
+
1
2
Nn∑
k=1
MkR˙
2
k(t)− Vnn(R). (15)
In this equation, Axc[n↓, n↑] is the exchange-correlation ac-
tion functional of TDDFT. The equations of motion for the
4Kohn-Sham orbitals and ions can be obtained in a similar fash-
ion to Eqs. (9)–(11) with the many-body wavefunction,Ψ⋆, in
Eq. (9) replaced by the Kohn-Sham orbitals, ψ⋆iσ(r, t). From
these Euler-Lagrange equations we obtain the time-dependent
Kohn-Sham equations
i ∂
∂t
ψiσ(r, t) = Hks,σ(r,R, t)ψiσ(r, t). (16)
In this equation
Hks,σ(r,R, t) = −
1
2
∇2 + Veff,σ(r,R, t), (17)
is the Kohn-Sham Hamiltonian and
Veff,σ(r,R, t) = Vext(r,R, t) + VH(r, t) + Vxc,σ(r, t), (18)
where
VH(r, t) =
∫
dr′
n(r′, t)
|r − r′|
, (19)
is the Hartree potential, Vext(r,R, t) is defined from Eq. (5)
and Vxcσ(r, t) is the exchange-correlation potential.
The corresponding equations of motion for the ions are ob-
tained from Eq. (11) and are analogous to those obtained in
Eq. (13), namely
MkR¨k =−
∑
σ=↓,↑
∫
drnσ(r, t)
(
∇˜kHks,σ(r,R, t)
)
− ∇˜kVnn(R). (20)
At this point we have a set of equations of motion for elec-
trons and ions which introduce a non-adiabatic coupling be-
tween the two subsystems. We now show how these equations
can be solved numerically using a real-space grid in adaptive
curvilinear coordinates.
IV. ADAPTIVE CURVILINEAR COORDINATES
Adaptive curvilinear coordinates have been widely used in
electronic structure calculations, both in plane-wave basis-set
methods66–70 and real-space grid techniques52,71–75,83. In this
approach either a local or global warping of space is carried
out and in some situations a combination of both is used. In
finite difference methods this warping of space leads to a high
density of grid points around the centres of adaptation while
in plane-wave methods the warping gives rise to an effective
energy cut-off which varies locally84.
In general we will consider the physical space to be de-
scribed by Cartesian coordinates and then consider a transfor-
mation to a set of generalised curvilinear coordinates (which
may, or may not, be orthogonal) that act as the computational
space. The Kohn-Sham equations will then be solved in these
curvilinear coordinates using finite difference techniques (see
Sec. V A). In this scenario, the grid points in curvilinear co-
ordinates are equally spaced which results in efficient nearest
neighbour communication patterns when the resulting com-
puter code is parallelized (see Sec. V B).
In the following, we describe a range of global and local
coordinate transformations that we have implemented. Our
underlying curvilinear system will be described by the coor-
dinates
(
ζ1, ζ2, ζ3
)
. Global adaptation will transform these
to a set of coordinates
(
u(ζ1), v(ζ2), w(ζ3)
)
. A local adapta-
tion can then be applied to these coordinates to transform to
Cartesian coordinates (x, y, z) so that
ζ1 u(ζ1) x(u, v, w) = x(ζ1, ζ2, ζ3)
ζ2 ⇒ v(ζ2) ⇒ y(u, v, w) = y(ζ1, ζ2, ζ3)
ζ3 w(ζ3) z(u, v, w) = z(ζ1, ζ2, ζ3)
. (21)
The transformation between Cartesian and curvilinear coordi-
nates is described by the Jacobian matrix
J =


∂x1
∂ζ1
∂x1
∂ζ2
∂x1
∂ζ3
∂x2
∂ζ1
∂x2
∂ζ2
∂x2
∂ζ3
∂x3
∂ζ1
∂x3
∂ζ2
∂x3
∂ζ3


(22)
where each element can be written as J iα and its determinant,
|J | = detJ , describes how the volume element changes. The
metric in Cartesian coordinates, gij = δij , can be written in
matrix form as the identity matrix, i.e. g = I . In curvi-
linear coordinates the metric tensor transforms to gαβ whose
elements can be written in matrix form as g = JTJ .
A. Globally adaptive curvilinear coordinates
Globally adaptive coordinates allow one particular curvilin-
ear coordinate to be scaled independently of the others. Such
scaling techniques have been widely used whenever a particu-
lar density of points is required along a given axis. For exam-
ple, in the treatment of linear molecules a global scaling has
been used in cylindrical coordinates to give a high density of
points near the molecular axis52,75,83. There are a number of
ways to implement a global scaling. We will detail three such
techniques which transform the curvilinear coordinate ζ to the
scaled coordinate u.
1. Using the transformation
u(ζ) = sinh
(
ζ
α
)
, (23)
where α is a parameter used to control the maximum
extent of the grid in u, we obtain a high density of grid
points near the origin and a low density of grid points
far from the origin.
2. Under the transformation
u(ζ) = ζ
(
ζn
ζn + αn
)ν
, (24)
5where n takes on integer values, ν takes on half-integer
values in general and α is a real number, we obtain a
high density of grid points near origin and an equidis-
tant grid spacing far from the origin83. The parameter
α controls where the transition between the regularly-
spaced and densely-spaced grid occurs.
3. Consider the transformation
u(ζ) =


ζ |ζ| ≤ ζf
ζ + dmax
(
ζ − ζf
ζf − ζmax
)5
|ζ| > ζf
, (25)
where dmax = ζmax − umax, ζmax is the maximum
value of the unscaled coordinate, ζf is the point where
the flat region ends, umax is the maximum value of the
scaled coordinate required and where u(−ζ) = −u(ζ)
when ζ < −ζf . This scaling gives rise to a grid that has
an equidistant spacing near origin and a low density of
grid points far from the origin. This is a specific case
of the general global backdrop described by Modine et
al73 in which u and its first four derivatives match at
|ζ| = ζf .
When both local and global adaptations are used only the third
global transformation is employed.
B. Locally adaptive curvilinear coordinates
In finite-difference electronic structure calculations the er-
ror is greatest in regions around the ions. This error is usually
minimized by using a combination of high-order finite dif-
ference formulae and small grid spacings85,86. An alternative
approach is to carry out a local adaptation of the curvilinear
coordinates around the ions to give a high density of points
in these regions. In the following, we implement the adap-
tive coordinate technique used in the ACRES DFT approach
of Modine and co-workers73 and describe the transformation
from generalised curvilinear coordinates ζ = (ζ1, ζ2, ζ3) to
Cartesian coordinates r = (x1, x2, x3) = (x, y, z). This pro-
cedure can be extended to incorporate the global adaptations
introduced in Sec. IV A. The local transformation is
r = ζ −
Nn∑
k=1
Qk·
(
ζ −Rk(t)
)
exp
[
−
(
ζ −Rk(t)
σk
)2]
.
(26)
In this expression Qk and σk are parameters controlling the
strength and extent of adaptation in the vicinity of ion k. In
general each Qk is a 3 × 3 matrix, although it is sufficient to
consider each Qk to be diagonal. We adjust the elements of
Qk to satisfy J iα(Rk) = |J(Rk)|
1/3
δiα. If the adaptation re-
gions associated with different ions overlap, each adaptation
centre attempts to draw grid points to itself. As a result of this
competition, the highest density of points will not be around
the exact ionic positions. Therefore, we perform the adapta-
tion around fictitious positionsRk(t)which are chosen so that
on the fully-adapted grid r(Rk) = Rk. Optimal values for
the elements of Qk andRk are found self-consistently using
Jacobi iteration.
The effect of this transformation is illustrated in Fig. 1
where we consider a local adaptation of a finite difference grid
around the atoms in benzene, denoted by the grey circles. In
Fig. 1(a) we present the Cartesian grid with no adaptation us-
ing a grid spacing of 0.4 a.u. For clarity we only present the
two dimensions x and y. Under the transformation of Eq. (26)
the adapted grid is shown in Fig. 1(b). The effect of this trans-
formation is an increase in grid density in the vicinity of the
atoms. In this example we use identical adaptations around
each atom. However, the form of Eq. (26) is such that each
atom can have different strengths and extents of adaptation.
Obviously under this coordinate transformation, the distri-
bution of points will change as the ions move. Since the elec-
tronic position vector will depend implicitly on the ion posi-
tions, this results in the introduction of Pulay corrections to
the forces defined in Eq. (20)73,78. In addition, as the ions
move the grid deformation will alter and so a grid regener-
ation will be required together with an interpolation of the
Kohn-Sham orbitals onto this new grid. In situations where
the ions do not move significantly, we can choose a grid de-
formation which can be kept static throughout a simulation.
In that case, Pulay force corrections, grid regeneration and or-
bital interpolation will not be required. Such an approach is
similar to that of Hamann87.
Another point to note from Fig. 1 is that when the Gaussian
factor in Eq. (26) becomes sufficiently small, i.e. away from
the atoms, the curvilinear coordinates reduce to the Cartesian
coordinates. In these regions of space, the finite difference
grid will become independent of the ion positions and those
terms in Eqs. (16) and (20) depending on derivatives of the
electronic coordinates with respect to the ionic coordinates
will vanish.
C. The Kohn-Sham equations in adaptive curvilinear
coordinates
With these coordinate transformations we can rewrite the
time-dependent Kohn-Sham equations in terms of the curvi-
linear coordinates, ζ. Referring to the Lagrangian in Eq. (15)
and the Kohn-Sham equations of Eq. (16) we require expres-
sions for the volume element and the Laplacian operator. In-
tegrals will transform according to∫
drf(r)→
∫
|J |dζf(ζ), (27)
while the Laplacian is given by the Lapace-Beltrami operator
∇2 =
1
|J |
∂
∂ζα
|J |gαβ
∂
∂ζβ
, (28)
where gij is the contravariant metric tensor and Einstein sum-
mation notation is assumed. Transforming the Kohn Sham
orbitals according to
ψiσ(r, t) = |J |
−1/2
ϕiσ(r, t), (29)
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FIG. 1. Illustration of local adaptation around the 12 atoms in the benzene molecule (denoted by the grey circles) using the transformation
between Cartesian and curvilinear coordinates described by Eq. (26). The molecule lies in the x− y plane and for clarity only two dimensions
are shown. (a) shows the Cartesian grid under no adaptation, while (b) shows the deformation of the grid when adaptation is present.
results in the Laplacian operator in the Kohn-Sham equations
taking the form
∇2 =
1√
|J |
∂
∂ζα
|J | gαβ
∂
∂ζβ
1√
|J |
. (30)
This is important when a finite difference treatment of the
Laplacian is used so that the resulting finite difference equa-
tions remain symmetric, thus allowing the use of unitary time
propagation schemes for the solution of the Kohn-Sham equa-
tions. In three-dimensional space the Laplacian will have nine
terms, three of which involve first derivatives in the same vari-
able. These three terms can be rewritten so that they involve
second derivatives in the same variable while still maintaining
the symmetry of the finite difference Laplacian. For example,
if we consider the Laplacian term involving ζ1 we can write
1√
|J |
∂
∂ζ1
|J | g11
∂
∂ζ1
1√
|J |
ϕiσ(r, t) =
1
2
[
g11
∂2
∂ζ1
2 +
∂2
∂ζ1
2 g
11
]
ϕiσ(r, t) +M
11ϕiσ(r, t), (31)
where
M11 =
1
4|J |2
[
(|J |′)
2
g11 − 2|J |2g11
′′
− 2|J ||J |′g11
′
− 2|J ||J |′′g11
]
, (32)
and f ′ denotes differentiation of f with respect to ζ1. As well
as preserving the symmetry of the resulting finite difference
equations, this symmetrization also reduces communication
overheads when implemented as a parallel computer code us-
ing domain decomposition. We shall discuss this further in
Sec. V B.
V. IMPLEMENTATION OF THE METHOD
A typical calculation requires an initial ionic configuration
to be chosen. Using this configuration the density is calcu-
lated self-consistently from the Kohn-Sham equations. This
density and configuration is then used in the solution of equa-
tions of motion for the electrons and ions in the presence of
a laser pulse. In this section we describe the technical details
of our real-space implementation of the NAQMD approach in
adaptive curvilinear coordinates.
A. Discretization of the Kohn-Sham equations using
finite differences
The curvilinear coordinates ζ = (ζ1, ζ2, ζ3) are dis-
cretized on a finite difference grid with constant grid spac-
ings (∆ζ1,∆ζ2,∆ζ3) in each dimension. For coordinate ζi,
where i = (1, 2, 3) we choose a set of Nζi points which cover
the range−ζimax ≤ ζi ≤ ζimax so that the grid spacing is given
by
∆ζi =
2ζimax
Nζi − 1
, (33)
and the grid points are denoted by
ζiν = −ζ
i
max + (ν − 1)∆ζ
i, ν = 1, . . . , Nζi . (34)
Derivatives appearing in the Laplacian – Eqs. (28) and (31)
– are approximated by central difference formulae. The first
7derivative of a function, f(ζi), at the point ζiν can be approxi-
mated by
f ′(ζiν) =
1
∆ζi
Nfd∑
κ=−Nfd
C(1)κ f(ζ
i
ν+κ), (35)
while the second derivative is approximated as
f ′′(ζ1ν ) =
1
(∆ζi)2
Nfd∑
κ=−Nfd
C(2)κ f(ζ
i
ν+κ). (36)
In these two equations C(1)κ and C(2)κ are the finite difference
coefficients and the order of the finite difference formula is
2Nfd + 1. As a compromise between accuracy and sparsity
in the resulting finite-difference equations, we generally use
5-point formulae, but higher-order formulae (up to 13-point)
are also implemented.
Integrals of a function, as defined in Eq. (27), are simply
approximated as
∫
drf(r) ≈ ∆ζ1∆ζ2∆ζ3
N
ζ1∑
ν1=1
N
ζ2∑
ν2=1
N
ζ3∑
ν3=1
|J |f(ζ1ν1 , ζ
2
ν2 , ζ
3
ν3).
(37)
B. Parallelization
The parallel solution of the Kohn-Sham equations is
achieved by a domain decomposition in which the full finite-
difference grid is distributed over processors, with each pro-
cessor storing all Kohn-Sham orbitals for that spatial region.
Such a decomposition allows for greater scalability of the
code compared to a parallelisation over Kohn-Sham orbitals.
This is particularly important when studying the interaction of
molecules with intense laser pulses where we must use large
spatial grids to hold the ionizing wavepackets. As we will
see below, a grid parallelization will result in communication
patterns that only involves halo grid points. A paralleliza-
tion over Kohn-Sham orbitals, on the other hand, would suffer
from two major drawbacks. Firstly, for operations involving
different Kohn-Sham orbitals, such as calculation of the den-
sity, the whole orbital must be transferred. This results in a
large communication overhead. Secondly, a given system will
only have a finite, potentially small, number of Kohn-Sham
orbitals. This places a limit on the maximum number of pro-
cessors that can be used in a given calculation.
A full decomposition of the finite difference grid is carried
out in each spatial dimension. In a particular calculation we
use N ip processors in the ζi direction, where i = (1, 2, 3), so
that the calculation uses Np = N1pN2pN3p processors in total.
Each processor in the ζi direction is labeled as
P iρ = ρ ρ = 0, . . . , N
i
p. (38)
On each processor we have N iloc local ζi-points along the ζi
direction so thatNζi = N ilocN ip. Each local point on processor
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FIG. 2. Schematic diagram of communication pattern required for
application of the Laplacian given in equations (30) and (31) for a
3D domain decomposition of the finite difference grid. Processor
boundaries are represented by the solid lines and for clarity only two
dimensions are shown. The grid points local to a given processor are
represented by (●) while the halo points required from other proces-
sors are denoted by (■) and (▲). Halo points denoted by (▲) are re-
quired for application of those terms in the Laplacian in Eq. (30) that
involve derivatives in different variables when using non-orthogonal
curvilinear coordinates. Therefore, the use of non-orthogonal coor-
dinates introduces an increased communications overhead in a given
calculation.
P iρ in the ζi direction can be mapped to a global point defined
in Eq. (34) by
ζiν = −ζ
i
max + (N
i
loc × P
i
ρ + µ− 1)×∆ζ
i, (39)
where µ = 1, . . . , N iloc.
The main communications bottleneck using this decompo-
sition takes place when applying the Laplacian operator. A
typical communications pattern for applying the Laplacian
is presented in Fig. 2. For clarity we will limit our dis-
cussion to 2D and consider the case of using a 5-point ap-
proximation of both first and second derivatives appearing
in Eqs. (30) and (31). In this figure the circles denote the
points held on one processor while the squares and triangles
denote information required from other processors. When or-
thogonal curvilinear coordinates are used the information de-
noted by the triangles is not required and thus the use of non-
orthogonal coordinate transformations (such as that described
in Sec. IV B) increases the communication overhead in a cal-
culation. The benefit of using Eq. (31) for evaluating those
terms in the Laplacian involving derivatives in the same vari-
able is now apparent. With Eq. (31) only two halo points are
required for communication on each processor boundary. Al-
ternatively, if we use the first derivative finite difference ex-
pressions directly in Eq. (30), this would entail extra commu-
nication overhead. For example, the half point rule suggested
by Modine et al73 would result in three halo points being re-
quired on each processor boundary.
8C. Time propagation
To propagate the solutions of the NAQMD equations in
time we must handle both electrons, Eq. (16), and ions,
Eq. (20). Since the ions move more slowly than the electrons,
we can use different timesteps for each of these subsystems.
In the following we denote the time-step for the evolution of
the electronic subsystem by ∆te while the time-step for the
ionic subsystem is denoted by ∆ti.
1. Time propagation of the Kohn-Sham equations
Time-propagation of the Kohn-Sham equations requires the
use of a unitary propagator. Given a Kohn-Sham orbital
ϕiσ(r, t) at a time t, the orbital at a later time, t + ∆te,
is obtained by applying the unitary time evolution operator
Uiσ(t+∆te, t), namely
ϕiσ(r, t+∆te) = Uiσ(t+∆te, t)ϕiσ(r, t)
≈ e−iHks,σ(t)∆teϕiσ(r, t). (40)
We use the accurate, high-order unitary nth-order Arnoldi
propagator to approximate the evolution operator Uiσ(t +
∆te, t)
63,88,89
.
2. Time propagation of the ionic equations of motion
For time-propagation of the classical classical equations of
motion we use a velocity Verlet algorithm. In that case we
evolve the positions and velocities of ion k according to
Rk(t+∆ti) = Rk(t) + R˙k(t)∆ti +
1
2
R¨k(t)(∆ti)
2
R˙k(t+∆ti) = R˙k(t) +
R¨k(t) + R¨k(t+∆ti)
2
∆ti, (41)
where R¨k(t) is given by Eq. (20).
D. Calculation of the initial state
Before time propagation of the NAQMD equations we need
to calculate the initial state of the system. We will consider
the system to be in its ground electronic state for a given
ionic configuration. In that case only the ground-state elec-
tronic density is required58. If we require both the electronic
and ionic system to be in equilibrium, this can be achieved
by an iterative procedure in which the ionic configuration is
optimized to minimize the ground-state energy of the sys-
tem. For a given geometry, the ground-state energy is ob-
tained from solving the time-independent Kohn-Sham equa-
tions self-consistently. The limited memory BFGS method90
is then used to find a better approximation to the equilibrium
geometry. This procedure is repeated until convergence to a
desired tolerance is achieved.
The major bottleneck in this procedure is the self-consistent
solution of the Kohn-Sham equations at each step of the op-
timization procedure. The method for self-consistent solution
of the time-independent Kohn-Sham equations is set out in the
following six steps.
1. Get initial guess for Kohn-Sham orbitals, ϕiσ(r)
2. Calculate charge density n(r)
3. Calculate effective potential Veff,σ(r)
4. Solve Kohn-Sham equations
[
1
2
∇2 + Veff,σ(r)
]
ϕiσ(r) = ǫiϕiσ(r), i = 1, . . .
5. Calculate new charge density, η(r)
6. If |η(r)− n(r)| < ε
Stop
else
Mix densities
Calculate the new effective potential Veff,σ(r)
Go to step 4
end
In the above scheme, ε denotes the tolerance at which we
decide the calculation has converged. While the convergence
criteria outlined in this scheme involves the density, we have
also implemented a convergence test based on the effective
potential. We find that for sufficiently small values of ε, the
results agree well and the computational time is similar. In ad-
dition, the density obtained through the solution of the Kohn-
Sham equations is not used directly for the next iteration. In-
stead we carry out density mixing using either Anderson91 or
Pulay92 mixing.
The most time-consuming part of the self-consistent calcu-
lation is obtaining the Kohn-Sham eigenpairs at step 4. We
require methods for calculating the ground-state density that
are as efficient as possible and allow for effective paralleliza-
tion. Several methods are now described.
1. Propagation in imaginary time
The Kohn-Sham eigenenergies and eigenvectors can be ob-
tained through propagating the time-dependent Kohn-Sham
equations in imaginary time, subject to the constraint that the
orbitals maintain orthogonality. This is achieved by making
the replacement ∆τ = i∆te in Eq. (40). This has the effect of
turning the Kohn-Sham equations into a set of diffusion equa-
tions, in which the eigenvectors decay at rates proportional to
their energies. Such an approach has been used by several
groups63,93.
92. Thick-restarted Lanczos (TRLan) method
Lanczos94 showed that the eigen-decomposition of the
Krylov-subspace Hamiltonian can be used as a first step in
an iterative scheme to calculate the eigenvalues of the actual
Hamiltonian. This approach can prove more attractive than
time-propagation in imaginary time, especially when many
eigenpairs are required. However, in this case, the Lanczos
method becomes computationally expensive due to the size
of the Krylov subspace required and the cost of maintaining
orthogonality of the subspace vectors. A number of schemes
have been proposed to reduce this cost ranging from partially
reorthogonalized schemes95 which aim to reduce the compu-
tational cost associated with maintaining orthogonality of the
Krylov vectors to restarted methods96 which aim to reduce the
dimension of the Krylov subspace.
We have implemented the Thick Restart Lanczos method
in the TRLan library96 in order to calculate the eigenenergies
and eigenvectors of the required Kohn-Sham orbitals.
3. The Chebyshev filtered subspace iteration (CheFSI)
method
As stated earlier, the major bottleneck in the calculation of
the ground-state is the calculation of the Kohn-Sham eigen-
pairs in each self-consistent cycle. Recently, Zhou et al97,98
developed an approach that emphasises the importance of
eigenspaces rather than eigenpairs in the self-consistent solu-
tion of the Kohn-Sham equations. The basis of their approach
is the fact that the density can be calculated from diagonal of
the density matrix
Π = ΦΦ†, (42)
where Φ is the matrix whose columns are the occupied Kohn-
Sham orbitals. For any unitary matrix, U , of appropriate di-
mension we can write
Π = (ΦU)(ΦU)†, (43)
and thus explicit eigenvectors are not required in order to
calculate the density, instead any orthonormal basis of the
eigenspace corresponding to the occupied Kohn-Sham states
will do. In their approach, the eigenproblem is solved once in
order to provide an approximate eigenspace. This eigenspace
must only be slightly larger than the number of states required.
The approximate eigenspace is then filtered in each cycle of
the self-consistency loop using a Chebyshev filter, pm(x), of
order m constructed from the Hamiltonian, Hks,σ . The ap-
plication of this filter on the eigenspace, pm(Hks,σ)Φ, should
then provide a better approximation to the eigenspace of oc-
cupied states.
The filter is based upon the fast-growth property of Cheby-
shev polynomials of the first kind outside the interval [−1, 1].
It is constructed by obtaining estimates for the lower and up-
per bound of the unwanted part of the spectrum of Hks,σ .
These bounds can easily be calculated: see Zhou et al97 for
details. The filter is then constructed so that the unwanted
part of the spectrum is mapped onto the region [−1, 1]. In that
case, the self-consistency loop becomes
1. Get initial guess for Kohn-Sham orbitals, ϕiσ(r)
2. Calculate charge density n(r)
3. Calculate the effective potential Veff,σ(r)
4. Solve Kohn-Sham equations[
1
2
∇2 + Veff,σ(r)
]
ϕiσ(r) = ǫiϕiσ(r), i = 1, . . .
5. Calculate new charge density, η(r)
6. If |η(r)− n(r)| < tol
Stop
else
Mix densities
Calculate the new effective potential Veff,σ(r)
Perform Chebyshev subspace iteration
Go to step 5
end
At step 4 any appropriate eigensolver can be used to provide
an initial approximation to the eigenspace: we use the TRLan
package.
E. Calculation of the Hartree potential
The Hartree potential integral in Eq. (19) is evaluated by
solving the corresponding Poisson equation
∇2VH(r, t) = −4πn(r, t). (44)
Writing VH(r, t) = |J |−1/2WH(r, t), as in Eq. (29), results
in the Laplacian in the Poisson equation having the form given
by Eq. (30). Thus
1√
|J |
∂
∂ζα
|J | gαβ
∂
∂ζβ
1√
|J |
WH(r, t) = −4π|J |
1/2n(r, t).
(45)
This equation is solved using a conjugate gradient method
on our finite difference grid. In order to apply the correct
boundary conditions we consider a multipole expansion of the
Hartree potential on the boundary of the grid so that
n(r)|boundary =
∞∑
l=0
l∑
m=−l
4π
2l+ 1
1
rl+1
Ylm(rˆ)Qlm, (46)
where
Qlm =
∫
drrln(r)Y ⋆lm(rˆ), (47)
are the multipole moments of the density.
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F. Treatment of the exchange-correlation potential
All many-body effects are included within the exchange-
correlation potential, which in practice must be approximated.
While many sophisticated approximations to this potential
have been developed99, the simplest is the adiabatic local den-
sity approximation (LDA) in the exchange-only limit (xLDA).
In this case the exchange energy functional is given by
Ex[n] = −
3
2
(
3
4π
)1/3 ∑
σ=↓,↑
∫
dr n4/3σ (r, t), (48)
from which the exchange-correlation potential
Vxc,σ(r, t) = −
(
6
π
)1/3
n1/3σ (r, t), (49)
can be obtained. While this approximate functional is easy
to implement it does suffer from the drawback of contain-
ing self-interaction errors. This self-interaction means that
the asymptotic form of the potential is exponential instead of
Coulombic and many of the ground-state properties of atoms
and molecules can differ significantly from experimental val-
ues, as we shall see in Sec. VI A 2. In spite of this problem,
the LDA is one of the most widely used exchange-correlation
functionals and will be used in this work in order to compare
with previously published results.
G. Treatment of the electron-ion potentials
The Coulomb potential entering the external potential in
the Kohn-Sham Hamiltonian, Vions(r,R) as defined in Eq. (6)
with ri replaced by r, is singular whenever a finite-difference
grid point coincides with one of the ions. Two approaches can
be used to deal with these singularities depending on whether
we wish to carry out all-electron calculations or if we only
need to describe the response of valence electrons.
1. All-electron calculations
If we want to carry out simulations in which the response of
all electrons must be included, for instance in simulating the
response of molecules to XUV laser pulses, then we require an
approach that accurately approximates the Coulomb potential
associated with each ion. At the same time any singularities
that arise must be removed. We follow the approach of Mo-
dine et al73 who calculate the Coulomb potential associated
with each ion as the solution of a Poisson equation which ap-
proximates the volume charge density associated with a point
charge. In that case, a point charge carrying chargeZk located
at the pointRk may be described by the volume charge distri-
bution Zkδ(r −Rk), where δ(x) is the Dirac delta function.
We approximate the Dirac delta function as
δ(r −Rk) ≈ Ak exp
[
−
(r −Θk)
2
γ2k
]
, (50)
for γk > 0. In this equation Ak is a normalization factor
and Θk is a fictitious ion position. Both these parameters are
chosen to satisfy∫
drAk exp
[
−
(r −Θk)
2
γ2k
]
= 1, (51)
and ∫
drrAk exp
[
−
(r −Θk)
2
γ2k
]
= Rk. (52)
As in Sec. IV B, Θk 6= Rk in general to allow for situations
in which different locally adapted regions overlap.
Solution of the Poisson equation
∇2V Dk (r −Rk) = 4πZkAk exp
[
−
(r −Θk)
2
γ2k
]
, (53)
for ion k then gives an approximation, V Dk (r − Rk), to the
Coulomb potential so that
Vions(r,R) ≈
Nn∑
k=1
V Dk (r −Rk). (54)
The force acting of ion k due to this potential will then be
given by
F k = −
∫
drn(r)∇˜kV
D
k (xk)
=
∫
drn(r)∇V Dk (xk), (55)
where xk = r −Rk.
2. Pseudopotential calculations
To describe the interaction of molecules with laser pulses
operating at Ti:Sapphire wavelengths, we expect the laser to
couple predominantly to valence electrons. In that case all-
electron calculations are not necessary and we can replace
the Coulomb potentials with pseudopotentials. We imple-
ment norm-conserving Troullier-Martins pseudopotentials100
in their fully-separable Kleinman-Bylander form101
Vions(r,R) =
Nn∑
k=1

V llock,ps (xk) + ∑
l
l 6=lloc
l∑
m=−l
∣∣∣∆V lk,ps(xk)χklm(xk)〉〈∆V lk,ps(xk)χklm(xk)∣∣∣〈
χklm(xk)
∣∣∣∆V lk,ps(xk)∣∣∣χklm(xk)〉

 (56)
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where V llock,ps (xk) defines the local component of the pseudopo-
tential of ion k, χklm(xk) denotes the pseudo-wavefunction for
the partial wave |lm〉 and
∆V lk,ps(xk) = V
l
k,ps(xk)− V
lloc
k,ps (xk), (57)
define the non-local components of the pseudopotential.
The force acting on ion k due to this non-local pseudopo-
tential is given by102
F k =
∫
drn(r)∇V
lloc
k,ps (xk)
+
∑
σ=↓,↑
Nσ∑
i=1
∑
l
l 6=lloc
l∑
m=−l
(
Biσklm
Aklm
)
∇Biσklm , (58)
where
Aklm =
〈
χklm(xk)
∣∣∆V lk,ps(xk)∣∣χklm(xk)〉 , (59)
and
Biσklm =
〈
∆V lk,ps(xk)χ
k
lm(xk)
∣∣ϕiσ(r, t)〉 . (60)
In this paper all pseudopotentials were generated using the
Atomic Pseudopotential Engine (APE)103.
H. Treatment of the laser-electron interaction
Assuming that the dipole approximation is valid, we define
the vector potential of the laser pulse to be
A(t) = A(t)eˆ (61)
where eˆ is the polarization direction and
A(t) = A0f(t) cos(ωLt+ φ), (62)
and where ωL is the laser frequency, φ is the carrier-envelope
phase (CEP) and f(t) the pulse envelope given by
f(t) =

 sin
2
(
πt
T
)
0 ≤ t ≤ T
0 otherwise
, (63)
for a pulse of duration T . For this choice of the vector poten-
tial, the electric field is given by E(t) = E(t)eˆ where
E(t) = E0f(t) sin(ωLt+ φ)−
E0
ωL
∂f
∂t
cos(ωLt+ φ), (64)
and the peak electric field strength is related to the peak laser
intensity, I0, by
E0 =
(
4πI0
c
)1/2
. (65)
The laser-electron interaction, Uelec(r, t), can be repre-
sented in several ways. In this work a length gauge description
of the interaction is used, in which case
Uelec(r, t) = UL(r, t) = r ·E(t). (66)
A velocity gauge description of the electron-field interaction
can also be used but in previous grid calculations we have not
observed any major differences in the results for these two
gauges63.
I. Wavefunction Splitting
Ionizing wavepackets which reach the edge of the finite dif-
ference grid can be reflected from the boundary causing spuri-
ous effects in both harmonic spectra and ionization rates. We
eliminate these reflections by a splitting technique akin to an
absorbing boundary which partitions the Kohn-Sham orbitals
into two parts, one near, and the other far from the molecule
where the Coulomb potential is negligible63,89. The splitting
is implemented by a mask function,M(r), which equals unity
near the origin and goes asymptotically to zero very gradually.
Using this mask function the Kohn-Sham orbital, ϕiσ(r, t), is
split into two parts
ϕiσ(r, t) = M(r)ϕiσ(r, t) + {1−M(r)}ϕiσ(r, t), (67)
The residual part, {1−M(r)}ϕiσ(r, t), can be propagated
independently in the limit in which the Coulomb potential is
negligible over the region in which M(r) < 1. The design
and optimization of the mask function requires considerable
care, and extensive numerical simulations must be performed
to characterize the optimal shape89.
The mask function is written in the form
M(r) = Mx(x)My(y)Mz(z), (68)
where Mx(x) takes the form
Mx(x) =


1 |x| ≤ xsplit
exp
[
−
(
x− xstart
θx
)2]
xsplit < |x| ≤ xmax
.
(69)
In this equation
θx =
xmax − xsplit
Medge
, (70)
whereMedge = Mx(xmax) denotes the value of Mx(x) that we
wish to impose at the boundary. Similar expressions are used
to describe My(y) and Mz(z).
We note that the mask function does not have to equal
zero at the boundary. The only requirement is that ϕiσ(r, t)
smoothly approaches zero at the edges of the integration vol-
ume.
VI. RESULTS
In this section we will use our mixed quantum-classical
approach to study the influence of multielectron effects in
HHG in molecules. Before presenting these results, we will
compare the performance of the eigensolvers described in
Sec. V D. In addition, the accuracy of ground-state proper-
ties will be compared with results obtained using a differ-
ent method and with experiment. Our HHG results will con-
sider N2 and benzene interacting with linearly-polarized laser
pulses. We will show how symmetries in the Kohn-Sham
orbitals can lead to either enhancement and suppression of
the harmonics as the orientation between the laser and the
molecule changes.
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A. Initial state generation: accuracy and efficiency
The first stage of any simulation is obtaining the initial state
of the system. In Sec. V D three iterative approaches were
described for calculating the ground-state of a given system.
In general we find that propagation in imaginary time only
performs efficiently when a small number of eigenpairs (less
than five) are required. In light of this we only compare the
thick-restarted Lanczos method with the Chebyshev filtered
subspace iteration method. We then calculate ground state en-
ergies for a range of atoms and diatomic molecules and show
that accurate results can be obtained using a set of transferable
grid adaptation parameters.
1. Efficiency of the eigensolvers
In order to compare the accuracy of the eigensolvers we
consider the calculation of the ground-state of N2 using a
globally adapted grid. The grid is set up so that the parame-
ters controlling its extent and grid spacing are similar to those
that will be used in the HHG simulations later. We consider
a grid that is globally adapted in the x and y directions us-
ing the transformation of Eq. (23), while the z coordinate is
left unscaled. The grid spacings in each direction is the same
(∆ζi = 0.4, i = 1, 2, 3) and the number of grid points used
in each direction was Nζ1 = Nζ2 = 57 and Nζ3 = 1001.
With appropriate scaling parameters in x and y the final grid
extent was −120 ≤ x ≤ 120, −120 ≤ y ≤ 120 and
−200 ≤ z ≤ 200. The calculation was parallelized with the
z coordinate being distributed over 15 processors. Troullier-
Martins norm-conserving pseudopotentials were used for the
electron-ion interactions.
In table I we present results for the time taken to obtain the
ground state energy for N2: in all cases the convergence cri-
teria used was that the least-squares norm of the difference in
density between self-consistent cycles was less than 10−7. It
can clearly be seen that the CheFSI method outperforms the
TRLan method by a factor of 7. For the TRLan results, the cal-
culation time reduces as we go to higher order in the Lanczos
method, however this comes at the cost of a larger memory re-
quirement. For the CheFSI method the lower-order filter out-
performs the higher-order filter. In this case the lower-order
filter is sufficient for the number of eigenpairs required.
2. Accuracy of the energy eigenstates using locally
adaptive grids
To show the accuracy of our approach in the calculation
of the initial state when using locally adaptive grids, we
have compared the static properties of a range of atoms and
molecules with those obtained by Grabo et al104 and with ex-
periment. Table II presents results for atoms, table III presents
results for diatomic molecules and table IV presents results for
benzene. For all calculations, we consider a grid that is locally
adapted using the transformation given in Eq. (26). A 5-point
finite difference rule was used and the grid spacings in each
Eigensolver Order Calculation time(seconds)
TRLan 18 8906
30 7638
CheFSI 8 1051
15 1528
TABLE I. Comparison of the efficiency of the TRLan and CheFSI
eigensolvers in calculating the ground state of N2. The time taken to
obtain a converged, accurate ground state is given for various Lanc-
zos and Chebyshev filter orders. Other calculation parameters are
detailed in the text.
direction were kept the same (∆ζi = 0.2, i = 1, 2, 3). The
number of grid points used was Nζ1 = Nζ2 = Nζ3 = 201 so
that the grid extent was −20 ≤ x ≤ 20, −20 ≤ y ≤ 20 and
−20 ≤ z ≤ 20.
In these calculations all electrons are considered and the
Coulomb potential associated with each ion calculated using
Eq. (53). Appropriate grid adaptation and Coulomb poten-
tial parameters were chosen as follows. The atom with the
largest charge is nitrogen. The parameters for this atom were
chosen by tuning them to obtain the correct hydrogenic en-
ergy levels for nitrogen (by switching off the Hartree and ex-
change correlation potentials). The resulting parameters were
then used for all other atoms and molecules. The results show
that not only are accurate energies obtained (when compared
with other xLDA calculations), but the adapted grid is trans-
ferrable to other atomic and molecular systems having smaller
nuclear charge. However, it is clear that the properties cal-
culated using the xLDA exchange-correlation functional dif-
fer significantly from experimental values. This is due to the
limitations of the LDA as outlined in Sec. V F. Even so, the
ionization potentials obtained from these calculations are in
fairly good agreement with experiment. These have been cal-
culated as vertical ionization potentials, rather than estimat-
ing them from the energy of the highest occupied molecular
orbital (HOMO).
B. Multielectron and orientation effects in molecular
HHG
We now consider HHG in molecules irradiated by intense,
short-duration laser pulses. According to classical electro-
magnetism the emission of secondary radiation arises from
accelerating dipole moments induced by the laser pulse. The
emission of high-order harmonics is generally understood in
terms of the three-step model of Corkum110 and Kulander
et al111 in which electrons initially tunnel through the field-
modified Coulomb potential barrier, propagate in the laser
field and eventually recombine with the ion. HHG spectra are
calculated readily within TDDFT since only a simple func-
tional of the electron density is involved. The spectral density
is calculated from the Fourier transform of the dipole acceler-
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Atom Ground State Energy Ionization potential
Present Grabo104 Experimental104 Present Experimental104
H −0.4568 −0.4571 −0.5000 0.4568 0.5000
He −2.7191 −2.7236 −2.9037 0.8442 0.9037
Li −7.1741 −7.1934 −7.4781 0.1767 0.1982
Be −14.1834 −14.2233 −14.6674 0.2835 0.3426
B −24.0566 −23.7791 −24.6539 0.2775 0.3050
C −37.0977 −37.1119 −37.8450 0.3897 0.4140
N −53.6854 −53.7093 −54.5893 0.4890 0.5348
TABLE II. xLDA all-electron atomic ground state energies and ionization potentials calculated using a locally adapted finite difference grid in
3D. The results of the present work are compared with experiment and with the theoretical calculations of Grabo et al104. The current results
agree well with the xLDA results of Grabo et al. Both ground state energies and ionization potentials are generally underestimated using
xLDA. The ionization potentials, calculated as vertical ionization potentials, show much better agreement with experiment than the ground
state energies. The grid adaptation and Coulomb potential parameters used were chosen to reproduce the correct hydrogenic energy levels of
nitrogen: these parameters are used for all other species considered. Other calculation parameters are detailed in the text.
Molecule Bond Length, Re Dissociation Energy, De Ionization Potential
Present Experimental104 Present Experimental104 Present Experimental104
N2 2.071 2.074 0.381 0.364 0.517 0.573
LiH 3.120 3.015 0.080 0.092 0.267 0.283
BH 2.414 2.329 0.148 0.135 0.308 0.359
TABLE III. xLDA all-electron equilibrium molecular bond lengths, dissociation energies and ionization potentials using a locally adapted finite
difference grid in 3D. The results of the present work are compared with experimental results. As in the atomic case, we see that ionization
potentials are underestimated using xLDA. The grid adaptation and Coulomb potential parameters used were chosen to reproduce the correct
hydrogenic energy levels in the nitrogen atom: these parameters are used for all other species considered. Other calculation parameters are
detailed in the text.
ation112
S(ω) =
∣∣∣∣
∫
dt eiωteˆ · d¨(t)
∣∣∣∣
2
. (71)
The dipole acceleration, d¨(t), can be calculated via Ehren-
fest’s theorem as
d¨(t) = −
∑
σ=↓,↑
∫
nσ(r, t)∇Veff,σ(r,R, t)dr, (72)
where Veff,σ(r,R, t) is the effective potential given by
Eq. (18). When using the LDA approximation, described in
Sec. V F, it must be noted that the incorrect asymptotic be-
haviour of the exchange-correlation potential means that rec-
ollisions are not described with quantitative accuracy47. How-
ever, the main qualitative features of HHG spectra are repro-
duced, as can be seen when LDA results are compared with
asymptotically correct functionals47.
Using our approach we will now consider HHG when a lin-
early polarized laser pulse interacts with N2 and benzene. In
all simulations the following parameters are used. We fix the
laser polarization direction along either the x-axis or the z-
axis. When the laser is aligned along the z-axis, we use a grid
that is unadapted along the z-axis while the x- and y-axes are
globally adapted using the transformation of Eq. (23). A 5-
point finite difference rule will be used with equal grid spac-
ings in each coordinate (∆ζi = 0.4, i = 1, 2, 3). The number
of grid points used for each coordinate is Nζ1 = Nζ1 = 61
and Nζ3 = 999. With appropriate scaling parameters the fi-
nal grid extent is −120 ≤ x ≤ 120, −120 ≤ y ≤ 120 and
−199.6 ≤ z ≤ 199.6. In the case where the laser is aligned
along the x-axis, the grid parameters for the x- and z-axes are
interchanged: we now globally adapt the grid along the z-axis
while the grid remains unadapted along the x-axis and the ex-
tent of the grid in x and z becomes −199.6 ≤ x ≤ 199.6 and
−120 ≤ z ≤ 120. Troullier-Martins norm-conserving pseu-
dopotentials were used for the electron-ion interactions and
time propagation was carried out using a 6th-order Arnoldi
propagator with a time step ∆te = 0.04.
1. Multielectron and orientation effects in HHG in N2
Our calculations for N2 will consider its interaction with
a 10-cycle linearly-polarized Ti-Sapphire (λ = 780nm) laser
pulse having a peak intensity of 4.0 × 1014 W/cm2. The in-
ternuclear spacing is set to 2.07a0 and the molecule is aligned
along the z-axis. For the two orientations of the laser con-
sidered, the polarization direction is either parallel (along the
z-axis) or perpendicular (along the x-axis) to the molecular
axis. All ions are kept fixed throughout the simulation. We
consider the 5 valence Kohn-Sham orbitals in our simulations
which are plotted in Fig. 3. Each orbital is labeled (a)–(e) as
detailed in the figure. We can see that orbitals (c) and (d) will
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Equilibrium geometry Atomization energy Ionization Potential
C−C bond length C−H bond length
Present Experimental105 Present Experimental105 Present Experimental106 Present Experimental107
2.645 2.644 2.091 2.081 3.283 2.081 0.292 0.340
TABLE IV. xLDA all-electron static properties of benzene. The equilibrium C–C and C–H bond lengths, atomization energy and ionization
potential are compared with experiment. We see that the atomization energy is greatly overestimated, in common with other LDA calcula-
tions108,109. The grid adaptation and Coulomb potential parameters used were chosen to reproduce the correct hydrogenic energy levels in the
nitrogen atom. Other calculation parameters are detailed in the text.
FIG. 3. (Color online) Isosurface plots of the valence Kohn-Sham orbital densities in N2 considered in our calculations. The occupation of
each Kohn-Sham orbital is 2. The ground state energy configuration of N2 is 1σ2g1σ2u2σ2g2σ2u1pi4u3σ2g and so each orbital is labeled as follows:
(a)= 2σg , (b)= 2σu, (c)= 1piu, (d)= 1piu and (e)= 3σg . In these plots, the molecular axis is aligned along the z-axis and for the HHG results
the laser polarization will either be along the x- or the z-axis.
respond in a similar fashion to the field whenever the laser po-
larization is parallel to the molecular axis whereas they will
respond differently whenever the laser polarisation is perpen-
dicular to the molecular axis. It must be stressed at this point
that the Kohn-Sham orbitals do not have any direct connec-
tion to the actual molecular orbitals. However, studying the
evolution of the Kohn-Sham orbitals allows us to obtain in-
formation about the importance of orbital symmetries in the
response and is widely used in TDDFT studies.
Fig. 4 presents the HHG spectra. The cut-off in the plateau
region of the spectrum is given by
Ecut-off = 1.32Ip + 3.17Up, (73)
where Ip is the ionization potential of the molecule and Up
is the laser ponderomotive energy113. Thus, for the laser pa-
rameters considered the cut-off should occur at harmonic 57,
and indeed we see that our calculated cut-off agrees quite well
with this value. For harmonic orders less than 21 the spectral
density is greatest whenever the laser polarization is parallel
to the molecular axis, while for higher harmonics the converse
is true. Fig. 5 presents the orbital populations during the in-
teraction with the laser pulse perpendicular to the molecular
axis. It is clear that the two forms of the 1πu molecular or-
bital (the HOMO-1 orbital) – (c) and (d) in Figure 3 – respond
differently to the field and that the 1πu (d) orbital does indeed
respond more than the HOMO. This is in contrast to the par-
allel orientation where both 1πu orbitals respond identically
and where the HOMO responds predominantly. This type of
behaviour is similar to that observed in ionization studies of
OCS and CS248. However, in previous DFT studies of N2 by
Petretti et al114, the 1πu orbital was observed to show a lower
response than the HOMO in perpendicular alignment. These
previous calculations were performed at a lower laser inten-
sity and it is unclear if the two forms of the 1πu orbitals were
included explicitly in their calculations.
We note that in a previous experiment, McFarland et al35
showed that in the perpendicular alignment the harmonic sig-
nal was enhanced, relative to the parallel case, around the
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FIG. 4. (Color online) HHG spectra for N2. The molecule interacts
with a 10-cycle linearly polarized Ti-Sapphire (λ = 780nm) laser
pulse having a peak intensity of 4.0 × 1014 W/cm2. The molecular
axis is aligned along the z-axis. The black line shows the spectrum
when the laser polarization lies perpendicular to the molecular axis
while the red line denotes the spectrum when the laser polarization
lies parallel to the molecular axis.
cut-off in the plateau. This enhancement was attributed to
the contribution from electrons in the more tightly bound 1πu
HOMO-1 orbital compared with electrons in the 3σg HOMO.
The influence of the HOMO-1 orbital in HHG in the perpen-
dicular orientation has also been studied in a more recent ex-
periment115. However, the results of McFarland et al disagree
with earlier experiments in which the harmonic signal was
greater in the parallel orientation than in the perpendicular ori-
entation116–118. These earlier experiments were carried out at
lower laser intensities and mainly considered plateau harmon-
ics. It has been suggested that the results of McFarland et al
may be due to propagation effects119: these effects have not
been considered in the present work. Additionally, in a range
of calculations based on quantitative rescattering theory it has
been found that the contribution of the HOMO-1 orbital be-
comes important in the perpendicular alignment at high laser
intensities when considering both the single atom response37
and when including propagation effects115.
2. Multielectron and orientation effects in HHG in
benzene
While most experimental studies of HHG in benzene con-
sider the interaction with a linearly polarized laser pulse30,
theoretical studies generally study the response to circularly
polarized light31–33. In our simulations we will consider HHG
using a 10-cycle linearly polarized Ti-Sapphire (λ = 780nm)
laser pulse having a peak intensity of 4.0× 1014 W/cm2. The
benzene molecule lies in the x − y plane with the atom po-
sitions as shown in Fig. 1. For the two laser alignments the
polarization direction is either parallel (along the x-axis) or
perpendicular (along the z-axis) to the molecular plane. All
ions are kept fixed throughout the simulation. Fig. 6 presents
harmonic spectra. For the laser parameters used, the cut-off
region for the plateau, using Eq. (73), should occur around
harmonic 53. We see that our results are in good agreement.
0 2 4 6 8 10
Time (Cycles of laser pulse)
1.7
1.8
1.9
2
O
cc
up
at
io
n
2σg (a)
2σ
u
 (b)
1pi
u
 (c)
1pi
u
 (d)
3σg (e)
FIG. 5. (Color online) Occupation of the valence Kohn-Sham or-
bitals of N2 during interaction with a 10-cycle linearly polarized
Ti-Sapphire (λ = 780nm) laser pulse having a peak intensity of
4.0 × 1014 W/cm2. The laser polarization direction is perpendic-
ular to the molecular axis. We see that the more tightly bound 1piu
(d) orbital responds more than the 3σg HOMO. The change in the
occupation of the 2σg orbital during the interaction with the pulse is
too small to show up on this scale.
The intensity of those harmonics of order less than 21 are
comparable while for higher-order harmonics the harmonic
intensity is greatest in the perpendicular orientation. The rea-
son for the suppression in the parallel orientation can be un-
derstood by considering the symmetry of the HOMO orbital.
In benzene the HOMO is doubly degenerate: isosurface plots
of these two orbitals are presented in Fig. 7 and are referred to
as HOMO (a) and HOMO (b). Fig. 8 presents the populations
for the Kohn-Sham orbitals in the parallel orientation during
the interaction with the pulse: for clarity we have only labeled
the HOMO (a) and HOMO (b) orbitals. We see that the re-
sponse of the HOMO (b) orbital is suppressed, relative to the
HOMO (a). In the perpendicular alignment both HOMO or-
bitals respond in the same way to the field and the response
is similar to that of the HOMO (a) in Fig. 8. This suggests
that the reduction in the intensity of plateau harmonics near
the cut-off in the parallel alignment is due to the symmetry-
induced suppression of the HOMO (b) orbital.
VII. CONCLUSIONS
In this paper we have presented a NAQMD approach for
treating laser-molecule interactions. The approach is of suffi-
cient generality that the response of a wide range of molecules
can be studied: in particular both all-electron and pseudopo-
tential calculations can be performed. Using this approach we
were able to study the role of multielectron effects in HHG
in N2 and benzene and show how the symmetry properties of
the Kohn-Sham orbitals play an important role in the observed
spectra. To the best of our knowledge, the results for benzene
represent the first TDDFT calculations of HHG in benzene us-
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FIG. 6. (Color online) HHG spectra for benzene. The molecule in-
teracts with a 10-cycle linearly polarized Ti-Sapphire (λ = 780nm)
laser pulse having a peak intensity of 4.0 × 1014 W/cm2. The
molecule lies in the x − y plane as shown if Fig. 1. The red line
shows the spectrum when the laser-polarization lies perpendicular to
the molecular plane while the black line denotes the spectrum when
the laser-polarization lies parallel to the plane of the molecule.
FIG. 7. (Color online) Isosurface plots of the two degenerate HOMO
Kohn-Sham orbital densities for benzene in our calculations. The
molecule lies in the x−y plane as denoted in Fig. 1. The occupation
of each Kohn-Sham orbital is 2. We label these orbitals as HOMO (a)
and HOMO (b). In these plots, the molecule lies in the x − y plane
and for the HHG results the laser polarization will either be along the
x- or the z-axis.
ing linearly polarized laser pulses and suggest a suppression
of the harmonic signal when the laser polarization direction is
aligned perpendicular to the molecular plane.
The results presented here consider only fixed nuclei and
exchange-correlation is only treated at the level of the LDA.
However, our results are able to capture important aspects
of the molecular response to the laser pulse. Subsequent
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FIG. 8. (Color online) Occupation of the valence Kohn-Sham or-
bitals of benzene during interaction with a 10-cycle linearly polar-
ized Ti-Sapphire (λ = 780nm) laser pulse having a peak intensity
of 4.0 × 1014 W/cm2. The molecule lies in the x − y plane and
the laser-polarization lies along the x-axis (parallel to the molecular
plane). For clarity only the HOMO (a) and HOMO (b) orbital pop-
ulations are labeled, with the response of all other orbitals shown in
red. We see that the response of the HOMO (b) orbital is suppressed
with respect to the HOMO (a) orbital.
studies will consider dynamical ion calculations. This will
allow charge transfer across molecules during interaction
with the laser pulse to be studied120,121 as well as how
this transfer influences dissociation of the molecule. In ad-
dition, asymptotically-corrected exchange-correlation poten-
tials122 will be employed and this will be used to assess the
accuracy of the excited states properties in our calculations
and their importance in HHG44.
Another important extension to the approach is the in-
corporation of transport boundary conditions that will allow
current-flow through molecular electronic devices to be con-
sidered. Several schemes for achieving this are being stud-
ied123–125.
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