Abstract. We consider Coifman-Fefferman inequalities for rough homogeneous singular integrals TΩ and Cp weights. It was recently shown in [33] that
Introduction
It is a long-standing open problem in harmonic analysis to characterize the weights w that satisfy the Coifman-Fefferman inequality
for a fixed 0 < p < ∞ and a uniform constant C, where T is a singular integral operator and M is the Hardy-Littlewood maximal operator (see Section 2 for precise definitions of these and subsequently mentioned objects). The inequality was first verified for A ∞ weights and maximally truncated Calderón-Zygmund operators by Coifman and Fefferman [10, Theorem III] who combined it with Muckenhoupt's theorem [35] to conclude that Muckenhoupt's A p condition implies the uniform weighted L p -boundedness of Calderón-Zygmund operators. Over the last decades, Coifman-Fefferman type domination inequalities have had an important role in many advances in harmonic analysis, see e.g. [6, 21, 32, 12, 37, 7] . It was later shown by Muckenhoupt [36] that weights satisfying (1.1) can actually vanish on a set with infinite measure and thus, the A ∞ condition is too strong to characterize the inequality. In addition, he showed that if (1.1) holds for the Hilbert transform, then the weight has to satisfy the so called C p condition: there exist constants C, ε > 0 such that for every cube Q and every measurable set E ⊆ Q we have
He conjectured that this condition is also sufficient for (1.1). Sawyer [39, 40] noted that (1.1) holds also for weak A ∞ weights, extended Muckenhoupt's result for the Riesz transforms and gave a partial answer to Muckenhoupt's conjecture: if the weight w satisfies the C p+λ condition for some λ > 0 (which is stronger than the C p condition), then (1.1) holds for Calderón-Zygmund operators. Later, Kahanpää and Mejlbro [27] showed that the C p+λ condition is not necessary for (1.1) in dimension 1, but the full answer to the conjecture is still not known in any dimension. Finally, we note that Martell, Pérez and Trujillo-González [34] showed via extrapolation methods that there exist singular integral operators that do not satisfy (1.1) for any 0 < p < ∞ and any w ∈ A ∞ . The C p classes resemble Muckenhoupt's A p classes in some ways (for example, C p weights satisfy Reverse Hölder type inequalities) but their overall structure is much more chaotic. In particular, it was shown by Kahanpää and Mejlbro [27] that unlike all A p weights, some C p weights do not have any kind of self-improving property with respect to p, i.e. C p \ q>p C q = ∅. Naturally, this and some other unfortunate properties of these weights have made it impossible to use any straightforward A p type techniques for the problem. However, although Muckenhoupt's conjecture is still open, many authors have managed to study other parts of the C p theory, see e.g. [44, 3, 38, 29, 2] .
In this paper, we have two goals. Our first goal is to prove Sawyer type C p estimates for rough homogeneous singular integrals, i.e. integral operatos T Ω defined as t,γ S be the sparse form defined as Λ(f, g) :
where S is a sparse collection of cubes, t > 1 and 0 < γ ≤ 1. I) Suppose that 1 < p < q < ∞ and w ∈ C q . Then there exists 1 < s < 2 such that
II) Suppose that 0 < p ≤ 1 < q < ∞ and w ∈ C q . Then there exists 1 < s < min{2, . The constant C n,p,q satisfies C n,p,q → ∞ as q → p.
Part I) of Theorem 1.3 follows from Theorem 1.4 and part I) of Theorem 1.5 in a very straightforward way but for part II) we need some additional considerations. In particular, we need to modify some results proven by Lerner [31] and prove a variation of the sparse domination result for the case 0 < p < 1 (see Theorem 5.1).
We note that in [11] , the authors proved similar sparse domination results also for other classes of operators, namely rough homogeneous singular integrals T Ω with more general kernel functions Ω and Bochner-Riesz means. Their results combined with Theorem 1.5 give C qCoifman-Fefferman estimates also for these operators for 1 ≤ p < ∞ but for simplicity, we only consider the operators T Ω with Ω ∈ L ∞ (S n−1 ) satisfying´S n−1 Ω dσ = 0.
Our second goal is to continue the structural analysis of C p classes started particularly by Buckley [3, Section 7] . We consider: i) weak self-improving properties of C p weights, ii) weak and dyadic C p classes, iii) examples of C p weights, iv) C ψ classes of Lerner [29] , v) generalizations of the Kahanpää-Mejlbro counterexample [27] . As a corollary of our considerations we are able to give a new proof for the fact that the C p+λ condition is not necessary for (1.1) in any dimension; see Corollary 9.12 and Theorem 9.22.
Our motivation for this analysis comes particularly from the fact that most known C p techniques are heavy or very restricted and this is mainly because not many characterizations and non-trivial properties of C p weights are known. Naturally, the C p theory cannot be as comprehensive and rich as the A p theory because the C p classes are much bigger than the A p classes. However, existing results already show that at least some parts of the A p theory have counterparts in the C p world. This paper is structured as follows. First, we introduce the notation and some definitions that will be used throughout the paper. In Section 3 we present some C p techniques that will be useful for us later. Sections 4 and 6 are devoted to the proofs of Theorems 1.3 and 1.5. In Section 5 we state and prove a sparse domination result for rough singular integrals that is useful in the range 0 < p ≤ 1. In Sections 7 and 8 we consider structural properties of C p classes and new classes weak C p and dyadic C p , which are actually equal to C p . Finally, in Section 9 we revisit results of Kahanpää and Mejlbro [27] and Lerner [29] to show that there exists a weight class C p such that q>p C q C p C p and the C p condition implies (1.1). Unlike some earlier considerations related to this topic, our ideas work in any dimension.
Notation and definitions
We use the following notation and terminology in the paper.
• The letters c and C denote constants that depend only on the dimension and other similar parameters. We call them structural constants. The values of c and C may change from one occurence to another. In most cases, we do not track how our bounds depend on these constants and usually just write γ 1 γ 2 if γ 1 ≤ cγ 2 for a structural constant c and γ 1 ≈ γ 2 if γ 1 γ 2 γ 1 . If the constant c κ depends only on structural constants and some other parameter κ and γ 1 c κ γ 2 , we write γ 1 κ γ 2 .
• The Lebesgue measure of a measurable set E ⊂ R n is denoted by |E|.
• The characteristic function of a set E is denoted by 1 E .
• A weight is a non-negative locally Lebesgue integrable function that is non-zero in a set of positive measure.
• Suppose that f is a locally integrable function, w is a weight, E ⊂ R n is a measurable set with |E| > 0 and 0 < p < ∞. We denote
• For any cube Q we denote the side length of Q by ℓ(Q).
• The collection of dyadic cubes D is defined as
• Suppose that 0 < γ < 1. A γ-sparse collection S is a collection of cubes such that for every Q ∈ S there exists a E Q ⊂ Q such that
In most cases, we assume that γ = 1 2 and do not specifically mention this every time. We note that we do not require our sparse collections to be subcollections of D but any γ-sparse collection can be embedded inside a bounded number of dyadic γ 6 n -sparse collections. This follows from e.g. [25, Lemma 2.5].
• We say that a function f : R n → R is lower semicontinuous if the set {x ∈ R n : f (x) > λ} is open for every λ ∈ R.
2.1.
A p , A ∞ , C p and Reverse Hölder weights. Suppose that w is a weight. We denote
where the supremum is taken over all cubes. We say that w satisfies a q-Reverse Hölder inequality for 1 < q < ∞ and denote w ∈ RH q if there exists a constant [w] RHq < ∞ such that
for every cube Q. We denote w ∈ A ∞ if the Fujii-Wilson constant of w is finite, i.e.
[w] A∞ := sup
By [10, 17, 43] , we know that the following conditions are equivalent:
there exist constants C, ε > 0 such that for every cube Q and every measurable set E ⊆ Q we have
Recall from (1.2) that w ∈ C p for 1 < p < ∞ if there exist constants C, ε > 0 such that for every cube Q and every measurable set E ⊆ Q we have
Recently, the first author [4] introduced a Fujii-Wilson type C p characteristic. Let w ∈ C p .
• If´R n (M 1 Q ) p w = ∞ for some (and thus, all) cubes Q, we set [w] Cp = 0.
• If 0 <´R n M (1 Q ) p w < ∞ for some (and thus, all) cube Q, we set 
In particular, the constant C in the definition (1.2) is fairly irrelevant. . Suppose that 1 < p < ∞ and w ∈ C p . Then there exists a constant B = B(n, p) such that
for a structural constant C, every cube Q and every
. Conversely, if there exist constants C > 0 and δ > 0 such that (2.6) holds for every cube Q, then w ∈ C p .
Maximal functions and singular integrals.
Suppose that f is a locally integrable function. The Hardy-Littlewood maximal operator M is defined as
where the supremum is taken over all cubes Q that contain x. For every s ≥ 1, we define the
Since the Hardy-Littlewood maximal operator is of weak type (1, 1), i.e.
In our constructions and proofs, we use repeatedly the fact that the Hardy-Littlewood maximal function M f is lower semicontinuous (see e.g. [19, proof of Theorem 2.1.6]). Let T be a bounded linear operator on L 2 (R n ) that has the representation
for every x / ∈ supp f . We say that T is a Calderón-Zygmund operator if the kernel function K satisfies the size estimate
for all x, y ∈ R n , x = y, and the smoothness estimate
for some λ > 0 and all x, x ′ , y ∈ R n such that |x − y| > 2|x − x ′ | > 0.
Marcinkiewicz integral estimates
We start by recalling and refining some estimates related to Marcinkiewicz integral operators. These operators are one of the key tools in C p analysis due to their good boundedness properties with respect to certain weights. For our needs, the most convenient way to define the operators is using a Whitney decomposition of level sets as in [40, Section 3] . 
for every x ∈ R n . Let h be a non-negative lower semicontinuous function, 0 < p, q < ∞, and k ∈ Z. Then the level set Ω k = {x : h(x) > 2 k } is open and we can use the previous lemma to get the decomposition Ω k = j Q k j . We denote Q k := {Q k j } j for each k ∈ Z and define the Marcinkiewicz integral operator M p,q by setting
Note that the dependency on h on the right hand side is coded in the families Q k . For each k ∈ Z, we define the partial Marcinkiewicz operator M k,p,q the same way as in [5] :
These operators arise naturally when estimating L p (w) norms with w ∈ C q . Indeed, by the layer cake representation [19, Proposition 1.
The role that w(Q) plays in the A ∞ theory is often played by´R n M (1 Q ) q w in the C q context. Therefore, the natural C q counterpart of the above expression is
The proof of the following lemma can be found in [4, Lemma 5.8] . Although the range of exponents is not explicitly stated there, it holds for all exponents described below. Lemma 3.2. Let f be a compactly supported function and w ∈ C q with 1 < q < ∞. Suppose that 0 < p < q. Then
Lemma 3.3. Let Q be a cube and S a sparse family of cubes that are contained in Q. Suppose that w ∈ C q with 1 < q < ∞. Then
Proof. We start by noticing that if x / ∈ 2Q, then we have
where E R is the exceptional set given by sparsity and we used the assumption q > 1 in the
Since E R ⊂ R and |E R | ≥ 1 2 |R| for every R ∈ S, we have the pointwise bound
by Lemma 8.1. Also, since the sets E R are pairwise disjoint, we have
Thus, by [15, Theorem 1 (3)] there exists c > 0 such that for every λ > 0 we have
Applying the C q condition to F λ ⊆ 2Q now gives us
Thus, for any fixed λ > 0 we havê
For I 1 , we can use Lemma 8.1 to see that
For I 2 , we can use (3.5) to get
Thus, we have
and choosing λ = [w] Cq + 1 completes the proof.
Lemma 3.6. Let h be a non-negative lower semicontinuous function, w ∈ C q , 1 < q < ∞ and 0 < p < ∞. Suppose that k ∈ Z and let S = {R j } be a sparse collection of cubes contained in
Proof. Fix k ∈ Z and let Q k = {Q l } l be the Whitney decomposition of Ω k . For each Q l ∈ Q k , let S k,l be the family of cubes R j whose center is contained in Q l . Then, by the properties of the Whitney cubes and the fact that R j ⊂ Ω k , we have R j ⊂ c n Q l for every R j ∈ S k,l . Moreover, each R j ∈ S is contained in exactly one of the S k,l . The desired estimate follows now from applying Lemma 3.3 to each of the collections S k,l :
Corollary 3.7. Suppose that S is a sparse collection of cubes, f is a locally integrable function, w ∈ C q for 1 < q < ∞ and 0 < p < q. Then
Proof. We start by making a level decomposition of the sparse family: for every k ∈ Z, we set
Clearly we have S = k∈Z S k . Now, for each Q ∈ S k , we have trivially Q ⊂ {M f > 2 k }. Thus, Lemmas 3.6 and 3.2 give us
4. Proof of part I) of Theorems 1.3 and 1.5
As we stated before, part I) of Theorem 1.3 follows easily from a combination of part I) Theorem 1.5 and Theorem 1.4. Indeed, let s be the one given by Theorem 1.5. We apply 9 Theorem 1.4 with parameter s and we get
where we used part I) of Theorem 1.5 in the last inequality. We now give the proof of part I) of Theorem 1.5. Let us start by recalling the dyadic Carleson embedding theorem that we need a couple of times in our proofs. Then, for all 1 < α < ∞ and h ∈ L α (w), we have
Let us then prove part I) of Theorem 1.5. Suppose that 1 < p < q < ∞, and w ∈ C q . We want to show that there exists 1 < s < 2 such that
By rescaling we may assume that
To simplify the notation, we also assume f, g ≥ 0. By the remark we made in Section 2 when we defined sparse collections, we may assume that S ⊂ D. . It is easy to check that
In particular, (s − 1 r )r ′ is an admissible exponent for the Reverse Hölder inequality in Theorem 2.5. Therefore, by Hölder's inequality and Theorem 2.5 we have
Let us then split the sparse family into two parts. We set
and S 2 = S \ S 1 . For the collection S 1 , we use Corollary 3.7 to see that
The collection S 2 is trickier. Recall that by Remark 2.4, for any cube Q,´R n (M 1 Q ) q w < ∞. Thus, we have
.
We set α = p ′ sr and
for every cube Q ∈ S 2 . By (4.2), we know that α > 1. Suppose that there exists some A > 0 such that for any R ∈ S 2 we have
Then, by the Carleson embedding (Theorem 4.1), we know that
In the last inequality we have used that, by the choices of r and s, we have 1 < rs < 1 +
2p
and therefore
Thus, it is enough for us to show that there exists a constant A > 0 such that (4.3) holds. For this, fix R ∈ S 2 . We further split S 2 into subcollections S 2,j , j ≥ 1, defined as
Let S * 2,j = S * 2,j (R) be the collection of maximal subcubes in S 2,j which are contained in R. We now have
where we used (A) the definition of the collection S 2,j , (B) Lemma 3.3 and (C) the fact that the cubes in S * 2,j are disjoint. We now sum over j and get
Therefore (4.3) holds with
Putting all of the above together, we proved that for s = 1 + δ 8p we have
The constant c n,p,q is the same constant as in Corollary 3.7 and thus, we have 
Hence we see that
for a constant C n,p,q such that C n,p,q → ∞ as q → p.
Sparse domination for rough singular integrals revisited
Before we prove part II) of Theorems 1.3 and 1.5, we revisit the sparse domination principle in [11] and prove a version of it that is more suitable for the case 0 < p < 1. Let us first consider a Calderón-Zygmund operator T . It is now well-known (see e.g. [28, 26, 30] ) that T satisfies a pointwise sparse bound of the type
Now, for 0 < p < 1, we trivially have
and thus, for q = 1 + λ and w ∈ C q for any λ > 0, Corollary 3.7 gives uŝ
. Qualitative version of this result was proven recently as a part of [5, Theorem 17] using different techniques.
To mimic this proof strategy for rough homogeneous singular integrals, we prove the following sparse domination result: Theorem 5.1. Suppose that 0 < θ < 1 and 1 < s ≤ 1 1−θ . Then there exists a sparse collection S such that
Our proof is strongly based on techniques used by Lerner in [31] . For a sublinear operator T and 0 < θ < 1, we define
Our main tool is the following variant of [31, Theorem 3.1]:
Theorem 5.2. Let 1 ≤ q ≤ r, 0 < θ < 1 and s ≥ 1. Assume that T is a sublinear operator of weak type (q, q) and M θ T satisfies the following estimate:
for exponents satisfying the relation
Then for every compactly supported f ∈ L r (R n ) and every g ∈ L s loc , there exists a sparse collection of cubes S such that
The proof is essentially the same as the proof of [31, Theorem 3.1]. The only difference is the definition of the sets E 1 and E 2 : the first set is the same, namely
and we define the second set as
The rest of the proof works as it is with the the obvious changes.
With the help of Theorem 5.2, the proof of Theorem 5.1 is fairly straightforward.
Proof of Theorem 5.1. Let T Ω be a rough homogeneous singular integral. We want to apply Theorem 5.2 with q = 1 = r. Let 1 < s ≤ To be more precise, we need to show that 
θ . By Hölder's inequality, we have the pointwise bound 
By [31, Theorem 1.1, Lemma 3.3], we know that
by [41] , we can apply 5.2, which finishes the proof. 
Now, we use Theorem 5.1 to dominate the term | |T Ω f | p , w |, and apply part II) of Theorem 1.5. We get
We now turn to the proof of part II) of Theorem 1.5. Suppose that 0 < p ≤ 1, w ∈ C q for some q > 1 and S is a sparse collection. We want to show that there exists 1 < s < min{2,
We choose s = 1 + pδ, where δ is the Reverse Hölder exponent from Theorem 2.5. Hence s ′ ([w] Cq + 1)/p and we have
, where we have used Corollary 3.7 in the last step. The implicit constant c n,p,q satisfies c n,p,q → ∞ as q → p by the same arguments as in the end of Section 4. This completes the proof of Theorem 1.5.
Reverse Hölder and weak self-improving properties of C p
It is well-known that A p weights are self-improving: if w ∈ A p , then there exists ε > 0 such that w ∈ A p−ε [10, Lemma 2] . Since this is a particularly convenient property in many proofs, it would be desirable if C p weights had a similar property, i.e. for every w ∈ C p there existed ε > 0 such that w ∈ C p+ε . In particular, this property together with Sawyer's results would prove Muckenhoupt's conjecture. Unfortunately, this is not true due to an example by Kahanpää and Mejlbro [27, Theorem 11] . We discuss their counterexample and its generalizations in detail in Section 9.
The failure of this self-improving property raises natural questions about weaker selfimproving properties of C p weights. For example, although the well-known self-improving property of classical Reverse Hölder weights [18, Lemma 3] fails in spaces of homogeneous type [1, Section 7] , the weights are still self-improving in a weak sense even in this more general setting [1, Section 6] (see also [45, Theorem 3.3] ). Although we show in Section 8 that weakening the definition of C p in an obvious way does not actually change the structure of the corresponding weight class, various self-improvement and Reverse Hölder questions remain open. In particular:
Open problem 7.1. Suppose that w ∈ C p for some 1 < p < ∞ and let δ be the Reverse Hölder parameter from Theorem 2.5. Does there exist c w > 1 such that
for every cube Q and every 1 < c ≤ c w ?
In this section, we record two observations related to Problem 7.1. First, we prove the following analogue to the well-known A ∞ result "w ∈ A ∞ ⇒ w 1+ε ∈ A ∞ for small ε" (see e.g. 
where we used first Theorem 2.5, then the standard Hölder's inequality and finally the L pboundedness of the Hardy-Littlewood maximal operator. Thus, the weight w 1+ε 0 satisfies a Reverse Hölder inequality in the sense of Theorem 2.5 and therefore w 1+ε 0 ∈ C p . The fact that now also w 1+ε ∈ C p for every 0 < ε ≤ ε 0 follows easily from Hölder's inequality: for every cube Q we have w 1+ε Open problem 7.3. Suppose that w ∈ C p for some 1 < p < ∞. Do there exist ε 0 > 0 and
for every cube Q and every 0 < ε ≤ ε 0 ?
As a consequence of Proposition 7.2 we get something slightly worse than (7.4):
Corollary 7.5. Suppose w ∈ C p for some 1 ≤ p < ∞ and let δ 0 be the Reverse Hölder exponent from Theorem 2.5. Then for every 0 < δ ≤ δ 0 and every cube Q we have
Since the proof of Corollary 7.5 is a fairly technical computation, we formulate explicitly the following well-known embedding property of ℓ p spaces: Lemma 7.6. Let 0 < α < β < ∞. Then, for positive numbers a n , n ∈ N, we have
Proof of Corollary 7.5. We argue by discretizing the tail. By [4, Lemma 3.2], we have
for 1 ≤ p < ∞ and any weight w. The implicit constants do not blow up when p tends to 1, but they do blow up when p → ∞. We get
where we (A) used the discretization, (B) used the Reverse Hölder inequality, (C) applied Lemma 7.6 with α =
On weak C p and dyadic C p
When we compare the characterizations of A ∞ (2.1) and C p (1.2), it is obvious that A ∞ ⊂ C p for every p. However, A ∞ weights are not good representatives of C p weights because the C p classes are much bigger than the A ∞ class. For example, A ∞ weights are always doubling and they cannot vanish in a set of positive measure whereas C p weights can grow arbitrarily fast and their supports can contain holes of infinite measure. Thus, the structure of a general C p weight can be very messy.
In this section, we consider some examples and properties related to C p weights. We also introduce weak and dyadic C p weights as an analogy to weak and dyadic A ∞ weights. Although these new classes of weights seem like they are larger than C p , this is not the case: weak and dyadic C p weights are just C p weights.
We start by proving an elementary lemma for the Hardy-Littlewood maximal operator that we already used in the previous sections: Lemma 8.1. Let Q 0 ⊂ R n be a cube and E 0 ⊂ Q 0 a measurable subset such that |E 0 | ≥ η|Q 0 | for some 0 < η ≤ 1. Then there exists a structural constant C n such that
for almost every x ∈ R n .
Proof. Let Q(x, r) be the cube with center point x and side length r. There exists a structural constant c n ≥ 1 such that
The proof now consists of two cases:
8.1. Weak A ∞ weights. Let us recall the definition of the weak A ∞ classes. The FujiiWilson type characterization of these weights was studied in detail in [1] but earlier they have appeared in other forms in the study of e.g. weighted norm inequalities [39] and elliptic partial differential equations and quantitative rectifiability; see e.g. [23] and references therein.
Definition 8.2. Suppose that γ ≥ 1. We say that a weight w belongs to the γ-weak A ∞ class A γ ∞ if there exist positive constants C, δ > 0 such that
for any cube Q and any measurable subset E ⊂ Q, where γQ is the cube of side length γℓ(Q) with the same center point as Q.
We denote A weak
It was shown in [1] that this definition does not give us a continuum of different weak A ∞ classes but the dilation parameter γ is irrelevant for the structure of the class as long as γ > 1:
for every cube Q.
8.2.
Examples and some properties of C p weights. Let us then gather some known results from the literature and consider some other examples and properties of C p weights. i) From A p theory, (8.3), Lemma 8.1, [1] and Theorem 9.2, it follows that for 1 < p < q < ∞ we have
ii) If follows easily from the argument in [1, Example 3.2] that A weak ∞ contains all nonnegative functions that are monotonic in each variable. By i), all these functions are also contained in C p for every p. In particular, C p weights are generally non-doubling. iii) If w ∈ C p is a doubling weight such that w( Q) ≤ 2 p w(Q), where Q is the concentric dilation of Q with ℓ( Q) = 2ℓ(Q), then w ∈ A ∞ [3, Section 7] . iv) If w ∈ A ∞ , then w1 [0,∞) ∈ C p for every 1 ≤ p < ∞ [36] . v) More generally, if w ∈ A ∞ and g is a convexely contoured weight (i.e. a weight such that {x ∈ R n : g(x) < α} is a convex set for every α ≥ 0), then wg ∈ C p for every 1 ≤ p < ∞ [3, Proposition 7.3]. vi) If w is a compactly supported weight, then w / ∈ C p for any p. It is straightforward to prove this. Let us denote P := supp w. For every k ∈ N, let P k be a cube such that P ⊂ P k and |P k | ≥ 2 k |P |. Now, for E = P , we havê
for every k since w is locally integrable. However,
for every ε > 0. Thus, there do not exist constants C and ε such that (1.2) holds for every cube Q. This argument also proves that if w ∈ C p , then w / ∈ L 1 (R n ). vii) Even though C p weights cannot have compact support, their support can have arbitrarily small measure. Indeed, suppose that w ∈ A ∞ and P = ∞ k=1 [10 k , 10 k + 1 2 k ]. Then |P | = 1 but P is unbounded. We set v(x) := w(x)1 P (x).
• If w(x) = x 4 , then´R M (1 Q ) 2 v = ∞ for every cube Q and thus, v ∈ C 2 .
• If w(x) = 1, then w is integrable and, by vi), w ∈ C p for any p.
viii) Suppose that w is a weight such that w(x) ≥ α > 0 for every x ∈ R n \ A, where A is a bounded set. Since M (1 Q ) / ∈ L 1 (dx) for any cube Q, we havê
and thus, w ∈ C 1 .
8.3.
Weak C p and dyadic C p . Let us then consider two generalizations of the C p class. Suppose that γ ≥ 1. We write i) w ∈ C D p if we w satisfies condition (1.2) for all Q ∈ D instead of all cubes; ii) w ∈ C γ p , if w satisfies condition (1.2) for 1 γQ instead of 1 Q , and all cubes Q; iii) w ∈ C weak p if w ∈ α≥1 C α p . We also define A D ∞ similarly as C D p . Usually, these types of generalizations genuinely weaken the objects in question. For example, in the case of A ∞ , we already saw that A ∞ is a proper subset of A weak ∞ , and since
However, because of the non-local nature of the C p condition, these generalizations for C p classes just end up giving us back C p :
Proof. The inclusions
are obvious and
follow from Lemma 8.1. Thus, we only need to show that C D p ⊂ C p . Suppose that w ∈ C D p and let Q ⊂ R n be any cube and E ⊂ Q a measurable set. There exists 2 n dyadic cubes Q i ∈ D and a uniformly bounded constant α ≥ 1 such that 1) the cubes Q i are pairwise disjoint,
Applying the C D p property to the sets Q i ∩ E and Lemma 8.1 to M (1 αQ ) gives us
C p and Kahanpää-Mejlbro counterexample revisited
This last section is devoted to the counterexample constructed by Kahanpää and Mejlbro in [27] and the C ψ classes introduced by Lerner in [29] . These classes are generalizations of C p classes that depend on a Young function ψ instead of p. Because of the limited availability of [27] , and for convenience of the reader, we give a self-contained description of their counterexample. 20 We give a detailed proof of the failure of the self-improving properties of C p classes and generalize this also to the context of C ψ for a carefully chosen ψ. Although we use many central ideas of Kahanpää and Mejlbro, the proof we present here is different from the one given in [27] . In particular, we avoid using the explicit Hilbert transform estimates that had a key role in [27] and our techniques allow us to consider dimensions higher than 1.
Let us start by recalling the central results and objects.
9.1. The Kahanpää-Mejlbro weights. As we mentioned earlier, Muckenhoupt's conjecture would be trivially true if every C p weight was self-improving with respect to p. Unfortunately, this is not true due to a construction by Kahanpää and Mejlbro. For every k ∈ Z, let us denote
where ℓ k ∈ (0, 1] are numbers such that inf k∈Z ℓ k = 0. Let also h k be numbers such that 0 < h k < N for every k ∈ Z and some universal constant N . We define the weight w as
We note that in [27] , the sum in the definition of w was indexed as k ≥ 0. Here we write k ∈ Z because of symmetry and because this way it is easier to generalize the constructions to higher dimensions. For suitable choices of the numbers h k , the weight w satisfies w ∈ C p and w / ∈ C p+ε for any ε > 0. In particular,
The property (9.3) can also be seen as a corollary of Theorem 9.11 a).
9.2. The C ψ classes of Lerner. The classes C ψ were introduced by Lerner in [29] as intermediate classes between C p and C q for q > p ≥ 1 and a new way to attack Muckenhoupt's conjecture.
To be more precise, we define generalizations of C p classes that depend on a Young function ψ instead of p. As we will see, the choice of the function ψ affects the structure of the class in a significant way. Let ψ be a function defined on [0, 1]. We denote w ∈ C ψ if there exist constants C w , ε w > 0 such that for every cube Q and measurable E ⊂ Q we have
Without loss of generality, we may assume that C w ≥ 1.
Example 9.5. If we choose the function ψ in a suitable way, we recover classes that we have considered earlier:
• Let ψ ∞ = 1 {1} . Then we have ψ ∞ (M 1 Q ) = 1 Q and thus, C ψ∞ = A ∞ .
• Let 0 < a < 1 and ψ a = 1 [a,1] . Then we have ψ a (M 1 Q ) = 1 CaQ for some constant C a > 1 and thus, C ψa = A weak ∞ . For the rest of the paper, we consider a C ψ class with a carefully chosen ψ: 21 Definition 9.6. Let p > 1. We set C p := C ϕp for the function ϕ p such that ϕ p (0) = 0 and
For notational convenience, we also set ϕ p (t) = ϕ p (1) for every t > 1. It is straightforward to check that the function ϕ p satisfies the following properties:
(1) lim t→0 ϕ p (t) = 0 and ϕ p (1) =
both ϕ p and t → t −1 ϕ p (t) are increasing functions, (3) ϕ p (2t) ≤ Cϕ p (t) for some C > 0 and all t ≥ 0 (and thus, ϕ p (λt) ≤ C λ ϕ p (t) for any λ > 1 and t ≥ 0),
The key property of C p is that q>p C q ⊂ C p and we have 
This raises a natural question: Are these inclusions strict? If the first one is not, we get a selfimproving property for C p weights. If the second one is not, we have solved Muckenhoupt's conjecture. Unfortunately, we will next show that C p \ q>p C q = ∅ and C p \ C p = ∅. This does not prove or disprove Muckenhoupt's conjecture but it is one step closer to understanding the solution. Our main tool for proving that the inclusions in (9.9) are strict in dimension one is the following generalization of Kahanpää-Mejlbro techniques: Theorem 9.10. Let 1 < p < ∞ and let w be a weight as in (9.1).
, then w ∈ C p .
In i) and iii) we mean that the inequality holds for all k with implicit constant independent of k. One can also prove similar statements as iii) and iv) for the more general class C ψ assuming that ψ satisfies certain conditions, but for the sake of simplicity we only consider the class C p .
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Before giving the proof of Theorem 9.10, we use the theorem to prove the strictness of the inclusions: Theorem 9.11. We have a) C p \ C p = ∅, b) ∪ ε>0 C p+ε C p .
Proof. We construct weights w of the type (9.1) and then use Theorem 9.10 to prove the claims. a) Let us set h k = (ℓ k ) p−1 for every k ∈ Z. By part ii) of Theorem 9.10, we know that w ∈ C p . Let us then use part iii) of Theorem 9.10 to show that w / ∈ C p . It is enough to show that This can be seen easily by computing the limit as t → Thus, by part iii) of Theorem 9.10, w / ∈ C p . b) Let us set
for every k ∈ Z. By part iv) of Theorem 9.10, we know that w ∈ C p . We then use part i) of Theorem 9.10 to show that w ∈ C p+ε for any ε > 0. To see this, we prove inf 0<t<1 t p+ε−1 ϕ p (t)t −1 = 0. for every m ∈ Z. Thus, we have ℓ(P m ) = ℓ m . See Figure 4 for a visual description of the sets A and P m in dimension 2. Now we can define the Kahanpää-Mejlbro weight w in an obvious way as 20) where h m are numbers such that 0 < h m < N for every m ∈ Z n for a uniformly bounded constant N . Naturally, these weights share a lot of properties with their 1-dimensional counterparts but because of the dimension, we have to make some modifications.
An analogue of Theorem 9.10 holds for these n-dimensional weights in the following form: The correct exponent is now n(p − 1) instead of p − 1 because |P m | = (ℓ m ) n . The proof of this theorem is essentially the same as in the 1-dimensional case. Since Lemma 9.13 holds in any dimension, the proofs of i) and iii) work also in any dimension. Parts ii) and iv) also hold because of (9.19) and there are no more cases than the 1-dimensional cases 1, 2a and 2b. The rest of the computations are essentially the same as before.
With the help of Theorem 9.21, it is straightforward to generalize Theorem 9.11 for higher dimensions:
Theorem 9.22. In any dimension, we have a) C p \ C p = ∅, b) ∪ ε>0 C p+ε C p . In particular, the condition C p+ε is not necessary for (1.1) to hold for Calderón-Zygmund operators.
