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1. Introduction
In this paper we obtain canonical forms for pairs of quaternionic matrices which are mixed
symmetric–skewsymmetric with respect to nonstandard involutory antiautomorphisms of the skew
field of real quaternions, under strict equivalence and symmetry respecting congruences. Here,
an involutory antiautomorphism is said to be nonstandard if it is different from the standard
quaternionic conjugation. These forms are further applied to canonical forms for quaternionic
matrices that are skewsymmetric with respect to nondegenerate symmetric or skewsymmetric
quaternion valued inner products.
The theory of canonical forms of pairs of real and complex matrices with various symmetry
properties, and numerous applications, is classical and well known, see for example, the books
[17,7,9–10], and expository papers [24,14,15], where an extensive bibliography is given as well.
In contrast, the literature on quaternionic forms is not nearly as extensive. Nevertheless, it goes
back at least six decades; a list (far from complete) of relatively recent works includes [4,5,13,21–
23]; we mention also the books [2,3]; the latter contains a detailed treatment of the subject.
Recently, there has been a renewed interest in the general area of quaternionic linear algebra, and
several works have appeared, see for example [13,25,28,6,1]; also [18], which was motivated by
applications in systems theory. A recent paper [20] contains canonical forms for symmetric pairs
of quaternionic matrices, and for skew-symmetric pairs of quaternionic matrices, with respect to
a fixed nonstandard involutory antiautomorphism.
If φ is an involutory antiautomorphism of the skew field of quaternions H (see Section 2 for
more details), and A ∈ Hm×n (the set of m × n matrices with quaternionic entries), we denote by
Aφ the n × m quaternionic matrix obtained by applying φ entrywise to the transposed matrix AT.
A matrix A ∈ Hn×n is called φ-symmetric, resp. φ-skewsymmetric, if Aφ = A, resp. Aφ = −A.
For φ the standard antiautomorphism, i.e., φ(x) = x, x ∈ H, we have that A is φ-symmetric
if and only if A is hermitian: A = A∗, and A is φ-skewsymmetric if and only if A is skew-
hermitian: A = −A∗. Two square size quaternionic matrices A and B are said to be φ-congruent
if A = SφBS for some invertible quaternionic matrix S.
In this paper we study the following main problem:
Problem 1.1. For a fixed nonstandard involutory antiautomorphism φ, study the canonical forms,
their properties and applications for pairs n × n quaternionic matrices (A,B), where A is φ-
symmetric and B is φ-skewsymmetric, under two equivalence relations:
(1) Strict equivalence:
(A,B) −→ (TAS, TBS), T , S invertible quaternionic matrices;
(2) Simultaneous φ-congruence:
(A,B) −→ (SφAS, SφBS), S invertible.
In particular, we obtain canonical forms for pairs of matrices as in Problem 1.1, under strict
equivalence, and under simultaneous φ-congruence. The main results of the present paper –
Theorems 3.1 and 3.4 – are stated in Section 3; the lengthy proofs are relegated to Section 7.
Comparison and contrasts of the strict equivalence and the simultaneous φ-congruence relations
are discussed in Section 4. Using the main results, in Section 5 we derive a canonical form of
general square size quaternionic matrices under φ-congruence:
A ∈ Hn×n −→ SφAS, S invertible quaternionic matrix.
186 L. Rodman / Linear Algebra and its Applications 424 (2007) 184–221
A quaternionic n × n matrix A is said to be skewsymmetric with respect to a φ-symmetric or
φ-skewsymmetric quaternionic valued inner product [·, ·] on Hn×1 if the equality [Ax, y] =
−[x,Ay] is valid for all x, y ∈ Hn×1; here φ is a nonstandard involutory antiautomorphism of
H. As another application of the main results, we give in Section 6 canonical forms of matrices
that are skewsymmetric with respect to φ-symmetric or φ-skewsymmetric quaternionic inner
products, provided that these products are regular, i.e., [x0, y] = 0 for all y ∈ Hn×1 is possible
only for x0 = 0.
A review of some basic facts of quaternionic linear algebra is given in Section 2.
Throughout the paper, R, C and H stand for the real and complex fields and the skew field
of real quaternions, respectively. The standard imaginary units in H will be denoted i, j, k; thus,
i2 = j2 = k2 = −1 and jk = −kj = i, ij = −ji = k, ki = −ik = j. In the sequel, C will be often
identified with R + iR. For a quaternion x = a0 + a1i + a2j + a3k, a0, a1, a2, a3 ∈ R, we let
R(x) := a0 and V(x) := a1i + a2j + a3k be the real and the vector parts of x, respectively. The
conjugate quaternion a0 − a1i − a2j − a3k is denoted by x¯, and |x| =
√
a20 + a21 + a22 + a23 stands
for the norm of x. Matrix notation used in the present paper is standard, for example, 0u×v stands
for the u × v zero matrix. Also, we denote by diag(X1, X2, . . . , Xp), or by X1 ⊕ X2 ⊕ · · · ⊕ Xp,
the block diagonal matrix with diagonal blocks X1, . . . , Xp (in that order). The set Hn×1 of n-
component columns with quaternionic entries will be considered as a right quaternionic vector
space. The standard Euclidean inner product on Hn×1 is defined by (x, y) :=y∗x ∈ H, where
x, y ∈ Hn×1 and y∗ :=yT ∈ H1×n.
2. Preliminaries on quaternions
In this section we recall basic facts about the quaternionic algebra, almost all without proofs.
For more information and proofs, we refer the reader to [3,25,28,20,6,19], among many other
sources.
2.1. Algebra of quaternions
Quaternions x, y ∈ H are said to be similar if x = α−1yα for some α ∈ H \ {0}.
Proposition 2.1. Two quaternions x and y are similar if and only if R(x) = R and |V(x)| =
|V(y)|.
Next, we consider endomorphisms and antiendomorphisms of quaternions. A map φ : H −→
H is called an endomorphism, resp., an antiendomorphism, if φ(xy) = φ(x)φ(y), resp., φ(xy) =
φ(y)φ(x) for all x, y ∈ H, and φ(x + y) = φ(x) + φ(y) for all x, y ∈ H.
Proposition 2.2. Let φ be an endomorphism or an antiendomorphism of H. Assume that φ does
not map H into zero. Then φ is one-to-one and onto H, thus φ is in fact an automorphism or an
antiautomorphism. Moreover, φ is real linear, and representing φ as a 4 × 4 real matrix with
respect to the basis {1, i, j, k}, we have:
(a) φ is an automorphism, resp. antiautomorphism, if and only if
φ =
[
1 0
0 T
]
, (2.1)
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where T is a 3 × 3 real orthogonal matrix with det T = 1, resp. det T = −1.
(b) φ is an involutory antiautomorphism if and only if φ has the form (2.1), where either
T = −I3 or T is a 3 × 3 real orthogonal symmetric matrix with eigenvalues 1, 1, −1.
If the former case of (b) holds, then φ is the standard conjugation, and we say that φ is
standard. If the latter case of (b) holds, then we have a family of involutory antiautomorphisms
parameterized by unit vectors (eigenvectors of T corresponding to the eigenvalue −1) in R3, and
we say that these involutory antiautomorphisms are nonstandard.
Let φ be an involutory antiautomorphism, in short iaa, of H. If X ∈ Hm×n, then φ(X) ∈ Hm×n
stands for the matrix obtained from X by applying φ to X entrywise. For A ∈ Hm×n, we let
Aφ = φ(AT) ∈ Hn×m,
where AT is the transpose of A. We have:
Proposition 2.3.
(a) (αA + βB)φ = Aφφ(α) + Bφφ(β), α, β ∈ H, A, B ∈ Hm×n.
(b) (Aα + Bβ)φ = φ(α)Aφ + φ(β)Bφ, α, β ∈ H, A, B ∈ Hm×n.
(c) (AB)φ = BφAφ, A ∈ Hm×n, B ∈ Hn×p.
(d) (Aφ)φ = A, A ∈ Hm×n.
(e) If A ∈ Hn×n is invertible, then (Aφ)−1 = (A−1)φ.
If φ is a nonstandard iaa, we denote by Inv(φ) the set of quaternions left invariant by φ:
Inv(φ) :={x ∈ H : φ(x) = x}.
Clearly, Inv(φ) is a 3-dimensional real vector space spanned by 1 and a pair of quaternions q1
and q2 satisfying the equalities q21 = q22 = −1 and q1q2 = −q2q1.
2.2. Quaternionic linear algebra
In this subsection we present basic and mostly well-known facts on quaternionic matrices.
We start with useful embeddings of quaternionic matrices into the algebras of real and complex
matrices.
An ordered triple of quaternions (q1, q2, q3) is said to be a units triple if
q21 = q22 = q23 = −1, q1q2 = −q2q1 = q3, (2.2)
q2q3 = −q3q2 = q1, q3q1 = −q1q3 = q2.
It turns out that (q1, q2, q3) is a units triple if and only if there exists a 3 × 3 real orthogonal
matrix P = [pα,β ]3α,β=1 with determinant 1 such that
qα = p1,α i + p2,α j + p3,αk, α = 1, 2, 3. (2.3)
In particular, for every units triple (q1, q2, q3) the quaternions 1, q1, q2, q3 form a basis of the
real vector space H.
With every units triple q = (q1, q2, q3) we associate an embedding of Hm×n into R4m×4n, as
follows. Write x ∈ H as a linear combination
x = a0 + a1q1 + a2q2 + a3q3, a0, a1, a2, a3 ∈ R.
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Then we define
q,R(x) =
⎡
⎢⎢⎣
a0 −a1 a3 −a2
a1 a0 −a2 −a3
−a3 a2 a0 −a1
a2 a3 a1 a0
⎤
⎥⎥⎦ ,
and for
X = [xα,β ]m,nα=1,β=1 ∈ Hm×n
define
q,R(X) = [q,R(xα,β)]m,nα=1,β=1 ∈ R4m×4n.
The algebraic properties of the map q,R are well known:
Proposition 2.4. The map q,R is a one-to-one ∗-homomorphism of real algebras:
q,R(aX + bY ) = aq,R(X) + bq,R(Y ), ∀X, Y ∈ Hm×n, a, b ∈ R;
q,R(XY) = q,R(X)q,R(Y ), ∀X ∈ Hm×n, Y ∈ Hn×p;
q,R(X
∗) = (q,R(X))T, ∀X ∈ Hm×n.
Next, let q = (q1, q2, q3) be a units triple. Write X ∈ Hm×n in the form
X = X11 + q1X12 + (X21 + q1X22)q2,
where X11, X12, X21, X22 ∈ Rm×n. Then we define
q,C(X) =
[
X11 + iX12 X21 + iX22
−X21 + iX22 X11 − iX12
]
∈ C2m×2n. (2.4)
Again, the map q,C is a ∗-homomorphism:
Proposition 2.5. The map q,C is a one-to-one ∗-homomorphism of real algebras:
q,C(aX + bY ) = aq,C(X) + bq,C(Y ), ∀X, Y ∈ Hm×n, a, b ∈ R;
q,C(XY) = q,C(X)q,C(Y ), ∀X ∈ Hm×n, Y ∈ Hn×p;
q,C(X
∗) = (q,C(X))∗, ∀X ∈ Hm×n.
We note the following connection between the action of a nonstandard iaa and the complex
representation q,C:
Proposition 2.6. Let φ be a nonstandard iaa, and let q = (q1, q2, q3) be a units triple such that
Inv(φ) = SpanR{1, q1, q3}.
Then for the map q,C(X) : Hm×n −→ C2m×2n given by (2.4) we have
q,C(Xφ) = (q,C(X))T. (2.5)
The proof is by a straightforward verification.
Next, we consider eigenvalues. A quaternion α is said to be an eigenvalue of A ∈ Hn×n if
Ax = xα for some nonzero x ∈ Hn×1. We denote by σ(A) ⊆ H the spectrum, i.e., the set of
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eigenvalues of A. It is well known that σ(A) is nonempty, and if α ∈ σ(A) and β ∈ H is similar
to α, then also β ∈ σ(A). Introduce the Jordan blocks
Jm(λ) =
⎡
⎢⎢⎢⎢⎢⎢⎣
λ 1 0 · · · 0
0 λ 1 · · · 0
...
... q q 0
...
... λ 1
0 0 · · · 0 λ
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ Hm×m,
where λ ∈ H. We will also use the real Jordan blocks
J2m(a ± ib) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b 1 0 · · · 0 0
−b a 0 1 · · · 0 0
0 0 a b · · · 0 0
0 0 −b a · · · ... ...
...
...
...
... 1 0
...
...
...
... 0 1
0 0 0 0 a b
0 0 0 0 −b a
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2m×2m,
where a ∈ R and b ∈ R \ {0}.
The Jordan form of a quaternionic matrix is given next:
Proposition 2.7. Let A ∈ Hn×n. Then there exists an invertible S ∈ Hn×n such that
S−1AS = Jm1(α1) ⊕ · · · ⊕ Jmr (αr), α1, . . . , αr ∈ H. (2.6)
Moreover, the right hand side of (2.6) is uniquely determined by A, up to permutation of diagonal
blocks, and up to replacement of each αj with any similar quaternion βj .
Jordan form for quaternions and other linear algebra over the quaternions may be found in
many sources, for example, [28], and earlier papers [27,26].
The elements α1, . . . , αr in (2.6) are obviously eigenvalues of A. It is easy to see that every
eigenvalue of Jm(α) must be similar to α. Thus:
σ(A) = {β−11 α1β1, β−12 α2β2, . . . , β−1r αrβr : β1, . . . , βr ∈ H \ {0}}.
By the complex Jordan form, resp. real Jordan form, of a complex, resp., real, matrix X we mean
the familiar Jordan form under similarity X → S−1XS, where S is an invertible complex, resp.
real, matrix.
Theorem 2.8. (a) If
Jm1(α1) ⊕ · · · ⊕ Jmr (αr), α1 = a1 + ib1, . . . , αr = ar + ibr ∈ C (2.7)
is a Jordan form of A ∈ Hn×n, then[
Jm1(α1) 0
0 Jm1(α1)
]
⊕ · · · ⊕
[
Jmr (αr) 0
0 Jmr (αr)
]
is the complex Jordan form of q,C(A), for any units triple q.
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(b) Let (2.7) be a Jordan form of A ∈ Hn×n, where α1, . . . , αs are real and αs+1, . . . , αr are
nonreal. Then for every units triple q the real Jordan form of q,R(A) is given by
s⊕
j=1
[Jmj (αj ) ⊕ Jmj (αj ) ⊕ Jmj (αj ) ⊕ Jmj (αj )]
⊕[J2ms+1(as+1 ± ibs+1) 0
0 J2ms+1(as+1 ± ibs+1)
]
⊕ · · · ⊕
[
J2mr (ar ± ibr) 0
0 J2mr (ar ± ibr)
]
.
Corollary 2.9. The matrices A ∈ Hn×n and Aφ have the same spectrum, for every iaa φ.
The proof follows from Proposition 2.7 using the observation that Jmj (φ(αj ))T is similar to
Jmj (αj ) over H, a property that can be proved using Propositions 2.1 and 2.2.
Proposition 2.10. Let A ∈ Hm×m, B ∈ Hn×n. Then the equation
AX = XB, X ∈ Hm×n
has only the trivial solution X = 0 if and only if
σ(A) ∩ σ(B) = ∅. (2.8)
A proof may be given based on the map q,R and the familiar fact (given in [7] or [16], for
example) that the result of Proposition 2.10 holds for real matrices, see [20] for details.
We conclude this subsection with canonical forms for φ-symmetric and φ-skewsymmetric
matrices (see, for example, [20] for proofs).
Let φ be an iaa of H. A matrix A ∈ Hn×n is said to be symmetric with respect to φ, or φ-
symmetric, if Aφ = A. Clearly, if A is φ-symmetric, then so is SφAS for any invertible matrix
S ∈ Hn×n. Canonical forms with respect to this action for nonstandard iaa’s are given as follows
(see [20] for a proof).
Theorem 2.11. Let φ be a nonstandard iaa.
(a) For every φ-symmetric A ∈ Hn×n there exists an invertible S such that
SφAS =
[
Ir 0
0 0
]
, (2.9)
for a nonnegative integer r  n. Moreover, r is uniquely determined by A.
(b) Let β ∈ H be such that φ(β) = −β, |β| = 1. Then for every φ-skewsymmetric matrix A ∈
Hn×n there exists an invertible S ∈ Hn×n such that
SφAS =
⎡
⎣βIp 0 00 −βIq 0
0 0 0n−p−q
⎤
⎦ .
Moreover, the integers p and q are uniquely determined by A.
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Note that β as in Theorem 2.11(b) is unique up to negation: −β has the same properties. The
triple (p, q, n − p − q) of Theorem 2.11(b) will be called the β-signature of the φ-skewsym-
metric matrix A ∈ Hn×n.
Corollary 2.12. Let φ be a nonstandard iaa. Fix β ∈ H such that φ(β) = −β, |β| = 1. Then for
every nonzero α0 ∈ Inv(φ) there exists ω ∈ H, |ω| = 1, with the properties that φ(ω)α0ω is real
positive, hence φ(ω)α0ω = |α0|, and φ(ω)βω = β.
Proof. By Theorem 2.11(a) there exists ω ∈ H, |ω| = 1, such that φ(ω)α0ω is real positive. The
quaternion φ(ω)βω is φ-skewsymmetric. The condition |ω| = 1 implies that φ(ω)βω = ±β, and
Theorem 2.11(b) guarantees that we must have the sign +. 
2.3. The Kronecker form
Consider pencils of quaternionic matrices A + tB, where A and B are m × n matrices with
entries in H, and t is an independent real variable; in particular, t commutes with the quaternionic
matrices. Canonical form of the pencil A + tB under strict equivalence:
A + tB −→ P(A + tB)Q,
where P ∈ Hm×m and Q ∈ Hn×n are invertible matrices, is known as the Kronecker form.
Equivalently, it is the canonical form of ordered pairs of matrices (A,B) under the group action
(A,B) −→ (PAQ,PBQ), with invertible quaternionic matrices P and Q.
We describe the Kronecker form of quaternionic matrix pencils next. Introduce the following
standard real symmetric matrices:
Fm =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 0 1
... 1 0
...
...
0 1
...
1 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= F−1m , (2.10)
Gm =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 1 0
... 0 0
...
...
1 0
...
0 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
[
Fm−1 0
0 0
]
. (2.11)
Note the equalities
G˜m := FmGmFm =
[
0 0
0 Fm−1
]
. (2.12)
Define also standard pencils of real ε × (ε + 1) matrices:
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Lε×(ε+1) :=Lε×(ε+1)(t) =
⎡
⎢⎢⎢⎣
t 1 0 · · · 0
0 t 1 · · · 0
... q q
...
0 0 · · · t 1
⎤
⎥⎥⎥⎦ .
Theorem 2.13. Every pencil A + tB ∈ H(t)m×n is strictly equivalent to a matrix pencil with the
block-diagonal form:
0u×v ⊕ Lε1×(ε1+1) ⊕ · · · ⊕ Lεp×(εp+1) ⊕ LTη1×(η1+1) ⊕ LTηq×(ηq+1)
⊕ (Ik1 + tJk1(0)) ⊕ · · · ⊕ (Ikr + tJkr (0))
⊕ (tI
1 + J
1(α1)) ⊕ · · · ⊕ (tI
s + J
s (αs)), (2.13)
where ε1  · · ·  εp; η1  · · ·  ηq; k1  · · ·  kr ; 
1  · · ·  
s are positive integers, and
α1, . . . , αs ∈ H.
Moreover, the integers u, v, and εi, ηj , kw are uniquely determined by the pair A,B, and the
part
(tI
1 + J
1(α1)) ⊕ · · · ⊕ (tI
s + J
s (αs))
is uniquely determined by A and B up to a permutation of the diagonal blocks and up to replacing
each αj with any quaternion similar to αj .
The result of Theorem 2.13 is known, see [21] and [4], where it is stated in a less explicit form.
A detailed proof of Theorem 2.13, following the standard approach for matrix pencils over fields
as in [7] or [8], is given in [20].
We use the following terminology in connection with the Kronecker form (2.13) of the matrix
pencil A + tB. The integers ε1  · · ·  εp and η1  · · ·  ηq are called the left indices and the
right indices, respectively, of A + tB. The blocks Ikj + tJkj (0) are said to correspond to the
eigenvalue at infinity, and the integers k1  · · ·  kr are called the indices at infinity of A + tB.
The quaternions α1, . . . , αs are called the eigenvalues of A + tB; they are uniquely determined
up to permutation and similarity. Note that if B is invertible, then the eigenvalues of A + tB
are exactly the eigenvalues of B−1A (or the eigenvalues of AB−1). For a fixed eigenvalue α of
A + tB, let i1 < · · · < iw be all the subscripts in (2.13) such that αi1 , . . . , αiw are similar to α;
then the integers 
i1 , . . . , 
iw are called the indices of the eigenvalue α of A + tB. Note that there
may be several indices at infinity that are equal to a fixed positive integer; the same remark applies
to the indices of a fixed eigenvalue of A + tB, to the left indices of A + tB, and to the right indices
of A + tB.
3. Canonical forms for symmetric–skewsymmetric matrix pencils
We fix a nonstandard iaa φ throughout this section. A matrix pencil A + tB, where A,B ∈
Hn×n, is said to be φ-symmetric–skewsymmetric, in short φ-sss, if Aφ = A and Bφ = −B. In this
section we formulate the canonical forms for φ-sss matrix pencils under strict equivalence and
φ-congruence.
We start with a list of primitive forms of φ-sss pencils. We fix β ∈ H such that φ(β) = −β
and |V(β)| = 1. Note that such β is unique up to multiplication by −1. It will be convenient to
introduce the following matrices:
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m =
⎡
⎢⎢⎢⎢⎢⎣
0 0 . . . 0 β
0 0 . . . −β 0
...
... q
...
...
0 (−1)m−2β . . . 0 0
(−1)m−1β 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎦ ,
of size m × m, for m = 1, 2, . . . ,. Thus, (m)φ = m if m is even, and (m)φ = −m if m is
odd. The equality[
1 1
1 −1
] [
0 β
β 0
] [
1 1
1 −1
]
=
[
2β 0
0 −2β
]
shows that the β-signature (cf. Theorem 2.11(b)) of m for odd m is equal to(
m − 1
2
,
m + 1
2
, 0
)
if m = 4k + 3, k nonnegative integer (3.1)
and to(
m + 1
2
,
m − 1
2
, 0
)
if m = 4k + 1, k nonnegative integer. (3.2)
We consider the following primitive φ-sss pencils:
(sss0) a square size zero matrix.
(sss1)
G2ε+1 + t
⎡
⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤
⎦ , ε positive integer.
(sss2) Fk + tβGk, k positive integer.
(sss3) Gk + tβFk, k positive integer.
(sss4)[
0 αF
/2 + G
/2 + tF
/2
αF
/2 + G
/2 − tF
/2 0
]
, 
 even, α ∈ Inv(φ),R(α) > 0.
(sss5)
[−s−1 0
0 0
]
+
⎡
⎢⎢⎢⎢⎢⎣
0 0 . . . 0 ρ
0 0 . . . −ρ 0
...
... q
...
...
0 −ρ . . . 0 0
ρ 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎦+ ts , (3.3)
where s is odd and ρ is real positive.
(sss6)
s + t
⎛
⎜⎜⎜⎜⎜⎝
[−s−1 0
0 0
]
+
⎡
⎢⎢⎢⎢⎢⎣
0 0 . . . 0 ρ
0 0 . . . −ρ 0
...
... q
...
...
0 ρ . . . 0 0
−ρ 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎠ , (3.4)
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where s is even, and ρ is real positive.
The matrices G˜k and G˜
/2 can be used in (sss2), (sss3), and (sss4), in place of Gk and G
/2,
respectively.
We also remark that the block (sss4) is φ-congruent to (sss4) in which α is replaced by −α.
Thus, in (sss4) one may replace the condition R(α) > 0 with the condition R(α) < 0. Indeed,
we have[
0 Y T
XT 0
]
·
[
0 αF
/2 + G
/2 + tF
/2
αF
/2 + G
/2 − tF
/2 0
]
·
[
0 X
Y 0
]
=
[
0 −αF
/2 + G
/2 + tF
/2
−αF
/2 + G
/2 − tF
/2 0
]
, (3.5)
where X and Y are invertible real 
/2 × 
/2 matrices such that
Y T(−G
/2F
/2)(Y T)−1 = G
/2F
/2 and X = −F
/2(Y T)−1F
/2.
Such real matrices X and Y obviously exist because GF = J
/2(0) and J
/2(0) is similar to its
negative. The verification of equality (3.5) is straightforward.
It will be convenient to denote
s(α) :=
[−s−1 0
0 0
]
+
⎡
⎢⎢⎢⎢⎢⎣
0 0 . . . 0 α
0 0 . . . −α 0
...
... q
...
...
0 (−1)s−2α . . . 0 0
(−1)s−1α 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎦ , α ∈ H \ {0}.
Thus, the primitive form (sss5) is s(ρ) + ts , and the primitive form (sss6) is s + ts(ρ).
Theorem 3.1. (a) Every φ-sss matrix pencil A + tB is strictly equivalent to a φ-sss matrix pencil
which is a direct sum of blocks of types (sss0)–(sss6).
The direct sum is uniquely determined by A and B up to permutation of the diagonal blocks,
and up to a replacement of each α in blocks of type (sss4) with a similar quaternion β ∈ Inv(φ).
(b) Every φ-sss matrix pencil A + tB is φ-congruent to a φ-sss matrix pencil of the form
(A0 + tB0) ⊕
p⊕
j=1
εj (Fkj + tβGkj ) ⊕
q⊕
j=1
κj (G
j + tβF
j )
⊕
r⊕
j=1
δj (sj (νj ) + tsj ) ⊕
m⊕
j=1
μj (wj + twj (τj )), (3.6)
where the parameters have the following properties:
(1) the integers kj ’s are even, 
j ’s are odd, sj ’s are odd, and wj ’s are even;
(2) εj ’s, κj ’s, δj ’s, and μj ’s are signs ±1;
(3) νj and τj are positive reals;
(4) the part A0 + tB0 is block diagonal with the diagonal blocks consisting of blocks of the
types (sss0), (sss1), (sss4), (sss2) of odd sizes, and (sss3) of even sizes.
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The form (3.6) is uniquely determined by the pencilA + tB, up to a permutation of the diagonal
blocks, and up to a replacement of each α in blocks of type (sss4) with a similar quaternion
α′ ∈ Inv(φ).
Remark 3.2. The proof of Theorem 3.1 will show that in the form (3.6) the blocks of types (sss5)
and (sss6) may be replaced by more general types, as follows: Fix α0, α′0 ∈ H \ {0} such that
φ(α0) = α0 and φ(α′0) = α′0. Then (3.6) can by replaced by the form
(A0 + tB0)⊕
p⊕
j=1
εj (Fkj + tβGkj ) ⊕
q⊕
j=1
κj (G
j + tβF
j )
⊕
r⊕
j=1
δj (sj (xjα0) + tsj ) ⊕
m⊕
j=1
μj (wj + twj (yjα′0)), (3.7)
where xj ’s and yj ’s are real positive numbers, and all other parameters are as in Theorem 3.1.
The form (3.7) is unique up to a permutation of diagonal blocks. In particular, one can take
α0 = α′0 = −1 in (3.7) which amounts to the requirement that ρ is real negative in (sss5) and
(sss6), rather than real positive.
The rather lengthy proof of Theorem 3.1 is relegated to Section 7.
Observe that the forms (sss5) and (sss6) involve only quaternions that are real linear combina-
tions of 1 and β. This circumstance allows one to compare these forms with the canonical forms
of complex hermitian–skewhermitian matrix pencils, by means of the real linear map
χ : SpanR{1, β} −→ C, χ(1) = 1, χ(β) = i. (3.8)
Lemma 3.3. (a) Consider the φ-sss matrix pencil s(ρ) + ts , where ρ be a nonzero real
number, and s is odd. Then there exists an invertible matrix S with entries in Span{1, β} such that
Sφ(s(ρ) + ts)S = ±(Fs + tβFsJs(ρ−1)).
The sign ± depends only on s and on the sign (positive or negative) of ρ.
(b) For the φ-sss matrix pencils + ts(ρ), where ρ be a nonzero real number, and s is even,
there exists an invertible matrix S˜ with entries in Span{1, β} such that
S˜φ(s + ts(ρ))S˜ = ±(Fs + tβFsJs(−ρ)), (3.9)
where the sign ± depends only on s and on the sign of ρ.
Proof. We will prove (b) only, the proof of (a) being completely analogous. Define the complex
matrices H and G by the equalities
H = χ(s), iG = χ(s(ρ)),
with the map χ applied entrywise. Then H and G are hermitian and invertible. Moreover, H−1G
is similar to Js(−ρ). Now the well-known canonical form for pairs of complex hermitian matrices
(see, for example, [10, Section 5.10]) yields existence of an invertible complex matrix W such
that
W ∗(H + t iG)W = ±(Fs + t iFsJs(−ρ)). (3.10)
Letting S˜ = χ−1(W), formula (3.9) follows. That the sign in (3.10) depends only on s and on the
sign ofρ, follows from the perturbation theory of sign characteristic (see [10, Theorem 5.9.1]). 
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Using Lemma 3.3 and Remark 3.2, the main result of Theorem 3.1, part (b), may be reformu-
lated as follows:
Theorem 3.4. Every φ-sss matrix pencil A + tB is φ-congruent to a φ-sss matrix pencil of the
form
(A0 + tB0)⊕
p⊕
j=1
εj (Fkj + tβGkj ) ⊕
q⊕
j=1
κj (G
j + tβF
j )
⊕
r⊕
j=1
δj (Fsj + tβFsj Jsj (τj )), (3.11)
where the parameters have the following properties:
(1) the integers kj ’s are even, and 
j ’s are odd,
(2) εj ’s, κj ’s, δj ’s are signs ±1;
(3) τj are positive reals;
(4) the part A0 + tB0 is block diagonal with the diagonal blocks consisting of blocks of the
types (sss0), (sss1), (sss4), (sss2) of odd sizes, and (sss3) of even sizes.
The uniqueness properties of the form (3.11) are the same as those of (3.6).
The signs εj ’s, κj ’s, δj ’s in (3.11) or in (3.6) constitute the sign characteristic of theφ-sss pencil
A + tB. Thus, the sign characteristic assigns a sign ± to every Jordan block in the Kronecker
form of A + tB with a nonzero eigenvalue having zero real part, to every Jordan block of A + tB
with zero eigenvalue and odd size, and to every block corresponding to the eigenvalue at infinity
of even size. The uniqueness statements of Theorems 3.1 and 3.4 leads naturally to equivalence of
sign characteristics: two sign characteristics are said to be equivalent if for every eigenvalue τβ of
A + tB, 0  τ ∞, and for every positive integer k, the number of signs +1 (or, equivalently,
of signs −1) associated with the blocks of size k and eigenvalue τβ is the same in both sign
characteristics (k is assumed to be odd if τ = 0 and even if τ = ∞). We obtain from Theorems
3.1 and 3.4 that two φ-sss matrix pencils are φ-congruent if and only if they are strictly equivalent
and have equivalent sign characteristics.
4. Strict equivalence vs φ-congruence
In this section we develop some applications of the canonical form of Theorem 3.1 regarding
the relations between strict equivalence and φ-congruence for φ-sss matrix pencils. As before,
we fix a nonstandard iaa, and we fix β ∈ H such that φ(β) = −β and |β| = 1.
Clearly, φ-congruent φ-sss matrix pencils are strictly equivalent, but the converse is generally
false. It turns out that every strict equivalence class contains only finitely many φ-congruent
classes (when restricted to φ-sss pencils), and the number of these can be identified in terms of
the Kronecker form of the pencils:
Theorem 4.1. Let A + tB be an n × n φ-sss quaternionic matrix pencil. Let
λ1 = 0, λ2 = ∞, λ3 /∈ {0,∞}, . . . , λr /∈ {0,∞}
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be all the distinct eigenvalues of A + tB, including the zero eigenvalue and the eigenvalue at
infinity, if applicable, having the following properties:
(1) The real parts of λ3, . . . , λr are zeros;
(2) The norms of the vector parts |V(λ3)|, . . . , |V(λr)| are all distinct.
Let k1,1 < · · · k1,p1 be the distinct odd indices of the eigenvalue 0 ofA + tB, let k2,1 < · · · k2,p2
be the distinct even indices at infinity of A + tB, and for j = 3, 4, . . . , r, let kj,1 < · · · kj,pj be
the distinct indices of the eigenvalue λj . Furthermore, assume that the index kj,m appears qj,m
times in the Kronecker form of A + tB; i.e., there are exactly qj,m blocks tIkj,m + Jkj,m(λj ) in the
Kronecker form of A + tB (kj,m is odd if j = 1), for m = 1, 2, . . . , pj and j = 1, 3, 4, . . . , r ,
and there are exactly q2,m blocks Ik2,m + tJk2,m(0) of an even size k1,m. Then there exist
w :=
r∏
j=1
pj∏
m=1
(qj,m + 1) (4.1)
φ-sss mutually pairwise non-φ-congruent pencils A1 + tB1, . . . , Aw + tBw each of which is
strictly equivalent to A + tB. Moreover, there do not exist w + 1φ-sss mutually pairwise non-φ-
congruent pencils each of which is strictly equivalent to A + tB.
The proof follows easily from Theorem 3.1; indeed, for fixed j and m as in Theorem 4.1,
there are exactly qj,m + 1 mutually non-equivalent ways to assign the signs corresponding to the
blocks of size kj,m with eigenvalue λj in the sign characteristic of A + tB.
Two corollaries of Theorem 4.1 are worthy of separate statements:
Corollary 4.2. A φ-sss quaternionic matrix pencil A + tB has the property that every φ-sss
quaternionic pencil which is strictly equivalent to A + tB is automatically φ-congruent to A +
tB, if and only if A + tB has no even indices at infinity, no odd indices corresponding to the zero
eigenvalue, and no nonzero eigenvalues having zero real parts.
Corollary 4.3. The maximal number of elements in a set of n × n quaternionic matrix pencils
which are strictly equivalent to each other, but mutually pairwise non-φ-congruent, is equal to
2n.
For the proof of Corollary 4.3 observe that for a fixed n the maximal value of w in (4.1) is
2n which is attained for any φ-sss pencil A + tB with n nonreal eigenvalues with distinct norms
of their vector parts (cf. [14, Section 6], where an analogous statement is given in the context of
complex matrix pencils).
5. Canonical form of matrices under φ-congruence
As another application of Theorem 3.1, we derive a canonical form of matrices A ∈ Hn×n
under the φ-congruence relation; recall that two matrices X, Y ∈ Hn×n are called φ-congruent if
Y = SφXS for some invertible S ∈ Hn×n. Using the decomposition
A = B + C, B = Bφ, C = −Cφ,
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where B = Aφ+A2 , C = −Aφ+A2 , the problem reduces to the problem of a canonical form of the
φ-sss pencil B + tC.
It will be convenient to work with suitably modified blocks (sss1)–(sss6). As before, β is fixed
such that φ(β) = −β and |V(β)| = 1.
(sss1′)
G2ε+1 +
⎡
⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤
⎦ , ε positive integer.
(sss2′) Fk + βGk, k positive integer.
(sss3′) Gk + βFk, k positive integer.
(sss4′)[
0 (1 + α)F
/2 + G
/2
(−1 + α)F
/2 + G
/2 0
]
, 
 even, α ∈ Inv(φ), R(α) > 0.
(sss5′)
s(ρ) :=
⎡
⎢⎢⎢⎢⎣
0 0 . . . 0 −β ρ + β
0 0 . . . β −ρ − β 0
...
... q q
...
...
(−1)s−1β (−1)s−2ρ+(−1)s−2β . . . 0 0 0
(−1)s−1ρ+(−1)s−1β 0 . . . 0 0 0
⎤
⎥⎥⎥⎥⎦ ,
(5.1)
where the size of the matrix is s × s, ρ is real positive, and s may be even or odd.
In the forms (sss1′)–(sss5′) modifications are possible, analogous to the modifications in the
forms (sss1)–(sss6) discussed in Section 3.
Invoking Theorem 3.1, the following result is obtained:
Theorem 5.1. Every matrix A ∈ Hm×m is φ-congruent to a matrix in the form
0u×u ⊕ (A0 + tB0) ⊕
p⊕
j=1
εj (Fkj + βGkj ) ⊕
q⊕
j=1
κj (G
j + βF
j ) ⊕
r⊕
j=1
δjsj (ρj ),
(5.2)
where the parameters have the following properties:
(1) the integers kj ’s are even, and the 
j ’s are odd,
(2) εj ’s, κj ’s, and δj ’s are signs ±1;
(3) ρj ’s are positive reals;
(4) the part A0 + tB0 is block diagonal with the diagonal blocks consisting of blocks of the
types (sss1′), (sss4′), (sss2′) of odd sizes, and (sss3′) of even sizes.
The form (5.2) is uniquely determined by the pencil A, up to a permutation of the diagonal
blocks, and up to a replacement of each α in blocks of type (sss4′) with a similar quaternion
α′ ∈ Inv(φ).
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An alternative statement can be given using Theorem 3.4 rather than Theorem 3.1. The only
change in Theorem 5.1 would be that the block sj (ρj ) is replaced with Fsj + βFsj Jsj (ρj ).
6. Symmetric and skewsymmetric inner products
Canonical forms for linear transformations that are symmetric or skewsymmetric with respect
to nondegenerate symmetric, skewsymmetric, or sesquilinear inner products in finite dimensional
real or complex vector spaces are well-known; see, for example, [10,9] for the case of symmetric
transformations with respect to symmetric and sesquilinear inner products in real or complex vec-
tor spaces, and [14,15]. The papers [14,15], and especially [24] also contain numerous additional
references on the subject, among which we mention here only the early textbook [17].
In this section, we address the canonical forms of skewsymmetric linear transformations (rep-
resented as matrices) in the context of nondegenerate symmetric and skewsymmetric quaternionic
inner products, with the symmetry induced by a nonstandard iaa.
Let H ∈ Hn×n be an invertible matrix such that
Hφ = H, (6.1)
where φ is a fixed nonstandard iaa. The matrix H defines a symmetric inner product (or H -
symmetric inner product, if H is to be emphasized) on Hn×1 by the formula
[x, y]H :=yφHx, x, y ∈ Hn×1.
(The symmetric inner product depends also on φ, of course; we suppress this dependence in our
notation.) The following properties of the H -symmetric inner product are immediate:
Proposition 6.1.
(1) [xα, yβ]H = φ(β)[x, y]Hα, for all x, y ∈ Hn×1 and all α, β ∈ H.
(2) [x1 + x2, y]H = [x1, y]H + [x2, y]H , for all x1, x2, y ∈ Hn×1.
(3) [x, y1 + y2]H = [x, y1]H + [x, y2]H , for all x, y1, y2 ∈ Hn×1.
(4) If [x, y]H = 0 for all y ∈ Hn×1, or [y, x]H = 0 for all y ∈ Hn×1, then x = 0.
(5) [x, y]H = φ([y, x]H ) for all x, y ∈ Hn×1.
A matrix A ∈ Hn×n is said to be H -skewsymmetric if
[Ax, y]H = −[x,Ay]H ∀x, y ∈ Hn×1,
or equivalently if the equality HA = −AφH holds. It is easy to see that the pair (H,A), where H
is φ-symmetric and invertible and A is H -skewsymmetric, is transformed to another pair (H˜ , A˜)
with the same properties via φ-congruence-similarity:
H˜ = SφHS, A˜ = S−1AS
for some invertible S ∈ Hn×n.
To describe the canonical form for the equivalence relation of φ-congruence-similarity, it will
be convenient to identify the primitive forms first. As before, we fix β ∈ H, such that φ(β) = −β
and |β| = 1.
(sss2′′) H = εFk , A = βJk(0), where ε = 1 if k is odd, and ε = ±1 if k is even.
(sss4′′)
H =
[
0 F

F
 0
]
, A =
[
J
(α) 0
0 −J
(α)
]
,
where α ∈ H satisfies the conditions φ(α) = α and R(α) > 0.
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(sss5′′) H = δFs , A = βJs(τ ), where τ is positive real and δ = ±1.
Alternatively, one can assume that τ is negative real, rather than positive real, in (sss5′′). Also,
the condition R(α) > 0 in (sss4′′) may be replaced by R(α) < 0.
Theorem 6.2. Let A ∈ Hn×n be H -skewsymmetric. Then there exists an invertible quaternionic
matrix S such that SφHS and S−1AS have the following block diagonal form:
SφHS = H1 ⊕ H2 ⊕ · · · ⊕ Hm, S−1AS = A1 ⊕ A2 ⊕ · · · ⊕ Am, (6.2)
where each pair (Hi, Ai) has one of the forms (sss2′′), (sss4′′), (sss5′′). Moreover, the form (6.2)
is uniquely determined by the pair (H,A), up to a permutation of blocks and up to a replacement
of each α in the form (sss4′′) with a similar quaternion α′ such that φ(α′) = α′.
It will be convenient to state and prove a technical lemma first.
Lemma 6.3. If x ∈ C \ {0}, then there exists a (necessarily invertible) matrix S ∈ Cm×m such
that
ST(xFm + Gm)S = Fm (6.3)
and
((Jm(x))
T)−1S = S(Jm(x−1))T. (6.4)
Proof. We exhibit S in the following form: S = [sj,k]mj,k=1 is lower triangular: sj,k = 0 if j < k,
and for j  k, the entries sj,k have the form
sj,k = fj,kx−j−k+2s1,1, fj,k ∈ C.
The constants fj,k and s1,1 are to be determined so that equalities (6.3) and (6.4) are satisfied. We
rewrite (6.4) as follows:⎡
⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 0
−x−2 0 · · · · · · 0
x−3 −x−2 · · · · · · 0
... q q q
...
(−1)m−1x−m (−1)m−2x−m+1 · · · −x−2 0
⎤
⎥⎥⎥⎥⎥⎦ S
= S
⎡
⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 0
1 0 · · · · · · 0
0 1 · · · · · · 0
... q q q
...
0 0 · · · 1 0
⎤
⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 0
s2,2 0 · · · · · · 0
s3,2 s3,3 · · · · · · 0
... q q q
...
sm,2 sm,3 · · · sm,m 0
⎤
⎥⎥⎥⎥⎥⎦ . (6.5)
To start with, we let
fj,j = (−1)j−1, j = 1, 2, . . . , m. (6.6)
It is easy to see that (6.5) amounts, in view of (6.6), to the equalities
(−1)k−j fj,j + · · · + (−1)fk−1,j = fk,j+1, for k > j + 1, (6.7)
which determine uniquely all elements fk,j provided f1,1 = 1, f2,1, . . . , fm,1 are given.
L. Rodman / Linear Algebra and its Applications 424 (2007) 184–221 201
To satisfy (6.3), we let s1,1 be such that s21,1 = (−1)m−1x2m−3. Then, for j + k  m + 1, the
(j, k)th entry in the left hand side of (6.3) coincide with the (j, k)th entry of Fm. Now, (6.3) is
valid if and only if the following property holds:
(A) For all j + k  m, the (j, k)th entry of the matrix⎡
⎢⎢⎢⎢⎢⎣
fm,1 + fm−1,1 fm−1,1 + fm−2,1 · · · f2,1 + f1,1 f1,1
fm,2 + fm−1,2 fm−1,2 + fm−2,2 · · · f2,2 0
...
...
...
...
...
fm,m−1 + fm−1,m−1 fm−1,m−1 · · · 0 0
fm,m 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎢⎢⎣
f1,1 0 · · · 0 0
f2,1 f2,2 · · · 0 0
...
...
...
...
...
fm−1,1 fm−1,2 · · · fm−1,m−1 0
fm,1 fm,2 · · · fm,m−1 fm,m
⎤
⎥⎥⎥⎥⎥⎦ (6.8)
is equal to zero.
Note also that the matrix in (6.8) is symmetric. We prove by induction on m that one can chose
f2,1, . . . , fm,1 so that (6.6), (6.7), and (A) hold true. For m = 2, the choice f2,1 = −1/2 satisfies
the required properties. Assume by induction that f2,1, . . . , fm−1,1 have been already selected so
that (6.6), (6.7), and (A) hold true (with m replaced by m − 1). We prove that fm,1 can be selected
so that (6.6), (6.7), and (A) hold true for m. The equality (6.7) implies that
fk,j + fk−1,j = −fk−1,j−1, for k > j > 1,
and therefore by the induction hypotheses the (j, k)th entries in (6.8) are zeros provided j + k  m
and j > 1. By the symmetry of the matrix (6.8), the same holds also for the (j, k)th entries provided
j + k  m and k > 1. It remains to fix fm,1 so that
(fm,1 + fm−1,1)f1,1 + (fm−1,1 + fm−2,1)f2,1
+ · · · + (f2,1 + f1,1)fm−1,1 + f1,1fm,1 = 0,
and we are done. 
Proof of Theorem 6.2. Use the observation that A is H -skewsymmetric if and only if the matrix
pencil H + tHA is φ-sss, and that two pairs (H,A) and (H˜ , A˜) are φ-congruent-similar if and
only if the corresponding φ-sss matrix pencils H + tHA and H˜ + tH˜ A˜ are φ-congruent. We
now use Theorem 3.4. It follows that the pair (H,A) is φ-congruent-similar to a direct sum of
the forms
(a) H = εFk , HA = εβGk , where ε = 1 if k is odd and ε = ±1 if k is even;
(b) H =
[
0 αF
 + G

αF
 + G
 0
]
, HA =
[
0 F

−F
 0
]
, (6.9)
where α ∈ Inv(φ),R(α) > 0;
(c) H = δFs,HA = δβFsJs(τ ), where δ = ±1 and τ > 0.
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The forms (a) and (c) clearly lead to (sss2′′) and (sss5′′), respectively. We conclude the proof
by showing that the pair (H,A) given by (6.9) is φ-congruent-similar to the pair (H˜ , A˜), where
H˜ =
[
0 F

F
 0
]
, A˜ =
[
J
(α
−1) 0
0 −J
(α−1)
]
.
It will be convenient to do this in two steps. First, we show that (6.9) is φ-congruent-similar to(
H˜ , A1 :=
[−J
(α−1)T 0
0 J
(α−1)T
])
. Let q ∈ H be a square root of −1 such that α ∈ Span{1, q} and
φ(q) = q. Identifying Span{1, q} with C and using Lemma 6.3, we find S ∈ H
×
 such that
Sφ(αF
 + G
)S = F
 and S−1(αI + F
G
)−1S = J
(α−1)T.
Then
H˜ =
[
Sφ 0
0 Sφ
]
H
[
S 0
0 S
]
, and A1 =
[
S−1 0
0 S−1
]
A
[
S 0
0 S
]
.
Finally, observe that H˜ = F2
H˜F2
, A˜ = F2
A1F2
. 
In an analogous fashion a canonical form for matrices that are symmetric with respect to a
skewsymmetric inner product is obtained. We state the necessary definitions and formulate the
result. An invertible φ-skewsymmetric matrix L ∈ Hn×n defines a skewsymmetric inner product
on Hn×1 by the formula
[x, y]L :=yφLx, x, y ∈ Hn×1.
A matrix is said to be L-skewsymmetric if
[Ax, y]L = −[x,Ay]L ∀x, y ∈ Hn×1,
or equivalently if the equality (LA)φ = LA holds. In other words, A is L-skewsymmetric if and
only if the matrix pencil LA + tL is φ-sss. The φ-congruence-similarity of the pair (L,A):
L˜ = SφLS, A˜ = S−1AS, S ∈ Hn×n invertible,
corresponds to the φ-congruence of the pencil LA + tL. Thus, Theorems 3.1 and 3.4 yield
canonical forms of pairs (L,A) with L-skewsymmetric A under φ-congruence-similarity. Again,
we describe first the primitive forms:
(sss3′′′) L = κβFk , A = βJk(0), where κ = 1 if k is even, and κ = ±1 if k is odd;
(sss4′′′)
L =
[
0 F

−F
 0
]
, A =
[−J
(α) 0
0 J
(α)
]
,
where α ∈ Inv(φ), R(α) > 0.
(sss5′′′) L = δβFs, A = βJs(τ ), where δ = ±1 and τ is a negative real number.
One can replace “negative” by “positive” in (sss5′′′).
Theorem 6.4. Let A ∈ Hn×n be L-skewsymmetric, where L ∈ Hn×n is invertible and φ-skew-
symmetric. Then there exists an invertible quaternionic matrix S such that SφLS and S−1AS
have the following block diagonal form:
SφLS = L1 ⊕ L2 ⊕ · · · ⊕ Lm, S−1AS = A1 ⊕ A2 ⊕ · · · ⊕ Am, (6.10)
where each pair (Li, Ai) has one of the forms (sss3′′′), (sss4′′′), (sss5′′′). Moreover, the form
(6.10) is uniquely determined by the pair (L,A), up to a permutation of blocks and up to a
replacement of each α in the form (sss4′′′) with a similar quaternion α′ such that φ(α′) = α′.
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Proof. In view of Theorem 3.4, we need only to verify the following statements:
(1) If the pair (L′, A′) is defined by the equality L′A′ + tL′ = κ(Gk + tβFk), t ∈ R, where κ
is as in (sss3′′′), then (L′, A′) is φ-congruent-similar to the pair (L,A) defined in (sss3′′′).
(2) If (L′, A′) is defined by
L′A′ + tL′ =
[
0 αF
 + G
 + tF

αF
 + G
 − tF
 0
]
, t ∈ R,
where α is as in (sss4′′′), then (L′, A′) is φ-congruent-similar to (L,A) defined in (sss4′′′).
(3) If L′, A′ is defined by L′A′ + tL′ = δ(Fs + tβFsJs(τ ′)), where δ = ±1 and τ ′ is positive
real, then (L′, A′) is φ-congruent-similar to (L,A) defined in (sss5′′′) with τ = −(τ ′)−1.
To verify the statements (1) and (3), consider the unital R-linear map χ defined by (3.8), and
let L˜ = −βL′, A˜ = −βA′. Then χ(L˜) is Hermitian and invertible, and χ(A˜) is χ(L˜)-selfadjoint
(in the terminology of complex indefinite inner product spaces; see, for example, [10]). Now
the well-known canonical form of the pair (χ(L˜), χ(A˜)) under the transformation of complex
similarity-congruence (which is give in many sources, see, e.g., [10, Theorem 5.1.1]), when
transformed back by χ−1, leads to the desired φ-congruence-similarities. We omit further details
here. The statement (2) is clear, because
L′ =
[
0 F

−F
 0
]
, A′ =
[−J
(α)T 0
0 J
(α)T
]
,
which is easily seen to be φ-congruent-similar to (sss4′′′). 
7. Proof of Theorem 3.1
For convenience, the proof will be separated into several parts.
7.1. Proof of part (a)
Lemma 7.1. Let A + tB ∈ Hn×n, where A is φ-symmetric and B is φ-skewsymmetric. Then:
(1) the left indices of the pencil A + tB coincide with its right indices;
(2) for every eigenvalue α with nonzero real part of A + tB, the indices of A + tB that
correspond to α are paired with the indices of A + tB that correspond to −α. In other
words, if α is an eigenvalue of A + tB with a nonzero real part, then −α is also an
eigenvalue of A + tB, and for every positive integer k, the number of blocks tI
j + J
j (αj )
in the Kronecker form of A + tB for which 
j = k and αj is similar to α coincides with the
number of blocks tI
j + J
j (αj ) for which 
j = k and αj is similar to −α.
Proof. Let (2.13) be the Kronecker form of A + tB, thus
S(A + tB)T = 0u×v ⊕ Lε1×(ε1+1) ⊕ · · · ⊕ Lεp×(εp+1) ⊕ LTη1×(η1+1) ⊕ LTηq×(ηq+1)
⊕ (Ik1 + tJk1(0)) ⊕ · · · ⊕ (Ikr + tJkr (0))
⊕ (tI
1 + J
1(α1)) ⊕ · · · ⊕ (tI
s + J
s (αs)), (7.1)
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for some invertible matrices S and T . Let q := (q1, q2, q3) be a units triple such that Inv(φ) =
SpanR{1, q1, q3}. We may (and do) assume without loss of generality that α1, . . . , αs ∈
SpanR{1, q1}. We now apply the map q,C to the equality (7.1). Using the definition of the map
q,C and Theorem 2.8, after a permutation of blocks and similarity with a complex similarity
matrix (if necessary), we obtain that the complex pencilq,C(A) + tq,C(B) is strictly equivalent
(over the field of complex numbers) to the following complex pencil:
02u×2v ⊕
p⊕
j=1
(
Lεj×(εj+1) ⊕ Lεj×(εj+1)
)⊕ q⊕
j=1
(
LTηj×(ηj+1) ⊕ LTηj×(ηj+1)
)
⊕
r⊕
j=1
(
(Ikj + tJkj (0)) ⊕ (Ikj + tJkj (0))
)
⊕
s⊕
j=1
(
(tI
j + J
j (αj )) ⊕ (tI
j + J
j (αj ))
)
.
By Proposition 2.6, the matrix q,C(A) is (complex) symmetric, and the matrix q,C(B) is
skewsymmetric. By the known properties of symmetric–skewsymmetric complex matrix pencils
(see [24], for example), the left and right indices of q,C(A) + tq,C(B) coincide, and for every
nonzero eigenvalue α ∈ C ofq,C(A) + tq,C(B), the complex number −α is also an eigenvalue
of q,C(A) + tq,C(B), and the indices of α as the eigenvalue of q,C(A) + tq,C(B) coincide
with those of −α. The result of Lemma 7.1 now follows. 
We are now ready to prove Theorem 3.1, part (a). Indeed, in view of Lemma 7.1 we may
assume that the Kronecker form of the φ-sss pencil A + tB has the following form:
0u×u ⊕
p⊕
j=1
(
Lεj×(εj+1) ⊕ LTεj×(εj+1)
)
⊕
r⊕
j=1
(
(Ikj + tJkj (0))
)
⊕
m⊕
j=1
(tI
j + J
j (αj )) ⊕
s⊕
j=m+1
(
(tI
j + J
j (αj )) ⊕ (tI
j + J
j (−αj ))
)
. (7.2)
Here α1, . . . , αs ∈ Inv(φ); the real parts of α1, . . . , αm are equal to zero; and the real parts of
αm+1, . . . , αs are nonzero. It remains to show that each block in (7.2) is strictly equivalent to one
of the blocks (sss0)–(sss6). This is trivial for 0u×u. For (sss1), we have(
Lε×(ε+1)(t) ⊕ ε×(ε+1)(−t)T
)
F2ε+1 = G2ε+1 + t
⎡
⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤
⎦ .
Here the ε × (ε + 1) matrix pencil
ε×(ε+1)(−t) :=
⎡
⎢⎢⎢⎣
1 −t 0 · · · 0
0 1 −t · · · 0
... q q
...
0 0 · · · 1 −t
⎤
⎥⎥⎥⎦ ∈ Hε×(ε+1)
is strictly equivalent to Lε×(ε+1)(−t) which in turn is strictly equivalent to Lε×(ε+1)(t). Indeed,
FεLε×(ε+1)(−t)Fε+1 = ε×(ε+1)(−t), (7.3)
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and
diag(−1, 1,−1, . . . ,±1)Lε×(ε+1)(t)diag(1,−1, 1, . . . ,±1) = Lε×(ε+1)(−t). (7.4)
The block Ik + tJk(0) is strictly equivalent to (sss2):
(diag(1, β−1, β−2, . . . , β−k+1))(Ik + tJk(0))Fk(diag(βk−1, βk−2, . . . , 1)) = Fk + tβGk.
Analogously, the block tI
 + J
(0) is strictly equivalent to a block (sss3) (of the same size 
 × 
):
(diag(1, (−β)−1, . . . , (−β)−
+1))(tI
 + J
(0))βF
(diag((−β)
−1, (−β)
−2, . . . , 1))
= βtF
 + G
.
If the real part of α is nonzero, then (tI
/2 + J
/2(α)) ⊕ (tI
/2 + J
/2(−α)) is strictly equivalent
to (sss4):([
0 αF
/2 + G
/2
αF
/2 + G
/2 0
]
+ t
[
0 F
/2
−F
/2 0
])[
0 −F
/2
F
/2 0
]
=
[
tI + J
/2(α) 0
0 tI − J
/2(α)
]
,
and note that −J
/2(α) is similar to J
/2(−α). Finally, consider a block tIs + Js(α), where
α ∈ Inv(φ) \ {0} and the real part of α is zero. We show that for odd s this block is strictly
equivalent to (sss5), and for even s it is strictly equivalent to (sss6). Indeed, (tIs + Js(α))s (for
s odd) is equal to the matrix
s(αβ) + ts . (7.5)
Note that αβ ∈ Inv(φ) \ {0}, hence the transformation
s(αβ) + ts −→ φ(ω)I · (s(αβ) + ts) · ωI
for a suitable ω ∈ H, |ω| = 1, yields the form (3.3); see Corollary 2.12. For the case when s is
even, we first observe that (Js(α))−1 is similar to Js(α−1), and therefore tIs + Js(α) is strictly
equivalent to Is + tJs(α−1). (Note that α−1 ∈ Inv(φ) \ {0} and the real part of α−1 is zero as
well.) Now, as in the case of odd s, a suitable transformation of (Is + Js(α−1))s yields the form
(3.4). This completes the proof of the existence part of Theorem 3.1(a).
The proof of uniqueness of Theorem 3.1(a) follows from the uniqueness of the Kronecker
form of the φ-sss pencil A + tB, and from proof (given above) that each block in (7.2) is strictly
equivalent to one, in fact exactly one, of the blocks (sss0)–(sss6).
7.2. Proof of existence in part (b)
The proof of the part (b) will follow a general outline of the proof of [20, Theorem 8.1]; this in
turn is based on a similar approach for real and complex matrix pencils with symmetries, that was
used in many sources, see, for example, [24,14,15]. The details are however specific to Theorem
3.1, so we present the proof with reasonably complete details.
In this subsection we focus on the proof of the existence part of statement (b) of Theorem 3.1;
the uniqueness part will be dealt with in the next subsection.
First, we identify those blocks among (sss0)–(sss6) that are φ-congruent to their negatives.
Besides being useful in the proof of Theorem 3.1, these results are of interest in their own right.
We leave aside the trivial case of block of type (sss0).
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Lemma 7.2.
(a) Blocks (sss1) and (sss4) are φ-congruent to their negatives.
(b) The block Fp + tβGp is φ-congruent to −Fp − tβGp if p is odd, and Fp + tβGp is not
φ-congruent to −Fp − tβGp if p is even.
(c) The block Gp + tβFp is φ-congruent to −Gp − tβFp if p is even, and Gp + tβFp is not
φ-congruent to −Gp − tβFp if p is odd.
(d) Blocks (sss5) and (sss6) are not φ-congruent to their negatives.
Proof. Part (a) is evident from the easily verified equalities
[
Iε 0
0 −Iε+1
]⎛⎝G2ε+1 + t
⎡
⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤
⎦
⎞
⎠[Iε 0
0 −Iε+1
]
= −
⎛
⎝G2ε+1 + t
⎡
⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤
⎦
⎞
⎠
and [
I
/2 0
0 −I
/2
] [
0 (α + t)F
/2 + G
/2
(α − t)F
/2 + G
/2 0
] [
I
/2 0
0 −I
/2
]
= −
[
0 (α + t)F
/2 + G
/2
(α − t)F
/2 + G
/2 0
]
.
Part (b). Assume p is odd, and let (q1, q2, q3) be a units triple such that Inv(φ) = SpanR
{1, q1, q2} and β = q3. Letting α = q1 (or α = q2), we have αβα = β, and the following equality
is easily verified:
diag(α,−α, . . . ,−α, α)(Fp + tβGp)diag(α,−α, . . . ,−α, α) = −(Fp + tβGp). (7.6)
Now assume p is even, and arguing by contradiction suppose that
Sφ(Fp + tβGp)S = −Fp − tβGp,
for some (necessarily invertible) S ∈ Hp×p. Thus
SφFpS = −Fp, SφβGpS = −βGp. (7.7)
Taking inverses in the first equation in (7.7) we obtain
S−1FpS−1φ = −Fp. (7.8)
We prove by induction on m that
Sφβ(GpFp)
mGpS = −β(GpFp)mGp (7.9)
if m is even, and
Sφ(GpFp)
mGpS = −(GpFp)mGp (7.10)
if m is odd. The base of induction, when m = 0, is given in (7.7). Assuming (7.9) is proved for
m − 1, and assuming first that m is odd, we have
Sφ(GpFp)
mGpS = −Sφβ(GpFp)m−1GpFpβGpS
= −Sφβ(GpFp)m−1GpSS−1FpS−1φ SφβGpS
= −(−β(GpFp)m−1Gp)(−Fp)(−βGp),
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where to obtain the last equation we have used the induction hypothesis, equality (7.8), and the
second equality in (7.7). Thus,
Sφ(GpFp)
mGpS = −(GpFp)mGp,
as required for odd m. If m is even, we argue analogously:
Sφβ(GpFp)
mGpS = Sφ(GpFp)m−1GpFpβGpS
= Sφ(GpFp)m−1GpSS−1FpS−1φ SφβGpS
= (−(GpFp)m−1Gp)(−Fp)(−βGp),
which is equal to −β(GpFp)mGp, as required for even m. In particular,
SφβHS = −βH, H := (GpFp)p−2Gp. (7.11)
Note that H has 1 in the top left corner and zeros everywhere else. In particular, H is positive
semidefinite and nonzero. Let (q1, q2, q3) be a units triple such that φ(q1) = q1, φ(q2) = q2 and
q3 = β. Write S = A + q1B + q2C + βD, where A,B,C,D ∈ Rp×p. Then
Sφ = AT + q1BT + q2CT − βDT,
and Eq. (7.11) takes the form
(AT + q1BT + q2CT − βDT)βH(A + q1B + q2C + βD) = −βH. (7.12)
Equating the coefficient of β in the left and in the right hand sides of (7.12), we obtain
ATHA + BTHB + CTHC + DTHD = −H.
This equality is contradictory because the left hand side is positive semidefinite in view of the
inertia theorem, whereas the right hand side is negative semidefinite and nonzero. This proves
part (b).
Part (c) is proved similarly to part (b): If p is even, then
diag(α,−α, . . . , α,−α)(Gp + tβFp)diag(α,−α, . . . , α,−α) = −(Gp + tβFp),
as in (7.6). If p is odd, then arguing by contradiction assume that
Sφ(Gp + tβFp)S = −Gp − tβFp,
for some S ∈ Hp×p, i.e.,
SφGpS = −Gp, SφβFpS = −βFp. (7.13)
We now prove by induction on m, as in the proof of the part (b), that
Sφβ(GpFp)
mGpS = −β(GpFp)mGp for m odd, (7.14)
and
Sφ(GpFp)
mGpS = −(GpFp)mGp for m even. (7.15)
Equality (7.11) follows, which leads to a contradiction.
Part (d). For (sss5), observe that the β-signatures of s and of −s (s is odd) are distinct, see
(3.1), (3.2). Therefore, by Theorem 2.11(b), there does not exists a matrix S ∈ Hs×s such that
SφsS = −s . This implies that (sss5) cannot be φ-congruent to its negative.
For (sss6), denote A0 :=s , B0 :=s(ρ), where s is even and ρ > 0. Arguing by contradiction,
suppose
208 L. Rodman / Linear Algebra and its Applications 424 (2007) 184–221
SφA0S = −A0, SφB0S = −B0 (7.16)
for some invertible quaternionic matrix S. Note that
A0 = A−10 = (A0)φ, B0 = −(B0)φ. (7.17)
Taking the inverses in the first equation in (7.16), and using (7.17), we obtain
S−1A0S−1φ = −A0.
Therefore
SφB0A0B0S = SφB0SS−1A0S−1φ SφB0S = (−B0)(−A0)(−B0) = −B0A0B0.
By induction on m, we have
Sφ(B0A0)
mB0S = −(B0A0)mB0, m = 0, 1, 2, . . . (7.18)
On the other hand, a calculation shows that
B0A0 = Js(−βρ),
and therefore (B0A0)m is an upper triangular Toeplitz matrix with elements
(−βρ)m, m!
(m − 1)!1! (−βρ)
m−1, . . . , and m!
(m − (s − 1))!(s − 1)! (−βρ)
m−(s−1)
on the main diagonal, first superdiagonal, etc., and the upper right corner, respectively. Consider
the limit
X := lim
m→∞
(s − 1)!(B0A0)m
ms−1ρm
,
where the limit is taken over the set of positive integers m divisible by 4. It follows that X is a
matrix all of whose entries except for the upper right corner are equal to zero, and the upper right
corner is equal to (−βρ)−s+1. Thus,
Y :=XB0 =
[
(−βρ)−s+1(−ρ) 0
0 0(s−1)×(s−1)
]
. (7.19)
Using (7.18) we have
SφYS = −Y. (7.20)
On the other hand, note that Y is φ-skewsymmetric. Equality (7.19) shows that the β-signature
of Y is equal to (1, 0, s − 1) if s is divisible by 4, and to (0, 1, s − 1) if s is not divisible by 4.
Now (7.20) contradicts with Theorem 2.11(b). 
We now prove the existence part of Theorem 3.1(b). Let A + tB be an n × n φ-sss matrix
pencil. Using Theorem 3.1(a), we find invertible matrices P and Q such that
(A + tB)Q = P(A0 + tB0), (7.21)
where A0 + tB0 is a direct sum of blocks of the forms (sss0)–(sss6). We will show that A + tB
and A0 + tB0 are φ-congruent, for some choice of the signs εj , κj , δj , and μj .
Without loss of generality assume Q = I (otherwise, consider Qφ(A + tB)Q in place of
A + tB). Then we have
PA0 = A = Aφ = (A0)φPφ = A0Pφ, PB0 = B0Pφ, (7.22)
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and therefore
F(P )A0 = A0(F (P ))φ, F (P )B0 = B0(F (P ))φ (7.23)
for every scalar polynomial F(t) with real coefficients.
Several cases with respect to P may occur.
Case 1. P has only real eigenvalues, there is only one distinct real eigenvalue of P , and this
eigenvalue γ is positive.
From the Jordan form of P it easily follows that for the polynomial with real coefficients
(t − γ−1)n, we have (P−1 − γ−1)n = 0. By Hua’s lemma (attributed to [12]; see [24,14] for
statement and proof of this lemma) there exists a polynomial fn(t) with real coefficients such that
t = (fn(t))2 (mod(t − γ−1)n). Then P−1 = (fn(P−1))2, and since P−1 itself is a polynomial of
P with real coefficients, we haveP−1 = (f (P ))2 for some polynomial f (t)with real coefficients.
Let R = f (P ), and use (7.23) to obtain
R(A + tB)Rφ = RP(A0 + tB0)Rφ = RP(A0 + tB0)(f (P ))φ
= f (P )Pf (P )(A0 + tB0) = A0 + tB0, (7.24)
and the existence of the form (3.6) under φ-congruence follows.
Case 2. P has only real eigenvalues, there is only one distinct real eigenvalue of P , and this
eigenvalue is negative.
Arguing as in the preceding paragraph for −P rather than P , it is found that (−P)−1 =
(f (−P))2 for some polynomial f (t) with real coefficients. As in (7.24) it follows that
R(A + tB)Rφ = −(A0 + tB0),
where R = f (−P). Thus, to complete the proof of existence of the form (3.6) in Case 1, it remains
to show that each of the blocks of types (sss1), (sss4), Fp + tβGp with p odd, and Gp + tβFp
with p even, is φ-congruent to its negative. This follows from Lemma 7.2.
Case 3. All eigenvalues of P have equal real parts, and their vector parts are non zero and have
equal Euclidean lengths.
Let β ′ ∈ H be an eigenvalue (necessarily nonreal) of P . Denote α = (β ′)−1. In view of the
Jordan form of P , for some positive integer w (which may be taken the largest size of Jordan
blocks in the Jordan form of P ) we have g(P−1) = 0, where g(t) = ((t − β ′)(t − β ′))w is a
polynomial with real coefficients. Using Hua’s lemma again, we find a polynomial gw(t) with
real coefficients such that t = (gw(t))2(mod g(t)). Then P−1 = (gw(P−1))2. Since P is itself a
matrix root of a polynomial with real coefficients, namely, ĝ(P ) = 0, where
ĝ(t) = ((t − α)(t − (α)))w,
it follows that P−1 is also a polynomial of P with real coefficients. Now argue as in Case 1.
Case 4. All other possibilities (not covered in Cases 1–3).
In this case, using the Jordan form, P can be written in the form
P = Sdiag(P1, P2, . . . , Pr)S−1, (7.25)
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whereS is an invertible quaternionic matrix andP1, . . . , Pr are matrices of sizesn1 × n1, . . . , nr ×
nr , respectively, such that any pair of eigenvaluesλ ofPj andμ ofPi (i /= j) satisfies the following
condition:
either R(λ) /= R(μ) or |V(λ)| /= |V(μ)|, or both. (7.26)
We also have r  2 (the situations when r = 1 are covered in cases 1, 2, and 3). Substituting
(7.25) in the equality A + tB = P(A0 + tB0), we obtain(
P−11 ⊕ · · · ⊕ P−1r
)
(A˜ + tB˜) = A˜0 + tB˜0, (7.27)
where
A˜ = S−1A(Sφ)−1, B˜ = S−1B(Sφ)−1, A˜0 = S−1A0(Sφ)−1, B˜0 = S−1B0(Sφ)−1.
Partition the matrix A˜:
A˜ = [Mij ]ri,j=1 ,
where Mij is of the size ni × nj . Since A˜ and A˜0 are φ-symmetric, (7.27) implies the equality
P−1i Mij = Mij
(
(Pj )φ
)−1 ;
cf. (7.22). An elementary calculation shows that if (7.26) holds for two nonzero quaternions λ and
μ, then the same property holds for the inverses λ−1 and μ−1. Note also that in view of Corollary
2.9, ν ∈ σ(((Pj )φ)−1) if and only if ν ∈ σ(P−1j ). Thus, in view of these remarks, we have
σ(P−1i ) ∩ σ(((Pj )φ)−1) = ∅ for i /= j.
Now by Proposition 2.10 we have Mij = 0 (i /= j). In other words,
A˜ = M11 ⊕ · · · ⊕ Mrr .
Similarly, B˜ = N11 ⊕ · · · ⊕ Nrr , where Nii is of size ni × ni .
Now induction is used on the size of the matrix pencilA + tB to complete the proof of existence
part in (b). The base of induction, when A and B are scalar quaternions, is easily verified using
Corollary 2.12. 
7.3. Proof of uniqueness in part (b)
We start with notation and terminology associated with the canonical form (3.6). Let A1 + tB1
be a φ-sss pencil in the form (3.6). Then we say that the blocks
p⊕
j=1
εj (Fkj + tβGkj ) ⊕
p′⊕
i=1
(Fk′i + tβGk′i ),
where Fk′i + tβGk′i , i = 1, 2, . . . , p′, are all the blocks of the form (sss2) having odd sizes k′i in
A0 + tB0, form the infinite part of A1 + tB1, which will be denoted A1,∞ + tB1,∞. The blocks
q⊕
j=1
κj (G
j + tβF
j ) ⊕
q ′⊕
i=1
(G
′i + tβF
′i ),
where G
′i + tβF
′i , i = 1, 2, . . . , q ′, are all the blocks of the form (sss3) having even sizes 
′i in
A0 + tB0, form the nilpotent part of A1 + tB1; it will be denoted A1,0 + tB1,0. For every fixed
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positive ρ, we let the ρ-part A1,ρ + tB1,ρ of A1 + tB1 stand for the block diagonal sum of blocks
of the form δj (sj (αj ) + tsj ) with αj = ρ and sj odd, and of the form μj (wj + twj (τj ))
with τj = ρ−1 and wj even, in (3.6). Finally, we denote by A1, + tB1, the direct sum of blocks
of the form (sss1) in (3.6), and by A1, + tB1, the direct sum of blocks of the form (sss4) in (3.6).
Permuting diagonal blocks, if necessary, we write
A1 + tB1 = 0u×u ⊕ (A1, + tB1,) ⊕ (A1, + tB1,)
⊕ (A1,∞ + tB1,∞) ⊕ (A1,0 + tB1,0) ⊕
z⊕
j=1
(A1,ρj + tB1,ρj ), (7.28)
where 0 < ρ1 < · · · < ρz. Some parts, of course, may be missing in (7.28). The form (7.28) will
be called a standard form.
Lemma 7.3. Let two φ-sss matrix pencils A1 + tB1 and A2 + tB2 be given in the standard forms
(7.28) and
A2 + tB2 = 0u′×u′ ⊕ (A2, + tB2,) ⊕ (A2, + tB2,)
⊕ (A2,∞ + tB2,∞) ⊕ (A2,0 + tB2,0) ⊕
z′⊕
j=1
(A2,ρ′j + tB2,ρ′j ).
Assume that A1 + tB1 and A2 + tB2 are φ-congruent. Then
u = u′, z = z′, ρj = ρ′j for j = 1, 2, . . . , z, (7.29)
and the following congruences hold:
(1) the φ-sss matrix pencils A1, + tB1, and A2, + tB2, are φ-congruent,
(2) the φ-sss matrix pencils A1, + tB1, and A2, + tB2, are φ-congruent,
(3) the infinite parts of A1 + tB1 and of A2 + tB2 are φ-congruent,
(4) the nilpotent parts of A1 + tB1 and of A2 + tB2 are φ-congruent,
(5) for every ρ > 0, the parts A1,ρ + tB1,ρ and A2,ρ + tB2,ρ are φ-congruent.
Proof. We first recall that as it was shown in the proof of Theorem 3.1, part (a), the pencil
tIs + Js(α), where α ∈ Inv(φ) \ {0}, Re(α) = 0, is strictly equivalent to s(|α|) + ts if s is
odd, and to s + ts(|α|−1) if s is even. Therefore, equalities (7.29) follow from the uniqueness
of the Kronecker form of A1 + tB1 (which is the same as the Kronecker form of A2 + tB2). For
the same reason, A1, + tB1, is strictly equivalent to A2, + tB2,, and therefore, permuting if
necessary the blocks, we may (and do) assume that
A1, + tB1, = A2, + tB2, =
p⊕
i=1
⎛
⎝t
⎡
⎣ 0 0 Fεi0 0 0
−Fεi 0 0
⎤
⎦+ G2εi+1
⎞
⎠
Analogously, we may (and do) assume that
A1, + tB1, = A2, + tB2,
=
q⊕
i=1
wi⊕
s=1
[
0 tF
i,s + αiF
i,s + G
i,s
−tF
i,s + αiF
i,s + G
i,s 0
]
,
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where α1, . . . , αq are mutually nonsimilar quaternions such that αi ∈ Inv(φ) and R(αi) > 0 for
i = 1, 2, . . . , q. In particular, it follows that the parts (1) and (2) of Lemma 7.3 hold true.
Also, the infinite parts of A1 + tB1 and of A2 + tB2 are strictly equivalent, as well as the
nilpotent parts of A1 + tB1 and of A1 + tB2, and for each fixed ρ > 0, the parts A1,ρ + tB1,ρ
and A2,ρ + tB2,ρ .
From now on, the proof proceeds along known lines (see the proofs of [14, Lemma 8.1], of
[15, Theorem 10.1], and of [20, Lemma 8.8]), with some changes. For the sake of completeness,
we provide full details.
For the uniformity of notation, we let
M0 + tN0 :=0u×u,
Mi + tNi := t
⎡
⎣ 0 0 Fεi0 0 0
−Fεi 0 0
⎤
⎦+ G2εi+1, i = 1, 2, . . . , p, (7.30)
Mp+i + tNp+i := ⊕wis=1
[
0 tF
i,s + αiF
i,s + G
i,s
−tF
i,s + αiF
i,s + G
i,s 0
]
,
i = 1, 2, . . . , q, (7.31)
Mp+q+1 + tNp+q+1 :=A1,∞ + tB1,∞, M ′p+q+1 + tN ′p+q+1 :=A2,∞ + tB2,∞,
Mp+q+2 + tNp+q+2 :=A1,0 + tB1,0, M ′p+q+2 + tN ′p+q+2 :=A2,0 + tB2,0,
Mp+q+2+j + tNp+q+2+j :=A1,ρj + tB1,ρj , j = 1, 2, . . . , z;
M ′p+q+2+j + tN ′p+q+2+j :=A2,ρj + tB2,ρj , j = 1, 2, . . . , z.
(If some parts ofA1 + tB1 and ofA2 + tB2 do not appear, the changes in the subsequent arguments
will be obvious.) In view of Theorem 3.1, existence in part (b), the only possible difference between
Mp+q+j + tNp+q+j and M ′p+q+j + tN ′p+q+j (for a fixed j , where j = 1, 2, . . . , 2 + z) is in the
signs attached to the individual blocks within Mp+q+j + tNp+q+j .
Let nj × nj be the size of Mj + tNj , for j = 1, 2, . . . , p + q + 2 + z (note that nj × nj is
also the size of M ′j + tN ′j , for j = p + q + 1, p + q + 2, . . . , p + q + 2 + z). Write
T
(
⊕p+q+2+zj=0 (Mj + tNj )
)
=
(
⊕p+qj=0 (Mj + tNj ) ⊕ ⊕p+q+2+zj=p+q+1(M ′j + tN ′j )
)
S, (7.32)
where S = T −1φ , for some invertible T , and partition T and S conformably with (7.32):
T = (T (ij))p+q+2+zi,j=0 , S = (S(ij))p+q+2+zi,j=0 , (7.33)
where T (ij) and S(ij) are ni × nj . We then have from (7.32):
T (ij)Mj = MiS(ij); T (ij)Nj = NiS(ij) (i, j = 0, . . . , p + q + 2 + z), (7.34)
where in the right hand sides Mi and Ni are replaced by M ′i and N ′i , respectively, for i = p +
q + 1, p + q + 2, . . . , p + q + 2 + z. In particular,
T (0j)Mj = 0, T (0j)Nj = 0 (j = 0, . . . , p + q + 2 + z),
which immediately implies the equalities T (0j) = 0 for j = p + 1, . . . , p + q + 2 + z. Since
Range Mj + Range Nj = Hnj (j = 1, . . . , p),
we also obtain T (0j) = 0 for j = 1, . . . , p. Therefore, in view of the equality S = T −1φ , also
S(i0) = 0 for i = 1, . . . , p + q + 2 + z. It follows that the matrices
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T˜ :=[T (ij)]p+q+2+zi,j=1 and S˜ :=[S(ij)]p+q+2+zi,j=1 = (T˜φ)−1
are invertible, and we have
T˜
(
⊕p+q+2+zj=1 (Mj + tNj )
)
=
(
⊕p+qj=1 (Mj + tNj ) ⊕ ⊕p+q+2+zj=p+q+1(M ′j + tN ′j )
)
S˜. (7.35)
Next, consider the equalities (7.34) for i, j = p + 1, . . . , p + q + 2 + z and i /= j (these
hypotheses on i and j will be assumed throughout the present paragraph). If i, j /= p + q + 1,
then Ni and Nj are both invertible, and using (7.34) we obtain
T (ij)Mj = MiS(ij) = MiN−1i T (ij)Nj , (7.36)
hence
T (ij)MjN
−1
j = MiN−1i T (ij)
(if i > p + q + 1, then we use M ′i and N ′i in place of Mi and Ni , respectively, in the right hand
side of (7.36)). A computation shows that
MjN
−1
j = ⊕
wj−p
s=1
(
J
j−p,s (αj−p) ⊕ −J
j−p,s (αj−p)
)
, for j = p + 1, . . . , p + q,
and MjN−1j = M ′j (N ′j )−1 is a nilpotent matrix for j = p + q + 2. Also,
σ(MjN
−1
j ) = σ(M ′j (N ′j )−1) = {λ ∈ H : R(λ) = 0, |V(λ)| = ρ},
for j = p + q + 3, . . . , p + q + 2 + z. By Proposition 2.10, we obtain
T (ij) = 0 for i, j ∈ {p + 1, . . . , p + q, p + q + 2, . . . , p + q + 2 + z}, i /= j.
If i /= p + q + 1 but j = p + q + 1, then Ni and Mj are invertible, and (7.34) leads to
T (ij) = MiS(ij)M−1j = MiN−1i T (ij)NjM−1j = (MiN−1i )2T (ij)(NjM−1j )2
= · · · = (MiN−1i )wT (ij)(NjM−1j )w = 0 (7.37)
for sufficiently large positive integer w, because NjM−1j is easily seen to be nilpotent. (If i >
p + q + 1, replace Mi and Ni by M ′i and N ′i , respectively, in (7.37).) Finally, if i = p + q + 1
and j /= p + q + 1, then analogously (7.34) gives
T (ij) = N ′i S(ij)N−1j = N ′i (M ′i )−1T (ij)MjN−1j = (N ′i (M ′i )−1)2T (ij)(MjN−1j )2
= · · · = (N ′i (M ′i )−1)wT (ij)(MjN−1j )w, (7.38)
and since N ′i (M ′i )−1 is nilpotent, the equality T (ij) = 0 follows. Thus T (ij) = 0 for i, j = p +
1, . . . , p + q + 2 + z and i /= j . Analogously, we obtain the equalities S(ij) = 0 for i, j = p +
1, . . . , p + q + 2 + z and i /= j . Indeed, for i, j /= p + q + 1 use the equality N−1i MiS(ij)=
S(ij)N−1j Mj , for i /= p + q + 1 and j =p + q + 1 use the equalityS(ij) = (Ni)−1MiS(ij)M−1j Nj
(with Ni and Mi replaced by N ′i and M ′i , respectively, if i > p + q + 1), and for i = p + q + 1
and j /= p + q + 1 use S(ij) = (M ′i )−1N ′i S(ij)N−1j Mj .
Now consider T (ji) and S(ij) for i = 1, . . . , p and j = p + 1, . . . , p + q + 2 + z (these
hypotheses on i and j will be assumed throughout the current paragraph). Assume first j =
p + q + 1. Then (7.34) gives
T (i,p+q+1)Mp+q+1 = MiS(i,p+q+1), T (i,p+q+1)Np+q+1 = NiS(i,p+q+1),
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and therefore
MiS
(i,p+q+1)M−1p+q+1Np+q+1 = NiS(i,p+q+1). (7.39)
Using the form (7.30) of Mi and Ni , and equating the bottom rows in the left and right hand sides
of (7.39), we find that the first row of S(i,p+q+1) is zero. Then consideration of the next to the
bottom row of (7.39) implies that the second row of S(i,p+q+1) is zero. Continuing in this fashion
it is found that the top εi rows of S(i,p+q+1) consist entirely of zeros. Applying a similar argument
to the equality
T (p+q+1,i)Ni = N ′p+q+1((M ′p+q+1)−1T (p+q+1,i)Mi),
it is found that the first εi columns of T (p+q+1,i) consist entirely of zeros. Now assume j /=
p + q + 1. Then (7.34) gives
T (ij)Mj = MiS(ij); T (ij)Nj = NiS(ij),
and consequently
NiS
(ij)N−1j Mj = MiS(ij). (7.40)
In view of the form (7.30) of Mi and Ni the (εi + 1)th row in the left-hand side of (7.40) is zero.
But the (εi + 1)th row in the right-hand side is equal to the εi th row of S(ij). So the εi th row
of S(ij) is equal to zero. By considering successively the (εi + 2)th, (εi + 3)th, etc. row on both
sides of (7.40), it is found that the first εi rows of S(ij) are zeros. Next, use the equalities
T (ji)Mi = MjS(ji), T (ji)Ni = NjS(ji),
with Mj , Nj replaced by M ′j , N ′j , respectively, if j > p + q + 1, to obtain
T (ji)Mi = MjS(ji) = Mj(N−1j T (ji)Ni).
Arguing as above, it follows that the first εi columns of T (ji) consist entirely of zeros.
It has been shown that matrix T˜ has the following form:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T (11) · · · T (1p) T (1,p+1) T (1,p+2) · · · T (1,p+q+2+z)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
T (p1) · · · T (pp) T (p,p+1) T (p,p+2) · · · T (p,p+q+2+z)
0np+1×1 ∗ · · · 0np+1×p ∗ T (p+1,p+1) 0 · · · 0
0np+2×1 ∗ · · · 0np+2×p ∗ 0 T (p+2,p+2) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0np+q+2+z×1 ∗ · · · 0np+q+2+z×p ∗ 0 0 · · · T (p+q+2+z,p+q+2+z)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Let W = T −1, and partition conformably with (7.33):
W = [W(ij)]p+q+2+zi,j=0 , W˜ := T˜ −1 = [W(ij)]p+q+2+zi,j=1 .
In view of (7.35) we have
W˜
(
⊕p+qj=1 (Mj + tNj ) ⊕ ⊕p+q+2+zj=p+q+1(M ′j + tN ′j )
)
=
(
⊕p+q+2+zj=1 (Mj + tNj )
)
S˜−1.
(7.41)
A similar argument shows that for i = 1, . . . , p and j = p + 1, . . . , p + q + 2 + z, the first
εi columns of W(ji) are zeros. Also, (7.41) implies that W(ij) = 0 for i, j = p + 1, . . . , p +
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q + 2 + z (provided i /= j ), which is proved exactly in the same way as T (ij) = 0 (i, j = p +
1, . . . , p + q + 2 + z, i /= j) was proved using (7.35).
Denoting by W˜ (ik) the matrix formed by the (εk + 1) right most columns of W(ik), and by S˜(kj)
the matrix formed by the (εk + 1) bottom rows of S(kj) (here i, j = p + 1, . . . , p + q + 2 + z
and k = 1, . . . , p) we have
W(ik)(Mk + tNk)S(kj) = [0 W˜ (ik)]
[
0εk ∗
∗ 0εk+1
] [
0
S˜(kj)
]
= 0, (7.42)
where the form (7.30) of Mk and Nk was used.
Hence, using the properties of W(ij) and S(ij) verified above, the following equalities are
obtained, where i, j ∈ {p + 1, . . . , p + q + 2 + z}:
p+q∑
k=1
W(ik)(Mk + tNk)S(kj) +
p+q+2+z∑
k=p+q+1
W(ik)
(
M ′k + tN ′k
)
S(kj) = 0
if i /= j , and
p+q∑
k=1
W(ik)(Mk + tNk)S(kj) +
p+q+2+z∑
k=p+q+1
W(ik)(M ′k + tN ′k)S(kj)
= W(ii) (Mi + tNi) S(ii) (7.43)
if i = j . (For i  p + q + 1, replace W(ii)(Mi + tNi)S(ii) with W(ii)(M ′i + tN ′i )S(ii) in (7.43).)
We now obtain, by a computation starting with (7.41), and using (7.43):
diag[Mi + tNi]p+q+2+zi=p+q+1
=
⎡
⎣p+q∑
k=1
W(ik)(Mk + tNk)S(kj) +
p+q+2+z∑
k=p+q+1
W(ik)(M ′k + tN ′k)S(kj)
⎤
⎦p+q+2+z
i,j=p+q+1
= diag[W(ii)]p+q+2+zi=p+q+1 diag[M ′i + tN ′i ]p+q+2+zi=p+q+1 diag[S(ii)]p+q+2+zi=p+q+1 . (7.44)
Note that the matrix diag[Mi + tNi]p+q+2+zi=p+q+1 is clearly invertible for some real value of t , hence
we see from (7.44) that the matrices W(ii) and S(ii) are invertible (i = p + q + 1, . . . , p + q +
2 + z). Since also S˜ = W˜φ , the equality (7.44) shows that for every i = p + q + 1, . . . , p + q +
2 + z, the φ-sss matrix pencils Mi + tNi and M ′i + tN ′i are φ-congruent, as required. 
Another technical lemma will be needed:
Lemma 7.4. (a) Let ω ∈ H \ {0}, and assume that a matrix T ∈ Hu×v satisfies the equation
T ωJv(0) = ωJu(0)T .
Then T has the form
T = [0 T˜ ] (if u  v) (7.45)
or
T =
[
T˜
0
]
(if u  v), (7.46)
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where T˜ :=[tij ]min(u,v)i,j=1 is an upper triangular matrix of size min(u, v) × min(u, v) such that thefollowing equalities hold:
tijω = ωti+1,j+1, for 1  i  j  min(u, v) − 1.
(b) Assume that a matrix T ∈ Hu×v satisfies the equation
T (xβ(Iv + L1) + K1) = (xβ(Iu + L2) + K2)T ,
where x is a nonzero real number, β ∈ H, β2 = −1, and L1, L2, K1 and K2 are real upper trian-
gular nilpotent Toeplitz matrices with K1,K2 having nonzero entries in the first superdiagonals.
Then T has the form (7.45) or (7.46), depending if u  v or u  v, with T˜ an upper triangular
min(u, v) × min(u, v) Toeplitz matrix with entries in SpanR{1, β}.
Proof. The proof of part (a) is obtained by a straightforward verification.
For the part (b), let (q1, q2, β) be a units triple, and write
T = A + q1B + q2C + βD,
where A,B,C,D are real matrices. Then the equality
(A+ q1B + q2C + βD)(xβ(Iv+L1)+K1)=(xβ(Iu+L2) + K2)(A+q1B + q2C + βD)
yields the following system:
BK1 + xC(I + L1) = −x(I + L2)C + K2B,
CK1 − xB(I + L1) = x(I + L2)B + K2C. (7.47)
Write the first equation in (7.47) in the form
2xC = −xCL1 − xL2C + K2B − BK1.
and iterate. Since L1 and L2 are commuting upper triangular nilpotents, we obtain the matrix C
in the form
C = M1B + BM2 +
r∑
j=1
NjBN
′
j ,
where M1,M2, Ni and N ′j are nilpotent upper triangular Toeplitz matrices. Now the second
equation in (7.47) gives
−2xB = xL2B + xBL1 + K2C − CK1
= xL2B + xBL1 + K2
⎛
⎝M1B + BM2 + r∑
j=1
NjBN
′
j
⎞
⎠
−
⎛
⎝M1B + BM2 + r∑
j=1
NjBN
′
j
⎞
⎠K1,
and iterating this equality, we obtain B = 0. But then also C = 0. Now it is well known (and easy
to check by a straightforward computation) that the resulting equality (A + βD)(xβL1 + K1) =
(xβL2 + K2)(A + βD) yields the desired form of T . 
We now prove uniqueness in Theorem 3.1 (b). In view of Lemma 7.3, we may restrict the proof
to the following three cases:
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(1)
A + tB =
p⊕
j=1
εj (F
j + tβG
j ) ⊕
q⊕
j=p+1
(F
j + tβG
j ), εj = ±1, (7.48)
where 
j is even for j = 1, 2, . . . , p, and 
j is odd for j = p + 1, p + 2, . . . , q;
(2)
A + tB =
p⊕
j=1
κj (G
j + tβF
j ) ⊕
q⊕
j=p+1
(G
j + tβF
j ), κj = ±1, (7.49)
where 
j is odd for j = 1, 2, . . . , p, and 
j is even for j = p + 1, p + 2, . . . , q.
(3)
A + tB =
r⊕
j=1
δj (sj (ν) + tsj ) ⊕
m⊕
j=r+1
δj (sj + tsj (τ )), ν = τ−1 > 0, (7.50)
where the sj ’s are odd for j = 1, 2, . . . , r , the sj ’s are even for j = r + 1, r + 2, . . . , m, and the
δj ’s are signs ±1.
We consider the case (2) first. Thus, assume that A + tB is given by (7.49), and that A + tB
is φ-congruent to A′ + tB ′, where
A′ + tB ′ =
p⊕
j=1
κ ′j (G
j + tβF
j ) ⊕
q⊕
j=p+1
(G
j + tβF
j ). (7.51)
Here κ ′ are signs ±1. We have to prove that (7.49) are (7.51) are the same up to a permutation of
blocks.
Write
T ·
⎛
⎝ p⊕
j=1
κj (G
j + tβF
j ) ⊕
q⊕
j=p+1
(G
j + tβF
j )
⎞
⎠
=
⎛
⎝ p⊕
j=1
κ ′j (G
j + tβF
j ) ⊕
q⊕
j=p+1
(G
j + tβF
j )
⎞
⎠ · S, (7.52)
where T is invertible, S = (Tφ)−1, and partition
T = [Tij ]qi,j=1, S = [Sij ]qi,j=1,
where Tij and Sij are 
i × 
j . Note that
Tφ = [(Tji)φ]qi,j=1. (7.53)
For uniformity of notation, we let κj = κ ′j = 1 for j = p + 1, . . . , q. Then
Tij (κjβF
j ) = (κ ′iβF
i )Sij , Tij κjG
j = κ ′iG
i Sij ,
and therefore
TijVj = ViTij , (7.54)
where
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Vi :=G
iβ−1F−1
i = −βJ
i (0).
By Lemma 7.4 (a) we have that Tij has the form
Tij = [0 T˜ij ] (if 
i  
j ) (7.55)
or
Tij =
[
T˜ij
0
]
(if 
i  
j ), (7.56)
where T˜ij is such that along each diagonal of T˜ij which is parallel to the main diagonal, each two
consecutive entries xk and xk+1 are related by the equality xkβ = βxk+1. Permuting blocks in
(7.52) if necessary, it can be assumed that the sizes 
j are arranged in the nondecreasing order.
Let u < v be indices such that

i < 
u+1 = 
u+2 = · · · = 
v < 
j for i  u and j > v,
where 
u+1 is odd. Now for u < i, k  v we obtain from (7.52) the following equality, where
(7.53) is used; here δik is the Kronecker symbol, i.e., δik = 1 if i = k and δik = 0 if i /= k:
δikκ
′
iβF
i =
q∑
j=1
Tij (κjβF
j )(Tkj )φ
=
u∑
j=1
Tij (κjβF
j )(Tkj )φ +
v∑
j=u+1
Tij (κjβF
j )(Tkj )φ
+
q∑
j=v+1
Tij (κjβF
j )(Tkj )φ. (7.57)
In view of (7.56), the lower left corner in the first sum in the right hand side of (7.57) is zero.
Using (7.55), it is easily verified that the lower left corner in the third sum is also zero. The lower
left corner in the second sum in (7.57) is equal to
v∑
j=u+1
tij κjβφ(tkj ),
where tij is the top entry on the main diagonal of Tij (here we use the property that 
u+1 is odd).
Thus,
δikβκ
′
i =
v∑
j=u+1
tij κjβφ(tkj ), i, k = u + 1, u + 2, . . . , v.
It follows that
κ ′u+1β ⊕ · · · ⊕ κ ′vβ = [tik]vi,k=u+1 (κu+1β ⊕ · · · ⊕ κvβ))
([tik]vi,k=u+1)φ . (7.58)
Since the left hand side of (7.58) is invertible, the matrix [tik]vi,k=u+1 is also invertible. Now
Theorem 2.11(b) guarantees that the two systems {κ ′u+1, . . . , κ ′v} and {κu+1, . . . , κv} have the
same number of +1’s (and also the same number of −1’s). Thus, within each set of blocks of
equal odd size 
j , the number of κj ’s which are equal to +1 (resp. to −1) coincides with the
number of κ ′j ’s which are equal to +1 (resp. to −1). This shows that (7.51) is indeed obtained
from (7.49) after a permutation of blocks.
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Next, consider the case (1). In this case the argument is similar to the one for the case (2),
starting with A + tB given by (7.48), and assuming that A + tB is φ-congruent to
p⊕
j=1
ε′j (F
j + tβG
j ) ⊕
q⊕
j=p+1
(F
j + tβG
j ),
with possibly different signs ε′j . We then have
T ·
⎛
⎝ p⊕
j=1
εj (F
j + tβG
j ) ⊕
q⊕
j=p+1
(F
j + tβG
j )
⎞
⎠
=
⎛
⎝ p⊕
j=1
ε′j (F
j + tβG
j ) ⊕
q⊕
j=p+1
(F
j + tβG
j )
⎞
⎠ · S,
where T is invertible, and S = (Tφ)−1. Partition T = [Tij ]qi,j=1, where Tij is 
i × 
j , and put
formally εj = ε′j = 1 for j = p + 1, . . . , q. Equalities
TijβJ
j (0) = βJ
i (0)Tij , i, j = 1, 2, . . . , q,
are obtained similarly to (7.54). Instead of (7.57) the following equality is used:
δikε
′
iF
i =
q∑
j=1
Tij (εjF
j )(Tkj )φ
=
u∑
j=1
Tij (εjF
j )(Tkj )φ +
v∑
j=u+1
Tij (εjF
j )(Tkj )φ
+
q∑
j=v+1
Tij (εjF
j )(Tkj )φ, v + 1  i, k  v, (7.59)
where

i < 
u+1 = 
u+2 = · · · = 
v < 
j for i  u and j > v,
and 
u+1 is even. Equality (7.59) leads, as in the proof of the case (2), and using Lemma 7.4(a)
again, to the equalities
δikε
′
i =
v∑
j=u+1
(−βtijβ)εjφ(tkj ), i, k = u + 1, u + 2, . . . , v,
where tij is the top left corner entry of Tij (here we use the property that 
u+1 is even). Now the
proof is completed as in the case (2).
It remains to consider the case (3). Thus, we let A + tB be given by (7.50), and assume that
A + tB is φ-congruent to
r⊕
j=1
δ′j (sj (ν) + tsj ) ⊕
m⊕
j=r+1
δ′j (sj + tsj (τ )), (7.60)
with possibly different signs δ′j . We have to prove that (7.50) and (7.60) are the same up to a
permutation of blocks. Similarly to the proof of case (2), write
220 L. Rodman / Linear Algebra and its Applications 424 (2007) 184–221
T ·
⎛
⎝ r⊕
j=1
δj (sj (ν) + tsj ) ⊕
m⊕
j=r+1
δj (sj + tsj (τ ))
⎞
⎠
=
⎛
⎝ r⊕
j=1
δ′j (sj (ν) + tsj ) ⊕
m⊕
j=r+1
δ′j (sj + tsj (τ ))
⎞
⎠ · S, (7.61)
where T is invertible, S = (Tφ)−1, and partition
T = [Tij ]mi,j=1, S = [Sij ]mi,j=1,
where Tij and Sij are si × sj . As in the case (2), we obtain equalities
TijVj = ViTij , (7.62)
where
Vi =
{
si (ν)
−1
si
if 1  i  r;
si (si (τ ))
−1 if r + 1  i  m.
A calculation shows that
Vi = Jsi (−νβ), for j = 1, 2, . . . , r,
and for i = r + 1, r + 2, . . . , m, Vi is an upper triangular Toeplitz matrix with the first row
[−νβ, ν2,−ν3β, . . . ,±νsi ]. It follows from Lemma 7.4 (b) that Tij has the form (7.55), (7.56),
where now T˜ij is an upper triangular Toeplitz matrix of size min(si, sj ) × min(si, sj ) whose
entries belong to SpanR{1, β}.
We may assume that the sizes sj are arranged in the nondecreasing order. Let u < v be indices
such that
si < su+1 = su+2 = · · · = sv < sj for i  u, and j > v,
and consider separately two cases: (a) su+1 is odd; (b) su+1 is even. In the case (a), equality (7.61)
leads to the following equations, for u < i, k  v:
δikδ
′
isi =
u∑
j=1
Tij (δjsj )(Tkj )φ +
v∑
j=u+1
Tij (δjsj )(Tkj )φ
+
m∑
j=v+1
Tij (δjsj )(Tkj )φ, (7.63)
where, as before, δik is the Kronecker symbol. Using the form of Tij established in the preceding
paragraph, one verifies that the lower left corner of the first and third sum in the right hand side
of (7.63) is zero, so the consideration of the lower left corner in both sides of (7.63) leads to
δikδ
′
iβ =
v∑
j=u+1
tij δjβφ(tkj ), i, k = u + 1, u + 2, . . . , v,
where tij is the diagonal entry of Tij . Now the proof can be completed as in the case (2). If su+1
is even, then an analogous argument yields
−δikδ′iβ =
v∑
j=u+1
tij δj (−β)φ(tkj ), i, k = u + 1, u + 2, . . . , v,
and the uniqueness of the canonical form (3.6) follows again as in the case (2). 
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