Introduction.
The taking of the real part of an analytic function of one complex variable is an operation which transforms (in function space) the totality of these functions into the totality of harmonic functions of two variables. Almost every theorem on analytic functions gives rise to a corresponding theorem in the theory of the latter functions. The similarity in structure suggests the use of an analogous approach in the theory of functions satisfying linear partial differential equations of the elliptic type, /dU dU\ / Ui = (-h i-1/2, z = x + iy, z = x -iy. \dx dyjf
In this connection there arises first of all, the question of finding all operators of this kind. All operators which transform the class of functions/(z) into the class of functions U(z, z), L(U) =0, (functions of both classes considered in a sufficiently small neighborhood of the origin) can be determined by formal calculations.
However the transformation of various results requires that the operation be applicable "in the large," that is to say, that every analytic function/regular in a domain S32 of a certain class £) may be transformed into a function U regular in 332 and that the inverse operator U = P_1(/) possess the same property.
Further, for many purposes it is important that for various sequences of functions/,,, the relation lim«,» P[/n(z)] =P[lim","/"(z)] shall hold('). In addition to the problem of studying all operators and their classification from this point of view, one may consider a particular operator. To a O A system of functions \<p,(z)}, v= 1,2, ■ • • possessing the property that every function it regular in a domain S82 of certain type D can be approximated therein by 2j»_ia»*v(*)i may be denoted as a basis of the class of analytic function with respect to 5D.
An operator with the above properties transforms a basis {<p,(z)} into a basis }p[^(z)]} of the class of functions U with respect to D. Certain properties of the basis {P(z")} can be used to characterize the operation P.
certain extent it is useful first to study the latter problem, in order to see how the different properties of the operator influence the transformation of the results, and in order to get a clearer concept of the laws which govern this transformation.
In this paper we shall study the sfjjfji question. We shall return to the first problem at another place.
Notation.
We denote the cartesian coordinates of the plane by x, y. Often, however, we shall write z=x+iy, z=x-iy, instead of x and y. We note that if we extend the functions considered to complex values of x and y, the variables z and z are no longer conjugate to each other.
Manifolds will be denoted by German letters, the upper index indicating the dimension of the manifold.
%2 will always denote a star-domain of the (x, y)-plane, with center at the origin. Its boundary will be denoted by f1. f1 is supposed to be a differentiate curve. 
For many purposes, instead of considering the functions U(z, z) = exp(-f^adijf1^, z, <)/((*/2)(l -/2))(1 -P)-l'*dt, it is useful to investigate the functions
Let be the totality of analytic functions of the complex variable z which are regular at the origin. The totality of functions u(z, z) which can be represented in the neighborhood of the origin in the form (2 .6) u(z, I) = P(/) = J E(z, g, 0/(O/2)(l -*2))(1 -P)-U*dt, f G e(D.
will be known as the class (2) (J?(E). We define E(z z, t) to be the generating function of Q(E), f the associate of u, and call the domain in which the representation is valid the domain of association.
If Ei satisfies a certain partial differential equation, the functions, where C*(E) is a class analogous to Q, the associates of whose functions are analytic functions of z. The present paper is devoted to a general study of the functions of any class that is, a class of analytic functions of two real variables x, y which can be represented in a sufficiently small neighborhood of the origin by the right-hand member of (2.6)(3).
In this paper we drop the assumption that the functions w£C(E) satisfy (2) We may also consider classes of functions for which a representation analogous to (2.6) holds in the neighborhood of a point a, a 0. Functions satisfying L{ U) -0 possess the property that the representation (2.4) exists for every point a. The study of the dependence upon the point a of E(z, z, t|a) and the associate/(z|a), of a function u is an interesting problem of the theory.
(3) The relation (2.6) may be interpreted as a mapping (in the function space) of into the class (^(E). We are going to study the duality between the theories of the functions of (j?(l), and those of (J?(E).
Note that our space of functions includes those which are not denned in one fixed domain, but only in a sufficiently small neighborhood of the origin.
These functions arise also in other connections, for example, as a set of particular solutions a linear partial differential equation. We suppose only that the functions u possess the two properties A and B which we now describe. A. The function E can be written in the form (2.7) E(z, i, /,) = !+ *2zzE*(z, z, t), where E* is an analytic function of two complex variables z, z regular in the region E[|z| <», |z| <°o] and a continuously differentiate function of z, z, t in E[|z| < oo, |z| < oo, \t\ gl].
We note that from A follow:
Ai. Every «G(J?(E), regular in a star-domain g2, can be continued analytically in(4)
As. For every wGC(E)> Since we suppose that E(z, z, /) is an analytic function of two complex variables z, z the functions u(z, z) are also analytic functions of two complex variables. In general, they can be continued analytically in the space ranged over by two complex variables and, therefore, outside of their domains of association.
In developing the theory of the functions of (J?(E), one may distinguish the following two types of results:
of partial differential equations of order higher than two, or as solutions of systems of partial differential equations. We note that often the pair of solutions of a system of equations may be interpreted physically, for example, as the stream and potential function of a flow.
It should be stressed that our investigations concern the behavior of functions u(z, z) for real values of x and y (that is, for z and z which are conjugate). However, in some auxiliary considerations we shall extend x and y to complex values. [January (1) Theorems in which u(z, z) is considered inside of the domain of association, 2l2.
(2) Theorems concerning the behavior of u on the boundary(6) of 2I2, as well as the properties of u outside of 2l2.
Many theorems of the type (1) follow immediately, for the functions u, from corresponding results in the theory of analytic functions, by using the representation(6) (2.6) and the Corollary 3.1 (p. 136). In particular this is true for many theorems stating that an analytic function can be represented as the sum of a linear combination of a finite or infinite number of analytic functions, belonging to a given set. For instance, this is true for theorems dealing with development in series, and on approximation, and the Cauchy integral formula, as well as the many consequences of these theorems.
(See § §5 and 6.)
In §7 we show that the connection between the position of certain singularities of u(z, z) and the coefficients Bmn of the development 2~lBmnxmyn of u is, to a certain degree independent of any special choice of E* (see (2.7), [2] and [3]). The same holds for various theorems concerning the connection between Bmn and the regularity domain, the growth of u and averages of u with certain weight functions. In §9 we study the coincidence, along curves, of the values of functions belonging to two different classes. These considerations show that many properties of the functions u of the class (J?(E) are either independent of the choice of E* (see (2.7)) or depend upon E* in a simple manner.
In particular since functions u satisfying (1.1) can be presented in the form (2.4) with Efc of the form (2.7) (see [3, §l])(7) these results are valid for the solution of partial differential equations L(U) = 0.
Since E** is the only expression in (2.3) which depends on a, b, c, the resulting relations are independent of the coefficients a, b, c of the equation. On the other hand, solutions of certain equations L(U)=0 form also a class (3(E) wherein E is of a quite different form from that here considered; for instance wherein Since various properties of the class (j?(E) depend to a large extent upon E, the study of (^(E) with various forms of E gives results which are quite different from the results of this paper (8) .
The study of with E of the form (2.11) seems to be particularly important for the study of singularities of functions satisfying L(u) = 0.
It is possible to show that to a pole of the associate function / (of u) there corresponds in this case, a singularity of u with the following property: u satisfies two ordinary differential equations in z and z, with coefficients which depend in a simple manner upon pn and q". 
inverse to (2.6). For the sake of simplicity, we shall deal in the future with a certain operator Q instead of R. Q is connected with R by the relation (9) (2£)"2 d^Q(2^\ u)
T(l/2) dp'2 which may be written in the form of an integral relation: For certain purposes it is also useful to consider an operator of the form P(/) =/(z)Ei(z, z) +/f Ej(z, S, s)f(p(z, s))ds or, others of more complicated structure.
Note that the above operator transforms log z into a function with a logarithmic singularity.
(9) We define, as usual, d1/2(Ha,Ir")/dr1/2=Z(r(« + l)/r(n + l/2))a"r'-1'2.
[January
Since i? (z| w) =/(z) =22>T-oanZ", the relation (3.4) follows from (3.2) and (3.6). If /(z/2) is regular in §2, then it follows, by (2.6) and A, that u(z, z), too, is regular in %2. Theorem 3.1 yields the inverse statement given by ) give the representation of the associate function. But in this formula there appear functions u(z, z) for which the values of 2 and z are, in general, not conjugate to each other. This means that we consider v(x, y) = u{z, z) for complex values of x, y. On the other hand, for many questions it is important to have a formula where v(x, y) appears and takes on only real values of the arguments. We obtain such a formula by substituting the right-hand member of (2.10) for win (3.4). (See [5, §3].) However, this last formula is inconvenient because the expression obtained for Q depends on G, and therefore on (3(E). Because of the importance of formulas for R, we shall indicate other expressions for Q which are independent of (3(E). In the same way as before, the associate function
can be determined (to within .4Co) from either the real or imaginary part of u = uw+iui2).
For some purposes, it is convenient to have a formula for Q(z \ u) in which no derivatives of u appear. In order to obtain such an expression, we need certain lemmas. gives us \llAß= JtiF(r)<py(r)dr, which yields (4.11). Remark. From (4.11) and (4.9) we have CO f% (4.12) g(0) = R-'Yl (<mA.) F(r)+,(r)dr. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use II. Duality between the theory of analytic functions of one complex variable and the theory of functions of (3(E)
5. An integral formula for functions of (3(E). In this section we shall develop an analogue of the Cauchy integral formula. a1 is an arbitrary rectifiable closed curve, lying in the domain of association of u, and such that the origin lies in its interior.
Proof. By (2.1) and the Cauchy integral formula we have
The expression in the bracket belongs to (3(E); designating it by H(z, z; Z),
we obtain (5.1) by (3.1).
6. Development in series and approximation in (3(E). If &"(z) converges to a limit function h(z) for z£t52> n-► <», then by (2.9),
This fact enables us to prove, in the theory of functions of (3(E), a large group of theorems dealing with normal families, on development in series, and on approximation.
Examples. I. Suppose a sequence w"(z, z), n = \, 2, ■ ■ • of functions regular in g2 is given, with «"G(3(E"). Let, furthermore, lim",00E"(z, z, t) =E(z, z, t) for (z, z)G8!, -1=<=1-Finally, let Q(z|«") omit (that is, fail to take on) two distinct values. Then w"(z, z) form a normal family.
II. As is well known, there exist sets of functions {/P(z)} possessing the property that every function / regular in a domain g2 can be therein represented in the form /(z) =2~Ja"f" (z), where the series converges uniformly in every subdomain 5L2, £2C?32-To every such theorem corresponds the following analogue: For the domain g2 there exists a set of functions w"(z, z), m"(z, z) =P(f*(z))G(3(E), such that every function w(z, z)G(3(E), regular in Jy2, can be represented in the form w(z, z) =E"-ia»M»(z> z)-This series converges (uniformly) in every ÜE2Cr52-In the same way, every theorem stating that/(z) can be approximated by E"=ia»")/"(z) m every subdomain X2 of §2, has an analogue which can be proved in the theory of (3(E). We note that in certain cases, it is possible to approximate u(z, z) in g2 ( cf. [4] ).
The set {z"} plays an important role among the sets of functions /, mentioned above. There arises the problem of characterizing the functions P(z"-1) independently of their integral representation. This is, in fact, possible if E satisfies a certain differential equation.
For then the P(z"_1) satisfy an ordinary differential equation. (We shall consider this question in another paper.) In particular, the previous results yield: Every function w(z, z)£(3(E) can be developed in every circle of regularity, | z| <p, in the form£"_1a"P(z,,_1) and it can be approximated by E^-i^PO8'-1) in every regularity domain g2. In addition, our method enables us to prove immediately many other theorems concerning the degree of approximation. Walsh [12] .
7. Coefficient problems. In an analogous way other results (for instance, those on overconvergence, on existence of boundary values, various gap theorems, and so on) can be proved in the theory of functions of the class (3(E). In §6, we introduced the system P(z"_1)»' = l, 2, • • • . We indicated that the series 00 (7.1) Z^Ptz-1) v=l has a behavior analogous to that of a power series in the case of analytic functions of one complex variable. In particular, one can deduce various properties of w(z, z) from the behavior of the coefficients a, of its expansion (7.1).
On the other hand, the function u(z, z) can be represented in the neighborhood of the origin in the form 00 00 00 CO (7.2) XXM^'z", or EE Vr. for the coefficient am of the function /, which is the associate of u. Thus, if some property of Amo is known, the corresponding property of am follows by (7.3) . Then, using the theorems of the theory of analytic functions of one complex variable, which deal with the relation between the function and the coefficients of its series development, we may obtain results concerning the relation between the function u(z, z) and the coefficients Amo of its development (7.2).
Examples.
I. The radius, r, of the largest circle with center at the origin, inside which w(z, z) =2~^Am"zmz'1 is regular, is given by 2) for all n,except for w =X" p = 1,2, ■ ■ ■ , where X"+t -X">X"0, 0>1. Then u(z, z) cannot be continued analytically to the outside of the circle whose radius is given by (7.4).
III. A classical result of the theory of entire functions states: Let f(z) =Ea»z"be an entire function. The logarithm of the greatest of the terms \anrn\ is asymptotically equal to \og[maxo£v^iT\f(rei'(') \ ]. A similar result is valid in the case of entire functions u(z, z)£(3(E).
Namely, we have the inequality An inequality for AnQ in terms of maxo^v^2ir| u(rei<pf re~i<p)\ follows from (4.14).
The relation (7.3) enables us to give interesting formulations of many theorems which have analogues in the theory of functions of (3(E). 
We obtain (8.2) and (8.3) by differentiating u and using the Cauchy-Riemann differential equations for the associate.
In addition to m(1) and w (2) We shall indicate some applications of the results in this direction to the boundary value problem (12) , and to the characterization of singularities. LetE(z, z, t) possess the property that for (x, y), z=x-\-iy, z=x-iy, belonging to a curve fl of the real plane, we have (9.1) E(z,z, 0 = Ex(z, t), (x,y)et\ (la) In analogy with the theory of partial differential equations, we may consider the boundary value problems for the functions of the class (3(E). Since a function which satisfies (1.1) can be represented in the form (2.4), the boundary value problem for L(U) = 0 can be reduced to that of functions of the class (3(E). We note that if a = 5 and c is real (see (1.1)), we may write t/(z, z) =Re{exp(-/jadz)/!_1E(z, z, /)/((z/2)(l -/2))(1 -t^'Ht]. In this case our later results can be directly used in the theory of partial differential equations.
where Ei(z, t) is an analytic function of one complex variable regular in a (sufficiently large) domain of the (complex) z-plane. Then
where u(z, z) is the function of (3(E) introduced by (2.6) and
is an analytic function of one complex variable.
Example I. We have
Example II. Suppose that We now shall discuss the above mentioned applications of the coincidence of the functions u and h on f1 (see (9.2)). 1. Boundary value problem. We consider at first the case where E is of the form described in Example II. Let u(z, z)G(3(E), where E satisfies (9.6). If for all integers n, w^O, converges uniformly for every r5jpo<p. Thus (9.10) is a function of (3(E) which is regular in ®2, and it suffices to show that it converges to h(peiv) as r->p. We shall show that Since uV+iu™ = exp(J*0adz)U (see (2.5)) the relations A,u<»+B,u<*'> + C,=>0, »-1, 2,
• • • , n;Av,B" C, being constants, become (A,+By)p1U'-1'>-\-(Ay-Bv)piUm-\-C, = Ov/herepiand pi are the real and imaginary parts, respectively, of expif^adz).
We remark that when dealing with differential equations, especially in connection with the coincidence problem, it is often useful to consider classes Q(E) with a generating function E which does not fulfill the hypothesis A (see p. 133).
[January In the case I (see p. 146) we can proceed similarly. However, the determination of / from (9.3) is slightly more complicated. Let A(z) be the analytic function, regular in ®j = E[y> -c], c>0, which assumes the given values on the curve f} = E[y= -c]. Since it is a convex domain containing the origin, there exists, by Corollary 3.1, an analytic function /(z) = R(z\u) (see (3.1)) such that
(1 -t2) 1/2 = AO).
Let 2~lanZn and y^4nz" be the function elements of / and A, respectively, at the origin and suppose E(z, z+2ic, i) =2~2Pn(t)zn. Then we have Suppose that /(z) possesses a denumerable number of singularities which have no accumulation point within a finite distance of the origin. Then an analogous consideration shows that P(/) will possess, at corresponding points, singularities which are, in general, branch points of P(/). In that case, the integral formula (2.6) represents one branch of P(/). Now the problem of characterizing these singularities arises(w). If the functions u(z, z) belonging to a class (3(E) coincide with analytic functions of one complex variable, along certain curves, we may use this fact for one kind of characterization of singularities. The procedure which can be applied may be demonstrated in the case where E satisfies the relation (9.5). Proof. The left-hand member of (9.18) can be written in the form (9.19) j j 1 KxO, 0 [(«/2)(l -/2) -«H(1 -f)-^dtdz.
The integrand of (9.19) is an absolutely integrable function. We have there- The analogous formula for P[(z-a)_n], «>1, an integer, can be obtained in the following way: The integral, in a certain neighborhood of every point a = a" for which \a°\ ?±p is a regular function of a. Differentiating (9.18) n times with respect to a we obtain 
