Differentiating multivariate dynamic signals is a difficult learning problem as the feature space may be large yet often only a few training examples are available. Traditional approaches to this problem either proceed from handcrafted features or require large datasets to combat the m n problem. In this paper, we show that the source of the problem-signal dynamics-can be used to our advantage and noticeably improve classification performance on a range of discrimination tasks when training data is scarce. We demonstrate that self-supervised pre-training guided by signal dynamics produces embedding that generalizes across tasks, datasets, data collection sites, and data distributions. We perform an extensive evaluation of this approach on a range of tasks including simulated data, keyword detection problem, and a range of functional neuroimaging data, where we show that a single embedding learnt on healthy subjects generalizes across a number of disorders, age groups, and datasets.
Introduction
Many interesting domains and systems are best characterized by their mutivariate dynamics. Short and long term weather fluctuations, speech and ambient sound, and, importantly, function of human brain to name a few. Often in these applications we need to differentiate one condition from another based on these dynamics. Although handcrafting features for a classifier is a common and widespread approach, discarding potentially valuable information, when we know that dynamics is the key to the system's behavior, is suboptimal. Especially when one of the goals is to learn what determines a condition of the system.
Consider a simple problem of training devices to recognize custom keywords with minimal training. This is a setting where only a few training samples can be expected.
Arguably more important domain to deal with is the area of mental health.
Mental disorders manifest in behavior that is driven by disruptions in brain dynamics [1, 2] . Functional MRI captures the nuances of spatio-temporal dynamics that could potentially provide clues to the causes of mental disorders and enable early diagnosis. However, the obtained data for a single subject is of high dimensionality m and to be useful for learning, and statistical analysis, one needs to collect datasets with a large number of subjects n. Yet, for any kind of a disorder, demographics or other types of conditions, a single study is rarely able to amass datasets large enough to go out of the m n mode. Traditionally this is approached by handcrafting features [3] of much smaller dimension, effectively reducing m via dimensionality reduction. Often, the dynamics of brain function in these representations vanishes into proxy features such as correlation matrices of functional network connectivity (FNC) [4] . Efforts that pull together data from various studies and increase n do exist, but it is difficult to generalize to study of smaller and more specific disease populations that cannot be shared to become a part of these pools or are too different from the data in them.
Our goal is to enable the direct study of systems dynamics in smaller datasets. In the case of brain data it, in turn, can enable an analysis of brain function. In this paper, we show how one can achieve significant improvement in classification directly from dynamical data on small datasets by taking advantage of publicly available large but unrelated datasets. We demonstrate that it is possible to train a model in a self-supervised manner on dynamics of healthy control subjects from the Human Connectome Project (HCP) [5] and apply the pre-trained encoder to a completely different data collected across multiple sites from healthy controls and patients. We show that pre-training on dynamics allows the encoder to generalize across a number of datasets and a wide range of disorders: schizophrenia, autism, and Alzheimer's disease. Importantly, we show that learnt dy-namics generalizes across different data distributions, as our model pre-trained on healthy adults shows improvements in children and elderly. The generality of the approach is also demonstrated in an application to the keyword detection problem.
Related Work
Unsupervised pre-training is a well-known technique to get a head start for the deep neural network. It may be considered as a regularizer which compares to classical regularizers (i.e. L1/L2) may not vanish even with more data and could find a robust local minima for better generalization [6] . Classical methods are Deep Beliefs Networks (DBMs) [7] and stacked denoising autoencoders (SDAE) [8] . Unsupervised pre-training has broad implications in fields such as computer vision [9] , natural language processing (NLP) (GPT2 [10] , BERT [11] , Word2Vec [12] ) and automatic speech recognition (ASR) (with SDAE [13] , with DBN-HMMs [14] ). However, this unsupervised pre-training is considered to be less popular in fields other than NLP [15] . Specifically, in computer vision, researchers usually use the model which is pre-trained in supervised fashion on Imagenet as a starting point for downstream tasks. Furthermore, given enough data and technical strategies, it is possible to achieve better results on COCO object detection without supervised pre-training on Imagenet [16] .
Recent advances in unsupervised learning using selfsupervised methods with mutual information objectives have reduced the gap between supervised and unsupervised learning on standard computer vision classification datasets [17] [18] [19] [20] [21] and scaled pre-training to very deep convolutional networks (e.g., 50-layer ResNet). Furthermore, it influences the neuroimaging field for classification of progression to Alzheimer's disease from sMRI [22] , learning useful representation of the states from the frames in Atari games [23] and also from the speech chunks for speaker identification [24] . Specifically, authors [19] have shown that contrastive based self-supervised pre-training can outperform supervised methods by a large margin in case of small data (e.g., 13 images per class in ImageNet [25] ).
In most cases, due to practical reasons, researchers in brain imaging are constrained to work with small datasets. In addition, earlier work [26, 27] in brain imaging have been based on unsupervised methods to learn the dynamics and structure of the brain while supervised approaches are used to perform predictions at individual level. Such unsupervised methods include models as linear ICA [28] , HMM framework [29] . Moreover, some other nonlinear approaches are also proposed to capture the dynamics. Examples include using Restricted Boltzman Machines (RBMs) [30] , RNN modification of ICA [31] , and reconstructions by recurrent U-Net architecture [32] . In some cases, where dataset is very small, transfer learning as observed in some neuroimaging application [33] [34] [35] is considered as a way to enable learning from data and thus improve results in downstream classification. To achieve improved performance, another idea is the data generating approach [36] which uses synthetic data generator for pre-training, relieving the scarcity of data.
Methods
Our method is two fold. We first pre-train our encoder on large unrelated dataset to learn improved representation of the latent factors, and then use the pre-trained encoder for downstream task. We explain both steps in the following sections.
Pre-training

Spatio-Temporal DeepInfoMax
For self-supervised pre-training we use Spatio-Temporal DeepInfoMax [23] to maximize predictability between current latent state and future spatial state and between consecutive spatial states (for example, on encoded time points of the resting-state fMRI (rsfMRI)). 
(1) where f is a critic function [38] . Specifically, we are using separable critic f (u t , v s ) = φ(u t ) ψ(v s ), where φ and ψ are some embedding functions parameterized by neural networks. Such embedding functions are used to calculate value of a critic function in same dimensional space from two dimensional inputs. Critic learns an embedding function such that critic assigns higher values for positive pairs compared to negative pairs: f (D + ) f (D − ). We define a latent state as an output z t of encoder E and a spatial state c l t as the output of lth layer of the encoder for input x t at time point t. To optimize the objective between current latent state and future spatial state, the critic function for input pair (x t , x s ) is f global = φ(z t ) ψ(c l s ) and between consecutive spatial states -f local = ψ(c l t ) ψ(c l s ). Finally, the loss is the sum of the InfoNCE with f global and InfoNCE with f local as L = I f global + I f local . The scheme of the ST-DIM is shown in Figure 1 . 
Autoencoder
An autoencoder [39] is often viewed as an unsupervised learning representation technique useful for obtaining an informative representation of the input for downstream tasks [15] . As implied in its name, it consists of two phases, namely, reduction (encoding) and reconstruction (decoding). In the reduction phase, the autoencoder compresses its input preserving useful latent representation of the input. In the reconstruction phase, it learns to create outputs similar to inputs based on the latent representation achieved in reduction phase. Both phases are trained together to obtain optimal results. The reduction and reconstruction phases can be considered as two mathematical functions Φ : X → F and Ψ : F → X respectively. We use the mean-squared error for the loss function which is defined as: 2 , where x,x ∈ X and refer to input and output of the autoencoder respectively. Though autoencoder can be implemented using different types of networks, we use the same network architecture as used for ST-DIM pre-training (See Section 4.1) to make them ideally comparable. The architecture used in pre-training is shown in Figure 1 .
Transfer and Supervised Learning
In the downstream task, we use the representation of the encoder pre-trained using ST-DIM or autoencoder as input to a biLSTM [40] and add a simple binary classifier on top. We also use the same encoder architecture to learn end-toend supervised model (i.e., no pre-trained weights) for the same classification tasks. The overall architecture used for downstream tasks is shown in Figure 2 . Refer to section 4.1 for further details.
Experiments
In this section we study the performance of our model on both, synthetic and real data. To compare and show the advantage of pre-training on large unrelated dataset we use three different kind of models -1) FPT (Frozen Pre- Trained): The pre-trained encoder is not further trained on the dataset of downstream task, 2) UFPT (Unfrozen Pre-Trained): The pre-trained encoder is further trained on the dataset of downstream task and 3) NPT (Not Pre-trained):
The encoder is not pre-trained at all and only trained on the small dataset of downstream task. The models are shown in Figure 3 . In each experiment, we compare all three models to demonstrate the effectiveness of unsupervised pre-training. Figure 3 . Three different models are used for downstream tasks: 1) In FPT, we pre-train our encoder but keep it frozen during downstream task. 2) In UFPT, we pre-train our encoder but continue training during downstream task. 3) In NPT, we use the exactly same architecture but with no pre-trained weights for the encoder.
Setup
Encoder for simulation experiment consists of 4 1D convolutional layers with output features (32, 64, 128, 64), kernel sizes (4, 4, 3, 2) respectively, followed by ReLU [41] after each layer followed by a linear layer with 256 units. For real data experiments, we use 3 1D convolutional layers with output features (64, 128, 200), kernel sizes (4, 4, 3) re-spectively, followed by ReLU after each layer followed by a linear layer with 256 units. We use stride 1 for all of the convolution layers. For the autoencoder based pre-training for simulation experiment, we use the same encoder as for ST-DIM in the reduction phase. For the decoder, we use the reverse architecture of the encoder. Precisely, we use a linear layer with 704 units followed by 4 1D transpose convolution layers with output features (128, 64, 32, 10), kernel sizes (2, 3, 4, 4) respectively and all with stride 1, that result in 10 × 20 windows at the output.
In ST-DIM based pre-training, for all possible pairs in the batch, we take features c 3 and z after the 3rd convolutional layer and output layer respectively. We embed both c 3 and z using ψ and φ respectively to a 128 dimensional vector to compute the score of a critic function f global or f local . Using these scores, we compute the loss. The neural networks are trained using Adam optimizer [42] . The weights for encoder are initialized using orthogonal initialization. However, the LSTM and the final fully connected layer are initialized using Xavier [43] .
As we are more interested in subjects for classification task, we feed each time series (ICA time courses) into the encoder in the form of a sequence of windows. The encoder encodes the windows of input data into latent representation. The latent representation of the entire time series is then concatenated and passed to a biLSTM with hidden dimension of size 200. The output of biLSTM is then used as input to a feed forward network of two linear layers with 200 and 2 units to perform binary classification.
For experiments on the downstream tasks, a hold out is selected for testing and is never used through the training/validation phase. For each downstream task, the number of subjects used for supervised training is gradually increased within a range to observe the effectiveness of pretraining in downstream task with varied number of training subjects . For each experiment, 10 trials are performed to ensure random selection of training subjects and, in each case, the performance is evaluated on the hold out dataset (test data).
For brain data, each of the models (FPT, UFPT, NPT) yields the best results based on its respective gain value of Xavier [43] initialization used for biLSTM. To find the best gain value for each model, 20 values in the range 0 − 1 are tried with an increment of 0.05. For each value, 10 experiments are performed and best value is chosen based on the results on validation dataset. Refer to Table 1 for more parametric details of the models.
Simulation
To simulate the data, we generate multiple 10-node graphs with 10 × 10 stable transition matrices. Using these we generate multivariate time series with autoregressive (VAR) and structural vector autoregressive (SVAR) models [44] . First, we generate 50 VAR times series with size 10 × 20000. Then we split our dataset to 50 × 10 × 14000 samples for training, 50 × 10 × 4000 -for validation and 50 × 10 × 2000 -for testing. Using these samples, We pre-train an encoder to learn consecutive windows (positive examples) from the same VAR time series. As mentioned in Section 3.1.2, we also use autoencoder for pre-training the same encoder and show the effectiveness of ST-DIM to learn time-series dynamics in self-supervised manner. After pretraining, we use our pre-trained encoder for complete-time series classification.
In the final downstream task, we classify the whole timeseries whether it is generated by VAR or SVAR (undersampled VAR at rate 2). We create 400 graphs with corresponding stable transition matrices and generate 2000 × 10 × 4000 samples (5 for each) and split as 1600 × 10 × 4000 for training, 200 × 10 × 4000 for validation and 200 × 10 × 4000 for hold-out test. Here we also use 10 × 20 windows as a single time-point input.
First, we train our encoder to learn consecutive 10 × 20 windows from the VAR time series using InfoNCE based loss, and secondly, we train a supervised classifier based on windows. This window-based classification provides promising results. However, in solving similar real problems, we are more interested in subjects, i.e., entire time series, rather than a single-window for classification. Hence, we perform classification based on the whole time-series. In this setting, the entire time-series is encoded as a sequence of representations and fed through a biLSTM. Then, as described in Section 4.1, using the feed forward network on top of the last hidden state of the biLSTM, we map the representation to classification scores.
We observe that the ST-DIM based pre-trained models can easily be fine-tuned only with small amount of downstream data. In this classification task, our model can classify a randomly chosen time-series as a sample of VAR or SVAR. Note, with very few samples, models based on the pre-trained encoder (FPT and UFPT) outperform supervised models. However, as the number of samples grows, the accuracy achieved with or without pre-training levels out. We also notice that autoencoder based self-supervised pretraining does not assist in VAR vs. SVAR classification. Consequently, we use only ST-DIM based pre-training for all the real data experiments. Refer to Figure 4 for the results of simulation experiments. 
Keyword Detection
To show the broad implications of unsupervised pretraining, we first apply it to a simple problem of keyword detection in audio files. We choose this problem as it has many practical applications (e.g., virtual assistants in smart phones, robots). We use LibriSpeech ASR corpus [45] for pre-training and Speech Commands Dataset [46] for supervised training. The audio files of both datasets are combined with a background noise of coffee shop collected from [47] to make pre-training and classification harder. For pre-training, we calculate mel-spectrogram for all audio files from each subject and then concatenate together, resulting in a matrix of dimensions C × N , where N, ranging anywhere from 10000 to 60000 depending on the length and number of audio files for each subject, is the time courses for the subject and C = 128 is the number of components in mel-spectrogram calculated at each time point. Figure 5 left shows the pre-processing of one audio file from a subject used for pre-training.
Out of all the available subjects, we select 416 which have large number of time points (N 20k). We use 300 subjects for training and 116 for validation. For pretraining, we use the algorithm as described in section 3.1.1 and achieve accuracy of ∼ 0.95 on the validation dataset. For the downstream classification task, we collect samples of audios for the keyword "cat" from [46] which has 1515 audio files for the keyword. To create "cat" class examples, we superimpose each of the keyword audios having length of 1 second onto a 2 seconds long background noise at random location, resulting into a two seconds long audio consisting of background noise and keyword cat. Figure 5 Right shows the pre-processing used in downstream classification for a "cat" example. To create "no cat" class examples, we use another 1515, 2 seconds long audio files containing only background noise of coffee shop. Thus, we use 3030 audio files for the downstream task ("cat"/"no cat" classification). For all of the 3030 audio files, we compute mel-spectrogram to convert each of them into a matrix of size components × time courses.
We perform 20 cross validations, each having a hold out of size 128 for test subjects. For each hold out, we conduct 5 different experiments varying number of samples (ranging from 15 to 100) from each class to be used for training. For each experiment, we perform 10 trials resulting into 200 trials to get accurate estimates of the performance.
As observed in the simulation experiments, Figure 6 shows the importance of ST-DIM based unsupervised pretraining for keyword detection problem. Even with very few training subjects, FPT and UFPT outperform NPT by a noticeable margin. As the number of samples increases, the performance of NPT improves but still remains much lower than the pre-trained counterparts.
Brain Imaging
Datasets
Next, we apply the same unsupervised pre-training method to brain imagining data. For encoder pre-training, we use HCP [5] consortium dataset and apply the pre-trained encoder for further downstream tasks. We apply the same pre-trained encoder for three different types of diseases spanning four datasets to classify schizophrenia, autism and Alzheimer's diseases. We use resting fMRI data for all brain Figure 6 . AUC scores for all the models on keyword detection task. Notice that pre-trained models provide noticeably better performance than NPT even with just 15 subjects for training. The pre-trained models continue to improve significantly reaching more than 0.9 with just 100 subjects, whereas NPT fails to achieve even 0.8 with the same number of training subjects.
data experiments. Refer to Figure 7 for the details of the datasets for disease classification. Healthy controls from the HCP [5] are used for encoder pre-training guided by data dynamics alone 1 . The pre-trained encoder is then used in downstream classification tasks of 3 different diseases, 4 independently collected datasets, many of which contain data from a number of sites, and consist of populations with significant age difference. Four datasets used in this study are collected from the FBIRN (Function Biomedical Informatics Research Network 2 ) [48] project, from the COBRE (Center of Biomedical Research Excellence) [49] project, from the release 1.0 of ABIDE (Autism Brain Imaging Data Exchange 3 ) [50] and from release 3.0 of OASIS (Open Access Series of Imaging Studies 4 ) [51] . Written informed consent was obtained from all participants of each dataset under protocols approved by the institutional review board (IRB).
Preprocessing
We preprocessed the fMRI data using statistical parametric mapping (SPM12, http://www.fil.ion.ucl.ac.uk/spm/) under MATLAB 2016 environment. A rigid body motion correction was performed using the toolbox in SPM to correct subject head motion, followed by the slice-timing correction to account for timing difference in slice acquisition. The fMRI data were subsequently warped into the standard Montreal Neurological Institute (MNI) space using an echo planar imaging (EPI) template and were slightly resampled to 3 × 3 × 3 mm 3 isotropic voxels. The resampled fMRI images were finally smoothed using a Gaussian kernel with a full width at half maximum (FWHM) = 6 mm. After the preprocessing. We included subjects in the analysis if the subjects have head motion ≤ 3 • and ≤ 3 mm, and with functional data providing near full brain successful normalization [52] . For each dataset, 100 ICA components as shown in Figure 8 are acquired using the same procedure described in [52] . However, only 53 non-noise components as determined per slice (time point) are used in pre-training of encoder and on downstream task. For experiments, including both pretraining and classification the fMRI sequence is divided into windows of 20 time points.
Schizophrenia
For schizophrenia classification, we conduct experiments on two different datasets, FBIRN [48] and COBRE [49] . The datasets contain labeled Schizophrenia (SZ) and Healthy Control (HC) subjects. FBIRN The dataset has total 311 subjects consisting of 150 HC and 161 affected with SZ. Each subject has 53 non-noise components with 140 time points. We use two hold-out sets with sizes 32 and 64 respectively for validation and test. The remaining data are used for supervised training. With 140 time points, we create 53 × 20-sized windows with 50% overlap along time dimension resulting in 13 windows for each subject. The details of the results are shown in Figure 9 . . AUC scores for all the three models (Refer to Figure 3 ) on FBIRN dataset. It is noticeable that even with only 15 subjects for supervised training, the median AUC scores of FPT and NPT differ by a large margin (10%).
As we can see, the pre-trained models (FPT and UFPT) outperform NPT. Even with very few subjects (15) for training, the difference between AUC scores obtained respectively with FPT and NPT is reasonably large ( 0.1).
COBRE The dataset has total 157 subjects -a collection of 68 HC and 89 affected with SZ. Like FBIRN, each subject has 53 non-noise components in its ICA time courses with 140 time points. We use two hold-out sets of size 32 each respectively for validation and test. The remaining data are used for supervised training. With 140 time points, we create 53 × 20-sized windows with no overlapping resulting in 7 windows for each subject. Unlike FBIRN, it has been impossible to increase the number of subjects for downstream training due to insufficiency of data.
The results in Figure 10 adheres to the results of FBIRN. That is, with only 15 training subjects, FPT and UFPT perform significantly better than NPT having 0.15 difference in their median AUC scores.
Autism
The dataset ABIDE has total 569 subjects, of which, 255 are HC and 314 are affected with autism. Like other datasets, each subject has 53 non-noise components with 140 time Figure 10 . AUC scores for all the three models on COBRE dataset. It is obvious that even with 15 subjects for training, FPT outperforms NPT noticeably, that is, the difference between two median AUC scores is remarkable ( 0.15). points. We use two hold-out sets of size 100 each respectively for validation and test purpose. The remaining data are used for downstream training i.e., autism vs. HC classification. Like COBRE dataset, with 140 time points, we create 53 × 20-sized windows with no overlapping resulting in 7 windows for each subject. Refer to Figure 11 for the details of the experimental results. As seen in the figure, same pre-trained encoder performs reasonably better than NPT for autism vs. HC classification and thus reinforces our hypothesis that unsupervised pretraining learns signal dynamics useful for downstream tasks. Note the difference between age ranges of ABIDE and HCP datasets. The age range of ABIDE is much lower than that of HCP dataset used for pre-training. HCP dataset contains subjects of different ages with means 30.01 and 28.48, medians 30 and 28, and standard deviations 3.522 and 3.665 years respectively for female and male, whereas ABIDE dataset has overall mean 17.04, median 15.40 and standard deviation 7.29 years. Refer to Figure 7 for the demographic information of all the datasets. The dissimilarity in the age range is supposed to cause significant difference between these two datasets as the structure of brain and thought process of children is obviously different than adults.
Alzheimer's disease
The dataset OASIS [51] has total 372 subjects with equal number (186) of HC and AZ patients. We use two holdout sets each of size 64 respectively for validation and test purpose. The remaining are used for supervised training. Unlike other datasets described earlier, it has only 120 time points though the number of non-noise componets is same (53) as other datasets. With 120 time points, we use six 53 × 20-sized non-overlapping windows for each subject. Refer to Figure 12 for the details of the experiments.
As we see, the AUC scores of all the three models for 15 subjects is ∼ 0.5, which can be treated as merely random guess. However, as the number of subjects increases, pretrained models gradually start performing better than NPT which, in fact, even with 120 subjects fails to learn from the data. We suspect that the reason why pre-trained models do not work for 15 subjects is that the data set is much different than HCP. The big age gap between subjects of HCP and OASIS is a major difference and 15 subjects are even not enough for pre-trained models. Figure 12 . AUC scores for all the models on OASIS dataset. As we continue increasing the number of subjects, the pre-trained models start learning and thus improve their respective scores. However, notice that the NPT model even with 120 subjects didn't significantly improve its predictability.
Conclusions and Future Work
As we have demonstrated, self-supervised pre-training of a spatiotemporal encoder gives significant improvement on the downstream tasks in both keyword detection and brain imaging datasets. Pre-training on fMRI of healthy subjects provides benefits that transfer across datasets, collection sites, and multiple disease classification with varying age gap. Learning dynamics of fMRI helps to improve classification results for schizophrenia, autism, Alzheimer's dieseases and speed up the convergence of the algorithm on small datasets, that otherwise do not provide reliable generalizations. Although the utility of these results is highly promising by itself, we conjecture that direct application to spatio-temporal data will warrant benefits beyond improved classification accuracy in the future work. Working with ICA components is a smaller and thus easier to handle space that exhibits all dynamics of the signal, in future we will move beyond ICA pre-processing and work with fMRI data directly. We expect model introspection to yield insight into the spatio-temporal biomarkers of schizophrenia. In future work, we will use the same analogously pre-trained encoder on datasets with various other mental disorders such as MCI and bipolar. We are optimistic about the outcome because the proposed pre-training is oblivious of the downstream use and is done in a manner quite different from the classifier's work. It may indeed be learning crucial information about dynamics that might contain important clues into the nature of mental disorders.
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