An efficient means of adaptive refinement within systems of overset grids is presented. Problem domains are segregated into near-body and off-body fields. Near-body fields are discretized via overlapping body-fitted grids that extend only a short distance from body surfaces. Off-body fields are discretized via systems of overlapping uniform Cartesian grids of varying levels of refinement. A novel off-body grid generation and management scheme provides the mechanism for carrying out adaptive refinement of off-body flow dynamics and solid body motion. The scheme allows for very efficient use of memory resources, and flow solvers and domain connectivity routines that can exploit the structure inherent to uniform Cartesian grids.
INTRODUCTION
studied computationally using integrated Navier-Stokes solvers and body-dynamics routines has been demonstrated previously, t-4 However, the physical complexity of such problems, such as the motion of flow structures and/or body components, often makes it difficult to provide gridpoints in sufficient densities to ensure solution accuracy.--The methods presented in this paper have been motivated by the need for adaptive refinement capability to maintain solution accuracy for geometrically complex problems, and by a desire to exploit the many advantages offered by an approach that uses overlapping systems of structured grids. The method of adaptive refinement presented in the following pages divides the physical domain for a given problem into "near-body" and "off-body"
regions. The near-body portion of a domain is defined to include the surface geometry of all bodies being considered and the volume of space extending a short distance away from the respective surfaces. The construction of near-body grids and associated intergrid connectivity is a classical Chimera-style 6 decomposition of the near-body domain. In the present case, it is assumed that near-body grids provide grid point distributions of sufficient density to accurately resolve the flow physics of interest (i.e., boundary-layers, vortices, etc.) without the need for refinement. This is a reasonable constraint since nearbody grids are only required to extend a short distance away from body surfaces. However, in the future, if the need exists, a method of adaptive refinement within nearbody grids will also be developed. In the methods presented in this paper, the near-body (body-fitted) grids are of classical Chimera construction.
That is, bodies which are overset on portions of neighboring grid components cause holes, and intergrid boundary conditions must be provided for the resulting intergrid boundaries. 
Parameters derived from the near-body grids
Geometric information contained in the near-body grid definitions furnish the present off-body grid generator with several important parameters. The grid spacing associated with the highest level of refinement S.,, r is set equal to the average maximum spacing detected in the near-body components.
Of course, the near-body spacing could be ignored and S,_,, r specified independently. If this is done, Shear should be set to a value that is less than or equal to the resolution available in the near-body grids. Otherwise, solution accuracy cannot be ensured via adaptive refinement. The near-body grids also furnish coordinates to bounding box diagonals which are used to construct the off-body grids. The diagonals that are needed include one for each body in the problem (r'_.), and one which bounds the off-body outer boundaries (RiQ. Here, the subscript i denotes the diagonal end-point (i = 1 is the left-front-bottom corner of the bounding box, and i = 2 is the right-back-top corner) and j denotes the three Cartesian coordinate directions. The superscript n denotes the body to which r". 
and n can be substituted into The values of xjj x2j Equation (3) to determine the volume of computational space to visit in setting B. For all points ij visited in the master brick grid, B will be set to level m if the respective element center is within the bounding box and has not been previously set to a higher level of refinement.
This procedure is repeated for all bodies N and each of the M levels of refinement.
During the flow simulation, error estimates are made and a list of points that have been flagged for refinement/coarsening is constructed. The coordinates of the points in this list are used to access the master-brick grid state variable using Equation (3) and to increment/decrement the value of B accordingly. Hence, the coalescence rules adopted here can easily be modified to produce the number and size of bricks subject to load balancing and system resource availability constraints. In the present method a scheme has been implemented to estimate the numerical error. This approach was adopted in the hopes of achieving more generality and robustness than would otherwise have been attainable.
Generation of off-body component grids
The error at any point in a given component grid is defined as
where Q is the dependent variable vector obtained via solution of the equations of motion using an alh-order flow solver. 0 is the dependent variable vector obtained via interpolation from surrounding points in space using an a th order interpolation scheme.
The formal accuracy of a numerical method is generally stated in terms of its Taylor error, Et. Before proceeding further with the present discussion, a definition of numerical accuracy is given as a point of reference. A partial derivative of the form _)t'j)'3._t' can be expressed Even though Equation (6) provides a means to estimate the numerical error in the computed solution, alone it lacks criteria for error significance in terms of grid refinement and coarsening. According to Equation (7), the dimensionless error of a 2 ''t order flow solver should be proportional to Ax _'. Therefore, the needed threshold criteria for error significance is defined here to be
where Ax is set equal to S,,,,,, r, Q_ is the flee-stream dependent variable vector, and A is the grid refinement amplification factor. Hence, if the estimated error at any point in an off-body component grid is greater than a 2"d order error in the near-body grids, the master-brick element associated with that point will be flagged for The adaption sequence depicted in the figure shows that without memory of the previous refinement level settings, regions of off-body space can erroneously be refined and coarsened in alternate adaption steps.
Procedure 2, step 5 constitutes a "memory" of the master-brick grid state variable B. Memory of B settings at the last adaption step combined with proximity rules and error estimate results remedies the defect illustrated in Figure 8 . The general effect of step 5 is illustrated in Figure 9 where proximity rules and B settings memory (step 5) are used to adapt to the motion of the small teardrop. Rather than providing high resolution around the separate near-body grid systems (as in Figures 6 and 7) , a swath of high resolution grids are generated along the path traversed by the moving body. Off-body flow structures are often dragged, at least for some duration of time, along the path taken by bodies moving relative to other body components. This is true for the store separation-like problems suggested by the tear-drop example.
Since high resolution off-body grids also automatically follow in the wake of moving bodies (due to step 5), the role of error estimation will often be to decrease resolution in the wake of moving bodies when it is no longer During the course of an unsteady solution process, the off-body grid system will be required to adapt to the evolving flow dynamics and motion of body components. Of course, adaption will not be repeated at every time-step, but rather periodically. In any case, whenever it is necessary to repeat the adaption process, the problem of transferring an existing solution (pre-adaption step) onto a new off-body grid system will exist. Figure   10 is a simple illustration of the solution transfer problem.
In the figure, the light colored bricks represent values
A null response to the queries posed by Equation (10) indicate that grids "m" and "n" intersect. The range of grid "m" computational space that can be updated by grid "n's" solution can then be determined by relations similar to Equation ( Definition of the I coefficients [C (_j) ] 1 depend on the (,j -t)ax i +X_j (13)
particular interpolation scheme to be employed. Trilinear interpolation results in the definitions of IC(_j) lt (where / = 1, 2..... 8) given in Equation (14).
Interpolation of Q from element /j" to point i_' will be exact whenever _,j = 0 for j = 1, 2, 3. This situation can occur over entire grid components when grids "n" and "m" are at the same level of refinement. coefficients. An algorithm based on Procedure 4 has been used to establish domain connectivity for the near-body/off-body discretizations of the tiltrotor geometry indicated in Figure 2 , wing/pylon/ finned-store geometry indicated in Figure 5 , and double tear-drop geometry shown in Figure 6 . Each case was carried out on an SGI Indigo-2 (R4400). Donor connectivity solutions were generated at an average rate of 2,950 IGBP/sec. These rates are comparable to those realizable on a Cray Y-MP/C-90 using the most efficient domain connectivity algorithm for conventional Chimera-type discretizations. 4
SUMMARY
An efficient means of adaptive refinement within systems of overset grids has been presented. A novel offbody grid generation scheme has been developed that is very efficient and provides the mechanism for carrying out adaptive refinement of off-body flow dynamics and solid-body motion. 
