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Abstract
Compositional models were introduce by Jirousek and Shenoy in the gen-
eral framework of valuation-based systems. They based their theory on an
axiomatic system of valuations involving not only the operations of combina-
tion and marginalisation, but also of removal. They claimed that this systems
covers besides the classical case of discrete probability distributions, also the
cases of Gaussian densities and belief functions, and many other systems.
Whereas their results on the compositional operator are correct, the ax-
iomatic basis is not sufficient to cover the examples claimed above. We propose
here a different axiomatic system of valuation algebras, which permits a rigorous
mathematical theory of compositional operators in valuation-based systems and
covers all the examples mentioned above. It extends the classical theory of in-
verses in semigroup theory and places thereby the present theory into its proper
mathematical frame. Also this theory sheds light on the different structures of
valuation-based systems, like regular algebras (represented by probability po-
tentials), canncellative algebras (Gaussian potentials) and general separative
algebras (density functions).
Contents
1 Introduction 2
2 Separative Valuation Algebras 2
3 Examples of Separative Valuation Algebras 8
4 Conditionals 13
1
1 INTRODUCTION 2
5 Compositional Operators 15
6 Conclusion 20
References 21
1 Introduction
(Jirousek & Shenoy, 2014; Jirousek & Shenoy, 2015) introduced compositional mod-
els in the general framework of valuation-based systems. They based their theory
on an axiomatic system of valuations involving not only the operations of combi-
nation and marginalisation, but also of removal. They claimed that this systems
covers besides the classical case of discrete probability distributions, also the cases
of Gaussian densities and belief functions, and many other systems.
Whereas their results on the compositional operator are correct, the axiomatic basis
is not sufficient to cover the examples claimed above. We propose here a differ-
ent axiomatic system of valuation algebras, which permits a rigorous mathematical
theory of compositional operators in valuation-based systems and covers all the ex-
amples mentioned above. It extends the classical theory of inverses in semigroup
theory and places thereby the present theory into its proper mathematical frame.
Also this theory sheds light on the different structures of valuation-based systems,
like regular algebras (represented by probability potentials), canncellative algebras
(Gaussian potentials) and general separative algebras (density functions).
2 Separative Valuation Algebras
In this section we briefly review the basic concepts of valuation algebras and in partic-
ular separative ones. Valuation-based systems were introduced in (Shenoy & Shafer, 1990).
In (Kohlas, 2003) the algebraic theory of the valuation algebras, algebraic structures
based on valuation-based systems were defined and their algebraic theory to some
extend developed. In particular, separative valuation algebras were introduced, al-
gebras, which permit the removal of information. This is the basis of the present
section.
In valuation-based systems, valuations represent information relative to some subsets
of variables. These subsets form a lattice. The theory can as well developed for more
general domains forming any lattice. This covers then valuation-based systems whose
elements provide information to partitions of some universe or families of compatible
frames. So, let (D,≤) be a lattice whose elements are called domains and denoted
by lower-case letters like x, y, z, . . .. Any pair x, y of elements of D has a least upper
bound, denoted by x∨ y and called the join of x and y. The pair has also a greatest
lower bound, denoted by x∧ y and called the meet of x and y. In the case of subsets
of variables, the lattice (D;≤) is distributive. But this need not be the case in
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general. For instance if (D;≤) is a lattice of partitions of some universe, it is no
more distributive. For more about lattices we refer to (Davey & Priestley, 1990)
Let Ψ denote a set whose elements are called valuations. Elements of Ψ are denoted
by lower-case Greek letters like φ,ψ, . . .. Each valuation ψ is associated with a
domain in D denoted by d(ψ). Further, valuations can be combined and projected
to lower domains. Thus, formally, we consider the following operations:
1. Labeling: d : Ψ→ D, ψ 7→ d(ψ).
2. Combination: · : Φ× Φ→ Φ, (φ,ψ) 7→ φ · ψ.
3. Projection: pi : Φ×D → Φ, (ψ, x) 7→ pix(ψ), defined only for x ≤ ψ.
These operations are subjected to the following axioms:
A1 Lattice: (D;≤) is a lattice.
A2 Semiproup: (Ψ, ·) is a commutative semigroup.
A3 Labeling: d(φ · ψ) = d(φ) ∨ d(ψ), d(pix(ψ)) = x.
A4 Projection: If x ≤ y ≤ d(ψ), then pix(piy(ψ)) = pix(ψ).
A5 Combination: If d(φ) = x, d(ψ) = y, then pix(φ · ψ) = φ · pix∧y(ψ).
This corresponds to the requirements of a valuation-based system as expressed in
(Shenoy & Shafer, 1990; Jirousek & Shenoy, 2014). A system with signature (Ψ,D;≤
,∧,∨, ·, pi) satisfying these axioms is called a valuation algebra. Sometimes there are
unit elements 1x in the semigroups of all elements with domain x for for all domains
x ∈ D. These unit elements are assumed to satisfy:
A6 Units: ψ · 1x = ψ, if d(ψ) = x, and 1x · 1y = 1x∨y.
In still other cases there are for all x ∈ D null elements in the semigroups of all
valuations with domain x. Null elements are assumed to satisfy
A7 Null Elements: ψ ·0x = 0x if d(ψ) = x, and if x ≤ y, d(ψ) = y, then pix(ψ) = 0x
if and only if ψ = 0y.
In some cases, a stronger verison of Axiom A5 holds:
A5’ Strong Combination: If d(φ) = x, d(ψ) = y and x ≤ z ≤ x∨y, then piz(φ ·ψ) =
φ · piy∧z(ψ).
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If the valuation algebra has units which satisfy Axiom A6, and if the lattice (D;≤)
is modular, then A5’ follows. But there are examples without units (for instance
densities, see Section 3), which satisfy A5’.
In (Shenoy, 1994; Jirousek & Shenoy, 2014) a removal operator was introduced, a
kind of inverse to the combination operation. We propose here a mathematically
more rigorous approach based on semigroup theory, which places the theory in the
proper mathematical context and which serves also to clarify the algebraic structure
of valuation algebras with removal or division. A commutative semigroup like (Ψ; ·)
is called separative, if φ · φ = ψ · ψ = φ · ψ implies that φ = ψ. This condition
is necessary and sufficient to embed the semigroup (Ψ; ·) into a semigroup (Ψ0; ·)
which is a union of disjoint groups δ(ψ),
Ψ0 =
⋃
ψ∈Ψ
δ(ψ).
(Hewitt & Zuckerman, 1956). We may consider Ψ as a subset, a subsemigroup, of
Ψ0. Then any valuation ψ in Ψ has an inverse ψ−1 such that ψψ−1 = fψ, where
fψ is the unit in the group δ(ψ). In general, neither the inverses ψ
−1 nor the group
units fψ belong to Ψ, but only to Ψ
0. This will be illustrated by examples below
(Section 3).
However, although separativity of the semigroup (Ψ; ·) is necessary, it is not sufficient
for the needs of division or removal in valuation algebras. Something a little bit
stronger is needed, since division must be related to projection. This has been
shown in (Kohlas, 2003). We summarise this theory here in a slightly more general
framework. If (Ψ; ·) is a separative semigroup,. we may define φ ≡δ ψ if φ and ψ
belong to the same group, that is, if δ(φ) = δ(ψ). This is an equivalence relation
on Ψ. Moreover, since φ · φ ∈ δ(φ), we have φ · φ ≡δ φ. Further, the relation ≡δ is
a semigroup congruence, that is, if φ ≡δ ψ and η is any other valuation, then also
φ · η ≡δ ψ · η. This implies that the corresponding equivalence classes [ψ]δ in ψ are
subsemigroups of (Ψ; ·), since φ ≡δ ψ implies φ · ψ ≡δ φ · φ ≡δ φ. Finally, these
semigroups [ψ]δ have the property that if φ,ψ, η ∈ [ψ]δ , then η · φ = η · ψ implies
φ = ψ. Such semigroups are called cancellative (Clifford & Preston, 1967).
Now, we have the ingredients to define separative valuation algebras:
Definition 1 A valuation algebra (Ψ,D;≤,∧,∨, ·, pi) is called separative, if
S1 There is a combination congruence ≡δ in Ψ such that for all ψ ∈ Ψ and x ≤ d(ψ),
ψ · pix(ψ) ≡δ ψ
S2 The semigroups [ψ]δ are all cancellative.
Note that S1 implies also ψ · ψ ≡δ ψ. For instance the multiplicative semigroup of
positive integers is canellative. As is well known, it may be extended to the group of
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positive rational numbers, into which the positive integers are embedded. Now, this
can be done for any cancellative semigroup: Consider ordered pairs (ψ, φ) of elements
of the same class [η]δ . Define for such pairs (φ,ψ) ≡ (φ
′, ψ′) if φ ·ψ′ = ψ ·φ′. This is
an equivalence relation among pairs (φ,ψ). Denote the corresponding equivalence
classes by [φ,ψ]. These classes represent the “rational numbers” or “quotients”
extending the semigroup [ψ]δ (see the next section for an illustration of this concept).
In fact, let δ(ψ) denote the family of all equivalence classes [φ,ψ] of pairs in [ψ]δ .
This is a group. The multiplication among elements of δ(ψ) is defined by
[φ,ψ] · [φ′, ψ′] = [φ · φ′, ψ · ψ′]. (2.1)
This operation is well defined, since the relation ≡ is a multiplicative congruence.
The unit is the class [ψ,ψ] and the inverse of [φ,ψ] is [ψ, φ]. The semigroup [ψ]δ is
embedded into the group by the one-to-one semigroup homomorphism ψ 7→ [ψ ·ψ,ψ].
Let then
Ψ0 =
⋃
ψ∈Ψ
δ(ψ).
be the union of the disjoint groups δ(ψ). This is a semigroup, where multiplication is
defined as above, but this time between classes [φ,ψ] and [φ′, ψ′] belonging possibly
to different groups. So, the semigroup (Ψ0; ·) is a union of disjoint groups and
now the semigroup (Ψ; ·) is embedded into it by the same map as above. The unit
elements fψ of the groups δ(ψ) are idempotent elements, fψ · fψ = fψ, and they
are closed under multiplication, that is fφ · fψ = fφ·ψ is still idempotent and in fact
the unit element of the group δ(φ · ψ). The idempotent elements fψ form so an
idempotent subsemigroup (F ; ·) of (Ψ0; ·). It is well-known that in an idempotent
semigroup a partial order may be defined which determines a semilattice. So, we
may define fψ ≤ fφ if fψ · fφ = fφ. Under this order we have fφ · fψ = fφ ∨ fψ.
This order may be carried over to the groups δ(ψ) by specifying δ(ψ) ≤ δ(φ) if
fψ ≤ fφ. Then we have also δ(φ · ψ) = δ(φ) ∨ δ(ψ). So, Ψ is embedded into a
semigroup Ψ0 which is a union of disjoint groups forming a join-semilattice.This
order of groups is the exact mathematical counterpart of the domination relation
introduced in (Jirousek & Shenoy, 2014). We remark that the first condition in the
definition of a separative valuation algebra implies that
δ(pix(ψ)) ≤ δ(ψ) for all x ≤ (.ψ). (2.2)
Note also that if δ(ψ) ≤ δ(φ) then φ · fψ = φ · fφ · fψ = φ · fφ = φ.
Denote by Ψx the set of all valuations with domain x, that is d(ψ) = x. It is a
subsemigroup of Ψ and
Ψ =
⋃
x∈D
Ψx.
In some cases the semigroup Ψx are already cancellative. Then we call the valuation
algebra cancellative. Every semigroup Ψx is then embedded into a group δ(ψ) if
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ψ ∈ Ψx. This is for example that case of Gaussian densities (see next section). In
other cases, all groups δ(φ) belong entirely to Ψ, that is, Ψ = Ψ0. Necessary and
sufficient for this is that for all ψ ∈ Ψ and all x ≤ d(ψ) there is a χ ∈ Ψx such that
ψ = ψ · pix(ψ) · χ.
Then the valuation algebra Ψ is called regular, since the semigroup (Ψ, ·) is regular in
the sense of semigroup theory (Clifford & Preston, 1967). An example of a regular
valuation algebra is provided by probability potentials (see next section).
In regular valuation algebras, for inverses as well as for idempotents, all projec-
tions do exist and belong to the algebra. This is not the case for general separative
valuation algebras. We can however extend projection at least partially into the
semigroup (Ψ0; ·). We assume here that the valuation algebra either has units sat-
isfying Axiom A6 or else satisfies the strong combination Axiom A5’. If d(φ) = x,
d(ψ) = y and x ≤ z ≤ y ∨ x, then, in the first case, by the Combination Axiom A5
piz(φ · ψ) = piz((φ · 1z) · ψ) = (φ · 1z) · piy∧z(ψ) = φ · piy∧z(ψ). (2.3)
In the second case this result is Axiom A5’. We shall see that this enables us to
extend projection beyond Ψ.
First we extend labeling to Ψ0. If η ∈ δ(ψ) for some ψ ∈ Ψ, then we define
d(η) = d(ψ). Clearly this is an extension of the labeling operation from Ψ to Ψ0.
Consider η ∈ δ(ψ) and η′ ∈ δ(ψ′). Then η · η′ ∈ δ(ψ · ψ′) = δ(ψ) ∨ δ(ψ′). Hence it
follows d(η · η′) = d(η) ∨ d(η′). Therefore the Labeling Axiom A3 extends to all of
Ψ0.
Next we turn to projection. Remind that an element η ∈ Ψ0 is an equivalence class
[φ,ψ] = [φ ·φ, φ] · [ψ,ψ ·ψ] = φ ·ψ−1. In many cases, ψ is of the form ψ′ · f , where f
is an idempotent. This is for instance the case for conditionals, see Section 4 below.
Then d(ψ′), d(f) ≤ d(φ) = d(ψ) and also δ(ψ′), δ(f) ≤ δ(φ) = δ(ψ). It follows that
η = φ · f · ψ′−1 = φ · ψ′−1. Then we may define projection of η for d(ψ′) ≤ x ≤ d(φ)
by
pix(η) = pix(φ) · ψ
′−1, (2.4)
The representation of an element η as φ · ψ−1 is not unique. So, we must show that
definition (2.4) is unambiguous. Therefore assume that η = φ ·ψ−1 = φ′ ·ψ′−1, where
d(ψ), d(ψ′) ≤ d(φ) = d(φ′), δ(η) = δ(φ) = δ(φ′) and δ(ψ), δ(ψ′) ≤ δ(η). We obtain
then φ · ψ′ = φ′ · ψ. It follows for x such that d(ψ), d(ψ′) ≤ x ≤ d(η), using (2.3)
pix(φ) · ψ
′ = pix(φ · ψ
′) = pix(φ
′ · ψ) = pix(φ
′) · ψ,
since all elements involved belong to Ψ. Further, δ(ψ) ≤ δ(φ) implies δ(ψ) ≤
δ(pix(φ)) since δ(φ) = δ(φ · ψ), hence δ(pix(φ)) = δ(pix(φ · ψ)) = δ(pix(φ) · ψ) =
δ(pix(φ)) ∨ δ(ψ), and in the same way we conclude that δ(ψ
′) ≤ δ(φ′). From this we
obtain
pix(φ) · ψ
−1 = pix(φ
′) · ψ′−1,
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which shows that pix(η) is well defined for all x ∈ D whenever there exist φ,ψ ∈ Ψ
such that η = φ · ψ−1 with d(ψ) ≤ x ≤ d(φ) and δ(ψ) ≤ δ(φ). Also, we have
always pix(η) = η if d(η) = x. Finally, assume η ∈ Ψ, then for all x ≤ d(η), we
have η = η · pix(η) · (pix(η))
−1. Then, by the new definition of projection of η to x,
pix(η · pix(η)) · (pix(η))
−1 = pix(η), where on the left is the projection as defined in
Ψ. This shows that the new definition of projection is indeed an extension of the
projection in Ψ.
It turns out that this extension of the projection operator still satisfies the Transi-
tivity and Combination Axioms in Ψ0.
Theorem 1 If (Ψ,D;≤, d, ·, pi) is a separative valuation algebra, satisfying either
Axiom A6 or else Axiom A5’, and pi : Ψ0×D → Ψ0 is the partially defined extension
of projection to Ψ0, then the following holds:
1. If pix(η) exists for x ≤ d(η), η ∈ Ψ
0 and x ≤ y ≤ d(η), then
pix(piy(η)) = pix(η). (2.5)
2. If η1, η2 ∈ Ψ
0 with d(η1) = x, d(η2) = y and if pix∧y(η2) exists, then pix(η1 · η2)
exists and
pix(η1 · η2) = η1 · pix∧y(η2). (2.6)
Proof. 1.) Assume that η = φ · ψ−1 with d(ψ) ≤ x ≤ y ≤ d(η) = d(φ) and
δ(ψ) ≤ δ(φ). Then it follows as above that δ(ψ) ≤ δ(piy(φ)). So, piy(η) exists
too. In Ψ we have pix(φ) = pix(piy(φ)). Therefore pix(piy(η)) = pix(piy(φ)) · ψ
−1) =
pix(piy(φ)) · ψ
−1 = pix(φ) · ψ
−1 = pix(η).
2.) Assume η1 = φ1 ·ψ
−1
1 and η2 = φ2 ·ψ
−1
2 , where d(ψ1) ≤ d(φ1) = x, δ(ψ1) ≤ δ(φ1)
and d(ψ2) ≤ x ∧ y , δ(ψ2) ≤ δ(φ2). Then
η1 · η2 = (φ1 · φ2) · (ψ1 · ψ2)
−1,
where d(ψ1 ·ψ2) = d(ψ1)∨d(ψ2) ≤ x ≤ d(φ1)∨d(φ2) and δ(ψ1 ·ψ2) = δ(ψ1)∨δ(ψ2) ≤
δ(φ1) ∨ δ(φ2) = δ(φ1 · φ2). Then we have by the Combination Axiom in Ψ,
pix(η1 · η2) = pix(φ1 · φ2) · (ψ1 · ψ2)
−1
= φ1 · pix∧y(φ2) · (ψ1 · ψ2)
−1
= (φ1 · ψ
−1
1 ) · (pix∧y(φ2) · ψ
−1
2 )
= η1 · pix∧y(η2).
So, pix(φ1 · φ2) exists and the combination axiom holds under these circumstances.
⊓⊔
This theory of partial projection is essential for generalising the formalism of condi-
tional probability distributions to separative valuation algebras, and for introducing
compositional operators, see Sections 4 and 5. Before we turn to these subjects, we
illustrate the theory of separative valuation algebras by some examples.
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3 Examples of Separative Valuation Algebras
Here we present four examples of separative valuation algebras, where one of them
is regular, another one cancellative and the remaining two neither regular nor can-
cellative. These examples should allow to better understand the abstract structure
of a semigroup which is the union of disjoint groups and division as presented in the
previous section.
We begin with a regular valuation algebra.
Example : Probability Potentials:
Let (D;≤) be the (distributive) lattice of finite subsets of a countable family of
variables Xi, i = 1, 2, . . .. Let Θi denote finite sets of possible values for the variables
Xi. For a finite subset s in D define Θs to be the Cartesian product of the sets Θi
for i ∈ s. The elements of Θs are s-tuples x with components xi ∈ Θi for i ∈ s. If
x is an s-tuple and t ⊆ s, then xt denotes the subtuple of x of components xi with
i ∈ t. For any finite set s of variables, we consider functions p : Θs → R
+ ∪ {0} of
s-tuples into nonnegative real numbers. Let Ψs be the set of all such functions on a
set s of variables and define
Ψ =
⋃
s∈D
Ψs.
The functions p may be normalised to the sum 1, and represent then discrete prob-
ability distributions on the set Θs. Therefore, we call the functions p probability
potentials. Now, we define the operations of a valuation algebras as follows:
1. Labeling: d(p) = s if p is a probability potential on Θs.
2. Combination: For probability potentials p and q with d(p) = s and d(q) = t
and x ∈ Θs∪t,
(p · q)(x) = p(xs)q(xt).
3. Projection: For a probability potential p with d(p) = s, t ⊆ s, and y ∈ Θt,
(pit(p))(y) =
∑
x:xt=y
p(x).
This is an instance of a semiring-valuation algebra, namely for the semiring of non-
negative real numbers, see (Kohlas & Wilson, 2008), where many more examples
of separative semiring-valuation algebras may be found. Let supp(p) = {x ∈ Θs :
p(x) > 0} be the support of a probability potential p with d(p) = s. This valuation
algebra of probability potential is regular ; any quotient p(x)/q(x) of two probability
potential with the same support sets supp(p) = supp(q) is still a probability poten-
tial (assuming to vanish outside supp(p)). Hence we have Ψ = Ψ0. The inverse of
a probability potential p is p−1(x) = 1/p(x) for x ∈ supp(p) and equal to zero else-
where. The idempotents in groups δ(p) are the functions fp(x) = 1 if x ∈ supp(p)
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and vanishing elsewhere on Θs. The groups δ(p) are formed by the potentials with
the same support supp(p) and the lattice of theses groups is closely related to the
lattice of the support sets supp(p) ⊆ Θs. The valuation algebra of probability po-
tentials is at the base of local computation schemes for Bayesian or more general
probabilistic networks. As a regular valuation algebra it allows for local computation
with division (Lauritzen & Jensen, 1997; Kohlas, 2003). ⊖
The next example is also related to probability theory, it is however only separative,
but neither regular nor cancellative.
Example : Density Functions:
This example is based on domains formed by sets of real-valued variables. Let (D;⊆)
be the lattice of finite subsets of ω = {1, 2 . . .}. We consider here the linear vector
spaces Rs of real valued tuples x : s→ R where s is a finite subset of ω. On a space
R
s we consider nonnegative functions f = Rs → R+ ∪ {0}, whose integrals
∫ +∞
−∞
f(x)dx (3.1)
exist and are finite. To simplify, we consider continuous functions and Rieman in-
tegrals; it would also be possible to consider measurable functions and Lebesgue
integrals (Kohlas, 2003). Such functions are called density functions or shortly den-
sities on Rs. By normalisation a density can be become a continuous density function
in the sense of probability theory. We define the operations of a valuation algebra
for densities as follows:
1. Labeling: d(f) = s if f is a density on Rs.
2. Combination: For densities f and g with d(f) = s and d(g) = t and x ∈ Rs∪t,
(f · g)(x) = f(xs)g(xt),
where xs and xt denote the subtuples of components of x in s and t respectively.
3. Projection: For a density f with d(f) = s, t ⊆ s, and x ∈ Rs,
(pit(f))(xt) =
∫ +∞
−∞
f(xt, xs−t)dxs−t.
It is straightforward to verify the axioms of a valuation algebra for this system.
There are no unit elements, since the function e(x) = 1 for all x ∈ Rs is not finitely
integrable, hence not a density. However, the strong Combination Axiom A5’ is
satisfied for densities. Further there are null elements 0s(x) = 0 for all x ∈ R
s. Note
that the combination operation of densities has no obvious sense in terms of classical
probability theory. Still, this valuation algebra is important for local computation
with factorisation of a density into a product of conditional densities, similar to the
case of probability densities.
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This valuation algebra is separative. In fact, define for two densities f and g the
relation f ≡δ g if f(x) > 0 ⇔ g(x) > 0. Define for a density f on R
s the support
set supp(f) = {x ∈ Rs : f(x) > 0}. Then two densities are equivalent, exactly
if they have the same support sets. So, the equivalence classes [f ]δ consist of all
densities with the same support set supp(f). They form clearly a subsemigroup of
the semigroup of all densities. The null elements have empty support sets and each
0s forms by itself a semigroup, in fact already a (trivial) group. Note that the density
f ·pit(f) has the same support as f and that the semigroup [f ]δ is cancellative. The
semigroup [f ]δ is therefore embedded into the group δ(f) of all quotients of densities
h(x)/g(x) with support sets equal to supp(f). Here we take the liberty to replace
the equivalence classes of pairs [f, g] by the equivalent quotients. The unit of this
group δ(f) is the function ef (x) = 1 if x ∈ supp(f) and vanishing elsewhere. If
supp(f) is not of finite measure, then ef is not a density. The embedding is by
the map f 7→ f/ef = f · f/f . The inverse of a density f is then the function
f−1(x) = 1/f(x) if x ∈ supp(f) and vanishing elsewhere. This function is in general
no more finitely integrable, hence no more a density. So, the valuation algebra of
densities is not regular. It is also not cancellative. Density functions provide in some
sense the model for general separative valuation algebras. ⊖
Here follows an example of a cancellative valuation algebra.
Example : Gaussian Potentials:
Gaussian densities are of particular interest in applications. A multivariate Gaussian
density over a set s of variables is defined by
f(x) = (2pi)−n/2(det Σ)−1/2e−(1/2)(x−µ)
′Σ−1(x−µ).
Here µ is a vector in Rs (see previous example), and Σ is a symmetric positive definite
matrix in Rs × Rs. The vector µ is the expected value vector of the density and
Σ the variance-covariance matrix. The matrix K = Σ−1 is called the concentration
matrix of the density. It is also symmetric and positive definite. A Gaussian density
may be represented or determined by the pair (µ,K). Each such pair with µ an
s-vector and K a symmetric positive definite s × s matrix determines a Gaussian
density. Gaussian densities belong to the valuation algebra of densities defined in
the previous example. In fact, they form a subalgebra of the algebra of densities.
Labeling, combination and projection can however now be expressed in terms of the
pairs (µ,K). For this purpose, if t ⊇ s and µ is an s-vector, K a s × s matrix let
µ↑t and K↑t be the vector or matrix obtained by adding to µ and K 0-entries for all
indices in t− s. Further, if t ⊆ s, then let µt and Kt,t be the subvector or submatrix
of µ and K respectively with components in t.
We then define the following operations on pairs (µ,K):
1. Labeling: d(µ,K) = s if µ is a s-vector and K a s× s matrix.
2. Combination: For pairs (µ1,K1) and (µ2,K2) with d(µ1,K1) = s and d(µ2,K2) =
t,
(µ1,K1) · (µ2,K2) = (µ,K)
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with
K = K↑s∪t1 +K
↑s∪t
2
and
µ = K−1
(
K
↑s∪t
1 µ
↑s∪t
1 +K
↑s∪t
2 µ
↑s∪t
2
)
.
3. Projection: For a pair (µ,K) with d(µ,K) = s, t ⊆ s,
pit(µ,K) = (µt, ((K
−1)t,t)
−1).
This is justified by the fact, that the combination of two Gaussian densities as
densities results again in a Gaussian density, and so does projection of Gaussian
density. We refer to (Kohlas, 2003) for more details. Again, the algebra of Gaussian
potentials has no unit elements, but satisfies the strong Combination Axiom A5’. For
an application of this valuation algebra to linear systems with Gaussian disturbances
we refer to (Pouly & Kohlas, 2011).
This valuation algebra is cancellative: Let (µ,K), (µ1,K1) and (µ2,K2) represent
Gaussian densities such that (µ,K) · (µ1,K1) = (µ,K) · (µ2,K2). Then K +K1 =
K+K2, hence K1 = K2 and
(K+K1)
−1(Kµ+K1µ1) = (K+K2)
−1(Kµ +K2µ1) (3.2)
implies then, in view of the above, that µ1 = µ2. Therefore, the valuation algebra
of Gaussian densities, as the algebra of densities, is embedded into the semigroup of
the union of groups of quotients of Gaussian densities on Rs for all finite subsets s of
variables. The units of these groups are the functions es(x) = 1 for all x ∈ R
s. For in-
stance, conditional Gaussian densities g(x)/pit(g)(xt) = (g(x)/es(x))(pit(g)(xt)/et(x)
belong to this semigroup (see the next Section for conditionals in general). ⊖
Next, belief functions provide another example of a separative valuation algebra.
Example : Belief Functions:
Here we take for the lattice (D,≤) any sublattice of partitions of some universe U
with a finite number of blocks. The usual model in this context considers finite
sets of variables with each variable having a finite set of values (like in the case
of probability potentials above). This is a special case of our more general frame,
which corresponds more to the framework considered in (Shafer, 1976), the original
source of belief functions, see also (Shafer et al. , 1987; Kohlas & Monney, 1995).
We summarize some elementary facts about partitions. There is a partial order
between partitions defined by P1 ≤ P2, if every block of P2 is contained in a block
of P1, that is P2 is finer than P1. The join of two partitions P1 and P2 is the
partition P whose blocks are exactly the non-empty intersections of a block of P1
with one of P2. The meet is bit more involved, but we do not need to enter into
details (see (Gra¨tzer, 1978), but note that there the opposite order is used). It is
convenient to associate to a partition P the set ΘP of its blocks. We call this the
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frame of the partition, and we define an order between frames by ΘP1 ≤ ΘP2 if and
only if P1 ≤ P2. The family of frames becomes then a lattice just as the original
lattice of partitions. In the following we consider the lattice (D;≤) of frames rather
than the corresponding lattice of partitions. If Θ and Λ are two frames such that
Θ ≤ Λ, then we define a map of subsets of Θ to subsets of Λ by
τΛ(S) = {λ ∈ Λ : λ ⊆ θ for some θ ∈ S},
for S ⊆ Θ. This is called a refining of Θ. In the other direction, we define a map
vΘ(T ) = {θ ∈ Θ : τΛ({θ}) ∩ T 6= ∅}
for T ⊆ Λ.
Now we are ready to define belief functions on frames (or equivalently on partitions).
Consider (D,≤) to be the lattice of frames associated with the original lattice of
partitions. For any frame Θ ∈ D consider functions m from the power set 2Θ to
nonnegative real numbers and let ΨΘ be the set of all such functions. Define
Ψ =
⋃
Θ∈D
ΨΘ.
This corresponds to basic probability assignments in Dempster-Shafer theory (Shafer, 1976),
except that there the functions m are only defined for non-empty subsets and are
normalised such that the sum of all m(S) equals one. But as with probability po-
tentials, these side conditions may be neglected for our purposes. We call m mass
functions. We define then the following operations:
1. Labeling: d(m) = Θ if m is defined on frame Θ,
2. Combination: If d(m1) = Θ and d(m2) = Λ, S ⊆ Θ ∨ Λ, then m = m1 ·m2 is
defined by
m(S) =
∑
{m1(S1)m2(S2) : S1 ⊆ Θ, S2 ⊆ Λ, vΘ∨Λ(S1) ∩ vΘ∨Λ(S2) = S}
3. Projection: If d(m) = Λ and Θ ≤ Λ, and S ⊆ Θ, then piΘ(m) is defined by
piΘ(S) =
∑
{m(T );T ⊆ Λ, τΛ(T ) = S}.
The combination is essentially Dempster’s rule (Shafer, 1976), except that normal-
isation is missing. This defines a valuation algebra, see for instance (Kohlas, 2003;
Pouly & Kohlas, 2011; Kohlas, 2016). This algebra has for every frame Θ ∈ D a
unit element defined by 1Θ(Θ) = 1 and 1Θ(S) = 0 for any proper subset S of Θ.
These unit elements satisfy Axiom A6. It has also null elements 0Θ(S) = 0 for all
subsets S of Θ.
To any mass function m, we can associate two other set functions by its Moebius
transforms,
b(S) =
∑
T⊆S
m(T ), q(S) =
∑
T⊇S
m(T ).
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The function b is called belief function and q commonality function. There is a one-
to-one correspondence between mass, belief and commonality functions. In fact, we
have (Shafer, 1976)
m(S) =
∑
T⊆S
(−1)|S−T |b(T ) =
∑
T⊇S
(−1)|T−S|.
The crucial point is that if q1 and q2 are the commonality functions corresponding
to the mass functions m1 and m2 with d(m1) = Θ and d(m2) = Λ, then the com-
monality function q, corresponding to the combined mass function m1 ·m2 is defined
for any subset S of Θ ∨ λ by
q(S) = q1(vΘ(S))q2(vΛ(S)),
see (Shafer, 1976; Kohlas, 2003).
The valuation algebra of mass functions is separative. In fact we use commonality
functions to define a congruence q1 ≡δ q2 if q1(S) > 0⇔ q2(S) > 0. If we denote by
piΛ(q) the commonality function of piΛ(m), and by q1 · q2 the commonality function
of m1 ·m2, then it can be seen that q(S) > 0 implies piΛ(q)(τ(S)) > 0 and therefore
q·piΛ(q) ≡δ q. Define supp(q) = {S ⊆ Θ : q(S) > 0} if q is a commonality function on
frame Θ. The subsemigroup of commonality functions [q]δ with support supp(q) is
clearly cancellative. So, the valuation algebra of mass functions is indeed separative.
The groups δ(q) consist of quotients q1(S)/q2(S) if S ∈ supp(q) and zero otherwise,
for two commonality functions with the same support supp(q). The unit of group
δ(q) is the function fq(S) = 1 for S ∈ supp(q) and fq(S) = 0 otherwise. The inverse
of commonality q is simply 1/q(S) for S ∈ supp(q) and zero otherwise. Although
the quotients q1/q2 as well as the units 1q are nonnegative functions, its Moebius
transforms are no more nonnegative mass functions in general. This means that
units and inverses and quotients q1/q2 in general do not belong to the valuation
algebra. Therefore the valuation algebra is not regular, and it is not cancellative
either. ⊖
Further examples of separative valuation algebras may be found in (Pouly & Kohlas, 2011)
as well as in (Kohlas & Wilson, 2006).
4 Conditionals
In probability theory, conditioning and conditional distributions play an important
role as well as independence and conditional independence. This applies equally to
modeling and to computational purposes. We claim that these concepts are not
limited to probability, but concern more generally information in a wider context.
Therefore, we examine generalisations in this section in the realm of separative
valuation algebras, because conditioning presupposes a concept of division.
We assume throughout this section (Ψ,D;≤, d, ·, pi) to be a separative valuation
algebra, In addition, we assume either that the valuation algebra has unit elements
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satisfying axioms A6 or else that the extended combination axiom A5’ is satisfied .
This guarantees that partial projection in Ψ0 is well defined. Note that the theory
developed in this section covers all examples in the previous section.
We define the concept of a conditional, following the pattern of probability distribu-
tions. The results presented in this section were already exposed in (Kohlas, 2003),
however only in the multvariate setting. The results extend easily to the more
general case of lattices (D;≤) of domains.
Definition 2 Conditional: Let (Ψ,D;≤, d, ·, pi) be a separative valuation algebra.
For an element φ ∈ Ψ, and y ≤ x ≤ d(φ),
φx|y = pix(φ) · (piy(φ))
−1 (4.1)
is called a conditional of φ for x given y.
Note that a conditional φx|y does, in general, not belong to Ψ, but only to Ψ
0, except
if the valuation algebra is regular. In this case a conditional φx|y can be projected
to all domains z ≤ x, whereas in general for a conditional φx|y projections exist only
for z such that y ≤ z ≤ x, since d(φx|y) = x and δ(piy(φ)) ≤ δ(pix(φ)). When we
consider a conditional φx|y, then we assume always implicitly that y ≤ x ≤ d(φ). .
Further, it follows from the definition that
pix(φ) = φx|y · piy(φ) (4.2)
since δ(piy(φ)) = δ(piy(pix(φ))) ≤ δ(pix(φ)) by (2.2). For this reason conditionals φx|y
were also called continuers of φ from y to x in (Shafer, 1996), or we say that φx|y
continues φ from y to x. We have also δ(φx|y) = δ(pix(φ) · (piy(φ))
−1) = δ(pix(φ)) ∨
δ(piy(φ)) = δ(pix(φ)), so that
δ(piy(φ)) ≤ δ(φx|y). (4.3)
Here follow a few elementary results about conditionals.
Lemma 1 Let (Ψ,D;≤, d, ·, pi) be a separative valuation algebra satisfying the ad-
ditional assumptions about units or the extended combination axiom stated above.
Then the following holds:
1. piy(φx|y) = fpiy(φ).
2. If z ≤ y ≤ x, then φx|z = φx|y · φy|z.
3. If z ≤ y ≤ x, then piy(φx|z) = φy|z.
4. If d(ψ) = y ≤ x, then (pix(φ) · ψ)x|y = φx|y · fψ.
5. If z ≤ y ≤ x and z ≤ w ≤ x then piw(φx|y · φy|z) = φw|z.
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Proof. 1.) By definition, by transitivity of projection and the extended combination
axiom (Theorem 1), piy(φx|y) = piy(pix(φ) · (piy(φ))
−1) = piy(φ) · (piy(φ))
−1 = fpiy(φ).
2.) Again by definition φx|y · φy|z = pix(φ) · (piy(φ))
−1 · piy(φ) · (piz(φ))
−1 = pix(φ) ·
fpiy(φ) · (piz(φ))
−1 = φx|z since δ(piy(φ)) ≤ δ(pix(φ)).
3.) Here we have again, using Theorem 1, piy(φx|z) = piy(pix(φ) · (piz(φ))
−1) =
piy(pix(φ) ·fpiy(φ) ·(piz(φ))
−1) = piy(pix(φ)) ·fpiy(φ) ·(piz(φ))
−1 = piy(pix(φ)) ·(piz(φ))
−1 =
piy(φ) · (piz(φ))
−1 = φy|z.
4.) On the one hand, we have pix(φ) ·ψ = φx|y · piy(φ) ·ψ since φx|y continues φ from
y to x. On the other hand we have also pix(φ) · ψ = (pix(φ) · ψ)x|y · piy(pix(φ) · ψ) =
(pix(φ) ·ψ)x|y ·piy(φ) ·ψ, again using the continuation property of a conditional. This
leads to the equation
φx|y · (piy(φ) · ψ) = (pix(φ) · ψ)x|y · (piy(φ) · ψ.)
Multiplying both sides with the inverse of piy(φ) · ψ, we get
φx|y · fpix(φ)·ψ = (pix(φ) · ψ)x|y · fpix(φ)·ψ .
By (4.3) we have δ(piy(φ) · ψ) ≤ δ((pix(φ) · ψ)x|y). Then it follows that
(pix(φ) · ψ)x|y = φx|y · fpiy(φ)·ψ = φx|y · fpiy(φ) · fψ = φx|y · fψ
where the last equality follows again from (4.3).
5.) By item 2 proved above, φx|y · φy|z = φx|z and since z ≤ w ≤ x it follows from
item 3 above that piw(φx|z) = φw|z. ⊓⊔
If we consider briefly conditionals in the examples of the previous section, then we re-
mark that in the case of probability potentials, density and Gaussian potentials con-
ditionals in the sense of Definition 2 correspond essentially (up to normalisation) to
conditional discrete probability distributions, conditional densities and conditional
Gaussian densities. Lemma 1 corresponds in these cases to well-known results of
probability theory. In the case of probability potentials conditionals are themselves
probability potentials. This is not the case for densities, they belong in general only
to the extending semigroup Ψ0. The case of belief functions is less usual.
After these preparations, we are ready to turn to the discussion of compositional
operators in separative valuation algebras.
5 Compositional Operators
Compositional models have been introduced as an alternative to Bayesian networks
in (Jirousek, 1997; Jirousek, 2011). Later these models were extended for possibility
theory (Vejnarova, 1998) and for Dempster-Shafer theory (Jirousek & Daniel, 2007).
Finally it was noted that compositional models can be formed and used, under some
conditions, in valuation based systems (Jirousek & Shenoy, 2014; Jirousek & Shenoy, 2015).
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In the last two references, an axiomatic system essentially equivalent to regular val-
uation algebras are assumed, which excludes for instance compositional models of
belief functions. We show here that in fact compositional models are possible in
separative valuation algebras. This allows then, among other instances of valuation
algebras like Gaussian densities, also to include belief functions into the framework
of compositional models.
Let then (Ψ,D;≤, d, ·, pi) throughout this section be a separative valuation algebra
having units satisfying Axiom A6 or else the extended Combination Axiom S5’, so
that partial projection in the algebra is well defined. We introduce first the compo-
sitional operator and prove then two central theorems (Theorems 3 and 4) under-
lying the theory of compositional models. This shows then that results obtained in
(Jirousek, 1997; Jirousek, 2011) and (Jirousek & Shenoy, 2014; Jirousek & Shenoy, 2015)
apply to separative valuation algebras. However, these two theorems are not valid for
general lattices. The first one holds for modular and the second one for distributive
lattices. A lattice is modular, if z ≤ y implies
y ∧ (x ∨ z) = (x ∧ y) ∨ z.
A lattice is distributive, if
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
A distributive lattice is also modular (Davey & Priestley, 1990).
Definition 3 If φ,ψ ∈ Ψ0 with d(φ) = x, d(ψ) = y, such that pix∧y(φ and pix∧y(ψ)
both exist, and further δ(pix∧y(ψ)) ≤ δ(pix∧y(φ)) , define
φ⊲ ψ = φ · ψy|x∧y = φ · ψ · (pix∧y(ψ))
−1. (5.1)
This is called a composition of φ and ψ and ⊲ is called the compositional operator.
Note that φ ⊲ψ exists for all elements in Ψ = Ψ0, if the valuation algebra is regular
and Ψ is closed under composition. If the valuation algebra is not regular, but only
separative, the situation is a bit more involved. We assume then that the domains
in D have a least element ⊥. We call an element ψ of Ψ0 an abstract density, if
all projections pix(ψ) for x ≤ d(ψ) exist, which is equivalent to assume that the
projection to the least element pi⊥(ψ) exists. Note that all elements of Ψ are then
abstract densities. Further in the case of (usual) density functions and Gaussian
densities, the elements of Ψ are the only abstract densities. In the case of a general
separative valuation algebra it is an open question whether there are elements not in
Ψ which are (abstract) densities. Let Ψ− d denote the family of abstract densities
in the separative valuation algebra (Ψ,D;≤, d, ·, pi). Clearly, Ψd is closed under
projection. We claim that it is also closed under composition.
Theorem 2 Let (Ψ,D;≤, d, ·, pi) be a separative valuation algebra satisfying the ad-
ditional assumptions about units or extended combination axiom stated above. If φ
and ψ are abstract densities such that φ ⊲ ψ is defined, then φ ⊲ ψ is an abstract
density.
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Proof. Assume d(φ) = x and d(ψ) = y and that φ⊲ψ is defined. We show that the
projection pi⊥(φ · ψy|x∧y) exists. In fact,
pix∧y(φ⊲ ψ) = pix∧y(φ · ψ · (pix∧y(ψ))
−1
= pix∧y(pix(φ · ψ · (pix∧y(ψ))
−1)) = pix∧y(φ · pix∧y(ψ · (pix∧y(ψ))
−1)
= pix∧y(φ) · pix∧y(ψ) · (pix∧y(ψ))
−1 = pix∧y(φ) · fpix∧y(ψ) = pix∧y(φ).
Since φ is an abstract density, pi⊥(φ) exists and pi⊥(φ⊲ψ) = pi⊥(pix∧y(φ⊲ψ)) = pi⊥(φ)
and therefore pi⊥(φ⊲ ψ) exists too, hence φ⊲ ψ is an abstract density. ⊓⊔
The following theorems give the main properties of composition. It is a mathe-
matically rigorous generalisation of the main theorems in (Jirousek & Shenoy, 2014;
Jirousek & Shenoy, 2015) to separative valuation algebras.
Theorem 3 Let (Ψ,D;≤, d, ·, pi) be a separative valuation algebra satisfying the ad-
ditional assumptions about units or the extended combination axiom stated above and
(D;≤) a modular lattice. Let φ,ψ be abstract denisties with d(φ) = x, d(ψ) = y,
and δ(pix∧y(ψ)) ≤ δ(pix∧y(φ)). Then,
1. d(φ⊲ ψ) = x ∨ y.
2. pix(φ⊲ ψ) = φ.
3. If y ≤ x, then φ⊲ ψ = φ.
4. pix∧y(φ) = pix∧y(ψ) implies φ⊲ ψ = ψ ⊲ φ.
5. If x ∧ y ≤ z ≤ y then (φ · piz(ψ)) ⊲ ψ = φ · ψ.
6. If x ∧ y ≤ z ≤ y, then (φ⊲ piz(ψ))⊲ ψ = φ⊲ ψ.
Proof. The proof depends on the generalised valuation algebra axioms for separative
valuation algebras, especially the extended combination axiom (Theorem 1).
1.) is a simple consequence of the (generalised) Labeling Axiom.
2.) By the Combination Axiom, we have
pix(φ · ψ · (pix∧y(ψ))
−1)
= φ · pix∧y(ψ · (pix∧y(ψ))
−1)
= φ · pix∧y(ψ) · (pix∧y(ψ))
−1
= φ · fpix∧y(ψ) = φ,
since δ(pix∧y(ψ)) ≤ δ(pix∧y(φ)) ≤ δ(φ).
3.) If y ≤ x then x ∧ y = y and therefore φ⊲ ψ = φ · fpiy(ψ) = φ as before.
4.) If pix∧y(φ) = pix∧y(ψ), then φ⊲ψ = φ·ψ ·(pix∧y(ψ))
−1 = ψ ·φ·(pix∧y(φ))
−1 = ψ⊲φ
since δ(pix∧y(ψ)) = δ(pix∧y(φ)).
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5.) If z ≤ y then by the modular law in the modular lattice (D;≤) we obtain that
(x∨ z)∧ y = (x∧ y)∨ z and from x∧ y ≤ z it follows that (x∨ z)∧ y = z. Note that
δ(piz(φ ·piz(ψ))) = δ(piz(φ) ·piz(ψ)) ≥ δ(piz(ψ)) so that (φ ·piz(ψ))⊲ψ is well defined.
We have
(φ · piz(ψ)) ⊲ ψ
= φ · piz(ψ) · ψ · (pi(x∨z)∧y(ψ))
−1
= φ · piz(ψ) · ψ · (piz(ψ))
−1
= φ · ψ · fpiz(ψ).
But δ(piz(ψ)) ≤ δ(ψ) implies then that (φ⊲ piz(ψ)) ⊲ ψ = φ · ψ.
6.) As before, we have (x ∨ z) ∧ y = z. Further x ∧ y ≤ z ≤ y implies x ∧ y ≤
x ∧ z ≤ x ∧ y, hence x ∧ z = x ∧ y. This implies that φ⊲ piz(ψ) is a density and all
compositions are well defined. This time we have
(φ⊲ piz(ψ)) ⊲ ψ
= (φ · piz(ψ) · (pix∧z(ψ))
−1) · ψ · (pi(x∨z)∧y(ψ))
−1
= (φ · piz(ψ) · (pix∧z(ψ))
−1) · ψ · (piz(ψ))
−1
= φ · ψ · (pix∧y(ψ))
−1 · fpiz(ψ)
= φ⊲ ψ.
This concludes the proof of the theorem. ⊓⊔
As a complement, note that if φ⊲ ψ = ψ ⊲ φ,
φ · ψ · pix∧y(φ) = φ · ψ · pix∧y(ψ).
So, in this case we have pix∧y(φ) = pix∧y(ψ), if the valuation algebra is cancella-
tive; in this case commutativity of composition implies consistency of the valuations
involved.
For distributive lattices (D;≤) stronger results are possible.
Theorem 4 Let (Ψ,D;≤, d, ·, pi) be a separative valuation algebra satisfying the ad-
ditional assumptions about units or the extended combination axiom stated above and
(D;≤) a distributive lattice. Let φ,ψ be abstract densities with d(φ) = x, d(ψ) = y,
and δ(pix∧y(ψ)) ≤ δ(pix∧y(φ)). Then,
1. If x ≥ y ∧ z and τ a density with d(τ) = z, δ(pix∧z(τ)) ≤ δ(pix∧z(φ)), then
(φ⊲ ψ)⊲ τ = (φ⊲ τ)⊲ ψ.
2. If x ∧ y ≤ z ≤ x ∨ y then piz(φ⊲ ψ) = pix∧z(φ)⊲ piy∧z(ψ).
3. If x ≥ y ∧ z and and τ a density with d(τ) = z, δ(piy∧z(τ)) ≤ δ(piy∧z(ψ)) then
(φ⊲ ψ)⊲ τ = φ⊲ (ψ ⊲ τ).
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4. If y ≥ x ∧ z and and τ a density with d(τ) = z, δ(pix∧z(τ)) ≤ δ(pix∧z(φ)) and
δ(piy∧z(τ) ≤ δ(piy∧z(ψ), then (φ ⊲ ψ)⊲ τ = φ ⊲ (ψ ⊲ τ).
Proof. 1.) The assumptions guarantee that φ ⊲ψ as well as φ ⊲ τ are densities. If
x ≥ y∧ z, then by the distributivity of the lattice (D;≤) it follows that (x∨ y)∧ z =
(x ∧ z) ∨ (y ∧ z) = x ∧ z and similarly (x ∨ z) ∧ y = x ∧ y. By item 2 of Theorem
3 we have pix∧z(φ ⊲ ψ) = pix∧z(φ), hence δ(pix∧z(φ⊲ ψ)) ≤ δ(pix∧z(τ)) and simiarly,
δ(pix∧y(φ⊲ τ)) ≤ δ(pix∧y(ψ)). So, (φ⊲ψ)⊲ τ and φ⊲ τ)⊲ψ are well defined. Thus,
we have further
(φ⊲ ψ)⊲ τ
= (φ · ψ · (pix∧y(ψ))
−1) · τ · (pi(x∨y)∧z(τ))
−1
= (φ · τ(pix∧z(τ))
−1) · ψ · (pi(x∨z)∧y(ψ))
−1
= (φ⊲ τ)⊲ ψ.
2.) If x ∧ y ≤ z ≤ x ∨ y then we have also x ∧ y ≤ y ∧ z ≤ y and we can use item 6
of Theorem 3, to obtain
pix∨z(φ⊲ ψ) = pix∨z((φ⊲ piy∧z(ψ)⊲ ψ).
Since x ∧ y ≤ z ≤ x ∨ y implies further that x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z) = x ∨ z
(distributivity) it follows from item 2 of Theorem 3 that
pix∨z(φ⊲ ψ) = φ⊲ piy∧z(ψ).
Note that pix∧y(φ)⊲ φ = pix∧y(φ) · φ · (pix∧y(φ))
−1 = φ. Therefore, using item 1 just
proved above, we have
pix∨z(φ⊲ ψ) = (pix∧y(φ)⊲ φ)⊲ piy∧z(ψ) = (pix∧y(φ)⊲ piy∧z(ψ))⊲ φ.
Next we compute piz(φ ⊲ ψ) in the same way, again using properties 6 and 2 of
Theorem 3 and property 1 of the present theorem:
piz(φ⊲ ψ) = piz(pix∨z(φ⊲ ψ))
= piz((pix∧y(φ)⊲ piy∧z(ψ)) ⊲ φ)
= piz(((pix∧y(φ)⊲ piy∧z(ψ))⊲ pix∧z(φ))⊲ φ)
= (pix∧y(φ) ⊲ piy∧z(ψ)) ⊲ pix∧z(φ)
= (pix∧y(φ) ⊲ pix∧z(φ))⊲ piy∧z(ψ))
= pix∧z(φ) ⊲ piy∧z(ψ).
We leave it to the reader to verify the conditions for the application of the the
properties of Theorem 3 and of item 1 of the present theorem.
3.) All compositions occurring here are well defined, as can be verified as above in
item 1. From the definition of composition, we have
φ⊲ (ψ ⊲ τ) = φ · (ψ ⊲ τ) · (pix∧(y∨z)(ψ ⊲ τ))
−1 (5.2)
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Here we may apply item 2 of the present theorem for the last term, so that
φ⊲ (ψ ⊲ τ) = φ · (ψ ⊲ τ) · (pix∧y(ψ)⊲ pix∧z(τ))
−1.
Note that under the assumption x ≥ y∧z we have (x∧y)∧(y∧z) = y∧z. Therefore,
we have pix∧y(ψ)⊲pix∧z(τ) = pix∧y(ψ)·pix∧z(τ)·(piy∧z(τ))
−1. This allows us to deduce
φ⊲ (ψ ⊲ τ)
= φ · ψ · τ · (piy∧z(τ))
−1 · (pix∧y(ψ)⊲ pix∧z(τ))
−1
= φ · ψ · τ · (piy∧z(τ))
−1 · (pix∧y(ψ))
−1 · (pix∧z(τ))
−1 · piy∧z(τ)
= (φ⊲ ψ) · τ · (pi(x∨y)∧z(τ))
−1
= (φ⊲ ψ)⊲ τ.
4.) Again, all compositions are well defined. Note that from y ≥ x ∧ z it follows
that (x∨ y)∧ z = (x∧ z)∨ (y ∧ z) = y ∧ z and x∧ (y ∨ z) = (x∧ y)∨ (x∧ z) = x∧ y.
So, using the definition of the compositional operator, we obtain
(φ⊲ ψ)⊲ τ = (φ · ψ · (pix∧y(ψ))
−1) · τ · (piy∧z(τ))
−1
On the other hand, we have
φ⊲ (ψ ⊲ τ) = φ · (ψ ⊲ τ) · (pix∧y(ψ ⊲ τ))
−1.
From item 2 of Theorem 3 we get, using pix∧y(ψ ⊲ τ) = pix∧y(piy(ψ ⊲ τ)),
φ⊲ (ψ ⊲ τ)
= φ · (ψ ⊲ τ) · (pix∧y(ψ))
−1
= φ · ψ · τ · (piy∧z(τ))
−1 · (pix∧y(ψ))
−1.
The right hand side here is equal to the one above for (φ ⊲ ψ) ⊲ τ . So, we have
(φ⊲ ψ)⊲ τ = φ⊲ (ψ ⊲ τ). ⊓⊔
At least for distributive lattices (D;≤) and a few other conditions a separative valua-
tion algebra allows for compositional models, and the results in (Jirousek & Shenoy, 2014;
Jirousek & Shenoy, 2015) carry over to this more general case. Only this extension
makes compositional modelling for belief functions, Gaussian densities and density
functions in general available, since the corresponding valuation algebras are not
regular, but but only separative or cancellative respectively.
6 Conclusion
This paper establishes the different structures of valuation algebras, allowing for
inverses, conditionals and compositional modelling.
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