A discrete filled function algorithm is proposed for approximate global solutions of max-cut problems. A new discrete filled function is defined for max-cut problems and the properties of the filled function are studied. Unlike general filled function methods, using the characteristic of max-cut problems, the parameters in proposed filled function need not be adjusted. This greatly increases the efficiency of the filled function method. By combining a procedure that randomly generates initial points for minimization of the filled function, the proposed algorithm can greatly reduce the calculation cost and be applied to large scale max-cut problems. Numerical results on different sizes and densities test problems indicate that the proposed algorithm is efficient and stable to get approximate global solutions of max-cut problems.
Introduction
Filled function methods introduced by Ge in 1990 are a class of global optimization methods. Consider the following optimization problem:
where f : R n → R is a real valued continuous function. Let x * 1 be a local minimizer of problem (1.1), the basic idea of the filled function method is to construct an auxiliary function, called filled function, at point x * 1 , that can be further minimized to get a point, say x, in a basin (see Definition 5 below) of f (x) lower than the basin containing x * 1 of f (x) when x * 1 is not a global minimizer. Then the minimization of f (x) is restarted from the point x. Repeat the process until a global minimizer of f (x) is obtained.
The first filled function proposed in [13] has the form P (x; x * ; r, ) = 1 r + f (x) exp − x − x * 2 2 2 , (1.2) where x * is a minimizer of the function f, r and are two adjustable parameters. An unfavorable property of the filled function (1.2) is that the existence of term exp(− x − x * 2 2 / 2 ) makes changes in P (x; x * ; r, ) and ∇P (x; x * ; r, ) indistinguishable when x − x * 2 2 is large. Liu in [21] proposed the following filled function:
L(x; x * ; a)
− a x − x as greedy randomized adaptive search procedure (GRASP), variable neighborhood search (VNS) and a path-relinking (PR) intensification heuristic for max-cut problems and obtained some satisfactory results on some well-known G-set graphs. Alperin and Nowak in [2] presented a smoothing heuristic for max-cut problems. The heuristic is based on a parametric optimization problem defined as a convex combination between the original problem and its Lagrangian relaxation. Starting from the Lagrangian relaxation, a path following method is proposed to obtain good solutions while gradually transforming the relaxed problem into the original problem formulated with an exact penalty function. Xu et al. in [30, 27] proposed continuous optimization methods to solve max-cut problems, in which max-cut problems were relaxed into a nonlinear continuous optimization problem with convex constraints:
where B(x i , √ n) is a B-function (see [30] ). An obvious advantage of the continuous method is that it greatly reduces the CPU-time via without using linear search in each iteration. However, the solution obtained by the continuous methods cannot be guaranteed as a global solution, which motivates us to study global optimization method to deal with max-cut problems.
The main contribution of this paper is to propose a discrete filled function method to get approximate global solutions of max-cut problems. A discrete filled function is applied to solve max-cut problems for different size and dense graphs concluding negative weight. Only at most (n − K)(K ∈ Z, 1 K < n) inner products of two n-dimensional vectors are calculated in each iteration, and the parameters of the filled function need not to be adjusted in the process of implementing the algorithm. By adding a subroutine for randomly generating initial points to minimizing the filled function, the proposed algorithm can greatly reduce the calculation cost, and can be applied to large scale max-cut problems. Numerical experiments and comparisons on some randomly generated max-cut problems and on some well-known large scale max-cut problems are made to show the efficiency of the proposed algorithm.
The remainder of the paper is arranged as follows. In Section 2, some definitions and preliminaries are recalled. The new discrete filled function for problem (MC) is presented in Section 3, and the properties of the filled function are analyzed. In Section 4, details of the proposed filled function algorithm is stated. Numerical experiments and comparisons are reported in Section 5.
Throughout the paper, if without special statement, we adopt the following convention. R, Z and R n denote real numbers set, integer numbers set and the space of real n-dimensional column vectors, respectively. Let x ∈ R n , the l p -norm of x is denoted by
Definition and preliminaries
For convenience, in this section, we will give some definitions and lemmas without proofs.
is called a discrete path in the set S between two points x * , x * * in S, where
holds for all i, then the sequence is called a strict discrete path in S. If a (strict) discrete path exists for given points x * ∈ S, x * * ∈ S, then x * and x * * are said to be (strict) path-wise connected in S.
For simplicity, we call a (strict) discrete path as a (strict) path. From the definition of the path and the property of the set S, it is clear that any two distinct points x, y ∈ S are (strict) path-wise connected, and hence S is a (strict) path-wise connected domain.
Definition 2.
For any x ∈ S, and any positive integer K, 1 K n, the K-neighborhood of x under the l p -norm is defined by
In particular, if K = 1, we write the 1-neighborhood of x, N(x, 1), as N(x). The boundary of the K-neighborhood
n and each point in jN(x, K) differs from point x in only K elements. The following lemma is obvious from Definition 2.
Lemma 2.1. For every K ∈ Z, 1 K n, and any x ∈ S, the number of points in
Definition 3.
A point x * ∈ S is called a local discrete minimizer of the function f over S, if f (x * ) f (x), for all x ∈ N(x * ). Furthermore, if f (x * ) f (x), for all x ∈ S, then x * is called a global discrete minimizer of f over S.
Let e i ∈ R n be the ith unit directional vector, and define a set of directions D = {d :
Definition 5. Let x * be a local minimizer of the function f over S, B * is said to be a discrete basin of the function f at x * , if B * ⊂ S is a path-wise connected domain which contains x * and in which the discrete steepest descent trajectory from any point in B * converges to x * , but outside which the discrete steepest descent trajectory from any point in S\B * does not converge to x * . Definition 6 (Xu et al. [31] ). Let x * and x * * be two distinct local minimizers of the function f over S, the discrete basin B * * of f at x * * is said to be lower (or higher) than the discrete basin
Definition 7 (Ng et al. [23] ). Let x * be a discrete minimizer of the function f over S, and B * be the discrete basin of f at x * . A function H : S → R is said to be a discrete filled function of f at x * , if it satisfies the following conditions:
1. x * is a strict discrete local maximizer of H over S. 2. H has no discrete local minimizers in B * and in any discrete basin of f higher than B * . 3. If f has a discrete basin, B * * say, lower than B * , then there is a point x ∈ B * * that minimizes H on the path {x * , . . . , x, . . . , x * * } in S, where x * * , x * are minimizers of f in B * * and B * , respectively.
A discrete filled function and its properties
Let x * be a local minimizer of the function f in problem (MC); we modify the filled function (1.3) and define a function with simpler expression as
where p(1 p < ∞) is a constant, and , are two adjustable parameters. For simplicity, in the remainder of this paper, we only consider the case of p = 1, and denote H 1 (x; x * ; , ) as H (x; x * ; , ), but it is not hard to extend all results of this paper to the case of 1 < p < ∞. Since the specialities of the quadratic function f and the set S in max-cut problems, we can simplify the proofs to show that H (x; x * ; , ) is a filled function of f at x * , and assign a more efficient algorithm for global minimization of max-cut problems. The remainder of this section will be used to show that the function H (x; x * ; , ) is a discrete filled function of the function f at point x * . The following lemma plays an important role in the analysis of this section.
Lemma 3.1. For any given x ∈ S and for any y ∈ N(x), we have 
, where index l expresses that only the lth element of x l differs from the lth element of x, i.e.,
Since w ii = 0, for i = 1, . . . , n, we have
This completes the proof. 
Proof.
Assume that x * is a local minimizer of f on S. Since f (x) f (x * ) and x − x * 1 = 2 for any x ∈ N(x * )\{x * }. It follows from Lemma 3.1 that when 0 < /(2qM), we have
Hence, x * is a strict local maximizer of H (x; x * ; , ) on S. If x * is a global minimizer of f on S, then for any x ∈ S\{x * }, there exists a integer
. It follows from Lemma 4.1 that
Thus,
when > 0, and 0 < /(2qM).
Lemma 3.3. Let x * be a local minimizer of the function f on S, x ∈ S and f (x) f (x * ). If > 0 and 0 /(2qM), and if there exists direction
It follows from the definition of the function H that
, it follows from Lemma 3.1 that the right-hand side of (3.5) is not greater than 4 qM − 2 , i.e.,
Hence, when 0 /(2qM),
holds. The second inequality in (3.4) directly follows from Theorem 3.2.
Lemma 3.3 indicates that for any point x ∈ S, especially, when x lies either in the basin B * or basin higher than B * , if D 0 is nonempty, then x is not a local minimizer of the function H. That is, we have the following result. Proof. Let U * denote the union of all basins of f higher than B * , it is clear from Definition 6 that f (x) > f (x * ) holds for any point x ∈ U * . Note that −x * / ∈ U * via f (−x * ) = f (x * ) and −x * / ∈ B * via the fact that x * oneself is a minimizer of f. Hence for any x ∈ B * or x ∈ U * , it follows that x = −x * . Thus, there exists at least a direction
, then we can obtain a point, say x * * , satisfying f (x * * ) < f (x * ) by minimizing the function f from x. It means x is in a basin of f lower than the basin B * that contradicts x ∈ B * or x ∈ U * . Thus the set D 0 is nonempty. From Lemma 3.3, x is not a local minimizer of the function H (x; x * ; , ). 
Theorem 3.5. Let f (x * ) > f (x * * ), and B * , B * * be basins of the function f at x * , x * * in S, respectively. Assume that x ∈ B * * , and x + d ∈ B * * , where d is a descent direction of f at x in S and satisfies
Suppose that there is a strict path {x (i) } u i=−1 in S between x * (=x (−1) ) and x(=x (u) ), such that (−1) ), (u+v) ) and .7) and Lemma 3.3, for all the points {x (i) }, i = −1, 0, . . . , u on the strict path, we have
Especially,
On the other hand, since d satisfies (3.6),
holds when 0 < /(2qM). It can be verified that the right-hand side of (3.10) is nonnegative when
that is, when 0 < < 0 , we have
Therefore, x minimizes H (x; x * ; , ) on the path
, then the conclusion of the theorem holds. If x + d = x * * , since x + d ∈ B * * , then there exists a steepest descent trajectory (u+v) . Hence x is a minimizer of H (x; x * ; , ) on the path
In view of Theorem 3.5, when x + d = x * * , the path {x (u+j) } v j =1 is a steepest descent trajectory of the function f from x (u+1) , and hence
12)
is the ith element of the vector x (u+j) , and l j is defined by
In the next theorem, we will prove that x is a global (or unique) minimizer of H (x; x * ; , ) on the path
Theorem 3.6. Let the conditions of Theorem 3.5 be satisfied and
then x is the global minimizer of the function H on the path
Proof. Combining inequality (3.9), it is sufficient to show
. It follows from the definition of the function H and (3.12) that
holds for all j ∈ {1, 2, . . . , v − 1}. When is chosen to satisfy inequality (3.14), the value of the right-hand side of (3.15) is
Combining (3.11), it follows that
This completes the proof.
Theorems 3.5 and 3.6 indicate that the function H (x; x * ; , ) satisfies the third condition of Definition 7. From the analysis above, we can conclude that when 0 < < 0 and 0 < /(2qM), H (x; x * ; , ) is a discrete filled function of the function f at point x * on S.
The algorithm
The parameters and play important role in filled function algorithm for global optimization. A typical approach to select , in the literatures is to first give appropriate initial estimations of , , and then adjust them step by step in the process of implementing an algorithm. The shortcoming of the approach is that the algorithm needs to restart after , are adjusted, which will increase lots of loads of computation. In the algorithm proposed in this paper, , can be given independent of variable x ∈ S and need not to be adjusted in the implementation of the algorithm.
The estimation of ,
From Theorems 3.2 and 3.5, it is not difficult to find that when , satisfy
H (x; x * ; , ) is a desired filled function of f at x * on S, where x * , x, and x + d satisfy (3.6).
It follows that
For a given matrix W , let denote the precision of calculation in implementing the algorithm, it is clear that 0 < 1 and, from (3.6),
is a monotone increasing function with respect to t in the interval [0, 4qM]. Thus, from (4.2) and (4.3),
If the value of is taken as
4) then 0 < < 0 holds for any x ∈ S, where (W ) means that the value of only depends on the given matrix W and is independent of variable x ∈ S. After the value of is chosen, any value of satisfying (4.1) can be selected, for instance,
It is clear that satisfies 0 < /(2qM) = (W )/(2qM) for any x ∈ S.
The statement of the algorithm
In this subsection, we will state the filled function algorithm and the detail of implementing the algorithm will be given in the following subsections. Once a local minimizer, x * k say, of the function f is obtained, initial points from which the minimization of the filled function H (x; x * k ; (W ), (W )) is started are randomly generated in the neighborhood N(x * k ).
Algorithm (DFFA): The Discrete Filled Function Algorithm
Step 0. (Initialization) (1) Input the matrix W , an initial point x 0 , the number n 1 ( n) and set k := 0. (2) Calculate = (W ) and = (W ).
Step 1.
Minimize f from x k using a local minimization method and obtain a local minimizer x * k of f on S, set I = 1, N = {x * k }.
Step 2.
Randomly generate an initial point x i k in the set N(x * k )\ N .
Step 3.
Minimize the filled function H (x; x * k ; (W ), (W )) starting from the point x i k . If a point x is obtained, such that either x satisfiesf (x) < f (x * k ) or x lies in a basin of f lower than the current basin, then set x k+1 = x, k = k + 1 and goto Step 1.
Step 4.
If I < n 1 , set N = N ∪ {x i k }, I = I + 1, goto Step 2.
Step 5.
(Termination) If I = n 1 , then return x * k and stop. Remark 1. The index i of x i k in step 2 means that only the ith element of x i k differs from that of x * k . Also, the index i is distinct with the counter I. In fact, by the discussion of the Section 4.3, the index i is a function of the counter I.
Remark 2.
The termination condition I = n 1 indicates that we do not get a better solution than the current x * k after arbitrary n 1 points out of n points in N(x * k ) have been used as initial points to minimize H (x; x * k ; (W ), (W )).
Minimizing f using local search
Given a point x = (x 1 , . . . , x n ) T ∈ S, 1-neighborhood search is used to find a point x i * ∈ N(x) satisfying f (x i * ) = min{f (x p ): x p ∈ N(x)}. If x i * = x, then replacing x with x i * and repeating the process until a point x * satisfying f (x * ) = min{f (x): x ∈ N(x * )} is found, which indicates that x * is a local minimizer of f. 
here we use the fact w ii = 0, i = 1, . . . , n. Calculate
If (i * ) 0, then x is a local minimizer of f. Otherwise x i * satisfies f (x i * ) < f (x p ), for all p = 1, 2, . . . , n, where
If (i * ) < 0 1-neighborhood local search can be continued at the point x i * . Assume that the index i * satisfies (4.7), that is
Let x p,i * be the point in N(x i * ) from which only pth element differs from the pth element of x i * for p=1, . . . , n, p = i * , and we denote
where the (p) is given in (4.6). If (i * , p) 0, for all p = 1, 2, . . . , n, then x i * is a local minimizer of f. Otherwise, we calculate (i * , p * ) = min p { (i * , p): p = 1, 2, . . . , n, p = i * }, set x i * = x i * ,p * , i * = p * and repeat the process above until a local minimizer of f is found. We summary the 1-neighborhood local search in the following Algorithm (A1).
Algorithm (A1): 1-neighborhood local search
Step 1. Given an initial point x 0 ∈ S, calculate f 0 = f (x 0 ).
Step 2. Calculate
Step 3. Calculate
Step 4. If (i * ) 0, then set x * = x 0 , and return x * as a local minimizer of f, stop.
Step 5. Set f 0 = f 0 + (i * ), and calculate
Step 3.
Generating initial points to minimize H
For any minimizer . Thus the number of good points in N(x * k ) can reflect completely the performance of the minimizer x * k , that is, less the number of good points exists, the better performance the minimizer x * k has. However, it is still challenging for efficiently validating whether a point in N(x * k ) is a good point. A typical and direct approach as presented in the literatures to find an initial point for minimizing H is to test one by one each point in N(x * k )\{x * k }. Since there are n elements in N(x * k )\{x * k }, it may not be advisable for the approach when n is large. Especially, for max-cut problems, it is unlikely to confirm all points in N(x * k ) being good points or exclude all points in N(x * k ) not being good points. The approach proposed in this paper is to randomly generate n 1 ( n) points from N(x * k )\{x * k } as initial points to minimize H, where n 1 is called sample size. The probability of each point in N(x * k )\{x * k } sampled is n 1 /n, and n 1 does not need to be chosen too close to n via S is a connect domain. The numerical results in Section 5 (see Table 5 ) indicate that after the random generating subroutine is added into the filled function algorithm, the better performance of the proposed algorithm is displayed and the costs of computation and CPU-time are greatly reduced. Now, we state the random process of generating initial points. For given n, assume that we need to draw out randomly If n/n 1 is a fraction, then set n 0 = n − n 1 I 1 . Since n 0 < n 1 , we can also partition the set N = {1, . . . , n} into n 1 disjoint subsets of N, where each subset of the first n 1 − n 0 subsets has I 1 integers and each subset of last n 0 subsets has I 1 + 1 integers. Then we also take x i k as an initial point to minimize H (x; x * ; , ), where the index i has the same meaning as above and for I = 1, 2, . . . , n 1 − n 0 , 1) is a random number generated from U(0, 1).
Minimizing the filled function H
In this subsection, we will describe the method of minimizing H in detail. Let
denote the current local minimizer of f in problem (MC) and
we have the following result.
Lemma 4.1. There only exist (n − K) elements in set X K .
Proof. Without loss of generality, assume that x satisfies
For any y ∈ X K , since y ∈ N(x), either there exists an index s ∈ {1, . . . , K} or s ∈ {K + 1, . . . , n}, such that y s =−x s . If s ∈ {1, . . . , K}, then there are only K − 1 different elements between y and x * k . It follows that y − x * k 1 < x − x * k 1 that contradicts y ∈ X K . Hence s ∈ {K + 1, . . . , n}, and each s ∈ {K + 1, . . . , n} corresponds to an element in X K . That shows that there are only n − K elements in X K , i.e., |X K | = n − K.
T be a point that is randomly generated in N(x * k )\{x * k }, where the superscript i expresses that the sign of only the ith element of x i k differs from the sign of the ith element of x * k . Since 
, and (W ), (W ) are calculated by (4.4), (4.5), respectively, it follows from Lemma 3.3 that
On the other hand,
Thus we can find an index j to minimize H (j ), that is equivalent to minimize f (j ) for all j ∈ {1, 2, . . . , n}\{i}. Let
Numerical results
In this section, some experimented results are reported on the following two classes of test max-cut problems:
• Randomly generated graphs (20 n 200).
• 12 G-set graphs (n 800).
When n 1 = n, in Algorithm DFFA, it means that in case necessary all points in N(x * k )\{x * k } will be generated as initial points to minimize the filled function H (x; x * k ; (W ), (W )). We call the algorithm as Algorithm (DA). The first class of test problems are generated by the matlab code c = floor(w * abs(full (spRAN DSY M(n, a)) )),
where the parameter a reveals the density of nonzero entries in matrix W and w reflects the weighted values of matrix W . When 20 n 100, we randomly generate 18 problems with w = 1, denoted by S1, . . . , S18 and call them as S-set problems, and only the Algorithm (DA) is implemented for all S-set problems. When 120 n 200, we randomly generate eight-problems with w as a random integer in [1, 50] , denoted by L1, . . . , L8 and call them as L-set problems. We implement Algorithm(DFFA) with n 1 = [n/2] and Algorithm (DA) for all L-set problems. The 12 G-set graphs are G1, G2, G3, G11, G12, G13, G14, G15, G16, G43, G44 and G45 that were created by using a graph generator, rudy, written by Pro. Rinaldi. We only implement Algorithm (DFFA) with n 1 = [n/10] for the 12 G-set problems. All the results presented in this section for the proposed algorithm are implemented in a 1.6 GHz Pentium IV personal computer with 256 Mb of RAM.
The elements w ij of matrix W are integers for all test problems. Thus we take = 1 in Eqs. (4.4) and (4.5). By (4.4), the value decreases and tends to 1 8 with the increasing of the product qM. Hence, a simple choice for the value of is = 1 8 that satisfies < 0 for all test problems. Thus, we only need to calculate the value of by (4.5) for different test problems. These values are given in Tables 1-3 . It can be seen from Tables 1-3 that with the increasing of the dimension or the density of matrix W , is decreasing via the value q and M increasing. Table 1 The values of parameter for randomly generated the 18 S-set problems For each of all S-set and L-set problems, we run Algorithms (DFFA) (or (DA)) and Continuation Algorithm [30] 10 times, respectively. The numerical results and comparisons are listed in Tables 4 and 5 . In both the tables, the columns headed with F * and F * C present the largest values to max-cut problems generated by Algorithms (DFFA) (or (DA)) and Continuation Algorithm in 10 tests, respectively. N and NH denote the number of local minimizers of f which is found by Algorithm (DFFA) or (DA) and the number of mean times minimizing the filled function H, that is, the number of mean initial points generated for minimizing H 10 times, respectively. The CPU-time, denoted by time(s), is the mean value of CPU-time in 10 tests. F * 0 stands for the max-cut value associated with the first minimizer x * 0 of f obtained by Algorithm (A1) starting from an initial point x 0 , where the initial point x 0 is generated randomly by the procedure x 0 := sign(unifrnd (−1, 1, n, 1) ), where unifrnd(−1, 1, n, 1) is a Matlab function which generates an n-dimensional uniformly distributed vector whose elements lie in (−1, 1) . sign(x) is a sign function that takes 1 when x 0 and -1 when x < 0.
In order to see how the value F * is close to the global optimal value of the max-cut problem, we calculate the ratio S U % = ( F * / S U )%, where S U is an upper bound of F * , which is generated by solving problem (SDP) using the Matlab software package for solving semidefinite programming, SDPPACK [1] . Table 6 gives the results and comparisons between the hybrid GRASP-VNS [11] (hybrid greedy randomized adaptive search procedure with variable neighborhood search) heuristic, denoted as gvns, and the Algorithm (DFFA) on the 12 G-set large size test problems. In the table, the columns headed with gvns present the approximate values to max-cut problems generated by the gvns heuristic and these values are quoted from [11] . The upper bound S U for the 12 G-set problems comes from [7] . The value F * is obtained by running Algorithm (DFFA) only one time. The following observations can be made based on the results in Tables 4-6. (1) For different density graphs, the proposed filled algorithm is efficient for solving max-cut problems. Comparison with F * C and gvns, the value F * is obviously greatly improved. Table 6 indicates that the speed of improving from F * 0 to F * is fast for problems G1, G2, G3, G43, G44 and G45, which also reflects the filled function algorithm is promising for solving max-cut problems. (5) Although we have greatly reduced the computation cost by random generating initial points and avoiding to calculate the function value repeatedly, the CPU-time is still large. This is because N, the number of the local minimizers of the function f and the times of minimizing the filled function H are large. That is, the larger the N and NH are, the more the CPU-time is.
Conclusions
A discrete filled function algorithm is proposed to find approximate global solutions for NP-hard max-cut problems. The algorithm is implemented via two phase cycle: in the first phase, the objective function f in problem (MC) is Table 5 The numerical comparisons of continuous method with Algorithm (DA), (DFFA) for the 8 L-set problems with running continuous method, Algorithm (DA) and (DFFA) 10 times, respectively, for each problem Bold value represents, for the same as test problem, the largest max-cut value obtained by algorithm DFFA, DA, CA or GRASP-VNS. Table 6 The numerical comparisons of gvns heuristic with Algorithm (DFFA) for 12 G-set problems with only running Algorithm (DFFA) once time for each problem Problem S U gvns Algorithm (DFFA)
minimized using the 1-neighborhood local search to obtain a local minimizer, and then in the second phase, the discrete filled function from some neighbor points of the local optimizer is minimized and the two cycles are repeated until the stop conditions are satisfied. The properties of the proposed filled function are analyzed. The characteristics of max-cut problems are used to show that the parameter values in the filled function need not be adjusted. This greatly increases the efficiency of the proposed filled function method. Numerical results and comparisons are reported to indicate that the filled function algorithm is efficient for max-cut problems. For large scale graphs, the algorithm may spend more time to find a desired solution which is due to the number of the local minimizers of the function f and the times of minimization of the filled function H from different initial points in a neighbor of a local minimizer of f. Hence further works on the proposed algorithm are required to refine the algorithm in theory and implementation.
