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Reaktive Systeme müssen kontinuierlich auf ihre Umwelt reagieren; die meisten eingebetteten
Echtzeitsysteme sind reaktive Systeme. Ein wesentliches Hilfsmittel für die Entwicklung reakti-
ver Systeme ist die Visualisierung des Systemverhaltens. Der modellbasierte Entwurf unterstützt
diese Verhaltensvisualisierung; bisherige Visualisierungsmechanismen sind jedoch nur für Syste-
me bis zu einer gewissen Größe effektiv einsetzbar. Dieser Bericht untersucht Ursachen hierfür,
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1 Einleitung
Reaktive Systeme reagieren fortwährend auf ihre Umgebung; wie reagiert wird, hängt von aktuel-
len und vorhergegangenen Umgebungsparametern ab. Eingebettete Echtzeitsysteme, weit verbreitet
zum Beispiel im modernen Kraftfahrzeug, in der Luftfahrt und in der Medizintechnik, sind gene-
rell reaktiv, und stellen hinsichtlich ihrer Komplexität höchste Anforderungen an ihre Entwickler.
Dies erfordert robuste, skalierbare Formalismen und Entwicklungsprozesse, um gewünschte Syste-
meigenschaften erzielen und nachweisen zu können, und unerwünschte Eigenschaften ausschließen zu
können. Hierfür ist es erforderlich, auch komplexe Systeme hinsichtlich dieser Eigenschaften für den
Entwickler verständlich und nachvollziehbar zu machen. Dies kann wesentlich durch eine Visualisie-
rung des Systems unterstützt werden, insbesondere wenn die Visualisierung jeweils an die im Laufe
des Entwicklungsprozesses auftretenden Fragestellungen angepasst werden kann. Die aufgaben-
spezifische Visualisierung komplexer reaktiver Systeme ist mit den heute verfügbaren
Methoden und Werkzeugen jedoch nur eingeschränkt möglich. Dies ist – nach Meinung
der Autoren – inzwischen eine vordringliche Problemstellung, und soll in diesem Bericht näher be-
trachtet werden. Ein Merkmal dieser Problemstellung ist ihre Querschnittlichkeit durch verschiedene
Bereiche der Informatik. Dieser Bericht soll aufzeigen, welche Bereiche der Informatik berührt wer-
den, und welchen Beitrag zur Lösung dieser Problemstellung bisherige Arbeiten auf diesen Gebieten
leisten können; dabei wurde die Form der annotierten Bibliographie gewählt.
Der folgende Abschnitt behandelt den modellbasierten Entwurf reaktiver Systeme, insbeson-
dere mit Statecharts. Abschnitt 3 gibt einen Überblick über Verfahren zur Visualisierung großer
Informationsmengen, und bewertet diese hinsichtlich ihrer Anwendbarkeit auf die Darstellung des
Verhaltens reaktiver Systeme. Abschnitt 4 definiert ästhetische Kriterien für die Visualisierung und
fasst bisherige Ergebnisse kognitiver Untersuchungen hierzu zusammen. Abschnitt 5 fasst verfügba-
re Layoutverfahren zusammen, und bewertet diese hinsichtlich ihrer Anwendbarkeit auf das Layout
von Statecharts. Abschnitt 6 beschließt diesen Bericht mit einem Überblick über in diesem Kontext
relevante, verfügbare Werkzeuge.
2 Modellierung reaktiver Systeme
Die Komplexität reaktiver Systeme resultiert nicht nur aus der Vielschichtigkeit und Anzahl der
Komponenten, also der Struktur des gesamten Systems, sondern auch und vor allem aus den Va-
riationsmöglichkeiten und Abhängigkeiten der möglichen Reaktionen des Systems, also seines Ver-
haltens (seiner Dynamik). Die Struktur eines Systems lässt sich in der Regel durch sequentielles
Vorgehen erfassen, zum Beispiel durch einen top-down-Durchgang durch Systemdiagramme. Hierbei
wird zunächst die Struktur des Gesamtsystems ohne Details betrachtet, daran anschließend wird das
Bild durch rekursives Betrachten der Teilsysteme verfeinert. Hingegen erfordert ein Verstehen des
Verhaltens eines reaktiven Systems, dass man über einen gewissen Zeitraum – real oder simuliert –
viele Teilsysteme simultan beobachtet. Ein reaktives System umfasst in der Regel viele nebenläufige
Aktivitäten, welche einem engen Zusammenspiel unterliegen, und ist damit in seiner Dynamik gene-
rell schwieriger zu erfassen als ein klassisches, sequentiell ablaufendes Programm, welches nur einen
einzelnen locus of control hat. Ein inzwischen etablierter Ansatz für den Entwurf und die Analyse
reaktiver Systeme ist die Erstellung eines ausführbaren, graphischen Systemmodells. Hiermit kann
das Systemverhalten simuliert und – je nach Modellierungsumgebung – formal verifiziert werden,
bevor ein konkreter Prototyp erstellt und getestet wird. Hierbei kann die formale Verifikation da-
zu dienen, gezielte Fragestellungen zum Systemverhalten zu beantworten, zum Beispiel hinsichtlich
der Erreichbarkeit bestimmter Zustände; für ein generelles Verständnis des Systemverhaltens bleibt
die explorative Simulation und Visualisierung des Systemverhaltens jedoch unerlässlich. Es existie-
ren bereits akzeptierte Paradigmen und Werkzeuge zur Verhaltensvisualisierung, wie zum Beispiel
Statecharts; jedoch sind diese hinsichtlich der angebotenen (starren) Sichten und ihrer Bedienbarkeit
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nicht skalierbar für komplexe Systeme.
2.1 Statecharts
Der modellbasierte Entwurf reaktiver Systeme [8] ist seit längerem ein eigenständiges Forschungsthe-
ma in der Informatik. Ein inzwischen weitreichend untersuchter und durch eine Reihe kommerzieller
und am Markt erfolgreicher Werkzeuge unterstützter Formalismus für das Beschreiben reaktiven
Verhaltens beruht auf Statecharts [6]. Diese erweitern endliche Automaten [1] um Nebenläufigkeit
und Hierarchie, und können damit auch komplexe Verhaltensmuster kompakt und strukturiert be-
schreiben. Statecharts sind ein graphischer, syntaktischer Formalismus, der inzwischen auch Teil der
Unified Modeling Language (UML [9]) ist. Eine Vielzahl von Arbeiten haben sich mit möglichen
Semantiken und darauf aufbauenden formalen Analysen von Statecharts befasst [2, 5, 4, 7, 3].
Ein wesentlicher Vorteil von Statecharts ist deren Ausführbarkeit; Statecharts unterstützen-
de Modellierungswerkzeuge bieten generell nicht nur einen Statechart-Editor, sondern auch die
Möglichkeit zur Simulation und zur Codesynthese. Ein gängiges, seit den Anfängen der Statecharts
unverändertes Paradigma zur Visualisierung des Systemverhaltens während eines Simulationslaufs
ist die Hervorhebung der jeweils aktiven Teilzustände und Transitionen. Eine Einschränkung dieses
Ansatzes ist, dass die Präsentation des Statecharts – von diesen farblichen Hervorhebungen abge-
sehen – auch während der Simulation unverändert bleibt, und zwar mit dem Detaillierungsgrad
und dem Layout, welche der Modellierer beim Erstellen des Statecharts vorgegeben hat. Einzel-
ne Statecharts lassen sich so gut nachvollziehen; diese spiegeln im Allgemeinen jedoch jeweils nur
einzelne Komponenten eines Systems wieder. Zum Teil bieten Werkzeuge, wie das in Abschnitt 6
näher beschriebene ArgoUML [10], als Ergänzung noch komprimierte, tabellarische Übersichten zu
Statechart-Elementen, dies jedoch während einer Simulation nicht dynamisch angepasst.
Modellierungswerkzeuge erlauben generell die Selektion einer Menge von Statecharts, welche
dann jeweils in einem eigenen Fenster angezeigt werden und beliebig am Bildschirm angeordnet
werden können. Für realistische Systeme ist es jedoch oft schwierig, die gerade
”
aktiven“, für das
Verständnis wesentlichen Statecharts gleichzeitig sichtbar zu haben; weiterhin ändert sich diese
Menge oft im Laufe einer Simulation. Konkret bedeutet dies aus Anwendersicht ein zeitaufwändiges
und von der eigentlichen Aufgabe ablenkendes Selektieren und Verschieben von Fenstern, und bei
nicht ausreichender Darstellungsfläche zusätzlichen mentalen Integrationsaufwand.
2.2 Systemsichten
Statecharts scheinen ein inzwischen gut verstandenes, bewährtes Instrument zur Definition und
Dokumentation der Dynamik einzelner Systemkomponenten und damit auch von Gesamtsystemen.
Jedoch schränkt die mit Statecharts klassischerweise assoziierte, statische Sichtweise deren Eignung
zur Analyse reaktiven Verhaltens stark ein, wie wiederum die eigenen Erfahrungen der Autoren
beim Entwurf industrieller Anwendungen gezeigt haben. Das zugrundeliegende Problem ist die mit
bisherigen Visualisierungsansätzen zu geringe Informationsdichte [12] von Statecharts bezüglich der
während der Simulation relevanten Informationen. Dies hat zur die Konsequenz, dass sich jeweils nur
kleine Teile des Systemzustands sichtbar machen lassen, auch wenn z. B. eine textuelle Codierung
der jeweiligen Systemkonfiguration bequem auf einer Schreibmaschinenseite Platz finden würde.
Eine solche textuelle Darstellung hat jedoch den Nachteil, dass der Bezug zum Systemmodell nicht
mehr offensichtlich ist, und der Vorteil der visuellen Erlebbarkeit des dynamischen Systemverhaltens
verloren geht.
Das Nachvollziehen der Dynamik eines Systems kann in zwei Fragestellungen unterteilt werden:
1.
”
Wie verhält sich das System?“
2.
”
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4.3.7 Die Darstellung von Produktautomaten
Jeder Zustand des synchronisierten Produktes von n Automaten besteht aus n Kompo-
nenten. Das kartesische Produkt lässt sich darstellen, indem die Zustände so auf einem
n-dimensionalen Raster angeordnet werden, dass entlang der n-ten Achse nur die n-te
Komponente der Zustände geändert wird. In [Ber01] werden einige Produktautoma-
ten dreidimensional dargestellt, um die Zustandswechsel der Teilautomaten zu veran-
schaulichen. Wenn nur das synchronisierte Produkt visualisiert werden soll, können die
nicht enthaltenen Zustände ausgeblendet werden.
Diese Methode lässt sich nur für zwei bzw. drei Teilautomaten eines Produktautomaten
sinnvoll anwenden. Ein besonderer Vorteil ist die Möglichkeit, die Zustände automa-
tisch anzuordnen, was die Visualisierung eines generierten Produktautomaten erleich-
tert.
Wenn die Teilautomaten eines Produktautomaten durch Diagramme repräsentiert wer-
den, lässt sich aus deren Layout ein ähnliches Layout des Produktautomaten ablei-
ten. Wir betrachten nur das kartesische Produkt, die Darstellung kann im Anschluss
auf die Zustände des synchronisierten Produktes reduziert werden. Zunächst wird eine
Reihenfolge der Teilautomaten bestimmt, die wir mit a1, . . . , an bezeichnen. Das Dia-
gramm von a1 wird für jeden Zustand von a2 einmal dargestellt, wobei die einzelnen
Darstellungen von a1 wie die Zustände von a2 angeordnet werden. Dieses Prinzip wird
für alle ai fortgesetzt. Zum Schluss werden die Zustandsbezeichnungen vervollstän-
digt und die Transitionen eingefügt. Abbildung 4.9 zeigt ein entsprechendes Layout
des kartesischen Produktes der Automaten aus Beispiel 3.5.1. Ein Vorteil gegenüber
der n-dimensionalen Darstellung ist die Erhaltung des Diagrammlayouts, wodurch die





















Abbildung 4.9: Eine grafische Darstellung des kartesischen Produktes zweier
Automaten
(a) (b)
Abbildung 1: Eine Ampelsteuerung als paralleles Statechart (a) und das entsprechende kartesische
Produkt (b) (letzteres entnommen von Berard et al. [14]).
Für die Beantwortung der ersten Frage ist es oft nicht vorrangig, die Details eines Modells zu se-
hen, insbesondere für Anwender, welche das Modell selbst erstellt haben und damit bereits relativ
vertraut sind; wichtiger ist generell, einen Überblick über das gesamte System zu haben. Erst für
die zweite Frage wird es in der Regel erforderlich, detailliertere Informationen zu einzelnen Teilsys-
temen zu bekommen. Die Aufgabe ist also, eine große Menge an (statischen) Informationen über
die Zustandslogik einzelner Systemkomponenten sinnvoll zu reduzieren, und diese mit möglichst
umfassenden Informationen über die (dynamischen) Systemzustände zu kombinieren.
Im Folgenden unterscheiden wir zwischen statischen Sichten auf ein Systemmodell, welche sich
nicht auf eine konkrete Systemkonfiguration beziehen, und dynamischen Sichten, welche sich auf ei-
ne konkrete Systemkonfiguration beziehen, welcher z. B. im Laufe einer Simulation erreicht worden
ist. Eine Abfolge von dynamischen Sichten ist eine Animation eines tatsächlichen Systemverhaltens.
Orthogonal dazu unterscheiden wir zwischen starren Sichten, welche für ein gegebenes Teilsystem
stets die gleichen Informationen in der gleichen Art und Weise präsentieren, und flexiblen Sichten,
welche hinsichtlich Auswahl und Darstellung der dargebotenen Informationen variieren können. Wei-
terhin unterscheiden wir zwischen lokalen Sichten, welche Systemausschnitte isoliert ohne Kontext
und Querbezüge umfassen, und globalen Sichten, welche das Gesamtsystem umfassen. Herkömmliche
Visualisierungsparadigmen beschränken sich auf lokale, starre Sichten.
2.3 Die Darstellung von Produktautomaten
Statecharts erlauben Parallelität, was deren Mächtigkeit gegenüber einfachen endlichen Automaten
drastisch erhöht, da hierdurch Redundanzen und das einhergehende Problem der Zustandsexplosion
vermieden werden kann. Statecharts lassen sich jedoch durch Produktbildung in einfache,
”
flache“
Automaten überführen. Abbildung 1 zeigt als Beispiel den Produktautomaten von zwei parallelen
Ampelsteuerungen. Falls der Produktautomat nicht zu groß ist, kann dies eine hilfreiche alternative
Darstellung sein. Insbesondere ließe sich am Produktautomaten der Verlauf einer Simulation besser
nachvollziehen als am parallelen Statechart. So würde zum Beispiel für die Ampelsteuerung eine
farbliche Markierung der im Laufe einer Simulation erreichten Zustände im Produktautomat un-
mittelbar verdeutlichen, ob eine verbotene Konfiguration (
”
green, walk“) erreicht worden ist. Dies
ließe sich aus einer entsprechenden Markierung des ursprünglichen, parallelen Statecharts nicht ab-
lesen, da auch bei einer korrekten Ampelsteuerung sowohl der Zustand
”
green“ als auch der Zustand
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”
walk“ erreicht werden könnte, nur nicht im selben Simulationsschritt.
Für Produktautomate wird zunächst die Reihenfolge der Teilautomaten bestimmt, die man mit
a1, . . . , an bezeichnet. Das Statechart von a1 wird für jeden Zustand von a2 einmal dargestellt, wobei
die einzelnen Darstellungen von a1 wie die Zustände von a2 angeordnet werden. Dieses Prinzip
wird für alle ai fortgesetzt. Zum Schluss werden die Zustandsbezeichnungen vervollständigt und die
Transitionen eingefügt. Zur Darstellung wäre auch eine mehrdimensionale Darstellung geeignet.
Frank van Ham et al. haben ein Verfahren zur Visualisierung großer Zustandsräume entwickelt,
welches Zustände in cluster zusammenfasst, wenn diese die gleiche Distanz vom Ursprungszustand
haben, und deren Nachfolgezustandsmengen nicht disjunkt sind [13]. Die hieraus resultierenden
Baumstrukturen werden dreidimensional als cone trees [11] visualisiert. Sie haben dieses Verfah-
ren auf Kommunikationsprotokolle mit sehr großen Zustandsräumen angewandt, und als effektive
Ergänzung zu formalen Methoden gesehen, um Einblicke in das Verhalten der Protokolle zu erlan-
gen. Sie betrachten stets
”
flache“ Zustandsräume, ohne hierarchische Strukturierung; diese Verfahren
ließen sich also auch auf Produktautomaten anwenden.
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3 Die Visualisierung großer Informationsmengen
Statecharts mit einer gewissen Ausdehnung können nicht auf einer begrenzten Fläche dargestellt
werden, ohne dass dem Betrachter Statechart-Teile oder Details verborgen bleiben. Es existiert eine
Reihe von Ansätzen für dynamische Darstellungen, von denen einige im Folgenden kurz vorgestellt
und hinsichtlich ihrer Eignung für Statechart-Darstellungen untersucht werden. Es werden zwei
Ansätze zur Visualisierung unterschieden:
Zoom: optisches oder graphisches Vergrößern von Ausschnitten relevanter Bereiche
Ausklappen oder Explodieren: Veränderung der Sichtbarkeit von Unterzuständen von Hierar-
chiezuständen
Abbildung 2 zeigt eine allgemeine Übersicht zur Klassifizierung von Darstellungsalgorithmen von
visuellen Informationen.
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3.1 Konventionelle Zoomable User Interfaces
Die bekannteste und aufgrund ihrer Einfachheit am häufigsten implementierte Technik zur Visuali-
sierung von Diagrammen ist die Kombination von Skalierung (Zooming) und Positionierung (Pan-
ning). Die Darstellung wird auf einen rechteckigen Ausschnitt beschränkt, dessen Größe und Position
relativ zum Diagramm mit Hilfe von Zoom-Werkzeugen, Scrollbars und ähnlichen Bedienelementen
festgelegt wird. Systeme, die diese Technik verwenden, werden Zoomable User Interfaces genannt
und leiden unter folgenden Defiziten:
• Durch die Beschränkung der Darstellung auf einen Ausschnitt, gehen die Kontextinformationen
verloren. Der Nutzer sieht nicht unmittelbar, welcher Teil des Diagramms angezeigt wird und
wie dieser Teil mit anderen Bereichen in Verbindung steht.
• Je größer der dargestellte Ausschnitt ist, desto mehr Details werden angezeigt. Die Erweiterung
des sichtbaren Bereiches beeinträchtigt die Übersichtlichkeit; gleichzeitig werden die einzelnen
Elemente verkleinert und können schlechter wahrgenommen werden.
• Schon nach wenigen Navigationsschritten weiß der Nutzer oft nicht mehr, an welchem Ort des
Informationsraumes er sich befindet und auf welchem Weg er die gesuchte Information finden
kann.
3.2 Mehrere Ansichten in unterschiedlichen Abstraktionsstufen
Dem Nutzer kann die Möglichkeit gegeben werden, mehrere Ansichten in unterschiedlichen Ver-
größerungsstufen parallel zu verwenden. Ein Spezialfall dieses Prinzips ist die Präsentation einer
weniger detaillierten Überblickansicht in einem separaten Bildschirmbereich oder alternativ zur Ar-
beitsansicht. Die Überblicksansicht kann auch als dauerhafte (Overview-Layer [15], Abb. 3) oder
temporäre (Context-Layer [21]) transparente Ebene über der Arbeitsansicht angezeigt werden. Der
aktuell gewählte Ausschnitt wird normalerweise durch eine rechteckige Umrandung in der Über-
blicksansicht markiert und kann durch Verschieben dieses Rechtecks geändert werden. Um die Aus-
wahl des Bildausschnitts noch flexibler zu gestalten, kann es dem Nutzer ermöglicht werden, mit
der Maus einen rechteckigen Bereich beliebiger Größe in der Übersichtsansicht oder der aktuellen
Arbeitsansicht zu wählen. Die Übersichtsansicht muss als Abstraktionsmethode nicht zwangsläufig
die optische Verkleinerung verwenden. Oft bietet es sich an, alternative Navigationsstrukturen zur
Verfügung zu stellen, indem die präsentierten Informationen anders organisiert werden. Ein Beispiel
dafür sind Baumdarstellungen für hierarchisch strukturierte Informationen, wie sie in vielen CASE -
Werkzeugen verwendet werden. Die Kombination aus Arbeits- und Übersichtsansicht den Nachteil,
dass mehr Platz auf dem Bildschirm benötigt wird und der Nutzer gezwungen ist, beide Ansichten
mental zu integrieren.
3.3 Die Animation von Navigationsvorgängen
Pook et. al. [21] stellen eine weitere Navigationshilfe vor, die zur Veranschaulichung des gegenwärti-
gen Kontextes beitragen kann. Durchgeführte Navigationsschritte, z. B. Vergrößerungen, Verkleine-
rungen und Verschiebungen des Bildausschnitts, werden auf Verlangen des Nutzers im Schnelldurch-
lauf wiederholt, wobei die jeweilige Ansicht in einer transparenten Ebene (History-Layer) über der
Arbeitsansicht dargestellt wird. Auf diese Weise soll dem Anwender in Erinnerung gerufen werden,
auf welchem Weg der aktuelle Bildausschnitt gewählt wurde. Das Verfahren lässt sich insofern ver-
einfachen, dass anstatt der vom Nutzer durchgeführten Navigationsschritte ein direkter Übergang
von der Gesamtsicht zum aktuellen Bildausschnitt präsentiert wird; diese Variante wirkt oft weniger
verwirrend.
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Abbildung 3: Overview-Layer nach Cox et al. [15].
3.4 Fokus-und-Kontext-Darstellung
Die Fokus-und-Kontext-Darstellung soll es ermöglichen, die für den Nutzer besonders interessanten
Informationen detailliert darzustellen und trotzdem den Bezug zur Umgebung zu erhalten. Der Fokus
wird in einer hohen Vergrößerungsstufe präsentiert, so dass alle Einzelheiten erkennbar sind. Für
den Kontext wird eine geringere Vergrößerung gewählt, um eine möglichst große Informationsmenge
auf kleinerem Raum darstellen zu können. Die wahrscheinlich bekannteste Realisierung der Fokus-
und-Kontext-Darstellung ist das Fisheye View. Mit Hilfe einer nichtlinearen optischen Verzerrung
wird ein meist kreisförmiger Bereich um den Fokus vergrößert. Das Ergebnis entspricht in etwa dem
Blick durch eine auf die Darstellung gelegte Sammellinse oder einer fotographischen Aufnahme mit
einem Weitwinkelobjektiv. Die linke Seite der Abb. 5 zeigt ein Diagramm in Fisheye-Darstellung.
In der Literatur werden zwei wichtige Nachteile der Fisheye-Darstellung genannt:
• Statecharts bestehen zum Großteil aus geometrischen Formen und Text; ihre Lesbarkeit wird
durch die optische Verzerrung erschwert
• Der hohe Rechenaufwand könnte die Darstellung neuberechneter Teile des Statecharts verzögern
und somit die Nachvollziehbarkeit erschweren.
Sarkar und Brown [22] stellen eine alternative Fokus-und-Kontext-Darstellung vor, die nicht auf
optischen Verzerrungen beruht. Die entstehenden Diagramme sollen trotz der Vergrößerung des
Fokusbereiches ihren natürlichen Charakter behalten. Position, Größe und Detaillierungsgrad der
Objekte können anwendungsspezifisch berechnet werden.
Begriffe:
Degree of Interest (DOI): numerischer Wert, setzt sich zusammen aus






position and size of
the last current view
position and size of
(1) the initial view of the 24 chromosomes (2) chromosomic bands and map names (3) markers on the axis of a map
(4) view with history layer
(6) view with (a top level) context layer (8) view concentrating on the context layer(7) view with (a zoomed) context layer
(initial view + historical view)
(5) last current view
the position and size of the focus (relative to the context layer)
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Abbildung 4: Context-, History und Overview-Layer nach Pook et al. [21].
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durch eine auf die Darstellung gelegte Sammellinse oder einer fotografischen Aufnah-
me mit einem Weitwinkelobjektiv. Die linke Seite der Abbildung 4.8 zeigt ein Dia-
gramm, das z. B. einen Zustandsübergangsgraph visualisieren könnte, in Fisheye-Dar-
stellung.
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Abbildung 4.8: Diagramm in optischer (links) und grafischer (rechts) Fokus-
und-Kontext-Darstellung
In [Köt01] werden zwei wichtige Nachteile der Fisheye-Darstellung genannt:
• Viele typische Diagramme bestehen zum Großteil aus geometrischen Formen und
Text; ihre Lesbarkeit wird durch die optische Verzerrung erschwert. Für dieses
Problem ist laut [Köt01] noch keine uneingeschränkt sinnvolle Lösung gefunden
worden.
• Gerade in interaktiven Systemen spielt der hohe Rechenaufwand eine wichtige
Rolle. Durch die Integration von maschinenspezifischem Code lässt sich die Be-
rechnung beschleunigen, dies schränkt jedoch die Portabilität der Softwarepro-
dukte ein.
In [SB92] wird eine Fokus-und-Kontext-Darstellung vorgestellt, die nicht auf optischen
Verzerrungen beruht. Die Autoren bezeichnen die Methode als graphical fisheye view,
allerdings erscheint aufgrund der fehlenden Verzerrung die Bezeichnung „grafische
Fokus-und-Kontext-Darstellung“ plausibler. Die entstehenden Diagramme sollen trotz
der Vergrößerung des Fokusbereiches ihren natürlichen Charakter behalten. Position,
Größe und Detaillierungsgrad der Objekte werden mit Hilfe anwendungsspezifischer
Funktionen berechnet. Die rechte Seite der Abbildung 4.8 zeigt ein Diagramm in grafi-
scher Fokus-und-Kontext-Darstellung.
Unserer Meinung nach ist der sinnvolle Einsatz der Fokus-und-Kontext-Darstellung von
der Natur der darzustellenden Diagramme abhängig.
4.3.4 Semantisches Zooming
Eine Möglichkeit, ein Diagramm in verschiedenen Vergrößerungsstufen sinnvoll zu prä-
sentieren, ist das semantische Zooming. Dabei wird der Detaillierungsgrad der darge-
stellten Informationen an die jeweilige Vergrößerungsstufe angepasst. Wenn der sicht-
bare Bereich viele Elemente enthält, werden diese auf einem entsprechend hohen Ab-
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Problem ist laut [Köt01] och keine uneingeschränkt sinnvolle Lösung gefunden
worden.
• Gerade in interaktiven Sy temen spielt der hohe Rechenaufwand eine wichtige
Rolle. Durch die Integration von maschinenspezifisch m Code lässt sich die Be-
rechnung beschleunigen, dies schränkt jedoch die Portabilität der Softwarepro-
dukte ein.
In [SB92] wird eine Fokus-und-Kontext-Darstellung vorgestellt, die nicht auf optischen
Verzerrungen beruht. Die Autoren bezeichnen die Methode als graphical fisheye view,
all dings erscheint aufg und der fehl nden Verzerrung die Bezeichnung „grafische
Fokus-und-Kontext-Darste lung“ plausibler. Die entstehenden Diagramme sollen trotz
der Vergröß rung des Fokusbereiches ihren natürlichen Charakter behalten. Position,
Größ und Detaillierungsgrad der Objekte werden mit Hilfe a wendungsspezifischer
Funktionen berechn t. Die rechte Seite der Abbildun 4.8 zeigt ein Diagramm in grafi-
scher Fokus-und-Kontext-Darstellung.
Unserer Meinung nach ist der sinnvolle Einsatz der Fokus-und-Kontext-Darstellung von
der Natu der darzustellenden Diagramme abhängig.
4.3.4 Semantisches Zooming
Eine Möglichkeit, ein Diagramm in v rschiedenen Vergrößeru gsstufen sinnvoll zu prä-
sentieren, ist das semantische Zooming. Dabei wird der Detaillierungsgr d der darge-
stellten Inform tion n an d e jeweilige Vergrößerungsstufe angepasst. Wenn der sicht-
bare Ber ich viele El mente enthält, w rden di se auf einem entsprec d hohen Ab-
Abbildung 5: Diagramm in optischer (links) und graphischer (rechts) Fokus-und-Kontext-
Darstellung.
Distance from Focus (DFF): Abstand des Objektes vom Zentrum des Benutzerinteresses.
Ein Objekt wird um so größer dargestellt, je größer es von Natur aus ist und je näher es dem
Zentrum der Aufmerksamkeit liegt.
3.5 Semantisches Zooming
Eine Möglichkeit, ein Statechart in verschiedenen Vergrößerungsstufen sinnvoll zu präsentieren, ist
das semantische Zooming. Dabei wird der Detaillierungsgrad der dargestellten Informationen an die
jeweilige Vergrößerungsstufe angepasst. Wenn der sichtbare Bereich viele Elemente enthält, werden
diese auf einem entsprechend hohen Abstraktionsniveau angezeigt, indem unwichtige Informationen
ausgeblendet werden. Auf diese Weise lässt sich eine annähernd konstante optische Komplexität
über mehrere Vergrößerungsstufen hinweg erreichen. Das semantische Zooming basiert auf einer
hierarchischen Strukturierung der darzustellenden Elemente. Mit abnehmender Vergrößerungsstufe
werden mehr Hierarchieebenen ausgeblendet. Um bei jeder Vergrößerung sinnvolle und ästhetische
Darstellungen zu erhalten, müssen Form und Lage der Objekte gegebenenfalls angepasst werden.
Dazu ist es nötig, die Objekte in Zusammenhang mit ihrem Kontext zu betrachten.
3.6 Semantische Fokus-und-Kontext-Darstellung
Koeth [17] stellt eine Kombination von Fokus-und-Kontext-Darstellung und semantischem Zooming
vor, die er als semantische Fokus-und-Kontext-Darstellung (sFK) bezeichnet. Fokus und Kontext
werden in einer unterschiedlichen Abstraktionsstufe dargestellt; der geringere Abstraktionsgrad des
Kontexts wird jedoch nicht durch optische Verkleinerung, sondern durch Ausblenden von Details
im Sinne des semantischen Zooming realisiert. Für die Verwendung der semantischen Fokus-und-
Kontext-Darstellung spricht die Tatsache, dass Diagramme jederzeit in einer syntaktisch korrekten
und v rzerru gsfreien Form präsentiert werden kö n n.
3.7 Das Ausble den nicht erreichbarer Z stände
Insbesondere durch die Bildung von Produktautomaten (siehe Abschnitt 2.3) können Diagramme
mit einer großen Anzahl graphischer Objekte entstehen. Wenn alle nicht erreichbaren Zustände
auf Wunsch ausgeblendet werden können, ließe sich die Übersichtlichkeit verbessern. Außerdem
könnte der direkte Vergleich zwischen erreichbarer und gesamter Zustandsmenge den Nutzer unter
Umständen bei der Modellierung unterstützen.
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4 Ästhetische Kriterien, kognitive Untersuchungen und Layout-
Konventionen
Eine wesentliche Fragestellung bei der Darstellung von Statecharts ist, welches geeignete
”
ästhetische
Kriterien“ für das Layout statischer und dynamischer Statecharts sind. Für allgemeine Graphen gibt
es bereits eine Reihe von Arbeiten. Davidson und Harel [28] kombinieren eine Reihe ästhetischer
Kriterien, welche die Güte eines Graphen aus Sicht des menschlichen Betrachters quantifizieren.
Sie schlagen einen Layoutalgorithmus vor, welcher versucht, die daraus resultierende Gütefunktion
zu optimieren. Coleman und Parker [27] verfolgen einen ähnlichen Ansatz, und präsentieren den
gegenüber Davidson und Harel optimierten AGLO (Aesthetic Graph Layout) Algorithmus. Dabei
werden jeweils einfache Graphen mit punktförmigen Knoten und geraden Kanten angenommen.
Sie unterscheiden dabei zwischen syntaktischer Ästhetik (
”
Knoten sollten nicht zu nahe aneinan-
der platziert werden“) und semantischer Ästhetik (
”
Knoten eines Aufruf-Graphen, welche Funk-
tionen innerhalb des gleichen Moduls entsprechen, sollten nahe aneinander platziert werden“). Au-
ßerdem differenzieren sie zwischen statischer Ästhetik und dynamischer Ästhetik, letztere für den
Fall, dass ein Graph Modifikationen unterliegt. Ein wesentliches dynamisches Ästhetik-Kriterium ist
dabei, dass sich die Positionen bestehender Knoten und Kanten bei Modifikationen möglichst wenig
verändern sollten (minimal edit disruption); dies wird auch als dynamische Stabilität bezeichnet.
Damit soll erreicht werden, dass eine vom Benutzer bereits verinnerlichte Struktur, die kognitive
Karte (mental map), bei Bearbeitungen möglichst wenig verändert werden muss; hierzu existieren
bereits eine Reihe von Ansätzen [44, 45]. Kosak et al. [31] unterscheiden hingegen syntaktische Kor-
rektheit, perzeptuellen Aufbau, und ästhetische Optimalität eines Graphen, vergleiche Abbildung 6.
Der perzeptuelle Aufbau eines Graphen lässt sich dabei, ähnlich wie die semantische Ästhetik, auch
als Sekundärnotation (siehe Abschnitt 4.2) nutzen, um den Informationsgehalt eines Graphen zu
erhöhen und dessen Lesbarkeit zu verbessern.
4.1 Normalformen
Semantische Ästhetikkriterien haben jeweils lokalen Charakter; sie können jedoch zu Normalformen
erweitert werden, welche sich generell auf das gesamte Statechart bezieht. Normalformen haben
präskriptiven, normativen Charakter und verfolgen das Ziel, eine Vielfalt von Möglichkeiten der
Darstellung eines Statecharts auf eine einzige zu reduzieren, um zum Beispiel den Vergleich zwischen
Statecharts zu erleichtern – wohingegen semantische Ästhetikkriterien prinzipiell mehrere gleich
gute Lösungen zulassen. Wir sehen daher eine Normalform als eine Kombination von normativen
Ästhetikkriterien, wie zum Beispiel
•
”
Der initiale Zustand ist jeweils links oben“;
•
”
Transitionen von links nach rechts verlaufen oberhalb von Quelle und Senke“;
•
”
Transitionen verlaufen im Uhrzeigersinn“.
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Abbildung 6: Unterscheidung von syntaktischer Korrektheit, perzeptuellem Aufbau, und ästhetischer
Optimalität nach Kosak et al. [31].
Ein Indiz für das Potenzial von Normalformen und normativen Ästhetikkriterien sind die schon
mit einem einfachenHorizontal/Vertikal-Layouter gemachten Erfahrungen [30]. So führt zum Beispiel
die konsequente Anordnung des initialen Zustands links bzw. oben dazu, dass ein geübter Anwender
nicht mehr nach der initialen Transition suchen muss, um diese zu identifizieren. Weiterhin führt
die konsequente Anordnung von Transitionen im Uhrzeigersinn dazu, dass nicht mehr die Pfeilspitze
lokalisiert werden muss, um die Richtung der Transitionen abzuleiten. Dies ist insbesondere bei
kondensierten Darstellungen wertvoll und macht zum Beispiel offensichtlich, welche Zustände viele
mögliche Vorgänger- bzw. Nachfolgezustände haben. Weiterhin liefert eine lineare Anordnung der
Zustände mit minimalen Transitionskreuzungen einen schnellen, qualitativen Überblick über den
Fortschritt einer Simulation.
Schließlich bieten normative Ästhetikkriterien neben den kognitiven Vorteilen in der Regel auch
Vorteile hinsichtlich der für ein automatisches Layout erforderlichen Rechenzeit, und möglicherweise
auch für den erforderlichen Speicheraufwand; eine lineare Anordnung lässt sich generell schneller
berechnen und kompakter darstellen als eine beliebige zweidimensionale Anordnung.
4.2 Kognitive Untersuchungen zu visuellen Sprachen
”
Ein Bild sagt mehr als Tausend Worte“ – ist eine verkürzte Klassifizierung und Bewertung von al-
ternativen Möglichkeiten, das Gleiche auszudrücken. Der Mensch ist ein
”
visuelles Wesen“ und kann
Informationen schneller graphisch aufnehmen als über das geschriebene oder gesprochene Wort. In
der Informatik kann diese Klassifizierung auf Sprachebenen von der Spezifikation und Modellierung
bis zur Programmierung angewandt werden. Beispiele
”
bildhafter“, also graphischer, visueller Spra-
chen sind Flussdiagramme, Klassendiagramme und Petrinetze. Sehr häufig bieten die Werkzeuge
auch die Möglichkeit, aus dieser graphischen Spezifikationssprache ein (textuelles) Programm z. B.
in C oder Ada zu generieren. Im Folgenden werden graphische Sprachen und visuelle Sprachen syn-
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onym verwendet; im Gegensatz dazu stehen textuelle Sprachen. Ein Diagramm ist eine mit einer
visuellen Sprache erstellte Beschreibung, bzw. ein Fragment davon; analog dazu ist Text eine mit
einer textuellen Sprache erstellte Beschreibung.
Visuelle Sprachen werden generell mit einer Reihe von Vorteilen assoziiert, unter anderem:
• Komplexe Strukturen können relativ schnell erfasst werden;
• Es gibt relativ wenig Sprachelemente, und diese lassen sich relativ schnell erklären.
Benveniste et. al. [23] bekräftigen das:
”
Today, we see with some surprise that visual notations for
synchronous languages have found their way to successful industrial use with the support of commer-
cial vendors. This probably reveals that building a visual formalism on the top of a mathematically
sound model gives actual strength to these formalisms and makes them attractive to users.“
Es gibt jedoch auch eine Reihe offensichtlicher Nachteile visueller Sprachen. Insbesondere er-
schwert die Nicht-Linearität visueller Diagramme deren Erstellung und insbesondere Modifikatio-
nen. Um sich Überblick zu verschaffen, setzen Anwender visueller Sprachen oft die Papierform ein,
wobei häufig schon das Drucken an sich ein Problem ist, und das Resultat den ganzen Schreib-
tisch, die Wand oder gar den Fußboden in Anspruch nimmt. Bei textuellen Sprachen reduziert sich
dieser Aufwand hingegen auf das Durchblättern eines vergleichsweise kompakten Aktenordners, ein
komplettes Auslegen eines Programms auf dem Fußboden stellt eher die Ausnahme dar. In einem
Programmtext lassen sich leicht Elemente einfügen, verschieben oder löschen, ohne dass die Lesbar-
keit des Dokuments insgesamt leidet. In einem visuellen Diagramm hingegen erfordert dass Einfügen
oder Verschieben von Elementen oft aufwändige Editieroperationen, wenn das Diagramm weiterhin
gut lesbar bleiben soll. Zitat eines Programmierers:
”
I quite often spend an hour or two just moving
boxes and wires around, with no change in functionality, to make it that much more comprehensible
when I come back to it“ [36].
Tatsächlich ist auch die inhärent
”
bessere Lesbarkeit“ graphischer Formalismen experimentell
nur bedingt nachvollziehbar; eine Reihe von Studien weisen eher auf das Gegenteil hin [37, 36,
34]. Im Gegensatz zu einem künstlerischen Bild, welches ein Betrachter unvoreingenommen
”
auf
sich wirken lässt“ um sich einen individuellen Gesamteindruck zu verschaffen, geht es bei visuellen
Programmiersprachen darum, einen konkreten Sachverhalt präzise, effizient und für den Betrachter
eindeutig zu vermitteln. Eine Frage ist also: drückt ein Bild für jeden Betrachter die gleichen Inhalte
aus? Und wieviel Aufwand erfordert es, um diese Inhalte zu extrahieren? Geschriebener Text ist im
wesentlichen Graphik mit einem sehr eingeschränktem Vokabular. Der geübte Leser führt hier jedoch
einen Abstraktionsschritt durch, und nimmt Buchstaben nicht mehr als eigenständige graphische
Elemente mit ihren individuellen Wahrnehmungseigenschaften wahr. Text wurde über Jahrhunderte
als Medium zur Übermittlung technischer Informationen adaptieren; visuelle Sprachen sind hier noch
vergleichsweise unterentwickelt.
Ein wesentliches Ergebnis kognitiver Untersuchungen ist, dass das Verständnis eines Diagramms
nicht nur von den in der visuellen Sprache direkt definierten Sprachelementen abhängt, sondern
auch sehr stark von Sekundärnotationen, wie dem Layout und weiteren typographischen Hinweisen.
Erfahrene Leser nutzen typographische und andere Hinweise zum effizienten Textverständnis, ebenso
wie Programmierer [35]; die gleichen Mechanismen greifen bei visuellen Sprachen.
Petre fasst das Verhalten von Anfängern und erfahrenen Entwicklern in einer Studie [37] wie
folgt zusammen:
• Wenn äquivalente graphische und textuelle Repräsentationen nebeneinander zur Verfügung
gestellt wurden, nutzten erfahrene Anwender fast immer die textuelle Darstellung als Anleitung
zum Lesen der graphischen Darstellung.
• Anfänger hatten oft Mühe, in einem Diagramm zu erkennen, was wichtig ist – im Gegensatz zur
verbreiteten Annahme, dass graphische Darstellungen diese Information offensichtlich machen.
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Anfänger waren oft durch explizite Verbindungen verwirrt – wenn eine Linie existierte, wurde
sie als relevant eingestuft.
• Experten nutzten beim Lesen von Diagrammen auch ihre Finger besser, wobei sie zum Teil
alle zehn Finger einsetzten, um sich Punkte eines Schaltkreises zu
”
merken“.
Moher et al. [34] haben die Lesbarkeit unterschiedlicher Varianten von Petri-Netzen untersucht.
Ergebnisse waren:
• In keinem Fall waren die graphischen Varianten besser lesbar als die textuellen äquivalente.
• Die Lesbarkeit der Diagramme hing stark vom Layout ab.
Trotzdem haben sich Programmierer, befragt über ihre Präferenzen bezüglich graphischer und
textueller Sprachen, positiv über graphische Sprachen geäußert. Danach
• sind graphische Sprachen reichhaltiger, das heißt, mehr Information werden mit weniger Über-
flüssigem auf weniger Raum dargeboten;
• ergeben graphische Sprachen den
”
Gestalt“-Effekt und machen Strukturen sichtbarer;
• ist die Abstraktionsebene höher und näher an der Problemstellung;
• sind graphische Sprachen zugänglicher, leichter und schneller zu verstehen, leichter zu behalten;
• sind graphische Sprachen weniger formal und
”
nicht-symbolisch“;
• machen graphische Sprachen
”
mehr Spaß“.
Eine Feststellung ist, dass die Illusion der besseren Zugänglichkeit wichtiger sein könne als die
Realität; schon der generell empfundene Reiz graphischer Sprachen als solcher kann ein wichtiger
Motivator sein.
Petre [36] stellt fest, dass sich inhaltlich identische Entwürfe eines Anfängers und eines erfahrenen
Anwenders darin unterscheiden, dass der Entwurf des Anfängers aufgrund des Layouts schwerer zu
verstehen ist. Weiterhin wird festgestellt:
”
It is time to recognize the impact of ‘bad graphics’—of
haphazard use of perceptual cues and secondary notations—mis-cueing, misleading, misreadig, and
misunderstanding.“ Dies ist insbesondere für den Entwurf sicherheitskritischer Systeme relevant,
welche eine wesentliche und an Bedeutung zunehmende Anwendungsdomäne von Statecharts sind.
Außerdem wird vermerkt:
”
It appears that graphical notations can have a greater capacity to ‘go
wrong’ than textual notations.“
Für textuelle Sprachen gibt es eine Reihe wohldefinierter Richtlinien oder Styleguides, wie z. B.
auch für das Schreiben von Programmen in C [33] oder Java [39]. Es gibt auch Beispiele solcher
Richtlinien für graphische Sprachen, wie Statecharts [32]; diese sind aber im Vergleich zu den textu-
ellen Styleguides generell recht unpräzise und geben wenig konkrete Hinweise zum Layout, sondern
empfehlen z. B. Obergrenzen bezüglich der Zahl der Zustände pro Statechart. Ebenso gibt es für
textuelle Sprachen Analyse- und Formatierungswerkzeuge (Pretty Printer), welche die Einhaltung
von Entwurfsrichtlinien überprüfen bzw. erwirken; für graphische Programmiersprachen existiert
dies erst sehr eingeschränkt.
Purchase et. al. [38] haben eine Studie durchgeführt, um den Zusammenhang zwischen der
Erfüllung bestimmter ästhetischer Kriterien und der Lesbarkeit von UML Klassendiagrammen zu
ermitteln. Mehrere Ergebnisse der Studie widersprachen den ursprünglichen Erwartungen. Purchase
et. al. stellen fest, dass ein Layoutalgorithmus auch die Semantik der zugrundeliegenden Objekte
beachten sollte.
Eine Reihe von Diagrammtypen nutzen auch die dritte Dimension zur komprimierten Darstellung
großer Informationsmengen. Ware und Frank [40] haben kognitive Untersuchungen hinsichtlich der
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hierdurch erreichbaren Erhöhung des Informationsgehalts durchgeführt. Unter Zuhilfenahme von
Stereovision und interaktiver Animation (Möglichkeit zur Rotation der Struktur) ergab sich, dass
eine Erhöhung um den Faktor drei realistisch ist; ohne diese Hilfsmittel war der Faktor niedriger,
aber immer noch signifikant.
4.3 Beispielhafte ästhetische Kriterien für Statecharts
Eine beispielhafte Reihe ästhetischer Kriterien für Statecharts sind die folgenden.
• Für Zustände:
– Zustände sollten nicht zu nah beieinander sein.
– Zustände sollten nicht zu weit voneinander entfernt sein.
– Zustände sollten auf einem Raster platziert werden.
– Zustände sollten gleichverteilt sein.
• Für Transitionen:
– Transitionen sollten nicht zu kurz sein.
– Transitionen sollten nicht zu lang sein.
– Die Länge von Transitionen sollte wenig variieren.
– Transitionen sollten sich möglichst wenig überschneiden.
– Transitionen sollten möglichst wenig Knicke oder Biegungen enthalten.
• Weiterhin:
– Zustände und Transitionen sollten einen Mindestabstand haben
– Geringe Fläche =⇒ homogene optische Dichte.
– Das Verhältnis zwischen Höhe und Breite sollte ausgeglichen sein.
– Symmetrische Informationen sollten sich in symmetrischem Layout spiegeln.
– Semantisch zusammenhängende Strukturen sollten durch optische Nähe geclustert wer-
den.
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5 Layout-Verfahren
Das Layout von Statecharts kann als graphtheoretisches Problem formuliert werden. Das automati-
sche Layout von Graphen ist ein inzwischen klassisches Gebiet der Informatik [48, 60], motiviert zum
Beispiel durch VLSI-Layout oder die Darstellung von Datenstrukturen. Eine Vielzahl von Werkzeu-
gen und Libraries ist hierzu bereits verfügbar [42, 54, 61].
5.1 Layout-Verfahren für statische Systeme
Harel und Yashchin [52] definieren einen Algorithmus für das Layout hierarchischer blob structures,
welche aus verschachtelten, abgerundeten Rechtecken bestehen. Dies ist eine Generalisierung ge-
genüber den klassischen Annahmen des Graph-Layouts hinsichtlich der Knoten, welche nicht mehr
punktförmig sein müssen, sondern den hierarchischen Zuständen von Statecharts entsprechen. Das
Layout von Transitionen und Labels bleibt allerdings ausgeklammert.
Ein sehr einfacher, aber in der Praxis sehr effektiver Ansatz für das Layout von Statecharts
wurde in dem Spezifikationswerkzeug RSML entwickelt [53, 57]: hier werden die Zustände einer
Hierarchieebene jeweils horizontal bzw. vertikal angeordnet, dies mit den Hierarchieebenen alter-
nierend. RSML beschränkt sich dabei jedoch auf die Zustände und Transitionen, Transitionslabels
werden nicht platziert, sondern befinden sich in separaten, textuellen Beschreibungen, den AND/OR
Tables.
Castelló et al. haben eine Umgebung für die Visualisierung von Statecharts entwickelt, welches
Zustände in Schichten gruppiert und als Baumstruktur darstellt [47]. Zum automatischen Layout von
Bäumen gibt es eine Reihe von Verfahren [48]. Es gibt bei Statecharts eine Hierarchie von Ober- und
Unterzuständen, welche sich als reine Baumstruktur (ohne Vorwärts-, Rückwärts- oder Kreuzungs-
kanten) darstellen lässt, wobei die Kanten nicht den Zustandstransitionen entsprechen, sondern den
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Hierarchierelationen. Bei der Darstellung von Statecharts liegt das Hauptaugenmerk jedoch nicht
auf der Visualisierung dieser Hierarchiebeziehung, sondern auf der Visualisierung der Zustände und
Transitionen einer bestimmten Hierarchieebene. Abgesehen von gewissen Einschränkungen sind al-
le Arten von Transitionen möglich. Eine solche Einschränkung ist zum Beispiel, dass Transitionen
nicht in Unterzustände hineinspringen dürfen. Zyklische Transitionen sind generell jedoch möglich,
so dass hier keine eindeutige Baumstruktur existiert. Ein sich daraus ergebendes Teilproblem für
das Layout von Statecharts ist, dass die Zuordnung der Zustände an Schichten generell nicht ein-
deutig ist. Ein mögliches Optimalitätskriterium ist die Minimierung der Anzahl von rückwärts ge-
richteten Transitionen, welches ein klassisches NP-hartes Problem ist [55, 1]. Gansner et al. setzen
einen Simplex-Algorithmus für das Layering der Knoten ein und erzeugen Splines für die Transitio-
nen [50, 51]; eines ihrer Anwendungsbeispiele ist ein endlicher Automat, jedoch ohne die Hierarchie
und Parallelität von Statecharts. Zustandslabels werden als virtuelle Knoten betrachtet und neben
den Transitionen platziert. Diese Arbeiten beschränken sich jedoch auf statische Sichten.
5.2 Layout-Verfahren für interaktive Systeme
Interaktive Anwendungen stellen besondere Anforderungen an das Verfahren, das zur Positionierung
von Objekten verwendet wird. Das durch das Statechart repräsentierte Modell kann sich ändern,
Teile des Statecharts können skaliert oder in verschiedenen Abstraktionsstufen dargestellt werden.
Der einfachste Weg wäre, das Layout nach jeder Änderung vollständig neu zu berechnen. Dieser An-
satz ist jedoch äußerst ineffizient; außerdem besteht die Gefahr, dass das Statechart stark verändert
wird.
Bei der Arbeit mit einem Statechart erstellt der Nutzer unbewusst eine kognitive Karte (men-
tal map), die Informationen über die Struktur und die Bedeutung eines Statecharts enthält. Jede
Änderung der Darstellung erfordert eine Anpassung der kognitiven Karte; die Änderungen soll-
ten möglichst gering gehalten werden, um den Anpassungsprozess zu vereinfachen. Die Nutzung
dynamischer Graph-Drawing-Algorithmen ermöglicht es, Änderungen eines Statecharts oder der
zugrunde liegenden Darstellungskonventionen bei der Berechnung des Layouts zu berücksichtigen.
Bei dynamischen Charts können solche Algorithmen für die Berechnung der Darstellung einzelner
Simulationsschritte verwendet werden.
Es existieren zwei grundlegende Ansätze, die Anpassung der kognitiven Karte nach Statechart-
Änderungen zu unterstützen:
1. Änderungen können hervorgehoben werden, damit der Nutzer sie schneller erkennt. Animatio-
nen, d. h. Überblendungen vom vorhergehenden zum aktuellen Statechart, haben sich in dieser
Hinsicht besonders bewährt.
2. Der Aufwand zur Anpassung der kognitiven Karte lässt sich minimieren, indem die Änderungen
so gering wie möglich gehalten werden. Dabei muss im Allgemeinen ein Kompromiss zwischen
minimalen Änderungen und ästhetischen Kriterien eingegangen werden.
Die Eigenschaft eines Layout-Verfahrens, dass Änderungen der Statechart-Struktur möglichst gerin-
ge Änderungen des Layouts nach sich ziehen, wird dynamische Stabilität genannt. Der Bewahrung
von Zustandspositionen kommt eine besondere Bedeutung zu, da sie in der kognitiven Karte als
feste Orte gespeichert werden; Transitionen werden meist nur temporär betrachtet. Möglichkeiten
zur Gewährleistung der dynamischen Stabilität sind die folgenden.
Beschränkung der Änderungen auf einen Teil des Layouts: Beim Einfügen neuer Zustände
oder Transitionen kann beispielsweise gefordert werden, die Position der anderen Objekte nicht
zu verändern. Auf diese Weise können die bestehenden Bereiche der kognitiven Karte bewahrt
werden; allerdings ist es selten möglich, alle ästhetischen Kriterien und Layout-Konventionen
zu berücksichtigen. Diesem Problem kann begegnet werden, indem Anpassungen nicht strikt
verboten, sondern auf eine gewisse Umgebung der geänderten Objekte begrenzt werden.
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Metriken zur Erfassung der Divergenz zweier Statecharts: Solche Metriken sind so gestal-
tet, dass die ermittelten Abweichungen den Aufwand zur Anpassung der kognitiven Kar-
te möglichst realistisch widerspiegeln. Viele Verfahren basieren auf dem direkten Vergleich
von Koordinaten; ein Beispiel ist die Berechnung der Summe der Abstände aller Zustände
zwischen Ursprungs- und Ziel-Statechart. Rotationen, Verschiebungen oder Skalierungen von
Statecharts oder Teil-Statecharts würden in diesem Fall jedoch als gravierende Änderungen
bewertet werden. Es ist empfehlenswert, derartige Bearbeitungsschritte durch den Algorithmus
speziell zu berücksichtigen.
Besonders wirkungsvoll können Kombinationen inkrementeller und statischer Layout-Algorithmen
sein. Während der Ausführung von Editieroperationen wird z. B. das Statechart durch ein inkre-
mentelles Layout-Verfahren angepasst. In die Berechnung wird dabei nur der durch die Operation
geänderte Teil des Statecharts einbezogen. Nach Beendigung des Bearbeitungsschrittes wird ein
vollständiges Layout des gesamten Statecharts durchgeführt. Die Änderungen des Statecharts wer-
den besonders berücksichtigt, um die dynamische Stabilität zu erhalten.
5.3 Techniken zur Layoutspezifikation
Es können zwei grundlegende Ansätze unterschieden werden, um Anforderungen an die Positionie-
rung von Statechart-Objekten zu beschreiben [17]:
• Der algorithmische Ansatz nutzt einen parametrisierten Optimierungsalgorithmus zur Berech-
nung der Positionen. Ästhetische Kriterien werden in Form von parametrisierten Optimie-
rungszielen in den Algorithmus integriert.
Vorteil: rechentechnische Effizienz.
Nachteil: erneute Berechnung des gesamten Statecharts.
• Beim deklarativen Ansatz wird die Darstellung des Statecharts mittels einer vom Nutzer festge-
legten Menge von Bedingungen (Constraints) spezifiziert. Die Positionen der Objekte können
dann z. B. durch einen Constraint-Löser berechnet werden.
Vorteil: ein Constraint-Löser ist für die Korrektur des Layouts verantwortlich.
Nachteil: komplexe Ausdrücke für natürliche ästhetische Kriterien.
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6 Verfügbare Werkzeug-Infrastrukturen
Es existieren eine Reihe von Werkzeugen und Software-Bibliotheken, welche in diesem Themenfeld
relevant sind [42, 54, 61]. Es folgt ein Abriss der naheliegendsten Systeme.
Für das Erstellen graphischer Editoren gibt es eine Reihe von Werkzeugen [54], zum Beispiel
HotDraw [66, 65], ein in Smalltalk geschriebenes Framework für das Zeichnen strukturierter Graphen
basierend auf Visual Works, Unidraw [79, 78], ein C++-Framework für das Erstellen graphischer
Editoren, GenGEd [63, 64] welches auf algebraischen Graphtransformationen und Constraint Solving
basiert, sowie VisPro [83], welches auf kontext-sensitiven Reserved Graph Grammars [82] basiert.
Im Folgenden gehen wir auf zwei Werkzeuge gesondert ein, DiaGen und ArgoUML.
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6.1 DiaGen
Einen aufgrund seiner Flexibilität besonders vielversprechenden Ansatz verfolgt DiaGen [70, 69],
welches auf Hypergraph Grammatiken basiert. Aus einer XML-Spezifikation heraus werden Dia-
grammeditoren generiert, welche Syntax-geleitetes Editieren erlauben. Die in Abschnitt 3.6 beschrie-
bene sFK-Darstellung [17] basierte auf DiaGen, und auch ein Statechart-Editor mit einer einfachen
Simulationsmöglichkeit wurde hiermit bereits umgesetzt [71]. DiaGen selbst basiert auf Java und
ist frei verfügbar. Jeder mit DiaGen erstellter Editor besteht aus folgenden Modulen (s. Abb. 7):
Diagramm:
• Form und Position der Komponenten des Diagramms;
• enthält Hypergraphen-Modell des Diagramms.
Benutzerinterface:
• ermöglicht Interaktion mit dem Editor;
• Darstellung und Manipulation von Komponenten.
Analyse:
• erkennt Zusammenhänge zwischen den einzelnen Diagrammteilen;
• nach Analyse wird eine interne Repräsentation des Diagramms (Semantik) erzeugt.
Layout:
• passt Lage und Form der Diagrammkomponenten an;
• greift auf Diagrammanalyse zurück.
Diagrammtransformation:
• programmgesteuerte Modifikationen des Diagramms.
Das Problem, die Geometrie des Diagramms bei Fokus-und-Kontext-Darstellung anzupassen,
ist relativ einfach zu lösen: Das Layoutmodul, das ohnehin dafür zuständig ist, sprachspezifische
Layoutkorrekturen vorzunehmen, kann auch dazu genutzt werden, das Diagrammlayout anzupas-
sen, wenn Komponenten durch Abstraktion oder Verfeinerung ihre Größe geändert haben. Eine
nichtlineare Verzerrung der Darstellung findet damit nicht statt.
Abbildung 8 zeigt als Beispiel eine sFK-Darstellung eines UML-Beispieldiagramms mit dem
Element Kunde als Fokus. Dieses Element ist in allen Details sichtbar, während die umliegenden
Kontextelemente abstrahiert worden sind.
Zur Ausführung solcher Diagrammveränderungen bietet es sich an, das bereits vorhandene Trans-
formationsmodul zu erweitern. Das dabei notwendige Entfernen und Einfügen von Diagrammkom-
ponenten durch Transformationen ist als Grundbestandteil jeder Diagrammänderung bereits im-
plementiert. Da das Diagramm selbst und nicht nur seine Darstellung verändert wird, ist eine ab-
strahierende Zoom-Transformation mit einem Informationsverlust verbunden. Sie muss natürlich
trotzdem umkehrbar sein; es ist daher notwendig, zusätzliche Sprachmittel für die Definition von
Transformationen einzuführen, um bei der Abstraktion ausgeblendete Information zu speichern und
später wieder zu rekonstruieren. Durch die Nutzung sprachspezifischer Diagrammtransformationen
zur Abstraktion, welche von der Programmiererin definiert werden, ist auch die Berücksichtigung
spezifischer Gegebenheiten der Diagrammsprache auf einfache Weise möglich. [17]
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Abbildung 2.7: Interne Struktur eines DiaGen-Editors
• Das Benutzungsschnittstellen-Modul ermöglicht der Benutzerin die Inter-
aktion mit dem Editor. Es stellt die Komponenten des Diagramms in ei-
nem oder mehreren Bildschirmfenstern dar und bietet Möglichkeiten, es
durch direkte Manipulation zu modifizieren. Auch alle anderen Program-
mabläufe, wie z. B. die Ausführung von Diagrammtransformationen, wer-
den durch Steuerelemente der Benutzungsschnittstelle ausgelöst.
• Das Analyse-Modul erkennt in einem mehrstufigen Prozess Zusammen-
hänge zwischen den einzelnen Diagrammteilen und prüft, ob das Dia-
gramm den Regeln der jeweiligen Diagrammsprache entspricht. Es baut
dazu auf dem oben erwähnten Graph-Modell auf und verwendet Tecniken
aus dem Bereich der Graphgrammatiken. Als Ergebnis der Analyse wird ei-
ne geeignete interne Repräsentation des Diagramms (“Semantik”) erzeugt,
die dann außerhalb des Editors weiterverarbeitet werden kann.
• Das Layout-Modul unterstützt die Bearbeitung des Diagramms, indem es
Form und Lage der Diagrammkomponenten automatisch so anpasst, dass
die Korrektheit des Diagramms gewahrt bleibt. Dazu greift es auf die Infor-
mationen aus der Diagramm-Analyse zurück.
• Das Modul zur Diagrammtransformation ermöglicht umfangreichere pro-
Ab ildung 7: Interne Struktur eines DiaG itors.
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Abbildung 2.8: Semantische Fokus-und-Kontext-Darstellung eines UML-Diagramms
Diagrammänderung bereits implementiert. Da das Diagramm selbst und nicht
nur seine Darstellung verändert wird, ist eine abstrahierende Zoom-Transfor-
mation mit einem Informationsverlust verbunden. Sie muss natürlich trotzdem
umkehrbar sein; es ist daher notwendig, zusätzliche Sprachmittel für die Defi-
nition von Transformationen einzuführen, um bei der Abstraktion “ausgeblen-
dete” Information zu speichern und später wieder zu rekonstruieren. Durch die
Nutzung sprachspezifischer Diagrammtransformationen zur Abstraktion, wel-
che von der Programmiererin definiert werden, ist auch die Berücksichtigung
spezifischer Gegebenheiten der Diagrammsprache auf einfache Weise möglich.
Selbstverständlich sollte ein “Standardverhalten”, soweit sinnvoll, mit möglichst
wenig Aufwand spezifizierbar sein.
2.10 Vor- und Nachteile des realisierten Konzepts
Vergleicht man den vorgeschlagenen Ansatz mit einem rein geometrisch orien-
tierten Vorgehen im Stile der zuvor beschriebenen Toolkits, so fallen eine Reihe
von Vorteilen wie auch Nachteilen ins Auge.
Auf der positiven Seite sind dabei folgende Punkte zu berücksichtigen:
• Wie wir schon betont haben, besteht der fundamentale Vorzug darin, dass
durch sprachspezifische Abstraktions- und Fokusoperatoren die Erforder-
nisse und Möglichkeiten der jeweiligen Diagrammsprache gezielt berück-
sichtigt werden können. Die Benutzerin hat es immer mit im Sinne der
Diagrammsprache korrekten und unverzerrten Darstellungen zu tun, was
der Verständlichkeit und Bedienbarkeit der generierten Editoren entgegen-
kommen sollte.
• Auch bei der Anpassung des Diagrammlayouts bieten sich viel mehr Mög-
lichkeiten zu gezielten Korrekturen. Da Zoom-Transformationen beliebigen
Abbildung 8: Sematische Fokus-und-Kontext-Darstellung eines Diagramms nach Koeth [17].
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6.2 ArgoUML
Es existieren bereits eine Vielzahl von Modellierungswerkzeugen, welche graphische Editoren bein-
halten, aber im Gegensatz zu den oben beschriebenen Werkzeugen weniger auf das Zeichnen son-
dern auf die eigentliche Systemmodellierung abzielen. Modellierungswerkzeuge müssen also für die
graphische Modellierungssprache eine bestimmte Semantik implementieren, und bieten generell die
Möglichkeit zur Simulation und Codesynthese. Als ein Beispiel sei hier ArgoUML [10] genannt, ein
UML-Werkzeug mit einem besonderen Schwerpunkt auf dem Modellierungsprozess an sich und des-
sen kognitive Aspekte. ArgoUML verwendet integrierte Agenten (design critics), welche den Entwurf
kontinuierlich überprüfen und bewerten; dies ist motiviert durch Schoens Theorie der reflection-
in/on-action [77], nach welcher Modellierer Synthese und Analyse in einem Entwurfsprozess kon-
tinuierlich durchmischen. Prädikate (criticism control mechanisms) steuern den Einsatz der design
critics. ArgoUML ergänzt die durch UML vorgegebenen Diagrammtypen um aufgabenspezifische
Sichten (task-specific views). Tabellensichten (opportunistic table views) geben aufgabenspezifische,
komprimierte Sichten von Entwurfselementen; zum Beispiel kann ein Statechart als eine Tabelle
von Transitionen mit Quelle, Senke, Triggern etc. dargestellt werden. Als Erweiterung der klassi-
schen, starren Baumstrukturen, welche von CASE-Werkzeugen zur Orientierung angeboten werden,
bietet ArgoUML eine Auswahl an Baumdarstellungen (navigational perspectives). So können zum
Beispiel Klassenstrukturen einschließlich der in ihnen enthaltenen Zustände angezeigt werden, alter-
nativ kann dies auch zusammen mit den enthaltenen Transitionen geschehen; darüberhinaus können
zum Beispiel auch Baumstrukturen mit Zuständen und Nachfolgezuständen generiert werden. Eine
Werkzeugkomponente (das broom alignment tool) erlaubt das Ausrichten graphischer Elemente, zur
Unterstützung des Layouts und damit verbundener Sekundärnotationen; eine Anwenderstudie [75]
ergab, dass der Einsatz dieses Werkzeugs die Anzahl der für die graphische Operationen erforder-
lichen Mausbewegungen signifikant verringerte. Designs werden in XMI abgespeichert [74]; jedoch
werden graphische Informationen nicht mit den von XMI vorgegebenen Tags codiert, sondern in
PGML (Precision Graphics Markup Language [73]). Das Graph Editing Framework (GEF) ist eine
eigenständige Komponente zum Editieren verbundener Graphen. Graph Models bilden graphische
Objekte auf Datenstrukturen ab, analog zu den Mediatoren des Java Swing Toolkits [80].
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