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Abstract
Hyperspace dynamical system (2E,2f ) induced by a given dynamical system (E,f ) has been recently investigated regarding
topological mixing, weak mixing and transitivity that characterize orbit structure. However, the Vietoris topology on 2E em-
ployed in these studies is non-metrizable when E is not compact metrizable, e.g., E = Rn. Consequently, metric related dynamical
concepts of (2E,2f ) such as sensitivity on initial conditions and metric-based entropy, could not even be defined. Moreover, a con-
dition on (2E,2f ) equivalent to the transitivity of (E,f ) has not been established in the literature. On the other hand, Hausdorff
locally compact second countable spaces (HLCSC) appear naturally in dynamics. When E is HLCSC, the hit-or-miss topology on
2E is again HLCSC, thus metrizable. In this paper, the concepts of co-compact mixing, co-compact weak mixing and co-compact
transitivity are introduced for dynamical systems. For any HLCSC system (E,f ), these three conditions on (E,f ) are respectively
equivalent to mixing, weak mixing and transitivity on (2E,2f ) (hit-or-miss topology equipped). Other noticeable properties of
co-compact mixing, co-compact weak mixing and co-compact transitivity such as invariants for topological conjugacy, as well as
their relations to mixing, weak mixing and transitivity, are also explored.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. The scope
For a given topological dynamical system (E,f ), where E is an arbitrary topological space and f :E → E is a
continuous mapping, let 2E denote the set of all non-empty closed subsets of E. When f is compatible (f (F ) ∈ 2E
for every F ∈ 2E) and an appropriate hyperspace topology is selected for 2E , the induced hyperspace topological
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(2E,2f ) and (E,f ) are closely related by 2f (F ) = f (F ), which implies (2f )n(F ) = f n(F ) for n = 0,1,2, . . . , i.e.,
the orbit of point F under 2f in the hyperspace system is consistent with the orbit of set F under f in the original
system. The importance of such a relationship on orbital behaviors between (2E,2f ) and (E,f ) is confirmed by
the fact that dynamics is concerned with describing for the majority of systems how the majority of orbits evolve,
particularly as time goes to infinity, with the emphasis on asymptotic behavior especially in the presence of non-trivial
recurrence, and understanding when and in which sense this behavior is robust under small modifications of the system
(Viana [39]).
With this setting, (E,f ) and (2E,2f ) are uniquely determined each other. (E,f ) and the subsystem of (2E,2f )
that contains the singleton sets of E are topologically conjugated when E satisfies certain conditions and an appro-
priate hyperspace topology is chosen, e.g., hit-or-miss topology (Wang, Wei and Campbell [45]) or Vietoris topology
(Michael [25], Liu, Wang and Wei [23]). Moreover, an invariant set of the original system becomes a fixed point of
the hyperspace system.
The induced system (2E,2f ) may inherit some dynamical properties of the original system (E,f ). However,
the dynamical properties of (2E,2f ) are in general much more complex than that of (E,f ) due to the structural
complexity of the hyperspace 2E , as explored by recent studies on mixing, weak mixing, transitivity, dense set of
periodic points, sensitive dependence on initial conditions, entropy, and chaos (Section 1.2).
Topological dynamical systems (E,f ) where E is a metric space with metric d are not only important in the theory
of dynamics, but also of great interest in applications of dynamics. In particular, as locally compact spaces appear as
natural domains for many applications, dynamics on such spaces becomes extremely important. Hence, our emphasis
is dynamics on locally compact metrizable spaces. We will write as (E,d,f ), or as (E,f ) when the metric d is
clear.
Dynamical concepts characterizing orbital behaviors include mixing, weak mixing and transitivity. Of these three
concepts, transitivity is most closely related to the existence of a dense orbit. In fact, 1) for any compact dynamical
system (E,d,f ), when f is transitive, it is surjective; when f is surjective, it is transitive if and only if there exists
some x ∈ E whose orbit {f n(x): n = 0,1,2, . . .} is dense in E; and 2) for any topological dynamical system, mixing
implies weak mixing which in turn implies transitivity, but the converse implications do not hold in general (Block [8],
Robinson [32] and Zhou [50]).
According to the popularly accepted definition given by Devaney in 1989 [11], a dynamical system (E,d,f ) is
chaotic if it holds three conditions: (i) transitivity, (ii) the set of periodic points is dense in E, and (iii) sensitive
dependence on initial conditions (sensitivity). Banks et al. in 1992 proved that the first two measures (i) and (ii)
actually imply the third measure (iii) [3] (see also Silverman [37], 1992). This result would become unavailable if
E is not a metric space because a metric of E is clearly required to admit the definition of sensitivity; likewise,
the space 2E of the induced hyperspace dynamical system (2E,2f ) must be metrizable to admit the definition of
sensitivity.
Thus, mixing, weak mixing and transitivity are fundamental concepts for investigating orbital behaviors and chaos
of dynamical systems. Consequently, the interests of this paper are various relationships between a dynamical system
(E,f ) and its induced hyperspace system (2E,2f ) regarding mixing, weak mixing and transitivity. It should be
emphasized that while a main purpose is to explore the dynamical properties of (2E,2f ), the relations between
(2E,2f ) and (E,f ) given in this paper provide an alternative approach for describing dynamical properties of (E,f )
through the conjugacy between (E,f ) and the subsystem of (2E,2f ) that contains all singleton sets. We are also
interested in investigating these relations when the empty set of E is included in the hyperspace, i.e., F = 2E ∪ {∅}.
1.2. The current studies and drawback
The study of hyperspaces could be traced back to early 20th century, e.g., the work of Hausdorff, Vietoris, Hahn
and Kuratowski [13], and has been active since then (see e.g., Wei and Wang [48]); the study of dynamical systems has
become a central part of mathematics and its applications since the middle of the 20th century when scientists from
all related disciplines realized the power and beauty of the geometric and qualitative techniques developed during this
period for non-linear systems (see e.g., Robinson [32]).
In contrast, a systematic study of hyperspace dynamical systems was given by Bauer and Sigmund in 1975, where
E was assumed to be a compact metric space and f assumed to be a homeomorphism. Bauer and Sigmund inves-
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results hold for the induced homeomorphism 2f on the space K0 of all non-empty compact subsets (Hausdorff metric
equipped) [4]. This is probably an earliest research on hyperspace dynamical systems as indicated by Kwietniak and
Oprocha in 2007 [20]. During the last quarter of the 20th century, hyperspace dynamics (in particular, hyperspace
dynamical systems induced from locally compact dynamical systems) was under-investigated. Since 2003, more
researches have realized the importance of hyperspace dynamics, e.g., Román-Flores (on transitivity, [35], 2003),
Fedeli (on transitivity, dense periodic points and chaos, [14], 2005), Román-Flores and Chalco-Cano (on Robinson’s
chaos, [36], 2005), Banks (on mixing, weak mixing, transitivity, dense periodic points and chaos, [2], 2005), Peris (on
mixing, weak mixing, transitivity and chaos, [31], 2005), Peña and López (on entropy, [30], 2006), Zhang, Zeng and
Liu (on transitivity, dense periodic points and chaos [49], 2006), Kwietniak and Oprocha (on entropy, mixing, weak
mixing, graph maps and chaos, [20], 2007), Liu, Wang and Wei (on entropy, [23], 2007), Wang and Wei (on subsys-
tems conjugate to symbolic systems, entropy, mixing, weak mixing, transitivity, various chaos, hyperspace Birkhoff
theorem, [42,48,43,45,44], 2006 and 2007), Wang, Wei and Campbell (on mixing, weak mixing and transitivity, [45],
2007). In our papers [48,45], the hit-or-miss topology was first used for investigating hyperspace dynamical systems;
in all others, researchers equipped the hyperspaces with the Hausdorff metric, Vietoris topology or We topology (see
Remark 3.12 for the definition and properties of We topology). In particular, Banks in 2005 proved the following
important theorem [2]:
Banks’ Theorem. Let E be a metric space, 2E be equipped with the Vietoris topology, and H be a dense subspace
of 2E . If f :E → E is continuous and compatible with H (i.e., f (F ) ∈ H for every F ∈ H), then 2f :H→ H is
continuous and the following three conditions are equivalent:
(i) (E,f ) is weakly mixing;
(ii) (H,2f ) is weakly mixing;
(iii) (H,2f ) is transitive.
Moreover, (H,2f ) is mixing if and only if (E,f ) is mixing.
In above theorem, if H is chosen as 2E , then every closed mapping f :E → E is compatible with H; if H consists
of all (non-empty) finite subsets of E, which is dense in 2E , then f is always compatible with H. f being a closed
mapping is insufficient to ensure the compatibility when H is a general proper subspace of 2E (f (F ) may not be
in H). A similar theorem was given by Peris ([31], 2005) where H was taken as the collection of all non-empty
compact subsets of E, equipped with the Hausdorff metric.
However, the Vietoris topology on 2E is non-metrizable when E is not a compact metric space (Michael [25]). In
particular, when E is the n-dimensional Euclidean space Rn, 2E is non-metrizable. Consequently, all metric related
dynamical concepts of the hyperspace system (2E,2f ) such as sensitive dependence on initial conditions (Section 2.3)
and metric-based entropy (e.g., under Bowen’s definition [9,10,32,41]) could not even be defined when the Vietoris
topology is equipped. Moreover, a condition on (2E,2f ) that is equivalent to the transitivity of (E,f ) has not been
established in the literature (see Remarks 3.10 and 3.11).
Researchers equipped the hyperspaces with the Hausdorff metric generally limited their studies on compact sub-
sets of E only. The We topology used by Román-Flores [35] and Zhang, Zeng and Liu [49] is even non-Hausdorff
(Remark 3.12).
Related to chaotic behaviors of a system, sensitivity on initial conditions is one of the most important dynamical
properties when concerning (say) solutions of differential equations and the study of sensitivity requires that the space
of the system be metrizable; sometimes it is insufficient if we only know the iterative behaviors of individual points
but it becomes necessary to know the iterative behaviors of subsets of the system, implying the necessity of the con-
sideration of induced hyperspace systems and the remarkableness of the metrizability of hyperspaces. Hence, seeking
a hyperspace topology that is metrizable is critical for the investigation of hyperspace dynamics, and fortunately the
hit-or-miss topology fulfills such a requirement for a theoretically important and practically useful class of dynamical
systems (Section 2.1).
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Hausdorff locally compact second countable spaces (HLCSC), e.g., Rn and other manifolds, are widely used in
dynamics. When E is HLCSC, the hit-or-miss topology on 2E is again HLCSC, thus metrizable (Section 2.1). Further,
Under certain conditions, f :E → E is compatible with 2E (Section 2). Hence, the induced hyperspace dynamical
system (2E,2f ) is well-defined and we are able to explore its various (metric-related) dynamical properties and
characteristics.
Section 2 presents the remarkable properties of the hit-or-miss topology and defines the induced hyperspace dynam-
ical systems equipped with the hit-or-miss topology. In Section 3, we introduce the concepts of co-compact mixing,
co-compact weak mixing and co-compact transitivity for any dynamical system (E,f ), and then prove that these three
conditions are respectively equivalent to mixing, weak mixing and transitivity of the induced hyperspace dynamical
system (2E,2f ) equipped with the hit-or-miss topology. Relations between co-compact mixing and mixing, between
co-compact weak mixing and weak mixing are also given in Section 3. In Section 4, other noticeable properties of co-
compact mixing, co-compact weak mixing and co-compact transitivity such as invariants for topological conjugacy,
along with the relation between c-transitivity and transitivity, are explored.
2. Hyperspace dynamical systems equipped with the hit-or-miss topology
2.1. The hit-or-miss topology and its metrization
Hit-or-miss topology on arbitrary underlying spaces (Hausdorff or non-Hausdorff) was introduced by Fell in 1962
for the construction of the regularized dual space of C∗-algebra [15,16]. Matheron in 1975 re-discovered this topology
when investigating the distributions and Choquet Theorem of random sets [24]. Earlier investigations of this topol-
ogy were in fact given by Watson [46] in 1953 and Mrowka [27] in 1958 when they studied the topologies of closed
convergence in locally compact separable metric spaces and locally compact Hausdorff spaces, respectively. As a vari-
ation of the Vietoris topology, the hit-or-miss topology is defined as the meet of the co-compact topology and lower
Vietoris topology [29,5], and has remarkable properties: 1) It is always compact (but not necessarily Hausdorff); 2)
If the underlying space E is locally compact (not necessarily Hausdorff), this topology is compact and Hausdorff; 3)
If E is Hausdorff and compact, this topology is consistent with the Vietoris topology (i.e., Michael’s “finite topolo-
gy”) [40,25]; 4) If E is a compact metric space, the hit-or-miss topology, Vietoris topology and Hausdorff metric are
consistent [25,16,24]; and 5) This topology is also closely related to the classical upper Kuratowski convergence (of
a sequence of closed sets) which defines the upper Kuratowski topology (a topologization); the Kuratowski topology
is the meet of the upper Kuratowski topology and the lower Vietoris topology [29,5]. In particular, when E is ˇCech-
complete, the co-compact topology and upper Kuratowski topology are consistent, implying that the hit-or-miss topol-
ogy and Kuratowski topology coincide (Dolecki, Greco and Lechicki [12], Nogura and Shakhmatov [29], Beer [5]).
Let E be any Hausdorff space. Let F(E), G(E), and K(E) denote respectively the sets of all closed, open and
compact subsets of E, abbreviated as F , G, and K (∅ ∈F , ∅ ∈ G and ∅ ∈K).
The hit-or-miss topology τf (also known as H-topology [16], Fell topology [26,29], Choquet-Matheron topol-
ogy [38], or weak Vietoris topology [47]) on F is generated by the subbase
FK, K ∈K; FG, G ∈ G, (1)
where FK = {F ∈F | F ∩K = ∅} and FG = {F ∈F | F ∩G = ∅}.
A topological base of τf is [24]
FKG1,...,Gn, K ∈K, Gi ∈ G (1 i  n), n 0, (2)
where FKG1,...,Gn =FK ∩FG1 ∩ · · · ∩FGn . Note that F∅ =F and FKG1,...,Gn means FK when n = 0.
With the work of Fell ([16], 1962) and Urysohn’s Metrization Theorem [13], Flachsmeyer in 1964 first proved that
within the class of all Hausdorff underlying spaces E, the hit-or-miss topology is metrizable if and only if E is locally
compact and second countable [17]. All these results were summarized in Beer’s book ([5], 1993). It follows from
Urysohn’s metrization theorem and the compactness of this topology that the metrizability of hit-or-miss topology is
equivalent to the second countability. For more properties of the hit-or-miss topology, we refer to Fell ([16], 1962),
Matheron ([24], 1975), Attouch ([1], 1984), Klein ([19], 1984) and Beer ([5,6], 1993). Zsilinszky in 2000 obtained a
similar result for non-Hausdorff underlying spaces [51].
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topology. In 1984, Rockafellar and Wets found that for E = Rn, the stereographical metric (the Hausdorff metric
defined on the Alexandroff compactification ωRn of Rn) metrises the hit-or-miss topology [33,34]. For HLCSC
spaces E, a similar construction was in fact known earlier by Watson ([46], 1953); for locally compact spaces E,
the homeomorphic embedding C :F(E) → 2ωE defined by F 	→ F ∪ {ω} was confirmed by Mrowka ([27], 1958)
when they studied topologies of closed convergence. In 2006, we reconsidered the class of all HLCSC spaces E
(without being aware of above results). Under this condition, the hit-or-miss topology on F is Hausdorff, compact
and second countable (HCSC) [24,5], thus HLCSC on 2E = F \ {∅}. We then proved that the metric ρ defined by
the Hausdorff metric on the Alexandroff compactification ωE of E metrises the hit-or-miss topology and with this
metric ρ, established a hyperspace Birkhoff ergodic theorem [48] and investigated upper semicontinuous random
closed sets [28]. Another construction (on 2E =F \ {∅}) that bypasses the Alexandroff compactification of E through
the consideration of a countable dense subset of E was found in 1987 by Lechicki and Levi (Lechicki and Levi, [21],
1987; see also Beer [7], 1987), which however may or may not be extended to a metric of F depending on the
properties of d that are required to admit an appropriate definition for ρ(F,∅).
Michael’s result that the Vietoris topology on 2E is metrizable if and only if E is HCSC [25] (in this case, the
Hausdorff metric defined on E itself metrises the Vietoris topology) provides a fundamental tool for the study of
hyperspace systems with compact underlying spaces E. Clearly, when E is (non-compact) locally compact and a
hyperspace metric is required by applications, e.g., metric related properties of hyperspace dynamical systems and
stochastic convergence of random sets, the Vietoris topology is unsuitable but the hit-or-miss topology can be an
appropriate choice.
2.2. Induced hyperspace dynamical systems
Definition 2.1. Let E be HLCSC and f :E → E be a mapping.
(1) f is said to be convergent to a ∈ E at the infinity if for every sequence xn of points of E that does not have any
convergent subsequence in E, limn→∞ f (xn) = a holds.
(2) f is said to be convergent to infinity at the infinity if for every sequence xn of points of E that does not have any
convergent subsequence in E, f (xn) does not have any convergent subsequence in E.
(3) If (1) or (2) holds, f is said to be convergent at the infinity.
Let f be convergent at the infinity. Define 2f (∅) = {a} if f is convergent to a at the infinity or define 2f (∅) = {∅}
if f is convergent to infinity at the infinity. Consequently, we are able to define the hyperspace map 2f :F → F
(Theorem 2.2 below). If the emptyset ∅ is not of interest in a study, the hyperspace map becomes 2f :F0 → F0,
where F0 = F \ {∅} is equipped with the subspace topology of the hit-or-miss topology of F . Recall that when E is
HLCSC, F is HCSC, thus F0 is HLCSC.
It should be noticed that as sets F0 and 2E are identical. Thus these two symbols can be alternatively used (as
in Section 1); but the topology equipped on this set needs to be specified clearly (hit-or-miss topology or Vietoris
topology). Throughout the remainder of this paper, the hit-or-miss topology is equipped on F0 unless stated otherwise.
Let X and Y be two topological spaces. A continuous mapping f :X → Y is perfect if f is a closed mapping and
all fibers f−1(y) (y ∈ Y) are compact subsets of X [13]. In a separate paper [45], we proved the following theorem:
Theorem 2.2. Let E be (non-compact) HLCSC.
(i) If f :E → E is a perfect mapping, then f is compatible with F0 and 2f :F0 →F0 is continuous, implying that
(F0, ρ,2f ) is a locally compact dynamical system;
(ii) If f :E → E is a perfect mapping and converges at the infinity, then 2f :F → F is continuous. Consequently,
(F , ρ,2f ) is a compact dynamical system and (F0, ρ,2f ) is a locally compact subsystem of (F , ρ,2f ).
(iii) If 2f :F0 →F0 can be extended to a continuous map on F , then f is necessarily convergent at the infinity.
2.3. Related dynamical terminologies
Let N denote the set of all positive integers. Let (E,d,f ) be a dynamical system. f is (topologically) transitive
if for any pair of non-empty open subsets U and V of E, there exists a k ∈ N satisfying f k(U) ∩ V = ∅. f is
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f k(U) ∩ V = ∅ for all k ∈ N with k  n. f is (topologically) weakly mixing if for any non-empty open subsets
U1, U2, V1 and V2 of E, there exists a k ∈ N satisfying f k(U1) ∩ V1 = ∅ and f k(U2) ∩ V2 = ∅. It follows from
these definitions that mixing implies weak mixing which in turn implies transitivity; but the converse implications do
not hold in general. For any compact dynamical system (E,d,f ), when f is transitive, it is surjective; when f is
surjective, it is transitive if and only if there exists some x ∈ E whose orbit {f n(x): n = 0,1,2, . . .} is dense in E [8,
32,50].
A point p ∈ E is periodic for f if f k(p) = p for some k ∈ N .
If E is non-metrizable, above concepts remain valid for the topological dynamical system (E,f ). However, when
sensitivity is concerned, E must be metrizable. f has sensitive dependence on initial conditions if there exists a
constant δ > 0 such that for every point x and every open neighborhood U of x, there exist a y ∈ U and a k ∈ N
satisfying d(f k(x), f k(y) δ. A transitive mapping having a dense set of periodic points and sensitive dependence
on initial conditions is called a chaotic mapping (Section 1.1).
3. Characterizing mixing, weak mixing and transitivity of induced hyperspace dynamical systems
3.1. Between (F0,2f ) and (E,f )
Definition 3.1. Let E be Hausdorff and U be a non-empty open subset of E. If E \ U is compact, then U is called
co-compact. In particular, E itself is co-compact.
When E is compact, every non-empty open subset of E is co-compact. When E is locally compact, it has the
Alexandroff compactification ωE = E∪{ω} and U ⊆ E is co-compact if and only if U ∪{ω} is an open neighborhood
of ω in ωE.
Definition 3.2. Let E be Hausdorff and let U and V be two non-empty open subsets of E. If one of the U and V is (or
both U and V are) co-compact, then U and V are said to be a pair of co-compact subsets of E, denoted by (U,V ). In
particular, for any non-empty open subset U of E, (E,U) and (U,E) are always pairs of co-compact subsets of E.
Definition 3.3. Let (E,f ) be a topological dynamical system. If for any pair (U,V ) of co-compact subsets of E,
there exists an m ∈ N satisfying f n(U) ∩ V = ∅ for all nm, then (E,f ) (or simply f ) is said to be topologically
co-compact mixing or c-mixing for short.
From the definition of mixing (Section 2.3) and above definition of c-mixing, mixing implies c-mixing; the converse
implication is not true in general. For a compact dynamical system, c-mixing and mixing are equivalent.
Theorem 3.4. Let E be (non-compact) HLCSC and f :E → E be a perfect mapping. Then 2f :F0 →F0 is mixing if
and only f is c-mixing.
Before the proof of Theorem 3.4, let us first observe the following facts on the topological bases of F and F0.
Fact 1. FE =F \ {∅}; F∅ =F . Consequently, for any subset A of F , it holds
A∩FE =A if ∅ /∈A or A∩FE =A \ {∅} if ∅ ∈A. (3)
Fact 2. Every member of the base of F has either of the following two forms:
(FK ∩FE
)∪ {∅}; FK ∩FG1 ∩ · · · ∩FGn; K ∈K, Gi ∈ G (1 i  n), n 1. (4)
Hence, when the empty set of E is removed from F , the fundamental open sets in the base of F0 can be written in
one form, i.e.,
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F0K ∩F0G1 ∩ · · · ∩F0Gn; K ∈K, Gi ∈ G (1 i  n), n 1, (5)
which is abbreviated as F0KG1G2...Gn (n 1). Here, K may be the empty subset ∅ of E.
Proof of Theorem 3.4. Sufficiency. Suppose that f is c-mixing. Let F0Ki
Ui1U
i
2...U
i
si
(i = 1,2) be any two non-empty
fundamental open subsets from the topological base (5) of F0. We will show that there exists an m ∈ N satisfying for
all nm,
(
2f
)n(F0K1
U11 U
1
2 ...U
1
s1
)∩F0K2
U21 U
2
2 ...U
2
s2
= ∅,
thus 2f :F0 →F0 is mixing.
As E is non-compact but Ki (i = 1,2) are compact, E \ Ki (i = 1,2) are non-empty open subsets of E, thus
co-compact. F0Ki
Ui1U
i
2...U
i
si
= ∅ implies Uij \ Ki = ∅, j = 1,2, . . . , si (i = 1,2). Now, consider the pairs of co-compact
subsets (E \K1,U2j \K2), j = 1,2, . . . , s2 and (U1j \K1,E \K2), j = 1,2, . . . , s1. Since f is c-mixing, there exists
an m satisfying for all nm,
f n(E \K1)∩
(
U2j \K2
) = ∅, j = 1,2, . . . , s2
and
f n
(
U1j \K1
)∩ (E \ K2) = ∅, j = 1,2, . . . , s1.
Choose xj ∈ E \ K1 satisfying f n(xj ) ∈ U2j \ K2, j = 1,2, . . . , s2; and choose yj ∈ U1j \ K1 satisfying f n(yj ) ∈
E \K2, j = 1,2, . . . , s1. Define F = {x1, . . . , xs2, y1, . . . , ys1}. Then we have
F ∈F0K1
U11 U
1
2 ...U
1
s1
; (2f )n(F ) ∈F0K2
U21 U
2
2 ...U
2
s2
,
which implies
(
2f
)n(F0K1
U11 U
1
2 ...U
1
s1
)∩F0K2
U21 U
2
2 ...U
2
s2
= ∅.
Necessity. Suppose that 2f is mixing. Let (U,V ) be a pair of co-compact subsets of E. By Definition 3.2, at least
one of U and V is co-compact.
Case 1. U is co-compact, i.e., E \ U is a compact subset of E. Need to show that there exists an m ∈ N satisfying
for all n  m, f n(U) ∩ V = ∅. Consider two non-empty open subsets F0E\U and F0V in F0 (Note: if E \ U = ∅,
then F0E\U = F0). As 2f is mixing, there exists an m ∈ N satisfying for all n  m, (2f )n(F0E\U) ∩ F0V = ∅.
Hence, there exists an element (a non-empty closed subset of E) Fn ∈ F0E\U with (2f )n(Fn) ∈ F0V , which implies
f n(U)∩ V = ∅.
Case 2. V is co-compact, i.e., E \U is a compact subset of E. Need to show that there exists an m ∈ N satisfying for
all nm, f n(U)∩ V = ∅. The proof is similar to that of Case 1.
Hence, f is c-mixing. 
Definition 3.5. Let (E,f ) be a topological dynamical system. If for any finitely many pairs of co-compact subsets
(Ui,Vi) of E (i = 1,2, . . . , s), there exists an n ∈ N satisfying for all i = 1,2, . . . , s, f n(Ui) ∩ V = ∅, then (E,f )
(or simply f ) is said to be topologically co-compact weakly mixing or c-weakly mixing for short.
From the definitions of c-mixing and c-weak mixing (Definitions 3.3 and 3.5), c-mixing implies c-weak mixing.
From Lemma 3.6 below (see [2,18,22]), c-weak mixing is a weaker condition than weak mixing (in the definition of
c-weak mixing, only pairs of co-compact subsets are involved). For compact dynamical systems, c-weak mixing is
equivalent to weak mixing since every non-empty open subset of a compact space is co-compact.
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U1, . . . ,Uk,V1, . . . , Vk of E, there exists an n ∈ N such that f n(Ui)∩ Vi = ∅ for all i = 1,2, . . . , k.
Theorem 3.7. Let E be (non-compact) HLCSC and f :E → E be a perfect mapping. Then 2f :F0 → F0 is weakly
mixing if and only if f is c-weakly mixing.
Proof. Sufficiency. Suppose that f is c-weakly mixing. For any four fundamental open subsets of F0: Ui =
F0Ki
Ui1U
i
2...U
i
si
, i = 1,2,3,4, we will show that there exists an m ∈ N satisfying (2f )m(U1) ∩ U2 = ∅ and (2f )m(U3) ∩
U4 = ∅.
As E is non-compact but Ki (i = 1,2,3,4) are compact, E \ Ki (i = 1,2,3,4) are non-empty open subsets of E,
thus co-compact. By the assumption that f is c-weakly mixing, there exists an m ∈ N satisfying
fm(E \K1)∩
(
U2j \K2
) = ∅, j = 1,2, . . . , s2,
f n
(
U1j \K1
)∩ (E \K2) = ∅, j = 1,2, . . . , s1,
and
fm(E \K3)∩
(
U4j \K4
) = ∅, j = 1,2, . . . , s4,
f n
(
U3j \K3
)∩ (E \K4) = ∅, j = 1,2, . . . , s3.
Similar to the method used in the proof of the sufficiency of Theorem 3.4, we have
(
2f
)m(F0K1
U11 U
1
2 ...U
1
s1
)∩F0K2
U21 U
2
2 ...U
2
s2
= ∅
and
(
2f
)m(F0K3
U31 U
3
2 ...U
3
s3
)∩F0K4
U41 U
4
2 ...U
4
s4
= ∅,
i.e.,
(
2f
)m
(U1)∩ U2 = ∅,
(
2f
)m
(U3)∩ U4 = ∅.
Necessity. For any finitely many pairs of co-compact subsets (Ui,Vi) (i = 1,2, . . . , s) in (E,f ), assume that
U1, . . . ,Ut and Vt+1, . . . , Vs are co-compact (t = 0 implies that all Vi ’s (1 i  s) are co-compact; t = s implies that
all Ui ’s (1 i  s) are co-compact). As 2f is weakly mixing, it follows from Lemma 3.6 that there exists an m ∈ N
satisfying
(
2f
)m(F0E\Ui
)∩F0Vi = ∅, 1 i  t,
and
(
2f
)m
(F0Ui )∩F0E\Vi = ∅, t + 1 i  s,
implying
f n(Ui)∩ Vi = ∅, i = 1,2, . . . , s.
Hence, f is c-weakly mixing. 
Definition 3.8. Let (E,f ) be a topological dynamical system. (E,f ) (or simply f ) is said to be topologi-
cally co-compact transitive or c-transitive for short, if for any two sets of open subsets U1,V 11 ,V
1
2 , . . . , V
1
s and
U2,V
2
1 ,V
2
2 , . . . , V
2
t of E satisfying
(1) U1 and U2 are co-compact open subsets of E, and
(2) U1 ∩ V 1j = ∅ (1 j  s) and U2 ∩ V 2j = ∅ (1 j  t),
there exists an m ∈ N such that
fm(U1)∩
(
V 2j ∩U2
) = ∅ (1 j  t) and f m(V 1j ∩U1
)∩U2 = ∅ (1 j  s). (6)
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transitivity. The relation between c-transitivity and transitivity for an arbitrary topological dynamical system (E,f )
is given in Section 4, Theorem 4.5 and Corollary 4.6.
Theorem 3.9. Let E be (non-compact) HLCSC and f :E → E be a perfect mapping. Then 2f :F0 →F0 is transitive
if and only if f is c-transitive.
Proof. Sufficiency. Suppose that f is c-transitive. For any (non-empty) fundamental open subsets of F0: F0K1
V 11 V
1
2 ...V
1
s
and F0K2
V 21 V
2
2 ...V
2
t
, we will prove that there exists an m ∈ N satisfying (2f )m(F0K1
V 11 V
1
2 ...V
1
s
)∩F0K2
V 21 V
2
2 ...V
2
t
= ∅.
As E is non-compact but Ki (i = 1,2) are compact, Ui = E \ Ki (i = 1,2) are non-empty open subsets of E,
thus co-compact. Hence, the condition 1) of Definition 3.8 is satisfied. Choose an arbitrary F ∈ F0K1
V 11 V
1
2 ···V 1s
. Then
F ∩ K1 = ∅ (so F ⊆ U1) and F ∩ V 1j = ∅ (1  j  s), implying U1 ∩ V 1j = ∅ (1  j  s). Similarly, we have
U2 ∩ V 2j = ∅ (1  j  t). The condition 2) of Definition 3.8 is also satisfied. As f is c-transitive, there exists an
m ∈ N satisfying f m(U1)∩ (V 2j ∩U2) = ∅ (1 j  t) and f m(V 1j ∩U1)∩U2 = ∅ (1 j  s). Now, choose xi ∈ U1
(1 i  t) satisfying fm(xi) ∈ V 2j ∩ U2 and choose yj ∈ V 1j ∩ U1 (j = 1,2, . . . , s) satisfying f m(yj ) ∈ U2. Define
F = {x1, x2, . . . , xt , y1, y2, . . . , ys}. Then F ∈F0K1
V 11 V
1
2 ...V
1
s
and (2f )m(F ) ∈F0K2
V 21 V
2
2 ...V
2
t
. Hence, (2f )m(F0K1
V 11 V
1
2 ...V
1
s
)∩
F0K2
V 21 V
2
2 ...V
2
t
= ∅.
Necessity. Let U1,V 11 ,V
1
2 , . . . , V
1
s and U2,V 21 ,V
2
2 , . . . , V
2
t be any two sets of open subsets of E satisfying the
conditions (1) and (2) of Definition 3.8. Then F0E\U1
V 11 V
1
2 ···V 1s
and F0E\U2
V 21 V
2
2 ...V
2
t
are non-empty open subsets of F0. As 2f
is transitive, there exists an m ∈ N satisfying
(
2f
)m(F0E\U1
V 11 V
1
2 ...V
1
s
)∩F0E\U2
V 21 V
2
2 ...V
2
t
= ∅.
Hence, there exists an F ∈ F0E\U1
V 11 V
1
2 ...V
1
s
such that fm(F ) ∈ F0E\U2
V 21 V
2
2 ...V
2
t
. This shows fm(U1) ∩ (V 2j ∩ U2) = ∅ (1 
j  t) and f m(V 1j ∩U1)∩U2 = ∅ (1 j  s). Therefore, f is c-transitive. 
To summarize the results established in this section, we have the following implication diagram regarding (c-
)mixing, (c-)weak mixing and (c-)transitivity. Bottom portion of the diagram (rows 2, 3 and 4) shows our results (hit-
or-miss topology equipped on F0). The top portion (rows 1 and 2) shows Banks’ results (Vietoris topology equipped
on F0), where H is any compatible and dense subspace of F0. Notice that in Banks’ results, there is no a direct
relation on transitivity between the induced hyperspace system and original system. In our results, such a relation is
established: (E,f ) is c-transitive if and only if (F0,2f ) is transitive. Recall from Sections 1.1 and 2.3 that transitivity
is a closer concept (than mixing and weak mixing) for characterizing orbital behaviors of dynamical systems, implying
the importance of this new result. The relation between c-transitivity and transitivity of any dynamical system (E,f )
is given in Section 4, Theorem 4.5 and Corollary 4.6.
(H,2f ) is mixing (H,2f ) is weakly mixing (H,2f ) is transitive
(E,f ) is mixing (E,f ) is weakly mixing (E,f ) is transitive
(E,f ) is c-mixing (E,f ) is c-weakly mixing (E,f ) is c-transitive
(F0,2f ) is mixing (F0,2f ) is weakly mixing (F0,2f
)
is transitive
Remark 3.10. The proofs of Theorems 3.4, 3.7 and 3.9 are given for non-compact HLCSC space E. However, these
theorems remain valid when E is also compact. In fact, E is now HCSC (so compact metrizable). Consequently,
hit-or-miss topology and Vietoris topology (as well as Hausdorff metric) on F0 are consistent (the empty set ∅ of E
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and weak mixing respectively. Hence, Theorems 3.4 and 3.7 overlap with Banks’ results on H = 2E for compact
metric space E (Section 1.2). For Theorem 3.9 (no a similar result in Banks’ Theorem), observe that in the proof of
Theorem 3.9, neither K1 nor K2 can be equal to E (otherwise, F0K1
V 11 V
1
2 ...V
1
s
or F0K2
V 21 V
2
2 ...V
2
t
would be empty and thus
contradict to the assumption that none of them is empty). Hence, the proof of Theorem 3.9 is valid when E is also
compact.
Now consider HCSC E. It follows from Theorem 3.9 ((E,f ) c-transitive ⇔ (2E,2f ) transitive; hit-or-miss topol-
ogy) and Banks’ result ((E,f ) weak mixing ⇔ (2E,2f ) transitive; Vietoris topology) that c-transitivity is equivalent
to weak mixing. However, if E is non-compact, c-transitivity and weak mixing are different (see Corollary 4.6 and its
preceding paragraph).
Remark 3.11. For a special case where 2f is defined on the space K0 of all non-empty compact subsets of a metric
space E (K0 is equipped with the Hausdorff metric), Román-Flores proved in 2003 that 2f transitive implies f tran-
sitive, but the converse implication does not hold [35] (Banks proved that f weak mixing implies 2f transitive when
the Vietoris topology is equipped). The counterexample given in his paper is the translation of the circle: Tλ :S1 → S1
where λ is an irrational number and Tλ(eiθ ) = ei(θ+2πλ). Tλ is transitive but the induced hyperspace map 2Tλ is not.
As S1 is a compact metric space, the Hausdorff metric, Vietoris topology and the hit-or-miss topology are all con-
sistent on 2S1 . Román-Flores did not give a condition on (E,f ) equivalent to transitivity of (2E,2f ) (neither for
a general dynamical system (E,f ), nor for a compact dynamical system). Theorem 3.9 of our paper establishes a
weaker condition (c-transitivity) than weak mixing for HLCSC (E,f ) that is equivalent to (2E,2f ) transitive where
the hit-or-miss topology is endowed for 2E .
Remark 3.12. Román-Flores also considered the We topology on K0 in the same paper, and proved that f transitive
is equivalent to 2f transitive. He considered this result as an “interesting one”, instead of the main result of his paper.
He might or might not realize that this hyperspace topology is in fact non-Hausdorff, as he did not mention in the
paper. The We topology on K0 is generated by the family e(U), U is open in E, where e(U) = {K ∈ K0 | K ⊆ U}.
These members e(U) have the following properties: (1) e(U1)∩e(U2) = e(U1 ∩U2), (2) e(E) =K0, and (3) e(U) = ∅
equivalent to U = ∅ [35]. It follows from (1) that the intersection of any finitely many e(U)’s is again in the form
e(U), and thus the family e(U) actually forms a base for the We topology. Now, take any three different points x, y
and z of E. Consider two points F1 = {x, y} and F2 = {x, z} of K0. If e(U1) and e(U2) are two members of the base
satisfying F1 ∈ e(U1) and F2 ∈ e(U2), then it follows from the definition of e(U) that F1 ⊆ U1 and F2 ⊆ U2, implying
x ∈ U1 and x ∈ U2. Hence, {x} ∈ e(U1) and {x} ∈ e(U2), thus e(U1)∩ e(U2) = ∅. Therefore, the We topology is non-
Hausdorff.
Remark 3.13. Like mixing, weak mixing and transitivity, co-compact mixing, co-compact weak mixing and co-
compact transitivity are topological concepts. The assumption HLCSC on E in this section is to ensure the metriz-
ability of the hit-or-miss topology on F .
3.2. Between (F ,2f ) and (E,f )
Let E be non-compact HLCSC. Suppose that f :E → E is a perfect mapping and converges at the infinity. By
Theorem 2.2, (F , ρ,2f ) is a compact dynamical system and (F0, ρ,2f ) is a locally compact subsystem of (F , ρ,2f ).
Here F0 is an open dense subspace of F . It follows from the definitions of (c-)mixing, (c-)weak mixing and (c-
)transitivity that (F , ρ,2f ) and (F0, ρ,2f ) have same characteristics regarding these three dynamical properties.
Therefore, the previous implication diagram results in the following implication diagram:
(E,f ) is c-mixing (E,f ) is c-weakly mixing (E,f ) is c-transitive
(F0,2f ) is mixing (F0,2f ) is weakly mixing (F0,2f ) is transitive
(F ,2f ) is mixing (F ,2f ) is weakly mixing (F ,2f ) is transitive
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In this section, we explore other noticeable properties of c-mixing, c-weak mixing and c-transitivity, and the relation
between c-transitivity and transitivity for any dynamical systems (E,f ).
It is known that (E,f ) is transitive if and only if for any non-empty open subset U of E,
⋃∞
n=1 f n(U) is a dense
subset of E (see Block [8]). For c-transitivity, we have the following theorem:
Theorem 4.1. If (E,f ) is c-transitive, then for any co-compact subset U of E, ⋃∞n=1 f n(U) is a dense subset of E.
Proof. From Definition 3.1, co-compact subsets are non-empty open subsets with compact complements. Let V be
any non-empty open subset of E. Consider two sets of open subsets of E: U , E and E, V , which hold properties (1)
U and E are non-empty co-compact open subsets; and (2) U ∩ E = ∅, E ∩ V = ∅. As (E,f ) is c-transitive, there
exists a k ∈ N satisfying f k(U ∩E)∩ V = ∅, i.e, f k(U)∩ V = ∅. Consequently, ⋃∞n=1 f n(U) is dense in E. 
Corollary 4.2. If (E,f ) is c-transitive, then for any n ∈ N , f n(E) is a dense subset of E.
Proof. It suffices to show that f (E) is dense in E. As E is of course a co-compact subset in E itself, it follows from
Theorem 4.1 that
⋃∞
n=1 f n(E) is dense in E. On the other hand,
⋃∞
n=1 f n(E) = f (
⋃∞
n=0 f n(E)) = f (E). Hence,
f (E) is dense in E. 
Definition 4.3. Let (X,f ) and (Y, g) be two topological dynamical systems. If there exists a homeomorphism h :X →
Y satisfying the conjugacy relation h ◦ f = g ◦ h, then (X,f ) and (Y, g) are said to be topologically conjugated
systems.
It is known that mixing, weak mixing and transitivity are invariants of topological conjugacy (see Robinson [32]).
For c-mixing, c-weak mixing and c-transitivity, a similar result holds, i.e.,
Theorem 4.4. c-mixing, c-weak mixing and c-transitivity are invariants of topological conjugacy.
Proof. Let (X,f ) and (Y, g) be two conjugated dynamical systems, and h be the homeomorphism stated in Defini-
tion 4.3. h(U) is a co-compact open set of Y if and only if U is a co-compact open set of X. Then from the definitions
of c-mixing, c-weak mixing and c-transitivity, it can be proved (a straightforward proof) that (X,f ) being c-mixing
(respectively, c-weakly mixing, c-transitive) is equivalent to (Y, g) being c-mixing (respectively, c-weakly mixing,
c-transitive). 
The next theorem and its corollary explore the relation between c-transitivity and transitivity.
Theorem 4.5. Let (E,f ) be a topological dynamical system. If f is c-transitive, then for every co-compact open
subset U and any non-empty open subset V of E,
(i) there exists an m ∈ N satisfying f m(U)∩ V = ∅;
(ii) there exists also an n ∈ N satisfying f n(V )∩U = ∅.
Proof. (i) In Definition 3.8, let the two sets of open subsets of E be U,E and E,V . Then (1) U is co-compact by the
assumption and E is of course co-compact; and (2) U ∩E = ∅ and E ∩V = ∅. Since f is c-transitive, there exists an
m ∈ N satisfying f m(U) ∩ (V ∩E) = ∅ and f m(U ∩E)∩ V = ∅, which imply fm(U)∩ V = ∅.
(ii) The proof is similar to above (i). Consider two sets of open subsets E, V and U , E in E. Then (1) as in (i), U
and E are co-compact; and (2) E ∩ V = ∅ and U ∩ E = ∅. Since f is c-transitive, there exists an n ∈ N satisfying
f n(E)∩ (U ∩E) = ∅ and f m(E ∩ V )∩U = ∅, which imply f n(V ) ∩U = ∅. 
From Section 3, weak mixing ⇒ c-weak mixing ⇒ c-transitivity, and c-weak mixing is weaker than weak
mixing (see paragraph preceding Lemma 3.6). Hence, c-transitivity is a weaker condition than weak mixing. But
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(Remark 3.10) that these three concepts coincide.
Corollary 4.6. Let (E,f ) be a compact topological dynamical system. If f is c-transitive, then f is transitive.
Proof. Let U and V be any non-empty open subsets of E. As E is compact, U and V are co-compact. According to
Theorem 4.5, there exists an m ∈ N satisfying fm(U)∩ V = ∅. Hence, f is transitive. 
Example 4.7. The transitive mapping Tλ defined in Remark 3.11 is not c-transitive. In fact, consider V 11 = {eiθ | 0 <
θ < π3 }, V 12 = {eiθ | 2π3 < θ < π}, U1 = V 11 ∪ V 12 ; and V 21 = {eiθ | 4π3 < θ < 5π3 }, and U2 = V 21 . As S is compact,
above open subsets of S are co-compact. Tλ is an isometric homeomorphism and maps an arc to an arc. Hence, there
is no an n ∈ N satisfying f n(U1 ∩ V 11 )∩U2 = ∅ and f n(U1 ∩ V 12 )∩U2 = ∅.
Concluding remark. This paper (and our papers [48,45]) first uses the hit-or-miss topology for investigating the
hyperspace dynamical system (2E,2f ) induced from a HLCSC dynamical system (E,f ). The advantage of this
hyperspace topology is that it is metrizable when E is HLCSC and a concrete metric is available, thus admitting the
study of sensitivity on initial conditions, metric-based entropy, chaos and other metric-related dynamical properties for
locally compact (hyperspace) systems. In contrast, for other hyperspace topologies currently employed in the literature
of hyperspace dynamics, the Vietoris topology is non-metrizable (unless E is compact metrizable), thus limiting the
scope to compact (hyperspace) systems when metric-related dynamical properties are concerned; the We topology is
non-Hausdorff; the Hausdorff metric topology generally admits the study of the hyperspace system consisting non-
empty compact subsets of E (or non-empty bounded closed subsets of E, which however is not seen so far in the
literature).
In this paper, the concepts of co-compact mixing, co-compact weak mixing and co-compact transitivity are in-
troduced for dynamical systems. The importance of these concepts are confirmed by the established results: (1) For
any HLCSC system (E,f ), co-compact mixing, co-compact weak mixing and co-compact transitivity on (E,f ) are
respectively equivalent to mixing, weak mixing and transitivity on (2E,2f ) (hit-or-miss topology equipped) (Section
3); and (2) For any dynamical systems, co-compact mixing, co-compact weak mixing and co-compact transitivity
are invariants for topological conjugacy (Theorem 4.4). Co-compact mixing, co-compact weak mixing are weaker
conditions than mixing and weak mixing respectively, but equivalent for compact dynamical systems (Section 3).
The relation between co-compact transitivity and transitivity is more complex. First, co-compact transitivity “near-
ly” implies transitivity (Theorem 4.5). Second, If (E,f ) is c-transitive, then for any co-compact subset U of E,⋃∞
n=1 f n(U) is a dense subset of E (Theorem 4.1), which is a similar property of transitive mappings. Third, when
E is compact, co-compact transitivity can be stronger than transitivity (Corollary 4.6 and Example 4.7). It is a known
fact that transitivity can characterize weak mixing: f weak mixing is equivalent to f × f transitive [50]. Because of
its close relation to transitivity, co-compact transitivity is a fundamental concept in describing the orbit structure of a
dynamical system, which is the major concern of dynamics.
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