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We present the formation of homonuclear Cs2, K2, and heteronuclear CsK long-range Rydberg
molecules in a dual-species magneto-optical trap for 39K and 133Cs by one-photon UV photoassoci-
ation. The different ground-state-density dependence of homo- and heteronuclear photoassociation
rates and the detection of stable molecular ions resulting from auto-ionization provide an unam-
biguous assignment. We perform bound-bound millimeter-wave spectroscopy of long-range Rydberg
molecules to access molecular states not accessible by one-photon photoassociation. A comparison
to binding energies calculated with the most recent theoretical model and atomic parameters reveals
the inadequacy of this approach to correctly describe the full set of our observations from homo-
and heteronuclear long-range Rydberg molecules. We show that the data from photoassociation
spectroscopy of heteronuclear long-range Rydberg molecules provides a benchmark for the develop-
ment of theoretical models which facilitate the accurate extraction of low-energy electron-neutral
scattering phase shifts.
Long-range Rydberg molecules (LRMs) are bound
states of a Rydberg atom and a ground-state atom lo-
cated within the orbit of the Rydberg electron [1, 2].
The binding results from the scattering of the almost
free Rydberg electron off the ground-state atom, which
was first described by Fermi [3]. For low-energy collisions,
the interaction strength is proportional to the probability
density of the Rydberg electron’s wavefunction and the
S-wave scattering length. For negative scattering lengths
and Rydberg atoms in states with high principal quan-
tum number n, the oscillatory interaction potential sup-
ports bound states at internuclear separations R ∼ 2a0n2
close to the classical turning point of the Rydberg elec-
tron [4]. Homonuclear LRMs were first observed by pho-
toassociation in rubidium [5], followed by observations in
cesium, rubidium, and strontium [6–11]. Given an accu-
rate theoretical model to describe their binding, LRMs
can yield precise data on low-energy electron-neutral col-
lisions (Ecol ≤ 100 meV) [10, 12, 13] which is not accessi-
ble otherwise and is of greatest relevance in many fields
including low temperature plasmas, radiation chemistry
and biology [14].
In this letter we show that heteronuclear LRMs provide
a stringent test for current theoretical models because the
contributions from Rydberg atom and perturber can be
varied separately, similarly to the established methods of
isotopic and isoelectronic substitution in chemistry [15].
By photoassociation below n 2P3/2 Rydberg states in a
dual-species magneto-optical trap (dsMOT) of 133Cs and
39K we create homonuclear Cs2 and K2 LRMs as well
as heteronuclear LRMs. Millimeter-wave spectroscopy of
CsK LRMs yields additional data on n 2S1/2 Rydberg
states. A comparison to theoretical calculations reveals
the inadequacy of current theoretical tools to correctly
describe the full set of our observations for homo- and
heteronuclear LRMs.
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Figure 1. (upper panel) Cs+2 and (lower panel) CsK
+ ion
signals as a function of the photoassociation laser detun-
ing from the Cs(22 2P3/2)←Cs(6 2S1/2(F = 3)) transition
recorded after 25µs of PA. The Cs density was varied (leg-
end in upper panel, values in cm−3) and the K density was
2.5(3) · 1010 cm−3. (inset) Full (open) circles are the scaled
integrals of the CsK+ (Cs+2 ) signal. Dashed lines represent
linear and quadratic fits.
A dual-species MOT (dsMOT) is formed by two
background-vapour-loaded MOTs for 133Cs and 39K, spa-
tially overlapped in an ultra-high vacuum chamber fea-
turing electrodes for precise electric-field control and a
micro-channel plate detector [16, 17]. The two atomic
clouds are overlapped by coupling all laser beams for the
two MOTs out of common single-mode fibers. The over-
lap is monitored by absorption images and is optimized
by small changes to the alignment of the trapping beams
and their intensities. Typical values for atom num-
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2Figure 2. Photoassociation spectra of Cs (K) atoms prepared in the F = 3 (F = 1) ground state. (upper row) Cs PFI
(left), Cs+2 (middle), and CsK
+ (right) autoionization signal recorded below the Cs(31 2P3/2)←Cs(6 2S1/2(F = 3)) transition.
Resonances assigned to the v = 0 level in the outermost well of the 3Σ+ (1,3Σ+) states are marked by full (dotted) blue
(Cs2) and green (CsK) lines. (bottom row) K PFI (left), KCs
+ (middle), and K+2 (right) autoionization signal below the
K(29 2P3/2)←K(4 2S1/2(F = 1)) transition. Resonances assigned to the v = 0 level in the outermost well of the 3Σ+ (1,3Σ+)
states are marked by full (dotted) magenta (K2) and red (KCs) lines. The autoionization and PFI signals (gray dotted line in
left panels) for Cs2 and K2 were recorded in single-species MOTs.
ber, peak density, and temperature are 8 · 106 (5 · 106),
2 · 1010 cm−3 (4 · 1010 cm−3) and 40µK (20 µK) for the
cesium (potassium) MOT. LRMs are formed by one-
photon photoassociation using UV-laser pulses of 10 µs to
30 µs length and a peak intensity of 200 W cm−2. The UV
radiation is obtained by frequency-doubling the output
of a continuous-wave (cw) ring dye laser at 639 nm (571
nm) for Rydberg states of cesium (potassium). Its fre-
quency is measured by a wavemeter (HighFinesse WS7),
calibrated to the D2 line of potassium every few sec-
onds. Measurements with an optical frequency comb [16]
showed that this calibration procedure yields errors below
1.5 MHz in the UV for frequency shifts of up to 200 MHz.
Following photoassociation, a ramped electric field is ap-
plied to state- and mass-selectively detect products [10].
The ionization field of an LRM is similar to the one of
the corresponding atom, which facilitates bound-bound
spectroscopy by millimeter waves [17].
When photoassociation is performed in a mixture of
species A and B, both homonuclear and heteronuclear
molecules may be created. Pulsed-field ionization (PFI)
does not allow us to distinguish between A2 and AB, be-
cause the molecule dissociates instantaneously upon re-
moval of the Rydberg electron and in both cases A+ is
detected. However, AB (A2) may autoionize to form a
stable molecular ion AB+ (A+2 ) [18, 19]. A photoassoci-
ated molecule is thus detected either as atomic or molec-
ular ion, depending on the autoionization rate which may
vary strongly for different molecular states. We use the
labels KCs (CsK) to distinguish between heteronuclear
LRMs where potassium (cesium) is in a Rydberg state,
although these are chemically identical species. Fig. 1
shows the Cs+2 and CsK
+ signals when the frequency of
the photoassociation laser applied to the dsMOT is tuned
below the Cs(22 2P3/2)←Cs(6 2S1/2(F = 3)) transition.
Clear resonances appear when the density of Cs ground-
state atoms is increased. The detection of CsK+ ions
constitutes an unambiguous signature for the formation
of heteronuclear LRMs. The number of heteronuclear
ions depends linearly on the density of Cs ground-state
atoms while the number of Cs+2 ions exhibits a quadratic
dependence, as expected for non-saturated photoassoci-
ation (see Appendix A) [20].
Photoassociation spectra below the Cs(31 2P3/2)
asymptote (upper row) and below the K(29 2P3/2)
asymptote (lower row) are shown in Fig. 2. The effective
quantum numbers n∗ = n − δ, where δ is the quantum
defect, of the two states are 27.44 [16] and 27.29 [17], re-
spectively, and the properties of the Rydberg electron
are almost identical. The PFI signal obtained in the
dsMOT (left panel, black line) exhibits dense series of
resonances above −150 MHz, resulting from photoassoci-
ation of LRMs. The detuning of a resonance from the
atomic Rydberg transition directly yields its binding en-
ergy. At detunings above approx. −30 MHz, the molec-
ular resonances are masked by off-resonant excitation of
Rydberg atoms and Rydberg-atom pairs [18]. For com-
parison, photoassociation spectra obtained in the single-
species MOTs (gray-dashed lines) are shown. Photoas-
sociation in the dsMOT yields overall larger signals, but
only few additional resonances can be identified unam-
biguously. The signals of molecular ions resulting from
autoionization are shown in the central and right-hand
panels and allow us to assign resonances in the PFI spec-
tra to homo- or heteronuclear LRMs. As an example,
the position of the strong resonance in the Cs PFI spec-
3Figure 3. (upper panel) Cs(37 S1/2) PFI and (lower panel)
CsK+ signal as function of the millimeter-wave detuning from
the Cs(37 2S1/2)←Cs(37 2P3/2)K(4 2S1/2(F = 2))(3Σ+(v =
0)) transition. The resonance assigned to the v = 0 level
in the outermost well of the 3Σ+ (1,3Σ+) state is marked by a
full (dotted) green line. The gray bar masks a spurious signal
from two-photon excitation of atomic Rydberg states caused
by overlapping UV and millimeter-wave pulses.
tra at −83 MHz is marked in the upper panels by a green
line. This resonance is assigned to CsK based on the
observations that (i) its intensity is much stronger when
photoassociation occurs in the dsMOT and (ii) it is also
present in the CsK+ signal. Because of the dense spectra
of homo- and heteronuclear LRMs when Cs is excited,
many of their photoassociation resonances overlap. The
photon energy required to excite K atoms into Rydberg
states is sufficient to ionize Cs ground-state atoms. Be-
cause the cross section for this process is small, we ob-
serve only few Cs+ ions when exciting K in the dsMOT,
which might cause a broadening of the spectra in panels
“K PFI” and “KCs”.
Millimeter-wave spectroscopy of LRMs allows us to
probe molecular states correlating to Rydberg states
with different angular momenta. Fig. 3 shows exem-
plary millimeter-wave spectra of CsK molecules formed
by photoassociation in the v = 0 level of the 3Σ+ state
correlated to the Cs(37 2P3/2)K(4
2S1/2(F = 2)) asymp-
tote, where transitions to Cs(37 2S1/2)K(4
2S1/2(F = 2))
molecular states are driven by a 10µs millimeter-wave
pulse following PA (see Appendix F). Because of the
almost integer quantum defect of cesium n2S1/2 states
(δ = 4.04), these states lie just below the degenerate
manifold of high-l Rydberg states and are strongly in-
fluenced by LRMs correlated to these asymptotes [4, 21–
23]. The autoionization signal (lower panel) exhibits sev-
eral resonances originating from transitions to states with
higher autoionization rates. These resonances also ap-
pear in the PFI signal for Cs(37 2S1/2) Rydberg states
(upper panel), which confirms millimeter-wave-induced
population transfer.
To assign observed resonances, we calculate the poten-
tial energy curves (PEC) for homo- and heteronuclear
LRMs using the Hamiltonian given by Eiles and Greene
[24] and the most recent theoretical phase shifts [25, 26].
The phase shifts depend on the collision energy, which is
Figure 4. 3Σ+(Ω = 1/2) interaction potentials correlating to
the indicated molecular asymptotes. The minima of the out-
ermost potential well De are marked by dashed gray lines.
The energy D0 of the vibrational ground states and the re-
spective probability densities are indicated by filled curves.
taken as the semi-classical kinetic energy of the Rydberg
electron
Ecol =
2
R
− 1
n2ref
(1)
in the potential of the Rydberg-atom core. The hy-
drogenic manifold above the state of interest (n = 28
for the n 2P states studied here) is chosen as reference
nref [24, 25].
The Hamiltonian is evaluated in an atomic prod-
uct basis, consisting of the nuclear and electronic spins
(i,mi, s,ms) of the ground-state atom and a set of states
(n, l, j,mj) of the Rydberg atom, where mi, ms, and mj
are the projections of i, s, and j on the internuclear axis.
The projection of the total angular momentum exclud-
ing rotation on the internuclear axis, Ω = mi +ms +mj ,
is a conserved quantity and we perform the calculation
separately for each Ω. The choice of the basis set is am-
biguous, because the eigenenergies do not converge when
more states are included [27]. We optimize the basis
size separately for each perturber to reproduce the ex-
perimental data. The electronic states obtained in our
calculations are labeled by the dominant projection of
the orbital angular momentum on the internuclear axis,
Λ = ml, and the spin-character of contributing scattering
channels. 3Λ states have only binding contributions from
scattering channels with a total electronic spin S = 1,
while 1,3Λ states are of mixed S = 0 and S = 1 character
and have smaller, F -dependent binding energies [8].
In Fig. 4, the calculated PECs of 3Σ+(Ω =
1/2) states are drawn for Cs2, K2, KCs and CsK.
Molecular states below the Cs(31 2P3/2)Cs(6
2S1/2) and
K(29 2P3/2)Cs(6
2S1/2) asymptotes are strongly per-
turbed by the 3P0 shape resonance of the electron-cesium
scattering, which causes the steep drop of the PEC at
about R ≈ 1300 a0 [26]. The fine-structure splitting of
this 3PJ resonance lifts the degeneracy of the PECs for
4Table I. Calculated dissociation energies De, and calculated (D0) and experimental (D0,exp) binding energies of the v = 0 level
of the outermost well. The experimental uncertainty is estimated from the calibration uncertainty (see text) and the linewidth.
The last column contains the deviation of the experimental binding energies relative to the calculated ones.
Asymptote State De/h (MHz) D0/h (MHz) D0,exp/h (MHz)
Cs(31 2P3/2)Cs(6
2S1/2(F = 3))
3Σ+ −155.5 −140.2 −134.3(15) −4.2 %
1,3Σ+ −78.2 −67.6 −68.6(15) +1.5 %
K(29 2P3/2)Cs(6
2S1/2(F = 3))
3Σ+ −134.7 −114.7 −114.3(20) −0.3 %
1,3Σ+ −73.0 −61.7 −59.6(20) −3.4 %
K(29 2P3/2)K(4
2S1/2(F = 1))
3Σ+ −94.0 −73.2 −74.5(20) +1.1 %
1,3Σ+ −50.3 −37.9 −42.1(20) +11.3 %
Cs(31 2P3/2)K(4
2S1/2(F = 1))
3Σ+ −103.7 −84.6 −82.7(15) −2.2 %
1,3Σ+ −60.2 −46.9 −47.8(15) +1.9 %
Cs(37 2S1/2)K(4
2S1/2(F = 2))
3Σ −70.2 −50.4 −33.4(5) −33.7 %
1,3Σ −26.2 −15.6 −9.1(5) −41.7 %
different values of Ω [28]. However, except for the largest
value Ω = 7/2, the values for De are within 2 MHz and
we report their mean value (see Appendix C). Dissocia-
tion energies De of the outermost well of the PECs are
summarized in Table I. The PECs of homo- and het-
eronuclear molecules with the same perturber are sim-
ilar, because phase shifts and hyperfine interaction of
the ground-state atom are the same. The difference be-
tween CsK and K2 (KCs and Cs2) originates mostly in
the different spin-orbit couplings of the Rydberg states,
and in the different effective quantum numbers. The
dissociation energy for the Cs(31 2P3/2)Cs(6
2S1/2) PEC
is about 50 % larger than for the Cs(31 2P3/2)K(4
2S1/2)
PEC, close to the ratio of zero-energy triplet scattering
lengths of 39K and cesium [25]. Previous studies have
shown that the vibrational v = 0 levels in the outermost
wells of the 3Σ+ and 1,3Σ+ PECs are always observed as
strong resonances in photoassociation spectra [10] and
we thus focus on these levels. Binding energies and vi-
brational wavefunctions (see Fig. 4) are determined by
the modified Milne phase-amplitude method [29] (see Ap-
pendix D) and reported in Table I. We neglect the ro-
tation of the LRMs, because our spectra do not resolve
rotational states. The PEC of the 3Σ+ state of Cs2 sup-
ports a single vibrational level. In KCs, this level be-
comes a resonance bound by quantum scattering at the
steep drop of the PEC [30]. The calculated width of this
resonance is ΓFWHM = 7.9 MHz, in agreement with the
observed width of 7.7(7) MHz.
We assign experimental resonances following three cri-
teria: (i) a strong PFI signal, (ii) agreement with cal-
culated binding energies, and (iii) a comparison be-
tween spectra recorded with atoms prepared in differ-
ent hyperfine states (3Σ+ resonances do not depend
on F [8, 10]) (see Appendix E). The resulting assign-
ment is indicated in Fig. 2. For the states where Cs is
the perturber (Cs2 and KCs), we find the best agree-
ment (i.e., the smallest root mean squared deviation
σrms = 3.2 MHz) for a basis set including manifolds
n = 27 − 28. The calculated and observed line posi-
tions agree within the experimental uncertainty, except
for the 3Σ+ resonance of Cs2, where the calculation over-
estimates the binding energy by four times the experi-
mental uncertainty. However, the experimental assign-
ment of this resonance is unambiguous and the discrep-
ancy increases when increasing the basis set. For nP
states where K is the perturber, we find the best agree-
ment σrms = 2.4 MHz for a basis including manifolds
n = 27−30, with a significant deviation for the K2 1,3Σ+
resonance. Using the analogous basis set n = 32−35 (one
asymptote below, three above the state of interest) for
Cs(37 2S1/2)K(4
2S1/2) overestimates D0 by more than
30 % (see Table I). Even with the smallest basis set
(n = 32−33), the calculated binding energies exceed the
experimental ones by more than 15 %. We conclude that
a calculation based on the Fermi-pseudo potential [24]
and the ab-initio calculated e-K scattering phase shifts
can not yield consistent results for the set of states ob-
served in this work. We thus explore a different approach,
introducing an ad-hoc scaling of the 3S scattering length
by 0.951 and choosing the closest-lying atomic Rydberg
state as reference state (Eq. (1)). With these scattering
parameters and a basis including only one asymptote be-
low and above the state of interest, we reproduce all ex-
perimental binding energies for K2 and CsK within the
experimental uncertainty (see Appendix F). When fol-
lowing the same approach for Cs and setting Cs(31 2P3/2)
(K(29 2P3/2)) as reference state in the calculations for
Cs2 (KCs), we have to reduce the
3S scattering length
by about 13 % to match the experiment. A recent simi-
lar modelling of photoassociation resonances in rubidium
has yielded a zero-energy 3S scattering length 5 % smaller
than the most recent theoretical calculation [12, 31].
We conclude that (i) it seems necessary to set the
5reference state to the closest-lying atomic state to obtain
a consistent description of LRMs correlated to Rydberg
states with different angular momentum l, (ii) for all
three species, K, Cs, and Rb, the phase shifts extracted
with help of the Fermi-pseudo potential model are sig-
nificantly smaller than the ones obtained from high-level
ab-initio calculations, and (iii) the extracted phase
shifts depend on the basis set chosen for the calculation
and should thus be considered effective, model-based
parameters and not accurate determinations of the
free-electron–atom scattering phase shifts. The set of
experimental binding energies for the different homo-
and heteronuclear LRMs presented here provides a
challenge to the further development of theory, such as
a possible extension of the Green’s function formalism
to include all relevant spin couplings. Assigning other
observed molecular resonances, which could originate
from states located at shorter internuclear distances, will
yield information about the energy dependence of the
scattering phases. A full and accurate understanding of
the PECs of heteronuclear LRMs is also prerequisite for
schemes to probe spatial correlations in ultracold mix-
tures [25, 32] and to form strongly-coupled plasmas with
variable mass ratios of oppositely charged particles [33].
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7A. DENSITY-DEPENDENT
PHOTOASSOCIATION RATES OF HOMO- AND
HETERONUCLEAR MOLECULES
The strengths of homo- and heteronuclear photoasso-
ciation resonances depend on the relative ground-state
densities of the two species [25]. The strength of a pho-
toassociation resonance of AB is proportional to
PAB = 4piV ρAρBR2e,AB , (2)
and the strength of a resonance of A2 is proportional to
PA2 = 4piV ρ2AR2e,A2 , (3)
where V ρA is the number of particles of species A in
the effective photoassociation volume V and Re is the
equilibrium distance of the photoassociated molecule.
The relative strength of the photoassociation signal
arising from heteronuclear AB molecules compared to A2
molecules is thus optimized by maximizing the density ρB
Figure I. Cs pulsed-field ionization (PFI) signal, Cs+2 , and
CsK+ ion signals as a function of the detuning of the photoas-
sociation laser from the Cs(37 2P3/2)←Cs(6 2S1/2(F = 3))
transition. Prior to photoassociation, the K (Cs) atoms were
prepared in the F = 1 (F = 3) hyperfine component of
the ground state. For the spectra depicted in the upper
panel, the Cs and K densities were set to 2.0 · 1010 cm−3 and
1.0 · 1010 cm−3, respectively. For the spectra depicted in the
lower panel, the Cs and K densities were set to 0.4 · 1010 cm−3
and 4.7 · 1010 cm−3, respectively.
while keeping the density ρA as small as possible. This
density dependence is illustrated in Fig. I for A = Cs and
B = K. In the upper panel, the ratio ρK over ρCs is 0.5,
whereas in the lower panel the ratio is about 12. The PFI
signals recorded for the two cases are remarkably differ-
ent, with dominant features in the upper panel (dominant
Cs density) at detunings of −37 MHz and −19 MHz. By
comparison with the Cs+2 signal, these features can in-
deed be assigned to photoassociation of Cs2 molecules. In
contrast, the PFI signal in the lower panel (dominant K
density) has a dominant feature at −27 MHz. This reso-
nance can be assigned to the formation of CsK molecules
because a similarly strong feature is absent in the PFI
signal when the Cs density is dominant.
The different scaling of homo- and heteronuclear pho-
toassociation rates is clearly visible in Fig. 1 of the main
article. Here, the autoionization signals of CsK+ and
Cs+2 at isolated resonances far detuned from the transi-
tion from Cs(6 2S1/2(F = 3)) to Cs(22
2P3/2) are shown
for a series of experiments where the potassium density
was kept constant at about 2.5(3) · 1010 cm−3 while the
cesium density was varied. Panels a) and b) depict the
spectra recorded for different densities whereas panel c)
shows the total CsK+ and Cs+2 ion yields derived from
these spectra (integrated over frequency) as a function of
the cesium density. As expected from Eqs. (2) and (3),
the number of heteronuclear ions increases linearly with
the cesium density, whereas the number of homonuclear
ions depends quadratically on the cesium density. The
respective scalings are highlighted by fitting the corre-
sponding linear and quadratic models (Eq. (2) and (3))
to the data.
B. SCATTERING PHASE SHIFTS
For the calculation of e−–Cs scattering phase shifts, we
follow the procedure described by Khuskivadze et al. [26]
using a model potential VLS(r) dependent on the angular
momentum L and spin S of the e−–Cs system. r is the
electron–alkali-metal-atom distance.
The resulting coupled set of differential equa-
tions is solved numerically using the renormal-
ized Numerov method [34] with a step size of
h = 5 · 10−4 a0. At the end points of the integration, rA
and rend = rA+h = 2000 a0, the wavefunction is matched
to Riccati-Bessel functions [35]. The phase shifts ob-
tained for the case of the e−–Cs scattering with colli-
sion energies between 0 meV and 140 meV are depicted
in Fig. II. Our results agree with the results reported in
Ref. [26] within the resolution of their Figure 3.
The scattering phase shifts for the e−–K collision have
been calculated and reported by Eiles in Refs. [25, 36],
Figure 1, from where we extract the phase shifts graph-
ically. In his calculation, spin-orbit effects are ne-
glected. From the 3P0–
3P1 fine-structure splitting in Cs
−
(3.78 meV) and its scaling with the nuclear charge Z and
the principal quantum number n (4 for K and 6 for Cs)
8Figure II. Phase shifts of the e−–Cs scattering process as a
function of the electron kinetic energy E. The phase shifts
for the electron collision with Cs are obtained by the method
described in Ref. [26] including spin-orbit coupling.
as Z
4
/n3 [37], the 3P0–
3P1 fine-structure splitting in K
−
is estimated to be 182µeV. Neglecting the spin-orbit in-
teraction in e−–K scattering is therefore reasonable and
hence we treat all three 3P0,1,2 scattering phase shifts to
be equal. Because the 3PJ shape resonance lies at much
higher collision energies in e−–K than in e−–Cs collisions
(24 meV vs 8 meV [25]), the resulting perturbations occur
at shorter internuclear distances in K2 than in Cs2.
C. CALCULATION OF INTERACTION
POTENTIALS
We calculate the potential-energy curves (PEC) for
homo- and heteronuclear long-range Rydberg molecules
using the Hamiltonian given by Eiles and Greene [24].
This Hamiltonian explicitly includes the Fermi-contact
interaction in a basis of good quantum numbers for the
scattering problem β (scattering partial wave L, total
electronic spin S, total angular momentum excluding nu-
clear spin J , and projection of J on the internuclear axis)
in the pseudo-potential form
VˆFC =
∑
β
|β〉 (2L+ 1)
2
2
a (SLJ, k)
δ(r)
r2(L+1)
〈β| , (4)
where the a (SLJ, k) scattering parameters depend on
the semi-classical wavevector k of the Rydberg electron
at the position of the ground-state atom (see Eq. 1 in the
main article), and r is the distance between Rydberg and
ground-state atom. Via a frame-transformation matrix,
the operator VˆFC is expressed in a basis of good quan-
tum numbers (nljmj) of the Rydberg atom, in which the
operator Vˆ0 for the interaction of the Rydberg electron
with its core is diagonal with eigenvalues given by exper-
imentally determined quantum defects [16, 17, 38]. The
hyperfine interaction of the ground-state atom is included
by the effective Hamiltonian
VˆHF = AHF~i · ~s, (5)
where AHF is the hyperfine coupling constant and ~i and
~s represent the nuclear and electronic spin of the ground-
state atom, respectively. We neglect the hyperfine inter-
action in the Rydberg atom, which scales as n−3, and
the interaction of the positively charged Rydberg core
with the ground-state atom, because both contributions
are typically too small to be observed at the resolution
(∼1.5 MHz) of our experiments.
The total Hamiltonian Hˆ = Vˆ0 + VˆHF + VˆFC is brought
into matrix form in an atomic product basis, as described
in the main article. It was shown that the pseudo-
potential approach [24] with a basis set including two
degenerate manifolds above and below the asymptote of
interest reproduces the results of basis-set independent
Greens function calculations [12, 27]. With this choice
of basis, our calculations underestimate binding energies
when K is the perturber and overestimate binding ener-
gies when Cs is the perturber and we thus treat the basis
size as adjustable parameter of the calculation. Numeri-
cal diagonalization for different internuclear distances R
yields the PECs. We have verified that our calculation
reproduces the results (where potassium is the perturber)
of Figures 3, 4, and 7 of Ref. [25] within the linewidth of
the respective curves.
The projection of the total angular momentum exclud-
ing rotation on the internuclear axis Ω is a conserved
quantity, and we perform the calculation separately for
each Ω.The PECs for different values of Ω are in general
degenerate. For P -wave contributions, this degeneracy is
lifted by the spin-orbit interaction in the electron-neutral
scattering state [28]. This effect is only important in
heavy atoms, such as rubidium and cesium, and can be
neglected for potassium. Fig. III and Fig. IV illustrate
the effect of Ω on the PECs of selected states in Cs2 and
KCs, respectively, where Cs is the perturber. At the po-
sition of the outermost minimum around R = 1400 a0,
the interaction is dominated by S-wave interactions and
the PECs for different values of Ω remain almost degen-
erate. Moving towards shorter internuclear distances,
we encounter a minimum in the 1,3Σ+ PECs around
R = 1250 a0. Here the curves for different values of Ω
have very different depths. We note that we have dis-
cussed these minima previously in the context of driv-
ing transitions to ion-pair states [33]. After solving the
Schro¨dinger equation for the nuclear motion in the calcu-
lated Ω-dependent PECs (see next section), we find that
the binding energy of the lowest level in the outermost
well varies by less than 2 MHz (see wavefunctions and
energies of the vibrational levels in Fig. III and Fig. IV)
for Ω < 7/2, and we thus report only the mean of these
values.
9Figure III. 3Σ+(Ω) (full) and 1,3Σ+(Ω) (dashed) interaction
potentials correlating to the Cs(31 2P3/2)Cs(6
2S1/2(F = 3))
asymptote with Ω = 1/2 (blue), Ω = 3/2 (green), Ω = 5/2
(red), and Ω = 7/2 (pink). The vibrational ground-states
(v = 0) in the outermost potential wells are given by full,
filled lines.
We observe that the depth of the outermost well in the
calculated PECs increases when (i) the basis set includes
more hydrogenic manifolds above the state of interest and
(ii) the reference state (Eq. 1 of the article) is changed
from the higher-lying manifold to the low-l asymptote of
interest. The latter can be understood as follows: the
binding at an internuclear separation close to the outer
turning point of the Rydberg electron is dominated by
S-wave scattering. When the quantum defect of the ref-
erence state is reduced, the semi-classical kinetic energy
of the e-atom scattering at a given distance also decreases
(Eq. 1 of the article). Thus the value of the 1S and 3S
scattering lengths decreases, i.e., the absolute magnitude
of the (negative) 3S scattering length increases and the
well depth of the 3Σ+ state increases. The binding of the
mixed 1,3Σ+ state is dominated by the interaction in the
3S channel and thus also increases.
The calculations for CsK and K2 presented in Figure 4
of the article show an interesting change of the phase of
the oscillatory potential at R ≈ 1200 a0. This is caused
by the transition from S-wave scattering (∝ |Ψ(R)|2)
to P -wave scattering (∝ |(∂Ψ(R)/∂R)|2) as the semi-
classical energy of the Rydberg electron at the position
of the perturber increases (see Eq. 1 of the article) [39].
Figure IV. 3Σ+(Ω) (full) and 1,3Σ+(Ω) (dashed) interaction
potentials correlating to the K(29 2P3/2)Cs(6
2S1/2(F = 3))
asymptote with Ω = 1/2 (blue), Ω = 3/2 (green), Ω = 5/2
(red), and Ω = 7/2 (pink). The vibrational ground-states
(v = 0) in the outermost potential wells are given by full,
filled lines.
D. CALCULATION OF VIBRATIONAL
WAVEFUNCTIONS
At small internuclear separations, the low-energy ex-
pansion of the Fermi-contact interaction breaks down,
non-adiabatic couplings to other interaction potentials
become important, and the behavior of the vibrational
wavefunction is thus ill defined. Such a situation is, how-
ever, not uncommon in physics and several methods have
been developed to overcome this problem, such as the
stabilization method [40] and the Milne phase-amplitude
method [29, 41]. For the calculation of vibrational wave
functions, we adopt the modified Milne phase-amplitude
method, as described by Sidky and Ben-Itzhak [29].
The central idea of the Milne method is that the
wave function Ψv(R) is replaced by the product of an
R-dependent amplitude γ(R) and the sine of an R-
dependent phase φ(R)
Ψv(R) =
√
2µ
pi
exp(γ(R)) sin(φ(R)) (6)
in atomic units, with the reduced mass µ of the two-body
problem. Making this substitution for the wavefucntion
in the Schro¨dinger equation of nuclear motion yields a
set of differential equations
d2γ
dR2
+
(
dγ
dR
)2
−
(
dφ
dR
)2
+ k2(R) = 0, (7)
10
dφ
dR
= exp(−2γ). (8)
The advantage of Eqs. (7) and (8) lies in the smooth be-
havior of the phase φ(R) and amplitude exp(γ(R)) over
the integration region, whereas Ψv(R) is an oscillatory
function. γ(R) and φ(R) only remain smooth until the
next maximum in the potential V (R). Consequently the
integration of Eqs. (7) and (8) is conducted in separate
regions, as illustrated in Fig. V for the example of the
Cs(35 2P3/2)Cs(6
2S1/2(F = 4))
3Σ+(Ω = 1/2) interac-
tion potential. The numerical integration in each region
is started at the minimum of the potential region with the
amplitude given by the WentzelKramersBrillouin (WKB)
approximation [42] and the starting phase of the integra-
tion is chosen as φ = 0. The wavefunction is then prop-
agated to the next closest potential well, as indicated by
the black arrows in the integration regions I to V indi-
cated in the upper panel of Fig. V.
After the integration process, the solutions obtained
for the separate integration regions are matched at the
boundaries to obtain a continuous vibrational wave func-
tion Ψv(R). This procedure relies on the fact that only
the wavefunction Ψv(R), and not the amplitude γ(R) or
phase φ(R), needs to be continuously differentiable. The
phase in the outer classically forbidden region is kept at
φ = 0 and the amplitude at an inner end point of the
integration (Rin) is kept at the value of the WKB ap-
proximation, ensuring energy normalization of the wave
function. The resulting phase φ(R) and amplitude γ(R)
for a given energy E are plotted in the lower panel of
Fig. V. The obtained wave function given by Eq. (6) is
shown in red in the upper panel of Fig. V. For a calcula-
tion of bound vibrational states, the phase at the inner
end point of the integration Rin is plotted against the en-
ergy E at which Eqs. (7) and (8) are solved, as shown in
Fig. VI. When the energy of a bound vibrational state is
reached, the phase jumps by pi, as can be seen in the lower
panel of Fig. VI. This property is an important advan-
tage of the modified Milne phase-amplitude method over
other methods such as the Numerov method, because
the number of bound vibrational states in a certain re-
gion can be easily obtained by monitoring the respective
phase shift and no bound states can be missed.
The spectrum of vibrational states can then be ob-
tained from an energy derivative of the obtained phase
(∂φ(Rin, E)/∂E), as shown in Fig. VI. The position and
lifetime of vibrational bound states are obtained by fit-
ting a Breit-Wigner line profile. The width of the res-
onance features corresponds to the strength of the cou-
pling Γcpl to the short-range quasi-continuum. The Milne
method does not only yield the eigenenergies and wave-
functions of vibrational levels, but also the characteristic
time τcpl = 1/Γcpl for which the molecules stay localized
in the outermost wells of the electronic state [43].
For example, for the resonance in the outermost poten-
tial well of the K(29 2P3/2)Cs(6
2S1/2(F = 3))
3Σ+(Ω =
Figure V. (Upper panel) Vibrational wave function Ψv(R)
(red line) of a bound state in the Cs(35 2Pj)Cs(6
2S1/2(F =
4)) 3Σ+(Ω = 1/2) interaction potential. The integration was
carried out separately in the region I to V in the directions
indicated by the black arrows. (Lower panel) Obtained phase
φ(R) (blue dots) and amplitude γ(R) (red dots) after the
matching procedure used to reconstruct the vibrational wave
function Ψv (red line in the upper panel).
1/2) electronic state, we determine a Breit-Wigner width
of ΓFWHM = 7.9 MHz [43]. This is in good agreement
with the experimental line width of 7.7(7) MHz. We in-
terpret this width as natural linewidth of the resonance
due to decay to shorter internuclear distances, where non-
adiabatic transitions might cause a dissociation or au-
toionization of the long-range Rydberg molecule [44].
We note that in a harmonic potential, the zero-point
energy scales as 1/
√
µAB with the reduced mass µAB.
The here calculated zero-point energies for the potentials
with identical perturber follow this general trend, with
significant deviations caused both by the anharmonicity
of the PECs and the differences in the Born-Oppenheimer
potentials.
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Figure VI. (Lower panel) Phase φ (red dots) of the wave func-
tion at an inner sampling point Rin at different energies E
below the Cs(35 2Pj)Cs(6
2S1/2(F = 4)) in the interaction
potential of the 3Σ+ state. At the position of bound vibra-
tional states, the value of the phase increases by pi. (Upper
panel) Energy derivative of the phase φ′ giving the positions
and widths of bound vibrational states. The inset shows the
behavior around the most narrow feature close to −62.1 MHz
calculated using a narrower energy grid. The lifetime of the
bound state can be extracted from the width of the calculated
resonance by a Lorentzian line fit (red line).
E. ASSIGNMENT OF PHOTOASSOCIATION
RESONANCES
The interpretation of the recorded spectra de-
pends crucially on a correct assignment of the ob-
served resonances to vibronic levels of the LRM. In
the K2 autoionization spectrum recorded below the
K(29 2P3/2)K(4
2S1/2(F = 1)) asymptote, the assign-
ment is rather unambiguous and we identify the two
strong resonances above −100 MHz as the v = 0 lev-
els of the 3Σ+ and 1,3Σ+ states, as indicated by the
solid and dashed magenta lines. The CsK photoassocia-
tion spectrum recorded below the Cs(31 2P3/2)K(4
2S1/2)
asymptote is more congested. We assign the v = 0 levels
of the 3Σ+ and 1,3Σ+ states to the resonances marked
by the solid and dashed green lines because their bind-
ing energies are close to the calculated value, and the
Cs PFI signals are much stronger than the CsK au-
toionization signals, which is expected for the v = 0
states in the outermost well (see Fig. 4 of the arti-
cle). The 3Σ+ resonance is accompanied by a second
one at slightly larger detunings. For this more-strongly
bound resonance, the relative yield of CsK+ over Cs
PFI ions is much larger than for the assigned resonance.
We thus assume that this resonance originates from a
state at shorter-range, which decays faster by autoioniza-
tion. The resonances in the mm-wave spectrum below the
Cs(37 2S1/2)K(4
2S1/2(F = 2)) asymptote are assigned
based on the assignment and extrapolation of resonances
at nearby asymptotes Cs(n 2S1/2)K(4
2S1/2(F = 2)) (see
next section).
The assignment of the resonances in the KCs spec-
trum recorded below the K(29 2P3/2)Cs(6
2S1/2(F = 3))
asymptote is again rather unambiguous. In the Cs2 spec-
trum recorded below the Cs(31 2P3/2)Cs(6
2S1/2(F = 3))
asymptote, the 3Σ+ (v = 0) resonance is easily identi-
fied. We assign the 1,3Σ+ (v = 0) resonance to the peak
at larger detunings based on the calculated resonance
structure.
F. MILLIMETER-WAVE SPECTROSCOPY
The lifetimes of long-range Rydberg molecules can ex-
ceed several microseconds, making it possible to per-
form millimeter-wave spectroscopy of these molecules.
Millimeter-wave transitions allow one to probe molecular
states which are inaccessible in a direct one-photon pho-
toassociation such as molecular states lying below n 2S1/2
asymptotes.
To this end, molecules are first formed by photoas-
sociation with UV-laser pulses of typically 30µs length.
Then pulses of millimeter-wave radiation are applied
to the molecular sample with typical lengths of 10 µs.
Subsequently, a ramped field-ionization pulse is applied
and the Rydberg states are detected state-selectively.
The state-selective detection of Rydberg molecules re-
lies on the observation that the electronic wavefunc-
tion of low-l Rydberg molecules is dominated by the
atomic character of the molecular dissociation asymp-
tote. The molecules thus ionize at an electric field
closely corresponding to the field at which the corre-
sponding Rydberg atom would ionize. This property
allows us to detect the transition from the vibrational
ground state v = 0 in the 3Σ+ state associated with the
Cs(37 2P3/2)K(4
2S1/2) asymptote to molecules in states
associated with the Cs(n 2S1/2)K(4
2S1/2) asymptotes.
Millimeter-wave spectra of Cs(n 2S1/2)K(4
2S1/2(F =
2))←Cs(37 2P3/2)K(4 2S1/2(F = 2)) transitions with n =
37, ..., 40 are depicted in Fig. VII. The upper panel de-
picts the Cs(n 2S1/2) PFI and the lower panel depicts
the CsK+ ion signal as a function of the millimeter-wave
frequency detuning from the respective atomic asymp-
tote. The spectra show distinct peaks, both in the
Cs(n 2S1/2) PFI and the CsK
+ signals, indicating bound-
bound millimeter-wave transitions. We assign these fea-
tures on the basis of the Franck-Condon principle, which
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Figure VII. Millimeter-wave spectra of CsK molecules photoassociated in the vibrational ground state (v = 0) of the outermost
potential well of the Cs(37 2P3/2)K(4
2S1/2)
3Σ+ interaction potential. The initial state was photoassociated by a 30µs UV
laser pulse from a sample of Cs (K) atoms prepared in F = 4 (F = 2) hyperfine state. Using state-selective pulsed field
ionization, the nS1/2 and CsK
+ ion signal was recorded as a function of the millimeter-wave detuning from the (upper left)
Cs(37 2S1/2)K(4
2S1/2(F = 2)), (upper right) Cs(38
2S1/2)K(4
2S1/2(F = 2)), (bottom left) Cs(39
2S1/2)K(4
2S1/2(F = 2)), and
(bottom right) Cs(40 2S1/2)K(4
2S1/2(F = 2)) asymptotes. The calculated positions (see text for details) of the vibrational
ground state in the outermost potential wells of the 3Σ+ (1,3Σ+) electronic state are indicated by full (dashed) red lines.
The position of further bound states with overlapping initial and final vibrational wavefunctions are indicated by full (empty)
triangles. Note that the calculations have been performed with ad-hoc scaled parameters.
allows only for transitions between states with overlap-
ping vibrational wavefunctions of the final and initial
molecular state.
For example, the molecular interaction potentials of
the states involved in the Cs(37 2S1/2)K(4
2S1/2(F =
2))←Cs(37 2P3/2)K(4 2S1/2(F = 2)) transition are de-
picted in Fig. VIII. The Cs(37 2P3/2)K(4
2S1/2(F = 2))
3Σ+ interaction potential of the initial level is shown in
the upper panel in black and the position and prob-
ability density of the vibrational ground state in the
outermost potential well is given by a red filled line.
The wavefunction of the initial state only has signifi-
cant overlap with the outermost potential well of the
Cs(37 2S1/2)K(4
2S1/2(F = 2))
3Σ+ (green) and 1,3Σ+
(blue) interaction potential and therefore we assign the
feature at −33.4 MHz in the Cs(37 2S1/2)K(4 2S1/2(F =
2))←Cs(37 2P3/2)K(4 2S1/2(F = 2)) millimeter-wave
spectrum to a transition to the vibrational ground state
of the Cs(37 2S1/2)K(4
2S1/2(F = 2))
3Σ+ interaction po-
tential.
13
Figure VIII. (Upper panel) 3Σ+ PEC (black) correlating
to the Cs(37 2P3/2)K(4
2S1/2(F = 2)) asymptote. The en-
ergy and probability density of the vibrational ground state
v = 0 in the outermost potential is given by a red filled line.
(Lower panel) Calculated PECs for 3Σ+ (green) and 1,3Σ+
(blue) states correlating to the Cs(37 2S1/2)K(4
2S1/2(F = 2))
asymptote. The energy and probability density of the vibra-
tional levels in the respective potentials is given by green and
blue filled lines. Note that the calculations have been per-
formed with ad-hoc scaled parameters.
As mentioned in the main article, the basis set
and scattering phase shifts used to reproduce the
K(29 2P3/2)K(4
2S1/2) and Cs(31
2P3/2)K(4
2S1/2) bind-
ing energies systematically overestimate the binding en-
ergies of the vibrational ground states bound below the
Cs(n 2S1/2)K(4
2S1/2)2 asymptotes. Therefore, we calcu-
late the interaction potentials in a basis comprising the
manifolds n = (nS − 5)...(nS − 4) and scale the e-K 3S
scattering length by 0.951 to reproduce the experimen-
tal binding energy of the vibrational ground state of the
Cs(37 2S1/2)K(4
2S1/2(F = 2))
3Σ+ interaction potential.
The resulting binding energies of the vibrational
ground-states in the outermost potential well of the 3Σ+
(1,3Σ+) interaction potential are depicted by red full
(dashed) lines in Fig. VIII and summarized in Table II.
The chosen scaling of the 3S scattering length reproduces
the position of features assigned to the v = 0 level of the
3Σ+ and the 1,3Σ+ state for CsK molecules associated
to Cs(n 2S1/2)K(4
2S1/2), Cs(31
2P3/2)K(4
2S1/2), and
K2 molecules associated to the K(29
2P3/2)K(4
2S1/2)
asymptote. Significant deviations are only observed for
Cs(n 2S1/2)K(4
2S1/2) with n ≥ 39.
The millimeter-wave spectra become more congested
with increasing n, because the overlap of the initial
Cs(37 2P3/2)K(4
2S1/2(F = 2))
3Σ+(v = 0) bound
state with other potential wells increases, as indi-
cated in Fig. VIII. A similar effect can be observed
for the Cs(36 2S1/2)K(4
2S1/2)←Cs(34 2P3/2)K(4 2S1/2)
millimeter-wave transition. The spectra recorded with
the potassium ground-state atom prepared in the F = 1
and F = 2 hyperfine state are presented in Fig. IX. In
order to remove noise caused by fluctuations in the num-
ber of photoassociated molecules from millimeter-wave
spectra, we consider the ratio Q36S(QCsK) of the signal
detected in the integration window of the 36 2S1/2 PFI
(CsK+) signal over the PFI ion signal of the initial state.
Figure IX. Millimeter-wave spectra of CsK molecules pho-
toassociated in the vibrational ground state of the outer-
most potential well of the Cs(34 2P3/2)K(4
2S1/2)
3Σ+ state
by a 30µs UV laser pulse. Before photoassociation, the 39K
atoms were prepared either in the F = 1 (black) or F = 2
(red) hyperfine component of the ground-state atom. The
upper panel depicts the ratio Q36S of transferred Rydberg
atoms and the lower panel depicts the ratio QCsK after a
millimeter-wave pulse of 10µs length with a frequency close
to the Cs(36 2S1/2)←Cs(34 2P3/2) transition. The horizon-
tal scale gives the detuning from the dissociation asymptote
Cs(36 2S1/2)K(4
2S1/2) and thus corresponds to the binding
energy of the final molecular states. For clarity, the sign of
the black trace is inverted and constant offsets of 0.12 and
0.13 (arb. units) were subtracted from Q36S and QCsK, re-
spectively. The calculated positions (see text for details) of
the v = 0 level in the outermost potential well of the 3Σ+
(1,3Σ+) electronic state are indicated by full (dashed) cyan
lines. The position of further vibrationally bound states with
overlapping vibrational wavefunctions of the initial and final
molecular state are indicated by full and empty triangles for
3Σ+ and 1,3Σ+, respectively. Note that the calculations have
been performed with ad-hoc scaled parameters.
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Table II. Calculated (D0) and experimental (D0,exp) binding energies of the v = 0 level of the outermost well using the ad-hoc
scaled 3S scattering length. The experimental uncertainty is estimated from the calibration uncertainty (see text) and the
linewidth.
Asymptote State D0/h (MHz) D0, exp/h (MHz)
Cs(36 2S1/2)K(4
2S1/2(F ))
3Σ+ −42.9 −43.0(5)
1,3Σ+(F = 1) −23.7 −25.7(5)
1,3Σ+(F = 2) −10.5 —
Cs(37 2S1/2)K(4
2S1/2(F ))
3Σ+ −33.5 −33.4(5)
1,3Σ+(F = 2) −8.2 −9.1(5)
Cs(38 2S1/2)K(4
2S1/2(F ))
3Σ+ −26.3 −26.4(5)
1,3Σ+(F = 2) −8.4 −8.4(5)
Cs(39 2S1/2)K(4
2S1/2(F ))
3Σ+ −21.7 −22.2(5)
1,3Σ+(F = 2) −6.2 −7.2(5)
Cs(40 2S1/2)K(4
2S1/2(F ))
3Σ+ −17.3 −19.1(5)
1,3Σ+(F = 2) −6.6 —
Cs(31 2P3/2)K(4
2S1/2(F ))
3Σ+ −83.9 −82.7(15)
1,3Σ+(F = 1) −47.5 −47.8(15)
K(29 2P3/2)K(4
2S1/2(F ))
3Σ+ −74.9 −74.5(20)
1,3Σ+(F = 1) −40.9 −42.1(20)
The spectra reveal several transitions to vibrational
bound states including a triplet between −55 MHz and
−40 MHz, which by comparison of the spectra recorded
with the potassium ground-state atoms prepared in the
F = 1 and F = 2 state can be assigned to states bound
in the 3Σ+ state. By comparison with calculations, this
triplet can be assigned to transitions to the vibrational
ground states v = 0 of the three outermost potential
wells as depicted in Fig. VIII for the state correlated to
Cs(37 2S1/2)K(4
2S1/2).
