Introduction
Colloidall suspensions of identical, hard, spherical particles can be either fluid or crystalline. At loww densities, the fluid state is stable, but when the colloids occupy more than 49.4% of the volume,, a crystalline phase should form [45] . In practice, several factors influence the crystallizationn of hard-sphere colloids. First of all, synthetic colloids have a distribution of particle radiii with a width that is rarely less than 2 -3% of the average radius. This non-uniformity of sizee ("polydispersity") is known to affect the location of the freezing curve. Simulations [46, 47] showw that higher compressions are needed to freeze a polydisperse suspension. Irrespective off the composition of the coexisting fluid, the polydispersity of the crystal never exceeds 5.7%. Experimentss on crystal formation in hard-sphere colloids indicate that crystallization is suppressedd in suspensions with a polydispersity exceeding 12% [45] . This must be due to kinetic Suppressionn of crystal nucleation in poly disperse colloids factors,, as crystallization of strongly polydisperse suspensions is not excluded on thermodynamicc grounds.
Classicall Nucleation Theory (CNT) [17] offers a simple thermodynamic explanation why smalll crystal nuclei are less stable (i.e. have a higher free energy) than the supersaturated parentt phase. CNT uses macroscopic arguments to estimate the free energy required to form a crystallite.. The decrease in free energy due to the transfer of n particles from the metastable liquidd to the solid state, is approximated as nAp., where A\x = m 0 ud -M-iiquidis the difference in chemicall potential between the solid and the liquid state. The CNT estimate for the free-energy costt involved in the creation of the surface area A of the nucleus is yA, where y is the surface freefree energy of the solid-liquid interface.
Duee to the competition between bulk and surface terms, the Gibbs free energy AG(n) requiredd to form an n-particle nucleus goes through a maximum at a value of n called the critical nucleuss size. For a spherical nucleus, the maximum value of AG (n) is AG*(nAG*(n CTiCTi JJ = !|V/(P|A^2) (6.
wheree p is the number density of the crystal phase. The rate I at which nuclei are formed dependss exponentially on AG*(u crit ):
wheree T is the absolute temperature, k% is Boltzmann's constant and K is a kinetic prefactor that iss proportional to the short-time self-diffusion constant of the colloids. The form of Eq. (6.2) doess not rely on the validity of CNT. Inn the CNT picture, increasing the supersaturation (i.e. increasing |Au.|), lowers the nucleationn barrier. If y were independent of |Au.|, then AG* would always decrease with increasing supersaturation.. In experiments [3, 5, 28] the rate of colloidal crystal nucleation starts to decrease againn for large supersaturations. This effect is attributed to the decrease in the kinetic prefactor K:: in order to crystallize, colloidal fluids must be compressed beyond the freezing curve. But eventually,, the suspension will vitrify under compression. This vitrification slows down the particlee motion and presumably reduces K in Eq. (6.2). A problem with this interpretation is thatt recent experiments on colloidal crystallization in micro-gravity have found evidence for crystallizationn at densities that are well beyond the glass-transition point [31].
Crystal barrier calculation
Wee performed Monte Carlo simulations to study the crystal-nucleation barrier and the structure off the critical nucleus, as a function of both polydispersity and supersaturation. As in the case of monodispersee suspensions [48] , we find that all critical nuclei have a randomly-stacked closepackedd structure. During crystallization, size-fractionation occurs [46, 47] : the particles that makee up the critical nucleus are on average larger than those in the metastable liquid, see also Appendixx 6.6. We find that AG*, the height of the nucleation barrier, at fixed |Au.|, does not dependd on the polydispersity for polydispersities < 5% (see Fig. 6 .1). As the polydispersity is increasedd beyond 5%, AG* increases rapidly. This implies that the probability to form a critical nucleus,, is suppressed in polydisperse suspensions. It follows from Eq. (6.1) (or actually, from itss polydisperse equivalent, see section 3.2.1) that, at constant |Au.|, the variation of AG* with polydispersityy is due to an increase of the interfacial free energy y. The increase of y with polydispersityy runs counter to Turnbull's suggestion that the interfacial free energy should be proportionall to AH, the latent heat of fusion [17] . For the systems that we studied, AH crosses Figuree 6.1: Computed dependence of the free-energy barrier for crystal nucleation of polydispersee suspensions of hard, colloidal spheres. The free energy is expressed in terms of kef, where kjgg is Boltzmann's constant and T is the absolute temperature. |A|j.| (also in units of k B T) is the absolutee difference between the chemical potential of the liquid and the solid. It is a measure for thee degree of supersaturation. The curves are fits that have been drawn as a guide to the eye. To facilitatee comparison with experiment, we have collected in Table 6 .1, the relation between \A\i\ andd the volume fraction <£ of the liquid, for the different systems that we studied.
zeroo at a polydispersity of 9%, where the liquid becomes denser than the coexisting solid [46, 47] . Yet,, y clearly remains non-zero, see Appendix 6.7. Surprisingly,, the variation of AG* with |Au] is non-monotonic. As |Au.J is increased, the nucleationn barrier goes through a minimum ( Fig. 6.1 ). This non-monotonic behavior of AG* is duee to the increase of y with |Au| ( Fig. 6 .2). To illustrate this, let us approximate the |Au|dependencee of y by y sa yo( 1 + a|A(j.|). Ignoring the slight |An|-dependence of the solid density, itt then follows from Eq. (6.1) that AG* must go through a minimum when |A|x| = 2/a. The nucleationn theorem [49] suggests that the minimum in AG* is due to the inversion of the densitiess of the polydisperse fluid and the crystal nucleus, see Appendix 6.8. In CNT it is usually assumedd that y is constant. A linear variation of y with [A|x| has been observed in inorganic glassess [17] , but there the constant a is negative and hence there is no minimum in AG*. In otherr systems [50, 51] , non-monotonic behavior of AG* is induced by a hidden phase transition inn the meta-stable phase.
Thee minimum value of AG* increases rapidly with polydispersity. Using kinetic Monte Carloo simulations, we can estimate the value of the kinetic prefactor [26] . We find that, over thee range of supersaturations studied, the kinetic prefactors vary by at most an order of magnitude,, see Appendix 6.9. This means that the variation in the rate of nucleation is dominated byy the behavior of AG*. We estimate that, for colloidal particles with a radius > 500 ran, homogeneouss nucleation will be effectively suppressed (less than one nucleus per cm 3 per day) whenn the polydispersity exceeds 10%. This finding has important implications for the morphologyy of polycrystalline colloidal materials. Using a simplified version of the analysis proposed byy Shi et al. [50] to estimate the size of crystallites in a polycrystalline sample, it is easy to derivee that Re, the average crystallite size at the end of a nucleation experiment, should scale as exp(AG*/4kBT),, Appendix 6.10. Our observation of a minimum in AG* thus implies the existencee of a minimum in the typical crystallite size. This should be experimentally observable. Wee could only compute AG* if spontaneous nucleation did not occur in the course of a simulation.. In practice, this implied that we could not study barriers lower than 151<BT. As a result, wee could not test whether AG* in systems with a low polydispersity (less than 8.5%) also has a minimum.. If we assume that, also at lower polydispersities, we can extrapolate the increase of y withh |AuJ to large supersaturations, then we predict that a minimum in AG* should occur even inn nearly monodisperse systems. Again, this should be experimentally observable, because we shouldd expect to see the formation of larger crystallites if the solution can be compressed rapidly throughh the region where AG* is small.
Conclusions
Theree are two ways to interpret the experimental finding that crystallization is not observed inn suspensions with a polydispersity > 12%: either crystals do not form, or they are too small too be observed. Our simulations support the first interpretation. Using Shi's approach, we cann estimate the maximum number of crystallites per unit volume [50] . For a suspension of colloidss with a 500 nm radius, we expect to see less than one crystallite per cubic centimeter, once AG** > 32k B T. In other words, under those conditions the colloidal glass is truly amorphous.
Ourr predictions concerning the structure and free energy of colloidal crystal nuclei can be testedd experimentally. Recently, the technique of Confocal Scanning Laser Microscopy has been appliedd by Gasser et al. [52] to study the structure and size of critical crystal nuclei in dense colloidall suspensions. This technique would be perfectly suited to test our predictions. Our predictionn concerning the minimum in AG* is even easier to verify. By visual inspection, one could verifyy whether the crystallites that nucleate in strongly supersaturated solutions are larger than thosee that form at lower supersaturations. Over a decade ago, Pusey and van Megen published Tablee 6.1: Supersaturation and volume fraction of polydisperse colloids. AH is the supersaturationn and cj) is the volume fraction of the colloidal fluid. The polydispersity ranges from 0% (left)) to 10% (right). The polydispersities quoted in this table and in the figures, are those of the metastablee liquid.
beautifull images of the morphology of poly-crystalline hard-sphere colloids [53] (Similar morphologiess have recently been observed in a study of colloidal crystallization in micro-gravity -Z.D.. Cheng, W.B. Russel and P.M. Chaikin, unpublished data). Pusey and van Megen observed ann increase of the crystallite size at large supersarurations. However, they attributed this effect too heterogeneous nucleation. Hence, a direct test of our prediction is still lacking.
Appendix A: Protocol of the simulation
Thee simulation techniques that are required to compute the free energy of small crystal nuclei, havee been described in section 4.1. In the present work, we used constant-pressure, semi-grand canonicall Monte Carlo (SGMC) simulations of the type described in [46, 47] . In such a simulationn it is not possible to impose the size distribution of the particles directly, but the size distributionn can be controlled through variation of the imposed activity-ratio distribution functionn exp[&\i{<T) -M-(ffo)]. Here [i{a) is the chemical potential related to a particle with diameter a.. For all simulations, but the two with the highest supersaturation at 10% polydispersity, we usedd for the chemical potential difference function:
whichh gives rise to a Gaussian activity distribution that peaks at <J = CTQ, with width -v. In the limitt "v -» 0 the monodisperse phase is recovered. For high supersarurations and polydispersitiess we needed to include terms up to cubic in the sphere diameter:
Au.(( cr) = c i CT + C2CT 2 + C3O 3 . (6.4)
Thiss cubic form was need to maintain the desired size distribution under these conditions. It is importantt to mention that at the relatively low polydispersities (< 10%) needed in our simulations,, we do not expect that the crystal nucleation barrier is very sensitive to the details of the sizee distribution. For higher polydispersities (> 5%), the resulting size distribution is a function off the density. For this reason it was necessary to map the variation of the polydispersity with p andd -v to find a proper parameter set (v, f*P (<JQ)), with |3 = 1 /keT, at which we could perform ourr barrier calculations. In table 6.2 we give a summary of the parameter set v, 3P (OQ) used inn our simulations. Note, that in order to get physically meaningful values for the pressures, itt is necessary to scale P* with for < a 3, >, where a is for example the average diameter of the particless in the liquid. For more details of the simulation method and the scaling see [46, 47] . 0.0044 4 0.0042 2 0.0039 9 0.0032 2 0.00288 8 0.002 2 0.0017 7 9.5% % P* * 1147 7 1823 3 2990 0 4000 0 6210 0 10095 5 2183190 0 "V V 0.0032 2 0.00288 8 0.0025 5 0.0023 3 0.002 2 0.0017 7 0.000276199 9 10% % P* * 7920 0 12900 0 74000 0 P P 8.55 x 10 s 6.86.8 x 10 b V V 0.002 2 0.0017 0.0017 0.001 1 C3 3 11 x 10" b 55 x 10-" Tablee 6.2: Collection of parameter sets (-v, P*) used in the simulations, -v is the width of the imposedd particle size distribution function and P* = |3P (o^) the pressure. Here P = P*("v/o~o) 3 iss a rescaled pressure. In the infinite pressure limit (P* -> oo,-v -> 0) P -0.000151765. This correspondss to an activity distribution where ci -1 and C2 = C3 = 0, see Eq. (6.4). The polydispersityy ranges from 0% (left) to 10% (right). The polydispersities quoted in this table and in the figures,, are those of the metastable liquid.
Too identify solid-like particles in our simulations, we used the same criterion as in the case forr monodisperse hard spheres (see section 4.1.2), The only adjustment we had to make is due too the different sizes of the particles. The local environment was defined as the surface to surface distancee between particles. All particles where this distance is smaller than 0.4 x (cr), where (a) iss the average diameter of all particles, are considered to be neighbors. The threshold for the dott product qePe = 20 and the threshold for the number of connections was set to 7, as in the monodispersee hard-sphere case. Two solid like particles were considered to be belong to the samee cluster if their surface to surface distance was less than 0.8 x (cr). To eliminate possible finite-sizee effects, we used systems of 3375 particles. Very long runs, up to 1.6 x 10 7 trial moves perr particle, in combination with parallel tempering [23] , were needed to ensure equilibration off the dense, polydisperse fluid.
Appendix B: Calculation of the chemical potential
Thee calculation of the chemical potential of the liquid and the solid phases is described in sectionn 5.6. This time we did only calculate the chemical potential difference between the two phases.. The coexistence pressure and density has been calculated [46, 47] . We used this data andd performed a thermodynamic integration starting at coexistence, where the chemical potentiall difference is zero: Inn our simulations we imposed the same chemical potential difference function on the bulk liquidd and the solid phase. This results in different diameter distribution functions, which is shownn in Fig 6. 3 for our simulations at pressure |3P (o"o) = 74000 and "v = 0.001. On average the sizee of particles in the bulk solid is larger than that of the corresponding bulk liquid, whereas thee polydispersity is smaller. When a crystal nucleus forms in a supersaturated liquid, this behaviorr is reflected, see Fig. 6 .4. The size and polydispersity of the particles close to the center off the crystal nucleus are that of the bulk solid. For larger distances the bulk values of the liquid aree approached. Centerr of mass distance Figuree 6.4: Average size and polydispersity of particles as a function of the center of mass of the clusterr in units of the average diameter of particles in the bulk liquid. Fractionation in particle sizee and polydispersity occurs. The particles in the crystal nucleus are in average larger as the particless in the bulk liquid, while they are less polydisperse.
Appendix D: Turnbull's rule
Turnbulll suggested that, as the (crystal-vacuum) interfacial free energy is related to the heat of sublimationn in molecular crystals, there should be a relation between the liquid-crystal surface freee energy and the heat of fusion Ah [2] . From crystal nucleation experiments in metallic liquids aa linear dependence was obtained. We could test if this relation holds for a system of polydispersee hard-sphere colloids. From our barrier calculations we had estimates for the liquid-crystal surfacee free energy. The enthalphy difference we computed according to: Ahh = P* 1 1 (6.5) )
wheree P* = |3P(CTQ) and pi, p s are the number densities of the bulk liquid and solid. In Fig. 6 .5 wee plot the liquid-crystal surface free energy as a function of the enthalphy difference. As can bee seen, in this case we do not find this linear dependence. Heree p(r) is the density in the system as a function of the distance from the center of mass of thee critical nucleus and pi is the density of the liquid. Note that in our case the supersaturation A\iA\i is the same for all particle sizes and the above equation can be applied directly to the polydispersee system. D. Oxtoby suggested [54] that if AG* passes through a minimum the excess numberr of particles of the nucleus must become lower than that of the surrounding liquid. To testt this prediction we compared the number density of the bulk liquid at pressure P, where we performedd our crystal barrier calculations, with the number density of a bulk solid at a pressure PP + AP, where AP is the Laplace pressure. The pressure inside a crystal nucleus is slightly higher thann that of the surrounding liquid to compensate the chemical potentials. The calculation of thee Laplace pressure in a polydisperse system is described in section 3.2.1. In Fig. 6 .6 we plot thee ratio of the number densities of the liquid and the solid as a function of the difference in the chemicall potential between the two phases. As can be seen, indeed we observe a inversion of thee number densities for the systems with 9.5% and 10% polydispersity. For the system with 8.5%% polydispersity the situation is less clear. Note that at the minimum the number density of thee solid becomes higher than that of the liquid and not vice verse. This is the opposite of what wee expected. The reason is probably due to the fact that at these polydispersities and densitiess the number density of the liquid at coexistence is already higher than that of the solid. But whenn the system is compressed to higher densities at constant poydispersity of the liquid, the solidd becomes more and more monodisperse. This means that the number density of the solid increases. .
Appendix E: Nucleation theorem

Appendix F: Kinetic factor
Wee computed the reduced attachment rate of particles to the critical cluster by using the kineticc Monte Carlo scheme described in section 4.2. We should note that the calculated attachmentt rates do not differ considerably (less than one order of magnitude) from the results in thee monodisperse case, see table 6.4. Considering the high volume fractions at which our simulationss were performed, this is not obvious. Although diffusion is probably slowed down dramaticallyy at such high volume fractions and polydispersities, we did not try to correct for it. Thee main reason is that it is not straightforward to apply the idea from Medina-Noyola [27] to a polydispersee system and there are only a few experimental measurements on the long-time selfdiffusionn coefficient, to which we could test this approach. However, considering the fact that thee attachment of particles to the critical cluster does still happen, and that for crystallization onlyy diffusion on the scale of the short-time self-diffusion coefficient is needed, we can argue thatt the variation of the nucleation rate is dominated by the behavior of the nucleation barrier. Inn general it is save to say that the decrease of the nucleation rate at high densities is a competitionn between a slowing down of the kinetics and a decreasing probability for the formation of a criticall cluster due to an increase in surface free energy. 6.100 Appendix G: Average size of a crystallite Too estimate the average crystallite size at the end of a crystallization experiment, we use a simplifiedd version of the analysis proposed by Shi et al. [50] . We assume that I, the rate of steady-state nucleation,, is given by Eq. (6.2), and that v g , the rate at which the crystallite radius grows, is givenn by the Wilson-Frenkel law: D s s [1-exp(-|Anl/k"T)], , (6.8) )
wheree A is a typical atomic jump distance and Ds a self-diffusion constant. Note that both I and v 99 are proportional to Ds-The total volume fraction occupied by crystallites as a function of timee t is approximately given by the Avrami growth law <p<p ~ ITTV, ,t 4 /3. . (6.9) ) Crystallizationn stops when 4> is of order 1. This happens after a time t max -(IVg) 1/4 . The averagee crystallite radius at this time is equal to R c ~ Vgt max . Using the expression for t mQX Tablee 6.4: Notation as in caption of Tab. 6.2, but we give the reduced attachment rate f+. Tit /Doabove,, it follows that R c -(v g /I) 1/4 . Thee crucial point to note is that the average crystallite size depends only on the ratio v g /I. As thee strongly density dependent diffusion constant D$ drops out of this ratio, its |A^i|-dependence iss mainly determined by the variation of exp(AG*/keT), except for small supersaturations. We thereforee expect that the typical crystallite size at the end of a nucleation experiment should scalee as R c ~ exp(AG*/4k.BT). Our prediction of a maximum in the nucleation barrier then translatess into the prediction of a minimum in the typical crystallite size.
