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Abstract
We define a Tanaka’s equation on an oriented graph with two edges and two vertices. This
graph will be embedded in the unit circle. Extending this equation to flows of kernels, we show
that the laws of the flows of kernels K solutions of Tanaka’s equation can be classified by pairs
of probability measures (m+,m−) on [0, 1], with mean 1/2. What happens at the first vertex is
governed by m+, and at the second by m−. For each vertex P , we construct a sequence of stopping
times along which the image of the whole circle by K is reduced to P . We also prove that the
supports of these flows contain a finite number of points, and that except for some particular cases
this number of points can be arbitrarily large.
1 Introduction
Consider Tanaka’s equation
ϕs,t(x) = x+
∫ t
s
sgn(ϕs,u(x))dWu, s ≤ t, x ∈ R, (1)
where (Wt)t∈R is a Brownian motion on R (that is (Wt)t≥0 and (W−t)t≥0 are two independent standard
Brownian motions) and ϕ = (ϕs,t; s ≤ t) is a stochastic flow of mappings on R. We refer to [5] for
a precise definition. Roughly, ϕs,t and ϕ0,t−s are equal in law, for any sequence {[si, ti], 1 ≤ i ≤ n}
of non-overlapping intervals the mappings ϕsi,ti are independent, and we have the flow property: for
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all x ∈ R, s ≤ t ≤ u, a.s. ϕs,u(x) = ϕt,u ◦ ϕs,t(x). In [6], (1) is extended (1) to flows of kernels. A
stochastic flow of kernels K = (Ks,t; s ≤ t) is the same as a stochastic flow of mappings, but the
mappings are replaced by kernels, and the flow property being now that for all x ∈ R, s ≤ t ≤ u,
a.s. Ks,u(x) = Ks,tKt,u(x) (with the usual composition of kernels). For x ∈ R and s ≤ t, Ks,t(x) is
a probability measure on R which describes the transport by the flow of a Dirac measure at x from
time s to time t. A simple example of flow of kernels is Ks,t(x) = δϕs,t(x), where ϕ is a stochastic flow
of mappings.
By applying Itoˆ’s formula, it is easy to see that (ϕ,W ) solves (1) if and only if, setting K = δϕ,
we have for all s ≤ t, x ∈ R and f ∈ C2b (R) (f is C2 on R and f ′, f ′′ are bounded), a.s.
Ks,tf(x) = f(x) +
∫ t
s
Ks,u(f
′sgn)(x)dWu +
1
2
∫ t
s
Ks,uf
′′(x)du. (2)
Now, if K is a stochastic flow of kernels and W is a Brownian motion on R, we will say that (K,W )
solves Tanaka’s equation if and only if (2) holds for all s ≤ t, x ∈ R and f ∈ C2b (R). To give an
intuitive meaning of this SDE, the transport by a solution K is governed by W on ]0,∞[ and by
−W on ] −∞, 0[, but with possible splitting at 0. We will also be interested in diffusive solutions of
Tanaka’s equation, i.e. solutions K that cannot be written in the form δϕ. The main result of [6] is a
one-to-one correspondence between probability measures m on [0, 1] with mean 12 and laws of solutions
to (2). Denote by Pm, the law of the solution (K,W ) associated to m. Then
Ks,t(x) = δx+sgn(x)Ws,t1{t≤τs,x} + (Us,tδW+s,t
+ (1− Us,t)δ−W+s,t)1{t>τs,x}
where Ws,t =Wt −Ws, W+s,t =Wt − inf
u∈[s,t]
Wu =Ws,t − inf
u∈[s,t]
Ws,u,
τs,x = inf{t ≥ s :Ws,t = −|x|}
and where Us,t is independent of W , with law m. In particular, when m = δ 1
2
, then Us,t =
1
2 and K
is σ(W )-measurable; this is also the unique σ(W )-measurable solution of (2). For m = 12(δ0 + δ1),
we recover the unique flow of mappings solving (1) which was firstly introduced in [8]. In [2], a
more general Tanaka’s equation has been defined on a graph related to Walsh’s Brownian motion. In
this work, we deal with another simple oriented graph with two edges and two vertices that will be
embedded in the unit circle C = {z ∈ C : |z| = 1}.
A function f defined on C is said to be derivable in z0 ∈ C if
f ′(z0) := lim
h→0
f(z0e
ih)− f(z0)
h
2
exists. Let C2(C ) be the space of all functions f defined on C having first and second continuous
derivatives f ′ and f ′′. Let P(C ) be the space of all probability measures on C and (fn)n∈N be a
sequence of functions dense in {f ∈ C(C ), ||f ||∞ ≤ 1}. We equip P(C ) with the following distance d
and its associated Borel σ-field:
d(µ, ν) =
(∑
n
2−n
(∫
fndµ−
∫
fndν
)2) 12
with µ, ν ∈ P(C ). (3)
In the following, arg(z) ∈ [0, 2π[ denotes the argument of z ∈ C and in all the paper l is a fixed
parameter in ]0, π]. Define for z ∈ C ,
ǫ(z) = 1{arg(z)∈[0,l]} − 1{arg(z)∈]l,2π[}
and denote by Cl (or simply by C since l will not vary) the graph embedded in C with two vertices
1 and eil and two edges C+ = {z ∈ C : arg(z) ∈]0, l[} and C− = C \ C+ with orientation given by ε
(see Figure 1 below).
0 1
e
il
Figure 1: The graph C .
Definition 1. On a probability space (Ω,A,P), let W be a Brownian motion on R and K be a
stochastic flow of kernels on C . We say that (K,W ) solves Tanaka’s equation on C denoted (TC ) if
for all s ≤ t, f ∈ C2(C ) and x ∈ C , as.
Ks,tf(x) = f(x) +
∫ t
s
Ks,u(ǫf
′)(x)dWu +
1
2
∫ t
s
Ks,uf
′′(x)du. (4)
If (K,W ) is a solution of (TC ) and K = δϕ with ϕ a stochastic flow of mappings, we simply say that
(ϕ,W ) solves (TC ).
If (K,W ) is a solution of (TC ), then following Lemma 3.1 of [6], we have σ(W ) ⊂ σ(K) (see Lemma
3 (ii) below). So we will simply say that K solves (TC ).
3
In this paper, given two probability measures on [0, 1], m+ and m− with mean 12 , we construct a
flow Km
+,m− solution of (TC ). Let (K
+,K−,W ) be such that given W , the flows K+ and K−
are independent and (K±,±W ) has for law Pm± . The flows K+ and K− provide the additional
randomness when Km
+,m− passes through 1 or eil. Away from these two points, Km
+,m− just follows
W on C+ and −W on C−. We now state our first result.
Theorem 1. (1) Let m+ and m− be two probability measures on [0, 1] satisfying∫ 1
0
u m+(du) =
∫ 1
0
u m−(du) =
1
2
. (5)
There exist a stochastic flow of kernels (unique in law) Km
+,m− and a Brownian motion W on R
such that (Km
+,m− ,W ) solves (TC ) and such that if W
+
s,t =Wt− inf
u∈[s,t]
Wu, W
−
s,t = sup
u∈[s,t]
Wu−Wt
and
ρs = inf{t ≥ s, sup(W+s,t,W−s,t) = l},
then conditionally to {s ≤ t < ρs}, a.s.
Km
+,m−
s,t (1) = U
+
s,tδexp(iW+s,t)
+ (1− U+s,t)δexp(−iW+s,t),
Km
+,m−
s,t (e
il) = U−s,tδexp(i(l+W−s,t))
+ (1− U−s,t)δexp(i(l−W−s,t))
and conditionally to {s ≤ t < ρs}, (U+s,t, U−s,t) is independent of W and has for law m+ ⊗m− .
(2) For all flow K solution of (TC ), there exists a unique pair of probability measures (m
+,m−)
satisfying (5) such that K
law
= Km
+,m−.
Contrary to Tanaka’s equation, where flows are concentrated on at most two points, flows associated to
(TC ) have nontrivial supports. The version (K
m+,m− ,W ) defined in Theorem 1 (1), and constructed
in Section 2, satisfies Proposition 1 and Proposition 2 below. Proposition 1 shows the existence of
some times at which the support of Km
+,m− is only concentrated on a single point. For all −∞ ≤ s ≤
t ≤ +∞, let
FWs,t = σ(Wu,v, s ≤ u ≤ v ≤ t). (6)
Proposition 1. (1) There exists an increasing sequence (Sk)k≥1 of (FW0,t)t≥0-stopping times such
that a.s. limk→∞ Sk = +∞ and Km
+,m−
0,Sk
(z) = δeil for all z ∈ C and all k ≥ 1.
(2) There exists an increasing sequence (Tk)k≥1 of (FW0,t)t≥0-stopping times such that a.s. limk→∞ Tk =
+∞ and Km+,m−0,Tk (z) = δ1 for all z ∈ C and all k ≥ 1.
4
The next proposition shows that the support of Km
+,m− may contain an arbitrary large number
of points with positive probability (more informations can be found in Section 5).
Proposition 2. Assume that m+ and m− are both distinct from 12 (δ0 + δ1). Then there exists a
sequence of events (Cn)n≥0 and a sequence of (FW0,t)t≥0-stopping times (σn)n≥0 such that for all n ≥ 0,
(i) P(Cn) > 0,
(ii) Card supp
(
Km
+,m−
0,σn
(1)
)
= n+ 1 a.s. on Cn.
We also mention that all the sequences of stopping times discussed in the previous two propositions
will be constructed independently of (m+,m−). They take values in {ρn, n ∈ N} where ρ0 = 0 and
ρn+1 = inf{t ≥ ρn, sup(W+ρn,t,W−ρn,t) = l} for n ≥ 0. Set, for z ∈ C , n ∈ N,
Xzn = supp
(
Km
+,m−
0,ρn
(z)
)
where m+ and m− are distinct from 12(δ0+δ1). Then (X
z
n)n is a strong Markov chain on E = ∪k≥1C k.
Proposition 1 asserts that {1} and {eil} are recurrent for this chain. Proposition 2 asserts that for
all n ≥ 0, both {1} and {eil} (by analogy) communicate with C n+1. So one can deduce the following
immediate
Corollary 1. For all z ∈ C , n ≥ 0, C n+1 is a recurrent set for Xz (i.e. a.s. ∀n ≥ 0, Xzk ∈ C n+1 for
infinitely many k).
Even that the supports of the flows Km
+,m− may be concentrated on arbitrarily many points at
some times, these random sets are always finite in the following sense: a.s.
∀z ∈ C , t ≥ 0, Card supp
(
Km
+,m−
0,t (z)
)
<∞.
Let us describe the organization of this paper. In Section 2, we prove the first part of Theorem 1.
The proof of the second part will be the subject of Section 3. In Section 4, we prove Proposition 1.
Section 5 gives some informations about the support of Km
+,m− and proves Proposition 2.
2 Construction of flows associated to (TC )
Fix two probability measures m+ and m− on [0, 1] with mean 12 .
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2.1 Coupling flows associated with two Tanaka’s equations on R.
In this section, we follow [6]. By Kolmogorov extension theorem, there exists a probability space
(Ω,A,P) on which one can construct a process (ε+s,t, ε−s,t, U+s,t, U−s,t,Ws,t)−∞<s≤t<∞ taking values in
{−1, 1}2 × [0, 1]2 × R such that (i), (ii), (iii), (iv) and (v) are satisfied, where
(i) Ws,t :=Wt −Ws for all s ≤ t and W is a Brownian motion on R.
(ii) Given W , (ε+s,t, U
+
s,t)s≤t and (ε
−
s,t, U
−
s,t)s≤t are independent.
(iii) For fixed s < t, (ε±s,t, U
±
s,t) is independent of W and
(ε±s,t, U
±
s,t)
law
= (uδ1(dx) + (1− u)δ−1(dx))m±(du).
In particular P(ε±s,t = 1|U±s,t) = U±s,t.
(iv) Define for all s ≤ t
m+s,t = inf{Wu;u ∈ [s, t]} and m−s,t = sup{Wu;u ∈ [s, t]}.
Then for all s < t and u < v, then
P(ε±s,t = ε
±
u,v, U
±
s,t = U
±
u,v|m±s,t = m±u,v) = 1. (7)
(v) For all s < t and {(si, ti); 1 ≤ i ≤ n} with si < ti, the law of (ε±s,t, U±s,t) knowing (ε±si,ti , U±si,ti)1≤i≤n
and W is given by
(uδ1(dx) + (1− u)δ−1(dx))m±(du)
when m±s,t 6∈ {m±si,ti ; 1 ≤ i ≤ n} and is otherwise given by
δε±si,ti ,U
±
si,ti
on the event {m±s,t = m±si,ti} with 1 ≤ i ≤ n.
Note that (i)-(v) uniquely define the law of
(ε+s1,t1 , U
+
s1,t1
, ε−s1,t1 , U
−
s1,t1
, · · · , ε+sn,tn , U+sn,tn , ε−sn,tn , U−sn,tn ,W )
for all si < ti, 1 ≤ i ≤ n. This family of laws is consistent by construction. Note in particular that,
when (iv) is satisfied for (si, ti) and (sj, tj) with 1 ≤ i, j ≤ n, then (v) properly defines the law of
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(ε±s,t, U
±
s,t) knowing (ε
±
si,ti
, U±si,ti)1≤i≤n and W , and we have that (iv) also holds for (s, t) and (sj, tj)
with 1 ≤ j ≤ n.
For s ≤ t, x ∈ R, define
τ±s (x) = inf{r ≥ s : Ws,r = ∓|x|}
and set
ϕ±s,t(x) = (x± sgn(x)Ws,t)1{t≤τ±s (x)} + ε
±
s,tW
±
s,t1{t>τ±s (x)},
K±s,t(x) = δx±sgn(x)Ws,t1{t≤τ±s (x)} +
(
U±s,tδW±s,t
+ (1− U±s,t)δ−W±s,t
)
1{t>τ±s (x)}.
Recall the following
Theorem 2. ([6])
(i) (ϕ+,W ) and (ϕ−,−W ) solve Tanaka’s equation (1).
(ii) (K+,W ) and (K−,−W ) solve Tanaka’s equation (2).
(iii) For all x ∈ R, all s ≤ t and all bounded continuous function f , a.s.
K±s,tf(x) = E[f(ϕ
±
s,t(x))|K±].
2.2 Modification of flows.
For our later needs, we will construct modifications of ϕ± and of K± which are measurable with
respect to (s, t, x, ω). On a set of probability 1, define for all s < t, (sn, tn) = (
⌊ns⌋+1
n
, ⌊nt⌋−1
n
) and
(ε˜±s,t, U˜
±
s,t) = (lim sup
n→∞
ε±sn,tn , lim sup
n→∞
U±sn,tn).
Then, we have the following
Lemma 1. (i) For all s < t, a.s. ε˜±s,t = ε
±
s,t, U˜
±
s,t = U
±
s,t.
(ii) Consider the random sets
D
+ = {(s, t) ∈ R2; s < t,m+s,t < min(Ws,Wt)},
D
− = {(s, t) ∈ R2; s < t,m−s,t > max(Ws,Wt)}.
Then a.s. for all (s, t) and (u, v) in D±,
m±s,t = m
±
u,v =⇒ (ε˜±s,t, U˜±s,t) = (ε˜±u,v, U˜±u,v).
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Proof. (i) By (7), a.s. for all s < t, u < v such that (s, t, u, v) ∈ Q4, we have
m±s,t = m
±
u,v =⇒ (ε±s,t, U±s,t) = (ε±u,v, U±u,v).
Fix s < t. With probability 1, m±s,t is attained in ]s, t[ and thus a.s. there exists n0 such that
m±s,t = m
±
sn,tn
= m±sn0 ,tn0
for all n ≥ n0. (8)
Taking the limit, we get (ε˜±s,t, U˜
±
s,t) = (ε
±
sn0 ,tn0
, U±sn0 ,tn0
) a.s. From (7) and (8), we also have that
(ε±s,t, U
±
s,t) = (ε
±
sn0 ,tn0
, U±sn0 ,tn0
) a.s. and (i) is proved.
(ii) With probability 1, for all (s, t) and (u, v) in D±, if m±s,t = m
±
u,v, then ∃n0 : m±sn,tn =
m±un,vn for all n ≥ n0, which implies that
∃n0 : (ε±sn,tn , U±sn,tn) = (ε±un,vn , U±un,vn) for all n ≥ n0
and thus that ε˜±s,t = ε˜
±
u,v and that U˜
±
s,t = U˜
±
u,v.
We may now consider the following modifications of ϕ± and K± defined for all s ≤ t, x ∈ R by
ϕ˜±s,t(x) = (x± sgn(x)Ws,t)1{t≤τ±s (x)} + ε˜
±
s,tW
±
s,t1{t>τ±s (x)},
K˜±s,t(x) = δx±sgn(x)Ws,t1{t≤τ±s (x)} +
(
U˜±s,tδW±s,t
+ (1− U˜±s,t)δ−W±s,t
)
1{t>τ±s (x)}.
Then Theorem 2 holds also for ϕ˜±, K˜± (because (i), (ii), (iii) and (iv) stated at the begining of Section
2.1 are satisfied by (ε˜±, U˜±,W )).
Lemma 2. (i) The mapping
(s, t, x, ω) 7−→ (ϕ˜±s,t(x, ω), K˜±s,t(x, ω))
is measurable from {(s, t, x, ω), s ≤ t, x ∈ R, ω ∈ Ω} into R× P(R).
(ii) For all s, t, x, a.s.
ϕ±s,t(x) = ϕ˜
±
s,t(x) and K
±
s,t(x) = K˜
±
s,t(x).
Proof. (i) Clearly, the mapping
(s, t, ω) 7−→ (ε˜±s,t(ω), U˜±s,t(ω),Ws,t(ω))
is measurable. For all t ≥ s, we have
{τ+s (x) > t} = { inf
s≤r≤t
Ws,r + |x| > 0}
which shows that (s, x, ω) 7−→ τ+s (x, ω) is measurable and a fortiori (s, x, ω) 7−→ τ−s (x, ω) is also
measurable. (ii) is a consequence of Lemma 1 (i).
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To simplify the notation, throughout the rest of the paper, we will denote ε˜±s,t, U˜
±
s,t, ϕ˜
±
s,t, K˜
±
s,t simply
by ε±s,t, U
±
s,t, ϕ
±
s,t,K
±
s,t.
2.3 The construction of Km
+,m−.
In this paragraph, we construct a stochastic flow of kernels Km
+,m− and a stochastic flow of mappings
ϕ respectively from (K+,K−) and from (ϕ+, ϕ−). Let
ρs = inf{r ≥ s, sup(W+s,r,W−s,r) = l}. (9)
We first define (ϕs,t)s≤t≤ρs . For t ∈ [s, ρs], set
ϕs,t(1) = exp(iϕ
+
s,t(0)),
ϕs,t(e
il) = exp(i(l + ϕ−s,t(0)))
and for z ∈ C \ {1, eil} and t ∈ [s, ρs], set
ϕs,t(z) = ze
iǫ(z)Ws,t1{t≤τs(z)}
+
(
ϕs,t(1)1{zeiǫ(z)Ws,τs(z)=1}
+ ϕs,t(e
il)1
{ze
iǫ(z)Ws,τs(z)=eil}
)
1{t>τs(z)},
where
τs(z) = inf{r ≥ s, zeiǫ(z)Ws,r = 1 or eil}.
Note that on {τs(z) < ρs}∩{zeiǫ(z)Ws,τs(z) = 1}, we have W+s,τs(z) = 0 and consequently ϕs,τs(z)(1) = 1.
Also, on {τs(z) < ρs} ∩ {zeiǫ(z)Ws,τs(z) = eil}, we have W−s,τs(z) = 0 and so ϕs,τs(z)(eil) = eil.
Since (s, ω) 7−→ ρs(ω) and (s, z, ω) 7−→ τs(z, ω) are measurable, it follows from Lemma 2 that
(s, t, z, ω) 7−→ ϕs,t(z, ω)1{s≤t≤ρs(ω)}
is measurable from {(s, t, z, ω), s ≤ t, z ∈ C , ω ∈ Ω} into C . Now we consider the sequence of stopping
times (ρks)k≥0 such that ρ
0
s = s and ρ
k+1
s = ρρks for k ≥ 0.
Define for all s ≤ t,
ϕs,t =
∑
k≥0
1{ρks≤t<ρ
k+1
s }
ϕρks ,t ◦ ϕρk−1s ,ρks ◦ · · · ◦ ϕs,ρs .
Then (s, t, z, ω) 7−→ ϕs,t(z, ω) is measurable from {(s, t, z, ω), s ≤ t, z ∈ C , ω ∈ Ω} into C . By the
same way, we define (Km
+,m−
s,t )s≤t≤ρs for t ∈ [s, ρs]
Km
+,m−
s,t (1) = U
+
s,tδexp(iW+s,t)
+ (1− U+s,t)δexp(−iW+s,t),
Km
+,m−
s,t (e
il) = U−s,tδexp(i(l+W−s,t))
+ (1− U−s,t)δexp(i(l−W−s,t))
9
and for z ∈ C \ {1, eil} and t ∈ [s, ρs]
Km
+,m−
s,t (z) = δzeiǫ(z)Ws,t1{t≤τs(z)}
+
(
Km
+,m−
s,t (1)1{zeiǫ(z)Ws,τs(z)=1}
+Km
+,m−
s,t (e
il)1
{ze
iǫ(z)Ws,τs(z)=eil}
)
1{t>τs(z)}.
Define now for all s ≤ t,
Km
+,m−
s,t =
∑
k≥0
1{ρks≤t<ρ
k+1
s }
Km
+,m−
s,ρs · · ·Km
+,m−
ρk−1s ,ρks
Km
+,m−
ρks ,t
.
Then (s, t, z, ω) 7−→ Km+,m−s,t (z, ω) is measurable from {(s, t, z, ω), s ≤ t, z ∈ C , ω ∈ Ω} into P(C ).
For every choice s1 < t1 < · · · < sn < tn, (ϕsi,ti ,Km
+,m−
si,ti
) is σ(ε+u,v , ε
−
u,v, U
+
u,v, U
−
u,v,Wu,v, si ≤ u ≤ v ≤
ti) measurable and these σ-fields are independent for 1 ≤ i ≤ n by construction. This implies the
independence of the family {(ϕsi,ti ,Km
+,m−
si,ti
), 1 ≤ i ≤ n}. It is also clear that the laws of ϕs,t and
Km
+,m−
s,t only depend on t− s.
2.4 The flow property for Km
+,m− and ϕ.
To prove the flow property for both ϕ and Km
+,m− , we start by the following
Proposition 3. Let S and T be two finite (FW−∞,r)r∈R-stopping times such that S ≤ T ≤ ρS. Then
a.s. for all u ∈ [T, ρS ], z ∈ C , we have
ϕS,u(z) = ϕT,u ◦ ϕS,T (z)
and
Km
+,m−
S,u (z) = K
m+,m−
S,T K
m+,m−
T,u (z).
Proof. Define
Ω1 = {ω ∈ Ω : ∀ (s1, t1), (s2, t2) ∈ D±, m±s1,t1 = m±s2,t2 ⇒ ε±s1,t1 = ε±s2,t2}
Ω2 = {ω ∈ Ω : m+T,T+r < WT < m−T,T+r, m+S,S+r < WS < m−S,S+r for all r > 0}.
Then P(Ω1) = 1 (see Lemma 1 (ii)). It is also known that P(Ω2) = 1 (see [3] page 94). We will prove
the proposition on the set of probability 1: Ω˜ = Ω1∩Ω2 and we first prove the result for ϕ. From now
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on, we fix ω ∈ Ω˜. Define
E(i) = {(u, z) : T ≤ u ≤ ρS , u < τS(z)},
E(ii) = {(u, z) : T < τS(z) ≤ u ≤ ρS},
E(iii) = {(u, z) : τS(z) ≤ T ≤ u ≤ ρS , u < τT (ϕS,T (z))},
E(iv) = {(u, z) : τS(z) ≤ T ≤ τT (ϕS,T (z)) ≤ u ≤ ρS}.
Then E(i) ∪ E(ii) ∪ E(iii) ∪E(iv) = [T, ρS ]× C . For all z ∈ C , set Z = ϕS,T (z) and θ = arg(z).
(i) Let (z, u) ∈ E(i). Then as T < τS(z), we have θ /∈ {0, l}, Z = zeiǫ(z)WS,T and
τT (Z) = inf{r ≥ T, Zeiǫ(Z)WT,r = 1 or eil}
= inf{r ≥ T, zei(ǫ(z)WS,T+ǫ(Z)WT,r) = 1 or eil} = τS(z)
since ǫ(z) = ǫ(Z). Therefore u < τT (Z) and ϕT,u ◦ ϕS,T (z) = Zeiǫ(Z)WT,u = zeiǫ(z)WS,u = ϕS,u(z).
(ii) Let (z, u) ∈ E(ii). Then, we still have τT (Z) = τS(z) and ϕT,τT (Z)(Z) = ϕS,τS(z)(z). Recall that
ϕS,u(z) = ϕS,u(1)1{ϕS,τS (z)(z)=1}
+ ϕS,u(e
il)1{ϕS,τS (z)(z)=e
il}
and
ϕT,u(Z) = ϕT,u(1)1{ϕT,τT (Z)(Z)=1}
+ ϕT,u(e
il)1{ϕT,τT (Z)(Z)=e
il}.
Suppose for example ϕS,τS(z)(z) = ϕT,τT (Z)(Z) = 1, then W
+
T,τT (Z)
=W+
S,τS(z)
= 0 and so W+T,r =W
+
S,r
(and a fortiori m+T,r = m
+
S,r) for all r ≥ τT (Z)(= τS(z)). From the definition,
ϕS,u(z) = ϕS,u(1) = exp(iϕ
+
S,u(0)) and ϕT,u(Z) = ϕT,u(1) = exp(iϕ
+
T,u(0)).
If W+T,u = W
+
S,u = 0, then ϕS,u(z) = ϕT,u(Z) = 1. Suppose that W
+
T,u = W
+
S,u > 0, then Wu > m
+
T,u
and Wu > m
+
S,u. Since ω ∈ Ω2, we have
WT > m
+
T,u and WS > m
+
S,u.
In other words, (T, u) and (S, u) are in D+ so that ε+S,u = ε
+
T,u and ϕT,u(Z) = ϕS,u(z).
(iii) Let (z, u) ∈ E(iii). Assume for example that ϕS,τS(z)(z) = 1, then Z = ϕS,T (1) = eiϕ
+
S,T
(0) since
T ≤ ρS and
ϕT,u(Z) = exp(i(ϕ
+
S,T (0) + ǫ(Z)WT,u))
= exp(i(ε+S,TW
+
S,T + ǫ(Z)WT,u)).
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As T ≤ u < τT (Z), it follows that Z /∈ {1, eil} (if Z ∈ {1, eil}, then τT (Z) = T ), ǫ(Z) = ε+S,T and
so ϕT,u(Z) = Z exp(iε
+
S,TWT,u) = exp(iε
+
S,T (Wu − m+S,T )). As Z 6= 1, we necessarily have W+S,T > 0.
Thus if ε+S,T = 1,
τT (Z) = inf{r ≥ T : Wr −m+S,T = 0 or l}
and if ε+S,T = −1,
τT (Z) = inf{r ≥ T : Wr −m+S,T = 0 or 2π − l}.
Since u < τT (Z), we have m
+
S,u = m
+
S,T and ϕT,u(Z) = exp(iε
+
S,TW
+
S,u). On the other hand, since
u ≤ ρS,
ϕS,u(z) = exp(iϕ
+
S,u(0)) = exp(iε
+
S,uW
+
S,u).
But (S, T ) ∈ D+ (from W+S,T > 0), (S, u) ∈ D+ (from u < τT (Z) which entails that W+S,u > 0).
Consequently ε+S,u = ε
+
S,T and so ϕT,u(Z) = ϕS,u(z). The case ϕS,τS(z)(z) = e
il can be done similarly.
(iv) Let (z, u) ∈ E(iv). Assume for example that ϕS,τS(z)(z) = 1 so that W+S,τS(z) = 0. Consider the
first case: ε+S,T = 1. Then Z = e
iW+
S,T and
τT (Z) = inf{r ≥ T : Wr −m+S,T ∈ {0, l}}.
If WτT (Z) −m+S,T = l, then u = τT (Z) = ρS and ϕS,u(z) = ϕT,u(Z) = eil.
If WτT (Z) −m+S,T = 0, then ϕT,τT (Z)(Z) = 1 and ϕT,u(Z) = ϕT,u(1).
Since ϕS,τS(z)(z) = 1, we have ϕS,u(z) = ϕS,u(1). Moreover W
+
T,τT (Z)
= W+
S,τT (Z)
= 0, which implies
W+T,u =W
+
S,u (since u ≥ τT (Z)).
Now, if u satisfiesW+T,u =W
+
S,u = 0, then ϕT,u(Z) = ϕS,u(z) = 1. If not, m
+
T,u = m
+
S,u and (T, u), (S, u)
are in D+. This implies ε+T,u = ε
+
S,u and ϕT,u(Z) = ϕS,u(z) exactly as in (ii).
Assume now that ε+S,T = −1, then τT (Z) satisfies WτT (Z) − m+S,T = 0 (recall that τT (Z) ≤ ρS) and
ϕT,u(Z) = ϕS,u(z) as before.
The result for Km
+,m− can be proved by replacing ϕS,T (z) by e
iW+
S,T in E(iii) and E(iv). However, the
proof remains similar.
Corollary 2. Let S ≤ T be two finite (FW−∞,r)r∈R-stopping times. Then, with probability 1, for all
u ≥ T, z ∈ C , we have
ϕS,u(z) = ϕT,u ◦ ϕS,T (z)
and
Km
+,m−
S,u (z) = K
m+,m−
S,T K
m+,m−
T,u (z).
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Proof. Fix k ∈ N and define the family of (FW−∞,r)r∈R-stopping times (T i)i≥0 by T 0 = (T ∨ ρkS)∧ ρk+1S
and T i = ρT i−1 for i ≥ 1. As r 7−→ ρr is increasing, we have ρk+iS ≤ T i ≤ ρk+i+1S for all i ≥ 0. Applying
successively Proposition 3, we have a.s. for all z ∈ C , i ≥ 0 and all u ∈ [ρk+iS , T i] ,
ϕS,u(z) = ϕρk+i
S
,u
◦ ϕ
T i−1,ρk+i
S
◦ · · · ◦ ϕ
T 0,ρk+1
S
◦ ϕρk
S
,T 0 ◦ ϕS,ρk
S
(z)
and for all u ∈ [T i, ρk+i+1S ],
ϕS,u(z) = ϕT i,u ◦ ϕρk+i
S
,T i
◦ · · · ◦ ϕ
T 0,ρk+1
S
◦ ϕρk
S
,T 0 ◦ ϕS,ρk
S
(z).
On {ρkS ≤ T < ρk+1S }, we have T i = ρiT for all i ≥ 0 whence a.s. on {ρkS ≤ T < ρk+1S }, for all z ∈ C
and all i ≥ 0,
ϕS,u(z) = ϕρk+i
S
,u
◦ ϕ
ρi−1
T
,ρk+i
S
◦ · · · ◦ ϕ
T,ρk+1
S
◦ ϕS,T (z) for all u ∈ [ρk+iS , ρiT ]
and
ϕS,u(z) = ϕρi
T
,u ◦ ϕρk+i
S
,ρi
T
◦ · · · ◦ ϕ
T,ρk+1
S
◦ ϕS,T (z) for all u ∈ [ρiT , ρk+i+1S ].
Now define the family (Si)i≥1 of (FW−∞,r)r∈R-stopping times by S1 = (T ∨ ρk+1S ) ∧ ρ1T and Si+1 = ρSi
for i ≥ 1. Then for all i ≥ 0, ρiT ≤ Si+1 ≤ ρi+1T . Applying again Proposition 3, we get a.s. for all
z ∈ C , i ≥ 0 and all u ∈ [ρiT , Si+1],
ϕT,u(ϕS,T (z)) = ϕρi
T
,u ◦ ϕSi,ρi
T
◦ · · · ◦ ϕS1,ρ1
T
◦ ϕT,S1(ϕS,T (z))
and for all u ∈ [Si+1, ρi+1T ],
ϕT,u(ϕS,T (z)) = ϕSi+1,u ◦ ϕρi
T
,Si+1 ◦ · · · ◦ ϕS1,ρ1T ◦ ϕT,S1(ϕS,T (z)).
On {ρkS ≤ T < ρk+1S }, we have Si = ρk+iS for all i ≥ 1. Consequently a.s. on {ρkS ≤ T < ρk+1S }, for all
z ∈ C , i ≥ 0 and all u ∈ [ρiT , ρk+i+1S ],
ϕT,u(ϕS,T (z)) = ϕρi
T
,u ◦ ϕρk+i
S
,ρi
T
◦ · · · ◦ ϕ
ρk+1
S
,ρ1
T
◦ ϕ
T,ρk+1
S
(ϕS,T (z))
and for all u ∈ [ρk+i+1S , ρi+1T ].
ϕT,u(ϕS,T (z)) = ϕρk+i+1
S
,u
◦ ϕ
ρi
T
,ρk+i+1
S
◦ · · · ◦ ϕ
ρk+1
S
,ρ1
T
◦ ϕ
T,ρk+1
S
(ϕS,T (z)).
We have thus shown that a.s. for all z ∈ C and all u ≥ T ,
1{ρk
S
≤T<ρk+1
S
}ϕT,u ◦ ϕS,T (z) = 1{ρk
S
≤T<ρk+1
S
}ϕS,u(z).
By summing over k, we get that a.s. ∀z ∈ C , ∀u ≥ T , ϕT,u ◦ϕS,T (z) = ϕS,u(z). The flow property for
Km
+,m− holds by the same reasoning.
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2.5 Km
+,m− can be obtained by filtering ϕ.
For all −∞ ≤ s ≤ t ≤ +∞, let
FU+,U−,Ws,t = σ(U+u,v, U−u,v,Wu,v; s ≤ u ≤ v ≤ t) = σ(K+u,v,K−u,v; s ≤ u ≤ v ≤ t).
Corollary 2 entails the following
Proposition 4. For all z ∈ C , all s < t and all continuous function f , a.s.
Km
+,m−
s,t f(z) = E
[
f(ϕs,t(z))
∣∣∣FU+,U−,Ws,t ] .
Proof. Fix s ≤ t, z ∈ C and f ∈ C(C ). Properties (ii) and (iii) of Section 2.1 imply that a.s.
Km
+,m−
s,t f(z)1{s≤t≤ρs} = E
[
f(ϕs,t(z))
∣∣∣FU+,U−,Ws,t ] 1{s≤t≤ρs} .
Define
Fε+,ε−,U+,U−,Ws,t = σ(ε±u,v, U±u,v,Wu,v; s ≤ u ≤ v ≤ t) = σ(ϕ±u,v,K±u,v; s ≤ u ≤ v ≤ t).
If Z is a random variable independent of Fε+,ε−,U+,U−,Ws,t , then a.s.
Km
+,m−
s,t f(Z)1{s≤t≤ρs} = E
[
f(ϕs,t(Z))
∣∣∣FU+,U−,Ws,t ] 1{s≤t≤ρs} . (10)
For n ≥ 1 and i ∈ [0, n], let tni = s+ (t−s)in , An,i = {tni ≤ ρtni−1} and for n ≥ 1 let An = ∩ni=1An,i. Note
that An,i ∈ FWtni−1,tni and An ∈ F
W
s,t . Then since K
± and ϕ± are stochastic flows, Fε+,ε−,U+,U−,Ws,t =∨n
i=1 F
ε+,ε−,U+,U−,W
tn
i−1,t
n
i
. By Corollary 2, a.s.
Km
+,m−
s,t (z) = K
m+,m−
s,tn1
· · ·Km+,m−tnn−1,t (z)
and
ϕs,t(z) = ϕtnn−1,t ◦ · · · ◦ ϕs,tn1 (z).
Recall that the σ-fields
(
Fε+,ε−,U+,U−,Wtni−1,tni
)
1≤i≤n
are independent. Then, using (10), we get that a.s.
Km
+,m−
s,t f(z)1An = E
[
f(ϕs,t(z))
∣∣∣FU+,U−,Ws,t ] 1An ,
and therefore a.s.
Km
+,m−
s,t f(z) = E
[
f(ϕs,t(z))
∣∣∣FU+,U−,Ws,t ] 1An + (Km+,m−s,t f(z)− E [f(ϕs,t(z)) ∣∣∣FU+,U−,Ws,t ]) 1Acn .
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To finish the proof, it remains to prove that P(Acn)→ 0 as n→∞. Write
P(Acn) ≤
n∑
i=1
P(Acn,i) =
n∑
i=1
P(tni − tni−1 > ρtni−1 − tni−1) = nP
(
t− s
n
> ρ0
)
.
Let ρ± = inf{r ≥ 0 : W±0,r = l}. Then
P(Acn) ≤ n
(
P
(
t− s
n
> ρ+
)
+ P
(
t− s
n
> ρ−
))
= 2nP
(
t− s
n
> ρ+
)
.
We have ρ+
law
= inf{r ≥ 0 : |Wr| = l}. Let Tl = inf{r ≥ 0 : Wr = l}, then
P(Acn) ≤ 4nP
(
t− s
n
> Tl
)
= 4n
∫ +∞
t−s
n
l√
2πx3
exp(
−l2
2x
)dx
(see [3] page 80). By the change of variable v = nx, the right hand side converges to 0 as n → ∞
which finishes the proof.
2.6 The L2 continuity.
To conclude that Km
+,m− and ϕ are two stochastic flows, it remains to prove the following
Proposition 5. For all t ≥ 0, θ ∈ [0, 2π[ and f ∈ C(C ), we have
lim
z→eiθ
E
[(
f(ϕ0,t(z)) − f(ϕ0,t(eiθ))
)2]
= lim
z→eiθ
E
[(
Km
+,m−
0,t f(z)−Km
+,m−
0,t f(e
iθ)
)2]
= 0.
Proof. By Jensen’s inequality and Proposition 4, it suffices to prove the result only for ϕ and by the
proof of Lemma 1.11 [5] (see also Lemma 1 [2]), this amounts to show that
lim
z→eiθ
P
(
d(ϕ0,t(z), ϕ0,t(e
iθ)) > η
)
= 0. (11)
where t > 0, η > 0 and θ ∈ [0, 2π[ are fixed from now on. For each z ∈ C , let Az = {d(ϕ0,t(z), ϕ0,t(eiθ)) >
η} and denote τ0(z) and ϕ0,t simply by τ(z) and ϕt.
First case : θ = 0. For α ∈]0, l[, we have τ(eiα) = inf{t ≥ 0 : α+Wt = 0 or l} and
P(Aeiα) ≤ P(t < τ(eiα)) + P
(
Aeiα ∩ {ϕτ(eiα)(eiα) = 1, t ≥ τ(eiα)}
)
+ P(ϕτ(eiα)(e
iα) = eil).
If t ≥ τ(eiα) and ϕτ(eiα)(eiα) = 1, then ϕt(eiα) = ϕt(1), thus in the right-hand side, the second term
equals 0. Since limα→0+ τ(e
iα) = 0 and P(ϕτ(eiα)(e
iα) = eil) = P(α +Wτ(eiα) = l), it is clear that
P(Aeiα) → 0 as α → 0+ and similarly P(Aeiα) → 0 as α → (2π)−. Thus (11) holds for θ = 0 and by
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the same way for θ = l.
Second case : θ ∈]l, 2π[. For all α ∈]l, 2π[, we have
P(Aeiα) ≤ P
(
Aeiα ∩ {ϕτ(eiα)(eiα) = ϕτ(eiθ)(eiθ) = 1}
)
+ P
(
Aeiα ∩ {ϕτ(eiα)(eiα) = ϕτ(eiθ)(eiθ) = eil}
)
+ ǫα,θ
where
ǫα,θ = P
(
ϕτ(eiα)(e
iα) = 1, ϕτ(eiθ)(e
iθ) = eil
)
+ P
(
ϕτ(eiα)(e
iα) = eil, ϕτ(eiθ)(e
iθ) = 1
)
which converges to 0 as α→ θ. Let us prove that
lim
α→θ
P(Bα) = 0 where Bα = Aeiα ∩ {ϕτ(eiα)(eiα) = ϕτ(eiθ)(eiθ) = 1}.
For l < α < θ, write
P(Bα) = P(Bα ∩ {t ≤ τ(eiθ)}) + P(Bα ∩ {τ(eiθ) < t < τ(eiα)}) + P(Bα ∩ {t ≥ τ(eiα)}).
Since ϕ·(e
iα) and ϕ·(e
iθ) move parallely until one of them hits 1 or eil, it comes that
lim
α→θ−
(
P(Bα ∩ {t ≤ τ(eiθ)}) + P(Bα ∩ {τ(eiθ) < t < τ(eiα)})
)
= 0.
Now
P(Bα ∩ {t ≥ τ(eiα)}) = P(Bα ∩ {τ(eiα) ≤ t ∧ ρτ(eiθ)}) + P(Bα ∩ {ρτ(eiθ) < τ(eiα) ≤ t})
≤ P(Bα ∩ {τ(eiα) ≤ t ∧ ρτ(eiθ)}) + P(ρτ(eiθ) < τ(eiα)).
Obviously limα→θ P(ρτ(eiθ) < τ(e
iα)) = P(ρτ(eiθ) < τ(e
iθ)) = 0. Set Y = ϕτ(eiθ)(e
iα), then a.s. on Bα∩
{τ(eiα) ≤ t ∧ ρτ(eiθ)}, we have ϕt(eiα) = ϕτ(eiθ),t(Y ) by Corollary 2 and ττ(eiθ)(Y ) = τ(eiα) ≤ ρτ(eiθ).
Recall that ϕτ(eiθ),s(Y ) := ϕτ(eiθ),s(1) for all s ∈ [ττ(eiθ)(Y ), ρτ(eiθ)] and consequently ϕτ(eiθ),s(Y ) =
ϕτ(eiθ),s(1) for all s ≥ ττ(eiθ)(Y ) (by the definition of ϕ). This shows that a.s. onBα∩{τ(eiα) ≤ t ∧ ρτ(eiθ)},
we have
d(ϕt(e
iθ), ϕt(e
iα)) = d(ϕτ(eiθ),t(1), ϕτ(eiθ),t(1)) = 0.
Finally limα→θ− P(Bα) = 0 and by interchanging the roles of θ and α, we have limα→θ+ P(Bα) = 0.
Similarly
lim
θ→θ
P
(
Aeiα ∩ {ϕτ(eiθ)(eiθ) = ϕτ(eiα)(eiα) = eil}
)
= 0
so that (11) is satisfied for all θ ∈]l, 2π[. By the same way, it is also satisfied for all θ ∈]0, l[.
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2.7 The flows ϕ and Km
+,m− solve (TC ).
In this paragraph we prove the following
Proposition 6. Both ϕ and Km
+,m− solve (TC ).
Proof. First we check the result for ϕ. We will denote ϕ±s,t(0) simply by ϕ
±
s,t and the mapping z 7→
ϕ±s,t(z) by (ϕ
±
s,t(z))z∈C to avoid any confusion. An important consequence of the modifications defined
in Section 2.2 which is the key argument here is that ϕ±S,S+· is a Brownian motion for any finite (FW0,· )-
stopping time S. To justify this, consider a finite (FW0,· )-stopping time S and for q ≥ 1 and t > 0,
set
Sq =
⌊qS⌋+ 1
q
, Sq,t = Sq − 2
q
+ t.
Let t > 0, then a.s. (S, S + t) ∈ D+ and for q large enough, we have (Sq, Sq,t) ∈ D+ and m+Sq,Sq,t =
m+S,S+t. Lemma 1 (ii) implies that a.s. for q large enough ε
+
S,S+t = ε
+
Sq ,Sq,t
. Thus a.s.
ϕ+S,S+t = limq→∞
ϕ+Sq,Sq,t . (12)
Let 0 < t1 < · · · < tn and take a family (fi)1≤i≤n of bounded continuous functions from R into R.
Using the independence of increments and the stationarity of ϕ+, we have
E
[
n∏
i=1
fi(ϕ
+
S,S+ti
)
]
= lim
q→∞
E
[
n∏
i=1
fi(ϕ
+
Sq ,Sq,ti
)
]
= lim
q→∞
∑
h∈N
E
[
n∏
i=1
fi(ϕ
+
h+1
q
,h−1
q
+ti
)1{h
q
≤S<h+1
q
}
]
= lim
q→∞
∑
h∈N
E
[
n∏
i=1
fi(ϕ
+
h+1
q
,h−1
q
+ti
)
]
P
(
h
q
≤ S < h+ 1
q
)
= lim
q→∞
∑
h∈N
E
[
n∏
i=1
fi(ϕ
+
0,ti−
2
q
)
]
P
(
h
q
≤ S < h+ 1
q
)
= lim
q→∞
E
[
n∏
i=1
fi(ϕ
+
0,ti−
2
q
)
]
= E
[
n∏
i=1
fi(ϕ
+
0,ti
)
]
.
Since ϕ+0,· is a Brownian motion, the same holds for ϕ
+
S,S+·. Now the rest of the proof will be divided
into three steps.
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First step. Let S be a finite (FW0,· )-stopping time. Then for all z ∈ C , f ∈ C2(C ), a.s. ∀t ∈ [0, ρS−S],
f(ϕS,S+t(z)) = f(z) +
∫ t
0
(f ′ǫ)(ϕS,S+u(z))dWS,S+u +
1
2
∫ t
0
f ′′(ϕS,S+u(z))du.
We first prove this for z = 1. By Itoˆ’s formula, for all f ∈ C2(C ) a.s. ∀t ≥ 0,
f(exp(iϕ+S,S+t)) = f(1) +
∫ t
0
f ′(exp(iϕ+S,S+u))dϕ
+
S,S+u +
1
2
∫ t
0
f ′′(exp(iϕ+S,S+u))du.
Tanaka’s formula for local time yields a.s. ∀t ∈ [0, ρS − S],
|ϕ+S,S+t| =
∫ t
0
sgn(ϕ+S,S+u)dϕ
+
S,S+u + Lt
where Lt is the local time in 0 of ϕ
+
S,S+·. By construction, |ϕ+S,S+t| = W+S,S+t for all t. So we can
deduce from the previous line that a.s. ∀t ∈ [0, ρS − S],∫ t
0
sgn(ϕ+S,S+u)dϕ
+
S,S+u + Lt =W
+
S,S+t.
Thus by unicity of the Doob-Meyer decomposition, a.s. ∀t ∈ [0, ρS − S],∫ t
0
sgn(ϕ+S,S+u)dϕ
+
S,S+u =WS,S+t.
Since sgn(ϕ+S,S+u) = ε
+
S,S+u a.s., we get a.s. ∀t ∈ [0, ρS − S],
ϕ+S,S+t =
∫ t
0
ε+S,S+udWS,S+u =
∫ t
0
ǫ(ϕS,S+u(1))dWS,S+u.
Recall that ϕS,S+t(1) = e
iϕ+
S,S+t for all t ∈ [0, ρS −S], thus the first step holds for z = 1. The first step
is similarly satisfied for z = eil and for all z ∈ C \ {1, eil} by distinguishing the cases t ≤ τS(z) − S
and t > τS(z)− S.
Second step. Let S be a finite (FW0,· )-stopping time, Gt = σ(ϕ0,u(z), z ∈ C , 0 ≤ u ≤ t), t ≥ 0. Then
σ(ϕS,(S+u)∧ρS (z), z ∈ C , u ≥ 0) is independent of GS .
Clearly
σ(ϕS,(S+u)∧ρS (z), z ∈ C , u ≥ 0) ⊂ σ(ϕ+S,S+u, u ≥ 0) ∨ σ(ϕ−S,S+u, u ≥ 0).
Fix 0 < u1 < · · · < un, then a.s. (S, S + u1), · · · , (S, S + un) are in D+ ∩ D−. Take a family
{f1, g1, · · · , fn, gn} of bounded continuous functions from R into R and let A ∈ GS . By (12), we have
E
[ n∏
i=1
fi(ϕ
+
S,S+ui
)gi(ϕ
−
S,S+ui
)1A
]
= lim
q→∞
E
[ n∏
i=1
fi(ϕ
+
Sq ,Sq,ui
)gi(ϕ
−
Sq ,Sq,ui
)1A
]
.
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For q large enough (2
q
< u1), we have
E
[ n∏
i=1
fi(ϕ
+
Sq ,Sq,ui
)gi(ϕ
−
Sq ,Sq,ui
)1A
]
=
∑
m≥0
E
[ n∏
i=1
fi
(
ϕ+m+1
q
,m−1
q
+ui
)
gi
(
ϕ−m+1
q
,m−1
q
+ui
)
1A∩{m
q
≤S<m+1
q
}
]
with A ∩ {m
q
≤ S < m+1
q
} ∈ Gm+1
q
⊂ σ(ϕ+u,v(z), ϕ−u,v(z), z ∈ C , 0 ≤ u ≤ v ≤ m+1q ). Now using the
independence of increments and the stationarity of (ϕ+, ϕ−), the second step easily holds.
Third step. ϕ solves (TC ).
Denote ρk0 simply by ρ
k. Then a.s. for all k ∈ N and z ∈ C , u 7−→ ϕρk ,u(z) is continuous on [ρk, ρk+1].
Consequently for all z ∈ C , a.s. u 7−→ ϕ0,u(z) is continuous on [0,+∞[ and in particular, ϕ0,ρk(z) is
Gρk measurable. Now fix f ∈ C2(C ), t ≥ 0, z ∈ C and define for all y ∈ C ,
H(f,t)(y) = f(ϕρ1,ρ1+t∧(ρ2−ρ1)(y))− f(y)−
∫ t∧(ρ2−ρ1)
0
(f ′ǫ)(ϕρ1,ρ1+u(y))dWρ1,ρ1+u
− 1
2
∫ t∧(ρ2−ρ1)
0
f ′′(ϕρ1,ρ1+u(y))du.
Then a.s. y 7−→ H(f,t)(y) is measurable from C into R. Moreover H(f,t) is σ(ϕρ1,(ρ1+u)∧ρ2(z), u ≥
0, z ∈ C )-measurable and H(f,t)(y) = 0 a.s. for all y ∈ C by the first step. The second step yields
H(f,t)(ϕ0,ρ1(z)) = 0 a.s. and we may replace y by ϕ0,ρ1(z) directly in the stochastic integral so that,
using the flow property, we get
f
(
ϕ0,ρ1+t∧(ρ2−ρ1)(z)
)
= f(ϕ0,ρ1(z)) +
∫ t∧(ρ2−ρ1)
0
(f ′ǫ)(ϕ0,ρ1+u(z))dWρ1,ρ1+u
+
1
2
∫ t∧(ρ2−ρ1)
0
f ′′(ϕ0,ρ1+u(z))du
= f(z) +
∫ ρ1+t∧(ρ2−ρ1)
0
(
(f ′ǫ)(ϕ0,u(z))dWu +
1
2
f ′′(ϕ0,u(z))
)
du.
By induction, we have a.s. ∀k ∈ N,
f(ϕ0,ρk+t∧(ρk+1−ρk)(z)) = f(z) +
∫ ρk+t∧(ρk+1−ρk)
0
(f ′ǫ)(ϕ0,u(z))dWu
+
1
2
∫ ρk+t∧(ρk+1−ρk)
0
f ′′(ϕ0,u(z))du.
This implies that ϕ solves (TC ). The fact that K
m+,m− solves (TC ) is similar to Proposition 4.1 (ii)
in [6] using Proposition 4.
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3 Flows solutions of (TC )
From now on (K,W ) is a solution of (TC ) defined on a probability space (Ω,A,P). Fix s ∈ R and
z ∈ C , then (Ks,t(z))t≥s can be modified such that, a.s. the mapping t 7−→ Ks,t(z) is continuous from
[s,+∞[ into P(C ). It is the version we consider henceforth for all fixed s and z.
Lemma 3. (i) For all z ∈ C and s ∈ R, denote τs(z) = inf{r ≥ s, zeiǫ(z)Ws,r = 1 or eil}. Then a.s.
Ks,t(z) = δzeiǫ(z)Ws,t , if s ≤ t ≤ τs(z).
(ii) σ(W ) ⊂ σ(K).
Proof. (i) We follow Lemma 3.1 [6]. Define
C
+ = {z ∈ C : arg(z) ∈]0, l[} and C− = C \ C+. (13)
Fix z ∈ C+ and let
τ˜z = inf
{
t ≥ 0 : K0,t(z,C−) > 0
}
.
Let f ∈ C2(C ) such that f(y) = arg(y) if y ∈ C+. By applying f in (TC ), we have for t < τ˜z,∫
C
arg(y)K0,t(z, dy) = arg(z) +Wt. (14)
By applying f2 in (TC ) and using (14), we also have for t < τ˜z,
K0,tf
2(z) = f2(z) + 2
∫ t
0
∫
C
arg(y)K0,u(z, dy)dWu + t
= f2(z) + 2
∫ t
0
(arg(z) +Wu)dWu + t
= (arg(z) +Wt)
2.
Thus that for t < τ˜z,∫
C
(arg(y)− arg(z) −Wt)2K0,t(z, dy) = K0,tf2(z)− 2(arg(z) +Wt)K0,tf(z) + (arg(z) +Wt)2 = 0.
By continuity a.s.
K0,t(z) = δzeiǫ(z)Wt for all t ∈ [0, τ˜z].
The fact that τ0(z) = τ˜z easily follows.
(ii) Let (fn)n≥1 be a sequence in C
2(C ) such that f ′n(z) → ǫ(z) as n → ∞ for all z ∈ C \ {1, eil}.
Applying fn in (TC ), we get∫ t
0
K0,u(ǫf
′
n)(1)dWu = K0,tfn(1) − fn(1)−
1
2
∫ t
0
K0,uf
′′
n(1)du.
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It is easy to check that
∫ t
0 K0,u(ǫf
′
n)(1)dWu converges towards Wt in L
2(P) as n→∞ whence in L2(P)
Wt = lim
n→∞
(
K0,tfn(1)− fn(1)− 1
2
∫ t
0
K0,uf
′′
n(1)du
)
which proves (ii).
3.1 Unicity of the Wiener solution.
Our aim in this section is to prove that (TC ) admits only one Wiener solution (i.e. such that σ(W ) ⊂
σ(K)). This solution is Km
+,m− with m+ = m− = δ 1
2
. For this, we will essentially follow the general
idea of [4]: the Wiener solution is unique because its Wiener chaos decomposition can be given (see
(15) and (16) below). Let p be semigroup of the standard Brownian motion on R. Then the semigroup
of the Brownian motion on C writes
Pt(e
ix, eiy) =
∑
k∈Z
pt(x, y + 2kπ), x, y ∈ [0, 2π[.
For all f ∈ C1(C ), we easily check that Ptf ∈ C1(C ) and (Ptf)′ = Ptf ′. Let Af = 12f ′′, f ∈ C2(C )
be the generator of P .
Proposition 7. Equation (TC ) has at most one Wiener solution: If (K,W ) is a solution such that
σ(W ) ⊂ σ(K), then ∀t ≥ 0, f ∈ C∞(C ) and all z ∈ C ,
K0,tf(z) = Ptf(z) +
∞∑
n=1
Jnt f(z) in L
2(P) (15)
where
Jnt f(z) =
∫
0<s1<···<sn<t
Ps1(D(Ps2−s1 · · ·D(Pt−snf)))(z)dW0,s1 · · · dW0,sn (16)
no longer depends on K and Df(z) = ǫ(z)f ′(z).
Proof. Let (K,W ) be a solution of (TC ) (not necessarily a Wiener flow). Our first aim is to establish
the following
Lemma 4. Fix f ∈ C∞(C ) and z ∈ C . Then
K0,tf(z) = Ptf(z) +
∫ t
0
K0,u(D(Pt−uf))(z)dWu.
21
Proof. Let f ∈ C∞(C ), z ∈ C and denote K0,t simply by Kt. Note that the stochastic integral in the
right-hand side is well defined:∫ t
0
E[Ku(D(Pt−uf))(z)]
2du ≤
∫ t
0
Pu((D(Pt−uf))
2)(z)du ≤
∫ t
0
||(Pt−uf)′||2∞du
and the right-hand side is smaller than t||f ′||2∞. Now
Ktf(z)− Ptf(z)−
∫ t
0
Ku(D(Pt−uf))(z)dWu =
n−1∑
p=0
(K (p+1)t
n
P
t−
(p+1)t
n
f −K pt
n
Pt− pt
n
f)(z)
−
n−1∑
p=0
∫ (p+1)t
n
pt
n
KuD((Pt−u − Pt− (p+1)t
n
)f)(z)dWu −
n−1∑
p=0
∫ (p+1)t
n
pt
n
KuD(Pt− (p+1)t
n
f)(z)dWu.
For all p ∈ {0, .., n − 1}, set fp,n = Pt− (p+1)t
n
f ∈ C∞(C ) and so by replacing f by fp,n in (TC ), we get
∫ (p+1)t
n
pt
n
Ku(Dfp,n)(z)dWu = K (p+1)t
n
fp,n(z)−K pt
n
fp,n(z)−
∫ (p+1)t
n
pt
n
Ku(Afp,n)(z)du
= K (p+1)t
n
fp,n(z)−K pt
n
fp,n(z)− t
n
K pt
n
(Afp,n)(z)−
∫ (p+1)t
n
pt
n
(Ku −K pt
n
)(Afp,n)(z)du.
Then we can write
Ktf(z)− Ptf(z)−
∫ t
0
Ku(D(Pt−uf))(z)dWu = A1(n) +A2(n) +A3(n),
where
A1(n) = −
n−1∑
p=0
K pt
n
[Pt− pt
n
f − P
t−
(p+1)t
n
f − t
n
AP
t−
(p+1)t
n
f ](z),
A2(n) = −
n−1∑
p=0
∫ (p+1)t
n
pt
n
KuD((Pt−u − Pt− (p+1)t
n
)f)(z)dWu,
A3(n) =
n−1∑
p=0
∫ (p+1)t
n
pt
n
(Ku −K pt
n
)AP
t−
(p+1)t
n
f(z)du.
Using ||Kug||∞ ≤ ||g||∞ for g a bounded measurable function, we see that |A1(n)| is less than
n−1∑
p=0
∣∣∣∣∣∣∣∣Pt− (p+1)t
n
[P t
n
f − f − t
n
Af ]
∣∣∣∣∣∣∣∣
∞
≤ n
∣∣∣∣∣∣∣∣P tn f − f − tnAf
∣∣∣∣∣∣∣∣
∞
= t
∣∣∣∣∣
∣∣∣∣∣P tn f − ft
n
−Af
∣∣∣∣∣
∣∣∣∣∣
∞
.
Since f ∈ C∞(C ), this shows that A1(n) converges to 0 as n → ∞. Note that A2(n) is the sum of
orthogonal terms in L2(P). Consequently
||A2(n)||2L2(P) =
n−1∑
p=0
∣∣∣∣∣
∣∣∣∣∣
∫ (p+1)t
n
pt
n
KuD((Pt−u − Pt− (p+1)t
n
)f)(z)dWu
∣∣∣∣∣
∣∣∣∣∣
2
L2(P)
.
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By applying Jensen’s inequality, we arrive at
||A2(n)||2L2(P) ≤
n−1∑
p=0
∫ (p+1)t
n
pt
n
PuV
2
u (z)du
where Vu = (Pt−uf)
′ − (P
t−
(p+1)t
n
f)′ = Pt−uf
′ − P
t−
(p+1)t
n
f ′. For all u ∈ [pt
n
, (p+1)t
n
], we have
PuV
2
u (z) ≤ ||Vu||2∞ =
∣∣∣∣∣∣P
t− (p+1)t
n
(
P (p+1)t
n
−u
f ′ − f ′
)∣∣∣∣∣∣2
∞
≤ ||P (p+1)t
n
−u
f ′ − f ′||2∞.
Consequently
||A2(n)||2L2(P) ≤
n−1∑
p=0
∫ (p+1)t
n
pt
n
||P (p+1)t
n
−u
f ′ − f ′||2∞du = n
∫ t
n
0
||Puf ′ − f ′||2∞du,
and one can deduce that A2(n) tends to 0 as n→ +∞ in L2(P). Now
||A3(n)||L2(P) ≤
n−1∑
p=0
∣∣∣∣∣
∣∣∣∣∣
∫ (p+1)t
n
pt
n
(Ku −K pt
n
)AP
t−
(p+1)t
n
f(z)du
∣∣∣∣∣
∣∣∣∣∣
L2(P)
.
Set hp,n = APt− (p+1)t
n
f . Then hp,n ∈ C∞(C ) for all p ∈ [0, n − 1]. By the Cauchy-Schwarz inequality
||A3(n)||L2(P) ≤
√
t

n−1∑
p=0
∫ (p+1)t
n
pt
n
E[((Ku −K pt
n
)hp,n(z))
2]du

1
2
.
If u ∈ [pt
n
, (p+1)t
n
]:
E[((Ku −K pt
n
)hp,n(z))
2] ≤ E[K pt
n
(K pt
n
,uhp,n − hp,n)2(z)]
≤ E[K pt
n
(K pt
n
,uh
2
p,n − 2hp,nK pt
n
,uhp,n + h
2
p,n)(z)]
≤ P pt
n
(
Pu− pt
n
h2p,n − 2hp,nPu− pt
n
hp,n + h
2
p,n
)
(z)
≤ ||Pu− pt
n
h2p,n − 2hp,nPu− pt
n
hp,n + h
2
p,n||∞
≤ 2||hp,n||∞||Pu− pt
n
hp,n − hp,n||∞ + ||Pu− pt
n
h2p,n − h2p,n||∞.
Therefore ||A3(n)||L2(P) ≤
√
t(2C1(n) + C2(n))
1
2 , where
C1(n) =
n−1∑
p=0
||hp,n||∞
∫ (p+1)t
n
pt
n
||Pu− pt
n
hp,n − hp,n||∞du
and
C2(n) =
n−1∑
p=0
∫ (p+1)t
n
pt
n
||P
u− pt
n
h2p,n − h2p,n||∞du.
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From ||hp,n||∞ ≤ ||Af ||∞ and ||Pu− pt
n
hp,n − hp,n||∞ ≤ ||Pu− pt
n
Af −Af ||∞, we get
C1(n) ≤ ||Af ||∞
n−1∑
p=0
∫ (p+1)t
n
pt
n
||Pu− pt
n
Af −Af ||∞du ≤ ||Af ||∞
∫ t
0
||P s
n
Af −Af ||∞ds.
As Af ∈ C∞(C ), C1(n) tends to 0 obviously. On the other hand, h2p,n ∈ C∞(C ) and so
C2(n) =
1
n
n−1∑
p=0
∫ t
0
||P s
n
h2p,n − h2p,n||∞ds ≤
1
n
n−1∑
p=0
∫ t
0
(∫ s
n
0
||Ah2p,n||∞du
)
ds.
Now we easily verify that hp,n, h
′
p,n, h
′′
p,n are uniformly bounded with respect to n and 0 ≤ p ≤ n− 1.
As a result C2(n) tends to 0 as n→∞. This establishes Lemma 4.
Assume that (K,W ) is a Wiener solution of (TC ) and for t ≥ 0, f ∈ C∞(C ) and z ∈ C , let
K0,tf(z) = Ptf(z) +
∑∞
n=1 J
n
t f(z) be the decomposition in Wiener chaos of K0,tf(z) in L
2 sense. By
iterating the identity of Lemma 4, we see that for all n ≥ 1, Jnt f(z) is given by (16).
Consequences: Let KW be the unique Wiener solution of (TC ). Since σ(W ) ⊂ σ(K), we can define
K∗ the stochastic flow obtained by filtering K with respect to σ(W ) (Lemma 3-2 (ii) in [5]). Then,
for all s ≤ t and all z ∈ C , a.s.
K∗s,t(z) = E[Ks,t(z)|σ(W )].
As a result, (K∗,W ) solves also (TC ) and by the last proposition, for all s ≤ t and all z ∈ C , a.s.
E[Ks,t(z)|σ(W )] = KWs,t(z). (17)
3.2 Proof of Theorem 1 (2).
Using the flow property and the independence of increments satisfied by K, it is easily seen that the
law of (K0,t1 , · · · ,K0,tn) for all (t1, · · · , tn) ∈ (R+)n and therefore the law of K is uniquely determined
by the knowledge of the law of K0,t for all t ≥ 0. In the sequel, we will show the existence of two
probability measures m+ and m− on [0, 1] with mean 12 such that for all t ≥ 0,Km
+,m−
0,t
law
= K0,t which
will imply Part (2) of Theorem 1.
3.2.1 A stochastic flow of mappings associated to K.
Let Pnt = E[K
⊗n
0,t ] be the consistent family of Feller semigroups associated to K. By Theorem 4.1 [5],
a consistent family of coalescent Markovian semigroups (Pn,c)n≥1 is associated to (P
n)n≥1. The Feller
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process associated to Pn (resp. to Pn,c) will be called the n-point motion of Pn (resp. to Pn,c). The
consistent family (Pn,c)n≥1 will be such that
(i) The n-point motion of Pn,c up to its entrance time in ∆n is distributed as the n-point motion
of Pn up to its entrance time in ∆n, where ∆n = {x ∈ C n; ∃i 6= j, xi = xj}.
(ii) The n-point motion (X1, . . . ,Xn) of Pn,c is such that if Xi0 = X
j
0 then for all t > 0, X
i
t = X
j
t .
A possible construction of such a family is the following. Fix (x1, · · · , xn) ∈ C n and let X =
(X1, . . . ,Xn) be the n point motion started at (x1, · · · , xn) associated to Pn. Let
T1 = inf{t ≥ 0,∃i 6= j, Xit = Xjt }.
For t ∈ [0, T1], define Yt := Xt. Let 1 ≤ i1 < · · · < ik ≤ n be such that {Y ijT1 ; 1 ≤ j ≤ k} = {Y iT1 ; 1 ≤
i ≤ n} and where k = Card{Y iT1 ; 1 ≤ i ≤ n}. Then define the process
Zit = X
ij
t for t ≥ T1 and when Y iT1 = Y
ij
T1
.
Now set
T2 = inf{t ≥ T1,∃j 6= l, Zijt = Zilt }.
For t ∈ [T1, T2], we define Yt = Zt and so on.
In this way, we construct a Markov process Y . It is the n point motion of the family of semigroup
Pn,c. Note that such a construction does not insure that these semigroups are fellerian.
Lemma 5. (Pn,c)n≥1 is a consistent family of coalescent Feller semigroups associated with a flow of
mappings ϕc.
Proof. For each (x, y) ∈ C 2, let (Xxt , Y yt )t≥0 be the two point motion started at (x, y) associated with
P 2 constructed as in Section 2.6 [5] on an extension (Ω × Ω′, E ,Q) of (Ω,A,P) such that the law of
(Xxt , Y
y
t ) given ω ∈ Ω is K0,t(x)⊗K0,t(y). Define
T x,y := inf{t ≥ 0 : Xxt = Y yt }.
By Theorem 4.1 [5], we only need to check that: for all t > 0, ε > 0 and x ∈ C ,
lim
y→x
Q({T x,y > t} ∩ {d(Xxt , Y yt ) > ε}) = 0 (C).
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Fix t > 0 and ǫ > 0.
First case x = 1. Recall that for all s ∈ [0, ρ] where ρ = ρ0, we have
KW0,t(1) =
1
2
(δ
eiW
+
t
+ δ
e−iW
+
t
).
This shows that when t ≤ ρ, K0,t(1) is supported on {eiW+t , e−iW+t } and so X1t = eiW
+
t or e−iW
+
t .
Moreover, by Lemma 3 (i), if y /∈ {1, eil}, then Xys = yeiε(y)Ws for all s ∈ [0, τ(y)] where τ(y) = τ0(y) .
Let A = {T 1,y > t} ∩ {d(X1t , Y yt ) > ε} with y close to 1 such that y 6= 1 and write
Q(A) = Q(A ∩ {t ≤ τ(y)}) +Q(A ∩ {t > τ(y)}).
Since τ(y) tends to 0 as y goes to 1, we have limy→1Q(A ∩ {t ≤ τ(y)}) = 0. Moreover
Q(A ∩ {t > τ(y)}) ≤ Q(B) +Q(Xy
τ(y) = e
il).
where B = A ∩ {t > τ(y),Xy
τ(y) = 1}. Obviously
Q(B) ≤ Q(B ∩ {τ(y) < ρ}) +Q(τ(y) ≥ ρ)
with limy→1Q(τ(y) ≥ ρ) = 0. On B ∩ {τ(y) < ρ}, we have X1τ(y) = Xyτ(y) = 1 and thus T 1,y ≤ τ(y).
As a result
Q(B ∩ {τ(y) < ρ}) ≤ Q(t < T 1,y ≤ τ(y)).
Since the right-hand side converges to 0 as y → 1, (C) is satisfied for x = 1.
Second case x 6= 1. By analogy (C) is satisfied for x = eil. Let x /∈ {1, eil} and y be close to x, then
Xx and Xy move parallely until one of them reaches 1 or eil say at time T . Since P 2 is Feller, the
strong Markov property at time T and the established result for x ∈ {1, eil} allows to deduce (C) for
x.
Consequences: By the proof of Theorem 4.2 [5], there exists a joint realization (K1,K2) on a
probability space (Ω˜, A˜, P˜) where K1 and K2 are two stochastic flows of kernels satisfying K1 law= δϕc ,
K2
law
= K and such that:
(i) Kˆs,t(x, y) = K
1
s,t(x)⊗K2s,t(y) is a stochastic flow of kernels on C 2,
(ii) For all s ≤ t, z ∈ C , a.s. K2s,t(z) = E[K1s,t(z)|K2].
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To simplify notations, we will denote (K1,K2) by (δϕc ,K). Recall that (i) and (ii) are also satisfied
by the pair (δϕ,K
m+,m−) constructed in Section 2.3. Now (ii) rewrites, for all s ≤ t, z ∈ C ,
Ks,t(z) = E[δϕcs,t(z)|K] a.s. (18)
and using (17), we obtain, for all s ≤ t, z ∈ C ,
KWs,t(z) = E[δϕcs,t(z)|σ(W )] a.s. (19)
with KW being the Wiener solution.
3.2.2 The law of K.
Recall the definitions of C+ and C− from (13) and set for all s ≤ t,
U+s,t = Ks,t(1,C
+) and U−s,t = Ks,t(e
il,C−).
Proposition 8. Recall the definition of ρs from (9). Then
(i) There exist two probability measures m+ and m− on [0, 1] with mean 12 such that for all s < t,
conditionally to {s < t < ρs}, U±s,t is independent of W and has for law m±. Moreover, for all
s ∈ R, z ∈ C , a.s. ∀t ∈ [s, ρs],
Ks,t(z) = δzeiǫ(z)Ws,t1{t≤τs(z)}
+
(
Ks,t(1)1{zeiǫ(z)Ws,τs(z)=1}
+Ks,t(e
il)1
{ze
iǫ(z)Ws,τs(z)=eil}
)
1{t>τs(z)}
where
Ks,t(1) = U
+
s,tδexp(iW+s,t)
+ (1− U+s,t)δexp(−iW+s,t),
Ks,t(e
il) = U−s,tδexp(i(l+W−s,t))
+ (1− U−s,t)δexp(i(l−W−s,t)).
(ii) For all s < t, conditionally to {ρs > t}, U+s,t, U−s,t and W are independent.
The proof of (i) essentially follows [6] and will be deduced after establishing the lemmas 6,7,8,9 and
10 below.
For all −∞ ≤ s ≤ t ≤ +∞, define FKs,t = σ(Ku,v, s ≤ u ≤ v ≤ t) and recall the definition of FWs,t
from (6). When s = 0, we denote K0,t, ϕ
c
0,t,FK0,t,FW0,t , U±0,t simply by Kt, ϕct ,FKt ,FWt , U±t . We will
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always consider the usual augmentations of these σ-fields which include all P-negligible sets and are
right-continuous. For each each z ∈ C , recall that t 7−→ Kt(z) is continuous from [0,+∞[ into P(C ).
Denote by Pz the law of K·(z) which is a probability measure on C(R+,P(C )), then since K·(z) is a
Feller process (see Lemma 2.2 [5]) the following strong Markov property holds
Lemma 6. Let z1, z2 ∈ C and T be a finite (FKt )t≥0-stopping time. On {KT (z1) = δz2}, the law of
KT+·(z1) knowing FKT is given by Pz2.
Let
ρ+ = inf{r ≥ 0 : W+r = l} and L = sup{r ∈ [0, ρ+] :W+r = 0}.
Thanks to (19), on the event {0 ≤ t ≤ ρ+}, a.s.
E[δϕct (1)|σ(W )] =
1
2
(eiW
+
t + e−iW
+
t ).
By the continuity of ϕc· (1), this shows that a.s.
∀t ∈ [0, ρ+], ϕct(1) ∈ {eiW
+
t , e−iW
+
t }. (20)
Let h ∈ C(C ) such that ∀x ∈ [−l, l], h(eix) = |x|. Using (18), the fact that σ(W ) ⊂ σ(K) and the
continuity of t 7−→ Kt(1), we have a.s. ∀g ∈ C0(R),∀t ∈ [0, ρ+],
Kt(g ◦ h)(1) = g(W+t ).
Thus a.s. ∀t ∈ [0, ρ+], Kth(1) =W+t and ρ+ can be expressed as
ρ+ = inf{t ≥ 0 : Kth(1) = l}. (21)
Define the σ-fields:
FL− = σ(XL,X is a bounded FW0,· − previsible process),
FL+ = σ(XL,X is a bounded FW0,· − progressive process).
By Lemma 4.11 in [6], we have FL+ = FL−. Let f : R −→ R be a bounded continuous function and
set
Xt = E[f(U
+
t )|σ(W )]1{0≤t≤ρ+}.
By (18), the process U+ is constant on the excursions of W+ out of 0 before ρ+.
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Lemma 7. There exists an FW -progressive version of X denoted Y that is constant on the excursions
of W+ out of 0 before ρ+ and satisfies YL = Yρ+ a.s.
Proof. We closely follow Lemma 4.12 [6] and correct an error at the end of the proof there. By
induction, for all integers k and n, define the sequence of stopping times Sk,n and Tk,n by the relations:
T0,n = 0 and for k ≥ 1,
Sk,n = inf{t ≥ Tk−1,n :W+t = 2−n},
Tk,n = inf{t ≥ Sk,n : W+t = 0}.
In the following U+k,n will denote U
+
Sk,n
. For all t > 0, on {t ∈ [Sk,n, Tk,n[, t ≤ ρ+}, we have U+t = U+k,n
as. Let Xk,n := E[f(U
+
k,n)|W ]1{Sk,n≤ρ+}. Since σ(WSk,n,u+Sk,n , u ≥ 0) is independent of FKSk,n , we have
Xk,n = E[f(Uk,n)|FWSk,n ]1{Sk,n≤ρ+} which is FWSk,n measurable. Set In =
⋃
k≥1[Sk,n, Tk,n[ and define
Xnt =

Xk,n if t ∈ [Sk,n, Tk,n[ (for some k) and t ≤ ρ+,
f(0) if t ∈ Icn ∩ [0, ρ+],
0 if t > ρ+.
Then Xn is FW -progressive. For all t ≥ 0, set X˜t = lim supn→∞Xnt , then X˜ is FW -progressive and
for all t ≥ 0, X˜t = Xt a.s. Indeed, fix t > 0 and on the event {ρ+ > t}, choose k0 and n0 such
that t ∈ [Sk0,n0 , Tk0,n0 [, then Xn0t = Xk0,n0 . For all n ≥ n0, there exists an integer ln such that
t ∈ [Sln,n, Tln,n[. Thus Xnt = Xln,n = Xk0,n0 since Sk0,n0 and Sln,n belong to the same excursion
interval of W+ containing also t. Now set Y0 = f(0) and Yt = lim supn→∞ X˜t+ 1
n
for all t > 0. Then Y
is a modification of X which is FW -progressive and constant on the excursions of W+ out of 0 before
ρ+. Moreover YL = Yρ+ a.s.
We take for X this FW -progressive version. Then Xρ+ = E[f(U+ρ+)|σ(W )] is FL+ measurable.
Lemma 8. E[Xρ+ |FL−] = E[f(U+ρ+)].
Proof. Let S be an FW -stopping time and dS = inf{t ≥ S :W+t = 0}. We have {S < L} = {dS < ρ+}
(up to some negligible set) and so {S < L} ∈ FWdS . Let H = dS ∧ρ+ and K = inf{r ≥ 0 : KH+rh(1) =
l}, then
E[Xρ+1{dS<ρ+}] = E[f(U
+
H+K)1{dS<ρ+,KH(1)=δ1}].
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Note that on {dS < ρ+}, we have H +K = ρ+ a.s. Applying Lemma 6 at time H and using (21), we
get
E[Xρ+1{ds<ρ+}] = E[f(U
+
ρ+
)]E[1{dS<ρ+,KH(1)=δ1}] = E[f(U
+
ρ+
)]P(dS < ρ
+).
Since the σ-field FL− is generated by the events {S < L} for all stopping time S (see [7] page 344),
the lemma holds.
The previous lemma implies that U+
ρ+
is independent of σ(W ) (Lemma 4.14 [6]) and the same
holds if we replace ρ+ by inf{t ≥ 0 : W+t = a} where 0 < a ≤ l. For n such that 2−n < l, define
inductively T+0,n = 0 and for k ≥ 1:
S+k,n = inf{t ≥ T+k−1,n :W+t = 2−n},
T+k,n = inf{t ≥ S+k,n : W+t = 0}.
Set V +k,n = U
+
S+
k,n
. Then, we have the following
Lemma 9. For all q ≥ 1, conditionally to {S+q,n ≤ ρ+}, V +1,n, · · · , V +q,n,W are independent and
V +1,n, · · · , V +q,n have the same law (which depends on n but no longer depends on q).
Proof. We prove the result by induction on q. For q = 1, this has been justified. Suppose the result
holds for q−1 and let (fj) be an approximation of ǫ as in the proof of Lemma 3 (ii). For a fixed t ≥ 0,
in L2(P), we have
W
T+q−1,n,t+T
+
q−1,n
= lim
j→∞
(
K
t+T+q−1,n
fj(1)−KT+q−1,nfj(1) −
1
2
∫ t
0
K
u+T+q−1,n
f ′′j (1)du
)
.
On {S+q,n ≤ ρ+}, we have KT+q−1,n(1) = δ1 and therefore, in L
2(P(.|S+q,n ≤ ρ+)),
WT+q−1,n,t+T
+
q−1,n
= lim
j→∞
(
Kt+T+q−1,n
fj(1) − fj(1) − 1
2
∫ t
0
Ku+T+q−1,n
f ′′j (1)du
)
(22)
As 2−n < l, {S+q,n ≤ ρ+} = {T+q−1,n ≤ ρ+} a.s. Choose a family {g1, · · · , gq, g, h} of bounded continuous
functions on R. For any A ∈ A, we will use the notation EA to denote the expectation under P(·|A).
Set Aq,n = {S+q,n ≤ ρ+}, then using (22) and Lemma 6 at time T+q−1,n, we get
EAq,n
[
q∏
i=1
gi(U
+
S+i,n
)g(Wt∧T+q−1,n
)h(WT+q−1,n,t+T
+
q−1,n
)
]
= EAq,n
[
q−1∏
i=1
gi(U
+
S+i,n
)g(W
t∧T+q−1,n
)
]
E [h(Wt)]E
[
gq(U
+
S+1,n
)
]
.
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Since Aq−1,n ⊂ Aq,n, we have by the induction hypothesis
EAq,n
[
q−1∏
i=1
gi(U
+
S+i,n
)g(W
t∧T+q−1,n
)
]
= EAq−1,n
[
q−1∏
i=1
gi(U
+
S+i,n
)
]
EAq,n
[
g(W
t∧T+q−1,n
)
]
.
In conclusion
EAq,n
[
q∏
i=1
gi(U
+
S+i,n
)g(Wt∧T+q−1,n
)h(WT+q−1,n,t+T
+
q−1,n
)
]
= EAq−1,n
[
q−1∏
i=1
gi(U
+
S+i,n
)
]
EAq,n
[
g(Wt∧T+q−1,n
)h(WT+q−1,n,t+T
+
q−1,n
)
]
E
[
gq(U
+
S+1,n
)
]
.
The last identity remains satisfied if we replace g(Wt∧T+q−1,n
)h(WT+q−1,n,t+T
+
q−1,n
) by a finite product∏k
i=1 g
i(Wti∧T+q−1,n
)hi(WT+q−1,n,ti+T
+
q−1,n
). As a result, for all bounded continuous g : C(R+,R)→ R,
EAq,n
[
q∏
i=1
gi(U
+
S+
i,n
)g(W )
]
= EAq−1,n
[
q−1∏
i=1
gi(U
+
S+
i,n
)
]
EAq,n [g(W )]E
[
gq(U
+
S+1,n
)
]
.
Iterating this relation, yields
EAq,n
[
q∏
i=1
gi(U
+
S+
i,n
)g(W )
]
=
q∏
i=1
E
[
gi(U
+
S+1,n
)
]
EAq,n [g(W )] .
In particular, for all i ∈ [1, q],
EAq,n
[
gi(U
+
S+i,n
)
]
= E
[
gi(U
+
S+1,n
)
]
.
This completes the proof.
Let m+n be the law of V
+
1,n and m
+ be the law of U+1 under P(.|ρ+ > 1). Then, we have the
Lemma 10. The sequence (m+n )n≥1 converges weakly towards m
+. For all t > 0, under P(·|ρ+ > t),
U+t and W are independent and the law of U
+
t is given by m
+.
Proof. For each bounded continuous function f : R −→ R,
E[f(U+t )|W ]1{0<t<ρ+} = lim
n→∞
∑
k
E
[
1{t∈[S+
k,n
,T+
k,n
[}f(V
+
k,n)|W
]
1{0<t<ρ+}
= lim
n→∞
∑
k
1{t∈[S+
k,n
,T+
k,n
∧ρ+[}
(∫
fdm+n
)
=
[
1{0<t<ρ+} lim
n→∞
∫
fdm+n
]
Consequently
lim
n→∞
∫
fdm+n =
1
P(ρ+ > t)
E[f(U+t )1{ρ+>t}].
The left-hand side no longer depends on t, which completes the proof.
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By analogy, we define the measure m− such that if ρ− = inf{t ≥ 0 : W−t = l}, then for all t > 0,
under P(·|ρ− > t), U−t and W are independent and U−t law= m−. Recall the definition ρ0 = inf(ρ+, ρ−),
then for all t > 0, the law of U+t (respectively U
−
t ) knowing {ρ0 > t} is given by m+ (respectively
m−).
Now take s = 0 and fix z ∈ C . Similarly to (20), we can deduce from (19) that a.s. for all t ∈ [0, ρ0],
ϕct(z) = ze
iǫ(z)Wt , ϕct(1) ∈ {eiW
+
t , e−iW
+
t } and ϕct(eil) ∈ {ei(l+W
−
t ), ei(l−W
−
t )}.
Note that ϕc is constructed such that for all x, y ∈ C as. ϕc· (x) and ϕc· (y) collide whenever they meet.
So a.s. for all t ∈ [0, ρ0],
ϕct(z) = ze
iǫ(z)Wt1{t≤τ0(z)}
+
(
ϕct(1)1{zeiǫ(z)Wτ0(z)=1}
+ ϕct(e
il)1
{ze
iǫ(z)Wτ0(z)=eil}
)
1{t>τ0(z)},
By (18), the second claim of Proposition 8 (i) holds.
Proof of Proposition 8 (ii) We first prove the following statements: For all 0 < s < t, we have
(a) Conditionally to {s < ρ0, t < ρs}, U+s,t, U−0,s,W are independent and U+s,t (resp. U−0,s) has for law
m+ (resp. m−).
(b) Let
g±t = sup{u ∈ [0, t] :W±u = 0}.
Then, conditionally to {g−t < s < g+t , s < ρ0}, U+0,t, U−0,t,W are independent and the law of U+0,t
(resp. U−0,t) is m
+ (resp. m−).
(c) Conditionally to {g−t < g+t , t < ρ0}, U+0,t, U−0,t,W are independent.
(d) Conditionally to {t < ρ0}, U+0,t, U−0,t,W are independent.
(a) Note that {s < ρ0} ∈ FWs , {t < ρs} ∈ FWs,+∞ and FW0,+∞ = FWs ∨FWs,+∞ with FWs ⊂ FKs , FW0,+∞ ⊂
FK0,+∞. Now (a) holds from Proposition 8 (i) and using the independence of FKs and FKs,+∞.
(b) By (a), it suffices to show that on A = {g−t < s < g+t , s < ρ0} (which is a subset of {s < ρ0, t <
ρs}), a.s. U−0,t = U−0,s and U+0,t = U+s,t. The first equality is clear since r 7−→ U−r is constant on the
excursions of W− on [0, ρ] and on A, s and t belong to the same excursion of W−. Moreover, on A,
we have Z := ϕcs(1) ∈ {eiW
+
s , e−iW
+
s } and so P(·|A) a.s.
τs(Z) = inf{r ≥ s :Wr −m+0,s = 0} = inf{r ≥ s : W+r = 0} ≤ g+t .
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Clearly ϕc
s,τs(Z)
(Z) = ϕc
s,τs(Z)
(1) = 1 and therefore ϕcs,r(Z) = ϕ
c
s,r(1) for all r ≥ τs(Z) (using the
coalescence property of ϕc and the independence of increments). On A, τs(Z) ≤ g+t ≤ t and by the
flow property of ϕc, a.s.
ϕct(1) = ϕ
c
s,t(y) = ϕ
c
s,t(1).
Using (18), we get P(·|A) a.s. U+0,t = U+s,t.
(c) For all n ≥ 0, let Dn = { k2n , k ∈ N} and D = ∪n∈NDn. Define for 0 ≤ u < v,
n(u, v) = inf{n ∈ N : Dn∩]u, v[6= ∅} and f(u, v) = inf(Dn(u,v)∩]u, v[).
Then by writing
{g−t < g+t , t < ρ0} =
⋃
s∈D
{g−t < s < g+t , t < ρ0, s = f(g−t , g+t )}
and using that f(g−t , g
+
t )1{g−t <g
+
t }
is σ(W )-measurable, (c) easily holds from (b).
(d) By analogy with (c), conditionally to {g+t < g−t , t < ρ0}, U+0,t, U−0,t,W are independent. Now (d)
holds after remarking that as. {t < ρ0} = {g−t < g+t , t < ρ0} ∪ {g+t < g−t , t < ρ0}.
Finally Proposition 8 (ii) holds for s = 0 and thus for all s using the stationarity of K.
Now the proof of Proposition 8 is completed.
Proposition 9. We have K
law
= Km
+,m−.
Proof. Like in Section 2.3, extending the probability space, we can construct a flow K ′ such that
(K ′,W ) has the same law as (Km
+,m− ,W ). By Proposition 8, for all t > s, Ks,t
law
= K ′s,t conditionally
to {ρs > t}. For t > 0 and n ≥ 1, let tni = itn , i ∈ [0, n] and define An,i = {tni ≤ ρtni−1} ∈ FWtni−1,tni ,
An = ∩ni=1An,i. Then by the independence of increments of K and K ′,
(K0,tn1 , · · · ,Ktnn−1,t)
law
= (K ′0,tn1 , · · · ,K
′
tnn−1,t
) on An.
Recall that P(Acn)→ 0 as n→∞ (see the proof of Proposition 4). Letting n→∞ and using the flow
property for both K and K ′, we deduce that K0,t
law
= K ′0,t.
Remark 1. Let ϕ be the coalescing flow constructed in Section 2, then ϕ
law
= ϕc. As before this
remains to show that conditionally to {ρs > t}, ϕs,t is distributed as ϕcs,t. However the situation is
more easy here and we do not need the lemmas 6,7,8,9 and 10. For example
η+s,t = 1{ϕcs,t(1)∈C +} − 1{ϕcs,t(1)∈C−}
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is independent of σ(|ϕcs,u(1)|, s ≤ u ≤ ρs) conditionally to {ρs > t} where | · | is the distance to 1 since
ϕcs,·(1) is a Brownian motion on C . Following Proposition 9, we check that ϕ
law
= ϕc. In particular ϕc
solves (TC ).
4 Proof of Proposition 1
In this section, we use the same notations as in Section 2. For r ≥ 0, we denote W±0,r simply by W±r .
For all a ∈ R, b ≥ 0 define
Ta = inf{r ≥ 0 : Wr = a} and γ±b = inf{r ≥ 0 :W±r = b}.
We will further need the following
Lemma 11. For all a > 0, b > 0 and c < 0, we have P(Ta < γ
−
b ∧ Tc) > 0.
Proof. Fix η ∈]0, b2 ∧ (−c)[ and let k ≥ 1 such that kη ≥ a. Now define the sequence of stopping times
(Ri)i≥0 such that R0 = 0 and for i ≥ 0,
Ri+1 = inf{r ≥ Ri : |Wr −WRi | = η}.
Let A = ∩ki=1{WRi = WRi−1 + η}. Then on A, supr≤Rk Wr = kη ≥ a and for all i ∈ [0, k − 1], u ∈
[Ri, Ri+1],
W−u = sup
r≤u
Wr −Wu = sup
Ri≤s≤u
(Ws −Wu) ≤ 2η < b.
Moreover inf0≤r≤Rk Wr > −η ≥ c. Since A ⊂ {Ta < γ−b ∧ Tc} and P(A) = 12k , this proves the
lemma.
Let a > 0. Since {Ta < γ−a ∧ T−a} ⊂ {Ta < γ−a }, we deduce that P(Ta < γ−a ) > 0. Obviously
γ+a ≤ Ta. Since W law= −W , we have P(γ+a < γ−a ) = P(γ−a < γ+a ) = 12 . Remark also that
γ+a ∧ γ−a = inf{r ≥ 0 : W+r +W−r = a}.
This shows that on {γ+a < γ−a }, we have W−γ+a = 0 and similarly on {γ
−
a < γ
+
a }, we have W+γ−a = 0.
4.1 The case l = pi.
This is the more easy case.
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Lemma 12. With probability 1, for all z ∈ C , we have
ϕ0,γ+π (z) = −1, K
m+,m−
0,γ+π
(z) = δ−1
and
ϕ0,γ−π (z) = 1, K
m+,m−
0,γ−π
(z) = δ1.
Proof. This lemma is a consequence of the facts that (ϕ0,γ+π (1),K
m+,m−
0,γ+π
(1)) = (−1, δ−1) and that
(ϕ0,γ−π (−1),K
m+,m−
0,γ−π
(−1)) = (1, δ1). Let us just explain why ϕ0,γ+π (1) = −1 implies ϕ0,γ+π (z) = −1
for all z ∈ C . Fix z ∈ C . To simplify, assume arg(z) ∈ [0, π]. It holds that ρ0 = γ+π ∧ γ−π and that
τ0(z) ≤ ρ0. Then ϕ0,ρ0(z) = ϕ0,ρ0(−1) on the event {arg(z) +Wτ0(z) = π} and ϕ0,ρ0(z) = ϕ0,ρ0(1) on
the event {arg(z) +Wτ0(z) = 0}. Now, if ρ0 = γ+π < γ−π , then ϕ0,γ+π (1) = ϕ0,γ+π (−1) = −1 (this thus
implies that ϕ0,γ+π (z) = −1). And if ρ0 = γ−π < γ+π , then ϕ0,γ−π (1) = ϕ0,γ−π (−1) = 1 (this thus implies
that ϕ0,γ−π (z) = 1). To conclude in this case, we use the flow property ϕ0,γ+π (z) = ϕγ−π ,γ+π (ϕ0,γ−π (z)) =
ϕγ−π ,γ+π (1). It remains to remark that ϕγ−π ,γ+π (1) = ϕ0,γ+π (1) = −1.
To prove Proposition 1, consider the sequences of stopping times given by S1 = ρ
+
π and for k ≥ 1,
Tk = inf{u ≥ Sk : W−Sk,u = π},
Sk+1 = inf{u ≥ Tk : W+Tk,u = π}.
Then Lemma 12 implies that (Sk)k≥1 (resp. (Tk)k≥1) satisfies (1) (resp. (2)) of Proposition 1.
4.2 The case l 6= pi.
The key argument to prove Proposition 1 in this case is to find some conditions on the path of W
under which the image of the whole circle by ϕ at some specific time is reduced to eil.
We fix δ > 0 such that 0 < l − δ < l + δ < π. For any (FW0,· )-finite stopping time S and a ∈ R
define
TS,a = inf{r ≥ S : WS,r = a}
and
γ−S,δ = inf{r ≥ S :W−S,r = δ}.
Let
AS = {TS,2(π−l) < γ−S,δ}.
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The event AS is the event ”for all t ∈ [S, TS,2(π−l)] we have sup
s∈[S,t]
WS,s ≤ WS,t + δ”. Setting T =
TS,2(π−l), this event can be represented by the following figure (Figure 2). On the event AS , W
−
S,t ≤ δ
Figure 2: The path of W after S.
for all t ∈ [S, T ] and WS,T = 2π − 2l. Thus on this event, we have ϕS,T (eil) = ϕS,T (e−il) = eil and a
fortiori ϕS,T (z) = e
il for any intermediate point z such that arg(z) ∈ [l, 2π − l]. In other words,
AS ⊂
{
ϕS,·(e
−il) reaches eil before 1 and before that ϕS,·(e
il) hits ei(l+δ) or ei(l−δ)
}
.
Note that AS is independent of FW0,S and that P(AS) > 0 and does not depend on S.
When S = inf{t ≥ 0; W+0,t = l}, which is also the first time t when
sup
s∈[0,t]
W0,s − inf
s∈[0,t]
W0,s = l.
Then at time S, we have arg(ϕ0,S(z)) ∈ [l, 2π − l] for all z ∈ C . Applying the flow property, we see
that on AS, ϕ0,T (z) = e
il for all z ∈ C . Now the rest of the proof will only require an application of
the Borel-Cantelli Lemma. We give the details in the following.
Define the sequence (σk)k≥0 of (FW0,t)t≥0-stopping times by σ0 = 0 and for k ≥ 0, σk+1 = Tρσk ,2(π−l)
(note that 2(π − l) = arg(e−il)− arg(eil)). Then set, for k ≥ 0,
Ck = {W+σk ,ρσk = l} ∩Aρσk .
Note that the events {W+σk,ρσk = l} and Aρσk are independent. The following proposition describes
what happens on Ck.
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Proposition 10. With probability 1, for all k ≥ 0, on Ck, we have for all z ∈ C ,
(i) arg(ϕσk ,ρσk (z)) ∈ [l, 2π − l].
(ii) If arg(z) ∈ [l, 2π − l], then ϕρσk ,σk+1(z) = eil.
(iii) ϕσk ,σk+1(z) = e
il.
(iv) ϕ0,σk+1(z) = e
il and Km
+,m−
0,σk+1
(z) = δeil.
Proof. We take k = 0 (the proof is similar for all k). Denote ρ0 simply by ρ and ρ
n
0 by ρ
n.
(i) Fix z ∈ C . If τ0(z) ≤ ρ, then ϕ0,ρ(z) ∈ {ϕ0,ρ(1), ϕ0,ρ(eil)}. On C0, we have W+ρ = l and so
W−ρ = 0 (see the lines after Lemma 11). Consequently ϕ0,ρ(e
il) = eil and ϕ0,ρ(1) ∈ {eil, e−il}.
Suppose ρ < τ0(z), then necessarily arg(z) ∈]l, 2π[ and using that Wρ = l + inf
0≤u≤ρ
Wu, we have
ϕ0,ρ(z) = exp(i(arg(z)−Wρ)) = exp(i(arg(z) − l − inf
0≤u≤ρ
Wu)).
Since ρ < τ0(z), we have arg(z) − inf
0≤u≤ρ
Wu < 2π and therefore arg(ϕ0,ρ(z)) < 2π − l. It is also clear
that arg(ϕ0,ρ(z)) ≥ l which proves the first statement.
(ii) Let z ∈ C with arg(z) ∈ [l, 2π − l]. Then ϕρ,·(e−il) arrives to eil before 1 and this happens at
time σ1. Thus ϕρ,·(z) reaches e
il before σ1. Let n be the greatest integer such that ρ
n
ρ (= ρ
n+1) ≤ σ1.
Then ϕρ,σ1(z) = ϕρn+1,σ1(Z) where Z = ϕρ,ρn+1(z). Clearly τρn+1(Z) = τρ(z) ≤ σ1. Therefore
ϕρ,σ1(z) = ϕρn+1,σ1(e
il). But −Wρ,u + 2(π − l) ≥ W−ρ,u for all u ∈ [ρ, σ1] and so W−ρ,σ1 = 0. As
ρn+1 ≥ ρ, we get W−
ρn+1,σ1
= 0. That is ϕρ,σ1(z) = e
il.
(iii) and (iv) are immediate from the flow property (Corollary 2) and (i), (ii). The result for Km
+,m−
can be proved by following the same steps with minor modifications.
Since for all k ≥ 0, σk is an (FW0,t)t≥0-stopping time, the sequence (Ck)k≥0 is independent. We also
have P(Ck) = P(C0) = P(A0) × P(W+ρ = l) for all k ≥ 0. By Lemma 11,
∑
k≥0 P(Ck) = ∞ and the
Borel-Cantelli lemma yields P(limCk) = 1. We deduce that with probability 1,
ϕ0,σk(C ) = e
il and Km
+,m−
0,σk
(C ) = δeil for infinitely many k.
To deduce Proposition 1, we only need to extract from (σk)k a subsequence (σ
′
k) with the preceding
property satisfied for all k and not just for infinitely many k. This is the subject of the following
Lemma 13. Let (kn)n≥0 be the sequence of random integers defined by k0(ω) = 0 and for n ≥ 0,
kn+1(ω) = inf{k > kn(ω) : ω ∈ Ck}.
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Set σ′n = σkn , n ≥ 1. Then (σ′n)n≥1 is a sequence of (FW0,t)t≥0-stopping times such that a.s. limn→∞ σ′n =
+∞, ϕ0,σ′n(C ) = eil and Km
+,m−
0,σ′n
(C ) = δeil for all n ≥ 1.
Proof. Remark that Ck ∈ FWσk+1 for all k ≥ 0. For all n ≥ 1 and t ≥ 0, we have
{σkn ≤ t} = ∪k≥1{σk ≤ t, kn = k}.
It remains to prove that {kn = k} ∈ FWσk+1 . We will prove this by induction on n. For n = 1, this is
clear since {k1 = 1} = C1 and for k ≥ 2,
{k1 = k} = Cc1 ∩ · · · ∩ Cck−1 ∩ Ck.
Suppose the result holds for n. Then for all k ≥ 2,
{kn+1 = k} = ∪1≤i≤k−1
({kn = i} ∩ Cci+1 ∩ · · ·Cck−1 ∩ Ck)
and the desired result holds for n+ 1 using the induction hypothesis.
We have proved Part (1) of Proposition 1 (for both ϕ and Km
+,m−). Part (2) can be deduced by
analogy.
5 The support of Km
+,m− (Proof of Proposition 2)
In this section ρk0 and K
m+,m− will be denoted simply by ρk and K.
5.1 The case l = pi.
When m+ and m− are both different from 12(δ0 + δ1), a precise description of supp(K0,t(1)) can be
given as follows. Recall the definitions of the sequences (Sk)k≥1 and (Tk)k≥1 from Section 4.1 and set
T0 = 0. Then for all k ∈ N, t ∈ [Tk, Sk+1],
supp(K0,t(1)) = {eiW
+
Tk,t , e
−iW+
Tk,t}
and for all k ≥ 1, t ∈ [Sk, Tk],
supp(K0,t(1)) = {ei(π+W
−
Sk,t
)
, e
i(π−W−
Sk,t
)}.
In fact, for all s ≤ t,
supp(Ks,t(1)) = {eiXs,t , e−iXs,t},
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with Xs,t being the unique reflecting Brownian motion on [0, π] (see [1]) solution of
Xs,t =Ws,t + L
0
s,t − Lπs,t, t ≥ s,
and
Lxs,t = lim
ε→0+
1
2ε
∫ t
s
1{|Xs,u−x|≤ε}du, x = 0, π.
If m+ = m− = δ 1
2
, then K is a Wiener flow such that Ks,t(1) =
1
2(δeiXs,t + δe−iXs,t ) for all s ≤ t.
5.2 The case l 6= pi.
From the definition of K, Kρk,t(z) is carried by at most two points for all k ≥ 0, t ∈ [ρk, ρk+1] and
z ∈ C . Using the flow property and the fact that limk→∞ ρk =∞ a.s., it is therefore clear that a.s.
∀t ≥ 0, z ∈ C , Card supp K0,t(z) <∞.
We assume in this section that m+ and m− are both distinct from 12(δ0 + δ1) (for the other case, see
Remark 2 below).
Fix a decreasing positive sequence (αk)k≥1 such that α1 < inf(l, 2(π−l)). Now defineA1 = {W+0,ρ1 = l}
and for k ≥ 1,
A2k = {W−ρ2k−1,ρ2k = l, α2k < sup
ρ2k−1≤u≤ρ2k
Wρ2k−1,u < α2k−1}
= {W−
ρ2k−1, ρ2k
= l,−l + α2k < Wρ2k−1,ρ2k < −l+ α2k−1},
A2k+1 = {W+ρ2k ,ρ2k+1 = l, −α2k < inf
ρ2k≤u≤ρ2k+1
Wρ2k,u < −α2k+1}
= {W+
ρ2k ,ρ2k+1
= l, l − α2k < Wρ2k,ρ2k+1 < l − α2k+1}.
We are going to prove the following
Proposition 11. Let C0 = Ω and Cn = ∩ni=1Ai for all n ≥ 1. Then for all n ≥ 0,
(i) P(Cn) > 0,
(ii) Card supp (K0,ρn(1)) = n+ 1 a.s. on Cn.
Moreover a.s. for all k ≥ 0,
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(ii1) On C2k,
supp
(
K0,ρ2k(1)
)
= {P 2ki , 1 ≤ i ≤ 2k + 1},
with arg(P 2ki ) < arg(P
2k
i+1) for all i ∈ [1, 2k],
P 2k1 = 1, P
2k
2 = e
2il and P 2k2k+1 = e
i(−l−W
ρ2k−1,ρ2k
)
.
(Note that arg(P 2k2k+1) < 2π − α2k.)
(ii2) On C2k+1, we have
supp
(
K0,ρ2k+1(1)
)
= {P 2k+1i , 1 ≤ i ≤ 2k + 2},
with arg(P 2k+1i ) < arg(P
2k+1
i+1 ) for all i ∈ [1, 2k + 1],
P 2k+11 = e
il, P 2k+12 = e
i(2l−W
ρ2k,ρ2k+1
)
and P 2k+12k+2 = e
−il.
(Note that arg(P 2k+12 ) > l + α2k+1.)
To prove this proposition, let us first establish the following
Lemma 14. Fix 0 < α < β < l and define
E = {W−ρ = l, α < sup
0≤u≤ρ
Wu < β}
where ρ = inf{r ≥ 0 : sup(W+r ,W−r ) = l}. Then P(E) > 0.
Proof. Recall the definition of Ta from the begining of Section 4. Consider the event
F = {Tα < Tβ−l < Tβ} ∩ {after Tβ−l,W reaches α− l before β − l + α}.
Using the Markov property at time Tβ−l, we have P(F ) > 0. Note that ρ can be expressed as
ρ = inf{t ≥ 0 : sup
0≤u≤t
Wu − inf
0≤u≤t
Wu = l}.
On F , we have Tβ−l < ρ ≤ Tα−l and so α < sup
0≤u≤ρ
Wu < β. Moreover, on F
W+ρ =Wρ − inf
0≤u≤t
Wu < β − l + α− (α− l) < l.
In other words W−ρ = l which proves the inclusion F ⊂ E and allows to deduce the lemma.
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Proof of Proposition 11 (i) The sequence (Ai)i≥1 is independent and therefore we only need to
check that P(An) > 0 for all n ≥ 1. But this is immediate from Lemma 14 for n even. By replacing
W with −W , it is also immediate for n odd.
(ii) We denote the properties (ii1) and (ii2) respectively by P2k and P2k+1. Let prove all the (Pi)i≥0
by induction. First P0 and P1 are clearly satisfied since K0,0(1) = δ1 and supp K0,ρ1(1) = {eil, e−il}
on C1. Suppose that all the Pi hold for all 0 ≤ i ≤ 2k − 1 where k ≥ 1. On C2k, Kρ2k−1,t(e−il) 6= δ1
for all t ∈ [ρ2k−1, ρ2k] since for all t ∈]ρ2k−1, ρ2k], we have
−Wρ2k−1,t < W−ρ2k−1,t ≤ l.
Moreover, on C2k, we have
inf
ρ2k−1≤t≤ρ2k
(
2l −Wρ2k−2,ρ2k−1 −Wρ2k−1,t
)
= l −Wρ2k−2,ρ2k−1 −Wρ2k−1,ρ2k > l.
Thus for all t ∈ [ρ2k−1, ρ2k], we have
Kρ2k−1,t(P
2k−1
2 ) = e
i(2l−W
ρ2k−2,ρ2k−1
−W
ρ2k−1,t
) 6= eil
so that P2k holds. Similarly, on C2k+1, Kρ2k ,·(e2il) cannot reach δeil before ρ2k+1 since for all t ∈
]ρ2k, ρ2k+1],
Wρ2k ,t < W
+
ρ2k ,t
≤ l.
Moreover, on C2k+1,
sup
ρ2k≤u≤ρ2k+1
(
2π − l −Wρ2k−1,ρ2k −Wρ2k ,u
)
= 2π − (Wρ2k−1,ρ2k +Wρ2k,ρ2k+1) < 2π.
Thus, on C2k+1, Kρ2k ,t(P
2k
2k+1) 6= δ1 for all t ∈ [ρ2k, ρ2k+1] and P2k+1 easily holds.
Remark 2. When m+ 6= m−,m− = 12(δ0 + δ1), by considering
E2i−1 = A2i−1 and E2i = A2i ∩ {Kρ2i−1,ρ2i(eil) = δ1} for i ≥ 1,
and then Fn = ∩1≤i≤nEi, we similarly show that supp(K0,t(1)) may be sufficiently large with positive
probability.
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