In this paper a Bayesian approach to unit root testing for panel data models is proposed based on the comparison of stationary autoregressive models with and without individual deterministic trends, with their counterpart models with a unit autoregressive root. This is done under cross-sectional dependence among the units of the panel. Simulation experiments are conducted with the aim to assess the performance of the suggested inferential procedure, as well as to investigate if the Bayesian model comparison approach can distinguish unit root models from stationary autoregressive models under or without cross-sectional depenendence. The approach is applied to real GDP data for a panel of G7.
Introduction
There is growing interest recently in developing methods of investigating the presence of a unit root or any other form of nonstationarity in the autoregressive model based on panel data sets.
1 This stems from the fact that panel data, unlike single time series models, can considerably improve the power of the suggested methods to distinguish the hypothesis of unit roots against its alternative of stationarity.
This happens due to the fact that panel data exploit both the cross-sectional (N ) and the time-series (T ) dimensions of the data.
Most of the above methods are based on frequentist analysis. In this paper, we suggest a Bayesian model selection method with the aim to detect the presence of unit roots in panel data models. This method has several interesting features. Within our framework, the initial conditions of the model (known as nuisance parameters) can be treated as unknown parameters and can be intergated out. The same can be done for the individual effects of the cross-sectional units of the panel and their contemporaneous cross-sectional dependence. The latter has been the focus of many recent studies in the literature of panel unit roots 2 . As aptly is noted in these studies, ignoring the cross-section dependence may lead to eroneous inference about the presence of unit roots in panel data models. To account for cross-section dependence, the frequentist methods restrict the variance-covariance matrix of the error terms of the panel to be determined by spatial effects or by a number K of unobserved (or observed) common factors across the N units of the panel, with K < N . In the Bayesian framework, we can relax this assumption.
Instead, we assume that the variance-covariance matrix consists of N (N + 1)/2 free parameters.
In our model comparison setting, we calculate the marginal likelihood of the data under different stationary and non-stationary models. In our analysis we consider autoregressive panel data models of lag order 1 with or without individual deterministic trends and with or without cross-sectional dependence.
Competing models are their counterpart models with a unit autoregressive root. For each of the competing models the calculation of the marginal likelihood is done by integrating the nuisance parameters of the model out of the unnormalised posterior density, in order to compute the posterior model probabilities.
For the models with a unit autoregressive root, all the integrations with respect to the nuisance parameters can be performed analytically, hence the calculation of the marginal likelihood is exact. For the stationary models, all the parameters except for the autoregressive coefficient can be integrated out anallytically.
The latter integration is not feasible due to the prior constraints that ensure stationarity, but it can be performed numerically via Monte Carlo integration. Finally, we can estimate the most probable model's parameters either using exact inference or by constructing a Markov chain Monte Carlo algorithm.
The paper proceeds as follows. In Section 2 we present our model specification and we discuss its alternative reduced forms. In Section 3 we describe the Bayesian model comparison method that we suggest for chosing the best model to describe the data. We show how to estimate the marginal likelihoods for the model specifications considered and hence obtain the posterior model probabilities. In Section 4 we report the results of our empirical applications. Finally, we conclude in Section 5.
Panel Data Models
In this section, we present the models we consider for the analysis of panel data. We consider a stationary autoregressive model, as well as some reduced specifications of it, under which we derive the likelihood of the observed data integrating out the initial observation. This is also done for the case of a unit autoregressive root.
Stationary Models
Consider having observations for N cross-sectional units on T time periods, y t = (y 1t , y 2t , . . . , y N t ) ′ , t = 1, . . . , T . The N -variate observation at time t is modelled as
′ is a vector of trend parameters and φ is an autoregressive coefficient, common across units. We assume that the multivariate process is stationary, that is −1 < φ < 1. Furthermore, we assume that the errors u t of the panel at time t follow a multivariate normal distribution with zero mean and covariance matrix Σ. This assumption allows the N cross-sectional units to be correlated.
The cross-sectional dependence assumption can be relaxed by taking Σ = (σ are unit-specific error variances. In this case model (1) reduces to N independent autoregressive models with common autoregressive coefficient. Finally, note that the general model specification (1) nests models which do not allow for the presence of deterministic trends, if we take β = 0.
Then, the likelihood of the observed data y 1 , . . . , y T , conditional on the initial observation y 0 and the model parameters, is given by
testing, dependence on fixed initial conditions may affect inferences concerning the unit root hypothesis [see Zivot (1994) ].
We assume that the initial observation comes from the stationary process (1). Under this assumption, we assign a multivariate normal prior distribution on y 0 , i.e. y 0 ∼ N (δ, (1 − φ) −1 Σ). We integrate the conditional likelihood (2) with respect to this prior distribution on y 0 to obtain the, so called, exact likelihood of the observed data (see Box and Jenkins, 1976; Hamilton, 1994) . The exact likelihood is given by
where
. . .
Note that the likelihood for the model without deterministic trends is given by (3) with
Case of a Unit Autoregressive Root
In the case that φ = 1, model (1) reduces to a random walk (RW) model with drift, i.e.
Again, if Σ = (σ 2 1 , . . . , σ 2 N ), model (4) is equivalent to assuming N independent RW processes for the cross-sectional units. Finally, if β = 0, model (4) reduces to an N -variate pure RW process (without drift), if there is cross-sectional dependence, or to N independent univariate RW processes if not.
Although in the case of a unit autoregressive root the parameter δ in (1) cancels, δ still contributes to the initial level of the process, since y 0 = δ + x 0 . Thus there is a need to make an assumption about y 0 . As stated in the Bayesian unit root literature [for example, see Zivot (1994) ], it is preferable to treat the initial condition as random both in the stationary case and in the presence of a unit root. In this way we can treat the effect of the initial condition symmetrically in order to remove the dependence of inferences on y 0 . A class of prior distributions which have been proposed (see Uhlig, 1994 , Zivot, 1994 , and Jarocinski and Marcet, 2005 , Meligkotsidou et. al, 2008 as an appropriate choice for univariate RW models is the class of S-type priors. In our setting, the S-prior takes the form π(y 0 ) ≡ N (δ, SΣ). S is interpreted as the start-up time of the process before starting being observed. In some applications the value of S may be known, however in most cases it will be unknown. One possible choice is to assume that the process starts at t = 0, which implies that S = 1. However, better practice would be to consider different values of S and check the robustness of the results to the choice of S. Reasonable choices of S are those values which are of the same magnitude with the quantity The exact likelihood function for model (4) having integrated y 0 under the above prior is given by
, and
3 Calculation of the Marginal Likelihood
Bayesian Model Comparison
The objective of the Bayesian approach, in the model comparison setting, is to determine how probable one model is relative to another or various other alternative models. Consider K competing models
is the marginal likelihood of the vector of observations y under model m k , θ k denotes the model specific
distribution on θ k , and p(m k ) is the prior probability of model m k . In this paper we assign equal prior probability to all competing models. It can be easily seen from (7) that the marginal likelihood under model m k is just the likelihood function integrated over the specified prior distribution for that model, provided that the integration is feasible. Equivalently, it can be seen as the normalizing constant of the posterior distribution of θ k , defined as the integral of the product likelihood times prior, which is known as the unnormalized posterior.
The marginal likelihoods L(y|m k ) defined in (7) are in general difficult to calculate. Kass and Raftery (1995) provide an extensive description of available numerical strategies. However, if the prior specification is conjugate to the likelihood function, some of the model parameters can be integrated out of the posterior distribution analytically. Under our choice of prior for the parameters of the stationary autoregressive models all of the integrations in (7) can be calculated analytically, except for the integration of the autoregressive coefficient which is done via Monte Carlo integration. The marginal likelihood of the random walk models can be evaluated analytically.
Marginal Likelihood Calculation for the Stationary Model
In this section we show how the marginal likelihood of the stationary autoregressive model (1) can be computed. First we need to specify prior distributions for the model parameters. The prior specification is very crucial in model comparison, as the choice of prior can affect the marginal likelihoods of the different models considered. As a general principle, note that flat priors tend to penalize more the models which are more complex [see Bernardo and Smith (1994) , chapter 6]. In the unit root problem, choosing an appropriate prior distribution is not an easy task. Sims (1988) used a flat prior as a non-informative prior for testing the unit root hypothesis in autoregressive models of order one, while Phillips (1991) argued that a flat prior is actually informative and proposed an ignorance prior (or Jeffreys invariant prior).
We adopt proper prior distributions for the parameters of model (1). Specifically, we assume a matrixvariate normal prior distribution for B, which will be denoted by N 2×N (B 0 ,H, Σ), where B 0 is the 2×N matrix of means and H is a 2 × 2 symmetric positive definite matrix. The probability density function (pdf) of the matrix-variate normal prior distribution for B is given by
Now, for Σ we assume an inverted Wishart prior distribution, which will be denoted by IW (Q, v), where Q is a N × N hyperparameter matrix and v denotes the degrees of freedom. The pdf of the inverted Wishart prior distribution for Σ is given by
where v ≥ N. Finally, let p(φ) be an appropriate prior distribution on the autoregressive coefficient with support in the stationary region. Since in this paper we are dealing with unit root testing, we expect that in such applications the value of φ will be close to unity. Hence we consider a Beta prior on φ, i.e.
φ ∼ Be(a, b), concentrated to a region near unity.
The unnormalized posterior of the parameters of the stationary autoregressive model (1) can be integrated analytically with respect to the parameters B and Σ under the above prior distributions.
This results to the unnonrmalised marginal posterior of φ, i.e. L(y 1 , . . . , y T | φ)p(φ), which is given by
The marginal likelihood of model (1) can be obtained by Monte Carlo integration of L(y 1 , . . . , y T | φ)p(φ) with respect to φ. Following Kass and Raftery (1995) , we can use Monte Carlo integration with importance sampling to evaluate the integral L(y 1 , . . . , y T | φ)p(φ)dφ. After specifying an importance function, with domain in the stationary region (−1, 1), denoted as g(φ), the importance weight of a random draw φ (j) from g(φ) is defined as w (j) = p(φ (j) )/g(φ (j) ). Then, an estimate of the marginal likelihood L(y 1 , . . . , y T ), denoted asL(y 1 , . . . , y T ), can be calculated aŝ
, with all normalizing constants included, where φ (j) j = 1, . . . , J, denotes a sample of J draws from the importance function g(φ).
The importance function must be carefully chosen in order to obtain an importance sampling scheme which is effective and efficient, thus leading to accurate Monte Carlo estimates of the integral of interest.
The effective sample size (ESS) of a weighted sample of J draws from an importance sampling scheme is a measure of the efficiency of the scheme which is defined as
, where var g (w) is the variance of the normalized weights which can be estimated by the coefficient of variation of the unnormalized weights [see Liu (2001) ]. The ESS shows how close to the target the importance function is. A sample of size J from a given importance function g corresponds to ESS(J)
i.i.d. draws from the target. Hence, the closer to J the ESS(J) is, the more effective the importance sampling scheme is. A measure of the numerical accuracy of the Monte Carlo integration is the relative numerical efficiency (RNE) defined as
Values of the RNE close to one show that the Monte Carlo integration is particularly accurate [see Geweke (1989), and DeJong and Whiteman (1996) ].
In the case of an autoregressive model without deterministic trends, i.e. if in model (1) β = 0, we assume a multivariate normal prior on δ, i.e. δ ∼ N (ξ, τ 2 Σ). Again, all of the model parameters but φ can be integrated analytically and the above Monte Carlo approach can be followed in order to perform numerically the integration with respect to φ. The unnormalised marginal posterior of φ in this case is given by
with Y (−1) being the matrix Y excluding the first row, and 1 T −1 being the (T − 1) × 1 vector of ones.
For the case of independent errors across units we assume independent priors for the parameters of the model for each cross-sectional unit. Specifically, we use a N (ξ 1i , τ
prior for β i and an inverted Gamma IG(c i , d i ) prior for σ 2 i , i = 1, . . . , N . Under this prior specification, L(y 1 , . . . , y T | φ) can be calculated analytically and it is given by a product of the form
if not (for details on these calculations, see Meligkotsidou et. al., 2008) .
Calculation of the Marginal Likelihood for the Random Walk Model
For the RW model (4) the priors on the model parameters B and Σ are identical to those for the stationary model's parameters. In the case of a unit autoregressive root the unnormlised posterior distribution
can be integrated analytically with respect to the model parameters and the marginal likelihood is given by
In the case of a RW model without drift a N (ξ, τ 2 Σ) prior is assumed for δ, as in the stationary case, and the marginal likelihood of the model is given by
with Y 0(−1) being the matrix Y 0 excluding the first row. Finally, if the errors across units are assumed to be independent, similarly to the stationary case the marginal likelihood is a product of the form
i in the case of independent univariate RW models with drift and L(y i1 , . . . , y iT ) = L(y i1 , . . . , y iT | β i , σ 2 i )dβ i dσ 2 i in the case of pure RW models (for details on these calculations, see Meligkotsidou et. al., 2008) .
Applications to macroeconomic data
In this section we present an empirical application of the proposed Bayesian model comparison approach to unit root testing in panel data models. Our empirical study is concerned with the analysis of annual GDP data concerning a panel of G7 countries for a period from 1970 to 2004
3 . The group of seven (G7) countries consists of Canada, France, Germany, Italy, Japan, United Kingdom and United States. This group of countries is of particular interest since it is a representative subset of the OECD, which consists of the leading economies worldwide and which has formed a forum that deals with major economic issues. The aim of our empirical application is to detect the presence of a unit autoregressive root in GDP panel data, as well as to examine whether there is cross-sectional dependence among the G7 countries' GDP and estimate how strong this dependence is. It is sensible to believe that leading economies are likely to affect each other and therefore expect that there will be correlation of GDP among the G7.
Indeed, looking at the plot of the analysed series (Figure 1 ) it can be seen that all countries follow a similar increasing pattern. In our Bayesian model comparison setting we consider the following competing models:
The stationary models m 1 − m 3 can be nested in the general AR(1) panel data model m 4 , while the RW models m 5 − m 7 are nested in model m 8 . For the parameters of the above competing models we use prior distributions of the type described in section 3. For the more general models, m 4 and m 8 , we assume that B ∼ N 2×N (B 0 , H, Σ), with the second row of the matrix B 0 being equal to 0, the first row being a vector of arbitrary logical values in the domain of the data and H = T I 2 , where I 2 is the to the sample covariance matrix in order to replicate the covarince structure of the data. Finally, for the autoregressive coefficient we adopt a Beta(a, b) prior, where a = 5 and b = 0.5, which is concentrated in a region near unity and results in the marginal likelihood of model m 1 being well defined. For the models which assume cross-sectional dependence but do not allow for deterministic trends, B = δ ′ and we assign a N (ξ, τ 2 Σ) to δ, with ξ = 0 and τ = 30. For the case of independent errors across units we For all different values of S the most probable model, with posterior probability equal to 1, is the pure RW model allowing for cross-sectional dependence (model m 6 ). Under this model, the marginal posterior
The posterior mean of Σ is given by E (Σ) = (T + ν − N − 1) −1 Q * while the posterior variance of the
where q * ij is the ij element of Q * . In Table 1 are shown the posterior means and standard deviations (in parenthesis) of the variances and covariances of the G7 countries' GDP, based on the pure RW model assuming cross-sectional dependence. From the posterior mean of the variance-covariance matrix, an estimate of the correlation matrix can be easily obtained (see Table 2 ). Table 2 : Estimated correlations for the G7 countries' GDP, based on the pure RW model with crosssectional dependence.
Conclusions
In this paper, we have suggested a Bayesian approach to comparing stationary autoregressive panel models with and without individual deterministic trends, to their counterpart models with unit autoregressive roots. We have also allowed for cross-sectional dependence among the units of the panel. This dependence seems to be reasonable and consistent with evidence from financial series. It can be attributed to the fact that changes to one economy affect other economies as well.
The Bayesian approach that we have followed in the paper employs analytic and Monte Carlo integration techniques for calculating the marginal likelihood of the panel models, which is necessary for calculating the posterior model probabilities. The empirical application of our method to GDP series of the G7 countries has shown that the Bayesian approach favors the RW model with cross-sectional dependence among the units.
