A qualgebra G is a set having two binary operations that satisfy compatibility conditions which are modeled upon a group under conjugation and multiplication. We develop a homology theory for qualgebras and describe a classifying space for it. This space is constructed from G-colored prisms (products of simplices) and simultaneously generalizes (and includes) simplicial classifying spaces for groups and cubical classifying spaces for quandles. Degenerate cells of several types are added to the regular prismatic cells; by duality, these correspond to "non-rigid" Reidemeister moves and their higher dimensional analogues. Coupled with G-coloring techniques, our homology theory yields invariants of knotted trivalent graphs in R 3 and knotted foams in R 4 . We re-interpret these invariants as homotopy classes of maps from S 2 or S 3 to the classifying space of G.
Introduction
Consider a group, G, that acts upon itself via conjugation: a b = b −1 ab. The group operation · (or more simply juxtaposition) and the conjugation operation satisfy the following compatibility conditions, for all a, b, c ∈ G:
H (ab)c = a(bc) (associativity); YI (ab) c = (a c)(b c) (distributivity); IY (a b) c = a (bc) (exponential law); III (a b) c = (a c) (b c) (self-distributivity); II ∀a, b ∃!c such that c b = a (right invertibility); I a a = a (idempotence);
(twisted commutativity). Precisely the same rules appear when one extends quandle coloring techniques from knots to knotted trivalent graphs and handle-body knots [Ish15, Leb15] (see Fig. 1 ). Each of the above axioms translates a Reidemeister move for these objects (see Fig. 2 ). We chose our axiom names to evoke these moves. Different subsets of our seven axioms also emerge in the study of elementary embeddings and Laver tables in set theory, and extended and parenthesized braids in braid theory. See [Drá95, Drá97, Deh06, Deh07] and [Deh00, Chapter XI] for more details.
We will call a set with two binary operations · and satisfying the seven axioms 1 a qualgebra 2 (= quandle + algebra), and talk about a shalgebra (= shelf + algebra) if only the first four axioms hold. See [Leb15] for nongroup qualgebra examples. Recall that a quandle (resp., a shelf ) is a set with a binary operation subject to Axioms III-I (resp., III only). In addition to abstract algebra, knot and set theories, shelves play an important role in Hopf algebra classification, integration of Leibniz algebras, the study of the Yang-Baxter equation etc. Quandles and shelves can be thought of as algebraic counterparts of knots and positive braids respectively. In the same spirit, qualgebras and shalgebras "algebrize" handle-body knots and branched braids (i.e., braids with some zip-and unzip-like branching points, cf. [Leb14] ).
Many of the classical applications of quandles have enhanced versions involving quandle (co)homology. An analogous theory was described for qualgebras in small degree [Leb15] , and for multiple conjugation quandles (a particular type of qualgebras) in any degree [CIST17] . This allows for enhancements of qualgebra-based invariants for knotted trivalent graphs and handle-bodies, as well as invariants of knotted 2-foams in R 4 .
In the present work, we extend the homology theory from [CIST17] to any shalgebra (G, ·, ) (Section 2), and construct a cell complex BG computing this homology (Section 4). Cells of small degree, which are the most important for knot-theoretic applications, are given particular attention. Our cell complex interpolates between the classifying spaces of the semigroup (G, ·) and of the shelf (G, ), recalled in Section 3. Its cells are G-colored generalized prisms of different shape, involving simplices (inherited from associative homologies) and cubes (inherited from self-distributive homologies). By duality, our cell complex corresponds to knotted trivalent graphs and their higher-dimensional analogues, e.g. knotted foams, described in Section 5. The homology theory for qualgebras is obtained from that for shalgebras by taking a quotient of the defining chain complex. The classifying space BG is then amended with additional cells (Section 6). The idea of encoding additional axioms by sub-complexes is omni-present in algebra: it allows one to construct group and quandle homology theories out of those for semigroups and, respectively, shelves. For more on the sub-complex philosophy, see [CS17] . The main application of our qualgebra homology theory, and in particular of its interpretation in terms of the classifying space BG, is the construction of invariants of handle-body knots and knotted foams presented in Section 7. There are several ways of thinking about these invariants. First of all, they are a natural consequence of the duality between our prisms and the knotted objects considered. Taking a step further, we interpret colored diagrams of n-dimensional knottings as based homotopy classes of maps from S n+1 into BG. Here we work with n = 1 and n = 2 only, but the core of our methods adapts to any dimension.
Prismatic homology
Fix a shalgebra (G, ·, ). For any integer n > 0, define an abelian group
Put C 0 = 0. In this section we will endow the collection C = {C n : n ≥ 0} with differentials ∂ : C n → C n−1 , turning it into a chain complex. Even better: the property ∂ 2 = 0 will be equivalent to shalgebra axioms. The notation ((g 1 , . . . , g k 1 ), . . . , (g s+1 , . . . , g s+k )) for linear generators of C n will be simplified to (g 1 , . . . , g k 1 )| . . . |(g s+1 , . . . , g s+k ); here s = −1 h=1 k h . Also, if some k j = 1, we will write g t+1 instead of (g t+1 ); here t =
The -action of G on itself extends to its powers diagonally:
. . , g s+k j ) (2.1)
. . , g s+k j −1 ).
Here g s+1 indicates that g s+1 acts as described above on anything to its left. We simplify ∂ = ∂ j;k j when the subscript are clear from the context. Next, suppose that P and Q are generators of the chain groups C p and C q , respectively, and that ∂P and ∂Q are already defined. Then use the Leibniz rule to define ∂(P |Q):
This defines a differential ∂ : C n → C n−1 for all n by induction. Indeed, the relation ∂ 2 = 0 holds
• on the intermediate factor G k j due to the associativity of · (Axiom H) and the fact that the -action is a semigroup action (Axiom IY), as it is the case for a general bar complex with coefficients; • on the whole C n because the notation (∂P )|(∂Q) is unambiguous, which is equivalent to the properties g h = h (g h) (Axiom III) and (
An alternative proof of ∂ 2 = 0 uses braided systems, cf. [Leb17] . In a moment, we will give explicit formulas for small degrees, but first note that our definition implies that ∂ j;1 (g s+1 ) = ( g s+1 − ). That is if any k j = 1, that particular factor will act on everything to its left and not act. The differential in that factor is a difference of the action and inaction. In particular, ∂(g|Q) = Q − Q − g|(∂Q) = −g|(∂Q).
Furthermore, we remark that the construction of our chain complex is analogous to repeatedly taking the tensor product of the complexes for semigroup homology, with the exception that the -action must be taken into consideration.
Let us proceed to compute some low dimensional boundaries. We chose to keep the canceling terms (the ones with allow one to reduce ∂(g|Q) to −g|(∂Q)) since they will appear in the geometric realization of our homology, as two copies of the same cell with opposite orientations.
The prismatic homology groups H P n (G, ·, ) are defined as the quotients
Here ∂ i is the C i → C i−1 component of ∂. The choice of the term prismatic, borrowed from [CIST17] , will be clear after we describe prism-like classifying spaces for this theory.
Simplicial and cubical classifying spaces
Recall (from [Lod92, Rie08, Kau17] for example) that a pre-simplicial set consists of a collection (X n ), n = 0, 1, 2, . . . of sets together with boundary maps d n i : X n → X n−1 that are defined for 0 ≤ i ≤ n, and satisfy (3.1)
The dependencies on n are typically omitted in the notation. In case G is a semigroup, the cartesian product G n can serve as X n , with as boundary maps
. . , g n−1 ). Now, a pre-simplicial set can be turned into a chain complex (ZX n , ∂ n ), where ∂ n is the linearization of
The property ∂ n−1 ∂ n = 0 can be obtained either algebraically, using (3.1); or geometrically, using the (fat) geometric realization of X n . The latter is constructed as follows:
Here
• the X n are endowed with the discrete topology;
• ∆ n is the n-simplex with its standard topology,
• the equivalence relation ∼ is generated by (x,
where the D i are defined by
0 ≤ i ≤ n, and turn the ∆ n into a pre-cosimplical space (i.e., satisfy relations dual to (3.1)). By construction, the homology of the chain complex (ZX n , ∂ n ) coincides with that of the cell complex |X|. We note that this realization does not take into consideration any degeneracy conditions which is why the adjective "fat" is sometimes added.
This geometric realization is particularly enlightening for the pre-simplicial set X n = G n constructed above from a semigroup G (assumed discrete). Note that in this case the space |X| is denoted by BG, and called the classifying space of G; the homology obtained is the usual semigroup homology. The space BG consists of simplices whose edges are labeled by G in a particular way. Namely, denote the vertex (0, . . . , 0, 1, 0, . . . , 0) of ∆ n , where 1 is at the ith position, by i. This yields an order on the vertices, which induces an orientation of ∆ n . Given an n-tuple (g 1 , . . . , g n ) ∈ G n , the edges of the corresponding n-simplex are labeled as follows: the edge i → j, i < j, receives the label g i+1 · · · g j . See Fig. 3 for an example in dimension 3. The boundary map is the usual geometric one. It yields a combination of Glabeled (n − 1)-simplices. In each of them, one should rename the vertices to get the canonical names 0, 1, . . . , n − 1; this is done in the only way that preserves the vertex order.
The whole simplicial story has a cubical counterpart. Namely, recall (for instance from [BH81, LV17] ) that a pre-cubical set consists of a collection (X n ), n = 0, 1, 2, . . . of sets together with two families of boundary maps d
for i < j and ε, ζ ∈ {+, −}.
In case G is a shelf, the cartesian product G n can serve as X n , with
Similarly to pre-simplicial sets, a pre-cubical set can be turned into a chain complex (ZX n , ∂ n ), where ∂ n is the linearization of
The geometric realization of X n is constructed as follows:
Here n = [0, 1] n is the standard n-cube, and the equivalence relation ∼ is generated by (x,
Again, the homology of the chain complex (ZX n , ∂ n ) coincides with that of the cell complex |X|.
For the pre-cubical set X n = G n constructed above from a shelf G, |X| consists of cubes with G-labeled edges, and the boundary maps are the usual geometric ones. Given an n-tuple (g 1 , . . . , g n ) ∈ G n , the edges of the corresponding n-cube are labeled as follows: the edge
where all θ j ∈ {0, 1}, receives the label (· · · (g i g j 1 ) · · · ) g jp , where j 1 < · · · < j p are all the indices from {i + 1, . . . , n} such that θ j = 1. See Fig. 3 for the case n = 3. In this case the homology obtained is the usual homology of shelves, called rack homology, and the space BG = |X| is called the classifying space, or the rack space of G [FRS95] .
If a semigroup G is in fact a monoid (i.e., has a unit e), then the maps
. . , g j , e, g j+1 , . . . , g n ), called degeneracies, are compatible with the d j in the sense that the collection (X n ; d n i ; s j n ) satisfies the axioms of a simplicial set. The complex (ZX n , ∂ n ) associated to any simplicial set has a degenerate sub-complex
The quotient, called normalized complex, generally behaves better than the original complex. The geometric realization of a simplicial set is obtained from that of the underlying pre-simplicial set by adding the relations (x, S j (p)) ∼ (s j (x), p), where
If our simplicial set originates from a monoid, as above, then one can handle these additional relations by adding a 2-cell whose boundary is an e-labeled edge. In other words, one is allowed to shrink all e-labeled edges. The homology obtained is the classical group homology.
Similarly, suppose that a shelf G is a spindle-i.e., satisfies axiom I: a a = a for all a ∈ G; any quandle will do. Then the degeneracies
. . , g n ) and the boundary maps d n;± i above turn the collection (G n ) into a weak skew cubical set. See [LV17] for the definition, and its difference from the more classical notion of cubical sets. Again, the quotient of (ZX n , ∂ n ) by the degenerate sub-complex D n = j Z Im s j n is called normalized complex, and behaves better than the original complex. It is used, for instance, for constructing quandle cocycle invariants for knots; see Section 7 for more details. In the geometric realization of a weak skew cubical set, one needs to add the relations (x, S j (p)) ∼ ( s j (x), p), where
This map can be thought of as a squeezing onto the diagonal hyperplane x j = x j+1 , followed by a rescaling 3 . If our weak skew cubical set originates from a spindle, then one can handle these extra relations by adding extra cells. For instance, for any a ∈ G, one needs one extra 3-cell whose boundary is a square with four a-labeled edges (Fig. 4) . In this case, the rack space is The connection between the homology of associative structures and simplicial sets is in fact very strong: as shown in [GS83] , the cohomology of any locally finite simplicial complex is the Hochschild cohomology of certain explicitly constructed unital associative algebra. It would be interesting to find a similar counterpart of the weak skew cubical cohomology. A reasonable candidate seems to be the cohomology of set-theoretic solutions to the Yang-Baxter equation, of which the rack cohomology is a particular case [CES04, LV17] .
Prismatic classifying spaces
We now turn to the central construction of this paper-the classifying space BG of a shalgebra (G, ·, )
4 . It is inspired by the classifying spaces of a semigroup and a shelf from the previous section, and is a merge of the two. We will start with a detailed description of the lower dimensional skeleton of BG, which is of particular importance for the purposes of this paper. We will then explain what happens in higher dimensions, and show that the prismatic homology H P (G, ·, ) of our shalgebra can be understood as the homology of the prismatic space BG. The same Figure depicts 2-dimensional cells, which are either triangles or squares. For each pair of elements in G there is a triangle that is labeled (a, b) and a square that is labeled a|b. The boundary of such a 2-cell is labeled using a, b, and either ab or a b in the triangle and square case respectively.
In dimension 3, there are four different types of prismatic 3-cells: the two intermediate types are indeed triangular prisms ∆ 2 × ∆ 1 and ∆ 1 × ∆ 2 while the extreme cases are the tetrahedron ∆ 3 and the cube ∆ 1 × ∆ 1 × ∆ 1 . These are labeled by triples of elements in the shalgebra G. Thus for each triple (a, b, c) ∈ G 3 there is a tetrahedron in BG; for each triple written 4 We use the same notation BG for all classifying spaces in this paper. Its precise meaning is determined by the object G we are working with.
5 Prismatic homology has a more general version, where coefficients in a shalgebra module M are added to the construction. In this case we need one 0-dimensional cell per element of M . The generalization of our prismatic classifying space to this setting is straightforward, but we omit it in order not to overload the presentation. In the case of the 4-simplex ∆ 4 , its 1-skeleton is the complete graph on 5 vertices. The edges are labeled by products of four shalgebra elements a, b, c, d, as explained in Section 3. This labeling is depicted in Fig. 7 ; here and below edge orientation is omitted for readability. The 3-dimensional faces are tetrahedra with inherited labels; they yield the boundary ∂ (a, b, c, d ), as computed in Section 2. The 1-skeleton of the colored hypercube is indicated in Fig. 8 . It is labeled by quadruples of the form a|b|c|d. Its boundary consists of eight 3-dimensional cubes whose induced labels are those predicted by the boundary formula ∂(a|b|c|d) in Section 2. The labels that are indicated upon the edges should aid the reader to supply labels for the 2-dimensional square faces and 3-dimensional cubical solids.
The remaining six prismatic sets have their 1-skeletons illustrated in Figures 9 through 13 . We encourage the diligent reader to discover the various 3-dimensional faces of these and match them with the boundaries of the corresponding chains (a, b, c)|d, determined by an n-tuple of elements of G. More rigorously, the classifying space of a shalgebra (G, ·, ) is defined as follows:
Here • P n is the set of all ordered partitions k = (k 1 , . . . , k ) of n, i.e.,
In the remainder of this section we will define the identification ∼, which glues all these generalized prisms together, and show that the homology of BG computes the prismatic homology of G.
Given a bracketed n-tuple
where
as the generalized prism ∆ k with G-labeled edges. Concretely, with the notations from the description of the simplices ∆ m given in Section 3, the edge
where g u;pu = g s+1 · · · g s+pu , and s = u−1 t=1 k t . A G-labeling constructed in this manner is called good. The bracketed n-tuple g is called the label of the generalized prism ∆ k endowed with a good G-labeling as above.
Good labelings are best understood inductively. Indeed, let us explain how to label ((g, h), ∆ k × ∆ m ) if you know what to do with (g, ∆ k ). Here k ∈ P n , g ∈ G n , h ∈ G m . Put a copy of ∆ k at each vertex of the simplex ∆ m , which you label by h as described in Section 3. Further, replace each edge i → j of ∆ m by n + 1 parallel copies with the same G-label; the pth copy (p = 0, 1, . . . , n) connects the pth vertices of the copies of ∆ k placed at the vertices i and j of ∆ m . Finally, label the copy of ∆ k placed at the vertex i by g (h 1 · · · h i ), which you know how to do by assumption; recall that the -action of G on itself extends to G n diagonally. Fig. 14 illustrates this inductive step; a double arrow represents here six parallel copies of the same G-labeled arrow. It is easy to verify (for instance by induction) that the explicit and the inductive labeling rules yield the same result.
Lemma 4.1. If an edge of the labeled prism (g, ∆ k ) receives the label a ∈ G, then, for any b ∈ G, the same edge receives the label a b in (g b, ∆ k ).
Proof. The labeling rule (4.1) involves only shalgebra operations, and, by Axioms YI and III, the -action intertwines with both operations. Lemma 4.2. In the inductive labeling procedure above, the labels of the corresponding edges in the copies of ∆ k placed at the vertices i and j of ∆ m , with i < j, differ by the -action of the label of the edge i → j in (h, ∆ m ).
Proof. Let a be the color of this edge in (g, ∆ k ). By Lemma 4.1, in the copy of ∆ k placed at the vertices i and j the same edge receives the labels a i := a (h 1 · · · h i ) and a j := a (h 1 · · · h j ) respectively. By our labeling rules for simplices, the edge i → j is labeled by h i,j := h i+1 · · · h j in (h, ∆ m ). But then, by Axioms H and IY,
With these two lemmas in mind, one can envision that in (g, ∆ k ) each g i determines the labels in the ith cardinal direction. The dimension 4 examples above should make this idea clear. Now, a good labeling of ∆ k induces a G-labeling of the edges of all its (n − 1)-dimensional faces, which are also generalized prisms. Below we will prove that this induced labeling is good. The relation ∼ is then defined as the identification of these faces with the corresponding cells in G n−1 × ∆ k for suitable k .
To manipulate induced labelings of faces, we need to introduce notations for all components of the restriction ∂ k of the prismatic differential ∂ n from Section 2 to the summand Z[G k ] of C n . Here
First, rewrite Equation (2.1) defining the part ∂ j;k j of the prismatic differential affecting the jth factor G k j of G k as
The component d k j j;i bears on the entries i and i + 1 of G k j , and anything to the left of G k j if i = 0. This component sends G k to G k−1 j , where
As usual, we will often omit the sub-or superscript k j . Next, the Leibniz rule translates as
Theorem 4.3. Take a partition n = k 1 + · · · + k and a correspondingly partitioned n-tuple g ∈ G k . Then the boundary of the G-labeled generalized prism (g, ∆ k ) as defined above consists of (n − 1)-dimensional cells labeled by (d j;i (g), ∆ k−1 j ) with orientation determined by the sign (−1) k 1 +···+k j−1 +i ; here j = 1, 2, . . . , , and i = 0, 1, . . . , k j .
The theorem directly implies that the relation ∼ is well defined, and that the space BG has the same homology as the shalgebra G:
Proof. Ignoring the G-labels, one can easily compute the geometric boundary of the product of simplices ∆ k :
where ∆ k j ;î is the face of ∆ k j which does not contain the vertex i. It remains to check that the G-labeling on the edges of
induced by g coincides with the good labeling constructed from g := d j;i (g). We will treat only the case i = 0 here; the remaining cases 0 < i < k j and i = k j are straightforward.
In the case i = 0, for edges from the face δ j;i (∆ k ), the term g j;p j appears in the labeling rule (4.1) only with p j > 0. So, g j;p j = ag j;p j −1 , where a := g k 1 +···+k j−1 +1 . Using the shalgebra axioms, one can then replace g j;p j with g j;p j −1 at the cost of -acting by a on all the elements of G appearing in (4.1) to the left of g j;p j . That is, all the g t with t ≤ k 1 + · · · + k j−1 should be replaced with g t a, which by the definition of d j;0 is precisely g t . Also, for t > k 1 +· · ·+k j−1 one has g t = g t+1 , so for all u > j, one has g u;pu = g u;pu , or g u−1;p u−1 = g u;pu if p j = 1. This proves that the two labelings we are considering coincide on the edges supported in ∆ k 1 × · · · × ∆ k j−1 . Since the removal of a vertex of ∆ k j has no effect on the labelings of the edges supported in ∆ k j × · · · × ∆ k , we are done.
Note that for the extreme partitions n = n and n = 1 + 1 + · · · + 1, we recover copies of the classical classifying spaces of the semigroup (G, ·) and the shelf (G, ) respectively; cf. Section 3.
We finish with a useful property of good G-labelings. Take any oriented path consisting of edges of ∆ k , and suppose that the edge labelings encountered along this path are a 1 , . . . , a p , in this order. Consider the map
• is a shalgebra morphism due to Axioms YI and III;
• depends only on the source and the target vertices of the path, and not on the path itself: indeed, one can construct a homotopy between any two such paths out of triangular and square 2-dimensional faces only, and for the two paths forming the boundary of such faces the statement follows from Axioms H (for triangles) and IY and III (for squares).
Thus, denoting by V the set of vertices of ∆ k , out of any good G-labeling of ∆ k we get a map V × V → End(G). This construction is useful, for instance, for understanding how to G-label ∆ k × ∆ m if one knows how to label ∆ k and ∆ m . If the partition m has one part only, this is precisely our inductive labeling.
Knottings of dimension 1 and 2
The main results of this paper relate prismatic homology to certain colored knottings. In this section we
• explain the difference between handle-body knots and knotted trivalent graphs; • discuss knotted foams which are the analogues in 4-space of knotted trivalent graphs; • summarize the ideas of Reidemeister/Roseman moves to knotted foams.
Handle-body knots.
A handle-body knot (HBK) is an embedding into R 3 (or S 3 ) of a 3-dimensional manifold whose fundamental group is free (say on g generators) and whose boundary is a closed orientable genus g surface. Handle-body links are defined similarly: each component has a free fundamental group and a boundary that is a closed orientable surface. We will use the abbreviation HBK for either. Any HBK can be represented by the diagram of a knotted trivalent graph (KTG). This is a generic projection into the plane of a trivalent graph that is embedded in 3-space and for which crossing information is indicated at transverse crossings between pairs of arcs by breaking the arc that lies below with respect to the projection direction in the standard way. By thickening the knotted trivalent graph in the direction of the plane into which it is projected and subsequently thickening in the projection direction, an HBK is constructed. By a theorem from [Ish08] , two diagrams of KTGs represent the same HBK if and only if they are related by a sequence of the moves depicted in Fig 2. Note especially, that the move H changes the underlying topology of the representative trivalent graph. For example, the typical knotting of the handcuff graph that is depicted in Fig. 15 is non-trivial as a KTG, but by applying an H move, the underlying graph changes from a handcuff graph, 0−0, to a theta curve, θ. Figure 15 . A knotted trivalent graph that is unknotted as a handle-body 5.2. Knotted foams. In order to describe 2-dimensional analogues of HBKs, we first describe the analogues of KTGs. Specifically, knotted foams (to be defined shortly) are to knotted surfaces as knotted trivalent graphs are to classical knots. To stretch the analogy, we consider a regular neighborhood in 3-space of the diagram of the foam and subsequently thicken this in the direction of the projection. The resulting types of 4-manifolds are unknown to authors. They are 4-dimensional manifolds with boundaries that embed in 4-space. Just as HBKs are related to cubes with knotted holes, one might presume a similar dichotomy in 4 dimensions.
Let us define 2-foams. Let Y 1 denote the graph in the triangle (2-simplex) ∆ 2 that is obtained by coning the points (1/2, 1/2, 0),(1/2, 0, 1/2), and (0, 1/2, 1/2) to the barycenter (1/3, 1/3, 1/3). For j = 0, 1, 2, 3, let Y 1 j ⊂ ∆ 2 j = ∂ j (∆ 2 ) denote a copy of Y 1 in the jth face of the tetrahedron ∆ 3 . Any two such Y 1 j s share a boundary vertex. Let the 2-complex Y 2 be obtained from ∪ 3 j=0 Y 1 j by coning this 1-complex to the barycenter (1/4, 1/4, 1/4, 1/4) of the tetrahedron. The space Y 2 (depicted in Fig. 16) has one vertex at which four edges and six faces are incident. A 2-foam (or simply a foam) is a compact orientable topological space F for which each point has a neighborhood homeomorphic to a neighborhood of a point in Y 2 . The boundary of a 2-foam is a KTG. We are primarily interested in foams without boundary. There are three types of points in a 2-foam. A non-singular point has a neighborhood that is homeomorphic to a 2-dimensional disk. The open connected component of a non-singular point is called a face. A seam is an edge upon which three faces meet. A neighborhood of a seam point in F is homeomorphic to the interior of Y 1 × (0, 1). A vertex is the junction of four edges and six faces; it has a neighborhood homeomorphic to the interior of Y 2 . Of course, an edge or face might return to a given vertex, so this description is only a local picture.
A knotted foam is an embedding of a foam into 4-space. Diagrammatic and movie techniques can be used to depict the local pictures of crossings of knotted foams. Most importantly, the moves H, YI, IY, and III to KTGs define neighborhoods of crossings of foams. Specifically, the two sides of these moves form the boundary of the corresponding neighborhoods. Here, "crossing" should be interpreted in a broad sense. In the analogous situation for KTGs, "crossings" encompass vertices of the Y 1 s and the crossing of the form X. For knotted foams, "crossings" mean the vertices that are found at the junction of Y 2 s, the crossings at which a transverse sheet passes over or under a Y × (0, 1), and the triple points that occur at type III moves. Local pictures of 3-dimensional projections of crossings in these four situations are depicted in Figs. 16-19 . Their duality with the various prisms and their movie parametrizations are also shown.
Moves to foams.
A list of Reidemeister/Roseman moves for knotted foams in 4-space was proposed in [Car15] . They are meant to be the 2-dimensional analogue of the Reidemeister moves for KTGs. Unfortunately, [Car15] . Before addressing this disparity, we will briefly describe the TVMs. They each involve two possible ways in which a trivalent vertex can be twisted. A twist of a vertex involves two of the three legs at the vertex. The same result can be achieved by twisting another pair of legs and manipulating the vertex using Reidemeister moves of other types. The TVMs relate these two ways of twisting. We imagine that only two of the four moves are necessary, and the other two follow from them.
The imperfection in the result of [Car15] will not adversely affect our result here. Specifically, at the level of knotted foams one can restrict the notion of isotopy so that only certain moves are allowed. When a list of moves is specified, then cells are added to the classifying space BG of a qualgebra that reflect these moves, as explained in Section 6. If additional moves are found to be necessary to fully describe isotopies of knotted foams, then additional (4-dimensional) cells can be added that reflect these moves. Each qualgebra axiom corresponds to a move to the KTGs that represent HBKs. With the exception of Axiom H, each describes an isotopy move for the KTG. In [Car15] , these isotopies are interpreted as "atomic pieces" of knotted foams. Many of the moves to foams can be quantified by asserting that these are strict isomorphisms. That is, each move is invertible. The invertibility of YI, IY, III, II, I and T account for eleven of the moves to foams that are given. At the level of the classifying space BG that we construct, the invertibility of YI, IY, and III are encoded by the orientation of the corresponding prisms. The invertibility of moves II, I, and T are encoded by the orientations of some of the faces of these complexes.
Two more of the moves to foams are described in terms of naturality of crossings with respect to 2-morphisms. These moves are described as a branch point or a twist vertex passing through a transverse sheet. They both represent degeneracies in the classifying space that we construct (Fig. 23 illustrates the degeneracies for TVMs). In the case of passing a branch point through a transverse sheet, this is the move that corresponds to the declaration that the quandle chains a|a|b and a|b|b are degenerate. The triple point that arises in case the transverse sheet is over or under, respectively, can be removed, and the cube that is dual to the triple point has faces identified. A similar situation happens at the twist vertex, but in this case, the faces of the induced cube and prism are degenerated.
The remaining seven moves to foams are encoded by the 4-dimensional polytopes corresponding to qualgebra 4-chains, excluding the simplex ∆ 4 (Fig. 7) which is dual to the move on the right-hand side of Fig. 21 . Recall the special 1-dimensional move H that relates, in general, different KTGs that become isotopic after thickening, and thus represent the same HBK. Similar moves exist for 2-dimensional knottings. Two examples are given in Fig. 21 . They are well-known to preserve the 3-manifold neighborhood that contains these spines as deformation retracts [Mat87, Pie88] . Consequently, the 4-dimensional neighborhoods are also preserved. Looking at the movie move versions of these two moves, one may recognize the invertibility of the associativity "2-morphism" H, and what is known in several guises as the pentagon identity, the (3, 2) Pachner move, and the Biedenharn-Elliott identity. In our context, we will associate chains to the vertices of the figures. Recall that the associativity moves are directed; thus the left-hand figure represents the difference (a, b, c) − (a, b, c) , and the right-hand figure represents the boundary of a 4-chain.
Prismatic homology with degeneracies
In [Nos11, Nos13, Yan17] , the classifying space of a quandle (G, ), designed to produce homotopy invariants of oriented links, was constructed by adding extra cells to the rack classifying space of (G, ), as introduced in [FRS95] . In a similar way, we will now provide a detailed description of the 4-dimensional skeleton of a modification BG of the cell complex BG for a qualgebra (G, ·, ). In Section 7, it will be used to define homotopy invariants of KTGs, HBKs, and knotted 2-foams.
Most moves to KTGs, HBKs, and knotted 2-foams correspond to homotopically trivial 3-and 4-cells. However, there are no cells that correspond to moves I and T to KTGs, and to some moves to 2-foams (see Fig. 23 for example). We investigate the corresponding cells that need to be added to construct homotopy invariants.
For a generator g ∈ G k ⊂ C n , the n-cell labeled by g will be denoted by e g . Here we use notations from Section 4.
For all a, b ∈ G, the following union of 2-cells forms a 2-sphere: (i) e (a|b) ∪ e (b,a b) ∪ −e (a,b) (see Fig. 22 ). When labeling the edges in Fig. 22 , we used Axiom T: ab = b(a b). The figure also contains the corresponding Reidemeister move, in the sense to be made precise in Section 7. We can thus add a 3-ball B 3 a,b into the 3-dimensional skeleton of BG. It is glued to the 2-skeleton by a homeomorphism ∂(B 3 a,b ) → e (a|b) ∪ e (b,a b) ∪ −e (a,b) . Next, we add four types of extra 4-balls. Note that for any a, b, c ∈ G, the following unions of 3-cells form 3-spheres (see Fig. 23 ):
(
. When the labels need to be specified, we use the notation S 3 i;a,b,c instead of S 3 i . To simplify presentation, here we suppose that our qualgebra G is in fact a group. The case of a general qualgebra can be settled by a meticulous treatment of orientations. 
Homological invariants of knottings
This section contains our main results. Roughly, Theorem 7.1 states: given a qualgebra G, a G-colored knotted object in R n for n = 2 or 3 represents a cycle in Z QA n (G). When two diagrams represent equivalent knottings, the representative cycles are homologous. Further, in Theorem 7.2 we interpret colored diagrams of knottings as based homotopy classes of maps from S n into the qualgebra classifying space BG. Here the base point is the point at infinity in the one point compactification of R n .
A qualgebra coloring of a normally oriented diagram of a KTG (resp. knotted foam) is an assignment of elements to the normally oriented arcs (resp. faces) of the diagram that satisfies the conditions that are indicated in Fig. 1 (resp. Figs. 16-19 ). In the Fig. 1 normal orientations For convenience, let us call an HBK or a knotted foam a knotted object. A generic projection (with crossing information indicated via broken arcs or broken surfaces) of a KTG representing the HBK to the plane, or of a (iv)n = 2 or 3. In fact, such a representation is given in any dimension. The representation goes as follows:
• a colored Y 1 (resp. Y 2 ) represents a chain of the form ±(a, b) (resp, ±(a, b, c)); • a colored (classical) crossing X determines a chain ±a|b (see Fig. 1); • a colored YI-type crossing represents a chain ±(a, b)|c;
• a colored IY-type crossing represents a chain ±a|(b, c);
• a colored III-type crossing represents a chain ±a|b|c. Signs are determined by the orientations. A closed colored KOD then represents a cycle that is the signed sum of the chains represented by all its (generalized) crossings.
Theorem 7.1. The qualgebra homology class determined by the represented cycle of a closed KOD is independent of the representative diagram.
Proof. If different representative diagrams of a knotted object are chosen, they differ by a finite collection of Reidemeister or Roseman-type moves. Going through the list of these moves, one verifies that each move either does not affect the represented cycle, or changes its qualgebra homology class by a boundary.
Theorem 7.2. For n = 2 and 3, colored equivalence classes of KODs correspond to based homotopy classes of maps S n → BG. Here n = 2 in the case of an HBK, and n = 3 in the case of a knotted foam.
Proof. First, we must disambiguate the notion of equivalence. In the case of HBKs, the diagrams represent the same HBK if and only if they are related by a finite sequence of moves taken from Fig. 2 . In the case of knotted foams, we consider knotted foam diagrams modulo the moves given in [Car15] and the moves given in Figs. 20 and 21. Next, degeneracies are described in Section 6 for both the knotted foams and the handle-body knots. In that section, extra cells of dimension 3 and 4 are described as balls whose boundaries have a particular decomposition as squares, triangles, tetrahedra, prisms, and cubes. In the case for which the 3-dimensional boundary degenerates, these cells are described in terms of the lower dimensional moves. Finally, we comment on a schematic diagram in Fig. 24 that indicates the gist of the construction. The KOD is placed inside a large rectangle or rectangular box. Each colored crossing (in case n = 2, Y or X; in case n = 3, H, YI, IY, or III) is enveloped in a generalized prism. The union of the prisms is mapped to the classifying space, and the boundary rectangle or cube is mapped to the base point as is the space outside the knotting. Any diagrammatic equivalence corresponds to a higher dimensional cell in the classifying space BG.
