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By keeping count of the number of interactions, we obtain some novel 
perturbation expansions for the Riccati equation. Similar results were obtained 
in radiative transfer theory by Mingle. 
1. INTRODUCTION 
The Riccati equation is one of the fundamental equations of analysis, 
encountered in many different studies, dynamic programming [l], optimal 
control [2], filtering theory [3], theory of integral equations [4], and the 
invariant imbedding approach to transport theory [5]. Much effort has been 
devoted to converting two-point boundary value problems into initial value 
problems for Riccati equations by means of the principle of invariant 
imbedding [6]. Many analytic and computational methods, such as quasi- 
linearization, have been used to solve these associated nonlinear equations, 
but it appears that no single method is uniformly satisfactory. 
In this paper we wish to analyze the underlying physical process that leads 
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to the Riccati equation in transport theory and, thus, achieve a linearization 
of the problem dictated by the physics of the problem itself. This is quite 
revealing in the case of the transport processes. Different characterizations 
of an underlying process may lead to different types of linearizations. Once 
we arrive at the linearization, we may even discard the physical picture and 
calculate the solution of the original problem in an iterative fashion. We may 
consider our procedure a new type of perturbation procedure, a procedure 
discussed in this context by Mingle [7] and related to a number of other 
techniques, cf. [8]. 
In the following we will first of all consider a set of coupled vector dif- 
ferential equations subject to a two-point boundary value condition and relate 
it to the transport of a set of particles, interacting with the medium through 
which they are traveling. Employing the invariant imbedding technique, 
we arrive at a matrix Riccati equation governing the reflected fluxes. 
Linearization is automatically built into the system of equations if we 
concentrate on the reflected and transmitted fluxes which have suffered a 
specified number of scatterings in the medium. Taking account of all orders 
of scatterings we find the total solution for reflected fluxes, transmitted 
fluxes and internal fluxes. Some analytical aspects of the solution can be 
easily seen upon examining these iterative solutions. 
2. THE REFLECTION MATRIX 
Let us consider a linear system of equations with boundary conditions 
specified below, 
- x’ = Ax + Dy, x(u) = c, 
y’ = Bx + cy, y(0) = d. 
(1) 
Here A, B, C, D are matrices depending on the independent variable t, 
0 < t < a and x and y vectors with the mixed boundary values given in (1). 
If we now take d = 0 and calculate the value of y at a, we arrive at the reflec- 
tion matrix, 
y(u) = R(u) c. (2) 
R(a) by a familiar argument, [9], is easily seen to satisfy the Riccati equation 
R’(Q) = B(a) + C(~(~(~) + R(a) 4) + R(a) D(a) R(a), R(O) = 0. (3) 
As pointed out in [9] we can associate with this set of equations an idealized 
transport process where N different types of particles move in either direction 
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along a medium of finite length a. They interact with the medium but not 
with each other. The interactions with the medium change both their 
directions of motion and the nature of particles from one species into another. 
This “pure scattering” conserves the number of particles. 
As a formal aid to our intuition we will picture the possible events that can 
happen to the particles between t and t + d and assign probabilities for these 
events. We will denote by xi the expected flux of the ith type of particles 
going to the right and yi of the ith type of particles going to the left. Let us 
imagine that aiiA is the probability that the particle of type j, or in state j, 
is transformed into type i between t and t + A when the particle is going to 
the right; (1 - a,,A) is the probability that the particle in state i continues 
in state i traveling to the right; &A is the probability that a particle going 
to the right in state j becomes a particle i going to the left. Similarly we 
introduce cii(t) and c&(t) associated with forward scattering and backward 
scattering for the particle going to the left. With these assumptions an input- 
output analysis will yield the equations in (1) in that particular form. Let us 
now imbed the process in a family of such processes by calculating the 
reflected flux at the left end, a, of the rod due to an incident unit flux at a. 
This corresponds to the boundary condition x(a) = 1, (here 1 is the vector 
with all components unity), y(0) = 0. We introduce the function rij(a) as the 
flux of particles of type i emerging from the left end of the rod due to an 
incident flux of unit intensity at a in the statej. We adopt the imbedding tech- 
nique to compute rij by increasing the medium length by A at the end a and 
as usual picture the events that lead to the increased intensity. 
Let us now introduce a characterization of the reflected flux. We will only 
count those reflected particles which have suffered 2n + 1 back scatterings. 
This means that although an incident particle j at a, may have undergone 
any number of type changes we are interested only in getting that type of 
reflected flux due to 2n + 1 back scatterings of the original beam. Enumerat- 
ing the possibilities, calling the (2n + I)th order back scattered flux ~:j2n+‘), 
we have 
ri(y)(a + A) 
= b,A8(n, 0) + C a,yp) (a) A + (1 - ajjA) r:?“‘(a) (1 - CiiA) 
T#i 
+ C rj$+‘C<kA + C r$“+“(a) d,,(a) r$?zi2m-1)(a) A, 
k.1 
where 8(n, 0) is the Kronecker delta. Taking the limit as A + 0 we arrive 
at the matrix Riccati equation 
R’2?~+1’(~) = BS(n, 0) + R(2n+l,A + CR(2n+l) + R2n--2m--lDR2m+l~ 
(5) 
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It is clear that the number of back scatterings have to be odd for an incident 
particle at a, to come out from the left end. The initial condition for all 
values of n is 
R(2”+1’(()) zzz 0. (6) 
The sum of all the functions Rczn+i) (a) corresponding to values of 71 from 0 
to cc, will yield the value R(a) which represents the total reflected flux. 
We can use, of course, some other types of specification for the reflected flux, 
and we will discuss some at the end of the paper. 
It is to be noted that Eq. (5) can be solved for each value n, starting with 
II = 0 and solving successively for higher values. Each equation is no longer a 
nonlinear equation since the last term is bilinear in R-values corresponding 
to values of n lower than the one for which we are solving. In practical situa- 
tions, particularly in certain penetration processes occurring in radiotherapy, 
it may well be that we need not go to very large values of n at all. Note also 
that R(*+i) for each value of n supplies a lower bound to the full solution, 
provided that A, B, C, D are transport matrices; see [9]. We can also write 
down an equation quite similar to (5) for the cumulative reflected function 
Rzn+l of order (2n + 1). Since R2n+1 = xz=, Rzm+l, it is easily seen that 
these cumulative functions obey the following differential equations 
(64 
n-1 n-1 
+ c ~2(n--m)-lD~2m+l _ 1 ~2h-?nn)-lD~2m-l~ 
m=o rn=l 
In numerical computation where the dimension of x and y is not large, the 
set of equations for n = 0 up to n = N can be solved on the computer 
simultaneously without recourse to too much storage. Finally, let us note 
that we can use nonlinear extrapolation [9] to obtain estimates of R from 
values of R(zn+l) for small 7~. 
3. TRANSMISSION MATRIX 
In the spirit of the previous section we will denote by t!?‘(a) the intensity 
of flux of the ith type of particle emerging from the right end 0, due to an 
incident unit flux of thejth type of particle at the end a. Bearing in mind the 
same boundary conditions as before and employing the imbedding method, 
we arrive at a linear equation for T(2n) 
73-l 
T'(2n) = T(2n,A + c T2~-2m-2DR2m-I-l (7) 
m=o 
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with the initial condition T2”(0) = 1 for 71 = 0 and zero for all other values 
of n. It is to be appreciated that for the particle to emerge from the right side 
when the original flux is incident on the left end, the number of back scat- 
terings has necessarily to be even, hence, the superscript 2n over the trans- 
mission matrix. The sum of the functions P(a) for all values n, will yield 
the full solution T(a) as before. Equations governing the cumulative trans- 
mission matrix can also be written down. As before, these solutions provide 
lower bounds to the solution at each stage in the case of a transport process. 
4. NATURE OF SOLUTION 
The nature of the functions R(2n+1) and T(2n) can be seen more explicitly 
if instead of differential equations we describe the reflection and transmission 
matrices by means of integral equations. For example, the solution of Eq. (3) 
satisfies 
R( 7’) = s,’ eC(T-tl)[B(tl) + R(t,) DR(tJ] eAcT+) dt, . 
We can interpret this solution as follows: The incident unit flux vector is 
propagated up to t, by the exponential e A(T--tl) with the B matrix representing 
the back scattering of these particles, while e c(T-tl) is the propagator that 
carries these left-going particles back to T. The second term represents the 
fact that the incident flux propagated up to t, , gets reflected from the rod of 
length ti , and comes back as R(t,) e A(t-tl). This flux is turned back into the 
length of rod by the operation of the back scattering matrix D. The resulting 
intensity by reflection from the rod is RDReAcT-tl). This left-going stream 
is propagated by e C(T-tl) up to T. Since ti can be anywhere in the rod, we 
must integrate over the length of the rod. Thus, it is obvious that the first 
term in the integration is due to a single back scattering operation, while 
the second term is due to multiple reflection. Hence, starting from this 
integral equation itself, we could have arrived at the linearization by writing 
the (2n + I)th order back scattered reflection matrix in the form: 
R(2n+1)(a) = joa [ 7F-l ectaetJ BS(n, 0) + c R bZ-2~-1) DRh+l) eA(U--tl). 1 (9) m=o 
Of course, we can use this form only if C and A are constants. However, the 
propagators can be easily obtained in the general case. 
In a similar fashion, the solution for the T matrix if A is constant is given by 
T = eAa + 1’ T DReAtaetl’ dtl . (10) 
0 
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The first term yields the direct beam. The second term represents the process 
in which the incident unit flux is propagated up to t, and then gets multiplied 
by R to give the reflected flux from the rod of length t, . This gets back 
scattered by*the operation of D with X(t,) as the fraction which gets trans- 
mitted through the length t, . Since t, , can be anywhere along the length 
of the rod, we must integrate over t, . We can specify the transmitted beam 
by the number of back scatterings it has suffered leading to the following 
relation, 
XC2”) = 8(n, 0) eAa 
x 
(2%-277-Z) DR(2deA(a-t~) & 
1' (11) 
This relation when differentiated with respect to a yields the equation (7). 
To be associated with a transport process we know that A, B, C, and D 
must have a specific structure. Let us take into consideration only constant 
matrices. The diagonal elements of A and C are to be negative. If, however, 
all the other elements are nonnegative, we know that eAt and ect are non- 
negative; see [9]. If, therefore, B and D possess nonnegative elements, we see 
that R(l) from Eq. (9) is positive and, therefore, Rt3) and all other subsequent 
orders of reflection matrices are nonnegative. Hence, their sum R will be 
nonnegative for a > 0. A similar argument applies for each X(2n) and, hence, 
to the total X. 
5. THE WAVE IMBEDDING EQUATION* 
Bellman and Kalaba [9] deduced the functional equation for the imbedding 
of a scalar wave in an inhomogeneous medium by the use of a localization 
principle. The same equation can be arrived at by identifying the probabilities 
A, B, C, and D with the transmission and reflection properties of the medium 
for each interval d of the medium for the right going and left going wave. In 
Ref. [9] the wave was imbedded at the bottom end. In conformity with the 
present paper if the wave is incident at the left end with unit amplitude: 
the quantities A, B, C, and D at every point t in the medium will be given 
by the following: 
Remembering that only the diagonal elements of the transport matrices 
come into the picture, we have* 
and 
(a + c) = -2s (12) 
bA=&A dA =$A. (13) 
* See ref. [12], R. Bellman and R. Vasudevan. 
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As in the previous sections we can compute the (2n + 1)th order back 
scattered wave and arrive at 
pn+lY +(n,O) + 2&~m+l) - n~1@2n-2w L$pm+lb. (14) 
W&=1 
This metod can be easily generalized to a multicomponent wave and will be 
of great advantage for the case of multichannel scattering. 
6. THE AUXILIARY EQUATIONS 
It is customary in transmission theory to adjoin three auxiliary differential 
equations to the Riccati differential equation [ll]. This facilitates computa- 
tion and is important analytically. We have already found the Riccati matrix 
differential equation for the reflection matrix R(a) and the differential equation 
for the transmission matrix T(a). These two refer to the incidence of unit 
flux at a, corresponding to boundary conditions x(a) = 1 and y(0) = 0 for the 
set of equations (1). As a complementary situation, we will consider the 
boundary conditions y(0) = 1 and x(a) = 0, and calculate x(0). If we denote 
by s(a) the flux transmitted to the left, we can readily find the increased 
transmission due to increasing the length of the rod by d at the left end a. 
This, by the particle counting method, will lead to the equation 
with 
S=SC+RDS (15) 
S(0) = 1. W-9 
Similarly the flux of particles W(u) from the right end when the rod is 
increased by A can be found by an imbedding method and we arrive at the 
following equation: 
W’(u) = TDS, (17) 
W(0) = 0. 08) 
As earlier, we label the reflected and transmitted fluxes by the number of 
back scatterings the beam undergoes before emerging from the either end. 
For W and S functions the same analysis as in previous sections lead to the 
following linear equations for the finite order reflection and transmission 
functions: 
n-1 
S'(2n) = ,‘j'(2n)C + c R(2m+l) DS(2+9nk2), 
(1% 
??%=O 
n-1 
W'2n+l= c 7Y2(n-m)) DS(Pm). 
W&=0 
(20) 
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Thus we have the Riccati equation (5) and three other auxiliary equations 
for the finite order functions. 
7. INTERNAL FLUXES 
Let us consider a homogeneous medium, i.e., A, B, C, and D constant. Let 
x(t) and y(t) be the internal fluxes. We can readily calculate them in terms of 
the R and T functions described earlier. If we are dealing with the boundary 
conditions X(U) = c and y(O) = 0, we can write equations for the internal 
fluxes, 
x(t) = T(a - t) c + R(u - t) y(t), (21) 
Y(t) = R(t) w. (22) 
In the spirit of the previous sections we will categorize the fluxes .tzn)(t) and 
yc2fi+l)(t) as the right-going and left-going fluxes corresponding to the num- 
ber of back scatterings they have suffered before arriving at t. 
For the boundary values prescribed, the right-going flux will have suf- 
fered an even number of back scatterings and the left-going an odd number. 
Hence, we easily obtain 
n-1 
d2n)(t) = T’2’+z - t) C + c Rz’+l(a - t)y(znz+l)(t), (23) 
VI=0 
with r = (n - m - l), and 
y(2n+l)(4 = 2 R27+1,(2m)(4; r = (n - m). (24) 
TiX=O 
These relations lead to the equation 
m. n-1 
X(2n)(t) = T’W(u - t) C + c c R(27+2+l)(u - t) R(t)(27@~+1) @r)(t). 
r=O m=o 
(25) 
The sum of .czn)(t) for values of n from 0 to co will yield the solution x(t) 
at any internal point t. [12] 
8. PERTURBATION EXPANSION 
The scalar version of Eq. (3) can be solved by the linearization technique 
exhibited in Eq. (5), taking the coefficients to be constants. For simplicity, 
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let us put A and C to be zero, and B and D scalars representing the prob- 
ability for back scattering per unit length of the left-going and right-going 
beams. The successive functions RQ*+l) yield 
(Zn+l) = kT BDt2 +F + & BSDSta + & B4D4ts + -] . (26) 
This equation can be expressed in another form as 
R = ($,“” [ (BDt)l/2 + BD3J2 f + & (BD)5’2 t5 + & (BD)7’2 t’ + -1 
= (B/D)1/2 tan(BDt)l12 (27) 
we know that (B/D)‘/” tan (BDt)1/2 is the solution of the Riccati equation 
R’=BfRDR. P-9 
Looking at the expansion of R in Eq. (26), we see that the expansion param- 
eter is m(t) = (Bt) (Dt). This quantity is the product of the mean number 
(Bt) and (Dt) of back scatterings that can happen to the right-going and the 
left-going flux respectively. For the case in which the initial incident flux 
is from the left, both scatterings must occur for the reflected ray to come out 
from the left end. Also, for each order of reflected flux (for the initial condi- 
tions we have taken) the number of back scatterings of the left to right variety 
is one less than the number of back scatterings of the right going beam turned 
back to the left. Hence, the division by Dt and the choice of the expansion 
parameter m(t) is justifiable. Thus, the smallness of the entities B or D or t, 
should supply us with some idea as to when to terminate the expansion. 
9. THE LYAPUNOV EQUATION 
Expansions of the foregoing type focus attention on the linear matrix 
equation 
x’ = AX + XB + F(t), X(0) = c, (29) 
an equation first encountered by Lyapunov in his researches in stability 
theory. It is important to note that at the present time we possess no tech- 
niques for computational solution which do not require the solution of vector 
equations of high dimension, N 2. If we could overcome this hurdle, the 
importance of the foregoing results would be significantly increased. 
For particular cases of transport processes of astrophysics techniques due 
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to Chandrasekhar can be used to reduce dimensionality in the calculation of 
reflected, transmitted and internal fluxes. Isotropic scattering is vital for this. 
10. CONCLUSION 
In conclusion we want to point out that other types of linearizations can be 
obtained, for example, by concentrating on the reflected and transmitted 
functions according to the number of type changes the beam suffers in the 
medium. Other categorizations are being worked out at present. Making 
use of the wave imbedding equation (15), phase shift calculations in the light 
of present analysis are being carried out and will appear shortly. Numerical 
results for the Matrix Riccati equations connected with some transmission 
problems of interest in radio therapy are being prepared. 
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