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It is well known that in de Sitter space the (free) minimally coupled massless scalar field theory
does not admit any de Sitter-invariant Hadamard state. Related to this is the fact that the prop-
agator for the massive scalar field corresponding to the de Sitter-invariant vacuum state diverges
in the massless limit, with the infrared-divergent term being a constant. Since the Faddeev-Popov
ghosts for the covariantly quantized Yang-Mills theory are minimally coupled massless scalar fields,
it might appear that de Sitter symmetry would be broken in the ghost sector of Yang-Mills theory
in de Sitter space. It is shown in this paper that the modes responsible for de Sitter symmetry
breaking can be removed in a way consistent with BRST invariance and that a de Sitter-invariant
theory can be constructed. More generally, it is shown that the spatially constant modes (the zero
modes) of the Faddeev-Popov ghosts can be disposed of in a wide class of spacetimes with compact
spatial sections. Then, the effective theory obtained by removing the zero modes, which contains a
nonlocal interaction term, is shown to be equivalent to the theory corresponding to using a Faddeev-
Popov-ghost propagator with the constant infrared-divergent term removed, provided that one can
freely integrate by parts in the spacetime integral at the vertex for the ghost interaction term.
PACS numbers: 04.62.+v, 11.10.Ef, 11.15.Bt, 03.70.+k
I. INTRODUCTION
Physics in de Sitter space has been studied extensively
since inflationary cosmology was proposed in the early
1980s [1–5] because this spacetime is a very good approx-
imation to the geometry of the Inflationary Universe. Re-
cently the detection of remnants of the primordial grav-
itational waves was reported [6]. If confirmed by further
observations, this will provide strong evidence for an in-
flationary phase of our Universe and, hence, for physi-
cal relevance of de Sitter space. Moreover, the expan-
sion of our Universe is believed to be accelerating [7, 8],
and it may eventually expand exponentially, thus becom-
ing approximately de Sitter space. The proposal of the
dS/CFT correspondence [9] gives another motivation to
study physics in de Sitter space. Thus, it will be useful
to understand properties of Yang-Mills theory, which is
an important ingredient of any realistic model of particle
physics, in de Sitter space.
A method commonly used to quantize Yang-Mills the-
ory is the canonical quantization that starts from the La-
grangian density with a covariant gauge-fixing term and
the corresponding Faddeev-Popov (FP) term [10]. In this
method of quantization it can readily be seen that the FP
ghosts, i.e. the FP ghost and antighost, are minimally
coupled massless scalar fields. Now, it is well known that
the (free) minimally coupled massless scalar field the-
ory suffers from infrared (IR) divergences in de Sitter
space [11] if one requires de Sitter invariance. As a re-
sult, there is no de Sitter-invariant Hadamard state for
free minimally coupled massless scalar field theory [12].
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Thus, there appears to be no de Sitter-invariant per-
turbative vacuum state for the FP-ghost fields. If this
were indeed the case, then de Sitter invariance would
be broken via the FP-ghost sector in covariantly quan-
tized Yang-Mills theory. In Ref. [13] it was pointed out
that, if one regularizes the FP-ghost propagator by in-
troducing a small mass, then the IR-divergent constant
term in the propagator does not contribute to the ampli-
tude because the FP ghosts interact with the gauge field
through a derivative coupling. With this observation, it
was proposed to use the effective IR-finite propagator de-
fined by discarding the constant IR-divergent term and
then taking the massless limit. This effective propagator
is de Sitter-invariant. However, the mass term for the
FP ghosts breaks BRST invariance, and it is not entirely
clear whether BRST invariance is restored in the massless
limit.
In this paper we present a new method to solve this
IR problem in the FP-ghost sector in global de Sitter
space, which has compact spatial sections. The resulting
theory is compatible with BRST invariance of Yang-Mills
theory. The crucial observation in our method is that the
spatially constant modes causing IR divergences, which
we call the zero modes, of the FP ghosts can be removed
from the theory by requiring the physical states to be
annihilated by certain conserved charges. We explain
our method in a wider class of spacetimes with compact
spatial sections to which global de Sitter space belongs.
We also show that the theory we obtain is equivalent to
that proposed in Ref. [13].
The rest of the paper is organized as follows. In Sec. II
we review the incompatibility between de Sitter invari-
ance and IR finiteness for the free minimally coupled
massless scalar field. We then show that the zero modes
can be removed from the theory by imposing the condi-
ar
X
iv
:1
41
0.
78
30
v4
  [
he
p-
th]
  7
 Ja
n 2
01
5
2tion that a certain conserved charge annihilate the physi-
cal states. In Sec. III we discuss the conserved charges in-
volving the FP ghosts that will be used to remove the zero
modes. In particular, we discuss their relationship to the
BRST and antiBRST charges. In Sec. IV we write down
the Hamiltonian of the theory that governs the physical
states that are annihilated by the conserved charges dis-
cussed in Sec. III in a class of spacetimes that includes
global de Sitter space. This effective Hamiltonian con-
tains no zero modes but is coordinate dependent and has
a nonlocal interaction term. In Sec. V we show that the
theory described by the Hamiltonian found in Sec. IV
is equivalent to that of Ref. [13] obtained by discard-
ing the IR-divergent part of the FP-ghost propagator in
the de Sitter case. Then we summarize and discuss our
results in Sec. VI. In Appendix A we provide some tech-
nical details for Sec. II. In Appendix B we present the
effective Hamiltonian of Sec. IV for the general space-
time with compact spatial sections. In Appendix C we
justify the identification of the time component of the
gauge field as (a multiple of) the conjugate momentum
density for the Nakanishi-Lautrup auxiliary field by us-
ing the Dirac bracket. In Appendix D we discuss the re-
definition of the inner product necessary for defining the
states annihilated by the conserved charges of Sec. III. In
Appendix E we illustrate some of our results in the spe-
cial case of static torus space. Finally, in Appendix F we
show that the perturbative vacuum state for the de Sitter
case is automatically annihilated by the bosonic Noether
charges discussed in Sec. III. We use natural units with
~ = c = 1 and the metric signature +−· · ·− throughout
this paper.
II. MINIMALLY COUPLED MASSLESS
SCALAR FIELD IN DE SITTER SPACE
The problem we wish to discuss in this paper stems
from the fact that the FP ghosts are minimally coupled
massless scalar fields. For this reason we first briefly re-
view some aspects of the IR problem for the (free) mini-
mally coupled scalar field theory and the nonexistence of
de Sitter-invariant Hadamard state for this theory [12].
We then show, as pointed out in Ref. [14], how a de Sitter-
invariant state can be obtained in a new Hilbert space
with a slightly modified inner product. (It is also known
that there is a unitary representation of the de Sitter
group corresponding to the minimally coupled massless
scalar field [15].) This construction serves as a toy model
for what we shall do for the FP-ghost sector of Yang-Mills
theory.
The line element of n-dimensional de Sitter space in
global coordinates is
ds2 = dt2 −H−2 cosh2HtdΩ2, (1)
where dΩ2 is the line element of the (n− 1)-dimensional
unit sphere Sn−1 and where H is a positive constant.
We assume n ≥ 3 here. Let Y`σ(θ), ` = 0, 1, 2, . . .,
be the scalar spherical harmonics on Sn−1, where θ =
(θ1, θ2, . . . , θn−1) are the angular coordinates on Sn−1
and where σ represents all labels other than `. They
satisfy
ηij∇˜i∇˜jY`σ(θ) = −`(`+ n− 2)Y`σ(θ), (2)
where ∇˜i is the covariant derivative on Sn−1 with metric
ηij and inverse metric η
ij . The spherical harmonics are
normalized as∫
Sn−1
dΩY ∗`σ(θ)Y`′σ′(θ) = δ``′δσσ′ . (3)
Then, the minimally coupled scalar field φ(t,θ) of mass
M can be expanded as
φ(t,θ) =
∞∑
`=0
∑
σ
[
a`σf`(t)Y`σ(θ) + a
†
`σf
∗
` (t)Y
∗
`σ(θ)
]
.
(4)
The functions f`(t) are given by
f`(t) = H
n−2
2 N`(coshHt)
−n−22 P−`−
n−2
2
− 12+λ
(i sinhHt), (5)
where
λ =
√(
n− 1
2
)2
−
(
M
H
)2
, (6)
|N`|2 =
Γ(`+ n−12 + λ)Γ(`+
n−1
2 − λ)
2
. (7)
(See, e.g., Ref. [15].) The associated Legendre function
is given by
P−µν (x) =
1
Γ(1 + µ)
(
1− x
1 + x
)µ
2
×F
(
−ν, ν + 1; 1 + µ; 1− x
2
)
, (8)
where F (α, β; γ; z) is Gauss’s hypergeometric function.
The normalization constant N` in Eq. (7) has been de-
termined by the requirement[
a`σ, a
†
`′σ′
]
= δ``′δσσ′ , (9)
[a`σ, a`′σ′ ] = 0, (10)
and the equal-time commutation relations of the field op-
erator φ(t,θ) and its time derivative. In particular,[
φ(t,θ), φ˙(t,θ′)
]
=
iHn−1
coshn−1Ht
δ(θ,θ′). (11)
Equation (5) can be rewritten by using
F (α, β; γ; z) = (1− z)γ−α−βF (γ − α, γ − β; γ; z) (12)
as
f`(t) =
H
n−2
2 N`(coshHt)
`
2`+
n−2
2 Γ(`+ n2 )
×F
(
b`+, b`−; `+
n
2
;
1− i sinhHt
2
)
, (13)
3where
b`± = `+
n− 1
2
± λ. (14)
The de Sitter-invariant Bunch-Davies (or Euclidean)
vacuum state |0〉 [16–18] is defined by requiring a`σ|0〉 =
0 for all ` and σ. The two-point Wightman function in
this state is
〈0|φ(t,θ)φ(t′,θ′)|0〉 =
∞∑
`=0
f`(t)f
∗
` (t
′)
∑
σ
Y`σ(θ)Y
∗
`σ(θ
′).
(15)
This two-point function is divergent as M → 0+ because
the space-independent mode function,
F0(t) := f0(t)Y00(θ), (16)
where Y00(θ) is the space-independent spherical har-
monic with ` = 0, is divergent in this limit. Hence, the
two-point function given by Eq. (15) is divergent and the
Bunch-Davies vacuum state will not be well defined in
the massless limit.
In Appendix A it is shown that
F0(t) =
1√
2c0
{
1
M
−M [g(t) + c1 + ic0f(t)]
}
+ o(M),
(17)
where
c0 =
pi(n+1)/2
Γ(n+12 )H
n
, (18)
f(t) =
∫ t
0
dt′
V (t′)
, (19)
g(t) =
∫ t
0
dt′
[
1
V (t′)
∫ t′
0
dt′′V (t′′)
]
. (20)
Here,
V (t) :=
2pin/2
Γ(n2 )H
n−1 cosh
n−1Ht (21)
is the volume of the spatial section at time t, which is an
(n− 1)-dimensional sphere of radius H−1 coshHt. Note
that
VSn−1 =
2pin/2
Γ(n2 )
(22)
is the volume of the unit Sn−1. We do not need the
value of the constant c1, which is given in Eq. (A16) for
completeness.
Although there is no de Sitter-invariant Bunch-Davies
vacuum for the minimally coupled massless scalar field,
there are O(n)-invariant states [12, 19]. To see this, we
note first that the ` = 0 sector of the field φ(t,θ), i.e. the
space-independent sector, which we denote by φ(0)(t) and
call the zero mode, satisfies
d
dt
[
V (t)
dφ(0)(t)
dt
]
= 0, (23)
with the general solution
φ(0)(t) = qˆ + pˆf(t), (24)
where f(t) is defined by Eq. (19). Thus, the massless field
φ(t,θ) can be written, with the zero mode separated out,
as
φ(t,θ) = qˆ + pˆf(t)
+
∞∑
`=1
∑
σ
[
a`σf`(t)Y`σ(θ) + a
†
`σf
∗
` (t)Y
∗
`σ(θ)
]
.
(25)
By integrating the equal-time commutator (11) over the
space we find
[qˆ, pˆ] = i, (26)
which is identical with the commutator between the
position and momentum operators in one-dimensional
quantum mechanics. Thus, one can represent the zero-
mode sector by a normalized wave function ψ(q) and let
pˆ = −id/dq. If we define |0(+)〉 to be the vacuum state for
the ` 6= 0 sector satisfying the requirement a`σ|0(+)〉 = 0
for all ` > 0 and σ, then the state |ψ〉 = ψ(q)⊗ |0(+)〉 is
O(n) invariant but not de Sitter-invariant.
To show that the state |ψ〉 is not de Sitter-invariant, we
examine the action of a de Sitter boost on the operators
qˆ, pˆ and a`σ. Let us parametrize the unit S
n−1 using the
natural embedding space Rn as x1 = cosχ, x2 = x˜2 sinχ,
..., xn = x˜n sinχ, where χ ∈ [0, pi] and x˜22 + · · ·+ x˜2n = 1.
Let Y˜mσ˜ be the spherical harmonics on the unit S
n−2
with eigenvalues −m(m + n − 3), m = 0, 1, 2, . . ., of the
Laplacian there. Then the spherical harmonics Y`mσ˜ on
Sn−1 proportional to Y˜mσ˜ are given by [15]
Y`mσ˜(θ) = c`m(sinχ)
−(n−3)/2P−(m+(n−3)/2)`+(n−3)/2 (cosχ)Y˜mσ˜,
(27)
where
c`m =
[
2`+ n− 2
2
· (`+m+ n− 2)!
(`−m)!
]1/2
. (28)
It is clear that the mode functions given by
F`mσ˜(t,θ) = f`(t)Y`mσ˜(θ) (29)
transform to one another, i.e. they do not transform into
F ∗`mσ˜(t,θ), under the O(n) transformations. If M > 0,
it can be shown that the functions F`mσ˜(t,θ) transform
among themselves under de Sitter boosts as well [15]. To
show this, it is sufficient to examine the action of the
boost Killing vector in the x1 direction given by
LX :=
cosχ
H
∂
∂t
− tanhHt sinχ ∂
∂χ
, (30)
because the component connected to the identity of the
de Sitter group is generated by LX and the SO(n) rota-
tions. Indeed we show in Appendix A that
LXF`mσ˜(t,θ) = −ik`mF(`−1)mσ˜(t,θ)
−ik(`+1)mF(`+1)mσ˜(t,θ), (31)
4where
k`m =
[
(`−m)(`+m+ n− 3)
(2`+ n− 2)(2`+ n− 4)
]1/2
×
[
(`− 1)(`+ n− 2) + M
2
H2
]1/2
. (32)
The transformation (31) is unaltered for the massless
case if ` ≥ 2 or (`,m) = (1, 1), but for (`,m) = (0, 0) and
(`,m) = (1, 0) it needs to be reexamined because the
` = 0 mode function F0(t) is divergent in the massless
limit. Using Eq. (17) in Eq. (31) with ` = 1 and m = 0,
we obtain
LXF10(t,θ) = − i√
2nc0H2
− ik20F20(t,θ). (33)
We have omitted the label σ˜ for m = 0 because there is
only one independent spherical harmonic for each ` with
m = 0. Next we observe that
LXf(t) = −
√
2
c0
lim
M→0+
M−1Im[LXF0(t)]
=
1√
2nc0H2
[F10(t,θ) + F
∗
10(t,θ)] . (34)
The boost LX acts on the field φ(t,θ) given by Eq. (25)
as
LXφ(t,θ)
= pˆLXf(t)
+
∞∑
`=1
∑`
m=0
∑
σ˜
[
a`mσ˜LXF`mσ˜(t,θ) + a
†
`mσ˜LXF
∗
`mσ˜(t,θ)
]
.
(35)
We rewrite this boost transformation of φ(t,θ) in such a
way that the transformation is attributed to the opera-
tors:
LXφ(t,θ)
= δX qˆ + f(t)δX pˆ
+
∞∑
`=1
∑`
m=0
∑
σ˜
[
F`mσ˜(t,θ)δXa`mσ˜ + F
∗
`mσ˜(t,θ)δXa
†
`mσ˜
]
.
(36)
Thus, for ` ≥ 2 and (`,m) = (1, 1) we find
δXa`mσ˜ = −ik`ma(`−1)mσ˜ − ik(`+1)ma(`+1)mσ˜. (37)
For the other operators we have
δX qˆ =
i√
2nc0H2
(a†10 − a10), (38)
δX pˆ = 0, (39)
δXa10 =
1√
2nc0H2
pˆ− ik20a20. (40)
(The invariance of pˆ under de Sitter transformations can
also be inferred by noting that pˆ is the Noether charge
corresponding to the conserved current ∇µφ of the the-
ory.)
Equation (40) implies that the conditions a`mσ˜|ψ〉 = 0
are not de Sitter-invariant unless the condition pˆ|ψ〉 = 0
is also imposed. Conversely, Eq. (39) implies that these
conditions taken together are de Sitter-invariant. Thus,
the vacuum state |ψ〉 defined by requiring a`σ|ψ〉 = 0 and
pˆ|ψ〉 = 0 is de Sitter-invariant. However, the condition
pˆ|ψ〉 = −iψ′(q) ⊗ |0(+)〉 = 0 implies that ψ(q) is a con-
stant function. Then
∫
dq|ψ(q)|2 = ∞. Therefore, there
is no normalizable de Sitter-invariant state of the form
ψ(q)⊗ |0(+)〉.
However, it is possible to redefine the inner product
of states |Ψ1〉 = ψ(q) ⊗ |α1〉 and |Ψ2〉 = ψ(q) ⊗ |α2〉,
where |α1〉 and |α2〉 are states in the Fock space built
by applying creation operators a`σ on |0(+)〉 and where
ψ(q) is constant, simply as 〈Ψ1|Ψ2〉 = 〈α1|α2〉. The
state ψ(q) ⊗ |0(+)〉 with ψ(q) = const. is a well-defined
de Sitter-invariant state with this inner product. A sim-
ilar redefinition of the inner product was used in quan-
tum cosmology [20]. This redefinition is closely related to
the method of “group averaging” (see, e.g. Ref. [21–23]),
which has been incorporated into the refined algebraic
quantization [24].
If the operators qˆ and pˆ are physical observables, this
redefinition of inner product described above will not be
physical because, e.g. the expectation value of qˆ will be
undefined. However, since the FP ghosts are not physical
particles, a similar redefinition of inner product for these
fields will not affect true physical quantities. In the next
section we identify conserved charges analogous to the
operator pˆ that can be used to ‘banish’ the zero modes
of the FP ghosts.
III. SOME CONSERVED CHARGES IN
COVARIANTLY QUANTIZED YANG-MILLS
THEORY
In this section we examine covariantly quantized Yang-
Mills theory in the Landau gauge in (globally hyperbolic)
spacetime with compact spatial sections. Let fabc be the
totally antisymmetric structure constant for a compact
semisimple Lie group. Thus, if T a are the generators of
this group, then
[T a, T b] = ifabcT c, (41)
where the repeated Lie-algebra indices are summed over.
The fields in Yang-Mills theory are the gauge field Aaµ
and the FP-ghost and antighost fields, ca and ca. It is
possible to introduce other gauge multiplets, but we do
not do so in this paper. One defines the field strength as
F aµν = ∇µAaν −∇νAaµ + qfabcAbµAcν , where q is the cou-
pling constant. We introduce the following notation [26]:
X · Y := XaY a, (42)
(X × Y )a := fabcXbXc. (43)
5In this simplified notation the field strength is given as
Fµν = ∇µAν −∇νAµ + qAµ ×Aν . (44)
The Lagrangian density is given by
L =
√
|g|
{
−1
4
Fµν · Fµν − i∇µc ·Dµc
− 1
2ξ
∇µAµ · ∇νAν
}
, (45)
where
Dµc = ∇µc+ qAµ × c. (46)
Here, g is the determinant of the background space-
time metric gµν , and the FP-ghost field c
a and antighost
field ca are fermionic Hermitian fields [25, 26]. This
Lagrangian density can be rewritten by introducing the
Nakanishi-Lautrup auxiliary field Ba [27, 28] as
L =
√
|g|
{
−1
4
Fµν · Fµν − i∇µc ·Dµc
−∇µB ·Aµ + ξ
2
B ·B
}
. (47)
One can eliminate the field Ba using its field equation
from this Lagrangian density and show that it is equiva-
lent to the Lagrangian density in Eq. (45) up to a total
derivative.
The Lagrangian density (47) is invariant (up to a total
derivative) under the BRST transformation [29, 30]:
δBAµ = Dµc, (48)
δBc = − 12qc× c, (49)
δBc = iB, (50)
δBB = 0, (51)
where  is a Grassmann number anticommuting with c
and c. The conserved current corresponding to this in-
variance can be given as [26]
JµB = B ·Dµc−∇µB ·c+ i2q∇µc·(c×c)−∇ν(Fµν ·c). (52)
The conserved BRST charge is
QB =
∫
Σ
dΣµJ
µ
B , (53)
where Σ is a Cauchy surface. In this paper we special-
ize to the Landau gauge ξ = 0. Then the Lagrangian
density (47) is
LLan =
√
|g|
{
−1
4
Fµν · Fµν − i∇µc ·Dµc−∇µB ·Aµ
}
.
(54)
The FP and gauge-fixing terms in the action can be
rewritten as follows:∫
dx
√
|g| {−i∇µc ·Dµc−∇µB ·Aµ}
=
∫
dx
√
|g| {i∇µc ·Dµc−∇µ(B − iqc× c) ·Aµ} ,
(55)
where the integral is over the spacetime and where the
surface terms have been dropped. The second form of
this part of the action can be obtained from the first by
interchanging c and c and changing B to B−iqc×c. This
makes it clear that the Lagrangian density LLan is also
invariant (up to a total derivative) under the following
transformation called the antiBRST transformation [31–
33]:
δBAµ = Dµc, (56)
δBc = − 12qc× c, (57)
δBc = −i(B − iqc× c), (58)
δBB = −qc×B. (59)
(In fact the antiBRST transformation can be defined for
all values of ξ [32].)
Now, the Euler-Lagrange equations of motion arising
from the variations of B, c and c are
∇µAµ = 0, (60)
∇µDµc = 0, (61)
∇µDµc = 0. (62)
One needs to use Eq. (60) to derive Eq. (62) from the
original Euler-Lagrange equation. If we let q = 0 in the
last two equations, we find ∇µ∇µc = ∇µ∇µc = 0. That
is, the FP ghost and antighost are minimally coupled
massless scalar fields.
Eqs. (60)-(62) imply that the following charges are con-
served:
QA =
∫
Σ
dΣµA
µ, (63)
QDc =
∫
Σ
dΣµD
µc, (64)
QDc¯ =
∫
Σ
dΣµD
µc, (65)
where Σ is a Cauchy surface. (Note that these charges
carry a Lie-algebra index.) These are the Noether charges
corresponding to symmetries of the Lagrangian, as can
readily be verified. Our proposal is to require that the
physical states be annihilated by these charges. Thus,
we impose the following conditions on the physical states
|phys〉 as well as the usual condition QB |phys〉 = 0:
QA|phys〉 = QDc|phys〉 = QDc¯|phys〉 = 0. (66)
The symmetries these charges generate are spacetime
scalars. Therefore, they commute with spacetime sym-
metry generators. As a result, the conditions (66) are in-
variant under any continuous spacetime symmetries. As
we shall see in the next section, these conditions elimi-
nate the spatially constant modes from FP ghosts. For
the de Sitter case this will lead to de Sitter-invariant per-
turbation theory.
In fact, the condition QDc|phys〉 = 0 is a consequence
of the condition QA|phys〉 = 0 and the BRST invariance
of the physical states because [QB , QA] = −iQDc [26]. If
6we require antiBRST invariance, with the corresponding
conserved charge QB , of the physical states as well, then
the condition QDc¯|phys〉 = 0 will also be a consequence
of the condition QA|phys〉 = 0 because [QB , QA] =−iQDc¯. These observations naturally lead to the ob-
servation that one also needs to impose the condition
{QB , QDc}|phys〉 = 0. (Note that {QB , QDc} = 0 be-
cause of the nilpotency of QB , i.e. Q
2
B = 0.) This condi-
tion turns out to have a natural interpretation. The field
equation for Aµ can be written as [32, 34]
∇νFνµ + qJµ = {QB , Dµc} = −{QB , Dµc}, (67)
where Jµ is the Noether current for the global gauge
transformation [26]:
Jµ := Aν ×F νµ +Aµ ×B − i c×Dµc+ i∇µc× c. (68)
The corresponding Noether charge is
Qgg =
∫
Σ
dΣµJ
µ. (69)
By integrating Eq. (67) over a (compact) Cauchy surface,
we obtain
qQgg = {QB , QDc¯} = −{QB , QDc}. (70)
Thus, the condition Qgg|phys〉 = 0 on the physical states
results from the condition QDc¯|phys〉 = 0 and the BRST
invariance of the physical states. It will also result from
the condition QDc|phys〉 = 0 if we require the antiBRST
invariance of the physical states.
The nilpotency of the BRST and antiBRST charges
imply that {QB , Qgg} = {QB , Qgg} = 0. Thus, the con-
ditions given by Eq. (66) are compatible with the BRST
and antiBRST invariance if we also impose the condition
Qgg|phys〉 = 0, i.e. the requirement that the physical
state be invariant under the global gauge transforma-
tions. No more conditions are required for consistency of
our conditions (66) with BRST or antiBRST invariance.
(One can show that {QB , QB} = 0 as is well known and
that {QaDc, QbDc¯} = qfabcQcA.) In the next section we
show that the conditions (66) lead to an effective Hamil-
tonian that does not depend on the zero modes of the FP
ghosts.
IV. THE HAMILTONIAN WITHOUT ZERO
MODES
In this section we analyze the FP ghosts of Yang-Mills
theory in spacetime with compact spatial sections with
the following line element:
ds2 = [N(x)]2dt2 − γij(t,x)dxidxj , (71)
where x = (x1, x2, . . . , xn−1). We also assume that the
determinant of the spatial metric factorizes as
γ(t,x) = h1(t)h2(x). (72)
The standard metric of global de Sitter space satisfies
this property. We shall show that the conditions (66)
lead to a Hamiltonian without zero modes. We discuss
the Hamiltonian with a line element of a more general
form in Appendix B.
The Lagrangian is obtained by integrating the La-
grangian density (54) over a Cauchy surface of constant
time as
L =
∫
dxLLan. (73)
The conjugate momentum densities for the fields Ai, B,
c and c can be found as follows:
piiA(t,x) =
δL
δA˙i(t,x)
= −
√
|g|F 0i(t,x), (74)
piB(t,x) =
δL
δB˙(t,x)
= −
√
|g|A0(t,x), (75)
pic(t,x) =
δL
δc˙(t,x)
= i
√
|g|∇0c(t,x), (76)
pic¯(t,x) =
δL
δc˙(t,x)
= −i
√
|g|D0c(t,x), (77)
where the functional derivative with respect to a
fermionic variable, e.g. δL/δc˙(t,x), is taken from the left,
and where the indices are raised by the full inverse metric
gµν . Equation (75) is a second-class constraint. We show
in Appendix C that the quantization using the Dirac
bracket to deal with this constraint equation is equiv-
alent to regarding it as defining −√|g|A0 := piB without
treating Aa0 as independent dynamical variables.
The Hamiltonian density can readily be found as fol-
lows:
H = A˙i · piiA + B˙ · piB + c˙ · pic + c˙ · pic¯ − LLan
= Hclass +HGF+FP, (78)
where the classical contribution to the Hamiltonian den-
sity is
Hclass = N
2
√
γ
γijpi
i · pij +
√
γ N
4
γijγmnFim · Fjn
+DiA0 · pii, (79)
with A0 = −NpiB/√γ, and where the contribution from
the gauge-fixing and FP terms is
HGF+FP = − N√
γ
pic · (ipic¯ + qpiB × c)
−N√γ γij (i∇ic ·Djc+∇iB ·Aj) (80)
= −i
√
γ
N
∇0c · ∇0c
−N√γ γij (i∇ic ·Djc+∇iB ·Aj) . (81)
Here, the tensor γij is the inverse of γij as a matrix.
Now, let us define the zero mode for the field c by
c(0)(t) :=
1
V (t)
∫
dx
√
γ
N
c(t,x), (82)
7where
V (t) :=
∫
dx
√
γ
N
. (83)
Let us also define c(+) := c− c(0). It is clear that∫
dx
√
γ
N
c(+)(t,x) = 0. (84)
We define c(0) and c(+) from the field c in the same way.
Our aim is to construct a Hamiltonian that does not de-
pend on the zero modes c(0) and c(0) after imposing the
conditions (66).
The Hamiltonian density HGF+FP given by Eq. (80)
depends on c(0) as it stands. However, this dependence
can be eliminated by the following redefinition of the
Nakanishi-Lautrup auxiliary field:
B˜ := B − iqc× c(0). (85)
We define the fields B˜(0) and B˜(+) for B˜ in the same way
as those for c and c. By substituting Eq. (85) into the
Lagrangian density (54) we find that the new canonical
conjugate momentum densities of B˜, c and c are
ΠB˜ = piB˜ = −
√
|g|A0 =
√
γ
N
$B˜ , (86)
Πc =
√
γ
N
$c, (87)
Πc¯ =
√
γ
N
$c¯, (88)
where
$B˜ := −A0, (89)
$c := i
[
∇0c− q
V
∫
dx
√
γ
N
$B˜ × c
]
, (90)
$c¯ := −i
[∇0c− q$B˜ × c(+)] . (91)
We define the zero modes $B˜(0) of $B˜ as
$B˜(0)(t) :=
1
V
∫
dx
√
γ
N
$B˜(t,x). (92)
The zero modes $c(0) and $c¯(0) are defined in exactly
the same way from $c and $c¯. We also define
$X(+) := $X −$X(0), X = B˜, c, c¯. (93)
Then the equal-time canonical (anti)commutation rela-
tions, [ΠX(t,x
′), X(t,x)]± = −iδ(x,x′), where [. . . , . . .]±
is the commutator for X = B˜ and anticommutator for
X = c and c, lead to[
$X(0)(t), X(0)(t)
]
± = −
i
V
, (94)[
$X(+)(t,x), X(+)(t,x
′)
]
± = −i
N√
γ
δ(x,x′) +
i
V
, (95)[
$X(+)(t,x), X(0)(t))
]
± =
[
$X(0)(t), X(+)(t,x
′)
]
± = 0.
(96)
Thus, the variables V $B˜(0), V $c(0) and V $c¯(0) are the
canonical conjugate momenta of the zero modes B˜(0),
c(0) and c¯(0), respectively. Therefore, in the functional
Schro¨dinger representation, where states are represented
as functionals of B(x), c(x) and c¯(x), these operators are
expressed as
V $X(0) = −i ∂
∂X(0)
, X = B˜, c, c¯. (97)
Now, we have
V $B˜(0) = −QA, (98)
V $c(0) = iQDc¯, (99)
V $c¯(0) = −i
[
QDc − qc(0) ×QA
]
. (100)
Thus, the conditions (66) are equivalent to
$B˜(0)|phys〉 = $c(0)|phys〉 = $c¯(0)|phys〉 = 0. (101)
These conditions imply that a state represented as a wave
functional of B˜, c and c does not depend on the zero
modes, B˜(0), c(0) or c¯(0). Thus, by requiring these con-
ditions for the physical states, we can eliminate the FP
zero modes. (It is necessary to redefine the inner prod-
uct among the physical states. This point is discussed in
Appendix D.)
Next, we find the Hamiltonian obtained by eliminating
the zero modes of B˜, c and c¯ in this manner. The Hamil-
tonian written in terms of the field variables and their
time derivatives (rather than their canonical conjugate
momentum densities) is invariant under the field redefi-
nition (85) provided that the metric is of the form (71)
with the property (72) as shown in Appendix B. Thus,
one can solve Eqs. (90) and (91) for ∇0c and ∇0c and
substitute the resulting expressions into Eq. (81) to find
the Hamiltonian. Then, we find the effective Hamilto-
nian Heff applicable to the physical states satisfying the
conditions (101) by letting $X(0) = 0, i.e. $X = $X(+),
X = B˜, c, c. The result is
Heff =
∫
dx (Hclass +HGF+FP) +H ′GF+FP, (102)
where
HGF+FP =
√
γ
N
$c(+) · (i$c¯(+) + q$B˜(+) × c(+))
−N√γ γij
(
i∇ic(+) ·Djc(+) +∇iB˜(+) ·Aj
)
(103)
and
H ′GF+FP = −
iq2
V
F · F, (104)
with
F :=
∫
dx
√
γ
N
($B˜(+) × c(+)), (105)
F :=
∫
dx
√
γ
N
($B˜(+) × c(+)). (106)
8The effective Lagrangian corresponding to this effec-
tive Hamiltonian is
Leff =
∫
dxL(+)Lan −H ′GF+FP, (107)
where L(+)Lan is the Lagrangian density obtained by replac-
ing A0, B, c and c by A0(+), B˜(+), c(+) and c(+), respec-
tively. Thus, we have an effective theory with the zero
modes removed from these fields and with an additional
nonlocal interaction term −H ′GF+FP in the Lagrangian.
V. EQUIVALENCE WITH THE
FAIZAL-HIGUCHI PROPOSAL
In this section we describe the proposal by Faizal and
Higuchi [13] to solve the IR problem caused by the FP
ghosts in de Sitter space and show that their proposal is
equivalent to the use of the effective Lagrangian (107).
They start from the FP-ghost propagator for a La-
grangian density with a small mass term
√|g|iM2cc,
T 〈0|ca(x)cb(x′)|0〉 = iδabDM (x, x′). (108)
Here, the state |0〉 is the perturbative Bunch-Davies vac-
uum state and where DM (x, x
′) is the propagator of the
minimally coupled massive scalar field with mass M .
This propagator can be given in terms of the variable
z = cos2(Hµ(x, x′)/2), where µ(x, x′) is the geodesic dis-
tance between the two points x and x′ when they are
spacelike separated. (The function µ(x, x′) can be ana-
lytically continued to the cases where x and x′ are not
connected by a spacelike geodesic.) It is given by [35]
DM (x, x
′) =
Hn−2Γ(b0+)Γ(b0−)
(4pi)n/2Γ(n2 )
F
(
b0+, b0−;
n
2
; z
)
,
(109)
where b0± are obtained by letting ` = 0 in Eq. (14).
(Faizal and Higuchi work only on four-dimensional de Sit-
ter space, but here we generalize their proposal to n di-
mensions with n ≥ 2.) For small M we have
DM (x, x
′) =
1
2c0M2
+O(1), (110)
where the constant c0 is given by Eq. (18).
Now, the interaction term involving the FP ghosts in
the Lagrangian density (54) is −i√|g|∇µc · (Aµ × c), in
which the FP antighost is differentiated. This means
that, if we use the propagator (109) in perturbation the-
ory and then take the massless limit, the divergent con-
stant term of the propagator does not contribute to the
amplitude. With this observation, Faizal and Higuchi
proposed to use the effective propagator obtained by sub-
tracting the infinite constant from DM (x, x
′):
T 〈0|ca(x)cb(x′)|0〉eff
= iδab lim
M→0+
[
DM (x, x
′)− 1
2c0M2
]
. (111)
Note here that this propagator is de Sitter-invariant and
IR finite.
We next describe this procedure of subtracting the IR-
divergent constant in terms of mode expansion of the
propagator. We discuss it in any spacetime with the met-
ric of the form (71) with N = 1. To start with we write
down the Feynman propagator for the FP ghosts with
M 6= 0 in terms of mode functions. One first chooses
a complete set of solutions, ϕ(n)(t,x) (positive-frequency
solutions) and ϕ∗(n)(t,x) (negative-frequency solutions),
to the free-field equation (∇µ∇µ + M2)ϕ(n)(t,x) = 0
such that
i
∫
Σ
dΣµ
[
ϕ∗(n)∇µϕ(m) − ϕ(m)∇µϕ∗(n)
]
= δmn, (112)
i
∫
Σ
dΣµ
[
ϕ(n)∇µϕ(m) − ϕ(m)∇µϕ(n)
]
= 0. (113)
Then the free FP-ghost field operators (with small mass)
can be expanded as
ca(t,x) =
∑
n
[
αanϕ(n)(t,x) + α
a†
n ϕ
∗
(n)(t,x)
]
, (114)
ca(t,x) =
∑
n
[
αanϕ(n)(t,x) + α
a†
n ϕ
∗
(n)(t,x)
]
. (115)
The equal-time canonical anticommutation relations are{
ca(t,x), c˙b(t,x′)
}
= −
{
c˙
a
(t,x), cb(t,x′)
}
=
δab√
γ(t,x)
δ(x,x′), (116)
with all other equal-time anticommutators of the FP
ghosts and their time derivatives vanishing. (Recall that
we are assuming N = 1.) These lead to{
αan, α
b†
m
}
= −{αa†n , αbm} = iδabδmn, (117)
with all other anticommutators among αan, α
a
m and their
Hermitian conjugates vanishing. The perturbative vac-
uum state |0〉 is annihilated by αan and αam. The Feynman
propagator is then
T 〈0|ca(t,x)cb(t′,x′)|0〉
= iδab
[
θ(t− t′)
∑
n
ϕ(n)(t,x)ϕ
∗
(n)(t
′,x′)
+θ(t′ − t)
∑
n
ϕ(n)(t
′,x′)ϕ∗(n)(t,x)
]
, (118)
where θ(t− t′) is the Heaviside step function.
The Klein-Gordon equation for the zero mode reads
1
V (t)
d
dt
[
V (t)
dϕ(0)
dt
]
+M2ϕ(0) = 0, (119)
where V (t) is given by Eq. (83) with N = 1. Two in-
dependent solutions with M = 0 are 1 and f(t), which
9is defined by Eq. (19). Hence, for small M the solution
ϕ(0) can be given as
ϕ(0)(t) ≈ 1
2C(M)
{
1−M2[g(t) + c3]
}
−iB(M) [f(t) +O(M2)] , (120)
where the function g(t) is given by Eq. (20). We choose
C(M) to be real and positive, butB(M) may be complex.
In the M → 0+ limit the O(M2) contribution in the last
term can be neglected relative to the term proportional
to g(t) + c3 as long as B(M)C(M) → 0 as M → 0+,
which we assume. This is the case for the normalized
positive-frequency zero modes in de Sitter space, where
B(M) and C(M) are both of order M (see Sec. II), and
on the static flat torus, where they are of order M1/2 (see
Appendix E).
The normalization condition (112) implies
lim
M→0+
Re [B(M)]
C(M)
= 1. (121)
We assume that B(M) and C(M) are of order Mα with
0 < α ≤ 1. (For the de Sitter case we have α = 1 whereas
for the static flat torus we have α = 1/2 as we pointed
out above.) Thus, B(M), C(M) and M2/C(M) tend to
zero as M → 0+. However, the limit of M/C(M) as
M → 0+ is nonzero if α = 1.
The zero-mode sector of the Feynman propagator for
the FP ghosts is IR divergent, and its divergent term
reads
D(0)ab(t, t′) = iδab
[
θ(t− t′)ϕ(0)(t)ϕ∗(0)(t′) + (t↔ t′)
]
=
iδab
4C2(M)
+O(1). (122)
The subtraction of the IR-divergent term from the FP-
ghost propagator changes the zero-mode contribution as
follows:
D
(0)ab
eff (t, t
′) := lim
M→0+
[
D(0)ab(t, t′)− iδ
ab
4C2(M)
]
= δab
{
−iβ20 [g(t) + g(t′)] +
iβ1
2
[f(t) + f(t′)]
+
1
2
[θ(t− t′)− θ(t′ − t)] [f(t)− f(t′)]
}
,
(123)
where the constants β0, β1 are given by
β0 := lim
M→0+
M
C(M)
, (124)
β1 := lim
M→0+
Im [B(M)]
C(M)
. (125)
We have used Eq. (121) in the last term of Eq. (123).
If C(M) = O(Mα) with α < 1, then β0 = 0. For the
de Sitter case we have α = 1 and β20 = 2/c0 [see Eq. (17)].
FIG. 1. The wavy, dashed and dotted lines represent the
gauge field, the nonzero-mode part of the FP-ghost propa-
gator and its zero-mode part, respectively. The zero-mode
contribution to the FP-ghost propagator is integrated out in
Eq. (128) by using Eq. (129).
Now, the interaction term in the Lagrangian density
involving the FP ghosts can be written as
−i
√
|g| q∇µc · (Aµ × c) or i
√
|g| q∇µc · (Aµ × c).
Here, we have assumed that one can freely integrate by
parts at vertices with no boundary terms. This might
appear problematic in de Sitter space, where the bound-
aries at the past and future grow exponentially. How-
ever, it turns out that one can construct an in-in formal-
ism [36, 37] for which the boundary terms vanish upon
integration by parts in this spacetime [38]. (For early
use of the in-in formalism in curved spacetime, see, e.g.
Refs. [39–42].) Therefore, we proceed under the assump-
tion that integration by parts does not generate nonzero
surface terms at the vertex where the FP ghosts interact
with the gauge field. (We emphasize, however, that this
assumption is necessary only for the equivalence of our
method and the Faizal-Higuchi proposal. Our method it-
self is valid even if integration by parts generates nonzero
surface terms.) Note also that we have set ∇µAµ = 0.
This is valid because in the Landau gauge the Feynman
propagator for the gauge field is divergence-free.
The interaction term involving the zero modes of the
FP ghosts can then be written as
Ic = −i
√
|g| q∂0c(0) · ($B˜(+) × c(+)), (126)
Ic¯ = −i
√
|g| q($B˜(+) × c(+)) · ∂0c(0). (127)
We have dropped the terms that become zero upon in-
tegration over the spacetime, or more precisely, over the
space and the chosen time path in the appropriate in-in
formalism. For example, terms of the form X(0)Y(0)Z(+)
vanish upon integration over the space. (In general we
need to subtract the zero-mode contribution to A0 from
the propagator of the gauge field to impose the condition
A0(0)|0〉 = −$B˜(0)|0〉 = 0 on the perturbative vacuum
|0〉. Interestingly, for the de Sitter case this condition
follows automatically from de Sitter invariance as shown
in Appendix F.)
Since the zero-mode contribution to the fields c and c
appears only once in each of the interaction terms (126)
and (127), one can integrate out the zero-mode contri-
bution in perturbation theory as shown in Fig. 1. This
integration introduces the following extra term in the La-
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grangian:
Lextra(t) = −i
∫
dx
√
|γ(t,x)|
∫
dt′dx′
√
|γ(t′,x)|
×
[
$B˜(+)(t,x)× c(+)(t,x)
]a ∂2
∂t∂t′
D
(0)ab
eff (t, t
′)
×
[
$B˜(+)(t
′,x′)× c(+)(t′,x′)
]b
. (128)
Now we find from Eq. (123)
∂2
∂t∂t′
D
(0)ab
eff (t, t
′) = −δab 1
V (t)
δ(t− t′). (129)
By substituting this expression into Eq. (128) we obtain
Lextra = −H ′GF+FP, where H ′GF+FP is given by Eq. (104).
Thus, Lagrangian perturbation theory with the effec-
tive FP-ghost propagator (111) proposed in Ref. [13]
agrees with perturbation theory using the effective La-
grangian (107), which has been derived by imposing the
conditions (66).
VI. SUMMARY AND DISCUSSION
In this paper we showed that the space-independent
modes of the Faddeev-Popov ghosts can be removed from
the covariantly quantized Yang-Mills theory in spacetime
with compact spatial sections in the Landau gauge by
requiring that the Noether charges corresponding to the
conserved currents Aµ, Dµc and Dµc annihilate the phys-
ical states. There will be no IR divergences or de Sitter
symmetry breaking from the ghost sector if these condi-
tions are applied to Yang-Mills theory in global de Sitter
space. We also showed that the compatibility of these
conditions with the invariance of the physical states un-
der the BRST transformation leads to the requirement
that the physical states be invariant under the global
transformations corresponding to the gauge group. Then
we showed that the theory resulting from removing the
FP-ghost zero modes in this manner is equivalent to using
the effective FP-ghost propagator with the constant IR-
divergent term subtracted. This propagator is de Sitter-
invariant, which confirms that our method of removing
the zero modes is de Sitter-invariant when applied to
de Sitter space.
The IR issues in perturbative gravity in de Sitter space
have been debated since the physical 1 graviton two-point
function in the conformally flat, or Poincare´, patch was
found to be IR divergent [43]. However, it has been
demonstrated that the IR divergences in this two-point
function are gauge artifact in the sense that they can
be expressed in a pure-gauge form [44–46] and that the
mode functions can be chosen to make the two-point
1 Here, the two-point function is called “physical” in the sense that
the gauge degrees of freedom are completely fixed.
function IR finite [47]. IR-finite physical graviton two-
point functions have also been constructed in other coor-
dinate patches of de Sitter space [48–50]. The IR-finite
graviton propagators in covariant gauges have also been
derived [51–53]. It has been shown that these propa-
gators can be constructed by the mode-sum method in
the global patch of de Sitter space provided that the Eu-
clidean massive tensor-field propagator is obtained us-
ing this method [54]. (The mode summation in the
Poincare´ patch, on the other hand, appears to lead to an
IR-divergent graviton propagator even in the covariant
gauge [55, 56] though the IR-divergent terms are of pure-
gauge form.) Moreover, the gauge-invariant two-point
function as defined in Ref. [57] is known to be equiv-
alent to that of the linearized Weyl tensor [58], which
is known to be IR finite and de Sitter-invariant in the
Bunch-Davies-like vacuum state [59–61]. Thus, in fact
there are no IR problems in noninteracting linearized
gravity. However, it is not clear whether or not the IR
divergences of the graviton propagator in the Poincare´
patch will lead to physical effects, such as the breakdown
of de Sitter symmetry, in perturbative gravity. Some au-
thors claim they will (see, e.g. Ref. [62]) but other authors
suggest they will not (see, e.g. Ref. [63]).
We note in this context that the de Sitter-invariant
FP-ghost propagator in the covariant gauge is also IR
divergent. Hence, one might expect that the IR effect in
the FP-ghost sector would lead to breakdown of de Sit-
ter symmetry. However, the interaction terms involving
the FP ghosts are such that the IR-divergent part of the
propagator does not contribute if one regularizes the IR
divergences by a small mass term as in the Yang-Mills
case treated in this paper. Because of this fact it was
proposed in Ref. [13] that one should simply subtract the
IR-divergent contribution from the FP-ghost propagator
to obtain an effective de Sitter invariant propagator, as
in the Yang-Mills case.
Now, it is not difficult to see that there are conserved
Noether charges analogous to those found in Sec. III in
covariantly quantized perturbative gravity in the Lan-
dau gauge. Thus, we expect that the modes of the FP
ghosts responsible for IR divergences will be removed if
the physical states are required to be annihilated by these
conserved charges. If this is the case, it will be interest-
ing to find out whether or not the effective theory thus
obtained is equivalent to the proposal of Ref. [13] in per-
turbative gravity as in Yang-Mills theory. This question
is currently under investigation.
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Appendix A: The zero mode of the minimally
coupled scalar field in de Sitter space
Let us first examine the small M limit of the hyper-
geometric function in Eq. (13) with ` = 0. We use the
formula 9.136.1 in Ref. [64],
F
(
2α, 2β;α+ β +
1
2
;
1−√z
2
)
= AF
(
α, β;
1
2
; z
)
+B
√
zF
(
α+
1
2
, β +
1
2
;
3
2
; z
)
,
(A1)
where
A =
Γ(α+ β + 12 )
√
pi
Γ(α+ 12 )Γ(β +
1
2 )
, (A2)
B = −Γ(α+ β +
1
2 )2
√
pi
Γ(α)Γ(β)
, (A3)
with z = − sinh2 t and √z = i sinh t. We find
F
(
b0+, b0−, `+
n
2
;
1− i sinhHt
2
)
= AF
(
b0+
2
,
b0−
2
;
1
2
;− sinh2Ht
)
+iB sinhHtF
(
n
2
,
1
2
;
3
2
;− sinh2Ht
)
, (A4)
where
A ≈ 1 + [ψ(n2 )− ψ( 12 )] M22(n− 1)H2 , (A5)
B ≈ −Γ(
n
2 )
√
piM2
2Γ(n+12 )H
2
. (A6)
Recall that ψ(x) := Γ′(x)/Γ(x) and
b0± =
n− 1
2
±
√(
n− 1
2
)2
− M
2
H2
≈ n− 1
2
±
(
n− 1
2
− M
2
(n− 1)H2
)
. (A7)
One can readily show that
1
H
d
dt
[
sinhHtF
(
n
2
,
1
2
;
3
2
;− sinh2Ht
)]
,
= (coshHt)−(n−1) (A8)
using the series expression of the hypergeometric func-
tion. Thus,
sinhHtF
(
n
2
,
1
2
;
3
2
;− sinh2Ht
)
= H
∫ t
0
dt′
(coshHt)n−1
. (A9)
We find in a similar manner, noting that b0−|M=0 = 0
and using Eq. (12),
F
(
b0+
2
,
b0−
2
;
1
2
;− sinh2Ht
)
≈ 1−M2
∫ t
0
dt′ (coshHt′)−(n−1)
×
∫ t′
0
dt′′(coshHt′′)n−1. (A10)
Then, substituting Eqs. (A5), (A6), (A9) and (A10) into
Eq. (A4), we find
F
(
b0+, b0−; `+
n
2
;
1− i sinhHt
2
)
≈ 1−M2
{
g(t)− [ψ(n2 )− ψ( 12 )] 12(n− 1)H2
}
−ic0M2f(t), (A11)
where the functions f(t) and g(t) are defined by Eqs. (19)
and (20), respectively, and the constant c0 is given by
Eq. (18).
The normalized zero mode F0(t) = f0(t)Y00(θ), where
f0(t) can be found by letting ` = 0 in Eq. (13), is obtained
by multiplying the hypergeometric function in Eq. (A11)
by
K0 =
H
n−2
2 N0
2
n−2
2 Γ(n2 )
Y00(θ). (A12)
Recalling that Y00(θ) = V
−1/2
Sn−1 , where VSn−1 is the vol-
ume of the unit Sn−1 given by Eq. (22), and using the
expression of N` with ` = 0 in Eq. (7) (choosing the
convention N0 > 0), we find
K0 =
(
Hn−2Γ(n−12 + λ)Γ(
n−1
2 − λ)
2npin/2Γ(n2 )
)1/2
. (A13)
For small M we obtain
K0 ≈ 1√
2c0M
{
1− [ψ(n− 1)− ψ(1)] M
2
2(n− 1)H2
}
,
(A14)
where we have used the doubling formula:
Γ(2x) =
22x−1√
pi
Γ(x)Γ(x+ 12 ). (A15)
Multiplying Eq. (A11) by K0 in Eq. (A14), we indeed
obtain Eq. (17) with
c1 =
1
2(n− 1)H2
[
ψ(n− 1)− ψ(n2 )− ψ(1) + ψ( 12 )
]
.
(A16)
Next we examine the action of the boost Killing vector
LX defined by Eq. (30) on the mode functions F`mσ˜(t,θ)
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and derive Eq. (31), following Ref. [15]. We first note
that the Killing vector LX can be written as
LX = T
(+)S(+) + T (−)S(−), (A17)
where
T (+) =
1
H
∂
∂t
− ` tanhHt, (A18)
T (−) =
1
H
∂
∂t
+ (`+ n− 2) tanhHt, (A19)
and
S(+) =
1
2`+ n− 2
[
sinχ
∂
∂χ
+ (`+ n− 2) cosχ
]
,
(A20)
S(−) = − 1
2`+ n− 2
[
sinχ
∂
∂χ
− ` cosχ
]
. (A21)
By using the raising and lowering operators for the as-
sociated Legendre functions found in 8.733.1 of Ref. [64],
we obtain
T (+)f`(t) = −i
[
`(`+ n− 1) + M
2
H2
]1/2
f`+1(t), (A22)
T (−)f`(t) = −i
[
(`− 1)(`+ n− 2) + M
2
H2
]1/2
f`−1(t),
(A23)
where Eq. (A23) is for ` ≥ 1, and
S(+)Y`mσ˜ =
[
(`−m+ 1)(`+m+ n− 2)
(2`+ n)(2`+ n− 2)
]1/2
Y(`+1)mσ˜,
(A24)
S(−)Y`mσ˜ =
[
(`−m)(`+m+ n− 3)
(2`+ n− 2)(2`+ n− 4)
]1/2
Y(`−1)mσ˜.
(A25)
By using these formulas and the decomposition (A17) we
find Eq. (31).
Appendix B: The effective Hamiltonian in general
spacetime
In this appendix we present the effective Hamiltonian
in spacetime with the more general line element of the
Arnowitt-Deser-Misner metric [65], given by
ds2 = N2dt2 − γij(dxi +N idt)(dxj +N jdt), (B1)
where the lapse function N , the shift vector N i and the
metric γij on space depend on t and x in general. The
standard Hamiltonian density Hst is given as
1√|g|Hst = 1√|g|Hclass +Ai · (∇iB − iq∇ic× c)
− i
N2
∇0c · ∇0c
−i
(
γij − N
iN j
N2
)
∇ic · ∇jc, (B2)
where the classical Hamiltonian density Hclass is given by
the following formula:
1√|g|Hclass = −12F0i · F 0i + 14Fij · F ij + 1N2DiA0 · pii,
(B3)
with
F 0i = −N−2pii. (B4)
We again define B˜ := B − iqc × c(0), where c(0) is de-
fined by Eq. (82) with V (t) given by Eq. (83). We again
define the conjugate momentum densities of B˜, c and c
multiplied by N/
√
γ as $B˜ , $c and $c¯. They are given
by
$B˜ = −N2A0, (B5)
$c = iN
2∇0c− iq
V (t)
∫
dx
√
γ
N
($B˜ × c), (B6)
$c¯ = −iN2
(∇0c+ qA0 × c(+)) . (B7)
The zero modes $B˜(0), $c(0) and $c¯(0) defined as in
Sec. III are related to the conserved charges QA, QDc and
QDc¯ as in Eqs. (98)-(100). Therefore, we can require the
conditions $B˜(0)|phys〉 = $c(0)|phys〉 = $c¯(0)|phys〉 = 0
for the physical states |phys〉.
We have $B˜ = $B but the conjugate momentum den-
sities for c and c differ from the ones before the variable
change by the following quantities:
∆$c = − iq
V (t)
∫
dx
√
γ
N
($B˜ × c), (B8)
∆$c¯ = −iq$B˜ × c(0). (B9)
The Hamiltonian after the change of variables B˜ =
B − iqc × c(0) is different from the standard Hamilto-
nian even when it is expressed in terms of the fields and
their time derivatives (rather than their canonical conju-
gate momenta) because this change of variables explicitly
depends on t. We note that this is not the case with the
metric chosen in Sec. IV because the definition of c(0)
there does not depend on t explicitly. The difference
∆H between the Hamiltonian density H after the vari-
able change and the standard Hamiltonian density Hst is
given as
1√|g|∆H = 1√|g| (H−Hst)
= N−2
∂
∂t
(−iqc× c(0)) ·$B˜
+N−2(−∆$c · c˙+ c˙ ·∆$c¯). (B10)
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Then
∆H :=
∫
dx∆H
= −iq
∫
dx
√
γ
N
($B˜ × c)
·
[
∂
∂t
(∫
dy
√
γ
V (t)N
c(t,y)
)
−
∫
dy
√
γ
V (t)N
∂
∂t
c(t,y)
]
= −iq
∫
dx
√
γ
N
($B˜ × c) ·
∫
dy
∂
∂t
[ √
γ
V (t)N
]
c(+)(t,y).
(B11)
It is clear that ∆H = 0 for the metric chosen in Sec. IV
because
√
γ/(V N) is time independent there. We have
replaced c(t,y) by c(+)(t,y) because∫
dy
∂
∂t
[ √
γ
V (t)N
]
= 0. (B12)
The effective Hamiltonian for the physical states |phys〉
satisfying $B˜(0)|phys〉 = $c(0)|phys〉 = $c¯(0)|phys〉 = 0
can be obtained by solving Eqs. (B5)-(B7) for A0, ∇0c
and ∇0c, and substituting the results and B = B˜+ iqc×
c(0) in Eq. (B2) and adding ∆H given by Eq. (B11). The
result can be given in the following form:
Heff =
∫
dxHconv − iq
V (t)
F · F˜ . (B13)
Here, the ”conventional” Hamiltonian density Hconv is
given by
Hconv = Hclass +√γNAi · (∇iB˜ − iq∇ic× c)
−
√
γ
N
$c ·
[
i$c¯ +N
i∇ic+ q$B˜ × c
]
+
√
γ
N
N i∇ic · ($c¯ − iq$B˜ × c)
+
√
γNγij∇ic · ∇jc, (B14)
where the fields c, c, B and their (rescaled) conjugate
momentum densities $c, $c¯ and $B˜ are understood to
be their nonzero-mode contributions, c(+), c(+), B˜(+),
$c(+), $c¯(+) and $B˜(+). The operators F and F˜ are
given by
F :=
∫
dx
√
γ
N
($B(+) × c(+)), (B15)
F˜ :=
∫
dx
√
γ
N
×
[
N√
γ
∂
∂t
(√
γ
N
)
c(+) + q$B˜(+) × c(+) +N i∇ic(+)
]
.
(B16)
In principle one can use the Hamiltonian Heff here for
perturbative calculations though it may not be very prac-
tical to do so.
Appendix C: The Dirac bracket
In this paper we identified −√|g|A0 with the canonical
momentum density for B (and B˜), and did not regard it
as an independent dynamical variable. In this appendix
we show that this treatment agrees with the quantiza-
tion using the Dirac bracket. (The variables B and piB
may be replaced by B˜ and piB˜ below without any other
changes.) We suppress the argument t since all brackets
are computed at an equal time.
We have two second-class constraints :
C1 := |g|−1/2piB +A0 ≈ 0, (C1)
C2 := piA0 ≈ 0, (C2)
where piA0 is the canonical conjugate momentum density
for A0. The Poisson bracket for these constraints is
{CI(x), CJ(x′)}PB = δ(x,x′)IJ , (C3)
where IJ is the antisymmetric 2×2 matrix with 12 = 1.
The inverse of this Poisson bracket is
∆IJ(x,x′) = −δ(x,x′)IJ , (C4)
where IJ is identical with IJ as a matrix.
The Dirac bracket for two canonical variables X(x)
and Y (x′) can be computed as
{X(x), Y (x′)}DB
= {X(x), Y (x′)}PB
−
∫
dy
∫
dz{X(x), CI(y)}PB∆IJ(y, z){CJ(z), Y (x′)}PB
= {X(x), Y (x′)}PB
+
∫
dy{X(x), CI(y)}PB{CJ(y), Y (x′)}PBIJ . (C5)
Then, by construction {CI(x), X(x′)}DB = 0 for all
CI(x) and X(x
′). We also have
{B(x), piB(x′)}DB = {B(x), piB(x′)}PB = δ(x,x′).
(C6)
Hence, if we ”promote” the Dirac bracket to commu-
tation relations, we find that the operators piA0 and
piB+
√|g|A0 commute with all operators and that B and
piB satisfy the standard commutation relations. Hence,
basing the canonical commutation relations on the Dirac
bracket is equivalent to letting piA0 = 0 and piB =
−√|g|A0, as we did in this paper.
Appendix D: Redefining the inner product
As was pointed out in Sec. IV, if we represent the state
|phys〉 as a wave functional Ψ[B˜(x), c(x), c(x)], then the
conditions $B˜(0)|phys〉 = $c(0)|phys〉 = $c¯(0)|phys〉 = 0
can be translated to the following equations:
∂
∂B˜(0)
Ψ = 0 (D1)
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and
∂
∂c(0)
Ψ =
∂
∂c¯(0)
Ψ = 0. (D2)
Now the wave functional Ψ is formally normalized by
the condition∫
[dB˜][dc][dc]|Ψ[B˜, c, c]|2 = 1. (D3)
This functional integral contains the integrations over the
variables B˜(0), c(0) and c(0). Since the functional Ψ is
independent of these variables due to Eqs. (D1) and (D2),
we have ∫
dB˜(0)|Ψ|2 =∞, (D4)∫
dc(0)|Ψ|2 =
∫
d c(0)|Ψ|2 = 0. (D5)
Equation (D5) follows from the rule that the integration
with respect to a Grassmann variable is the same as the
(left) differentiation [66, 67]. Thus, the normalization in-
tegral (D3) will be (even more) ill-defined. However, this
situation can readily be remedied by dropping the vari-
ables B˜(0), c(0) and c(0) from the normalization integral.
In the rest of this appendix, we present a 2-dimensional
representation of the fermionic commutation relations
θ2 = pi2θ = 0, {piθ, θ} = −i, where θ† = θ. We expect from
Eq. (D5) that a state annihilated by piθ has zero norm.
It is clear that the nilpotency of the Hermitian operator
θ requires an indefinite pseudoinner product because the
square of a nonzero Hermitian operator cannot vanish in
a Hilbert space with a positive-definite inner product. We
introduce a pseudoinner product on the 2-dimensional
vector space Span{|0〉, |1〉} by 〈0|0〉 = 〈1|1〉 = 0, 〈0|1〉 =
〈1|0〉 = 1. We let θ|0〉 = |1〉 and θ|1〉 = 0. We find
θ2 = 0 and that θ is Hermitian: 〈0|θ|1〉 = 〈1|θ|0〉 = 0,
〈0|θ|0〉 = 1 and 〈1|θ|1〉 = 0. The operator piθ can be
represented as piθ|0〉 = 0, piθ|1〉 = −i|0〉. Then we find
pi2θ = 0 and {piθ, θ} = −i. (Note that piθ is antiHermi-
tian.) The state |0〉 satisfying piθ|0〉 = 0 indeed has zero
norm: 〈0|0〉 = 0.
Appendix E: The flat-torus case
In this appendix we discuss some results of this paper
in the special case where the spacetime corresponds to a
static flat torus. We let the torus have volume V . The
normalized positive-frequency zero mode with small mass
M is
ϕ(0)(t) =
1√
2VM
e−iMt
≈ 1√
2VM
(
1− M
2
2
t2
)
− i
√
M
2V
t. (E1)
Thus, the constants B(M) and C(M) in Eq. (120) are
both
√
MV/2 = O(M1/2).
Next let us derive Eq. (129) for this special case. The
zero-mode contribution to the FP-ghost propagator with
the IR divergences regularized with small mass M is
D(0)ab(t, t′) =
i
2MV
δab {θ(t− t′) exp [−iM(t− t′)]
+θ(t′ − t) exp [iM(t− t′)]}
=
i
2MV
δab exp (−iM |t− t′|)
≈ δab
(
i
2MV
+
1
2V
|t− t′|
)
. (E2)
Then
D
(0)ab
eff =
1
2V
δab|t− t′|. (E3)
Hence
∂2
∂t∂t′
D
(0)ab
eff = −
1
V
δabδ(t− t′), (E4)
which is Eq. (129).
Next, we show that the requirement of time-translation
invariance of the vacuum state for the theory with
nonzero gauge parameter ξ in the Lagrangian den-
sity (45) leads to a divergent zero-mode two-point func-
tion [68]. This is in contrast to the de Sitter case we
study in the next Appendix.
Since the two-point function is diagonal in the Lie-
algebra space, we study it for the Abelian theory. For
ξ 6= 0, the field equation with q = 0 for the gauge field
Aµ on the static flat torus is
∂µ(∂µAν − ∂νAµ) + 1
ξ
∂ν∂µA
µ = 0. (E5)
With the assumption Ai = 0 and that ∂iA0 = 0, i =
1, 2, · · · , n−1, we have d2A0/dt2 = 0, which can be solved
as
A0(0)(t) =
1√
V
(
Qˆ+ tPˆ
)
, (E6)
where Qˆ and Pˆ are constant operators. The equal-time
commutation relation between A0 and A˙0 reads[
A0(t,x), A˙0(t,x
′)
]
= −iξδ(x,x′). (E7)
By integrating over x and x′ we find[
A0(0)(t), A˙0(0)(t)
]
= − iξ
V
. (E8)
This implies [Qˆ, Pˆ ] = −iξ. It is clear from Eq. (E6)
that, if we require that the perturbative vacuum state
|0〉 be time-translation invariant, then Pˆ |0〉 = 0. This
means that 〈0|[A0(0)(0)]2|0〉 = V −1〈0|Qˆ2|0〉 = ∞, which
can be inferred from Heisenberg’s uncertainty relation
〈0|Qˆ2|0〉〈0|Pˆ 2|0〉 ≥ ξ2/4. For the Landau gauge with
ξ = 0 the field equations imply Pˆ = 0, and it is possible
to require the condition A0(0)(t)|0〉 = 0 as described in
Sec. III.
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Appendix F: The gauge-field zero-mode condition
for the de Sitter case
In this appendix we show that the condition
$B˜(0)|0〉 = 0 is automatically satisfied by the perturba-
tive Bunch-Davies vacuum state |0〉 in the Landau gauge.
This means that there will be no need to remove the zero-
mode contribution from the gauge-field propagator by
hand. We omit the Lie-algebra indices in this appendix
as well.
We first note that, under the assumption that A0 is
space-independent and that Ai = 0, the free-field equa-
tion with ξ 6= 0,
∇ν(∇νAµ −∇µAν) + 1
ξ
∇µ∇νAν = 0, (F1)
becomes
1
V (t)
d
dt
[V (t)A0(t)] = const. (F2)
(Notice that ∇νAµ − ∇µAν = 0 under the assumptions
we have made.) Thus, the general solution is a linear
combination of [V (t)]−1 and [V (t)]−1
∫ t
0
dt′ V (t′). It can
be shown that the space-independent positive-frequency
solution, which is the coefficient of the annihilation oper-
ator, is proportional to ∇µF0, where F0 is the positive-
frequency solution to the scalar field equation given by
Eq. (17). Writing this solution as (A0, Ai) = (Φ(t), 0)
and provisionally normalizing Φ(t) by requiring
i
∫
dθ
√
|g|[Φ∗(t)∇0Φ(t)− Φ(t)∇0Φ∗(t)] = 1, (F3)
we find
Φ(t) =
1√
2c0V (t)
[∫ t
0
dt′ V (t′) + ic0
]
. (F4)
Now, as in the previous Appendix the equal-time
canonical commutation relations lead to[
A0(0)(t), A˙0(0)(t)
]
= − iξ
V (t)
. (F5)
By writing
A0(0)(t) = Φ(t)a+ Φ
∗(t)a†, (F6)
where the perturbative vacuum state |0〉 satisfies a|0〉 =
0, we obtain [a, a†] = −ξ. By expressing the annihilation
operator a in terms of A0(0)(t) we can write the condition
a|0〉 = 0 as{
Φ∗(t)
d
dt
[
V (t)A0(0)(t)
]− V (t)√
2c0
A0(0)(t)
}
|0〉 = 0 (F7)
for all ξ 6= 0. This condition is ξ-independent, and it is
natural to require it for ξ = 0 as well. Now, recall that
V (t)A0(0)(t) = QA is a conserved Noether charge if ξ = 0
[see Eq. (63)], which implies d[V (t)A0(0)(t)]/dt = 0. By
using this operator equation in Eq. (F7) we find, recalling
that A0(0) = −$B˜(0), that $B˜(0)|0〉 = 0. (We note in
passing that the conservation of QA implies a
† = −a.)
Now, we readily find
〈0| [A0(0)(0)]2 |0〉 = − ξc0
2[V (0)]2
(F8)
from Eq. (F6) with
Φ(0) = i
√
c0
2
1
V (0)
(F9)
and the commutation relation [a, a†] = −ξ. In the rest
of this appendix we show that Eq. (F8) results from the
known two-point functions for the massless vector field
in the literature [35, 69–71] as a consistency check.
The two-point function given by Eq. (45) of Ref. [71]
for n ≥ 4 can be written as
∆µν′(x, x
′) =
n− 2
n− 3H
−2DM0(Z)∂µ∂ν′Z
+
1
n− 3H
−2
[
d
dZ
DM0(Z)
]
(∂µZ)(∂ν′Z)
+
(
ξ − n− 1
n− 3
)
∂µ∂ν′D˜(Z), (F10)
where M0 =
√
n− 2H. Here, the variable Z is defined
by
Z = cosHµ(x, x′)
= − sinhHt sinhHt′ + coshHt coshHt′ cosχ(x, x′),
(F11)
where µ(x, x′) is the spacelike geodesic distance between
the two points x and x′ and where χ(x, x′) is the an-
gle on Sn−1 between the space components of these two
points. The function DM (Z) is the two-point function
for the minimally coupled scalar field with mass M , and
the function D˜(Z) is defined by
D˜(Z) = − lim
M→0+
∂
∂M2
[DM (Z)−DM (−1)] . (F12)
We have ∂tZ|t=t′=0 = 0 and ∂t∂t′Z|t=t′=0 = −H2.
The normalized zero mode for the minimally coupled
massless scalar field with mass M0 can be found from
Eq. (5) with ` = 0 and λ = (n− 3)/2 as
G0(t) = H
n−2
2
[
Γ(n− 2)
2
]1/2
1
H
n−1
2
√
V (0)
×(coshHt)−n−22 P−
n−2
2
n−4
2
(i sinhHt), (F13)
where 1/[H
n−1
2
√
V (0)] is the spherical harmonic on Sn−1
with ` = 0. The zero-mode contribution to DM0(Z)
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is G0(t)G
∗
0(t
′) whereas that to DM (Z) with small M is
F0(t)F
∗
0 (t
′), where F0(t) is given by Eq. (17). Then
〈0| [A0(0)(0)]2 |0〉
= −n− 2
n− 3 |G0(0)|
2
−
(
ξ − n− 1
n− 3
)
lim
M→0+
∂
∂M2
|∂tF0(t)|2
∣∣∣∣
t=0
. (F14)
Using 8.756.1 of Ref. [64],
P−µν (0) =
2−µ
√
pi
Γ(ν+µ2 + 1)Γ(
−ν+µ+1
2 )
, (F15)
and using the doubling formula (A15), we find
|G0(0)|2 = (n− 1)c0
2(n− 2)[V (0)]2 , (F16)
where the constant c0 is given by Eq. (18). We also find
lim
M→0+
∂
∂M2
|∂tF0(t)|2
∣∣∣∣
t=0
=
c0
2[V (0)]2
. (F17)
By substituting Eqs. (F16) and (F17) into Eq. (F14) we
obtain Eq. (F8) as expected. For n = 2 and 3 one can ver-
ify Eq. (F8) by explicit integration over the space using
the two-point function found in Appendix C of Ref. [71].
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