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1. ФУНКЦИИ КОМПЛЕКСНОГО ПЕРЕМЕННОГО 
1.1. МНОЖЕСТВА С , С . СТЕРЕОГРАФИЧЕСКАЯ ПРОЕКЦИЯ 
Обычное собственно комплексное число обозначают z . Алгебраическая 
форма его записи имеет вид yixz  , где  
zImy ,zRex  , .1i   
 
.yxzr 22   
 















Тригонометрическая форма записи комплексного числа 
 
 .sinicosrz   
 
Показательная форма записи 
.ezerz ii    
 
Множество всех собственно комплексных чисел обозначают С . К этим 
числам добавляется несобственное (бесконечное) комплексное число, 
называемое бесконечно удаленной точкой или  . Чтобы получить 
геометрическое изображение числа  , устанавливают соответствие между 




т. Р – полюс, 
 
Из т. M  сфере, проводим луч PM  до 






Таким образом, ( M сфере) ( z плоскости). 
Это соответствие называется стереографической проекцией. При таком 
соответствии сфера без точки P  изображает множество всех собственно 
комплексных чисел. Возьмем последовательность nz , тогда 
соответствующая последовательность точек nM  сферы будет стремится к 
y 
x 

























т. P . Поэтому точка P  изображает бесконечно удаленную точку на сфере, 
а ей соответствующая точка плоскости (единственная) называется 
бесконечно удаленной. 
Множество всех комплексных чисел, включая и бесконечно 
удаленную точку, обозначается С  и называется расширенной комплексной 
плоскостью. 
Если  txx   и  tyy  , Tt – непрерывные или непрерывно 
дифференцируемые функции действительного аргумента t , то 
   tyitxz   определяет в C  непрерывную кривую  . Этот факт будем 
записывать в виде:  
 
:     .tyitxz   
 
Пример. Определить вид кривой titi ee3z  , .Rt  
 


























Значит,   – эллипс. 
1.2. ОКРЕСТНОСТИ, ОБЛАСТИ, ИХ ГРАНИЦЫ 
Уравнение Rzz 0   определяет на плоскости z  окружность с 
центром в т. 0z  радиуса R . 
Множество точек комплексной плоскости, удовлетворяющих 
неравенству  0zz , называется   – окрестностью точки 0z  и 
обозначается  0zU . Рассмотрим некоторое множество CD  . 
Точка 0z  называется внутренней точкой множества D , если 
существует окрестность т. 0z  из точек, целиком принадлежащих D . 
Точка 1z  называется граничной точкой множества D , если в любой 
ее окрестности есть точки как принадлежащие D , так и не принадлежащие 
ей. 













Областью называется множество CD  , обладающее свойствами: 
1. открытости: D  состоит из внутренних точек; 
2. связности: любые две точки D  можно соединить непрерывной линией l , 
состоящей из точек D . 
Множество, состоящее из области D  и ее границы L , называется 
замкнутой областью: LDD  . Область n  – связна, если ее граница 
состоит из n  непересекающихся кусков. 
Замечание. Если L=L1L2 – граница области D , то обход по L  
совершают так, чтобы область D  была слева. 
Окрестностью бесконечно удаленной точки называется множество, 
удовлетворяющее неравенству Rz  . 
1.3. ОПРЕДЕЛЕНИЕ ФУНКЦИИ )z(f , ПРЕДЕЛА И НЕПРЕРЫВНОСТИ 
Даны две области D  и CE  . 
Если каждому значению Dz  ставится в соответствие значение Ew  
(одно или несколько), то говорят, что w  – функция от z , т.е.  zfw   
(однозначная или многозначная). 
В случае многозначной функции множество E  состоит из нескольких 
комплексных плоскостей (или их частей), которые образуют так 










w=u+i v , wE 
u=Re w=u(x,y) 
v=Im w=v(x,y) 
  z=x+i y 



















Пример. Функция     xy2iyxyixzw 2222   – однозначная в C . 
Функция 1z1zw   – четырехзначная: 
 
при 0z      i1,i1,i1,i1110w  . 
Пусть      y,xviy,xuzfw   определена в   000
o
z\)z(UzU   
 
 
Число A  называется пределом  zf  при 0zz  , если для 0  
0  такое, что если  0zz0 , то   Azf . 




.                                                   (1.3.1) 
 

















Геометрическое толкование равенства (1.3.1): окрестность  0zU
0
  
плоскости  z   отображается на окрестность  AU   плоскости w  . 
 
Функция  zf  называется непрерывной в точке 0z , если 
 






                                          (1.3.2) 
 
Из (1.3.2)   
   







   








Из (1.3.2) следует, что непрерывная функция отображает бесконечно 
малые элементы на бесконечно малые. 
Функции  y,xuu   и  y,xvv   – действительные функции двух 
независимых переменных x  и y . 
Из равенств (1.3.1) и (1.3.2) следует, что вся теория пределов, 


















1.4 ОСНОВНЫЕ ЭЛЕМЕНТАРНЫЕ ФУНКЦИИ  
КОМПЛЕКСНОГО ПЕРЕМЕННОГО 
1) Степенная функция nzw  , n  однозначная, непрерывная для 
Cz . 
 
2) Показательная функция  ysiniycosezexpew xz  , xew  , 
ywarg  , определена и непрерывна для Cz . Обладает всеми 
свойствами действительной показательной функции, имеет период 
i2T  , т.е.   zexpi2zexp  . 










  – 
определены, непрерывны для Cz , периодические с периодом 
 2T . Легко проверить следующие равенства  
 
1zcoszsin 22  , 
 
  212121 zsinzcoszcoszsinzzsin  , 
 
  212121 zsinzsinzcoszcoszzcos  , 
 
zcoszsin2z2sin  , 
 
zsinzcosz2cos 22  . 
 
Функции zcosw ,zsinw   не являются ограниченными, т.е.  
 
1zsin   или 1zsin  , 1zcos   или 1zcos  . 
 










 . Имеют место 
такие соотношения (проверьте их!) 
 
   zicoszch ,zisinizsh  , 
 
yshxcosiychxsinzsin  , 
 













ztg  . 
 
5) Логарифмическая функция zLnw   вводится как обратная к 
показательной функции wez  : 
 











uviui ez  eeez   , zlnu   – действительная функция. Т.к. 
аргументы равных комплексных чисел отличаются на k2 , то 
 




.Zk ,k2izargizlnzLn   
 
 Эта функция бесконечнозначная, определена и непрерывна для 
Cz , кроме 0z  . 
6) Общая степенная функция zLnezw   . 
 
7) Общая показательная функция aLnzz eaw  . 
 
8) Обратные тригонометрические функции zcosArc ,zsinArc , 
zArcctg ,zArctg  определяются как обратные к функциям 
zctg ,ztg ,zcos ,zsin . 













1zzie ,01ezi2e 2wiwiwi2   
 
 2z1ziLnwi   
 
 .z1ziLnizsinArcw 2  
 
Аналогично рассуждая, получим (проверьте!) 
 

































Пример 1. Вычислить .isinArc  
 
   .21Lnii1iLniisinArc 22   
 
    1;0k ,ksinikcos2k2sinik2cos22   
 
    22 ,22 21   
 
          i k212argi12lni12LniisinArc 1  
 
     .Zk ,88,0ik212lnik2ik212lni   
 
          i k221argi12lni21LniisinArc 2  
 














Пример 2. Вычислить iArsh . 
 
   k2i
2



























2. ДИФФЕРЕНЦИРОВАНИЕ ФУНКЦИЙ КОМПЛЕКСНОГО 
ПЕРЕМЕННОГО 
2.1. ПРОИЗВОДНАЯ ФУНКЦИИ  zfw  . АНАЛИТИЧНОСТЬ  zf  
Пусть функция  zfw   однозначно определена для .CDz   
Определение. Если при 0z   существует конечный предел  
 









                   (2.1.1) 
 
то он называется производной функции  zf  в точке  z , а функция 
дифференцируемой в т. z . 
 
Из дифференцируемости функции  zf  в т. z  следует ее непрерывность в 
этой точке. 
Так как приращение z  стремится к 0 произвольным образом, т. е. 
точка zzz   по произвольной непрерывной линии, лежащей в D , то 
условие дифференцируемости функции      y,xviy,xuzf   
накладывает на функции  y,xu  и  y,xv  определенные требования. 
 
Теорема. Если функция  zf  в т. z  дифференцируема, то функции 
 y,xu  и  y,xv  имеют в точке  y,x  частные производные первого 






















                          (2.1.2) 
 
Условия (2.1.2) называются условиями Коши-Римана. 
 
Доказательство. 
Т.к.  zf  дифференцируема в т. z , то предел (2.1.1) не зависит от способа 
стремления z  к 0 . 
А) 
 
x x+ x 
















  yixxzz   
 






































                                    (2.1.3) 
В) 
Пусть 




















































 .         (2.1.4) 
 













































т. е. условия Коши-Римана (2.1.2). 
Доказано, что условия (2.1.2) Коши-Римана являются и достаточными для 


















Функция  zf , дифференцируемая в т. z  и некоторой её окрестности, 
называется аналитической в этой точке. 
 
Если  zf  – аналитическая в Dz , то она аналитическая в области D . 
Для того чтобы  zf  была аналитической в области D , необходимо и 
достаточно существование в D  непрерывных частных производных от 
функций  y,xu  и  y,xv , удовлетворяющих условиям Коши-Римана. 


















' uiuvivuivviuzf  . 
 
Пример. Доказать, что   2zzf   аналитическая Cz  и найти  zf ' . 
 
      yxi2yxyixzzf 2222   
 




























    z2yix2yi2x2uiuzf 'y
'
x   
 
  z2z '2  . 
 
Для аналитической функции справедливы основные правила 
дифференцирования и таблица производных: 
 






2211   
 









     
 























4.  zF   zf , f  и – аналитические функции, то 
       .zfwwwzF '''''   
 
5.   zsinzcos '  ,  
 











7.   C ,zz 1'   ,  
 











10.   alnaa z'z       и т. д. 
 
Замечание. Если  
    ii erezsinicosrz  
и  
      sinr,cosrvisinr,cosruzf ,  
 
то условия (2.1.2) Коши-Римана имеют вид: 
 
   




























                              (2.1.5) 
 




































Пример. Показать, что zLnw   аналитическая для Cz ,z  , кроме 0z   
и найти 'w . 
 
  k2irlnzLn ,   rln,ru  , 
 




















































  .0z ,
z
1










2.2. СОПРЯЖЁННЫЕ ГАРМОНИЧЕСКИЕ ФУНКЦИИ 
 
Дана аналитическая функция    y,xviy,xuw  , где 
 




















                                          (2.2.1) 
 




























,  0u  , 
 



























,  0v  , 
 











  – оператор Лапласа (лапласиан). 
 
Гармонические функции u  и v , удовлетворяющие условиям Коши-
Римана называются сопряжёнными. 
Доказано, что зная одну из сопряжённых гармонических функций, 
можно найти другую гармоническую функцию так, чтобы ivuw   была 
аналитической. 







































dyy,xudxy,xuv                               (2.2.2) 
 
Аналогично, если известна  y,xvv  , то  y,xuu   
 






















В формулах (2.2.2) и (2.2.3)  00 y,x  и  y,x  – соответственно 
фиксированная и переменная точки области D , где  zfw   
аналитическая. 
Пример. Проверить, что функция y2x3yxu 22   является 
действительной частью некоторой аналитической функции  zf  и 
найти  zf . 
Составим оператор Лапласа u . 
 
3x2u'x  , 2u
"
xx  , 2y2u
'
y  ,  
 
2u"yy  .  
 
  022u      
 
 y,xuu   – гармоническая функция. 
 
     
 
 

































       000 yy3x2xx2y2  
 
.cy3x2xy2y3y3xy2xy2x2xy2x2xy2 000000   
 
cy3x2xy2v  , 
 
0000 y3x2yx2c  . 
 
   cy3x2xy2iy2x3yxviuw 22  
 
       cizi2z3zciyi2x2iyix3yixyi2x 222  
 
  ).z(fcizi23z2   
 
Полезно знать, что 
 


























2.3. ПОНЯТИЕ КОНФОРМНОГО ОТОБРАЖЕНИЯ 
Пусть функция  zf  – аналитическая в точке 0z , причем   0zf 0
'  . 
Тогда  0
' zf  равен коэффициенту растяжения в точке 0z  при 
отображении  zfw   плоскости z  на плоскость w . Если   1zf 0
'  , то 
имеет место растяжение, а при   1zf 0
'   – сжатие. В этом и состоит 
геометрический смысл модуля производной. 
Аргумент производной  0
' zf  геометрически равен углу, на который 
нужно повернуть касательную в точке 0z  к гладкой кривой   на плоскости 
z , проходящей через точку 0z , чтобы получить направление касательной в 
точке  00 zfw   к образу   этой кривой на плоскости w  при 
отображении  zfw  . При этом, если   0zfarg 0
'  , то поворот 
происходит против часовой стрелки, а при 0  – по часовой. 
 
Определение. Непрерывное отображение, обладающее (с точностью 
до бесконечно малых высшего порядка) свойством сохранения углов 
(с сохранением направления отсчета) и свойством постоянства 
растяжений, называется конформным отображением. 
Справедливо утверждение: отображение с помощью аналитической 
функции  zfw   является конформным во всех точках, где   0zf '  . 
 
Пример. Найти коэффициент растяжения k  и угол поворота   при 
отображении 3zw   в точке i2z0  . 
Имеем  
    .xy6iyx3yix3z3w 2222'   
Для точки 0z   
  1514481i129zwk 0




























3. ИНТЕГРИРОВАНИЕ ФУНКЦИЙ КОМПЛЕКСНОГО 
ПЕРЕМЕННОГО. 
3.1. ИНТЕГРАЛ ОТ НЕПРЕРЫВНОЙ ФУНКЦИИ  zf . 
Пусть      y,xviy,xuzf   – непрерывная для CDz  ,   –
гладкая ориентированная кривая, AB . 
Разобьем AB  произвольно на n  









Выберем произвольную точку 
k1kk MMz  , вычислим значение 








kk zzf . 
 
Если существует конечный предел интегральной суммы при 0 , 
независящий от выбора точки kz , n,1k  , то он называется 
интегралом функции  zf  по дуге  . 
 








                                   (3.1.1) 
 
Вычисление интеграла (3.1.1) сводится к вычислению двух 
криволинейных интегралов от действительных функций. 
Если  
 
      ,viuy,xviy,xuzf   
 




     

 dyudxvidyvdxudyidxviudzzf . 
 
Интеграл (3.1.1) от функции комплексного переменного обладает 






















где const.-,  
 




3. Если    
   




           

Mdzzfdzzf ,  
 
где   длина . 
Для вычисления интеграла (3.1.1) необходимо знать подынтегральную 











:     t , 
 
 tzz   
 
   tyitxz   
 









 по отрезку, соединяющему точки 0z1   и 
i22z2  . 
xy   
 
xixz         xi1z   
 
2x0   
 
 xixyixz  xi1  
 
 dxi1dz  . 





























 dzzRei1z , где   – дуга параболы 2x1y   от 
1z1   до iz2  . 
2
x1y :   
 
yixz   
 
 2x1ixz   
 
0x1   
 
,xzRe   
 
 
  .dxxi21dz   
 











422332 dxxi2xi2xi2xixx  
 




























































































3.2. ОСНОВНАЯ ТЕОРЕМА КОШИ 
ДЛЯ ОДНОСВЯЗНОЙ И МНОГОСВЯЗНОЙ ОБЛАСТИ 
Докажем теорему, играющую фундаментальную роль в теории 
функций комплексного переменного. 
 
Теорема Коши. Если  zf  – аналитическая в некоторой односвязной 
области D  функция, то интеграл   dzzf  по любому замкнутому 
кусочно-гладкому контуру С , целиком лежащему в D , равен 0. 
 









Т. к.  zf  – аналитическая в области D  функция, то отсюда следует, что 
 zf  и  zf '  – непрерывны в D . 
 
  viuzf    и  'y
'




y vu  . 
 




Применим формулу Грина, получим 
 










x    
 
Следствие 1. Если  zf  – аналитическая в односвязной области D  
функция, то  
AB
dzzf  не зависит от пути, целиком лежащем в D и 






, где   – кривая, соединяющая точки 0z1   и 
i31z2  . 
 



































2322 dxxi31dxi31xi3xdzz  
 











Пусть область D  – двусвязная и  zf  – аналитична в D . 
 
Выберем   т. А и В на границе D  и 
проведем разрез AB . Область D  
превратится в односвязную. 
 
21 CCC   
 
C  – контур области D , 
 
AACBABBCABC 12   
 





    
BBCAB 2
dzzfdzzf     .0dzzfdzzf
AACBA 1
   
 




    0dzzfdzzf
12 CC
  .                                   (3.2.2) 
 
(при обходе по контурам 1C  и 2C  область D  находится слева). 
Равенство (3.2.2) представляет теорему Коши для двусвязной области D . 
 
Следствие 2.     .dzzfdzzf
21 CС
   
 
(обход 1C  и 2C  положительный, т.е. против часовой стрелки) 
Но, вообще говоря, эти интегралы 0 , т. к. внутри контура 2C   zf  может 



























контур C  – любая кривая, содержащая внутри т. az  . 
 
Вместо контура С  возьмем любой более 
простой контур, охватывающий т. az  , 













































Пусть D  –  1n   – связная область с внешним контуром C  и 
внутренними простыми контурами 1C , 2C , …, nC . 
 
Теорема Коши для многосвязной области. 
Если  zf  аналитическая функция внутри  1n   – связной области D , 
то 
  





dzzfdzzf .                                  (3.2.3) 
 




















3.3. ВЫЧИСЛЕНИЕ ИНТЕГРАЛА ОТ АНАЛИТИЧЕСКОЙ ФУНКЦИИ 
Пусть  zf  – аналитическая в односвязной области D  функция, т. 1z  и 







dzzf   - не зависит от пути, соединяющего 1z  и 2z . 
 
Обозначим 





 zF  аналитическая в D  функция и    zfzF '  . Функцию  zF  называют 
первообразной для  zf . Совокупность всех первообразных для  zf  
называют неопределенным интегралом 
 
      .CdzzfCzFzФ
z
z0
   
 
Для аналитических функций  zf  справедлива формула  
 








Отсюда следует, что интегралы от элементарных функций комплексного 
переменного вычисляются по тем же формулам, что и в обычном анализе. 
 
  Czcosdzzsin , 
 




























3.4. ИНТЕГРАЛЬНАЯ ФОРМУЛА КОШИ. 



























аналитической в двусвязной 
области. 
По следствию 2 имеем 
 
































.                               (3.4.1) 
 
Оценим первый интеграл.  zf  – аналитическая и, следовательно, 
непрерывная в D  функция.  
Значит, если 0az  , то     0afzf  . 
 










































)2,0( 1   
 




























Формула (3.4.2) называется интегральной формулой Коши. Обычно её 
































 – его ядро, )t(f  – плотность 
интеграла Коши. 
 

















  является аналитической 












  – аналитическая 
для .5,0z:z   


















Доказано, что аналитическая в D  функция )z(f , имеет в этой области 






































Из существования в некоторой области )z('f  следует существование и 
аналитичность всех её производных  )z(f )n( . В этом существенное отличие 
между дифференцируемыми функциями  Rx ),x(f   и  Cz),z(f  . 
 










где .1iz:C   

































































3.5. ИНТЕГРАЛ ТИПА КОШИ. 














где   – разомкнутый или замкнутый контур, )t(  – непрерывная функция, 
t , заданная только на контуре,  z . 
Доказано, что )z(F   
1. однозначная, аналитическая функция во всякой области D , не 
содержащей точек кривой .  































4. РЯДЫ В КОМПЛЕКСНОЙ ПЛОСКОСТИ 
Основные понятия для числовых рядов 

1n






n Cz),z(u  (сходимости абсолютная и 
условная, равномерная сходимость, свойства равномерно сходящихся в 
некоторой области CD  рядов) вводятся аналогично соответствующим 
понятиям для рядов в действительной области. 
4.1. РЯД ТЕЙЛОРА В КОМПЛЕКСНОЙ ОБЛАСТИ. 








n )az(c       (4.1.1) 
 
является функцией аналитической в области Raz  , где R – радиус 
сходимости. Чтобы найти эту область, составляем ряд из абсолютных 
величин членов ряда (4.1.1), к которому применяем признак Даламбера. 
Пусть дана функция )z(f , аналитическая в области D , содержащей точку 
az  . Пусть область D  целиком содержится в С  D ,1  – её граница, 
 
DСD  ,raz :С  . 
 
Представим функцию )z(f  в виде 
степенного ряда в области D . В этой 
области для аналитической функции )z(f  










)z(f    (4.1.2) 




























































































Ряд (4.1.3) по переменной t  сходится равномерно на окружности C , т.к. 
























































  . 
 










































         (4.1.4) 
 
Обозначим коэффициенты полученного ряда 
 










    
 





n  . Подставим выражения для 
коэффициентов в разложение (4.1.4), получим ряд Тейлора для функции 















                 (4.1.5) 
 











4.2. РЯД ЛОРАНА В КОМПЛЕКСНОЙ ОБЛАСТИ. 
Обобщением ряда Тейлора является ряд Лорана. Если функция )z(f  
















































c 1nn       ,...3,2,1n   
 












n )az(c – его правильная (регулярная) часть, сходящаяся при 










 – главная часть ряда Лорана, сходящаяся при z , у которых 
raz  . 
Практически разложение функции )z(f  в ряд Лорана иногда можно 
получать проще, используя так называемые основные разложения. 
 
Примеры. 














аналитическая всюду, где 4z   и 1z  . 
Составим различные её лорановские разложения. 
а) Составим разложение этой функции в ряд Лорана в кольце 4z1  . 


























































































который сходится при 1
4
z















































  или 1z  . 
Итак, 
 










































































































































































































































































































 или 51z  , 1z  . 
Аналогично можно получить разложение )z(f  в ряд в области 54z  . 
 
Пример 2. 
Функция z/1e)z(f   аналитическая всюду, где 0z  . Её разложение в ряд 












z/1  ,           0z  . 
 

















          (4.2.2) 
 
Ряд Лорана для функции )z(f , аналитической в окрестности z  или 
















              (4.2.3) 
 
В ряду (4.2.3) ...zc...zcc nn10   – является главной частью, а 






















21    
 
Точка, в которой функция )z(f  аналитична, называется правильной точкой 
функции. Если же функция )z(f  аналитична в некоторой проколотой 
окрестности точки az   и не определена или неаналитична в самой точке 
az  , то az   называется особой точкой функции )z(f . 
 
4.3. НУЛИ И ИЗОЛИРОВАННЫЕ ОСОБЫЕ ТОЧКИ. 
Нулём аналитической функции )z(f  называется такая точка az  , в 
которой 0)a(f  . 
Если 
 
,0)a(f            ,0)a(f...)a(''f)a('f)a(f )k()1k(    
 
то точка az   – нуль k -ого порядка функции )z(f .  









причём 0)a(  . 
Точка az  , в которой нарушается аналитичность )z(f  называется особой; 
если в окрестности az   нет других особых точек функции )z(f , то az   – 
изолированная особая точка функции. 









В ряду Лорана для функции )z(f  нет главной части, т.е. членов с 











































Это значит, что в достаточно малой окрестности полюса )z(f  - бесконечно 
большая величина. 
Точка az   называется полюсом порядка m или кратности m функции 
)z(f , если эта точка является нулем порядка m для функции 
)z(f
1
)z(  .  
В случае m=1 полюс называется простым.  
В окрестности полюса az   кратности m главная часть ряда Лорана для 
функции )z(f  имеет конечное число членов с отрицательными  




























)z(f  , 0c m  . 
 
Для того, чтобы точка az   являлась полюсом порядка m функции )z(f , 
необходимо и достаточно, чтобы функцию )z(f  можно было 






 , где )z(  - аналитическая функция в 
точке az  , причем 0)a(  . 








имеет две особые точки 0z   и 1z  , при этом точка 0z   есть полюс 


























Главная часть содержит две отрицательные степени z , т.е. 2m  .  














Функция )z(  аналитична в окрестности точки 0z  , 02)0(  . Точка 














 - не существует,  
 
а главная часть ряда Лорана содержит бесконечное число членов с 
отрицательными степенями )az(  . 
Для функции z/1e)z(f   точка 0z   является существенно особой (см. 
пример 2, § 4.2). 
 
4.4. ПОВЕДЕНИЕ )z(f  В БЕСКОНЕЧНО УДАЛЁННОЙ ТОЧКЕ 
На расширенной комплексной плоскости C  одна бесконечно удалённая 
точка. Её окрестностью является внешность круга Rz   достаточно 
большого радиуса. При подстановке 
z
1




w  , т.е. внутренность круга, содержащую точку 0w  , 
достаточно малого радиуса: таким образом окрестность бесконечно 
удалённой точки плоскости z  переходит в окрестность нуля плоскости w . 
Пусть )z(f  аналитическая в окрестности z , тогда )z/1(f  будет 
аналитической в окрестности 0z  , представим её рядом Лорана 
 















 .                        (4.4.1)  
правильная    главная 
     часть           часть  
 
Заменим в равенстве (4.4.1) z  на z/1  
 















                        (4.4.2) 
правильная   главная 










Особая точка z  является для )z(f : 








и в ряду (4.4.2) нет главной части. 








в ряду (4.4.2) есть конечная главная часть, старшая степень в ней mz . 




 не существует,  
 














z   
 






 - не существует. 
 




































z/1   
 
















5. ВЫЧЕТЫ ФУНКЦИИ И ИХ ПРИМЕНЕНИЕ 
5.1. ОПРЕДЕЛЕНИЕ ВЫЧЕТА И ЕГО ВЫЧИСЛЕНИЕ 
Пусть дана функция )z(f  аналитическая в окрестности изолированной 
















)az(c)z(f .                           (5.1.1) 
 
Определение. Вычетом функции )z(f  при az   называется 
коэффициент при 1)az(  . 
 















c 1 ,                                         (5.1.2) 
 
где  az: , при этом внутри круга  az  нет других особых точек 







.                                (5.1.3) 
 
Установим формулы для вычисления вычета )z(f  в точке az  . 




 0dz)z()az(dz)z(f       ),z()az()z(f kk  
 








2. az   – существенно особая точка. Вычет в ней определяется после 
разложения в ряд Лорана функции )z(f . Например, используя 
































































































































k azcazcazcczfaz  
 





























































































































































































Определение. Вычетом аналитической функции )z(f  в окрестности 






 .                                                (5.1.6) 
 













где R  – достаточно большое число. C : обход контура C  в направлении 
















)z(fRes .               (5.1.7) 
 
Отметим, что слагаемое 
z











5.2.  ТЕОРЕМЫ О ВЫЧЕТАХ 
Основная теорема о вычетах: Пусть )z(f  – аналитическая в 
односвязной области D , ограниченной контуром С , за исключением 










                                  (5.2.1) 
 
Каждую особую точку kz  охватим 
окружностью 
 
kkk zz:  , 
 
так, чтобы эти окружности не 
пересекались. 











на контурах C  и k  одно и тоже направление обхода. Из формул (5.1.3) 
 
















.                         (5.2.1) 
 
Следствие (вторая теорема о вычетах): Если )z(f  аналитическая в C , 








 .                          (5.2.2) 
 
Пусть контур Rz:C   такого радиуса, что все особые точки n21 z..., ,z ,z  







































Объединим эти формулы и получим равенство (5.2.2). 
 













особые точки: 3z ,iz ,iz  . 






























































































































5.3. ВЫЧИСЛЕНИЕ ОПРЕДЕЛЁННЫХ СОБСТВЕННЫХ И 
НЕСОБСТВЕННЫХ ИНТЕГРАЛОВ С ПОМОЩЬЮ ВЫЧЕТОВ 
Основная теорема о вычетах позволяет свести вычисление 
C
dz)z(f  к 
вычислению вычетов подынтегральной функции )z(f  относительно её 
изолированных особых точек, расположенных внутри данного контура C . 




dx)x(f , для чего эти интегралы преобразуются в интегралы по 
замкнутому контуру от )z(f . 





dt)tcos ,t(sinR ,                                         (5.3.1) 
 
где R – рациональная функция от tsin  и tcos . 
Сделаем замену tiez  . Тогда 1tsintcosz 22   и при изменении t  




































.                          (5.3.2) 
 
таким образом tcos  и tsin  – рациональные функции от z . 
 
dteidz ti ,       dzzidz  ,       
zi
dz
dt  .                     (5.3.3) 
 

























Rdt)tcos ,t(sinRI , 
 





















 где )1z()zz( k  ,  n ..., 2, ,1k  . 
 











































































































































01zi6z2            i)223(i8i319i3z 2,1  . 
 
i)223(z1  ,       )1z(z1  , 
 


































Пусть )z(f  – аналитическая на действительной оси функция, а в верхней 
полуплоскости 0zIm   имеет конечное число изолированных особых 
точек  .z, ... ,z ,z n21  
Проведём полуокружность Rz   достаточно большого радиуса R , 
чтобы все особые точки попали внутрь полукруга  
  
0zIm  ,Rz:CR   
 
 .R ;RCC R   
 

































)z(fResi 2dz)z(fdx)x(f ,              (5.3.4) 
 




































Условие (5.3.5) выполняется, если: 


























отсюда следует, что в окрестности z  функция )z(  ограничена, 
 
























 M dz)z( 
z
1








































1. Функция )z(f  аналитическая на действительной оси, xz  ,  x  
2. В верхней полуплоскости iz   – особая точка (полюс третьего порядка 
функции )z(f ). 
3. На бесконечности )z(f  имеет нуль 6-го порядка. Значит, можно 











































































б) Второй случай, когда выполняется условие (5.3.5). 
 




e)z(f   
 
где )z(F  - аналитическая на действительной оси функция, имеет в 












































I                     ,
10x6x
dxxcosx












































1. )z(F  – аналитическая функция при xz  ,  x . 




























































































































6. ОПЕРАЦИОННОЕ ИСЧИСЛЕНИЕ 
Операционное исчисление в настоящее время называют азбукой 
автоматики и телемеханики. Основателями его являются 
русские учёные Вощенко-Захарченко и Летников. Операционное 
исчисление обратило на себя внимание после того, как 
английский инженер Хевисайд получил ряд важных результатов. 
6.1. ПРЕОБРАЗОВАНИЕ ЛАПЛАСА. ОРИГИНАЛ И ИЗОБРАЖЕНИЕ 
Определение. Преобразованием Лапласа функции )t(f  
действительного аргумента называется функция комплексного 






dte)t(f)p(F pt                                       (6.1.1) 
 
Интеграл (6.1.1) несобственный. Выпишем условия на функцию )t(f , при 
которых этот интеграл будет сходится. 
При изучении физических процессов переменная t – время, процесс 
начинается с некоторого момента 0t  . 
1. 0)t(f   при 0t  . 
2. При )t(f   ,0t   – непрерывна на всей оси t , t0 , за исключением, 
может быть, конечного числа точек разрыва первого рода. 
3. При возрастании  )t(f     ,t  может возрастать не быстрее некоторой 
показательной функции  
 
,const и M ,Me )t(f t    
 
  – показатель роста функции )t(f . 
Эти три условия обеспечивают сходимость интеграла (6.1.1). 
Функция )t(f , удовлетворяющая трём условиям, называется оригиналом, а 
функция )p(F , соответствующая ей по формуле (6.1.1), называется 
изображением. 
Оригиналами являются все ограниченные функции (у=  tcos и tsin , 0 ), 


















2te)t(f   – не является оригиналом, т.к. не удовлетворяет условию (3). 




.)t(f                                       ),t(f
.
.)p(F







Примеры. Найти изображение следующих функций: 
 








0t   ,0






















.)t(  ,        
p
1.
.1           
p
1










t   0,








































Если )t(f  является оригиналом, то )p(F  сходится абсолютно для всех 
значений комплексного переменного p , удовлетворяющих неравенству 
,pRe    – показатель роста )t(f . В полуплоскости pRe  )p(F  – 




e)t(f  , 21 ia   









.0t         ,0
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.0t       ,0


































6.2. ОСНОВНЫЕ ТЕОРЕМЫ ОПЕРАЦИОННОГО ИСЧИСЛЕНИЯ 
Принято оригиналы обозначать малыми буквами )t(g  ),t(f , а их 




Для любых постоянных A  и B  (действительных или комплексных) 
справедливо равенство 
 
).p(GB)p(FA))t(gB)t(fA(L   
 
Справедливость теоремы следует из справедливости свойства линейности 
для несобственного интеграла. 





















































































































































































































































































(включение оригинала с запаздыванием на   соответствует 



















































На этой теореме основано нахождение изображений импульсных функций. 
 





























и найти её изображение. 
 















  t  














































4t если  ,0
4t2 если  ,t4
2t1 если  ,2
1t0 если  ,t






(В момент времени 0t   “включается” функция t)t(f  , которая при 1t   
снимается и включается 2)t(f  , которая снимается при 2t   и включается 
t4)t(f  ; её снимают при 4t  ). 
Запишем это с помощью функции сдвига )t(  . 
 )2t()4t()2t(2)1t(2)1t(t)t(t)t(f  
 
 )2t()2t()1t()1t()t()t()4t()t4( 321  
 







































  )(tf  
1    2    3    4    5 
Рис.6.2.4. 
2
)3()3()(  tttf   
t  
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Изображение периодических импульсов 
 
Применим теорему запаздывания к построению изображения единичного 










t    ,0
t0    ,1
,0t    ,0
)t(  
 















Пусть единичный импульс действует в течении времени  , начиная с Tt   
(см. рис.6.2.7.). 
 















Пусть имеется периодическая система импульсов 
Применим свойство линейности и теорему запаздывания; получим 
 






































































































































Теорема смещения в изображении 
Если )p(F
.




















































































Теорема о дифференцировании оригинала 
 
Пусть функция n  -   )t(f  раз непрерывно дифференцируема на ),0(   и 
)t(f
)n(
 является оригиналом. Тогда: 
а) Функции  
)t(f ..., ),t(f ),t(f
)1n(   
 
также являются оригиналами; 
б) Существуют  
)t(flim)0(f
0t 

















в) Если  








В частности при 1n   получим  
 
),0(f)p(pF))t(f(L   
 
при 2n   
 
).0(f)0(pf)p(Fp))t("f(L
2   
 
Если функция )t(f  и её производные любых порядков непрерывны в 0, то 
 


















Операция дифференцирования оригинала заменяется операцией 











Пример. Найти изображение дифференциального выражения 
 
5x2"x   
при  
.1)0(x)0(x  ,2)0(x)0(x   
 
Пусть 
)p(X))t(x(L  , 
тогда 
 











Теорема о дифференцировании изображения 
 
Если 
)p(F))t(f(L  , 
то  
)p(F))t(ft(L  , 
 
т.е. умножению оригинала на – t  соответствует производная от 
изображения. 
 







































Пример. Найти изображение для  
 



















































Теорема об интегрировании оригинала 
 
Если  


















т.е. интегрированию интеграла в пределах от 0 до t  соответствует 
деление изображения на .p  
 
 
Теорема об умножении изображений 
 





fdu)ut( )u(f . 
 
Так как )t(f  и )t(    множеству оригиналов и равны 0 при 0t  , то их 
















Свёртка оригинала обладает свойствами: 
 
1.  f  f   
 
 - переместительность 
2. )g( f )gf(   
 
 - ассоциативность 
3. )g() f( )gf(   
 
















.)t( )t(f  , 
 


















du)ut( )t(fdtedtedu)ut( )t(f)f(L  
 
Поменяем порядок интегрирования в этом двойном интеграле по 


































   
 
 















































































































7. НАХОЖДЕНИЕ ОРИГИНАЛА ПО ИЗОБРАЖЕНИЮ. 
В простых случаях оригинал по заданному изображению )p(F  находят по 
таблице соответствия между оригиналом и изображениями.  
 





































































3   
 











7.1. ТЕОРЕМА РАЗЛОЖЕНИЯ 
Если )p(F  – 





















































































































































7.2. ОБРАТНОЕ ПРЕОБРАЗОВАНИЕ ЛАПЛАСА. ПРИМЕНЕНИЕ 
ВЫЧЕТОВ 








dte)t(f))t(f(L)p(F    (7.2.1) 
 
Функция )p(F  – аналитическая в полуплоскости .pRe   



















     (7.2.2) 
 
Формулу (7.2.2) называют формулу Меллина. Т.к. )p(F  аналитическая, 
если pRe , то все её особые точки находятся левее прямой pRe . 
Используем для вычисления несобственного интеграла (7.2.2) теорию 
вычетов (см. раздел 5.3 (II)). 
 
Проводим окружность R z:CR   
достаточно большого радиуса, 
охватывающую все особые точки 
функции ).p(F  
 
 ABC: R    
 













.    (7.2.3) 



























































      (7.2.4) 
 






 , где )p(  и )p(  - 

























Находим корни знаменателя 
 




Известно, что целые корни такого многочлена являются делителями 
свободного члена 























































7.3. ПРЕОБРАЗОВАНИЕ ФУРЬЕ. 









dte)t(f)p(F     (7.3.1) 
 













)t(f ,   (7.3.2) 
 





 dt)p,t(K)t(f)p(F , 
 
где )p,t(K  – ядро интегральных преобразований. 
Преобразование Фурье определяется так: 
прямое 
 






  (7.3.3) 
обратное 
 












 .   (7.3.4) 
 




























Область применения преобразования Фурье значительно уже области 
применения преобразования Лапласа. 
Это связано с тем, что для сходимости интеграла (7.3.3) функция )t(  












значение )t(f  на бесконечности, расширяет класс оригиналов до функций, 
растущих на бесконечности не быстрее некоторой показательной функции. 
Однако с точки зрения физики преобразование Фурье более естественно, 
чем преобразование Лапласа. Это объясняется тем, что формулы (7.3.3) и 

















1   
 
Формулу (7.3.4) можно рассматривать как разложение )t(  в непрерывный 
спектр простых гармонических колебаний ,e)(
t i
  частоты   которых 
меняются не скачками, как в ряду Фурье, а непрерывно. Функцию )(  
(7.3.3) можно рассматривать как аналог коэффициентов Фурье, т.е. как 
комплексную амплитуду колебания с частотой  . 
Величина  )(   показывает, какова доля этого колебания в спектре 











8. ИНТЕГРИРОВАНИЕ ЛИНЕЙНЫХ ДИФФЕРЕНЦИАЛЬНЫХ 
УРАВНЕНИЙ И СИСТЕМ ОПЕРАЦИОННЫМ СПОСОБОМ 
8.1. РЕШЕНИЕ ЛДУ С ПОСТОЯННЫМИ КОЭФФИЦИЕНТАМИ 











  (8.1.1) 
где .0t   ),t(yy   
Требуется найти решение уравнения (8.1.1), удовлетворяющее начальным 
условиям: 
 
.y)0(y  ,...,y)0(y   ,y)0(y )1n(0
)1n(
00
    (8.1.2) 
 
Будем считать, что правая часть )t(f  – оригинал, тогда и решение )t(yy   
будет оригиналом. Применим к (8.1.1) преобразование Лапласа 
 
)p(Y))t(y(L  , 
 








  )1n(002n01n)n( y...ypyp)p(Y''p)t(yL   , 
 
  )p(F)t(fL  . 
 






  (8.1.4) 
 
где )p(P 1n  – многочлен степени не выше )1n(   с известными 
коэффициентами.  
Решаем алгебраическое уравнение (8.1.4) относительно )( pY . 
Затем переходим к оригиналу )t(y .  
 
Таким образом решение задачи Коши для ЛДУ осуществляется по 
схеме:  
ЛДУ + начальные условия   решение задачи Коши 




 – преобразование 











Пример. Найти решение задачи Коши для дифференциального уравнения 
второго порядка: 
 
t2sinx4''x  , 
 
удовлетворяющее начальным условиям  
 
,1)0(x     2)0(x  . 
 





































































































































L)t(f . Найдём этy функцию двумя способами: 
 















































































































































































































































































































8.2. РЕШЕНИЕ СИСТЕМ ЛДУ 
Решение систем ЛДУ проводится по схеме, данной в (8.1.4). 
Каждое уравнение системы преобразуем по Лапласу. Получится 
алгебраическая система относительно изображений. Запишем сначала 
операторное решение системы, затем переходим к оригиналам. 
 







.1)0(y     ,0yx
1)0(x     ,0yx
 
 




.   
 





















 1-     1 
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,1p
 p     1- 
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Пример. Решить уравнение 
 








t            ,0
t0       ,tcos
)t(f , 
 
 .0)0(x     ,0)0(x   
 
Запишем правую часть единым аналитическим выражением, используя 
функцию )t(  . 
 
)t()tcos()t(tcos)t(tcos)t(tcos)t(f  , 
 
)p(X))t(f(L  , 
 

















































































































































;t0  если          ,tsint
2
1






9.1. Представить в алгебраической форме следующие 
комплексные числа 
 














































































9.2. Построить область, заданную неравенствами 
 
1. ;21z ,11z   
 
2. ;52z2z   
 
3. ;1zRe ,1zIm ,1i1z   
 
4. ;32z2z   
 
















8. ;6zIm3z   
 
9. ;3zIm0 ,3zRe1 ,1i2z   
 
10. ;12zRez3   
 
11. ;1zIm0  ,0zRe ,2zz1   
 
















































3.  4t4ti20t4tz 22  ; 
 
4.   0zzRe 2  ; 
 






7. z212z  ; 
 
8.  5t4ti2tz 2  ; 
 
9. t3shi3t3ch2z  ; 
 
10. t5chi5t5sh4z  ; 
 
11. ttg2itsecz  ; 
 






















































9.4. Найти образ области D  при отображении  zfw   
1.   .
z1
z1












3.   .zw ,1zIm0 ,1zRe0 :D 2  
 
4.   .
iz
iz





5. D  – треугольник с вершинами ,iz ,1z ,0z 321   
  .z1i1w   
 
6. D  – треугольник с вершинами ,3z ,i2z ,iz 321    
.5i3izz2w   
 















9. D  – треугольник с вершинами  ,iz ,1z ,i1z 321    
  .5i3z1iw   
 







11.   .
zi2
iz2























14. D  – треугольник с вершинами ,i31z ,i22z ,0z 321   
  .zi3i21w   
 










9.5. Выяснить, какие из следующих функций являются 










3. zRezw  , 
 
4. ,iz3sinw   
 
5.   ,izizi32w 2   
 
6. ,zRezw   
 
7. ,zcoszw   
 

















12. ,zzw   
13.  ,z2chw   
 








9.6. Найти коэффициент растяжения и угол поворота в точке 0z  при 
отображении      y,xviy,xuzfw   
 
 )y,x(u  )y,x(v  0z  
1. 32 yyx3  , 32 xyx3  , 
 
1i  . 













4. x2yx2  , 1xy2y 22  , 
 
1. 
5.  yyyxe x sincos  ,  ycosyysinxex  , 
 
i1 . 
6. 22 yx2x  , y2yx2  , 
 
i . 
7. xcose y1 , xe
















9. 22 yx  , yx2 , 
 
2i2  . 









22 xy  , yx2sine




x3yx3x 23  , 1y3yyx3 32  , 
 
i1 . 
14. 2223 yxyx3x  , yx2yyx3 32  , 
 
i1 . 





9.7. Восстановить аналитическую в окрестности т очки 0z  функцию 
     y,xviy,xuzf  , если 
 
1.   .00f     ,xyxu 22   
 
2.   .10f ,yxsinev y    
 









4. .0)0(f,xxy3xu 23   
 









6. .0)0(f    ,xyxv 22   
 
7. .1)0(   ,3 23  fxxyxu
 
 
8. .1)0(f  ,xxcoseu y    
 
9. .0)0(f   ,yyyx3v 32   
 









11. .i1)0(f   ,ysine1u x   
 
12. .i)0(f,1x2yxv 22   
 




































   ,dzz
2




   ,dzez
4
z3




   ,dz
z
z








   ,dz)zzi(sin : ).0zRe   ,1z(   
 




– отрезок прямой между точками 0zA   и 




   ,dz)z2z3(
2
 – дуга параболы 
2
xy   между точками i1z   и 




   ,dzzIme
2
z




   ,dz)zsinz(
3




   ,dzzImz
2





































 – отрезок с концами в 









 по дуге окружности .0zRe   ,0zIm   ,1z   
 
9.9. Разложить в ряд Лорана функцию )z(f  в кольце :K  






































































































































9.10. Разложить в ряд Лорана функцию )z(f  в окрестности точки 0z  














3. .3z          ,e)z(f 0
3z
z
   
 
















6. .4z          ,ez)z(f 0
4z
z
   
 



















































































9.11. Исследовать характер особой точки 0z  функции )z(f  
 





































5. 0z                 ,
z
zsin


















































































































































































































































































































































































































































































































































































































































































































































































































1 2 3 4 0 
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-1 















9.17. Включить процесс  t  с запаздыванием  . Построить график и 
найти   изображение функции     tt  
 
1.   ,2ttt 2   
 
;1   2.    ,3t2tt 2   ;2  
3.    ,5t2tt 2   
 
;3  4.    ,3t2tt 2   ;4  
5.    ,1t3tt 2   
 
;1  6.    ,2t3tt 2   ;2  
7.    ,3t4tt 2   
 
;2  8.    ,5t4tt 2   ;3  
9.    ,2ttt 2   
 
;3  10.    ,3ttt 2   ;1  
11.    ,t4t2t 2   
 
;1  12.    ,t6t2t 2   ;3  
13.    ,6t7tt 2   
 
;2  14.    ,2t4tt 2   ;4  










































































































































































e7y'y''y   
 
1)0(y   4)0('y   
2. )1t(2y2'y''y   
 







0)0(y   1)0('y   
4. tcos29'y5''y2   
 


































1)0(y   3)0('y   
9. t2siny4''y   
 
0)0(y   1)0('y   
10. tcostsiny9''y   
 
3)0(y   2)0('y   
11. 
t3
e12y2'y3''y   
 
2)0(y   6)0('y   
12. t3sint3cos47y10'y3''y   
 





2)0(y   2)0('y   
14. t2sin8y4''y   
 
3)0(y   1)0('y   
15. tshy''y   
 
2)0(y   1)0('y   
9.20. Решить систему ЛДУ 
 
1. 
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