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OCCUPATION DENSITIES OF ENSEMBLES OF BRANCHING
RANDOM WALKS
STEVEN P. LALLEY AND SI TANG
Abstract. We study the limiting occupation density process for a large number of
critical and driftless branching random walks. We show that the rescaled occupa-
tion densities of bsNc branching random walks, viewed as a function-valued, increas-
ing process {gNs }s≥0, converges weakly to a pure jump process in the Skorohod space
D([0,+∞), C0(R)), as N → ∞. Moreover, the jumps of the limiting process consist
of i.i.d. copies of an Integrated super-Brownian Excursion (ISE) density, rescaled and
weighted by the jump sizes in a real-valued stable-1/2 subordinator.
1. Introduction
In a branching random walk on the integers, individuals live for one generation, repro-
duce as in a Galton-Watson process, giving rise to offspring which then independently
jump according to the law of a random walk. A branching random walk is said to be
critical if the offspring distribution ν has mean 1, and driftless if the jump distribution F
has mean 0 and finite variance. We will assume throughout that (i) the offspring distri-
bution ν has mean one (so that the Galton-Watson process is critical) and finite, positive
variance σ2ν ; and (ii) the step distribution F for the random walk has span one, mean zero
and finite, positive variance σ2F . (Thus, the spatial locations of individuals will always be
points of the integers Z.)
To any branching random walk can be associated a randomly labeled Galton-Watson
tree T , where the Galton-Watson tree describes the lineage of the individuals and the label
of each vertex marks the spatial location of the corresponding individual. This labeled
tree
T = (T, {l(v)}v∈T )
is generated as follows.
(i) Let T be the genealogical tree of a Galton-Watson process with a single ancestral in-
dividual and offspring distribution ν, with the root node ρ representing this ancestral
individual. Since ν has mean 1, the tree T is finite with probability one.
(ii) Assign the label l(ρ) = 0 to the root.
(iii) Conditional on T , let {ξe}e∈E(T ) be a collection of i.i.d. random variables, with
common distribution F (the “step distribution”) indexed by the (directed) edges
e = (u, v) of the tree T , where u is the parent vertex of v. For any such directed
edge e = (u, v), define
l(v) = l(u) + ξe.
Given the labeled tree T associated with the branching random walk, the occupation
measures can be recovered as follows. For any time n ∈ Z+ and any site x ∈ Z, the
number Zn(x) of individuals at location x at time n is the number of vertices v ∈ T at
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BRW TO ISE 2
height n (i.e., at distance n from the root) with label l(v) = x. The vertical profile, or the
occupation measure, of T (see [5]) is the random counting measure on Z defined by
X(x; T ) =
∞∑
n=0
Zn(x).
In this paper, we study the limiting behavior of the occupation measure and its connection
to super-Brownian motions. Before stating our main result, we review a few results about
the occupation measure of random labeled trees.
The study of such occupation measures dates back to Aldous [3], who introduced an ob-
ject called the integrated super-Brownian excursion (ISE), denoted by µISE, a (probability)
measure-valued random variable that arises as the scaling limit of the occupation measure
of certain labeled random planar trees and tree embeddings. In [12], Marckert proved that
the rescaled occupation measure of a random binary tree of n vertices converges weakly to
µISE as n→∞. Bousquet-Me´lou and Janson [5] later proved a local version of Marckert’s
result: they showed that the density of the rescaled occupation measure of random binary
trees, random complete binary trees, or random plane trees on n vertices converges to
fISE, the density of µISE. This local convergence was later extended in [6, Theorem 1.1] to
general branching random walks conditioned to have exactly n vertices, as long as ν and
F satisfy the assumptions above.
In this paper, we consider an ensemble of critical, driftless branching random walks, all
with the same offspring and step distributions ν and F , and study the limiting behavior
of the total occupation density. Our first result shows that the total occupation density
converges in the Skorohod space D([0,+∞), C0(R) ), which can be characterized by a super-
Brownian motion.
Let T 1, T 2, . . . be the random labeled trees associated with an infinite sequence Z1, Z2, · · ·
of independent copies of the branching random walk. For each integer m ≥ 1 define
Xm(j) :=
m∑
i=1
X(j; T i) (1.1)
to be the total number of vertices in the first m trees with label j ∈ Z, and define X¯m(x)
to be the linear interpolation to x ∈ R. Observe that Xm can be viewed as the occupation
measure of the branching random walk initiated by the m ancestral particles that engender
the branching random walks Z1, Z2, · · ·Zm. Clearly, the function X¯m(x) is an element of
C0(R). Finally, define the C0(R)-valued process {gNs }s≥0 by
gNs (x) := N
−3/2X¯bsNc(
√
Nx). (1.2)
Theorem 1.1. As N → ∞, the rescaled density processes {gNs }s≥0 converge weakly in
the Skorohod space D := D([0,+∞), C0(R)) to a process {gs}s≥0. Moreover, the limiting
process satisfies
gs(x)
D
==
∫ ∞
0
Y s (t, x) dt (1.3)
where {Y s(t, x), x ∈ R}t≥0 is the density process for a super-Brownian motion {Y st }t≥0
with variance parameters (σ2ν , σ
2
F ), started from the initial measure Y
s
0 = sδ0.
Remark 1.2. Super-Brownian motion {Yt}t≥0 is, by definition (see for instance [7], ch. 1)
a measure-valued stochastic process that can be constructed as a weak limit of rescaled
counting measures associated with branching random walks. In one dimension, for each
t > 0, the random measure Yt is absolutely continuous relative to the Lebesgue measure,
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and the Radon-Nikodym derivative Y (t, x) is jointly continuous in (t, x) [9]. When the
dependence on the variance parameters σ2ν and σ
2
F must be emphasized, we do so by
adding them as extra superscripts, i.e.,
Y s,σ
2
ν ,σ
2
F (t, x).
When σ2ν = σ
2
F = 1, the measure-valued process associated with Y
s,1,1(t, x) is a standard
super-Brownian motion. The density processes for different variance parameters obey a
simple scaling relation:
Y s,σ
2
ν ,σ
2
F (t, x)
D
== σνσ
−1
F Y
s,1,1
(
σ2νt, σνσ
−1
F x
)
, for all t > 0, x ∈ R.
Thus, we can rewrite (1.3) in terms of the density function of standard super-Brownian
motion as follows:
gs(x)
D
== σνσ
−1
F
∫ ∞
0
Y s,1,1
(
σ2νt, σνσ
−1
F x
)
dt
Remark 1.3. For any fixed s > 0 and each integer N ≥ 1, the random function gNs (·) is
the (rescaled) occupation density of the branching random walk gotten by amalgamating
the branching random walks generated by the first bsNc initial particles. Because this
sequence of branching random walks is governed by the fundamental convergence theorem
of Watanabe [14] and its extension to densities by Lalley [10], the limiting random function
gs(·) must (after the appropriate scaling) be the integrated occupation density of the
super-Brownian motion with initial measure sδ0. This explains relation (1.3). But even
for fixed s > 0 the weak convergence gNs (x) =⇒
∫∞
0 Y
s,σ2ν ,σ
2
F (t, x) dt does not follow
directly from the local convergence of the density process proved in [10, Theorem 2], for
two reasons. First, the local convergence result in [10] requires that the initial densities
must, after Feller-Watanabe rescaling, converge to a density function Y s(0, ·) ∈ C0(R). In
Theorem 1.1, however, the limiting initial density Y s0 = sδ0 is not absolutely continuous
with respect to the Lebesgue measure. Second, even if the local convergence could be
shown to remain valid under the initial condition Y s0 = sδ0, the indefinite integral operator
on C([0,+∞), C0(R)) is not bounded, and so it would not follow, at least without further
argument, that the integral of the discrete densities would converge to that of the super-
Brownian motion density over the time interval [0,+∞).
For each N ≥ 1, the process {gNs }s≥0 is nondecreasing1 in s (relative to the natural
partial ordering on C0(R)) and has stationary, independent increments. Therefore, the
limiting process {gs}s≥0 must also be nondecreasing, with stationary, independent incre-
ments. We prove the following properties of the limiting process.
Theorem 1.4. The limiting function-valued process {gs}s≥0 has the following properties.
(i) It is a C0(R)-valued, pure-jump subordinator.
(ii) It obeys the scaling relation gs(x)
D
== s3/2g1(x/
√
s).
(iii) The real-valued process {Is}s≥0, where Is := gs(0) is the occupation density at zero,
is a stable subordinator with exponent α = 2/3.
(iv) The real-valued process {θs}s≥0, where θs :=
∫∞
−∞ gs(x)dx is the total rescaled occu-
pation density, is a stable subordinator with exponent α = 1/2.
1By “nondecreasing”, we mean that for all t ≥ s ≥ 0, gNt − gNs ≥ 0. A simulation is shown in Figure 1.
BRW TO ISE 4
−2 −1 0 1 2
Rescaled Locations
0.
5
1.
0
1.
5
Figure 1. A simulation of gNs , for N = 1000 and s = 0.1, 0.2, . . . , 1. The
offspring and step distributions are ν = Poi(1) and F = (δ−1 + δ0 + δ1)/3.
As we will show, the limiting process gs in Theorem 1.1 has jump discontinuities, that
is, there are times t > 0 such that the function gt − gt− is non-zero (and hence positive)
over some interval. The jumps that occur before time t = 1 can be ordered by total area∫
(gt−gt−)(x) dx, i.e., the jump size in the stable-1/2 process {θs}s≥0. Denote these jumps
(viewed as elements of C0(R)) by
J1(x), J2(x), . . . where
∫
J1 >
∫
J2 >
∫
J3 > . . . .
(In Section 3, we will see that no two jump sizes can be the same.) For each N , the
Galton-Watson trees Ti with i ≤ N can also be ordered by their size (i.e., the number
of vertices). The corresponding jumps in the (rescaled) occupation density gNs will be
denoted by
JN1 (x), J
N
2 (x), J
N
3 (x), . . . .
(Thus, if the jth largest tree among the first N trees is TbsjNc, then JNj = gNsj − gNbsjNc−1
N
.)
Corollary 1.5. For each m ≥ 1,
(JN1 , J
N
2 , . . . , J
N
m ) =⇒ (J1, J2, . . . , Jm), (1.4)
where the weak convergence is relative to the m-fold product topology on C0(R).
Proof. This is an immediate consequence of Theorem 1.1, because weak convergence in the
Skorohod topology on D implies weak convergence of the ordered jump discontinuities. 
Theorem 1.1 can be regarded as an unconditional version of the local convergence in [5,
Theorem 3.1] and [6, Theorem 1.1]. The connection between Theorem 1.1 and the results
of Bousquet-Me´lou/Janson and Aldous leads to a reasonably complete description of the
Le´vy-Khintchine representation of the pure-jump process {gs}s≥0.
Theorem 1.6. The process {gs}s≥0 is a pure-jump subordinator in the Banach lattice
C0(R). The point process of jumps is a Poisson point process {N (B)}B∈B on the space
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(R+ × R+ × C0(R),B := BR+×R+×C0(R)) with intensity (Le´vy-Khintchine) measure
χ(dt,dl,dh) := dt · dl√
2pil3
· fISE(dh). (1.5)
Consequently, the process gs can be written as
gs(·) D== 1
σνσ
∫∫∫
1[0,s](t)l
3/4h
(
l−1/4
σν
σ
·
)
N (dt,dl,dh). (1.6)
The remainder of the paper is organized as follows. Section 2 is devoted to the proof
of Theorem 1.1, where we make use of Aldous’ stopping time criterion [1] to show the
tightness of the sequence of processes {gNs }s≥0. In Section 3, we prove the properties of
the limiting process gs enumerated in Theorem 1.4 and the Le´vy-Khintchine representation
(1.6).
2. Proof of Theorem 1.1
2.1. Preliminaries on the Skorohod space D. Let (S, d) be a separable and complete
metric space, and let D(S)··=D([0,+∞), (S, d)) be the spaces of all S-valued ca`dla`g func-
tions f with domain [0,+∞), i.e., f ∈ D(S) is right-continuous and has left limits. The
space D(S) is metrizable, and under the usual Skorohod metric, the space D(S) is complete
and separable. We refer to [4, Section 13] for details on the Skorohod topology. Here, we
quote the following theorem, which gives a sufficient condition for the weak convergence
in D(S).
Theorem 2.1. Let {XNt }t≥0 and {Xt}t≥0 ∈ D(S) be S-valued processes. Let ∆ be some
dense subset of [0,+∞). If the sequence {XN}t≥0 is tight (relative to the Skorohod metric)
and if (XNt1 , X
N
t2 , . . . , X
N
tm) =⇒ (Xt1 , Xt2 , . . . , Xtm) as N →∞ for all t1, . . . , tm ∈ ∆, then
{XNt }t≥0 =⇒ {Xt}t≥0 as N →∞.
For the particular case where (S, d) is the real line with the Euclidean metric, Aldous [1,
Theorem 1] gave a useful sufficient condition for the tightness of a sequence {XNt }t∈[0,1]
in the space D([0, 1], (R, |·|)). He also pointed out [2, Theorem 4.4] that, with a slight
modification, the criterion can be generalized to S-valued stochastic processes over the
half line [0,+∞) as long as (S, d) is a complete and separable metric space. We state
Aldous’ criterion in this form below.
Theorem 2.2. Let (S, d) be a complete and separable metric space and let {XNs }s≥0 ∈
D([0,+∞), (S, d)) be a sequence of S-valued stochastic processes. A sufficient condition
for tightness of the sequence
{
XNs
}
s≥0 is that the following two conditions hold:
Condition 1◦. For each s, the sequence
{
XNs
}
N∈N is tight in (S, d), and
Condition 2◦. For any L > 0, any sequence of constant δN ↓ 0, and any sequence of
stopping times τN for {XNs }s≥0 that are all upper bounded by L,
d(XNτN+δN , X
N
τN
)
P−→ 0. (2.1)
Remark 2.3. In the case when (S, d) = (C0(R), ‖·‖∞), (2.1) is equivalent to
XNτN+δN −XNτN
P−→ 0. (2.2)
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2.2. Proof of Tightness. In this section, we prove that the sequence {gNs }N∈N is tight
in D(C0(R)) by verifying Condition 1◦ and Condition 2◦.
To verify Condition 1◦, we will show that for any s ≥ 0 fixed and any  > 0, we can
find a compact subset K ⊂ C0(R) such that P(gNs ∈ K) > 1 −  for all N large. Let
ζsN be the extinction time of the branching random walk gotten by amalgamating the
branching random walks Z1, Z2, · · · , ZbsNc, that is, ζsN is the maximum of the extinction
times of the branching random walks Zi initiated by the first bsNc ancestral particles. By
a fundamental theorem of Kolmogorov,
P {ζ1 > n} ∼ 2
nσ2ν
as n→∞;
consequently, for every  > 0, there exists H = Hs, > 0 such that
P(ζsN > NH) < /2. (2.3)
Therefore, it suffices to prove that there is a compact set K ⊂ C0(R) such that for all N
large,
P
({gNs ∈ K} ∩GsN) ≥ 1− 2 , where GsN := {ζsN < NH} . (2.4)
To establish inequality (2.4) we will use Kolmogorov-Cˇentsov criterion (see, e.g., [8,
Chapter 2, Problem 4.11]). According to this criterion, to prove (2.4) it suffices to prove
that for some m ≥ 3, there exists C = C(s,m,H) > 0 such that for all x, y ∈ R and for
all N sufficiently large,
E
[
gNs (x)− gNs (y)
]2m
1GsN ≤ C|x− y|
2m
5 . (2.5)
(Note: The requirement m ≥ 3 ensures that the exponent 2m/5 is larger than 1, as is
needed for the Kolmogorov-Cˇentsov criterion) To prove (2.5), we will rely on the following
estimates of [10].
Proposition 2.4. [10, Proposition 5] Let Zn(x) be the number of particles at location
x ∈ Z and time n ∈ Z+ in a branching random walk, started from a single particle at
0 ∈ Z, with offspring distribution ν and step distribution F . For each m ∈ N, there is
constant Cm such that for all x, y ∈ Z and all n ≥ 1,
EZn(x)m ≤ Cmnm/2−1 (2.6)
|E(Zn(x)− Zn(y))m| ≤ Cmn2m/5−1|x− y|m/5 (2.7)
Corollary 2.5. Let Zn(x) be as in Proposition 2.4. Then, for any H > 0 and m ≥ 1,
there exists C = Cm,H such that for all N ≥ 1 and x, y ∈ Z/
√
N ,
bNHc∑
n1,...,nm=1
∣∣∣∣∣E
m∏
l=1
(
Znl(
√
Nx)− Znl(
√
Ny)
)∣∣∣∣∣ ≤ C|x− y|m5 N 3m2 −1. (2.8)
Proof. Suppose first m is even. Then by a trivial extension of Ho¨lder’s inequality (see,
e.g.,[13, pp. 4]) and Proposition 2.4,
bNHc∑
n1,...,nm=1
∣∣∣∣∣E
m∏
l=1
(
Znl(
√
Nx)− Znl(
√
Ny)
)∣∣∣∣∣
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≤
bNHc∑
n1,...,nm=1
m∏
l=1
∣∣∣E(Znl(√Nx)− Znl(√Ny))m∣∣∣ 1m
=

bNHc∑
n1=1
∣∣∣E(Zn1(√Nx)− Zn1(√Ny))m∣∣∣ 1m

m
≤

bNHc∑
n1=1
[
Cmn
2m
5
−1
1 |x− y|
m
5 N
m
10
] 1
m

m
≤ Cm,H |x− y|m5 N 3m2 −1.
The case when m is odd is similar. 
Proof of Condition 1◦. It suffices to verify (2.5). By the triangle inequality and the as-
sumption that X¯N (x) is defined by linear interpolation, we need only consider x, y ∈
Z/
√
N in (2.5).
Let Zi,n(x) be the number of particles at site x ∈ Z in generation n of the i-th ancestral
particle. The left side of (2.5) is clearly bounded by
N−3m · E

bsNc∑
i=1
bNHc∑
n=0
[
Zi,n(
√
Nx)− Zi,n(
√
Ny)
]
2m
.
We expand the product under the expectation sign and write it as a sum of expectations:
N−3m ·
bsNc∑
i1,...,i2m=1
bNHc∑
n1,...,n2m=0
E
2m∏
j=1
[
Z
bsNc
ij ,nj
(
√
Nx)− ZbsNcij ,nj (
√
Ny)
]
. (2.9)
When the product inside the expectations is expanded, each term is a product of 2m dif-
ferences of occupation counts in one of the branching random walks Zij in some generation
nj . Observe that repetitions of the indices ij and nj are allowed.
Note that Proposition 2.4 applies only for generation n ≥ 1, whereas n1, . . . , n2m in (2.9)
run from generation 0. However, since originally all particles are placed at the origin, we
lose nothing by summing from 1 to bNHc as long as xy 6= 0. The case when xy = 0 will
be treated separately at the end.
Suppose x 6= 0, y 6= 0. If ij1 6= ij2 are indices of two distinct ancestral individuals, then
the differences
[
Zij1 ,nj1 (
√
Nx)− Zij1 ,nj1 (
√
Ny)
]
and
[
Zij2 ,nj2 (
√
Nx)− Zij2 ,nj2 (
√
Ny)
]
are
independent. Let r be the number of distinct ij ’s inside the expectation in (2.9); then
(2.9) can be written as
N−3m
2m∑
r=1
bsNc∑
i1...ir=1
r∏
j=1
 bNHc∑
nj1...n
j
mj
=1
E
mj∏
l=1
(
Z
ij ,n
j
l
(
√
Nx)− Z
ij ,n
j
l
(
√
Ny)
) . (2.10)
For a particular term with r distinct ancestors i1, . . . , ir in which ij occurs mj times
(j = 1, 2, . . . , r), the expectation can be factored as a product of r expectations, where
each expectation is an expectation of the differences involving the offspring of only one
ancestor at time 0. Thus, we always have
∑r
j=1mj = 2m. For each bracketed factor in
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(2.10), for each ancestor ij , the summation is over all possible choices of the generations
nj1, . . . , n
j
mj ; this can be bounded using Corollary 2.5 above. It follows that
N−3m
2m∑
r=1
bsNc∑
i1,...,ir=1
r∏
j=1
C(mj , H)|x− y|
mj
5 N
3mj
2
−1
≤ C1(m, s,H)N−3m
2m∑
r=1
N r ·N 32 ·2m−r|x− y| 2m5
≤ C(m, s,H)|x− y| 2m5 ,
and (2.5) is proved.
Finally, we must deal with the case when xy = 0. If x = y = 0, then both sides of (2.5)
are zero. If x = 0 and y 6= 0, then, because all initial bsNc particles are placed at zero,
we can write the left side of (2.5) as
E

bsNc∑
i=1
NH∑
n=1
[
Zi,n(0)− Zi,n(
√
Ny)
]
N3/2
+ bsNc
N3/2

2m
.
It is not difficult to see that for large N , the first term dominates, because this term can
be handled exactly as in the case xy 6= 0. This proves that Condition 1◦ holds. 
Proof of Condition 2◦. For each N the process gNs is piecewise constant in s, with jumps
only at times s that are integer multiples of 1/N . Consequently, in verifying Condition 2 we
may restrict attention to stopping times τN such that NτN is an integer between 0 and NL.
It is obvious from its definition that the discrete-time process gNs , with s = 0, 1/N, 2/N, · · · ,
is non-decreasing and has stationary, independent increments; therefore, for any stopping
time τN and any constant δ > 0, the increment gNτN+δ − gNτN has the same distribution as
gNδ . Therefore, to prove Condition 2
◦ it is enough to show that for any  > 0 there exists
δ > 0 such that for all N sufficiently large,
P
(
sup
x∈R
gNδ (x) ≥ 
)
≤ ,
equivalently,
P
(
sup
x∈R
g
bδNc
1 (x) ≥ δ−3/2
)
≤ . (2.11)
But we have already proved, in Condition 1◦, that the sequence of C0(R)−valued processes
gN1 is tight, so there exists K = K <∞ so large that for all m ∈ N,
P
(
sup
x∈R
gm1 (x) ≥ K
)
≤ .
By choosing δ > 0 so small that /δ3/2 > K, we obtain (2.11) for N sufficiently large. 
2.3. Uniqueness of the Limit Process. Since {gNs }s≥0 has stationary and indepen-
dent increments, any weak limit will also have these properties. Therefore, to prove the
uniqueness of the limit process it suffices to show that for any fixed time s > 0 there is
only one possible limit for the sequence {gNs }N∈N.
For any N ∈ N, the random function gNs (·) is defined by rescaling the occupation mea-
sure XbsNc of the branching random walk initiated by the first bsNc ancestral individuals
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(cf. equation (1.2)). The occupation measure XbsNc is defined by (1.1), which can be
rewritten as
Xm(j) =
m∑
i=1
∞∑
n=0
Zi,n(j).
Fix H > 0, and define
Xm,H(j) =
m∑
i=1
NH∑
n=0
Zi,n(j) and
gNs,H(x) = N
−3/2X¯bsNc,H(
√
Nx)
where, as earlier, the bar denotes the function obtained by linear interpolation. The same
calculations as in the proof of Condition 1◦ show that for any fixed H > 0 and s > 0 the
sequence gNs,H is tight.
Watanabe’s convergence theorem implies that the random measures with densities gNs,H
must converge to the corresponding occupation measure for the super-Brownian motion
with variance parameters σ2F and σ
2
ν . Consequently, any weak subsequential limit of the
sequence gNs,H in the function space C0(R) must be a density for the occupation measure
of the super-Brownian motion, that is, as N →∞
gNs,H =⇒ gs,H where gs,H(x)··=
∫ H
0
Y s(t, x)dt.
But by inequality (2.3), for any  > 0 there exists H = H <∞ so large that for any N ,
P
{
gNs 6= gNs,H
} ≤ .
Consequently, the sequence {gNs }N∈N must converge weakly to
∫∞
0 Y
s(t, x)dt.
3. Properties of the Limiting Process
In this section, we prove properties of the limiting process {gs}s≥0 (Theorem 1.4) and
characterize it using a Poisson point process (Theorem 1.6). In order to make sense of
the notion of a “subordinator” on the function space C0(R), we first briefly review the
definition of a Banach lattice.
Definition 3.1. A Banach lattice is a triple (E, ‖·‖,≤) such that
(a). (E, ‖·‖) is a Banach space with norm ‖·‖;
(b). (E,≤) is an ordered vector space with the partial ordering ≤;
(c). under ≤, any pair x, y ∈ E has a least upper bound denoted by x ∨ y and a greatest
lower bound denoted by x ∧ y (this is the “lattice” property); and
(d). Set |x|··=x ∨ (−x). Then |x| ≤ |y| implies ‖x‖ ≤ ‖y‖, ∀x, y ∈ E (i.e., ‖·‖ is “a lattice
norm”).
Example 1. The Banach space (C0(R), ‖·‖∞) has a natural partial ordering, defined by
f ≤ g if and only if g(x)− f(x) ≥ 0 for all x ∈ R.
The triple (C0(R), ‖·‖∞,≤) clearly satisfies (a) and (b) in Definition 3.1. The least upper
bound and the greatest lower bound are defined pointwise:
(f ∨ g)(x) = f(x) ∨ g(x), (f ∧ g)(x) = f(x) ∧ g(x).
Condition (d) can be verified easily.
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Definition 3.2. Let (E, ‖·‖,≤) be a Banach lattice. An E-valued stochastic process
{Xt}t≥0 is a subordinator if {Xt}t≥0 is a Le´vy process (that is, {Xt}t≥0 has stationary,
independent increments) and with probability one, for all t ≥ s ≥ 0,
Xt −Xs ≥ 0.
A subordinator {Xt}t≥0 is a pure jump process if for every t,
Xt =
∑
s≤t
(Xs −Xs−).
Proof of Theorem 1.4. For (i), we have already observed that gs has stationary, indepen-
dent increments and increasing sample paths relative to the natural partial order ≤ on
C0(R). What remains to be shown is that gs is a pure jump process, and we will prove it
at the end. For (ii), we have for each N ≥ 1,
gNs (x) =
X¯bsNc(
√
Nx)
N3/2
=
bsNc3/2
N3/2
·
X¯1·bsNc
(√
Nx
)
bsNc3/2 =
bsNc3/2
N3/2
g
bsNc
1
(√
N
bsNc x
)
.
Taking N → ∞ gives (ii). The claim that {Is}s≥0 is a stable-2/3 subordinator follows
from monotonicity of gs and the scaling relation above at x = 0, which yields
Is = s
3/2I1.
For (iv), recall that a version of the stable–12 subordinator on R is the inverse local-time
process of a standard Brownian motion {Bt}t≥0
τ˜s = inf{t ≥ 0 : L0t > s},
where L0t is the Brownian local time at location 0 up to time t. The jumps of the process
{τ˜s}s≥0 are the lengths of the excursions of the Brownian path.
Now consider a sequence of independent critical Galton-Watson trees Ti with offspring
distribution ν, initiated by particles i = 1, 2, 3, . . . . Let |Ti| be the size (number of vertices)
of the i-th tree, and set AN ··=
∑N
i=1 |Ti|, the total number of vertices in the first k trees.
Then by a theorem of Le Gall [11], as N →∞,
{AbsNc/N2}s≥0 =⇒ {τ˜s/σν}s≥0 D== {σ−2ν τ˜s}s≥0,
where the last equality follows from the scaling rule of a stable–12 process.
Next, suppose that branching random walks are built on the Galton-Watson trees Ti
by labelling the vertices, as described earlier. Then clearly
AbsNc =
∑
j∈Z/√N
XbsNc(
√
Nj)
But Theorem 1.1 implies that as N →∞{∑
j∈Z/√N X
bsNc(
√
Nj)
N2
}
s≥0
=
 1√N ∑
j∈Z/√N
gNs (j)

s≥0
=⇒ {θs}s≥0,
where θs··=
∫
R gs(x)dx. Consequently, the processes {θs}s≥0 and {σ−2ν τ˜s}s≥0 have the same
law, and so {θs}s≥0 is a stable-1/2 subordinator.
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To show that {gs}s≥0 has pure jumps, we make use of the fact that the total area process
{θs}s≥0 is a stable–12 subordinator and thus has pure jumps. Let J be the set of jump
times of the process {θs}s≥0, that is, the set of all t ≥ 0 for which θ(t)− θ(t−) > 0. Define
g˜s =
∑
t∈J∩[0,s]
(gt − gt−),
a process that collects the changes in {gs}s≥0 at those times when the limiting total area
process {θs}s≥0 makes jumps. Clearly, the process g˜s is an increasing process in C0(R),
and since g˜s only gathers the jumps of gs, we have
g˜s ≤ gs for every s ≥ 0.
But since the area process θs is pure jump, gs and g˜s bound the same total area for every
s, that is, ∫
R
gs(x) dx = θs =
∫
R
g˜s(x) dx.
By continuity of both gs and g˜s, we have gs = g˜s for every s, and thus the process gs is a
pure jump process in C0(R).

Proof of Theorem 1.6. We have already proved in Theorem 1.4 that the process gs consists
of pure jumps. It remains to show that the point process of jumps is a Poisson point process
with intensity given by (1.5) and then the representation (1.6) would follow automatically.
Consider the point process of jumps of gs for s ≤ 1 (the case s ≤ s∗, for arbitrary
s∗ > 0, can be handled in analogous fashion). Let J1, J2, . . . be the jumps ordered by size
from largest to smallest, as in Corollary 1.5. Since by Theorem 1.4, the limiting process
{gs}s≥0 is a pure jump subordinator, we have
g1 =
∞∑
i=1
Ji. (3.1)
Theorem 1.4 also implies that the jump sizes |Ji| =
∫
Ji(x) dx are distributed (jointly) as
the ordered excursion lengths of a standard Brownian motion run up to the first time t
that L0t = 1, rescaled by σ
−2
ν . By Corollary 1.5, for any m ≥ 1, as k →∞,
(JN1 , J
N
2 , . . . , J
N
m ) =⇒ (J1, J2, . . . , Jm), (3.2)
where JN1 , J
N
2 , . . . are the ordered jumps in the (rescaled) occupation density processes
gNs for s ≤ 1 for the branching random walk obtained by amalgamating the first N trees.
Consequently, the joint distribution of the random variables
|JNi | = |T N(i) |/N2
(where T N(i) is the i-th largest tree among the first N trees) converges to the joint distribu-
tion of the sizes |Ji|. In particular, the largest, second largest, etc., trees among the first
N trees have sizes of order N2 — and so as N →∞, these will be large.
To identify the limiting distribution of the rescaled jumps, we now make use of Theorem
1.1 in [6], which states that the occupation density of a conditioned branching random
walk scaled by the size of the tree converges to that of the ISE density fISE, as the size of
the tree becomes large. This implies, for each i = 1, 2, . . . , as N →∞,
JNi (|JNi |1/4 · )
|JNi |3/4
=⇒ γf (i)ISE(γ · ), where γ = σ−1F σ1/2ν , (3.3)
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and the limiting ISE densities, f
(1)
ISE, f
(2)
ISE, . . . are i.i.d copies of fISE. By (3.2) and (3.3),
we can describe the joint distribution of J1, J2, . . . as follows: (a) let ε1 > ε2 > ε3 > . . .
be the ordered excursion lengths of a standard Brownian motion run until the first time t
such that L0t = 1; (b) let f1, f2, f3, . . . be i.i.d. copies of the ISE density fISE; and (c) let
Ji(·)··= (σ−2ν εi)3/4γfi(γ(σ−2ν εi)−1/4 · )
=
1
σνσF
ε
3/4
i fi(σνσ
−1
F ε
−1/4
i · )
Since the ordered excursion lengths ε1 > ε2 > ε3 > . . . have the distribution of the ordered
points in a Poisson point process on R+ with intensity measure dy√
2piy3
, the representation
(1.6) follows from (3.1).

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