Localization in long-range Internet of Things networks is a challenging task, mainly due to the long distances and low bandwidth used. Moreover, the cost, power, and size limitations restrict the integration of a GPS receiver in each device. In this article, we introduce a novel received signal strength indicator (RSSI)-based localization solution for ultra narrow band (UNB) long-range IoT networks such as Sigfox. The essence of our approach is to leverage the existence of a few GPS-enabled sensors nodes (GSNs) in the network to split the wide coverage into classes, enabling RSSI-based fingerprinting of other sensors nodes (SNs). By using machine learning algorithms at the network backed-end, the proposed approach does not impose extra power, payload, or hardware requirements. To comprehensively validate the performance of the proposed method, a measurement-based dataset that has been collected in the city of Antwerp is used. We show that a location classification accuracy of 80% is achieved by virtually splitting a city with a radius of 2.5 km into seven classes. Moreover, separating classes, by increasing the spacing between them, brings the classification accuracy up-to 92% based on our measurements. Furthermore, when the density of GSN nodes is high enough to enable deviceto-device communication, using multilateration, we improve the probability of localizing SNs with an error lower than 20 m by 40% in our measurement scenario. Index Terms-Fingerprinting, Internet of Things (IoT), localization, machine learning, received signal strength indicator (RSSI), ultra narrow band (UNB).
I. INTRODUCTION
T HE INTERNET of Things (IoT) is becoming ubiquitous, enabling everyday objects to be equipped with computation and communication capabilities [1] - [5] . To realize IoT, currently deployed networks are using long range, low power, and low throughput communications, such as Sigfox [6] , Weightless-P [7] , LoRa [8] , and narrow band (NB)-IoT [9] . Among these technologies, ultra narrow band (UNB)-based solutions, such as Sigfox, offer a compelling mix of simplicity and wide coverage to provide connectivity to millions of devices.
The demand for IoT is set to rise further with the advent of location-based services. In fact, many IoT applications Manuscript fundamentally depend on the location information to meaningfully interpret any physical measurements collected [3] , [4] . Unfortunately, the long range and narrow bandwidth, associated with UNB IoT networks, make localization problematic. On the one hand, GPS receivers are power hungry and rather expensive to integrate with each IoT node. On the other hand, ranging-based methods lack accuracy because of the long distances and the ultra narrow bandwidth [10] . A promising alternative method to tackle these challenges is fingerprintingbased localization. Particularly, by leveraging the advances in machine learning (ML) algorithms, fingerprinting methods have expanded to include outdoor scenarios [1] , [2] . Conventional fingerprinting localization techniques consist of two phases: 1) a training phase, namely, an offline phase and 2) a location estimation phase, namely, an online phase. In the training phase, received signal strength indicator (RSSI) measurements, also known as fingerprints, are collected at known positions and concurrently stored in a dataset. Subsequently, in the online phase, nodes locations are estimated by comparing the real-time RSSI measurements with the entries from the dataset [11] . This comparison process is performed using ML algorithms. In general, the main disadvantage of fingerprinting localization is the necessity to keep updating the training datasets. Such a process is both time consuming and labor intensive. In this article, we tackle this drawback by relying on a few GPS-enabled sensor nodes (GSNs) to collect the training data making it, constantly, up to date. This promising potential of fingerprinting methods alongside the insisting demands for an accurate localization technique for UNB IoT networks inspired our work in this article.
A. Related Works
The localization problem has been extensively explored in the literature for various kind of networks in different scenarios [12] - [16] . However, the new characteristics of IoT networks, such as the long range, limited number of messages, and the inexpensive IoT nodes, bring extra localization challenges. Therefore, the localization problem in IoT networks has recently attracted considerable research focus [4] , [17] . Among all the localization techniques, RSSIbased methods have been proven as one of the effective solutions [4] , [18] - [23] . In particular, RSSI fingerprinting localization has been widely used in various works [23] - [27] , in which both the offline and online phase challenges are addressed.
The main challenge in the offline phase is to minimize the time and effort required to construct a radio map for the area of interest [11] . To address this issue, Kumar et al. [26] and Shit et al. [28] adopted probabilistic fingerprinting methods based on RSSI distribution information. The experimental results showed that probabilistic approaches provide good performance. However, the validation of these approaches is limited to indoor environments [27] . For the online phase, the main challenge is mapping the new RSSI measurements to their corresponding locations using the radio map. Here, ML algorithms played a significant role in achieving better localization accuracy. A comparison between relevant ML algorithms for fingerprinting-based localization is presented in [24] . Among the presented algorithms, support vector machines (SVMs) and tree-based [e.g., random forest (RndF)] have shown satisfying accuracy for this range of problems [24] , [25] . Zhou et al. [29] proposed SVMbased device-free localization using channel state information fingerprinting. Also, in cases where the training dataset and the number of features are relatively small, SVM has shown sufficient classification accuracy [25] , [30] . Such characteristics are encountered in long-range networks considered in this article. However, the focus of these aforementioned works is mainly indoor environments. Hence, the proposed methods are incompetent for outdoor long-range IoT networks.
The outdoor localization accuracy of a LoRa deployment using RSSI measurements is investigated in [31] where a localization error around 30 m is achieved. However, the authors considered an optimistic scenario with a very dense gateway deployment. In [32] and [33] , the localization of IoT nodes using mobile anchors is proposed. Although mobile anchors introduce swift and flexible localization solutions, they typically serve limited areas [33] . A method that uses information about nearby Wi-Fi access points to localize Sigfox nodes is proposed in [34] . This approach achieved location estimation with a median error of 39 m. However, it requires dedicated Sigfox messages, leading to inefficient use of the limited Sigfox transmissions.
The localization problem in long-range UNB IoT networks using RSSI fingerprinting has been addressed in [1] , [2] , and [35] . Aernouts et al. [2] introduced datasets collected in large-scale outdoor environments. Moreover, a primary fingerprinting localization using k-nearest neighbors (k-NNs) algorithm on the dataset is examined. A comparison between different RSSI-based techniques for long-range IoT networks is presented in [35] . The comparison results concluded that the fingerprinting method outperforms other RSSI localization methods. However, in [2] and [35] , the training data has been randomly selected from the whole dataset, which implies having knowledge of RSSI fingerprints all over the coverage area. In fact, this requires either a massive number of GSNs to collect tanning data, which is expensive, or alternatively, spend time and effort in building a radio map that is highly vulnerable to become outdated. In [1] , a novel measurement-based localization approach that leverages the existence of a few GPS nodes (e.g., 1% of the nodes) is presented. Furthermore, enhancement of the localization accuracy using device-to-device (D2D) short-range communication is introduced. However, the measurements were only limited to a university campus, and hence, the performance of the proposed approach in large-scale cities is an open problem.
B. Contribution and Article Structure
In this article, we introduce a novel measurement-based localization approach that leverages the existence of a few GSN by using their fingerprints to localize other sensors. In particular, we extend the work presented in [1] by applying the localization approach on a larger scale to include an entire city. This allows us to introduce new design parameters and subsequently investigate the tradeoffs between them. Our approach starts by classifying the non-GPS sensor nodes (SNs) into classes and then followed by a multilateration process within classes for localization with higher precision.
1) Classification-Based Localization: In the first step, we classify SN nodes into classes anchored by GSN nodes. For instance, in many applications, such as package localization, knowing in which airport your suitcase is, gives sufficient information. In fact, based on the application requirements, it can be assumed that classes are connected or separated, as shown in Fig. 1 . To investigate the feasibility of the proposed approach, we introduce various design parameters, such as the number of classes, the spacing between adjacent classes, the size of training data, and the number of features used. Each one of these parameters affects the classification accuracy and hence should be chosen carefully based on the application. For instance, the spacing between adjacent classes can be tuned to have localization service all over the coverage area (i.e., connected classes) or limited to certain locations (i.e., separated classes) based on the application requirements.
Moreover, we address the size of the training data, including the number of training examples and the number of features when using SVM and RndF classifiers. This is particularly important given the limited number of messages in long-range IoT networks. Another essential parameter is the number of GSNs, represented by the number of classes, assuming at least one GSN per class. In fact, increasing the density of GSNs will result in smaller classes radii, lower localization errors, but more similarity in the fingerprints of nearby GSNs and hence higher classification error. Therefore, in the case of high GSNs density, we can rely on D2D communication to perform multilateration.
2) Regression-Based Distance Estimation: This step improves the localization accuracy by relying on D2D communication between the GSN anchors and SNs, as IoT nodes, typically, by default, have modems that support short-range D2D communication [36] . Instead of decreasing the localization errors by increasing the number of classes, i.e., GSNs, we fine-tune the location within the class by performing multilateration using three GSNs. We can then localize nodes in a two-step method: first, fingerprinting classification using GSNs and then, multilateration relying on D2D communication. In fact, limiting the use of RSSI distance estimation to short distances provides satisfactory performance.
In contrast to the existing literature on fingerprinting localization, our proposed two-step method saves time and effort required to build a full radio map. Such a radio map is highly vulnerable to become outdated, particularly with the longrange and outdoor deployment considered. Instead, we first rely on GSN anchors, with their constantly updated RSSI measurements, to classify SNs. However, since the locations of GSNs are sparse, the estimated location of a given SN node is represented by a zone, namely, a class. Such an estimated zone is, in fact, sufficient for many applications, such as package localization. Nevertheless, to further refine this estimation, we introduce the second step for those applications that require more localization precision. This step improves the precision, conditioned on the availability of D2D communication. In particular, the second step relies on regression-based distance estimations, delivering the exact position of the SN node.
The rest of this article is organized as follows. Section II details the communication technologies used and clarifies the localization problem in long-range UNB IoT networks. In Section III, we introduce our fingerprinting base approach and detail the ML algorithms considered in this article. Localization based on distance estimation is presented in Section IV. Our experimental results using a real Sigfox deployment are presented in Section V. Finally, we conclude this article in Section VI.
II. BACKGROUND AND PROBLEM STATEMENT
In this section, we introduce the structure of UNB IoT network. Subsequently, the localization problem in such networks is thoroughly detailed.
A. Background
Sigfox [6] , is an IoT provider which uses UNB channels. The physical layer of Sigfox uses BPSK modulation technique providing a fixed bit rate of 100 bps with a payload up to 12 bytes. Moreover, the ISM 868-MHz band is used from which a bandwidth of 40 kHz is split, providing orthogonal channels with a bandwidth of 100 Hz each. Consequently, IoT nodes randomly pick a channel for each transmission [37] . Following the regulations of the ISM band, Sigfox MAC layer is designed to limit the number of transmissions to 140 messages a day.
1) Sigfox-Cellular IoT Network: Sigfox is a star cellular network in which the uplink data flow from nodes to base stations (BSs) are assumed to be 97% of the overall traffic.
An illustration of a Sigfox network is shown in Fig. 1 . As one can see in the figure, the network consists of three parts: 1) the things, which could be any sensor or package equipped with an RF transmitter; 2) the BSs, which collect the data transmitted by the sensors; and 3) the network's cloud to which all BSs are connected. Moreover, the user back-end could be added optionally, in different forms, to allow the users to access their data either via e-mail, API, or store it to their database. In the scope of this article, we highlight the three main elements used in our experiments. 1) BS: A single Sigfox BS can provide a coverage range up to 40 km. Hence, few BSs are able to cover an entire city, both indoor and outdoor [6] . Sigfox BSs are connected to a centralized user back-end, enabling connectivity for millions of nodes. 2) SN: The nodes used are equipped with telecom design (TD) modems (TD1208). These modems support communication over Sigfox and use a transmit power up to 25 mW. 3) GSN: They are nodes with the same functionality as SN. However, their modems are equipped with a GPSreceiver (TD1204) and, therefore, their coordinates are included in the messages they send. Another possible implementation is to use hybrid networks in which SN nodes forward data to gateway nodes which, in turn, send it to the BSs [36] . Such a short relay connection can be made using TD-LAN. In our case, we assume that GSNs receive messages from SNs. This LAN network, with its short range communication, can be used to increase the localization accuracy of SN nodes within classes.
2) Device-to-Device LAN Enabled: Nodes used in our experiments have TD Sigfox modems. These modems support communication over both Sigfox and TD LAN. Therefore, D2D communication can be enabled to build a TD-LAN network [36] . The TD-LAN is an energy-efficient network uses time division duplex (TDD) with narrow bandwidth channels of 25 kHz. Gaussian minimum shift keying (GMSK) is used as a modulation technique, and the frequency band is similar to Sigfox, i.e., ISM 869 MHz. In TD-LAN, the payload can go up to 17 bytes with a transmission rate of 9600 bps. A star topology can be formed by fixing a particular node in receive mode while its neighbors transmit upon request.
B. Problem Statement
Each Sigfox message is received by all reachable BSs. However, they are typically far, in a region where the RSSIdistance curve resolution is not sufficient. Since long-range IoT networks are cellular-based, one might intuitively suggest using the multiple BSs to perform multilateration rangingbased techniques for localization. In fact, unlike the typical mobile cellular networks, in long-range IoT networks, each BS covers a relatively large distance, i.e., up to 40 km [6] , [37] , hence leading to a rather large uncertainty zone. Particularly, in multilateration process, the accuracy depends on the distance from nodes to BSs. This distance is estimated using time of arrival (ToA) or RSSI. First, if ToA is used, the Cramér-Rao lower bound (CRLB) of the estimated distanced is given by [10] 
where Var{·} is the variance, ν is the speed of light, SNR is the signal-to-noise ratio, and β is the effective signal bandwidth. Based on (1), the accuracy of ToA localization techniques is directly proportional to the signal bandwidth. Long-range communication mainly works with UNB transmission [6] . Therefore, the UNB channels of 100 Hz lead to a significantly low time resolution in which the transmission time goes up to 1-2 s per message. Such a low time resolution severely degrades the estimation accuracy. For the case of RSSI, the CRLB of an estimated distanced is given by the following: inequality [10] Var d ≥ ln 10 10
where d is the distance between the node and the BS, n p is the path loss exponent, and σ sh represents the standard deviation of the log-normal shadowing effect. By detailing the variables in (2), we first have σ sh and n p that are channel parameters and hence, are out of control for a given environment. In (2), moreover, one observes that the estimator accuracy is inversely proportional to the distance d, i.e., the larger the distance, the lower the accuracy. This means that poor accuracy is achieved with long-range communication. Interestingly, RSSI measurements present two distinctly different behaviors when the receiver is close to the transmitter, rather than further away [1] . For short distances, the RSSIdistance curve decreases rapidly with the distance. However, as the distance increases (>100 m), the RSSI-distance slope decreases asymptotically. Concurrently, the variations around the mean increases, as shown in Fig. 2 . Therefore, RSSI measurements can be used for distance estimation and fingerprinting, depending on the distance. At short distances, ranging using a regression process gives an accurate estimation of the distance between the node and the BS. On the other hand, as the distance increases and hence, the variance of the RSSI measurements, the distance estimation error rises dramatically. Therefore, it is preferable to leverage such variations to distinguish between different locations and subsequently, classify nodes into classes using their RSSI measurements.
III. FINGERPRINTING-BASED CLASSIFICATION
In this section, we present our novel long-range localization approach based on region partitioning using GSNs. In particular, GSN's RSSI fingerprints are used as landmarks (i.e., training data) for our classification framework, allowing us to divide the SNs into classes. In the following, we introduce our system design. Subsequently, we highlight two algorithms which are widely used for such classification problems: 1) RndF and 2) SVM classification algorithms. Finally, we present our algorithm summary and detail the error metric of our classification problem.
A. System Design
Consider an outdoor UNB IoT network in which SNs are randomly distributed in a wide region. Assume two kinds of nodes: GSN and SN. We aim at using the nodes GSN 1 , GSN 2 , . . . , GSN L with their know locations c 1 , c 2 , . . . , c L , respectively, to split the wide region into L classes, as shown in Fig. 3 . The classes are assumed to have equal radii denoted as r with GSNs located at the centers. Moreover, we assume equal spacing D between the centers of adjacent classes, i.e., adjacent GSNs. In order to split the region into classes based on GSNs, we have D ≥ √ 3r. Accordingly, the spacing between adjacent classes, x, is defined as:
If SNs are uniformly distributed all over the region then, we choose classes with D = √ 3r, i.e., x = 0. However, if SNs are located in given parts of the region, then we choose separated classes with spacing x > 0, i.e., D > √ 3r. In long-range UNB IoT networks, each message sent by GSN or SN is received by M BSs at which RSSI is measured. This gives us a vector Now, using L GSNs, we assume that the region is divided into L classes based on GSN 1 , GSN 2 , . . . , GSN L with their matrices C 1 , C 2 , . . . , C L , respectively. Table I presents the RSSI values of matrix C l for a given GSN, namely GSN l . Considering all L classes, the measurements can be stored in a 3-D matrix with a size of T × M × L. In classification problems, this represents a T × L set of training examples with M different features. Now, given the locations and the RSSI fingerprints collected from GSNs, we proceed to classify all SNs to one of these classes using ML algorithms. In the next section, we present the relevant algorithms considered in this article.
B. Supported Vector Machines
SVM is a supervised ML algorithm commonly used in classification problems. It is distinguished by its support vectors and kernel function [30] . The support vectors are chosen in the training phase and are defined as the critical elements of the dataset. This set of critical elements determines a separating hyperplane with the objective of maximizing decision margins. The learning of the hyperplane is done by mapping the dataset into a higher dimension. This is where the kernel plays a role. In this article, we consider the RBF kernel function, also known as Gaussian kernel. RBF kernel is known for its empirical effectiveness and is easy to calibrate [25] , [26] . Now, let vector R denotes a training example from a given class, i.e., GSN node, and vector R indicates a test example from a given SN node, the corresponding RBF kernel is defined as
where . is the Euclidean distance. σ 2 is known as the smoothness parameter of the kernel (i. 4: newMessage ← receiveMessage ( ) 5 :
if newMessage.sender ∈ GSN 1 , GSN 2 . . . , GSN L then 7: C l = newMessage.getC ( ) 8 :
t l ← t l + 1 10: else 11: SN class = ML.predict (newMessage) # classification 12: end if # training phase 13: if time.seconds ( ) % trainPeriod == 0 then 14: ML.train (C 1 , . . . , C l . . . , C L ) 15: end if 16: end while the number of features, M. In fact, a favorable initial value of σ 2 is M/2 [38] . Subsequently, we tune it, if needed, based on the way the training dataset varies.
C. Random Forest
RndF is ensemble classifier based on creating various tree predictors in the training phase and then output the class labels which have the majority vote among the trees. Each tree is grown by randomly drawing samples, with replacement, from the training set. In our localization approach messages collected from GSN are used to construct trees. These trees are then combined by averaging their probabilistic prediction. RndF attains high classification accuracy and can handle outliers and noise in the data [39] particularly, in cases with a rather high number of features. Moreover, it is known for being less susceptible to over-fitting.
D. Algorithm Summary and Error Metric
The steps for updating the training data and estimating the class of any given SN are summarized in Algorithm 1. The algorithm works as follows. When a new message arrives at the network back-end, it first asks for the RSSI measurements from all BSs, i.e., R (t) . Subsequently, the algorithm checks the message sender. If the sender is one of the GSNs, it uses R (t) to update the corresponding class matrix, namely, C l (lines 7-9). Otherwise, the message is assumed to be from an SN. Hence, the algorithm proceeds to estimate its class denoted as SN class . The ML model is trained periodically, as described in Algorithm 1 (lines 13-15). In particular, the ML model's retraining interval is defined as trainPeriod. This period depends on the message transmission rate and the environment. A reasonable empirical value for a Sigfox network in an urban area is 1 h. Note that, in Algorithm 1, the number of rows in the training data, T, is fixed. This means that whenever a new training message is recorded, it overwrites its oldest counterpart, thus keeping the training dataset updated.
As shown in Algorithm 1, the SN in an unknown class centered at c is classified into one of the GSN known classes.
Therefore, one can define the classification error as ξ = ĉ − c 2 (5) whereĉ is the center of the estimated class. Consequently, in case a classification error occurs, the minimum error is defined by the distance D between adjacent classes (i.e., the separation between adjacent GSNs). Consequently, one can write
Now, define the radius r as the distance between GSN and the furthest SN in a given class. The classification error decreases when x increases, i.e., when D √ 3r. The influence of x on the classification accuracy, for a given number of classes, is presented in the results section using measurements.
IV. REGRESSION-BASED DISTANCE ESTIMATION
Exploiting the benefits of having GSNs can be extended by using short-range D2D communication between GSN and SN nodes. If three GSNs are available within the communication range, RSSI values can be used for distance estimation [11] , [26] . Thus, in addition to classifying SNs into classes, it is possible to further estimate their location within the class. This can be achieved by estimating distances between SN and GSNs. Even though this step requires at least 3 GSNs, it can substantially increase the localization accuracy.
A. Regression
Instead of building a full radio map, the regression process is a sufficient alternative to estimate distances as a function of RSSI. Basically, a regression process interpolates discrete measurements and generates a continuous output function, which subsequently used to map any RSSI value to its corresponding distance [40] , [41] . Assume RSSI samples are collected at J different distances from a given GSN node, the regression problem can be written as
where d j is the distance of the jth location from the GSN.
Assuming an nth degree polynomial regression function, (RSSI j ) is expressed by RSSI j = a 0 + a 1 RSSI j + a 2 RSSI 2 j + · · · + a n RSSI n j (8) where a i (with i = 0, 1, 2, . . . , n) is the ith coefficient and j = 1, 2, . . . , J. The motivation behind choosing the polynomial regression is its evaluation simplicity and the fact that polynomials dominate the interpolation theory [42] . Once (RSSI j ) is defined, the distance estimated from a new RSSI t measurement is written aŝ
Here, it is worth noting that −1 (d j ) is a continuous function. Hence,d can take any non-negative value. SN location = multilateration (d 1 ,d 2 , ...,d K , c 1 , c 2 , . .., c K ) 7: else 8: SN location = SN class # from Algorithm 1 9: end if 
B. Algorithm Summary and Error Metric
Algorithm 2 presents the details of estimating the location of a given SN when D2D communication is enabled. Once SN class is estimated using Algorithm 1, the position within the class, SN location , can be estimated using Algorithm 2. Let K denotes the number of GSN nodes which are in range of the target SN. The function inRange(SN, GSN i ) simply returns one if GSN i is able to receive messages from SN and zero otherwise. If K ≥ 3, the algorithm uses (9) to findd 1 ,d 2 , . . . ,d K and subsequently performs the multilateration process. However, if K < 3, the multilateration process is not applicable. Hence, it returns SN class estimated in Algorithm 1.
In practice, the function (RSSI j ) does not fit the data perfectly. Therefore, an estimation error is expected. The average localization error is given by
where T s is the number of RSSI measurements used to estimate the distance between one GSN and the given SN node. Moreover,d tk in (10), represents the estimated distance from the kth GSN using the t-th RSSI measurement.
V. EXPERIMENTAL RESULTS
In this section, we present our experimental setup. Subsequently, results using IoT nodes that support communication over both Sigfox and TD-LAN are detailed. 
A. Experimental Setup
The experiments have been conducted in two different scenarios, a university campus, and a city center.
1) University Campus: In the second scenario, 16 nodes equipped with Sigfox modems are positioned in KU Leuven's Arenberg campus with D ≈ 2.5r, as shown in Fig. 4 . Each node sent 100 messages from which the RSSI values are measured at the 3 BSs that have received the messages. In Fig. 4 , the dark orange and dark blue nodes are GSNs. Moreover, D2D communication is enabled over TD-LAN network. Using D2D communication, we aim to further increase the localization accuracy within classes using the RSSI measurement collected when nodes communicate with each other.
2) City Center: Fig. 5 presents the positions, in the city of Antwerp, from which Sigfox messages are collected [2] . In particular, over 14 000 Sigfox messages were collected using 20 cars of the Belgian postal service [2] for two months and a half. Messages are sent from a region with a radius of 2.5 km and are received by 58 Sigfox BSs, in total. Fig. 5(a) -(c) shows the virtual splitting of the city into 3, 7, and 18 classes with D equals 1830, 1600, and 1300 m, respectively. The dataset contains the GPS coordinates, BS ID, RSSI of each Sigfox message. In order to resemble GSN in this dataset, we assume that all measurements collected within a 100 m radius from the center of each class represent one GSN. This provides 65, 45, and 25 messages per class to be used as training data in the case of 3, 7, and 18 classes, respectively. Subsequently, the rest of the measurements are used as testing data to be classified. It is worth noting that, in our analysis, uniform test sets have been used by making sure that all training and test sets are of the same size for each class.
B. Sigfox Communication-Classification
In this scenario, we investigate the localization accuracy using Sigfox network. In particular, we focus on a star IoT network scenario in which D2D is not available. In the following, we thoroughly investigate different design parameters that affect the classification accuracy. In this section, we mainly use the dataset collected in the city of Antwerp [2] , unless mentioned otherwise. Fig. 6 presents the performance of RndF, SVM, and k-NN with a different number of features. As shown in the figure, using the proposed algorithm, RndF outperforms k-NN presented in [2] with k = 11. Moreover, it provides better performance than SVM when the number of features, namely, BSs, is above 8. The reason behind this trend is twofold; first, it is well-known that SVM works better with separable datasets [38] , [43] . However, in long-range UNB IoT network, increasing the number of features means adding BSs that are more likely to be far away (>5 km). Hence, having similar RSSI measurements makes the classes inseparable. RndF, on the other hand, does not have such constraint, since similar features and samples are not used to extend trees. Second, SVM with a Gaussian kernel requires enough examples in order to find the optimal separating hyperplane in a higher-dimensional space [30] , [43] . However, in Fig. 6 , the training messages are fixed to 40, from each GSN node. The performance of SVM and RndF with a different number of training messages and a fixed number of features is presented in Fig. 11 . Furthermore, Fig. 6 illustrates the effect of σ 2 on the performance of the SVM classifier. As shown in the figure, selecting a fixed σ 2 = 4 results in lower classification accuracy with M, for M > 8. This is because SVM over-fits on the training data when the number of features is larger than 8. However, this over-fitting is avoided by using an adaptive σ 2 equals to M/2. In fact, the result presented in Fig. 6 extends the one reported in [1] , by giving deep insights on when and which ML algorithm to use.
1) Number of Features:
2) Number of Training Messages: In long-range IoT networks, the number of messages a node can send is limited. For instance, in Sigfox network each node can send 140 messages a day, with an average of one message every 10 min. Therefore, it is crucial to estimate the SN class using as minimum training messages as possible. In Fig. 7 , we present the performance of RndF with 3, 7, and 18 classes using a different number of messages. As shown in the figure, having more training messages is beneficial for the classification accuracy. However, the tradeoff here is the long time required to collect training messages. Nonetheless, it is worth noting that, collecting training messages is a cumulative process, therefore, the waiting time will be overcome in the long term.
3) Number of Classes: The number of classes, i.e., partitions, is a crucial parameter as it affects both the classification accuracy and localization accuracy. As shown in Fig. 8(a) -(c), using RndF with 100 trees, for the case when the city is partitioned into three regions, the classification accuracy is much higher in comparison with the cases with 7 and 18 classes. However, the case with three classes provides less location information when compared with the case of eighteen classes. Accordingly, the tradeoff is the classification accuracy versus the localization accuracy. In fact, this design parameter is mainly application dependent. Therefore, for applications, such as packages tracking, it is sufficient enough to place GSN on post offices checkpoints rather than placing extra GSNs all over the city. Consequently, better classification accuracy can be achieved.
4) Spacing Between Adjacent Classes:
In order to quantify the impact of the spacing between adjacent classes, x, on the performance of the proposed algorithm, the classification accuracy as a function of x/D is presented in Fig. 9 . Notice that x ∈ [0, D), hence, dividing it by D gives us the x-axis ∈ [0, 1). As shown in Fig. 9 , increasing the spacing between adjacent classes improves the classification accuracy, since the classes borders, which mostly cause classification errors, are eliminated. Hence, it is easier to distinguish messages. However, the cost here is the localization coverage region. In fact, since D is fixed, increasing x results in a region that is not fully included in the localization problem. Moreover, Fig. 9 illustrates the point at which the classes become connected, i.e., D = √ 3r. At this point, x approaches zero and the classification accuracy is minimal as the number of SNs at the classes' borders is maximal. Therefore, the minimum number of messages required to achieve a certain accuracy also increases. This is due to the fact that more training data is needed to learn the class of each node, particularly for SNs at the border of the classes. 5) Training Time: Algorithm 1 is set to retrain the model periodically with a retrain interval of 1 h. Therefore, it is vital to investigate the training time needed. Considering the case of 7 classes, Table II presents an estimate of the training time with a different number of training messages, from each GSN node. In particular, Table II shows that k-NN requires less time for training compared to both SVM and RndF. However, it is shown that the training time for both SVM and RndF is in the range of hundreds of milliseconds (ms). Such a training time is rather short in comparison with the message transmission rate in UNB IoT networks, which is one message per few minutes. 6) RSSI Averaging: As shown in Fig. 6 , in case of a low number of features, SVM outperforms RndF. Here, we focus on this particular case using the measurements conducted on the university campus. Recall that in university campus we have 3 BSs and 100 messages. When SVM is used, we first need to choose the value of σ 2 for the RBF kernel. In Fig. 10 , we present the classification accuracy of 100 messages with σ 2 . As shown in the figure, the best classification accuracy is achieved at σ 2 ≈ 4. Accordingly, we choose a kernel function with σ 2 = 4 for our SVM. Fig. 11 presents the effect of the size of the training data on the classification accuracy for both SVM and RndF. As shown in the figure, SVM outperforms RndF since enough training examples are available for the dataset with three features used. Maximum classification accuracy of 78% is obtained when classifying messages oneby-one. However, by averaging the RSSI values, for both GSN and SN nodes, we overcome the effect of small scale temporal fading. Hence, better accuracy is achieved. In particular, averaging the messages' RSSI 10 by 10 brings the classification accuracy to 87% using our SVM classifier, as illustrated in Fig. 11 . The cost of this improvement is the delay required to receive ten messages before making an estimation.
A wrongly classified message implies that the estimated location of the SN is in another class. Consequently, the corresponding distance error is the distance from the estimated Fig. 10 . Classification accuracy as a function of σ 2 for the measurements conducted on the university campus. class's center to the correct one. To further improve the accuracy, the impact of enabling D2D communication between nodes is presented in the following section.
C. Device-to-Device Enabled-Regression
When the density of GSN nodes is high enough, and in case TD-LAN is enabled, RSSI can be measured in the near zone where the RSSI-distance curve has sufficient resolution. To estimate the distance using RSSI, we first collect discrete measurements and subsequently, use a regression process to fit RSSI-distance curve. To this end, we used three nodes in receiving mode, placed on a line with 10-m interdistance. Then, we placed transmitters on a line, perpendicular to the line made by the receivers, at distances from 10 to 200 m with a spacing of 10 m. It is worth mentioning that, this setup is not optimal. An optimal setup requires receiving nodes to be placed on the corners of the considered area to have positions diversity. Hence, the obtained accuracy can be considered as a lower bound. The measurements of this setup are illustrated in Fig. 12 . The interpolation of RSSI measurements using power series and polynomial regression is shown in Fig. 13 . In particular, we used a two-term power series regression and a third-degree polynomial regression. This results in the curves shown in Fig. 13 , which are used for estimating the distances in the test phase.
Finally, Fig. 14 presents the cumulative distribution function (CDF) of the localization error for both power series and polynomial regression. It can be concluded that similar performance is obtained from both methods. Furthermore, for the same setup, the performance of fingerprinting localization is presented. While distance estimation outperforms fingerprinting localization for errors lower than 40 m, fingerprinting localization error is always bounded by the distances between GSNs. Distance estimation at distances further than 200 m from the receiver results in high errors (>60 m). Therefore, it is recommended to limit the use of RSSI ranging-based localization to classes with a maximum radius of 200 m.
VI. CONCLUSION
This article presents localization methods for UNB IoT networks by exploiting the available GSNs to estimate the location of other SNs. First, RSSI measurements from GSNs are used as a source of training data to classify other SN into location-based classes. By using only communication over Sigfox, this solution offers the localization service for free, since GSNs have to send their own messages anyway. Second, it has been shown that using D2D communication, regression-based distance estimation improves the localization accuracy of the classified SNs. However, this requires extra GSN nodes. Using measurement-based dataset, we introduced the design parameters which affect the performance of the proposed approach, such as the number of classes, the spacing between adjacent classes, and the number of features used. Furthermore, the effect of each of these parameters, along with the tradeoffs introduced with them, has been thoroughly investigated.
