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Abstract
Variation diminishing properties are established for the periodic kernels (1+cos t)λ, λ = 12+n, n ∈ Z+.
On the real axis, there are related variation diminishing properties of the functions um sgn u, which are the
Green’s functions for the differential operator D(m+1).
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0. Introduction
Our interest in the problem discussed here was motivated by the work of Ruscheweyh and
Suffridge [1]. The point of their paper was to establish a subordination result for the de la
Valle´e Poussin means of a convex univalent function in the unit disc D. Originally this result
was conjectured by Po´lya and Schoenberg in their celebrated paper [2]. Let Ωn(D) be the image
of D under the map
Ωn(z) :=
n∑
k=1
(
2n
n + k
)
zk, n ∈ N. (0.1)
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On the basis of a result of S. Ruscheweyh and T. Sheil-Small [4], the subordination of the de la
Valle´e Poussin means of a function f analytic and convex on D would be established provided
subordination holds for the special case when f (z) = 11−z , which simply means
Ω1(D) ⊂ · · · ⊂ Ωn(D) ⊂ · · · .
This relation had been suggested by Po´lya and Schoenberg [2], but no proof was given.
Ruscheweyh and Suffridge prove this relation as well as an analogue obtained by replacing n
by a continuous parameter λ. Thus they define a continuous extension of the de la Valle´e Poussin
means.
If in (0.1) we put z = eit and let the sum extend from −n to n, we obtain
ωn(t) := 2
n(n!)2
(2n)! (1+ cos t)
n .
Ruscheweyh and Suffridge replace n by the continuous parameter λ > 0 to obtain the generalized
kernel
ωλ(t) := Γ (λ+ 1)
2
Γ (2λ+ 1) (1+ cos t)
λ. (0.2)
They establish many interesting results for this kernel and the associated convolution operator
Vλ( f, x) = 12pi
∫ 2pi
0
ωλ(x − t) f (t)dt, (0.3)
defined for a 2pi -periodic function f . For instance they show that for λ ≥ 12 (but not for smaller
λ) the functions ωλ are cyclic Po´lya frequency functions of order 3 (CPF3), which means
that the generalized de la Valle´e Poussin operator Vλ which is positive enjoys the additional
property that if f has only two sign changes on its period, then Vλ( f, ·) has at most two
sign changes as well. For λ = n Po´lya and Schoenberg have proved that ωn is CPF2r+1
for all r ∈ Z+, and with that in mind Ruscheweyh and Suffridge raise the natural question:
Are the functions ωλ, λ ≥ 12 ,CPF2r+1 for all r ∈ Z+? We settle this in the affirmative for
λ = 12 + n, n = 0, 1, 2 . . ..
In [1] Ruscheweyh and Suffridge rely on complex variable ideas to establish the CPF3
result. We however adopt the point of view of Po´lya and Schoenberg and consider the variation
diminishing properties of the operator Vλ using real variable methods. Unlike Vn which has
as its range the trigonometric polynomials of order n, the range of Vλ, λ 6= n, is not even finite
dimensional, much less a polynomial subspace. Therefore the zero counting arguments so readily
available in the Po´lya and Schoenberg case need much more care here. Also arguments using the
well-known Carathe´odory characterization of convex bodies in finite dimensional spaces must
be avoided. Instead, we find that an old result of Po´lya, generalizing one of Sylvester’s on certain
polynomial sums, can be extended to establish the variation diminishing property which concerns
us here.
In Section 1 we introduce our notations and subject the operator Vλ to the Weierstrass
transformation to bring us to the real line setting. The remaining two sections contain a proof of
the generalized Po´lya result [3]. As in the original arguments of Sylvester, an inductive argument
is required. Sections 2 and 3 contain respectively the base case and the inductive step.
186 A.S. Cavaretta, T. Hanchin / Journal of Approximation Theory 158 (2009) 184–193
1. Main result and transformation to real line setting
Before stating the main result we need a definition. Given a finite sequence of real numbers
a1, . . . , an we define vc(a j ), the cyclic variations of sign of {a j }, as follows:
If a j = 0 for all j , set vc(a j ) = 0.
If ai 6= 0 for some i , vc(a j ) is the number of variations of sign in
ai , ai+1, . . . , an, a1, . . . , ai−1, ai .
This value is independent of the nonzero ai chosen and is an even number.
Now let g be a real-valued, 2pi -period function and let
t1 < t2 < · · · < tn < t1 + 2pi. (1.1)
Define the number vc(g) of cyclic variations of sign of g by
vc(g) = sup vc(g(t j )) (1.2)
where the supremum is over all finite sequences {t j } satisfying (1.1). When finite, vc(g) is even.
Our main result is
Theorem 1.1. If g is real-valued, 2pi -periodic, and g ∈ L1[0, 2pi ], then
vc(Vλ) ≤ vc(g) (1.3)
whenever λ = 2k+12 , k = 0, 1, 2, . . . .
This says precisely that the transformation
g→ Vλ = ωλ ∗ g
is variation diminishing for the half-integers λ = 2k+12 . As stated in the introduction, (1.3) was
proved for λ ∈ Z+ in [2], and in [1] the assertion is shown to be false when λ < 12 .
The theorem is clearly only of interest when vc(g) is finite which we assume from now on.
We will also assume that g has been normalized so that corresponding to g, when viewed as a
function on the unit circle T, are 2k consecutive arcs
I1, . . . , I2k (1.4)
which partition T so that
(−1) jg(t) ≥ 0 in I j (1.5)
and
(−1) j
∫
I j
g > 0 (1.6)
for j = 1, 2, . . . , 2k.
This normalization is explained in more detail in [2]. It amounts to adjusting g on a set of
measure zero so as to minimize vc(g). Such an adjustment does not affect the functions Vλ, and
thus vc(Vλ) remains unchanged.
The structure of the proof that follows resembles the second proof given in [2] for the λ = n
case. There are, however, fundamental differences in the two proofs due to the different nature
of the functions involved.
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To start the proof of the theorem we write (0.2) in the alternate form
ωλ(τ ) = γλ
∣∣∣cos τ
2
∣∣∣2λ , where γλ = 2λΓ (λ+ 1)2Γ (2λ+ 1) , (1.7)
and thus (0.3) can be written as
Vλ(ξ) = γλ2pi
∫ 2pi
0
∣∣∣∣cos ξ − τ2
∣∣∣∣2λ g(τ )dτ. (1.8)
Upon the change of variables
x = tan ξ
2
, t = − cot τ
2
,
we obtain from (1.8) that
(1+ x2)Vλ(2 tan−1 x) = γλ
pi
∫ ∞
−∞
|x − t |2λ g(−2 cot
−1 t)
(1+ t2)1+λ dt. (1.9)
Thus when λ = 2k+12 where k ∈ Z+, (1.9) is of the more general form
P(x) =
∫ ∞
−∞
(x − t)m sgn(x − t) f (t)dt (1.10)
where m ∈ Z+ and both f (t) and tm f (t) are integrable over R.
The theorem will follow from a result concerning functions of the form (1.10) which we
now describe. Several preliminary remarks are needed to state the result and the set up is rather
lengthy. Once we can state the result, we show how it proves the theorem. We then prove the
result in Sections 2 and 3.
We assume f has been normalized as in (1.4)–(1.6). Thus there are consecutive intervals
I1, . . . , Iv+1
partitioning R where f is of constant sign on each Ik , opposite sign on adjacent intervals, and
nonzero on a set of positive measure on each Ik .
Define the variation of f to be the number v, which is the number of sign changes of such an
f on R. Here v may be either odd or even.
Now if P is defined as in (1.10), then P ∈ ACm and
P ′(x) = m
∫
(x − t)m−1 sgn(x − t) f (t)dt
...
P(m−1)(x) = m!
∫
(x − t) sgn(x − t) f (t)dt
P(m)(x) = m!
∫
sgn(x − t) f (t)dt
P(m+1)(x) = 2m! f (x) a.e.
(1.11)
Here and throughout the paper, integrals written with no limits of integration will denote integrals
over R.
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We now make one more assumption about f , namely that f 6≡ 0 a.e. on any unbounded inter-
val (−∞, a) or (b,∞). This ensures via (1.11) that P cannot vanish identically on any such set.
We define N (P) to be the number of zeros of P , counting multiplicities up to order m + 2.
This is done in the following way. Define zeros of order j , 1 ≤ j ≤ m as usual:
P(a) = P ′(a) = · · · = P( j−1)(a) = 0, P( j)(a) 6= 0.
It is worth noting here that such zeros must be isolated (which need not be true for orders m + 1
and m + 2 as will be explained). The continuity of P( j) at x = a ensures that P( j) 6= 0 in some
open interval I about x = a. If x0 ∈ I , say x0 < a, and P(x0) = 0, then repeated applications
of Rolle’s Theorem to P, P ′, . . . , P( j−1) produces points
x0 < x1 < x2 < · · · < x j < a
where P(k)(xk) = 0 for k = 0, 1, 2, . . . , j , and in particular P( j)(x j ) = 0. Thus P 6= 0 in I .
If P(a) = P ′(a) = · · · = P(m)(a) = 0, we define the multiplicities m + 1 and m + 2 by
identifying even multiplicities with no sign change in P at x = a and odd multiplicities with a
sign change in P at x = a.
This appears to depend on both the parity of m and sign changes of f as Taylor’s Theorem
yields
P(x) = 1
m!
∫ x
a
(x − t)mP(m+1)(t)dt = 2
∫ x
a
(x − t)m f (t)dt. (1.12)
Yet closer inspection of (1.12) reveals that multiplicity m + 1 occurs only when f has no sign
change at x = a and m + 2 occurs only when f has a sign change at x = a.
If a 6∈ I k ∩ I k+1 for some k, it may occur that for some closed interval I , a ∈ I, f = 0 a.e.
on I , and I ∩ I k ∩ I k+1 6= ∅. This amounts to saying that f is of different sign before and after
I . In this case we also say f has a sign change at x = a, and accordingly that x = a is a zero of
order m + 2.
Moreover, if x = a is a zero of order m + 1 or m + 2, and a ∈ Ik , then (1.12) shows that
whenever P(b) = 0 and b ∈ Ik then f = 0 a.e. between x = a and x = b, hence P ≡ 0 there as
well.
Thus zeros of order m + 1 and m + 2 are either isolated or contained in a closed interval
on which P vanishes identically. We remark that such a continuum cannot contain any Ik since
f is nonzero on a set of positive measure on each Ik , but may intersect two consecutive Ik . A
continuum of zeros will be regarded as one zero of order m + 1 or m + 2 depending on whether
P has the same or different signs before and after it.
To state the result we must define the following quantities:
N (P) = number of zeros of P counted with multiplicities
sgn f (−∞) = sgn f on I1
sgn f (∞) = sgn f on Iv+1
η = 1
2
∣∣∣sgn f (∞)− (−1)m+1 sgn f (−∞)∣∣∣
V = v + η =
{
v if m, v have opposite parity
v + 1 if m, v have same parity.
(1.13)
Theorem 1.2.
N (P) ≤ V .
A.S. Cavaretta, T. Hanchin / Journal of Approximation Theory 158 (2009) 184–193 189
While placing (1.9) into the more general context of (1.10) we may assume without loss
of generality, through a preliminary rotation of the circle if necessary, that Vλ(pi) 6= 0, g is
normalized, 0 is interior to an interval of constant sign for g, and for some  > 0, g is nonzero
on a set of positive measure in both − < τ < 0 and 0 < τ < .
Under these conditions, f will be normalized and
m = 2k + 1
sgn f (∞) = sgn f (−∞)
η = 0
V = v = vc(g)
v(P) = vc(Vλ) where v(P) denotes the number of sign changes of P on R.
Theorem 1.1 now follows from Theorem 1.2 as
vc(Vλ) = v(P) ≤ N (P) ≤ V = vc(g)
where the first inequality is an immediate consequence of the intermediate value theorem.
2. The base case for the induction
We prove Theorem 1.2 by induction on m. First we dispose of the case v = 0. When m is odd
the integrand for P is of one sign, hence N (P) = 0 = V . If m is even then N (P ′) = 0 by the
preceding statement, so P ′ is of one sign by its continuity. Thus N (P) = 1 = V . We assume
from this point that v ≥ 1. For m = 1 we have
V =
{
v if v even
v + 1 if v odd, and
P(x) = x
∫
sgn(x − t) f (t)dt −
∫
sgn(x − t)t f (t)dt
= xb0(x)− b1(x).
Observe that
b0(∞) =
∫
f and b0(−∞) = −
∫
f.
Consistent with our zero counting we claim that
N (P ′)− 1 ≤ v (2.1)
and
N (P)− 1 ≤ N (P ′) (2.2)
which yield the basic estimate
N (P) ≤ v + 2. (2.3)
To prove (2.1) we note that P ′ is absolutely continuous on R, thus P ′′ = 2 f a.e. and
P ′(x) − P ′(a) = 2 ∫ xa f for all x ∈ R. If P ′(a) = 0, it is of order 1 if P ′ has a sign change at
x = a and of order 2 if P ′ does not.
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Let ξ1, ξ2, . . . , ξn be an ordered list of zeros of P ′ where ξ j = ξ j+1 if P ′ has a double zero at
ξ j . Suppose ξ j < ξ j+1. If f were of one sign on (ξ j , ξ j+1), P ′(x) = 2
∫ x
ξ j
f would be monotonic
and nonzero on (ξ j , ξ j+1), implying P ′(ξ j+1) 6= 0. Thus f changes sign on (ξ j , ξ j+1).
Suppose ξ j = ξ j+1. Then P ′(ξ j ) = 0 and P ′ has no sign change at ξ j . Let Ik be an interval
of constant sign for f and suppose ξ j ∈ I ◦k = (a, b). Since P ′ is monotonic on Ik it is of one
sign there, else P ′ has a sign change at ξ j . Thus P ′ ≡ 0 on [a, ξ j ] or [ξ j , b], so f = 0 a.e. in
one of these intervals in which case f has a sign change at ξ j .
Hence between each pair of zeros of P ′ is a sign change for f , and (2.1) is established. It
should be noted here that if equality occurs in (2.1) then the first and last zeros of P ′ occur in I1
and Iv+1 respectively.
To prove (2.2), let ξ1, . . . , ξn be the zeros for P listed according to their multiplicities so that
consecutive ξ j are equal when they correspond to a multiple zero of P . If ξ j < ξ j+1 then Rolle’s
Theorem produces a ∈ (ξ j , ξ j+1)with P ′(a) = 0. If ξ j = ξ j+1 is a double zero then P ′(ξ j ) = 0.
If ξ j = ξ j+1 = ξ j+2 then P ′(ξ j ) = 0 and P ′ doesn’t change sign at ξ j , so ξ j is a double zero of
P ′. Hence between each pair of zeros of P there is a zero for P ′, and (2.2) is established. Again
note that if equality holds in (2.2), then the first and last zeros of P occur before and after the
first and last zeros of P ′ respectively (or possibly are coincident).
We suppose for now that
∫
f 6= 0 and without loss of generality that ∫ f > 0. Then
P(±∞) = ∞, so N (P) is even. If v is odd then N (P) 6= v + 2 hence N (P) ≤ v + 1 = V by
(2.3). Suppose then that v is even, N (P) = v + 2, and denote the first and last zeros of P as x1
and x2 respectively. On the basis of our previous remarks concerning equality in (2.1) and (2.2),
x1 ∈ I1 and x2 ∈ Iv+1. Also, since P(−∞) = ∞, we may conclude that f ≥ 0 on I1, thus also
on Iv+1. A calculation shows
0 = P(x1)+ P(x2) = (x2 − x1)
∫
f + 2
∫ x1
−∞
(x1 − t) f (t)dt
+ 2
∫ ∞
x2
(t − x2) f (t)dt. (2.4)
However, each integral is nonnegative and the first is positive by assumption. Thus N (P) 6= v+2,
so N (P) ≤ v = V by (2.3) as N (P) is even.
Now suppose
∫
f = 0. Then since P ′(x) = b0(x) we get P ′(±∞) = 0 as b0(±∞) =
∫
f .
Since also P ′ is monotonic on I1 and Iv+1, the assumption made in Section 1, that f 6≡ 0 a.e. on
any unbounded interval, implies that P ′ is nonzero on these intervals. Thus (2.1), which asserts
that between each pair of zeros of P ′ is a sign change of f can be improved to N (P ′)−1 ≤ v−2.
Combined with (2.2), we deduce N (P) ≤ v ≤ V . This establishes the base case.
3. The inductive step
Suppose now that m ≥ 2 and the theorem is valid for m − 1. The estimates (2.1) and (2.2)
are still correct in this more general setting which can be seen by adjusting their proofs for when
m = 1 in an obvious manner. When equality holds for these estimates, we may make the same
conclusions as in the m = 1 case.
If m and v have the same parity then N (P ′) ≤ v by the inductive hypothesis since
P ′(x) = m ∫ (x− t)m−1 sgn(x− t) f (t)dt . Combined with (2.2), we see that N (P) ≤ v+1 = V .
Suppose m and v have opposite parity. Then N (P ′) ≤ v + 1 by the inductive hypothesis
and when combined with (2.2) we get N (P) ≤ v + 2. The assumption that v ≥ 1, made at the
beginning of Section 2, is still in force. With this in mind we assert the existence of a real number
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c such that f has a sign change at c and at least one of P(c) and P ′(c) is nonzero. This is easy
to see when v > 2 since N (P) ≤ v + 2 < 2v. When m is even and v = 1 then
P(c) =
∫
(c − t)m sgn(c − t) f (t)dt 6= 0
since the integrand is of one sign and nonzero on a set of positive measure. If m is odd and v = 2
it may happen that P has double zeros at both sign changes of f . If c is either of these zeros of
P , then necessarily P ′′(c) 6= 0 since N (P) ≤ v + 2 = 4. The argument that follows will not
treat this case directly but can be easily modified to do so.
We may assume without loss of generality that c = 0. For if g(t) = f (t + c) then
P˜(x) =
∫
(x − t)m sgn(x − t)g(t)dt = P(x + c)
so that both N (P˜) = N (P) and v(g) = v( f ) where v(g) and v( f ) = v denote the number of
variations of sign for g and f respectively on R.
Define the function G(x) = P(x)xm . Now
P(x) =
m∑
k=0
(
m
k
)
(−1)kxm−kbk(x)
where
bk(x) =
∫
sgn(x − t)tk f (t)dt.
Since bk(∞) =
∫
tk f (t)dt and bk(−∞) = −
∫
tk f (t)dt , we conclude that
G(∞) = b0(∞) =
∫
f
G(−∞) = b0(−∞) = −
∫
f.
Define
P∗(x) = xm+1G ′(x)
= x P ′(x)− mP(x)
= m
∫
(x − t)m−1 sgn(x − t)t f (t)dt. (3.1)
Since t f (t) has v − 1 sign changes, the inductive hypothesis yields
N (P∗) ≤ v − 1. (3.2)
Suppose that
∫
f = 0. The definition of G and P∗ show that G and G ′ are nonzero outside
of some compact set, say [a, b]. In fact, since G is then monotonic on both (−∞, a] and [b,∞)
and G(±∞) = 0 we get
sgnG = sgnG ′ on (−∞, a]
sgnG = − sgnG ′ on [b,∞).
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The mean value theorem then implies that the first zero of G ′ precedes the first zero of G, and
the last zero of G ′ follows the last zero of G. Thus in applying Rolle’s Theorem to pairs of zeros
of G we get
N (G)− 2 ≤ N (G ′)− 2
hence
N (G) ≤ N (G ′), (3.3)
where we consider only N (G) − 2 pairs since Rolle’s Theorem does not apply across the
singularity of G at x = 0.
Let N (P, 0) and N (P∗, 0) denote the multiplicities of x = 0 for P and P∗ respectively. A
direct computation shows that
P∗(0) = −mP(0)
and
P∗′(0) = (1− m)P ′(0)
from which it follows that
N (P, 0) = N (P∗, 0) (3.4)
since x = 0 is a zero of order one or zero for P . Combining (3.2)–(3.4) with the definitions of G
and P∗ we obtain
N (P) = N (G)+ N (P, 0)
≤ N (G ′)+ N (P, 0)
= N (P∗)− N (P∗, 0)+ N (P, 0)
= N (P∗)
≤ v − 1 < V . (3.5)
Suppose now
∫
f 6= 0 and assume without loss of generality that ∫ f > 0. In this case Rolle’s
Theorem yields
N (G) ≤ N (G ′)+ 2 (3.6)
where again this takes into account the singularity of G at x = 0. Using (3.6) instead of (3.3) in
the string of inequalities (3.5) we get
N (P) ≤ v + 1. (3.7)
A direct computation shows that if m is even then P(∞) = ∞ and P(−∞) = −∞, thus N (P)
is odd. Similarly, if m is odd then P(±∞) = ∞, so N (P) is even. In either case, N (P) and
v + 1 have opposite parity since m and v + 1 have the same parity. Hence N (P) 6= v + 1, so
N (P) ≤ v = V by (3.7), and the proof is complete.
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