In this article we present a W n 2 -theory of stochastic parabolic partial differential systems. In particular, we focus on non-divergent type. The space domains we consider are
Introduction
In this article we consider the following general stochastic parabolic partial differential system : where i, j = 1, 2, . . . , d and k, r = 1, 2, . . . , d 1 and we used the summation convention on the repeated indices i, j, r. The system (1.1) models the interactions among d 1 diffusive quantities with other physical phenomena like convection, internal source or sink, and randomness caused by lack of information. Moreover, the countable sum of the stochastic integrals against independent one-dimensional Brownian motions {w m · : m = 1, 2, . . .} enables us to include the stochastic integral against a cylindrical Brownian motion in (1.1) (see sec. 8.2 of [12] ). The solution u = (u 1 , u 2 , · · · , u d1 ) not only depends on t > 0, x ∈ O, but also depends on ω in a probability space (Ω, F , {F t ; t ≥ 0}, P ) on which w (1.1) is a stochastic partial differential equation(SPDE) of parabolic type. Such equations arise in many applications of probability theory (see [12] and [23] ). For instance, the conditional density in nonlinear filtering problems for a partially observable diffusion process obeys a SPDE and the density of a super-diffusion process also satisfies a SPDE when the dimension of the space domain is 1. If d 1 = 3, the motion of a random string can be modeled by a stochastic parabolic partial differential system (see [2] and [22] ).
General L p -theory with p ≥ 2 for stochastic parabolic equations (not systems) has been well studied. An L p -theory of SPDEs with space domain R n was first introduced by Krylov in [12] (cf.
[14] for L 2 -theory), and since then the results were extended for SPDEs defined on arbitrary C 1 domains O in R d by Krylov, his collaborates and many other mathematicians (see, for instance, [15] , [16] , [7] , [6] , [18] and references therein). On the contrary L p -theory of general systems of type (1.1) is not available in the literature except L p -theory of the system with the Laplace operator (see, for
instance, [21] , [20] and the reference therein).
Our goal in this article is to prove unique solvability of the systems of type (1.1) in Sobolev spaces with weights. It is known that unless certain compatibility conditions (see, for instance, [1] ) are fulfilled, the second and higher derivatives of solutions blow up near the boundary (see [14] ). Hence, we measure this blow-up by using appropriate weights. By the way, the Hölder space approach does not allow one to obtain results of reasonable generality (see [16] for details).
We extend the results for single equations in [6] , [8] , [12] , [15] , and [16] to the case of the systems under the algebraic condition (2.3) for the the leading coefficients a increases to infinity as x approaches the boundary.
For the stability of the numerical solution of (1.1), W 1 2 -theory may be enough in most cases. But, we are interested in the regularity of the solutions and we are aiming at W n p theory. However, unlike the results for single equations in [6] , [8] , [12] , and [16] , we were able to obtain only W n 2 -estimates instead of W n p -estimates due to many technical difficulties at this point. For instance, the proofs of Lemma 3.7 and Lemma 3.8 below are not working for p > 2. Nevertheless, we believe that W n 2 -theory of the system is a main basis for W n p -theory. The evidences are the results for single equations. For instance, in [9] W n p -theory is established based on Hardy-Littlewood(HL) theorem, Fefferman-Stein(FS) theorem, and W n 2 -theory. In the future we plan to to develop W n p -theory of the system (1.1) by constructing weighted version of HL and FS theorems and using the result in this article.
The organization of this article is as follows. Section 2 handles the Cauchy problem. In section 3 we prove the result with space domain R d + and in section 4 we finally prove the results on any bounded C 1 -domains.
In this article R d stands for the Euclidean space of points
x 1 > 0} and B r (x) := {y ∈ R d : |x − y| < r}. For a function u(x) we denote
we mean that the constant c or N depends only on what are in parenthesis. Throughout the article, for functions depending on ω, t, x, the argument ω ∈ Ω will be omitted.
2 The system with the space domain O = R d
In this section we develop a W n 2 -theory of the Cauchy problem with the system (1.1). For this we don't need weights yet since we don't have a boundary.
Let (Ω, F , P ) be a complete probability space and {F t : t ≥ 0} be a filtration such that F 0 contains all P -null sets of Ω. By P we denote the predictable σ-algebra on Ω× (0, ∞). Let {w
be independent one-dimensional {F t }-adapted Wiener processes defined on (Ω, F , P ) and
Let p ∈ [2, ∞) and γ ∈ (−∞, ∞). We define the space of Bessel potential
where we define each component of it by
with F (f ) the Fourier transform of f . The norm is given by
Then, H γ p equipped with the given norm is a Banach space and C ∞ 0 is dense in H γ p (see [24] ). For non-negative integer γ = 0, 1, 2, · · · , it turns out that
It is well known that the first order differentiation operators,
(see, for instance, Remark 1.13 in [13] ).
By ℓ 2 we denote the set of all real-valued sequences e = (e 1 , e 2 , . . .) with the inner product (e, f ) ℓ2 = ∞ m=1 e m f m and the norm |e| ℓ2 := (e, e)
ℓ 2 -valued function, then we define
For a fixed time T < ∞, we define the stochastic Banach spaces
with the norms given by
dt.
Finally, we set U (T ) below is modified from R-valued version in [12] to the R d1 -valued version.
We write (2.2) in the following simplified ways,
and we say that du = f dt + g m dw m t holds in the sense of distributions.
For any m × n real-valued matrix C = (c kr ), we define its norm by
We set
, and A ij = (α ij kr ), where
Throughout the article we assume the followings. (ii) There exist finite constants δ, K j , L > 0 so that
3)
is the ith column of ξ, * denotes the matrix transpose, and again the summations on i, j are understood.
Before we consider the general system (1.1), we give a W n 2 -theory for the Cauchy problem with the coefficients independent of x:
where
. .; recall that we are using summation notation on i, j, r. 
Proof. Let ∆ denote the usual Laplace operator. By Theorem 4.10 and Theorem 5.1 in [12] , for each k, the single equation
Thus, having the method of continuity in mind (see the proof of Theorem 5.1 in [12] for the details), we only prove that the a priori estimates (2.7) and (2.6) hold given that a solution u already exists.
Step 1. Assume γ = 0. Applying the stochastic product rule d|u
Making the summation on r, i appeared, we note that
By taking expectation, integrating with respect to x, and using integrating by parts in order, we get from (2.8)
(2.10)
for any ε > 0. Hence, it follows that
Similarly, for v = u x n with any n = 1, 2, . . . , d, we get (see (2.9))
Choosing small ε and considering all n, we have (2.6). Now, (2.12), (2.11) and Gronwall's inequality easily lead to (2.7).
Step 2. Let γ = 0. The result of this case easily follows from the fact that (
is an isometry for any γ, µ ∈ R when p ∈ (1, ∞); indeed, u ∈ H γ+2 2 (T ) is a solution of (2.5) if and only if v :
in places of f, g, u 0 respectively. Moreover, for instance, we have
The theorem is proved. Now we extend Theorem 2.3 to the case of the Cauchy problem with variable coefficients. Fix ε 0 > 0. For γ ∈ R let us define |γ| + = |γ| if |γ| = 0, 1, 2, · · · and |γ| + = |γ| + ε 0 otherwise. Then we define
where B is the space of bounded functions, and C |γ|−1,1 and C |γ|+κ are the usual Hölder spaces.
The Banach space B |γ|+ is also defined for ℓ 2 -valued functions. For instance, if g = (g 1 , g 2 , ...), then
Here is the main result of this section.
Theorem 2.4. Assume that the coefficients a ij kr , σ i kr are uniformly continuous in x, that is, for any ε > 0 there exists δ = δ(ε) > 0 so that for any ω, t > 0, i, j, k, r,
Also, assume for any ω, t > 0, i, j, k, r,
, the Cauchy problem (1.1) has a unique solution u ∈ H γ+2 2 (T ), and for this solution we have
Proof. It is enough to repeat the proof of Theorem 5.2 in [12] , where the theorem is proved for single equations. The only difference is that one needs to use Theorem 2.3 of this article, instead of Theorem 4.10 in [12] . We leave the details to the reader. We use the Banach spaces introduced in [13] . Let ζ ∈ C ∞ 0 (R + ) be a function satisfying
where c is a constant. It is each to check that any nonnegative function ζ with the property ζ > 0
. . , g d1 ) and each g k is an ℓ 2 -valued function, then we define
.
It is known ( [13] ) that up to equivalent norms the space H γ p,θ is independent of the choice of ζ. Also, for any η ∈ C ∞ 0 (R + ), we have
where c depends only on d, γ, θ, p, η, ζ. Furthermore, if γ is a nonnegative integer, then
Below we collect some other properties of spaces H 
p,θ are bounded linear operators, and it holds that
with the bounded inverse L −1 for any γ.
Let us denote
The Banach space H γ+2 p (T ) below is modified from R-valued version in [16] to the R d1 -valued version.
p,θ , and for some
in the sense of distributions. We define the norm by
In Theorem 3.4 below we give some sufficient conditions under which (A ij , Σ i , θ) is admissible.
We define the symmetric part (S ij ) and the diagonal part (S ij d ) of A ij as follows:
We also define
We denote
Theorem 3.4. Let one of the following four conditions be satisfied:
where ε > 0, ξ is any (real) d 1 × d matrix and ξ i is the ith column of ξ. Then there exists a constant 
11) combined with (3.9) is the same as the condition
. This is the case when the equations in the system is not correlated. Remark 3.6. We do not know how sharp the above conditions are. However, it is known ( [13] ) that if θ ∈ (d − 1, d + 1), then Theorem 3.4 is false even for the (deterministic) heat equation u t = ∆u + f .
i.e., (δ ij I, 0, θ) is not admissible for such θ. 
for some n > 0. Then we have 13) where
Proof. As in the proof of Theorem 2.3, applying the stochastic product rule d|u
where the summations on i, j, r are understood. Denote c := θ − d. For each k, we have
Note that, by integration by parts, the second term in the right hand side of (3.14) is
By summing up the terms in the right hand side of (3.14) over k and rearranging the terms, we get 16) where for the second inequality we used (2.4), (2.10), and the fact: for any vectors v, w ∈ R n and κ > 0,
κ, ε will be decided below. Condition (2.3), inequality (3.16) and the inequality
Now it is enough to take κ = 2K/(d+ 1 − θ) and observe that (3.12) is equivalent to the condition
Choosing a small ε = ε(d, d 1 , δ, θ, K, L) > 0, the lemma is proved.
Lemma 3.8. Assume that a ij kr , σ i kr,m are independent of x, and one of (3.9)-(3.11) holds. Then the assertion of Lemma 3.7 holds.
Proof. We modify the proof of Lemma 3.7.
Let c := θ − d. Note that, by integration by parts, we have
and hence
Moreover, another usage of integration by parts gives us
Thus the second term in (3.15) is
where the summation on j includes j = 1. Now, as in the proof of Lemma 3.7, we have
Note that the terms, except the second term and the third term, in the right hand side of (3.18) are bounded by
The second and the third terms will be estimated below in three steps.
If c(c −
and also
for any κ > 0. To minimize this we take κ = 2β
Thus from (3.18) we deduce
This and (3.17) yield the inequality (3.13) since (3.10) is equivalent to
3. Again assume c(c − 1) ≥ 0. By (3.18) and (3.19), we have
By Corollary 6.2 of [13] , for each t, we get
and by (3.7) and (3.17),
It follows that
This, (3.11) and (3.17) lead to (3.13).
for this we consider a d 1 × d matrix ξ consisting of M −1 u as the first column and zeros for the rest and apply the condition (2.3). Next, as before, we have
As we take
in the left hand side of (3.20) are canceled out. Now, (3.9) which is equivalent to 2δ − The following lemma with Definition 3.3 will lead to an a priori estimate:
Proof. By Lemma 3.1 (ii) and (2.1), we have
Then, since v n has compact support in R d + , we can regard it as a distribution defined on the whole space. Thus v n is in H µ+1 2 (e −2n T ) and satisfies
kr,m ) and
Then, by Theorem 2.3, v n is in H µ+2 2 (e −2n T ) and
Thus, by (3.3) and Lemma 3.1, n e nθ (u(e 2n t, e n x)ζ(x)) xx
The lemma is proved.
From this point on we assume the following:
Assumption 3.10. There exists a constant N > 0, independent of x, so that for each fixed x,
First, we prove our results for the problem (3.13) with the coefficients independent of x.
Theorem 3.11. Suppose Assumptions 2.2 and 3.10 hold. Also assume that A ij , Σ i are independent of x. Then for any
2,θ , the problem (3.5) admits a unique solution u ∈ H γ+2 2,θ (T ), and for this solution
Proof. 1. By Theorem 3.3 in [16] , for each k, the single equation
2,θ (T ). As in the proof of Theorem 2.3 we only need to show that the estimate (3.22) holds given that a solution already exists. Also by Lemma 3.1 and (3.4) it is enough to show
2. Assume γ ≥ 0. By Theorem 2.9 in [16] , for any nonnegative integer n ≥ γ, the set
is dense in H γ 2,θ (T ) and we may assume that u is sufficiently smooth in x and vanishes near the boundary. Let m be an integer so that γ + 1 − m ≤ 0. Then by applying Lemma 3.9 with
Thus to get (3.23) it is enough to use the fact · H γ+1−m 2,θ ≤ · L 2,θ and the inequality (3.13).
Assume
We havef : 
2,θ (T ), and γ + 1 ≥ 0, we can find aũ ∈ H 
2,θ (T ) satisfies (3.5) and estimate (3.23) follows from the formula defining v,ũ and the fact that
. Now, we pass to proving the uniqueness of the solution in the space H 
However, we observe
2,θ (T ) and u ≡ 0. 4. The case γ ∈ [−n − 1, −n) with n ∈ {1, 2, · · · } is treated similarly. The theorem is proved. Now, we prove our results for the problem (1.1) with variable coefficients. For n ∈ Z, µ ∈ (0, 1] and k = 0, 1, 2, ..., we define [u] (n)
Theorem 3.12. Let Assumptions 2.2 and 3.10 hold, and
2,θ (T, ℓ 2 ) and u 0 ∈ U γ+2 2,θ , the problem (
2,θ (T ), and it holds that
Remark 3.13. See Remark 4.7(i) for the better understanding of the condition (3.28).
Remark 3.14. Since C ∞ 0 is dense in H γ p,θ , zero boundary condition is implicitly imposed in Theorem 3.12 (and in Theorem 4.8 below).
To prove Theorem 3.12 we use the following three lemmas taken from [8] .
Lemma 3.15. Let constants C, δ be in (0, ∞), and q be the smallest integer such that |γ| + 2 ≤ q.
for any multi-index α such that 0 ≤ |α| ≤ q. Then for any u ∈ H
where the constant N is independent of u, θ, and C.
(ii) If, in addition to the condition in (i), n η
where the constant N is independent of u and θ.
The reason that the first inequality in (3.32) below is written for η 4 n (not for η 2 n as in the above lemma) is to have the possibility to apply Lemma 3.15 to η 2 n . Also, note
Lemma 3.16. For each ε > 0 and q = 1, 2, ..., there exist non-negative functions
(ii) for any n and x, y ∈ supp η n we have |x − y| ≤ N (
and a is a function with the finite norm |a|
In addition,
where, obviously, one can take N 1 = 1 and N 2 = 0 if γ = 0.
(ii) if γ is not integer, then Proof of Theorem 3.12 We proceed as in Theorem 2.16 of [7] , where the theorem is proved for single equations. As usual, for simplicity, we assume u 0 = 0 (see the proof of Theorem 5.1 in [12] ). Also having the method of continuity in mind, we convince ourselves that to prove the theorem it suffices to show that there exists κ 0 such that the a priori estimate (3.29) holds given that the solution already exists and κ ≤ κ 0 . We divide the proof into 6 cases. The reason for this is that if γ is not an integer we use (3.35) and if γ is a non-negative integer we use (3.34), but if γ is a negative integer we use the somewhat different approaches used in [7] .
Case 1: |γ| ∈ {0, 1, 2, ...}. Take the least integer q ≥ |γ| + 4. Also take an ε ∈ (0, 1) which will be specified later, and take a sequence of functions η n , n = 1, 2, ... from Lemma 3.16 corresponding to ε, q. Then by Lemma 3.15, we have
For any n let x n be a point in supp η n and a ij kr,n (t) = a ij kr (t, x n ), σ i kr,n,m (t) = σ i kr,m (t, x n ). From (1.1), we easily have
By Theorem 3.11, for each n,
and by (3.35),
where s > 0 is a constant depending only on γ and |γ| + .
By Lemma 3.16 (ii), for each n and x, y ∈ supp η n we have |x − y| ≤ N (ε)(x 1 ∧ y 1 ), where
, and we can easily fix points x i lying on the straight segment connecting x and y and including x and y so that the number of points are not more than N (ε) + 2 ≤ 3N (ε) and
. It follows from our assumptions
We substitute this to (3.38) and get
Similarly,
. Coming back to (3.37) and (3.36) and using Lemma 3.15, we conclude
where C is introduced after (3.39). By using (3.40) we get
Finally, by substituting this into (3.42) and then choosing ε and then κ 0 properly, one gets the desired estimate.
Case 3. γ ∈ {1, 2, ...}. Take κ 0 from Case 2 and assume κ ≤ κ 0 . Proceed as in Case 2 with ε = 1. By (3.34),
This easily leads to 
and the results in Case 2.
Case 4: γ = −1. We temporarily assume that (3.27) holds with γ = 1. In this case we prove the theorem directly without depending on an a priori estimate. Take κ 0 which corresponds to the case γ = 0. Assume κ ≤ κ 0 , then the operator R which maps the couples (f,
+ with zero initial data is well-defined and bounded.
. By Corollary 2.12 in [13] we have the following representations
where 
By assumptions one can easily check that | · |
Finally we defineū = R(f ,ḡ) and u :=v −ū. Then u ∈ H 1 2,θ (T ) satisfies (1.1) and the a priori estimate follows from the formulas definingū andv.
Next, we prove the uniqueness of solutions. Let κ ≤ κ 0 with κ 0 found above for the case γ = 0 and assume u ∈ H . Take η n from Lemma 3.16 corresponding to ε = 1. From (1.1) one can write the system for η n u for each n and
Since u ∈ M H 
and defineν similarly. Observe that
Also using the fact
, one can easily check that there is a constant N 0 < ∞ such that
For instance, let i, j ≥ 2, and δ 1ℓ = 1 if ℓ = 1 and δ 1ℓ = 0 otherwise, then
and therefore it is obvious that the functions above are bounded. Also, all other cases can be considered similarly.
2,θ (T ) be a solution of (1.1) with zero initial data. Then
Thus, by the results of Case 4, if κ ≤ κ 0 , then
where the second inequality comes from (3.45) and (3.40). Finally we assume
Then (3.46) yields
) . Thus we get the desired result for γ = −1. In other words, for any x 0 ∈ ∂O, there exist constants r 0 , K 0 ∈ (0, ∞) and a one-to-one continuously differentiable mapping Ψ of B r0 (x 0 ) onto a domain J ⊂ R d such that
(iv) Ψ x is uniformly continuous in for B r0 (x 0 ).
To proceed further we introduce some well known results from [3] and [8] (also, see [17] for the details). (ii) for any multi-index α,
Now, we take the Banach spaces introduced in [8] and [19] . Let ζ ∈ C ∞ 0 (R + ) be a function satisfying (3.1). For x ∈ O and n ∈ Z = {0, ±1, ...} we define ζ n (x) = ζ(e n ψ(x)).
Then we have n ζ n ≥ c in O and
(iii) For any t > 0 and ω ∈ Ω, 
where ξ lies between x and y. In addition, |x − y| ≤ x ∧ y ≤ ξ ≤ 2(x ∧ y), and ξ|a
(iii). We observe that (4.6) allows the coefficients b i kr , c kr and ν kr to blow up near the boundary at a certain rate. For instance, it holds if
for some constants N , ε > 0.
Here is the main result of this article. 
2,θ (O, T ), and for this solution
Remark 4.9. By inspecting the proofs carefully, one can check that the above theorem hold true even if O is not bounded.
Proof. Since the theorem was already proved for single equations ( [6] ), as in the proof of Theorem 2.3, we only need to establish the a priori estimate (4.7) assuming that a solution u ∈ H γ+2 2,θ (O, T ) already exists. As usual, we assume u 0 = 0. Let x 0 ∈ ∂O and Ψ be a function from Assumption 4.1. In [8] it is shown that Ψ can be chosen in such a way that for any non-negative integer n . (4.14)
Now the a priori estimate follows from Lemma 4.5 and Gronwall's inequality. The theorem is proved.
