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Neural networkAbstract Recent advances of computational capabilities have motivated the development of more
sophisticated models to simulate cement-based hydration. However, the input parameters for such
models, obtained from SEM–X-ray image analyses, are quite complicated and hinder their versatile
application. This paper addresses the utilization of the artiﬁcial neural networks (ANNs) to predict
the SEM–X-ray images’ data of cement-based materials (surface area fraction and the cement
phases’ correlation functions). ANNs have been used to correlate these data, already obtained
for 21 types of cement, to basic cement data (cement compounds and ﬁneness). Two approaches
have been proposed; the ANN, and the ANN-regression method. Comparisons have shown that
the ANN proves effectiveness in predicting the surface area fraction, while the ANN-regression
is more computationally suitable for the correlation functions. Results have shown good agreement
between the proposed techniques and the actual data with respect to hydration products, degree of
hydration, and simulated images.
ª 2014 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. Introduction
The internal structure of cement-based materials is quite
complicated as it is composed of hydration solid phases and
voids. Current advances in computational capabilities havemotivated researchers to build more sophisticated models to
simulate the hydration of cement-based materials. Recently,
many models have succeeded in realistically modeling the
hydration of cement and predicted the hydration phases, heat,
and degree of hydration. Example of such models is
Cemhyd3D [1]. Despite the versatility of this simulation
model, its input parameters hinder the practical utilization of
its potentials. It requires highly advanced Scanning-Electron
Microscopy ‘‘SEM–X-ray’’ image techniques of cement
powder and also its particle size distribution ‘‘PSD’’. Special
preparation of cement specimen and polishing technique are
required for this SEM–X-ray image [2,3]. Improper
preparation techniques may lead to faulty microstructural
608 A.R. Mohamed et al.representation and even create artifacts that may be misinter-
preted. Example of such images is shown in Fig. 1.
Fortunately, a database of SEM–X-ray image for 21 differ-
ent type of cements covering the spectrum of most cement pro-
duction has been prepared by the National Institute of
Standard and Technology (NIST) [4,5]. This has been accom-
plished through the experimental path (Fig. 2a) resulting in all
information (volume fraction Vf, surface area fraction SAf,
and correlation function for each phase) needed for the Cem-
hyd3D [1] model.
The processing technique for these images reveals quantita-
tively the distributions of the four major phases of cement
(C3S, C2S, C3A, and C4AF). For each phase, the image is ana-
lyzed to determine phase area fraction, which can be computed
by simply counting the number of pixels assigned to this phase.
Also, the perimeter or surface fraction can be determined by
counting those edge pixels separating porosity and solid pixels
for each phase. Furthermore, two-point correlation functions
(probability between two points which are separated by dis-
tance r= 0, 1, 2, 3 . . . , 60 pixels) are determined for different
phase combination in the two dimensional segmented SEM
image. This includes the combined silicates (C3S and C2S),
the C3S and the either C3A or the C4AF whichever is higher
in value. Example of the correlation functions of cement 133
as in [4] is illustrated in Fig. 3. This function is evaluated for
an M · N pixel image using Eq. (1).
SðX;YÞ ¼
XMX
I¼1
XNY
J¼1
IðI; JÞIðIþ X; Jþ YÞ
ðM XÞðN YÞ ð1Þ
where I(x, y) = 1 if the pixel at location (x, y) is contained in
the phase of interest and zero otherwise. These values are then
converted to S(r) for distance r by Eq. (2).
SðrÞ ¼ 1
2rþ 1
X2r
i¼0
S r;
pl
4r
 
ð2Þ
These data are of paramount importance as the process of
SEM–X-ray image taking and analysis is a highly complicated
technique due to the difﬁculties associated with obtaining aFigure 1 Two-dimensional processed SEM/X-ray image for
cement 133Nist; Color assignments are the following: red-C3S,
aqua-C2S, green-C3A, yellow-C4AF, pale green-gypsum, white-
free lime (CaO), dark blue (purple)-K2SO4, light magenta-
periclase (magnesium containing phase). Image is 256 lm–200 lm.thin section of cement based material; highly polished surface,
and epoxy impregnation which may lead to limited application
of the numerical simulation models.
Based on this background, this paper aims to develop an
Artiﬁcial Neural Network (ANN) model that facilitates the
use of the Cemhyd3D [1] model. This can be conducted
through correlating the already available database for the
image processing [4] to basic cement properties that can be
obtained based on simple practical testing (chemical analysis
and ﬁneness). This process will help researchers to simulate
the hydration process of cement for any type and hence, help
in providing better understanding of the cement microstruc-
ture development.
2. Research program
Many of real SEM–X-ray image analyses are conducted at
NIST [6] covering most types of cement production. The out-
put analysis results of such images can be used to predict a
nonlinear relation between simple chemical and physical anal-
yses and output data results of image analysis via an ANN
model. Fig. 2b simpliﬁes the data analysis process to predict
the SEM–X-ray images’ data via ANN-simulation path.
2.1. Development of ANN model
ANNs are nonlinear statistical data modeling tool, which can
be used to model complex relationships between inputs and
outputs [6,7]. This technique allows the investigation of the
relationship between input data, which can be easily obtained
from simple physical and chemical procedure (ﬁneness of
cement from Blain test and phase volume fraction of phases
from chemical analysis of cement powder) and the required
output data which are derived from image analyses (surface
area fraction and autocorrelation function) by simulating the
structure of biological neural networks. ANN consists of an
interconnected group of artiﬁcial neurons and processes infor-
mation using a connectionist approach to computation. ANN
is an adaptive system that changes its structure based on infor-
mation that ﬂows through the network during the learning
phase [8]. Feed forward-back propagation technique is the pre-
ferred method in function approximation problems [9]. Back-
propagation technique means the computation of derivatives
of the sum-of-squares error function with respect to the weight
estimates with the gradient descent method used to determine a
smaller error as the number of iterations increases [10]. Errors
that arise during learning process can be expressed in terms of
mean square error (MSE) and are calculated using Eq. (3).
MSE ¼ 1
P
 

X
j
ðtj  ojÞ2 ð3Þ
In addition, the absolute fraction of variance (R2) and mean
absolute percentage error (MAPE) are calculated using Eq.
(4) and (5), respectively
R2 ¼ 1
P
jðtj  ojÞ2P
jðojÞ2
 !
ð4Þ
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P
X
j
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(a) Experimental path
(b) Simulation path
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Figure 2 Schematic presentation of the data analysis process to predict SEM–X-ray image.
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Figure 3 Values of correlation function of C3S, silicate phase,
and C4AF for cement 133.
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Figure 4a Normalized curves of aluminate phases.
Prediction of SEM-X-ray images’ data using ANN algorithm 609where tj is the target values of jth pattern, oj is the output val-
ues of jth pattern and P is the number of patterns. In this
paper, the problem is proposed to network models by two
groups of feed forward neural ‘‘FNN’’. The ﬁrst one is to train
the model to get the surface area fraction of phases and the
second group is to train the model to get the auto correlation
function for phase’s group. The process was performed under
MATLAB software using the neural network toolbox. Nonlin-
ear activation function ‘‘sigmoid’’ are used, and they aretrained by back propagation learning algorithm which is a
supervised learning technique that compares the responses of
the output units to the desired response and readjusts the
weights in the network.
2.2. Collective data from SEM–X-ray image analyses
The main characteristic analyses of actual 2-dimensional
SEM–X-ray images of 21 different types of cement are avail-
able at NIST [6]. These data are volume fraction of each phase;
surface area fraction and autocorrelation function for C3S, sil-
icate (C3S and C2S) and aluminate phases (C3A or C4AF
whichever is higher in value).
Examples of two-point correlation function of aluminate
and silicate phases for different types of cement are shown in
610 A.R. Mohamed et al.Figs. 4a–4c. Results are presented in terms of the normalized
correlation functions. The normalized curves of the actual cor-
relation function for phases are plotted where; the general
equation of these curves can be deduced which is proposed asy ¼ xm1 expðm2xÞ ð6Þwhere y is the normalized correlation (0–1), x= 1, 2, 3, . . .60
and m1, m2 are constant values for each correlation function
for C3S, silicate phase or aluminate phase.0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 10 20 30 40 50 60 70
N
or
m
al
iz
ed
 C
or
re
la
tio
n 
Distance  
y =xm1em2*x
0.99692R2
Figure 4b Normalized curves of C3S correlation function.
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Figure 4c Normalized curves for silicate phases.
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Figure 5a ANN architecture2.3. Construction of ANN to predict surface area fraction
In this study, the multilayer feed forward artiﬁcial neural
network model is used. Three-layered feed forward neural
network (FFNN) as shown in Fig. 5a is used in this study. This
network is usually applied in forecasting time series and in
providing a general framework for representing nonlinear
functional mapping between a set of input and output
variables [11].
Three-layered FFNNs are based on a linear combination of
the input variables, which are transformed by a nonlinear
activation function. The topology of the network has been
organized to consist of one hidden layer with ten neurons,
having tangent sigmoid function, and one output layer, having
sigmoid function. The explicit expression for an output value
of FFNNs is given by following equation:
YK ¼ fo
Xm
j¼1
wkJ  fh
Xn
i¼1
wjixi þ wjo
 !
þ wjo
" #
ð7Þ
where wji is the weight in the hidden layer connecting the ith
neuron in the input layer and the jth neuron in the hidden layer;
wjo is the bias for the jth hidden neuron; fh is the activation
function of the hidden neuron; wkj is the weight in the output
layer connecting the jth neuron in the hidden layer and the
kth neuron in the output layer; wko is the bias for the kth output
neuron; fo is the activation function for the output neuron. The
weights are different in the hidden and output layer, and their
values can be changed during the process of network training.
The available data sets of cement are divided into a learning
set which includes 14 types of cement and a testing set of 7
types of cement. This algorithm is based on the error-
correction learning rule of Levenberg–Marquardt (LM) which
is considered to be the fastest method for training moderate-
sized feed forward neural network (up to several hundred
weights). The learning process are stopped when the iterations
reach 1000 (Learning cycles ‘‘epochs’’), or the learning error
reaches a goal of 107.The learning rate is 0.35, while the learn-
ing parameter ‘‘Ir’’ is multiplied times the negative of the gra-
dient to determine the changes to the weights and biases. The
model has revealed very promising results of the simulated sur-
face area as compared to the actual data as shown in Fig. 6.K Compare Target
-Marquardt
pagation
Log-sigmoid activation 
for surface area fraction.
Figure 5b ANN architecture for correlation function.
Prediction of SEM-X-ray images’ data using ANN algorithm 6112.4. Constructions an ANN model to predict the autocorrelation
functions
Two different methods of ANN are used to predict autocor-
relation functions for silicate and aluminate phases. The ﬁrst
method is to train the ANN model to determine the all 60
points autocorrelation function; named ‘‘ANN-method’’,
while, the second method is to train the model to obtain only
the extreme points of correlation function and the regression
analysis is used to obtain the remaining 58 points of
correlation; named ‘‘ANN-regression method’’. In the ﬁrst
approach, the process of network training is accomplished
by a feedback propagation algorithm. Several trials with dif-
ferent ANN geometries were carried out, and revealed that
the topology of one hidden layer with ten neurons, having
sigmoid function, and the output layer, having linear function0
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Figure 6 Comparison between actual and model output surface
area fraction.as in the general function approximation applications was the
most acceptable. The modeling process is performed by the
ANN toolbox in the MATLAB environment. However, in
this approach, the time of execution is relatively long, so
the second method is developed to simplify and save time
of the training program. In this method, the data are normal-
ized according to the following formula and is then used in
the neural network.
Yi ¼ Xsi
Xsmax
; i ¼ 1; 2; . . . ; 60 ð8Þ
where Yi is the normalized data, Xsi is the input data, and
Xsmax is the maximum value of the input data. The topology
of the network has been organized to consist of one hidden
layer with ﬁve neurons, having sigmoid function, and one out-
put layer with two neurons having linear function as shown in
Fig. 5b. The output layer was modeled with two output neuron
corresponding to the extreme points of correlation. By using
these points, the other 58 point of correlation can be predicted
by using Eq. (6) of normalized curves as shown before.
3. Results and discussion
In order to interpret the results of the ANN analyses, the
training set has been also simulated by using the established
network. The performance of the ANN has been evaluated
by calculating the mean percentage errors between the actual
and predicted values. Comparisons between different methods
to obtain the correlation function are accomplished using type
I cement in NIST ‘‘cement 133’’ as an example, for normalized
correlation of C3S (Fig. 7). As depicted from this ﬁgure, no
signiﬁcant differences between normalized correlations are
observed for the two proposed procedures, however, the
simulation tend to overestimate the correlation at the far
points. Nevertheless, this overestimation has a negligible effect
on the overall performance as will be shown later.
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 10 20 30 40 50 60 70
Actual values
ANN-regression
ANN
N
or
m
al
iz
ed
 C
or
re
la
tio
n
Distance
Figure 7 Normalized correlation for C3S phases using different
methods of training.
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Figure 8 Model results for CH content for cement 133.
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Figure 9 Chemical shrinkage versus time.
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0 100 200 300 400 500
Actual correlation 
ANN-Regression
ANN
D
eg
re
e 
of
 h
yd
ra
tio
n 
Time of hydration " h"
Figure 10 Degree of hydration versus time.
612 A.R. Mohamed et al.3.1. Model validation
Validation of the above procedure to investigate the image
analysis to acquire the surface area fraction and autocorrela-
tion function of phases is performing using CEMHY3D model
[1]. Both the phase composition, as prepared through SEM–
X-ray images, and the simulated particle distribution are used
to reconstruct the 3-d computer model of the cement–water
structure. The ANN model output results are used to recon-
struct the initial 3-d image of cement that is required as an
input data for CEMHYD3D.
The CEMHYD3D cement hydration model is used to
validate the ANN model to simulate the necessary input data
analysis from SEM–X-ray images techniques [12]. Degree of
hydration, reactants, reaction products (CH), remaining
phases, chemical shrinkage and image of microstructure devel-
opment are determined using the CEMHY3D model.
ANN model is used to estimate the surface area fraction
and autocorrelation functions for phases. The measured parti-
cle size distribution for cement 133 is used to create a starting
three-dimensional microstructure of cement (and gypsum) par-
ticles in water, starting images of CCRL cements 133 at the
necessary water-to-cement (w/c = 0.4) were created and
hydrated for various amounts of time. Hydration was con-
ducted under saturated condition for 1000 cycle of hydration.
Comparisons are made to investigate the hydration properties
of cement such as percentage of calcium hydroxide (CH) with
time of hydration, chemical shrinkage, degree of hydration,
and ﬁnal microstructure image.
3.1.1. Phases liberated with time of hydration
The curves in Fig. 8 show the changes in the predicted percent-
age amount of CH formed throughout the ﬁrst 14 days of
hydration for cement paste using ‘‘cement 133’’. It can be
depicted based on that ﬁgure that the percentages of CH which
is derived from CEMHYD3D computer model using the input
data from ANN model are in a good agreement with those of
the actual input data from SEM–X-ray images analyses.
(a) Actual image (b) ANN-Regression (c) ANN method
Figure 11 Microstructure development images for cement 133 using different model.
Prediction of SEM-X-ray images’ data using ANN algorithm 6133.1.2. Chemical shrinkage
Chemical shrinkage of cement during hydration represents a
convenient approach for monitoring hydration kinetics, and
provides a simple means for evaluating cement cracking sus-
ceptibility [13]. Fig. 9 shows the model predictions results for
chemical shrinkage for cement 133 using different calculation
methods of correlation function of phases. A very good agree-
ment has also been found.
3.1.3. Degree of hydration
Fig. 10 shows the model predictions results for degree of
hydration for cement 133 using different calculation methods
of correlation function of phases. A very good agreement
has also been found.
3.1.4. Microstructure development images
Fig. 11 presents 2-dimensional images from the ﬁnal micro-
structure for cement paste made with cement sample 133 with
w/c = 0.4 after 1000 cycles of hydration and images derived
from an artiﬁcial neural network method. Again, a very good
agreement has been found for the two simulation approaches
as compared to the actual data.
4. Conclusions
In this contribution, the artiﬁcial neural network algorithm has
been utilized to facilitate the usage of the readily available
cement hydration code CEMHYD3D. This procedure over-
comes the difﬁculties associated with preparing the necessary
input parameter for that model. The process has been accom-
plished by correlating the available information for 21 cement
types, to basic data for cement such as the chemical analysis
and its ﬁneness. The main data of SEM–X-ray images’ of
cement-based materials needed for the CEMHYD3D model
are the surface area fraction and autocorrelation functions
for each phase. Results have shown that the ANN analyses
have a great potential for predicting surface area fraction.
With respect to the autocorrelation functions, two approaches
have been tried; namely, the ANN-analysis and the ANN-
regression analysis. The ANN-regression analysis has been
found to be the most appropriate and simplest method to
determine the autocorrelation functions. The results of the
degree of hydration, chemical shrinkage, reaction products
(CH) and image of microstructure development show that nosigniﬁcance difference was observed when using the proposed
technique as compared to the actual data. Based on this
approach, only chemical analysis and ﬁneness of cement are
needed to model the hydration of cement by correlating these
data to the previously obtained SEM–X-ray data.
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