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Signatures of Majorana fermion bound states in one-dimensional topological insulator (TI)
nanowires with proximity effect induced superconductivity are studied. The phase diagram and
energy spectra are calculated for single TI nanowires and it is shown that the nanowires can be in
the topological invariant phases of winding numbers W = 0,±1, and ±2 corresponding to the cases
with zero, one and two pairs of Majorana fermions in the single TI nanowires. It is also shown that
the topological winding numbers, i.e., the numbers of pairs of Majorana fermions in the TI nanowires
can be extracted from the transport measurements of a Josephson junction device made from two
TI nanowires, while the sign in the winding numbers can be extracted using a superconducting
quantum interference device (SQUID) setup.
I. INTRODUCTION
A pioneered theoretical proposal for realizing Majo-
rana fermions (MFs) in a topological insulator (TI)1
raised soon after the concept of TIs was introduced2 and
was studied extensively3–8 in recent years. Yet signa-
tures of MFs in two- or three-dimensional TIs still need
to be experimentally confirmed, theoretical study of MFs
in one-dimensional (1D) TIs has been greatly inspired by
recent progresses in experimental search for MFs in semi-
conductor nanowires (NWs).9–18
The topological invariant of MF bound states (the
number of MF pairs) in a 1D system could be clas-
sified as Z or Z2 according to the symmetries of the
system.3,19 For a well-known example of a spinless p-
wave superconductor NW or a single-band Rashba spin-
orbit interaction (SOI) NW in the proximity of an s-
wave superconductor,20–22 the topological classification
is Z2 with a single pair of MFs in the topological phase.
We are interested in the 1D systems with more than one
pairs of MFs. Multiple pairs of MFs are found theoret-
ically in systems other than 1D TIs, such as multiband
NWs23–27 and a quantum Ising chain with long range
interaction and time reversal symmetry.28 Of a special
type are the Kramers pairs of MFs, which are two pairs
of MFs with each pair being the time reversal counter-
part of the other pair, found in coupled NWs,27,29–31
time-reversal-invariant topological superconductors,32–34
interacting bilayer Rashba systems,35 pi Josephson junc-
tions made of TIs36,37, and NWs in the proximity of an
unconventional superconductor.38,39
Here, we present the topological phase diagram of
TI NWs and demonstrate that it is possible to gener-
ate both single and multiple pairs of MFs in a TI NW.
Our approach starts from the bulk TI model and em-
ploys a dimensional reduction scheme to model a TI
nanowire, following the procedure employed in study-
ing the Rashba SOI nanowires in Refs. 21 and 22. The
Pfaffian approach20,40 is not sufficient due to the fact that
the energy bandgap closing happens not only in specific
points in the Brillouin zone, e.g., the zone center with
momentum q = 0 and the zone boundary with q = pi,
but also in between. We follow Tewari and Sau41 and,
after revealing the chiral symmetry, we obtain all the in-
formation of the phase diagram of TI NWs including the
phase boundary and winding number in each phase. We
also calculate the energy spectrum of a TI NW Josephson
junction structure and show that a significant difference
between one and two pairs of MFs and the sign “±” in
the front of the topological winding number Z can be
distinguished: the number of MF pairs Z in a TI NW
can be mapped to the number of pairs of accompanied
subgap bound states in the Josephson junction42 and the
sign in −Z represents the extra pi phase difference of the
MFs when comparing with the MFs in the Z topologi-
cal phase, which could lead to a topological pi Josephson
junction43 and could be observed through tunnel spec-
troscopy measurements of a superconducting quantum
interference device (SQUID) structure.
II. FORMALISM
In difference from the theoretical methods of Refs. 44
and 45, our formalism starts from the three-dimensional
bulk TI model and employs a dimensional reduction
scheme. The three-dimensional bulk TI Hamiltonian
is46–48
H0 = ε(k) +M(k)Γ5 +B0kzΓ3+A0(kxΓ1 + kyΓ2), (1)
where ε(k) = C0 + C1k
2
z + C2k
2
i , M(k) = M0 +M1k
2
z +
M2k
2
i , and k
2
i = k
2
x + k
2
y. The Dirac Γ matrices are Γ1 =
σx⊗τx, Γ2 = σy⊗τx, Γ3 = σz⊗τx, Γ4 = σ0⊗τy , and Γ5 =
σ0 ⊗ τz , with σi and τi (here i = x, y, z) being the Pauli
matrices acting on the spin and the parity space and sat-
isfying the Clifford algebra {Γi,Γj} = 2δi,j . The Hamil-
tonian is presented in the basis of {ψ1↑, ψ2↑, ψ1↓, ψ2↓}
T ,
where ψα,σ (α = 1 or 2 and σ =↑ or ↓) is a p-like orbital
2α with spin σ, and is invariant under the time reversal
operation T = iσy ⊗ τ0K, where K is the complex conju-
gate operator. By dimensional reduction, the 1D form of
the Hamiltonian (defined along the x direction) can be
written as
H0 = C0 + C2k
2
x + (M0 +M2k
2
x)Γ5 +A0kxΓ1. (2)
In the presence of an external magnetic field along the z
direction, the Zeeman term is
Hz = diag(Vz1, Vz2,−Vz1,−Vz2)
= Vzdiag(1, g,−1,−g), (3)
where g = Vz2/Vz1 is the ratio of the Zeeman energies
of the two p-like orbitals. Considering the proximity ef-
fect by an s-wave superconductor, the term Hsc which
describes the effect of pairing is
Hsc =
∫
dx
[
∆1e
−iθ(ψ†1↑ψ
†
1↓ + ψ
†
2↑ψ
†
2↓)
+ ∆2e
−iθ(ψ†1↑ψ
†
2↓ + ψ
†
2↑ψ
†
1↓) + h.c.
]
, (4)
where ∆1 is the amplitude of pairing potential between
the same orbitals and ∆2 between different orbitals in
the Bardeen-Cooper-Schrieffer (BCS) scenario, and θ is
the phase in the paring potentials.
The Bogoliubov-de Gennes (BdG) Hamiltonian of a 1D
TI NW is obtained by representing the total Hamiltonian,
H0 +Hz +Hsc, in the Nambu basis Ψ =
[
ψ
T ψ
]
as
HBdG =
[
H0 +Hz ∆0e
−iθ
∆0e
iθ −(H0 +Hz)
T
]
, (5)
with
∆0 = ∆1Γ0 − i∆2Γ4Γ5, (6)
where Γ0 is the identity matrix. Introducing another set
of Pauli matrices ρi(i = x, y, z) acting on the particle-
hole space, the BdG Hamiltonian can be rewritten as
HBdG = H0ρz +Hz +∆0(ρx cos θ − ρy sin θ). (7)
The system can be solved numerically by discretizing
HBdG into a lattice model,
(HBdG)mn = [(2t+ 2ηΓ5 + ζΓ5 − µ)ρz
+ Hz +∆0(ρx cos θ − ρy sin θ)]δm,n
− (t+ ηΓ5 + iαΓ1)ρzδm+1,n
+ (−t+ ηΓ5 + iαΓ1)ρzδm−1,n, (8)
where parameters t = C2/a
2, µ = −C0, ζ = M0, η =
M2/a
2, and α = A0/2a.
For an infinitely long TI NW, the above Hamiltonian
can be written as
HBdG(q) = H˜0(q)ρz +Hz +∆0ρx (9)
(a) (b) (c)
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FIG. 1: (a) to (c) Sketches for winding around a zero (marked
by a red dot) of z(q) in complex plane for three examples with
the winding numbers of W = 0, −1 and 2.
where the phase θ is removed by a global gauge trans-
formation which is valid when considering a single TI
NW segment [but will be reinstalled later in the study
of a TI NW Josephson junction structure] and H˜0(q) =
2t− µ + 2ηΓ5 + ζΓ5 − 2(t+ ηΓ5) cos q + 2αΓ1 sin q, and
q the dimensionless momentum. The fact that HBdG(q)
is real allows us to make a unitary transformation U in
particle-hole space, H′BdG(q) = UHBdG(q)U
†, to obtain
a Hamiltonian of block off-diagonal form,
H′BdG(q) =
[
0 A(q)
A∗(q) 0
]
, (10)
where U = [e−iρz
pi
4 e−iρx
pi
4 ⊗ Γ0][Γ0 ⊕ (−iΓ2Γ3)], A(q) =
H˜0(q) +Hz − i∆˜0 with ∆˜0 = −i∆1Γ2Γ3 +∆2Γ1. After
defining a complex number
z(q) = Det(A(q)), (11)
the topological invariant winding number W can be cal-
culated through
W =
1
2pii
∮
dz(q)
z(q)
. (12)
Thus, W can be simply evaluated by counting how many
circles surrounding a zero point of z(q) in complex plane
that have taken place over one period, see Fig. 1 for three
typical examples.
III. PHASE DIAGRAMS AND ENERGY
SPECTRA OF SINGLE SUPERCONDUCTING TI
NANOWIRES
The phase diagrams and the energy spectra of 1D su-
perconducting TIs are calculated. We first present and
discuss the calculations in the presence of a magnetic field
and in the case of ∆1 > ∆2. Figure 2(a) shows the calcu-
lated phase diagram for such a TI NW of infinite length.
Three kinds of phase boundaries are present in the sys-
tem: the boundaries defined by (1) gap closing at q = 0,
(2) gap closing at q = pi, and (3) gap closing when q is
at a value between 0 and pi. The first two kinds of phase
boundaries are due to the particle-hole symmetry, while
the third kind roots from the existence of both ∆1 and
∆2. The phase indexW changes by 1 or -1 by crossing the
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FIG. 2: (a) Phase diagram of a 1D superconducting TI in
the chemical potential-Zeeman energy (µ − Vz) plane in the
case of ∆1 > ∆2. The 1D superconducting TI is modeled
with parameters α/t = 2, ζ/t = 5, η/t = −2, ∆1/t = 0.1,
∆2/t = 0.05, and g = 0.6. The green, blue and red lines
mark the phase boundaries defined by gap closing at q = 0,
pi, and a value in between in the Brillouin zone, respectively.
The corresponding winding numbers in different phase regions
are indicated in the figure. (b) Energy spectra E vs Zeeman
energy Vz of a corresponding finite superconducting TI NW
at µ = 0, corresponding to the dotted line in (a). In the
calculations, the finite superconducting TI NW is modeled
by a lattice of 800 sites.
first two kinds of boundaries, but it changes by 2 or -2 by
crossing the third kind of boundaries. The first two kinds
of boundaries can also be extracted through the Pfaffian
approach: PfB(0) = 0 and PfB(pi) = 0, where B(q) is
the antisymmetric matrix B(q) = HBdG(q)(ρy ⊗σy⊗ τ0)
and Pf is the Pfaffian operator. Some analytic expres-
sions at the first kind of the phase boundaries are avail-
able. For example, for q = 0 and g = 1 (other parameters
are in units of t), the phase boundary is defined by
V 2z = ∆
2
2+∆
2
1+ ζ
2+µ2±2
√
∆22(∆
2
1 + ζ
2) + ζ2µ2. (13)
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FIG. 3: (a) Phase diagram of a 1D superconducting TI in the
chemical potential-Zeeman energy (µ−Vz) plane in the case of
∆1 = ∆2. Other parameters are the same as in Fig. 2(a) ex-
cept for ∆2/t = 0.1. The corresponding winding numbers in
different phase regions are indicated in the figure. (b) Energy
spectra E vs Zeeman energy Vz of a corresponding finite su-
perconducting TI NW at a value of µ ≈ −1.373 corresponding
to the dotted line in (a). In the calculations, the finite super-
conducting TI NW is modeled by a lattice of 1600 sites. Note
that at µ ≈ −1.373, two phase boundaries that separate the
|W | = 2 and 0 phases are touched at Vz = 0 as shown in (a).
At µ = 0, the above equation reads
V 2z = ∆
2
2 +∆
2
1 + ζ
2 ± 2∆2
√
∆21 + ζ
2. (14)
Figure 2(b) shows the energy spectra of a corresponding
finite superconducting TI NW at the chemical potential
µ = 0. It is seen that the zero-energy states exist inside
the gap in both the |W | = 1 and the |W | = 2 phases.
Figure 3(a) shows the phase diagram of the infinite TI
NW in the case of ∆1 = ∆2. It is seen that the phase
diagram inherits most of the features seen in the case of
∆1 > ∆2, such as the three kinds of phase boundaries
and the phases with single and multiple pairs of MFs. A
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FIG. 4: (a) Phase diagram of a 1D superconducting TI in the
chemical potential-Zeeman energy (µ− Vz) plane in the case
of ∆1 < ∆2. Other parameters are the same as in Fig. 2(a)
except for ∆2/t = 0.2. The corresponding winding numbers
in different phase regions are indicated in the figure. (b) En-
ergy spectra E vs Zeeman energy Vz of a corresponding finite
superconducting TI NW at µ = 0, corresponding to the dot-
ted line in (a). The finite superconducting TI NW is modeled
by a lattice of 800 sites.
significant difference arising from the relative increase of
∆2 is that the phase boundaries that separate the |W | =
2 and 0 phases are shifted and two of them are touched
to each other at the line of Vz = 0. Figure 3(b) shows the
energy spectra of a corresponding finite superconducting
TI NW at the point of µ for which the two boundaries
that separate the |W | = 2 and 0 phases are touched. It is
shown that the region in which the zero-energy states are
present extends to almost the entire considered magnetic
field range except for the neighborhood of Vz = 0.
We now consider the 1D superconducting TI NWs in
the case of ∆1 < ∆2. Figure 4(a) shows the phase dia-
gram of an infinite superconducting TI NW in this case.
It is seen that there still exist the phases with one pair
(|W | = 1) and two pairs (|W | = 2) of MFs and all the
three kinds of phase boundaries are present. However, by
comparisons to the phase diagrams shown for the cases of
∆1 > ∆2 in Fig. 2(a) and of ∆1 = ∆2 in Fig. 3(a), we see
that although the first two kinds of boundaries remain
mostly unchanged, the third kind of boundaries have
been shifted dramatically, making the |W | = 2 phase
extended to the zero Zeeman energy region. One impor-
tant consequence of this is that the MFs can emerge at
zero magnetic field. Figure 4(b) shows the energy spectra
of a corresponding finite superconducting TI NW along
the line of chemical potential µ = 0. It is seen that both
one pair and two pairs of MFs at zero energy are present
inside the gap and the zero-energy MF states appear over
the entire range of considered magnetic fields.
IV. KRAMERS PAIRS OF MFS
From the above results and discussion, we can see that
the relative strength of ∆1 and ∆2 plays an important
role in the realization of a 1D superconducting TI system
with the existence of MFs at zero magnetic field. In this
section, we will show that the two pairs of MFs in the
|W | = 2 phases at zero magnetic field are Kramers pairs
of MFs due to the presence of time reversal symmetry
in the system. To be concise, in the following of this
section, the Zeeman energy is set to zero (Vz = 0) and r
is defined as the ratio of ∆2 to ∆1 (r = ∆2/∆1).
Figure 5(a) shows the phase diagram of an infinite 1D
superconducting TI NW at zero magnetic field in the
plane of the chemical potential (µ) and the ratio (r) of
∆2 to ∆1, i.e., the µ − r plane. Several features can
be found. One is that the phase boundaries defined by
gap closing at q = 0 and pi in the Brillouin zone and
the phases of |W | = 1 are disappeared, leaving only the
third kind of boundaries and the |W | = 0 and 2 phases in
the system. This is because without the Zeeman energy,
the system at the special points of q = 0 and pi in the
Brillouin zone is always gapped. Another feature is that
a prerequisite for the presence of a nontrivial topological
phase is r > 1, namely ∆1 < ∆2.
Figure 5(b) shows the energy spectra of a correspond-
ing finite superconducting TI NW at r = 2. It is seen
that two pairs of zero-energy MF states are present in the
|W | = 2 phase, which are the Kramers pairs of MFs as
the presence of time reversal symmetry at zero magnetic
field. In order to test the stability of the two pairs of MF
states, we have performed the calculations for the energy
spectra of the system in a |W | = 2 phase in the presence
of disorders. Figure 5(c) shows the results of the calcu-
lations. Here, in the calculations, the disorders are mod-
eled by random site potential fluctuations according to
the Gaussian distribution 〈U(ni)U(nj)〉 = S
2δij with a
average value of U = 0 but different values of variance S.
It can be found that as the strength S increases, the gap
will be filled with normal quasiparticle states. However,
the Kramers pairs of MFs are still protected by a energy
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FIG. 5: (a) Phase diagram of a 1D superconducting TI in
the chemical potential-ratio of ∆2 to ∆1 (µ − r) plane at
Vz = 0. Other parameters are the same as in Fig. 2(a). The
corresponding winding numbers in different phase regions are
indicated in the figure. (b) Energy spectra E vs chemical po-
tential µ of a corresponding finite superconducting TI NW at
r = 2, i.e., along the dotted line in (a). The finite supercon-
ducting TI NW is modeled by a lattice of 800 sites. (c) Energy
spectra of the same system as in (b) calculated at different
strengths of potential randomness S at µ/t = −1.
gap unless the disorder becomes too strong, demonstrat-
ing the robustness of the Kramers pairs of MFs.
V. SIGNATURE OF MFS IN JOSEPHSON
JUNCTION DEVICES
We have by now obtained much information about the
phase diagrams and the energy spectra of single TI NWs.
However, there are two important questions which still
remain to be addressed. (1) How do we detect the pair
number of MFs at each phase? (2) Is there any observable
effect arising from the sign ”± ” of the phase label?
Obviously, the answer to these questions can not come
out from the measurements of a device made from a single
segment of a TI NW and we have to consider constructing
a Josephson junction device49,50 containing two segments
of superconducting TI NWs. Let us recall the connec-
tion between the MFs and the observables. A generic
signature of MFs in transport measurements of a single
????
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s-wave superconductor s-wave superconductor
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(a)
FIG. 6: (a) Schematic for a TI NW Josephson junction de-
vice. Here the phase difference φ between the two s-wave
superconductors is assumed to be tuned through the flux in
a SQUID configuration. (b) to (e) Evolutions of the energy
spectra as a function of phase difference φ for a device built
from superconducting TI NWs as considered in Fig. 2(a), i.e.,
in the case of ∆1 > ∆2, with Vz/t = 0.5 and µ/t = −2
(W = 0) in (b), Vz/t = 1.5 and µ/t = 0 (W = −1) in (c),
Vz/t = 1 and µ/t = −1 (W = −2) in (d), and Vz/t = 3.2 and
µ/t = −3.2 (W = −1) in the left nanowire and Vz/t = 3.67
and µ/t = −3.2 (W = 1) in the right nanowire in (e). Note
that in the calculations for (b) to (e), each nanowire is mod-
eled by a lattice of 600 sites and the two nanowires in each
device is connected by a weak link modeled by assuming a
smaller hopping parameter of 0.5t between the two connect-
ing sites. Other unspecified parameters are the same as in
Fig. 2(a).
nanowire is zero-bias conductance peaks (ZBPs). How-
ever, in our case, it cannot tell us the number of MFs
since multiple MFs can peacefully locate at the same
end of the nanowire at zero energy. While in a Joseph-
son junction device made from two segments of super-
conducting TI nanowires, the MFs near the junction are
hybridized into Andreev bound states,15 which will be
captured in the tunnel spectroscopy. Therefore, the de-
tection of the ZBPs and the peaks of Andreev bound
states in such a Josephson junction device would elim-
inate most of other mechanisms and manifest uniquely
the existence of MFs.
We confirm the above scenario by proposing a SQUID
setup as in Fig. 6(a) and calculating the energy spec-
tra as a function of the phase difference φ(= θR − θL)
between the two superconducting NW segments in the
device. Here, we note that the device consists of a weak
link in the middle modeled by assuming a smaller hop-
ping parameter between the connecting sites of the su-
perconducting NW segments and the phase difference φ
6between the two segments can be tuned through the flux
of the SQUID. Figures 6(b)-6(e) show the energy spec-
tra of the SQUID device at different values of φ for the
superconducting NW segments at different topological
phases. In a trivial phase [Fig. 6(b)], there is no persis-
tent zero energy states. On the contrary, in a case when
the superconducting NW segments are in a topological
phase [see Figs. 6(c)-6(e)], zero energy states are present
for all values of φ and the number of the subgap state
crossing points is odd (here just one crossing point) in
one phase period region, which inherit the general fea-
ture of hybridized MFs.21 We can further observe that
the pair number of Andreev bound states is exactly the
pair number of MFs, see Fig. 6(c) for an example of one
pair and Fig. 6(d) for an example of two pairs. Thus, the
measurements of the number of subgap Andreev bound
states in the SQUID device would provide information
about the winding numbers or the pair number of MFs
in each superconducting TI NW segment.42
If we further assume that µ and Vz of the two super-
conducting segments are separately tunable, as in the
experiment setup proposed in Ref. 51, we can make the
case that the two superconducting TI NW segments are
in different topological phases. Figure 6(e) shows the en-
ergy spectra of the SQUID device in such a case in which
the MF from the left NW segment in the W = 1 phase
interacts with the MF from the right NW segment in the
W = −1 phase. It is seen that the cross point of the topo-
logical protected subgap Andreev bound states is shifted
from φ = pi to φ = 0, which indicates the appearance of
sign ”− ” in the phase index −W of one NW segment as
compared with the phase index W of the other NW seg-
ment. As a consequence, an intrinsic phase difference of
pi is present between the two MF states and the formation
of a topological pi Josephson junction is realized.43
VI. CONCLUSIONS
The phase diagrams and energy spectra of MF bound
states in 1D TI NWs are studied. The chiral symme-
try as well as the particle-hole symmetry make the MF
pair number in the systems labelled by a topological in-
variant winding number W . In the presence of the su-
perconducting pairing potentials between both the same
and different orbitals, W could take values from −2 to
2. The energy spectra of MFs in a single nanowire are
calculated and analyzed and the effect of multiple MFs
in a Josephson junction device is examined. It is pro-
posed that the pair number of MFs can be extracted in
transport measurements of a Josephson junction device,
as it can be mapped to the number of pairs of topolog-
ical protected subgap bound states in the device. The
effect of the sign in the winding numbers in a Josephson
junction device has also been discussed and sign extrac-
tion procedure has been proposed. The multiple MFs
are non-Abelian anyons as in the case of single isolated
MFs, which could have potential applications in topolog-
ical quantum computation.34,52,53 This study shows that
the operation of both single and multiple pairs of MFs
can be achieved in a TI NW device.
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