This paper considers an econometric model for new product sales, which extends the deterministic Gompertz process by allowing the saturation level to depend on forcing variables. It turns out that this model can be written in error correction form. Given that many marketing variables show nonstationary behavior, one may have to rely on cointegration techniques for proper estimation of its parameters. Empirical specification strategies are proposed and applied to modeling Dutch new car sales.
Introduction
The typical pattern of new product sales according to the product life-cycle hypothesis is characterized by periods in which distinct growth rates can be distinguished.
Notably for durable products like cars or washing machines, it is commonly observed that sales do not return to its initial value. Further, in many practical cases an asymmetric growth pattern can be observed, i.e.
the period of rapidly increasing sales is shorter than the period in which the sales converge to a certain saturation level. This implies that a Gompertz type of process can be useful to forecast new product sales; see e.g., Meade (1984) and Mahajan and Muller (1979) for surveys of market development applications of trend curves. Properties of the standard Gompertz curve are that a fixed saturation level is assumed and that a deterministic trend is the only explanatory variable. For many marketing applications these two assumptions can be too restrictive. First, consumers may adapt their saturation level in case, e.g., the technical quality of the product changes or when the price of a product is structurally decreased.
Second, the assumption that a deterministic trend dominates the sales of a product and that marketing efforts as, e.g., promotion and distribution, are assumed not to be effective, can also be regarded as a limitation of the determinis-tic Gompertz process. This calls for an extension of this process, which allows the saturation level to depend on marketing efforts or on other explanatory variables.
A model that accounts for these extensions has first been proposed in Chow (1967) . In the present paper this model will be analyzed again, although the primary focus will be on estimating the parameters in this model. This renewed interest in estimating the parameters is caused by the fact that the model involves variables which are possibly nonstationary, which implies that standard estimation techniques do not apply. Therefore, the main contribution of the present paper is to suggest appropriate estimation methods for an extended Gompertz model. This model can be relevant in marketing research involving sales response functions. Such functions are not necessarily limited to the level of product sales, but can also cover investigations into the effects of marketing instruments at, e.g., a brand level. The proposed estimation methods may prevent that applied marketing researchers incorrectly assume that their empirical model is an adequate description of a certain product lifecycle phenomenon and use such a model in, e.g., forecasting
exercises. The outline of the paper is as follows. In Section 2 below, I survey the main aspects of the Chow (1967) model. One of these aspects is that it can be written as a partial adjustment model in which the variables are measured in logarithms. Given that marketing variables as sales, advertising, distribution and price can be nonstationary (cf. Leong and Ouliaris, 1991) in the sense that their time series show time-varying means and variances, one cannot rely on standard estimation techniques for proper inference.
In that case one may have to consider cointegration analysis; see e.g., Engle and Granger (1987) for a detailed exposition of this concept. In an appendix, I will briefly survey the concepts of nonstationarity, unit roots and cointegration.
Several cointegration based estimation methods for the extended Gompertz model will be discussed in Section 3. In Section 4 they will be illustrated with an application to modeling new car sales in The Netherlands. The final section concludes with some remarks.
The model
The standard deterministic Gompertz curve for a sales variable X, is X,=a.exp (-b.exp(-ct 
where a, b and c are positive parameters, with a denoting the saturation level, with b and c characterizing the rate of growth and the point of inflexion, and where t is a deterministic trend variable (see also Meade, 1984 and Franses, 1994) . It is not difficult to recognize that this Gompertz curve assumes (i) that the quantity of the existing sales has a positive influence on future X, and (ii) that the difference between the equilibrium or saturation level a and X, also has a positive effect. In fact, (1) is the solution of the differential equation
where g is some constant (see Chow, 1967, Eq. 11. These two assumptions make the Gompertz curve useful for marketing applications.
The first assumption can be rationalized by the notion that a growing acceptation of the product ensures that more prospective buyers have learned about it. This effects the second assumption since the closer X, comes to a, the smaller the influence of their difference.
A convenient alternative representation of the Gompertz process, which is already suggested by the differential equation above, is given by taking natural logarithms and by rewriting, i.e.
where lower case letters indicate that the natural logarithm transformation has been applied, and where A, is the first order differencing filter defined by A, z, = z, -z,_ ,. Note that (2) follows exactly from (1).
In Chow (1967) it is proposed to model the log of the saturation level, loga, as a time series variable xT, which may depend on explanatory variables as the log of the price of the product, p,, and the log of income, yf, i.e. XT=Po+PiPt+P*Yt?
where /3, < 0 and p2 > 0. Of course, specific applications of this model may require the inclusion of additional factors as, for example, measures for advertising and distribution efforts. Note that the standard interpretation of a constant saturation level does not apply anymore, but that now a certain equilibrium relation is assumed between a varying saturation level XT and the explanatory variables.
For the moment, I assume that the variables on the right hand side of (3) are weakly exogenous explanatory variables (see Engle et al., 1983 , for a survey of several exogeneity concepts). Of course, in some marketing applications one may encounter situations in which there is feedback between, e.g., sales and advertising. This would violate the weak exogeneity assumption.
Therefore, 1 will deal with this assumption in more detail below.
A possible alternative interpretation of (3) is that XT is the desired level of product sales, which depends on forcing variables as price and income. In that sense, one may also consider the inclusion of ptP 1 and y, ~ 1 in (3) instead of pI and yr. This decision can be based on the sampling interval of the available observations, i.e. model (3) may be an adequate description for annual time series, although for, e.g., monthly time series one may want to include pt _i and y, _ j for some positive i and j. Additionally, x7 replaces a constant loga, and there are no theoretical objections to replacing this constant by
Setting loga in (2) equal to ~7, denoting (1 -exp (-cl) as (Y, substituting (3) in (21, and adding an error term E,, gives
which is an estimable partial adjustment model for time series variables in logarithms (see Chow, 1967) . For estimation purposes one may assume that E, is a standard white noise variable, i.e. an uncorrelated zero mean process with constant variance u2. A rewritten version of (4) When (5) is exactly derived from (41, the 4,, 4*, y, and y2 parameters in (5) are restricted by the parameters in (4). For example, 4, = NP, and y, = p,. In practice, these restrictions may be tested by comparing the residual sums of squares of (5) and (4), when (5) is estimated unrestrictedly. The model in (5) may however also emerge in case the current variables p1 and y, in (3) are replaced by pr _ , and y, _ , and an empirical model like (4) needs the inclusion of current A, p, en A, y, variables.
Of course, specific applications may require the inclusion of any additional lagged A,p, and A, y, variables to remove serial correlation in the error process. This inclusion does not violate the character of the underlying Gompertz type process. Usually, diagnostic tests for systematic patterns in the estimated residuals may guide the practitioner to construct an adequate empirical model. In the next section the construction of such a model will be illustrated with an example.
A further extension
The extension of the Gompertz curve proposed in Chow (1967) , and which is analyzed in the present paper, only considers the saturation level. A further extension of the model is given by allowing the parameter c in (1) and (2) to vary over time. Similar to (3), one can argue that adjustment to equilibria may depend on explanatory variables as the level of the price or the availability of the product. For example, when income rises, and consumers are inclined to modify their desired purchases level, this modification may depend on, e.g., the availability of the product. Hence, one may replace the constant (Y = (1 -exp( -cl) in (2) and (4) by, e.g., CY, = CQ + $p,.
In that case the expression in (4) changes to the nonlinear regression model
A,x, = (a,~ + Ilr~,l(P, + PI it + PZY, -ax,-I) + E,, the unrestricted version of which includes variables like p,y, and p,x,_ 1. Given the time variation in the adjustment parameter, it may become difficult in practice to detect the equilibrium relationship on the right-hand side using the currently available cointegration based estimation techniques, which will be discussed in the next section. One possible route is of course to apply the cointegration techniques recursively.
A detailed analysis of such an extended Gompertz model is however considered to be a research topic which is beyond the scope of the present paper.
Exogeneity
Until now the focus has been on model (4) with the assumption that pt and y, are weakly exogenous variables.
Of course, when, e.g., the price-setting behavior of a firm depends on disequilibrium errors, this weak exogeneity assumption does not hold any more. For example, suppose that an equation similar to (4) such as (6) may be added to (4) with vt denoting a standard white noise process. The relation x,_, -YTP~-, -YZY,-1 -yz again refers to an equilibrium relationship, where K is the parameter of adjustment to disequilibrium errors. For the sake of completeness, suppose further that
where rTTt is again a standard white noise process. The equation in (7) states that log income can be described by a random walk process with drift. The models (6) and (7) can be enlarged, but for the present illustrative purposes, the three equation system containing (4) or (51, (6) and (7) suffices. For example, (6) may include A, y,, but this would require complicated estimation procedures. A discussion of these does not contribute to the main points raised in the present paper.
Based on similar arguments as above, it is clear that the model in (6) also reflects a Gompertz type of pattern for P,. This pattern may or may not be similar to the Gompertz pattern for X,. Hence, one may face a multivariate Gompertz process. Thus, the equilibrium relation in (6) is not necessarily equal to that in (5) since the values of yT, rz and yX do not necessarily have to be equal to the y2, yi and y0 in (4). Hence, the three variable system (x,,p,,y,)
can have two equilibrium relations and hence multiple error correction mechanisms.
When (6) holds, the variable pr is of course not weakly exogenous in the standard sense. This implies that one has to take account of (6) when estimating (5). In the next section, I will discuss several estimation methods for (4) or (5) in more detail, also with respect to the way these methods incorporate equations (6) and (7).
Estimation
When the time series for xf, p, and y, are stationary, i.e. when they have means, variances and autocorrelations which do not depend on time, the models in (4) and (5) can be estimated using standard estimation techniques. In case (6) is part of the system, these estimation techniques should account for this equation.
Several system estimation methods for stationary time series, like seemingly unrelated regression (SUR), are available in the standard econometric textbooks, and therefore I will not pursue this issue here.
However, as already noted above, a stylized fact for many marketing time series is that they are nonstationary in the sense that they contain a unit root (see e.g., Leong and Ouliaris, 1991) . A time series z, is said to have a single unit root if it must be transformed using the A, filter to make it stationary.
An effect of this invalidation of standard assumptions is that the t ratio for CY does no longer follow a standard t distribution, but a distribution that is shifted to the left. Oth-erwise formulated, what could seem to be a significant parameter, with, e.g., a t ratio of -2.1, turns out to be insignificant in case the variables are nonstationary.
Given that (3) assumes that there is an equilibrium relation between the possibly nonstationary variables, one can rely on cointegration analysis to estimate the parameters in (4) and (5) and establish their significance.
In Appendix 1, I display a brief survey of concepts as unit roots and cointegration.
In this paper, I illustrate the application of two estimation strategies.
The first is the two-step approach proposed in Engle and Granger (19871, and the second is the method proposed in Boswijk (lYY2a,b). The first method is considered since it is often applied in practice. The second approach is used since it can easily be applied in case one can assume the weak exogeneity of the explanatory variables like p, and y, in the model. In case this assumption is valid, this Boswijk approach yields efficient estimates of the parameters. In case of the invalidity of this assumption, e.g., when a system contains an equation like (61, which is not unlikely in some marketing applications, one should consider another estimation method. I will come back to the latter issue at the end of this section.
Engle and Granger method
The first step in the Engle and Granger (1987) method is to test for cointegration, i.e. to test whether the estimated errors fit from an OLS regression applied to X,=Yo+YtP,+Y2YrfU,, 
In case the qt process is not a white noise process, one includes lagged AG, in (9). Decisions for this inclusion can be based on diagnostic checks for residual autocorrelation in (9) or on model selection criteria for the order of an autoregressive model for zS, (see e.g., Boswijk and Franses, 1992) . Alx, = v + &A,P, + &A,Y~ + e,
via a Wald test statistic. Note that the drift terms p and v in (11) and (12) do not necessarily reflect the same constant term. In fact, p in (11) also contains the constant term in the equilibrium relation. Rejection of the null hypothesis that the simplification is valid implies that there is cointegration between x,, pr and yt. The cointegration parameters are then estimated as p, = 7j,/& and q2 = G2/& for pt and yt, respectively.
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The cointegration relation to be estimated in the illustrative Gompertz model discussed in this paper is given in (3). It is clear that the previously constant saturation level is now assumed to be a nonstationary time series. This implies that shocks can have a permanent impact on the level of the 'saturation' (see Appendix 1). In other words, specific marketing efforts may cause permanent changes in the level of the sales, while such 'shocks' do not change the parameters in the system. This implies that the term 'saturation' may not be useful in this case, and it would be more appropriate to assume that there is a desired or equilibrium level of the sales of a new product, which can be nonstationary.
More than one cointegration relationship
Suppose that it is believed that there is only one cointegration relation in the system containing x,, p, and yf, and that this relation is found using the Boswijk method. A test for weak exogeneity, which concerns the consistency and efficiency of the estimators in (ll), can now be performed by testing the significance of the error correction variable x,_, -T,P~_~ -f2yrP, when it is added to the econometric models for A,p, and A, y,. Given that there is cointegration, this test can be evaluated using t tests following standard distributions.
However, when pt is the log of the price of the product, it may well occur that the price-setting behavior of a firm depends on the current or lagged sales and that there may be another cointegration relation in the system containing the three variables x,, p, and y,, which is for example reflected by (6). In case the practitioner suspects that there can be more than one cointegration relation, or that the same cointegration relation shows up in more than one equation, the Johansen and Juselius (1990) approach is more appropriate than the previous two approaches. With this method, which does not require the weak exogeneity of the variables, one can test for the number of cointegration relations and one can evaluate the significance of K in (6). To save space, I do not give a detailed account of the Johansen and Juselius (1990) method, and refer the interested reader to the relevant literature.
Dutch new car sales
To illustrate the merits of the empirical specification strategies discussed in the previous section, consider the annual time series of the Dutch new car sales X, for 1960-1988 as it is given in Fig. 1 .
Because of the decline in the growth, it seems that there is a tendency towards a saturation level, and hence that the X, series may be described by a Gompertz type of process. Furthermore, I have chosen to measure p, by the log of the price of petrol after correction for the consumer price index, as a rough proxy for the costs of maintaining a car, and to measure y, by the log of the Dutch real gross national product. Graphs of these two series are given in Fig. 2 .
The observations of all three series are given in Appendix 2. One may now want to include additional variables in the model, as, e.g., the price of a new car or advertising expenditures, but this is not done here for the sake of brevity of exposition.
One may also want to modify the model in order to allow an increase in the technical quality of new cars, since such an increase might effect the speed of adjustment to a certain equilibrium level. In fact, this modification amounts to extending the model, as is discussed at the end of Section 2, by allowing the adjustment parameter to be time-dependent, i.e. at. For the same arguments as stated earlier, this involves a non-trivial extension of the cointegration model (5) and an investigation of this modification is beyond the scope of this paper. However, using Chow-type tests as well as recursive estimation methods, I will check whether the parameters in the estimated model have been reasonably constant over time.
The visual evidence from the graphs is that the three individual series are likely to be nonstationary. This suggestion seems verified by the formal unit root test results given in Table 1 , where it is indicated that the null hypothesis of a unit root, or equivalently of nonstationarity, cannot be rejected for either series. Hence, we have to rely on the cointegration techniques described in the previous section to estimate a model like (5) for the Dutch new car sales.
The static regression in (8) i.e. the first step of the Engle and Granger (1987) approach, yields x, = -:;.;3478, -1.204~~ + 1.317y,, where standard errors are denoted in parentheses. The value of the t ratio for the estimated p as in (9) l,,,.,,,,,.,,,.,,,.,.,.,, I_.-P _____Yj (see Appendix l), indicates that the null hypothesis of no cointegration can be rejected at a 5% level. The estimated version of (10) The model in (14) is evaluated using a range of diagnostic checks. A list of diagnostic test statistics used for this evaluation is given in Appendix 3. For (14) it emerges that F,,, and Fo,_2 are 0.056 and 0.225, respectively, that Farcll, is 1.068, JB is 1.327, White is 0.856, and that the parameter constancy tests yield Chow (74) is 1.959, Chow (75) (13) and (14) have the expected signs since one would expect that the impact of price is negative, that the impact of income is positive, and that the adjustment parameter is negative, i.e. that (Y in (4) is positive. In summary, this model can not be rejected by the data.
The application of the Boswijk (1992a,b) procedure amounts to estimating (11) The t ratios in (15), as well as the parameter estimates for Alpt and pf_,, seem to suggest that the model may be simplified to a model like (4). When estimated, this simplified model is
A,x, = 0.113 -0.551 x,-i (0.514) (0.180) ( + ;;,;;i"l -;i.y:. yt 1
with an R2 of 0.467 and a residual sum of squares of 0.232. Comparing the sums of squares of (15) with those of (16) indicates that this simplification cannot be rejected by the data. The diagnostic test results of (16) (16), xfecm, on the random walk model, X@W and on a model only using first differences, xfnecm.
1.004 and 0.704. The Wald test for the null hypothesis of no cointegration, which implies deleting x,-i, pf and y, from (161, obtains the highly significant value of 21.021. Comparing the residual sums of squares of (16) and (14) suggests that the specification in (16) is to be preferred since it involves a smaller number of parameters to be estimated.
Finally, regressing Alp, and A, y, on the EC term in (15) yields insignificant t ratios, indicating that the pt and yt variables are weakly exogenous, and hence that the equilibrium parameters in (16) have been consistently and efficiently estimated i. One of the important gains of considering cointegrated systems, at least theoretically, concerns out-of-sample forecasting; see e.g, Engle and Yoo (1987) . To see whether the error correction variable in (16) is useful for one-step-ahead forecasting, consider the graphs in Fig. 3 .This figure displays the new car sales throughout the -casual application of the Johansen and Juselius (1990) method to a vector autoregression of order 1 yields that there seems to be only one highly significant and also sensible cointegration relationship. This relation is broadly similar to that in (13) and (15) to extend the cointegration analysis in this paper to other growth processes like, e.g, the logistic process.
Concluding remarks Appendix 1: Unit roots and cointegration
The model for new product sales developed in Chow (19671, that accounts for Gompertz patterns and for saturation levels which are dependent on explanatory variables, is a partial adjustment model for the variables in logarithms. When these variables are nonstationary, one has to rely on cointegration methods to estimate the model parameters.
Two empirical specification strategies, which focus on testing for cointegration and on parameter estimation, are discussed in detail and applied to the annual new car sales in the Netherlands.
In this appendix a brief review of concepts as unit roots and cointegration is given. Detailed expositions can be found in the referenced literature. For our purposes it suffices to investigate the properties of univariate variables z, and xf, when they are generated by the first order vector autoregression, (see Granger and Newbold, 1986) , it is easily seen that a single unit root in a first order bivariate time series model implies that the z, and X, series both follow autoregressive integrated moving average processes of order (l,l,l), i.e. ARIMA(l,l,l).
The integrated (I) part of these univariate models originates from the fact that when By = (1 -(~)(l -S), the [l -((w + 6)B + (a6 -py)l?*] in (A.41 becomes (1 -(a + 6 -l)B)(l -B). The univariate time series z, and X, are now said to have a unit root. An often applied test statistic for unit roots is based on the t ratio of the parameter p in the auxiliary regression +*, (A.51 where p is the intercept, T, is a linear deterministic trend variable, A, is the first order differencing transformation.
This auxiliary model is called the Dickey-Fuller regression (see Dickey and Fuller, 1979) . The t ratio for p does not follow a standard distribution under the null hypothesis of a unit root. Tables with critical values for this t ratio can be found in Fuller (1976) .
The impact of the presence of a unit root in a univariate time series is that shocks have a permanent impact on the future pattern of the series. This is most easily seen by rewriting a simple random walk process z, =z,-i + E,
The latter expression clearly indicates that the effect of a shock at some time i does not become smaller, but is constant. Hence, a large ei value can change the pattern of z, permanently.
A natural implication of finding unit roots in univariate series is to transform each of the series using the A, filter, and construct multivariate models for Alz, and A,x,. However, in case the number of unit roots in the multivariate system like (A.l) is less than the number of variables, though the number exceeds zero, a multivariate model containing only A, transformed variables is misspecified. This is easily understood by rewriting (A.l) as Since the error processes l t and U, and the A, transformed time series are stationary, the error correction variable z,_i -[(l -6/ylx,-, is stationary as well. It is now said that the z, and X, are cointegrated (see Engle and Granger, 1987) . The cointegration vector is (1, -(1 -6)/y), and the adjustment parameters are BY/CC? -1) and y. There are several routes to specifying models like (A.81 and (A.9) . The first step in the Engle and Granger two-step approach, proposed in Engle and Granger (19871, is to regress z, on a constant and x,, to calculate residuals e,, and to check whether the residual process {e,) is stationary along similar lines as in (AS) . Critical values of the corresponding t ratios for p are displayed in Table 2 in Engle and Yoo (1987) for 1 through 5 variables in a VAR like (A.l). In case the model contains an intercept and not a linear trend, the 5% and 10% critical values of this test are -3.37 and -3.03 for one weakly exogenous variable, -3.93 and -3.59 for two, -4.22 and -3.89 for three, and -4.58 and -4.26 for four such variables (see Engle and Yoo, 1987) . When {e,} is stationary, the adjustment parameters are found in the second step, i.e. from the regressions of A,z, and Alx, on e,_,. Note that this two-step method estimates the long-run cointegration parameters and the short-run adjustment parameters separately.
Two alternative cointegration methods which estimate the long-run and short-run parameters at the same time are proposed in Johansen and Juselius (1990) and Boswijk (1992a,b) . The first approach estimates the parameter matrix in models like (A.61 and makes the decomposition in (A.7) using the maximum likelihood method. The underlying assumption of this method is that all variables in the multivariate system may be endogenous.
The Boswijk (1992a,b) method assumes that one or more variables in an m-vector system are weakly exogenous.
In that case equations as (A.9) are estimated unrestrictedly, i.e. diX, = e,ztpi + 01x,-i + u, (A.lO) and, here, an estimate of the cointegration parameter is obtained from 8,/8,.
Usually, models like (A.101 
