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This paper introduces a novel neural network based approach for extracting the
eigenvalues with the largest or smallest modulus of real skew-symmetric matrices, as well
as the corresponding eigenvectors. To this end, unlike the previous neural network based
methods that can be summarized by some 2n-dimensional ordinary differential equations
(ODEs), where n is the order of the given skew-symmetric matrix, our proposed approach
corresponds to anODE of order n, instead of 2n. Hence, the scale of networks can be reduced
a lot. Simulations verify the computational capability of such approach.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Computation of eigenvalues and the corresponding eigenvectors has been an attractive topic for a long time, which is
important both in theory and inmany engineering fields such as image compression and signal processing, etc. Lots of neural
network based methods have been proposed for solving this problem [1–16]. Two excellent review articles of this topic can
be found in [17,18].
However, most of those studies focused on computing eigenvalues and the corresponding eigenvectors of real symmetric
matrices. The following two ODEs:
dx(t)
dt
= Ax(t)− x(t)TAx(t)x(t), (1)
dx(t)
dt
= x(t)T x(t)Ax(t)− x(t)TAx(t)x(t), (2)
were well-studied in [3] and [9], respectively, where x(t) ∈ Rn and A is a real symmetric matrix. Both (1) and (2) are
efficient for computing the largest eigenvalue and the corresponding eigenvector. Moreover, they can succeed in computing
the smallest eigenvalue and the corresponding eigenvector by simply replacing Awith−A.
Then, some extensions as regards this topic appeared. The following ODE was proposed in [8] for solving the generalized
eigenvalue problem:
dx(t)
dt
= Ax(t)− f (x(t))Bx(t), (3)
where both A and B are real symmetric matrices and f can take a general form to some degree. Note that when B is the
identity matrix, (3) can also be used to solve a conventional eigenvalue problem like (1) and (2).
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Recently, such neural network based methods were extended to the case of special real matrices in [12,13]. In addition,
two similar neural networks, which can be summarized by 2n-dimensional ODEs, were proposed in [14,15] for computing
eigenpairs of n-by-n real skew-symmetric matrices. Since the dimensionality of those two ODEs introduced in [14,15] is
2n, much more than n, the scale of networks would be enlarged, making networks more complex. Hence, they are possibly
unacceptable in practice. Due to the close relationship between skew-symmetric matrices and infinitesimal rotations [19]
that are involved in many engineering applications [20,21], a simpler neural network for dealing with the case of skew-
symmetric matrices is required.
In this paper, the problem of extracting eigenpairs of n-dimensional real skew-symmetric matrices is translated into that
for the related real symmetric matrices by employing Householder reflector and similarity transformations. The translated
problem can then be solved using such n-dimensional ODEs as (1) and (2) or (3). In the next section six lemmas are presented.
The first four address the transformations involved in this paper and the last two are the required stability theorems
established in [9]. Experimental results are provided in Section 3. Section 4 concludes the paper.
2. Main results
It is well-known that a Householder reflector is defined by
H = In − 2uuT , u ∈ Rn, ‖u‖ = 1, (4)
where In is the identity matrix of order n and ‖·‖ denotes the Frobenius norm. Clearly,H is orthogonal and symmetric. From
a computational viewpoint, such transformations originate in the annihilation of selected elements of vectors or matrices
and are represented by the isometric mapping of a driving vector z into a stretching of a vector of the canonical basis eni (the
ith column of In).
Lemma 1 (cf. [22]). Given any z ∈ Rn and eni , i = 1, . . . , n, Hz = ‖z‖eni holds if H = In − 2uuT and u = z−‖z‖e
n
i
‖z−‖z‖eni ‖ .
Lemma 2. Given any real skew-symmetric matrix A, there exist n−2 orthogonal transformations Pi, i = 1, . . . , n−2, such that
Pn−2 · · · P1APT1 · · · PTn−2 =

0 a1
−a1 0 a2
−a2 0 a3
. . .
. . .
. . .
−an−2 0 an−1
−an−1 0
 = At . (5)
Proof. Assume
A =
(
0 wT1−w1 A1
)
. (6)
Here, w1 ∈ Rn−1 and A1 is a real skew-symmetric matrix of order n − 1. By Lemma 1, there exists H1 such that H1w1 =
‖w1‖en−11 . Let
P1 =
(
1 0
0 H1
)
. (7)
Therefore,
P1APT1 =
(
0 wT1H
T
1
−H1w1 H1A1HT1
)
=
(
0 ‖w1‖(en−11 )T
−‖w1‖en−11 B2
)
, B2 = H1A1HT1 . (8)
Clearly, B2 is a real skew-symmetric matrix. For i = 2, . . . , n− 2, let
Bi =
(
0 wTi−wi Ai
)
. (9)
Here, wi ∈ Rn−i and Ai is a real skew-symmetric matrix of order n − i. On the basis of Lemma 1, choose Hi such that
Hiwi = ‖wi‖en−i1 and let
Pi =
(
Ii 0
0 Hi
)
. (10)
Then, it is straightforward to verify that the matrix Pn−2 · · · P1APT1 · · · PTn−2 takes the form of At in (5), thus proving the
lemma. 
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Let
P = Pn−2 · · · P1. (11)
Clearly, P is an orthogonal matrix. Then, the following simple lemma is given whose proof may be found in many textbooks
on matrices such as [23]:
Lemma 3. If S and W are similar matrices satisfying T−1ST = W, the eigenvalues of S are all the same as those of W. If v is an
eigenvector of W corresponding to the eigenvalue λ, Tv is an eigenvector of S corresponding to the eigenvalue λ.
Define the following real symmetric matrix:
As =

0 a1
a1 0 a2
a2 0 a3
. . .
. . .
. . .
an−2 0 an−1
an−1 0
 , (12)
where the aj’s, j = 1, . . . , n − 1, are the same as those in At defined as (5). Let i =
√−1 be the imaginary unit. Then, we
have the following lemma:
Lemma 4. At and iAs are similar matrices.
Proof. Let Q = diag[1, i, i2, . . . , in−1]. Then, it is straightforward to verify
Q−1AtQ = iAs, (13)
thus proving the lemma. 
Next, note the following four facts. (1) Eigenvalues of the real skew-symmetric matrix A are zero or pure imaginary
numbers. (2) If iλ, λ ∈ R, is an eigenvalue of A corresponding to the eigenvector u, −iλ is another eigenvalue of A
corresponding to the eigenvector u, where u is the conjugate of u. (3) All the eigenvalues of the real symmetric matrix
As are real numbers. (4) By Lemmas 2–4, the eigenvalues of iAs are the same as those of A. Hence, if λ, λ ∈ R, is an eigenvalue
of As, so is−λ. Therefore, we can denote the n eigenvalues of As and the corresponding eigenvectors as λj, vj, j = 1, . . . , n,
where λj ∈ R, |λ1| ≥ |λ2| ≥ · · · ≥ |λn|, λ2k−1 = −λ2k and λ2k−1 ≥ 0, k = 1, . . . , b n2c (b n2c is the maximal integer that is
no more than n2 ).
Then, on the basis of Lemmas 2–4 again, it is important to observe the following key relation between the eigenpairs
of As and A: If λj is an eigenvalue of As corresponding to the eigenvector vj, we know that ±iλj are two eigenvalues of A
corresponding to the eigenvectors PTQvj and PTQvj, respectively, where P and Q are defined in (11) and Lemma 4.
As we have introduced, many neural network based methods such as (2) have been proposed for computing the largest
or smallest eigenvalues and the corresponding eigenvectors of any real symmetric matrix. Therefore, we replace A with As
in (2), which reads
dx(t)
dt
= x(t)T x(t)Asx(t)− x(t)TAsx(t)x(t). (14)
The following result on the convergence of (14) can be found in [9].
Lemma 5 (Theorem 4 in [9]). Assume x(0) is a nonzero vector in Rn which is not orthogonal to the eigensubspace corresponding
to the largest eigenvalue of As. Then, the solution of (14) starting from x(0) converges to an eigenvector corresponding to the
largest eigenvalue of As that is equal to limt→+∞ x(t)
T Asx(t)
x(t)T x(t)
.
Hence, using (14), we can get the eigenvectors PTQv1 and PTQv1 of A and the corresponding eigenvalues±iλ1 that have
the largest modulus.
However, if we directly replace−As with As in (14), we can only get the eigenvalue λ2 (λ2 = −λ1), which is the smallest
eigenvalue of As and has been obtained from (14). Note that A2s is also a real symmetric matrix, the eigenvalues of which
are λ2j corresponding to the eigenvector vj. Hence, to get the eigenvalues±iλn that have the smallest modulus of A and the
corresponding eigenvectors PTQvn and PTQvn, we should replace Awith−A2s in (2) as follows:
dx(t)
dt
= −x(t)T x(t)A2s x(t)+ x(t)TA2s x(t)x(t). (15)
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Lemma 6 (Theorem 5 in [9]). Assume x(0) is a nonzero vector in Rn which is not orthogonal to the eigensubspace corresponding
to the smallest eigenvalue of A2s . Then, the solution of (15) starting from x(0) converges to an eigenvector corresponding to the
smallest eigenvalue of A2s that is equal to limt→+∞
x(t)T A2s x(t)
x(t)T x(t)
.
Hence, using (15), we can get λ2n and vn. By the above analysis, we know that P
TQvn and PTQvn are two eigenvectors of
A corresponding to the two eigenvalues±iλn that have the smallest modulus, respectively.
However, only the discrete-time version of (14) and (15) can be used in practice. Then, we simply discuss some issues
related to the discrete-time version of (2) such as the selection of the step length. Firstly, it is straightforward to show
that the solution of (2) has invariant Frobenius norm [9]. Hence, when choosing the normalized initial condition for (2),
i.e., ‖x(0)‖ = 1, there exists x(t)T x(t) = 1, indicating that in this case (2) is reduced to (1). In [2], it has been proven that the
discrete-time version of (1) converges if the variable step length η(k), k = 1, 2, . . ., is chosen such that its sum is divergent
but its sum of squares is convergent, i.e.,
∑∞
k=1 η(k) = ∞ and
∑∞
k=1 η(k)2 < ∞. Therefore, such a strategy for the step
length can be applied to the discrete-time version of (14) and (15). Additional information about the accuracy of neural
network based eigenpair estimators for real symmetric matrices can be found in [24]. Nevertheless, many mature software
systems are available for solving the convergent ODE systems, such as the ode15s(·) solver in Matlab that was also used in
the simulation of this paper. The experimental results in the next section showed that ode15s(·) with default parameters
performed well for computing solutions of (14) and (15).
Finally, it is easy to see that Lemmas 5 and 6 can almost hold by random selection for x(0) because the projection of
random x(0) on the eigensubspace corresponding to the largest or smallest eigenvalues is sure to be nonzero with high
probability since the dimensionality of such eigensubspace is less than that of Rn in general. Moreover, we point out that
any other stochastic approximation approaches for extracting eigenpairs of real symmetric matrices can take the place of
(14) and (15). Related reading on those methods can be found in [23].
3. Simulations
Two simulations are presented to verify our results. The following real skew-symmetric matrix A was used in both
experiments:
A =

0 0.6837 0.0194 0.1856 0.0885 0.7982 −0.4444
−0.6837 0 0.3056 0.0305 −0.1352 0.0307 0.0248
−0.0194 −0.3056 0 0.2671 0.3347 0.6079 0.5217
−0.1856 −0.0305 −0.2671 0 −0.5776 0.4037 0.7374
−0.0885 0.1352 −0.3347 0.5776 0 −0.2048 −0.4198
−0.7982 −0.0307 −0.6079 −0.4037 0.2048 0 0.4930
0.4444 −0.0248 −0.5217 −0.7374 0.4198 −0.4930 0

.
On the basis of the approach presented in Lemma 2, the orthogonal matrix P can be obtained as follows:
P =

1.0000 0 0 0 0 0 0
0 0.5896 0.0167 0.1601 0.0763 0.6883 −0.3832
0 −0.0199 −0.1875 0.1253 −0.3278 0.4680 0.7888
0 0.2573 −0.5106 −0.7618 0.2800 0.0048 0.1197
0 0.6195 −0.3365 0.3073 −0.3592 −0.5263 0.0498
0 0.2177 0.5724 −0.5278 −0.5882 −0.0174 −0.0088
0 0.3932 0.5128 0.0729 0.5773 −0.1727 0.4626

.
Then, we can compute
As = Q−1PAPTQ =

0 1.1596 0 0 0 0 0
1.1596 0 0.5688 0 0 0 0
0 0.5688 0 1.2071 0 0 0
0 0 1.2071 0 0.3067 0 0
0 0 0 0.3067 0 0.6373 0
0 0 0 0 0.6373 0 0.3999
0 0 0 0 0 0.3999 0
 .
Using the [V ,D] = eig(·) function in Matlab, we got the true eigenvalues of A as ±1.5195i,±0.9850i, ±0.7115i, 0,
(i.e., λ1 = −λ2 = 1.5195, λ3 = −λ4 = 0.9850, λ5 = −λ6 = 0.7115, λ7 = 0) and the corresponding eigenvectors
u1, . . . , u7, where u2 = u1, u4 = u3, u6 = u5,
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Fig. 1. Transient behavior of β(t) based on (14) with initial x(0) as in (16), which should converge to λ1 , i.e., the largest modulus of the eigenvalues of A.
u1 =

0.3428− 0.1929i
0.1638+ 0.1280i
0.1923+ 0.2189i
0.1746+ 0.3842i
0.0574− 0.1781i
−0.1149+ 0.4681i
−0.5212
 , u3 =

0.5519
−0.1537+ 0.3488i
0.0894− 0.3674i
−0.0453− 0.1664i
0.0582+ 0.3048i
0.2870+ 0.3290i
0.2756− 0.1206i
 ,
u5 =

0.1625− 0.1101i
0.2856+ 0.1308i
−0.1828+ 0.4613i
−0.1407− 0.4937i
−0.5807
−0.0311+ 0.1084i
0.0250− 0.0503i
 , u7 =

0.0655
0.6523
0.2277
0.2393
0.2511
−0.3588
0.5190
 .
Example 1.
We use (14) with random initial
x(0) = [−0.0462,−0.0179,−0.1190,−0.3571, 0.8038, 0.4881,−0.6095]T , (16)
to find the two eigenvalues±iλ1 of A and the corresponding eigenvectors PTQv1 and PTQv1. For simplicity, let
β(t) = x(t)
TAsx(t)
x(t)T x(t)
. (17)
By the previous analysis, we know that limt→+∞ β(t) = λ1 and limt→+∞ PTQx(t) = PTQv1, i.e., an eigenvector of
A corresponding to the eigenvalue iλ1. The transient behavior of β(t) and that of the real part and the imaginary part of
PTQx(t) are shown in Figs. 1, 2 and 3, respectively.
After convergence, we can see that β(t) → λ1 and the estimated complex vector is just a constant multiple of u1 as
follows:
the estimated for u1 =

−0.4655
−0.0947− 0.2271i
−0.0713− 0.3373i
0.0429− 0.4975i
−0.1625+ 0.1504i
0.3901− 0.4160i
0.5375+ 0.3024i
 = (−1.0312− 0.5802i) · u1,
meaning that the estimated vector is an eigenvector of A corresponding to the eigenvalue iλ1.
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Fig. 2. Transient behavior of the real part of PTQx(t), denoted as R(t), where x(t) is the solution of (14) with initial x(0) as in (16). R(t) should converge to
the real part of an eigenvector of A corresponding to the eigenvalue iλ1 .
Fig. 3. Transient behavior of the imaginary part of PTQx(t), denoted as I(t), where x(t) is the solution of (14)with initial x(0) as in (16). I(t) should converge
to the imaginary part of an eigenvector of A corresponding to the eigenvalue iλ1 .
Example 2.
We use (15) with the same initial x(0) as in (16) to compute λ7 (the smallest modulus eigenvalue of A) and the
corresponding eigenvectors PTQv7. For simplicity, let
γ (t) =
√
x(t)TA2s x(t)
x(t)T x(t)
. (18)
By the previous analysis, we know that limt→+∞ γ (t) = λ7 and limt→+∞ PTQx(t) = PTQv7, i.e., an eigenvector of
A corresponding to the eigenvalue iλ7. The transient behavior of γ (t) and that of the real part and the imaginary part of
PTQx(t) are shown in Figs. 4, 5 and 6, respectively.
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Fig. 4. Transient behavior of γ (t) based on (15) with initial x(0) as in (16), which should converge to λ7 , i.e., the smallest modulus of the eigenvalues of A.
Fig. 5. Transient behavior of the real part of PTQx(t), denoted as R(t), where x(t) is the solution of (15) with initial x(0) as in (16). R(t) should converge to
the real part of an eigenvector of A corresponding to the eigenvalue iλ7 .
After convergence, we can see that γ (t)→ λ7 and the estimated vector is equal to
the estimated for u7 =

0.0774
0.7713
0.2692
0.2829
0.2969
−0.4242
0.6137
 = 1.1824 · u7,
which is a constant multiple of u7. Hence, the estimated vector is an eigenvector of A corresponding to the eigenvalue iλ7.
4. Conclusion
In this paper, we extend the neural network based approaches for computing the largest or smallest eigenvalues and
the corresponding eigenvectors of real symmetric matrices to the case of real skew-symmetric matrices by employing
Householder reflector and similarity transformations. Given any n-by-n real skew-symmetric matrix, unlike the previous
neural network based methods that were summarized by 2n-dimensional ODEs in [14,15], our proposed approach can be
represented by such n-dimensional ODEs as (14) and (15). Our proposed method is sure to reduce the scale of networks due
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Fig. 6. Transient behavior of the imaginary part of PTQx(t), denoted as I(t), where x(t) is the solution of (15)with initial x(0) as in (16). I(t) should converge
to the imaginary part of an eigenvector of A corresponding to the eigenvalue iλ7 .
to its lower dimensionality. Hence, it is more accessible and attractive in practice. Finally, simulations show the validity of
our proposed method.
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