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Available online 30 December 2015In the infrared region, the quality of sea surface temperature (SST) retrievals critically depends on the cloud de-
tection scheme. More than 5 million matchups, where the surface and top of atmosphere measurements are
available, have been carefully analyzed to understand clouds related errors and to develop the advanced cloud
detection scheme for improvement of satellite SST quality. The effectiveness of a Bayesian cloud detection
(BCD) scheme, operationally implemented at the NOAA Ofﬁce of Satellite Product Operations (OSPO) for the
GOES-Imager, has been examined using an experimental ﬁlter and it is found that this scheme is not optimal.
Thus, a new algorithm for cloud and error masking (CEM) scheme is proposed for physical SST retrievals. This
is based on a quasi-deterministic approach combined with an approximated radiative transfer model and the
functional spectral differences at pixel level. Although, traditionally the validation of cloud detection algorithms
haveoften been reported qualitatively using visual inspection of imagery,we havemade a quantitative validation
of the cloud algorithm for its intended purpose by determining the quality of satellite SST retrievals against in situ
data. Results show that CEM can reduce the root mean square error in SST by an average of 22% while increasing
the data coverage by an average of 38% compared to the operationally implemented BCD at OSPO, as assessed
over a period of ﬁfty months.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Keywords:
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Reliable detection and elimination of cloudy pixels is a prerequisite
for attempting meaningful infrared (IR) sea surface temperature (SST)
retrievals. Deriving accurate cloud-masks from geostationary and
polar orbiting satellite data has been a topic of research since the launch
of the television infrared observation (TIROS)-1 weather satellite in
1960, e.g. Jedlovec (2009). Consequently, many cloud detection algo-
rithms have been developed, based on cloud spectral properties
(quasi-deterministic) and statistical (stochastic) theories. For example,
a popular cloud detection technique, known as the AVHRR Processing
scheme over cLouds, Land and Ocean (APOLLO), was developed for
NOAA AVHRR data (see Kriebel, Gesell, Kästner, & Mannstein, 2003;
Saunders & Kriebel, 1988). This method performs several threshold
tests on data from visible (VIS) and IR AVHRR channels to determine if
pixels are cloudy or cloud-free. Subsequently, the cLouds from Ad-
vanced Very high resolution Radiometer (CLAVR)-1 algorithm, also
based on spectral and textural differences, was developed that classiﬁes
pixels in 4-km resolution images into clear,mixed and cloudy categoriesellite Applications and Research
.
. This is an open access article under(Stowe et al., 1991; Stowe, Davis, &McClain, 1999). Quasi-deterministic
spectral difference methods are popular, because there are some short-
comings in statistical methods, which limit their performance and pre-
vent them from being used globally, c.f. Dybbroe, Karlsson, and Thoss
(2005), and because of computational efﬁciency. For example, the neu-
ral network approach needs training sets which are region-based and
Bayesian methods need information on the distribution of the data,
which is often assumed to be Gaussian while it may vary regionally,
Zhenglong, Li, Menzel, Schmit, and Ackerman (2007). In contrast, the
quasi-deterministic threshold methods, if they are sufﬁciently physics-
based, need not be affected by location and the distribution of the
data, which makes them suitable for global use.
Standard cloud screening methods exploit, by and large, ﬁve basic
properties of passive satellite imagery, Karlsson, Johansson, and
Devasthale (2015): a) Clouds appear bright (i.e., having high Top of At-
mosphere reﬂectance) in VIS and near-IR channels as opposed to ice-
free water surfaces and vegetation-covered Earth surfaces, b) Clouds
consisting of liquid cloud particles (not ice crystals) reﬂect strongly in
short wavelength IR and medium wavelength IR channels while Earth
surfaces appear dark, c) Clouds are generally colder than Earth surfaces,
d) Thin cirrus clouds have a higher transmissivity in IR channel 11 μm
than in channel 12 μm which enables cirrus detection when using
the split-window IR brightness temperature (BT) difference, andthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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over otherwise homogeneous surfaces (especially ice-free ocean).
Some of the tests are derived to exploit the abovementioned under-
standing of reﬂectance-based properties. These are not applicable at
night and often fail at large satellite zenith angles and in the glint area.
This is one of the reasons that many cloud detection techniques do not
perform consistently well in operation. Extensive use of reﬂectance-
based tests degrades day/night consistency and spatial uniformity of
clear-sky masking results, Petrenko, Ignatov, Kihai and Heidinger
(2010). Thus, we look to use a consistent cloud algorithm for both day
and night, however, the performance may be expected to vary slightly
because of different physics (primarily the scattering of solar radiation
in the 3.9 μm channel).
The primary alternative to spectral differences is the Bayesian ap-
proach (see Heidinger, Evan, Foster, & Walther, 2012; Merchant,
Harris, Maturi, & MacCallum, 2005; Murtagh, Barreto, & Marcello,
2003 and Uddstrom, Gray, Murphy, Niles, & Murray, 1999). The Bayes-
ian cloud detection (BCD) algorithm of Merchant et al. (2005), which
became operational for GOES-13, uses radiative transfer model (RTM)
simulations and numerical weather prediction (NWP) information to
construct the a posteriori probability of the pixel being clear-sky as a
function of observed brightness BT and a local texture parameter. This
algorithm reduces to a single test in which the above probability is cal-
culated and compared against a predeﬁned threshold. This reduction in
the number of cloud tests is achieved at the cost of requiring a large
amount of a priori information, including a Gaussianmultivariate statis-
tical distribution of NWP variables and an empirical probability density
function (PDF) of BTs over cloudy areas, Petrenko et al. (2010).
To perform the cloud screening, most methods (either quasi-
deterministic or stochastic) deﬁne thresholds in the analyzed spectral
channels or channel combinations, or probability distribution,
Petrenko et al. (2010). Quasi-deterministic thresholds may be static
(empirically or climatologically derived) but most methods pre-
calculate them stochastically by use of RTMwith calculations initialized
with various ancillary data (e.g., satellite viewing and solar geometry in-
formation and prescribed surface temperatures and atmospheric proﬁle
data fromNWPmodels). The stochasticmethod depends highly on the a
priori data. Both the methods, either quasi-deterministic or stochastic,
are constrained by their own assumptions in trying to capture the real
time dynamic state of the atmosphere and surfaces. Thus, we have im-
plemented multispectral dynamic threshold conditions based on the
near real time (NRT) atmospheric condition using global forecastFig. 1. Plot for rtv3.9 where pClr N 0.98 against the differences of SSTb and SSTg, which are the b
day. The number of color bar stands for per K2 and Npix stands for number of pixels.simulation (GFS) data to identify conﬁrmed cloudy pixels and mask
other potential errors, speciﬁc to our applications. This could potentially
separate themajor obvious cloud, but the difﬁcult task is to separate out
the fractional cloud and overlapping of two classes (cloud free and
cloudy) due to the limitation of the number of channels of any imager
as compared to the variability of the number of states. To overcome
such problems, we will introduce the double differences of model
minus observation criteria and RTM based single channel total column
water vapor (TCWV) retrievals for cloud detection, where the effect of
ambiguity in a priori or model knowledge are substantially reduced.
The most challenging task is the quantitative performance analysis
of a cloud detection algorithm in the operational environment on a
daily basis. To detect the presence or absence of cloud for a particular
pixel in an image is a difﬁcult task, especially where the number chan-
nels are limited (i.e. GOES-13). Hence all comparisons are relative,
with the assumption that one of the cloud information sources is
more accurate, and many validations are based on visually estimated
cloud amounts reported by observers (e.g. Barnes & Hu, 2013;
Kotarba, 2009). Thus, we propose in this paper an independent quanti-
tative validation procedure to judge the quality of the cloud detection
scheme based on the deterministic single channel SST retrieval collo-
cated with buoy temperature. The number and global distribution of
good buoy measurements at present is sufﬁcient to provide a reason-
able assessment of any cloud detection algorithm, at least one designed
for the purposes of SST retrieval.
The main aim of this paper is to improve the quality of operational
SST product using a better cloud detection scheme, which can be
assessed by overall validation. The operational satellite retrieved SST in-
cludes two distinct different errors: 1) cloud detection error and 2) re-
trieval method related error. Sometimes the cloud detection scheme is
mutually consistent with the applied SST retrievalmethod. In IR remote
sensing applications, cloud (especially fractional cloud) cannot easily be
separated as an individual entity. We cannot yet model cloud occur-
rence (using a separate variable) accurately with inverse theory for
the limited number of imager measurements. Here, we argue that
assessing the accuracy of SST retrieval with respect to buoy measure-
ment is valid and a sound approach to quantify the quality of cloud de-
tection algorithms. The quality of SST with respect to collocated buoy
measurement has been already used to understand the performance
of cloud detection algorithms (Barnes & Hu, 2013). To understand the
quality of cloud detection in depth, wewill discuss the quality of SST re-
trieval using deterministic modiﬁed total least squares (MTLS) methoduoy temperature and the given initial guess for CRTM calculation. (a) For night and (b) for
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estimation (OE) and regression under different clouddetection schemes
in this paper.
Wewill propose the experimental ﬁlter to quantify the performance
of the cloud detection algorithm in Section 3, then describe the new
cloud and error masking(CEM) algorithm in Section 4. Our proposed
quantitative validation scheme for the performance will be discussed
in Section 5. Two cloud detection schemes, namely BCD and CEM will
be compared using different retrieval methods beyond Section 7.
2. Description of data and forward model
The satellite SST and buoymatch-ups operationally generated at the
Ofﬁce of Satellite Products and Operations (OSPO) at NOAA are used
here. The match-up window of this monthly matchup database
(MMDB) was set to ±30 min for buoys (drifters, coastal and tropical
moorings) coincident with satellite pixel point (unlike some conven-
tional matchup criteria of ±3 h and a spatial resolution of 10-km).
This MMDB provides BTs from the GOES-13 imager and National Cen-
ters for Environmental Prediction (NCEP) surface and upper-air forecast
ﬁelds using the global forecast system (GFS) model (4× daily model
runs, 3 & 6 h forecast). We use GFS data instead of reanalysis proﬁles
data to ensure the methodology will be easily adaptable to the opera-
tional environment. The GFS data are used as the initial guess (IG) of
SST and TCWV, as well as providing input for the radiative transfer
modeling. The in situ data in ourMMDB are retrospectively quality con-
trolled using corresponding quality ﬂags from NOAA iQUAM (Xu &
Ignatov, 2014). We use a fast forward RTM (FFRTM), the Community
Radiative TransferModel (CRTM), in the operational environment to re-
duce computational cost. Simulated BT's were calculated employing the
CRTM v2.1 (http://ftp.emc.ncep.noaa.gov/jcsda/CRTM/REL-2.1/) and
GFS proﬁle data for the development of our experimental ﬁlter, and
input for the SST retrieval using MTLS and OE methods. We have also
used the CRTM-derived partial derivatives (Jacobians) of the channel
BTs with respect to surface temperature (δyλ/δs) and logarithm of
TCWV (δyλ/δlog(w) where w = TCWV). However, the detection of
nighttime aerosol contaminated pixels is not really feasible by
employing any spectral differences available in this study. Thus, we
use the CMIP5 climatological aerosol proﬁles [©RCP Database (Version
2.0.5)] (Van-Vuuren et al., 2007) for forward model simulation to re-
duce nighttime retrieval errors only, which will serve to partly alleviate
the issue of aerosol contamination. A constant offset of−0.17 K to ac-
count for the skin to bulk SST differences of buoy was used as a ﬁrst-
order approximation for night cases only (e.g. Donlon et al., 2002).
3. Experimental ﬁlter
In this section, we propose an experimental ﬁlter (EXF) for examin-
ing the quantitative performance of prevalent BCD schemes. It is
straightforward to develop a test to understand cloud contamination
when two exactly collocated measurements at the top of the atmo-
sphere and sea surface/ground are available. The experimental ﬁlter is
designed using a simple physical understanding of the noise in mea-
surements. We assume the buoy temperature is ‘true’ (after discarding
bad buoys using iQuam) and the 3.9 μm measurement is not affected
by residual variability of water vapor, Koner and Harris (2015b). The
model minus observation differences of the 3.9 μm channel are divided
by the partial derivative with respect to SST values (rtv3.9) to transform
them from measurement space to state space and allow a direct com-
parison with “Buoy (SSTb) minus IG of SST (SSTg)”. Provided the pixels
are cloud-free then we expect the retrieved and true SST innovations
to closely follow a 1:1 ratio. The noise in state-space due to error in
the RTM (fast forward RTM and GFS errors) and measurement noise is
approximatedwith some threshold.We have used a 1 K noise threshold
for experimental purposes, to approximately separate the cloud-free
and the cloudy pixels. The gradient function is typically between 0.7and 0.9, so channel noise (typically ~0.15 K) is onlymodestlymagniﬁed.
The total magnitude of the atmospheric deﬁcit in the 3.9 μm channel is
typically 2–4 K so a water vapor proﬁle error of asmuch as ~25% should
still be accommodated within this threshold, more discussions will be
made in Section 7.
A Bayesian cloud-mask, Merchant et al. (2005) was already built-in
as part of the operational GOES-13 SST retrieval system at OSPO. As
discussed our earlier paper, Koner et al. (2015a), the quality of SST re-
trieval improved drastically using additional quality constraints at the
solution time ofMTLS, which indicated a signiﬁcant cloud leakage prob-
lem in the BCD scheme. To further illustrate this issue, Fig. 1 plots rtv3.9
against “SSTb minus SSTg”, for pixels with probability of clear sky (pClr)
greater than 0.98, which is the operational threshold used for the BCD.
For the month of March, 2012, the number (5868 for night and 9816
for day) of observations from our MMDB is ﬂagged as cloud-free by
using a probability threshold (pClr N 0.98). However, for some points
where “SSTb minus SSTIG” values are close to zero, the values of rtv3.9
are less than−5 K. There are two possible causes for these large errors:
(a) cloud contamination in supposedly cloud-free measurements, or
(b) error in the forwardmodel calculations. Since the spectral transmit-
tance coefﬁcients used in the CRTM are derived using regression, it is
possible that the errors come partly from the tail end of the distribution
in the training set. However, considering the high and varying values of
BT differences, it is more likely that they arise from fractional clouds in
the speciﬁed cloud-free observed data.
Fig. 2 plots the same parameters as in Fig. 1 but for measurements
where pClr ≤ 0.98 (considered as cloudy according to the operational
threshold set on the BCD) and those are classiﬁed as good by EXF. It is
observed in Fig. 2 that a large number of pixels discarded as cloudy by
the BCD are in reality good measurements (i.e., closely follow the 1:1
line), assuming that the forward model calculation is sufﬁciently accu-
rate. This number (7516 for night and 6377 for day) is statistical signif-
icant, indeed it is comparable to the number of pixels (5868 for night
and 9816 for day) ﬂagged as cloud-free by BCD in Fig. 1. On the other
hand, more than 13% for night and 18% for day of cloud-free pixels in
Fig. 1 are found to be cloud contaminated (i.e. lie outside the ±1 K
range) by the EXF. One explanation for the small bias observed in
Fig. 2a for nighttime is due to ‘delta’ residual cloud in the 3.9 μmchannel
and incorrect aerosol input from CMIP5 data. In the daytime, the ab-
sorption and solar scattering effect due to water vapor in the measure-
ment of 3.9 μm channel compensate andmore discussionswill be made
later. It should be noted that EXF is not applicable for an actual cloud de-
tection algorithm since it requires an in situ (“truth”) measurement, it is
just a diagnostic test for the effectiveness of the cloud detection algo-
rithm. Overall, it shows that ~32% (night) and 37% (day) of total
matches are effectively cloud-free (i.e. a retrieval of SST is viable accord-
ing to the EXF) as opposed to 15% for night and 25% for day reported by
the Bayesian technique (Fig. 1). These results inspire us to develop a
new cloud detection algorithm.
4. New algorithm for cloud and error mask
Cloud and error mask algorithm is described using four distinct dif-
ferent ﬁlters: 1) functional spectral differences thresholds; 2) double
difference ﬁlter; 3) retrieved TCWV threshold; and 4) spatial ﬁlter.
4.1. Functional spectral differences
The detection of major opaque clouds is certainly possible by using
only the combination of spectral differences between various channel
6.7, 11, 13.4 μm, cf., Ackerman et al. (1998). Thus, detection of these
clouds does not require forward simulations. This reduces the need of
forward simulation, since only cloud-free regions that pass these tests
require themodel to be run. Besides the need of reduced number of for-
ward simulations, the main advantage of spectral difference methods is
that they depend only on measurements that pass through the same
Fig. 2. The differences of temperature plot same as Fig. 1 using EXF passed pixels but pClr ≤ 0.98 (i.e. deemed cloud-contaminated by Bayesian methodology).
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modeling error. This, along with the available major inﬂuencing atmo-
spheric parameters (e.g., TCWV), allows us to model dynamic thresh-
olds without requiring explicit case-by-case forwardmodel calculation.
To perform cloud screening, most methods deﬁne thresholds in the
analyzed spectral channels or channel combinations. For example,
there is a mean difference of 30 K between the 6.7 and 11 μm BTs for
a standard cloud free atmosphere over the tropical ocean, according to
the study of MODIS cloud clustering classiﬁcation, Zhenglong et al.
(2007). This difference will vary with the TCWV amount, and case stud-
ies have been made using ‘sonde WV data, e.g., Hutchison, Hardy, and
Gao (1995). To understand this for the GOES-13 imager, we have plot-
ted the difference of 6.7 and 11 μm BTs with respect to TCWV for all
data points for the same month in ‘blue’ and same for the cloud free
model calculated BTs top of this plot as ‘red’ as shown in Fig. 3.
The difference BTs of 6.7 and 11 μmwith TCWV is able to detect the
obvious cloud measurement using the functional threshold of TCWV asFig. 3. Plot of modeled (red) and measured (blue) BT differences of ‘6.7 & 11 μm’with re-
spect to TCWV and tentative threshold (green line) for discarding cloudy pixels.shown in Fig. 3 by the ‘green’ line. The absorption at ~6.7 μm is much
higher than ~11 μm, so that when the atmosphere is very moist
(TCWV ≥ 50 kg/m2) the difference can reach up to 50 K. Similarly, the
difference will be less for a drier atmosphere, and can drop down to
~30 K for the GOES-13 imager. This is the main problem associated
with ﬁxed threshold cloud detection algorithms and most of the opera-
tional cloud detection algorithms that are based on ﬁxed lookup thresh-
olds (e.g. Saunders & Kriebel, 1988; Stowe et al., 1991; 1999), may
sometimes include adjustment based on observed BTs using ofﬂine cal-
culation, rather than using NRT TCWV. Generally, high latitude regions
are dry while tropical atmospheres aremoist, thus ﬁxed threshold tech-
niques typically discard many good measurements in the high latitudes
and fail to detect clouds in the tropics. As a result, the general perception
is that the high latitude areas are heavily cloud covered, whichmay not
actually be the correct scenario. Sometimes a latitude-dependence is
used in the threshold calculation; however, a functional TCWV-
dependent threshold should be better choice. To the best of our knowl-
edge, no published spectral difference cloud detection operational
scheme has included TCWV (NRT) as a functional parameter as yet.
We take this opportunity to include TCWV (using operationally avail-
able GFS data) as a parameter to develop the threshold conditions for
various spectral difference spaces. Our implementation is conservative
in such a way that only conﬁrmed cloudwill be discarded if we develop
the functional relation below the green line of Fig. 3. We also consider
the normalized spectral differences (divided by average BT value of se-
lected two channels), which gives an opportunity to ﬁnd a “unitless”
unique functional threshold value and may be used for different instru-
ments. For the GOES-13 “11 and 6.7 μm” channel pair, we develop the
following relation of threshold condition for normalized spectral differ-
ence:
2 Tm11  Tm6:7
 
Tm11 þ Tm6:7
Na1 þ max TCWV  b1c1 ;0
 
ð1Þ
where, Tm stands for the BT of measurement and a1, b1 and c1 are coef-
ﬁcients of thresholds for GOES-13 and are given in Table 1.
The above-mentioned test eliminates ~10% of total pixels as obvious
cloudy for matchups from, e.g., March 2012. Note that the statistics vary
for different months. For example, around 20% obvious cloud pixels are
removed using the same constraint for the month of October 2011. It
can be argued that the spectral difference of two measurements under
cloud-free conditions is dependent on the shape of the proﬁle of
water vapor. However, we have approximated the radiative transfer
Table 1
Coefﬁcients of the newer cloud-detection thresholds in Eqs. (1) through (4)with TCWV as
a varying parameter.
Sensor: GOES-13 Imager
Indices (i) of coefﬁcients for Eqs. (1)–(4) 1 2 3 4
(Threshold
envelop)
a 0.1 0.05 −0.006 0.004
b 20 10 30 15
c 600 2000 3000 1500
Fig. 4. Density plots the group of rejected and selected pixels with a composite of the
cloudy (red) and clear (blue) pixels according to the EXF.
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the threshold for eliminating absolutely sure cloudy pixels. Thus, this
test by itself is not capable of detecting all cloudy pixels and other
tests are required to increase cloudy/clear discrimination. Similar to
Eq. (1), we develop a relation for the threshold condition for normalized
spectral difference of GOES-13 “11 and 13.4 μm” channel pair from:
2 Tm11  Tm13:4
 
Tm11 þ Tm13:4
Na2 þ max TCWV  b2c2 ;0
 
ð2Þ
It is observed from this study that 15% of total pixels can be elimi-
nated by combining these two tests for “obvious cloud” for March
2012. Again, this statistic will change for different months or the same
month of a different year for the presence of particular cloud. For exam-
ple, the 13.4 μm channel is efﬁcient for detecting high thin clouds over
ocean, Ishida andNakajima (2009). Use of the 13.4 μmchannel provides
an opportunity to detect low-altitude clouds, which is otherwise difﬁ-
cult using only window channels.
Similar to Eq. (1), we develop the relation of a threshold condition
for normalized spectral difference of GOES-13 “3.9 and 11 μm” channel
pair. The bi-spectral difference of “3.9 & 11 μm” is a good technique to
detect fractional and thin clouds, e.g. Jedlovec, Haines, and LaFontaine
(2008). The emissivity and reﬂected component of 3.9 μm BT varies
with the amount and type of clouds. For example, as compared to
11 μm BT, 3.9 μm BT is higher in the daytime and lower at night in the
presence of ice cloud or fog. This test is very important for the applica-
tion of SST retrieval by eliminating pixels where 3.9 μm observed BT is
affected by large solar scattering/reﬂection in the daytime, because it
is still desirable to use the information-rich 3.9 μm channel for daytime
SST retrieval. We implement spectral difference of “3.9 & 11 μm” using
the “min–max” principle in conjunction with TCWV for calculating
threshold conditions of the normalized spectral difference of “3.9 &
11 μm”. The use of “min–max” principle allows us to use an envelope
of threshold conditions rather than a ﬁxed number:
2 Tm3:9  Tm11
 
Tm3:9 þ Tm11
Na3 þ max TCWV  b3c3 ;0
 
ð3Þ
2 Tm3:9  Tm11
 
Tm3:9 þ Tm11
ba4 þ max TCWV  b4c4 ;0
 
: ð4Þ
After using the above four conditions, it is possible to eliminate 42%
of the total pixels as cloudy or highly erroneous as shown in Fig. 4 for the
month of March 2012. (Again, note that the percentage value may be
expected to be time-variant.) Fig. 4 shows the density distribution of
pixels with a composite variable in x-axis (arbitrary units) for rejected
and selected classes as determined by tests 1) through 4). Rejected
pixels have negative x-values, while selected ones are positive. For
each of these categories, the cloudy and clear density distributions as
determined by the EXF with same variable of x are also shown (red
and blue respectively). It can be observed from Fig. 4 that the aim of
the above four ﬁlters to discard the pixels those are conﬁrmed cloud,
has been satisfactorily executed with only a modest false alarm rate.4.2. Double differences ﬁlter
Fig. 4 also demonstrates that spectral differences techniques alone
cannot completely separate out the cloudy pixels from a set ofmeasure-
ments, because the group of selected pixels still contains a signiﬁcant
number of cloudy pixels according to EXF. There are also many addi-
tional sources, other than the obvious clouds, contributing to the SST re-
trieval error. The main difﬁculties associated with good SST retrievals
are the detection of (a) fractional clouds, (b) clouds over cold water
(Barnes & Hu, 2013; Hu et al., 2009) and (c) error in the fast forward
modeling including those due to ancillary data and unaccounted param-
eters (e.g., aerosols). It is difﬁcult to retrieve an accurate SSTwhen an at-
mospheric temperature inversion occurs near the surface, and it is also
difﬁcult to detect such pixels using algorithms based on radiance
thresholds and/or cloudy PDF without help of a RTM. For the lack of a
better alternative within the scope of this study, we use an empirical ﬁl-
ter to reduce the erroneous retrievals as follows.We plot the double dif-
ference values of simulation (e .g .T3.9s ) and measurement for the
spectral differences of “3.9 & 11 μm” channels (T3.9s -T11s )-(T3.9m -T11m ) in
Fig. 5 against TCWV for allmatchups ofMarch 2012 as black dots. A den-
sity plot of these differences is overlaid on top of the previous plot in
Fig. 5 for the pixels that are determined cloud-free by EXF. Thenwe em-
ploy a conservative constraint of ±2 K to retain a major portion of the
cloud-free pixels. It can be seen from Fig. 5 that some cloud-free pixels
are discarded, but a large majority of cloudy pixels are ﬁltered at the
cost of relatively few cloud-free pixels.
This double differences ﬁlter (DDF) requires model calculations but
ensures the dependency on a priori data is low. CEM, similar to BCD, is
always dependent on the accuracy of RTM in terms of approximation
of the radiative transfer physics and quality of GFS data.
Behavior of DDF ﬁlter:
• During daytime, under sun-glint condition and in the presence of frac-
tional cloud and aerosol, 3.9 μmBT ismuch higher than 11 μmBT (due
to solar scattering). This results in a measurable difference between
the two single-channel retrievals and it is easy to detect affected pixels
using thresholds.
• The second parameter in our SST retrieval scheme is TCWV, for which
the underlying assumption is that, if the true shape of the WV proﬁle
is known and the equation of state is linear, it may be retrieved by a
single iteration. These two assumptions do not always hold for the
presently employed forward model. There may be instances where
for a given pixel the GFS WV proﬁle shape and the total amount are
Fig. 5. Double differences of model and measured of 3.9 and 11 μm channels of GOES-13
imager for all matchups (black) and density plot of the same for pixels determined as
cloud-free using experimental ﬁlter.
Fig. 6. Single channel TCWV retrieval from 11 μm using single channel SST retrieval from
3.9 μmchannel for allmatchups (black) and density plot of same for the pixels determined
as cloud-free using experimental ﬁlter.
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error generally affects the 11 μm BT more than those for the much
more transparent 3.9 μm channel. By using appropriate thresholds in
our ﬁlter, such pixels are also detected and removed.
4.3. Retrieved TCWV thresholds
It may be possible to achieve near-perfect SST retrievals by supply-
ing accurate atmospheric data into a fully physical forwardmodel. How-
ever, we are currently using a regression-based fast forward model due
to operational constraints, and statistical error is unavoidably embed-
ded in single sensor level calculations. There will also be some error in
the input atmospheric data (GFS). As we reported in our previous pub-
lication, the physical deterministic MTLS method can retrieve good SST,
Koner et al. (2015a), even for a signiﬁcant departure in TCWV from
truth if the shape of the proﬁle of WV is reasonable, because the
TCWV is in the retrieval vector. However, if the proﬁle shape is not rep-
resentative, excessively large adjustments in TCWVmay be retrieved to
compensate for the concomitant change inmodeled brightness temper-
atures. To resolve such issues, we implement a conservative ﬁlter to dis-
card such pixels, which are likely to result from large differences
between the shapes of GFS and trueWV proﬁles, as well as some resid-
ual clouds which were not detected by spectral differences. For this ﬁl-
ter, ﬁrst we calculate the TCWV using a linear relation of the radiative
transfer model calculation and measurement in the 11 μm channel:
rtvTCWV ¼ T
m
11  Ts11  K 2;1ð Þrtv3:9
K 2;2ð Þ ð5Þ
where, K(2,1) and K(2,2) are the SST and TCWV Jacobian and T11s is the
simulated BT of the 11 μmchannel using CRTMv.2.1. The single channel
(3.9 μm) deterministic SST retrieval (rtv3.9) is calculated as
rtv3:9 ¼ Tm3:9  Ts3:9
 
=K 1;1ð Þ ð6Þ
where K(1,1) is the SST Jacobian and T3.9s is the simulated brightness
temperature of the 3.9 μm channel using CRTM v.2.1. The values of
rtvTCWV are plotted against TCWV for all matchups in black and the den-
sity plot of the rtvTCWV values for the pixels are determined as cloud-free
by EXF in Fig. 6. As we mentioned earlier, the TCWV is replaced by log
(TCWV) in our retrieval scheme, Koner et al. (2015a), thus theinnovation values shows in Fig. 6 correspond to the exponential value
minus one times the original value of TCWV. For example, an innovation
of one gives an adjustment of 1.71 × TCWV.We are fully aware that we
havemade a reduced state vector retrievalmodel due to a small number
of measurements and it is not possible to solve for the proﬁle shape of
the water vapor using only the four channels available for the GOES-
13 imager. Thus, we choose to discard such measurements, which are
not adequately solvable using any community accepted RTM-based
SST retrieval method. The threshold value of ±1 for log(TCWV) is con-
sidered as a valid range as shown in Fig. 6 even though some goodmea-
surements (according to EXF) are discarded. It can be seen from the
density plot in Fig. 6 that the major portion of the cloud-free pixels ac-
cording to EXF are retained in the CEM algorithm with this TCWV re-
trieval threshold ﬁlter (WVTF).
4.4. Spatial ﬁlter
Wehave employed a three-by-three spatial homogeneityﬁlter to re-
move pixels affected by cold fractional clouds both during day and
night. The values of the eight pixels surrounding the target pixel are
compared. We have employed two different threshold conditions for
the adjacent nine measurements: a) the “maximum minusminimum”
of thesemeasurements should be less than 5K; b) the value of the target
pixel must be within 0.6 K of the maximum value. These values repre-
sent tuning parameters which we have set to preserve oceanic fronts
by increasing the threshold value, which may result in increasing
cloud leakage, or choosing a lower threshold value to improve the qual-
ity of SST retrievals at the cost of increased false alarms. Finally, we also
implemented a simple ﬁlter to remove the snow/ice surface and wrong
measurements by restricting the measurement of 3.9 μm BT to be
greater than 271.16 K.
5. Quantitative analysis of cloud detection
The coefﬁcients as described in Eqs. (1)–(4) are calculated using
cloud-free pixels according to the abovementioned EXF for the month
ofmatch-ups data of October 2011.We chose a relaxed constraint to de-
termine these coefﬁcients to retain themaximum number of cloud-free
pixels. Themain aim for these tests is to develop an equation using a re-
lational operator for elimination of conﬁrmed cloud. The calculated co-
efﬁcients for CEM are shown in Table 1. These coefﬁcients are used in
our time series and all other validation purposes. Although, these
Table 2
The number pixels (Npix) of cloud-free, and leakage and false alarm which are based on
EXF for CEM and BCD.
Npix Cloud-free Leakage False alarms
CEM Night 11,871 1305 2547
Day 9752 614 5093
BCD Night 5868 581 7.516
Day 9816 2195 6377
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these coefﬁcients can be used for other sensors, e.g. MTSAT or MODIS,
depending on available channels. Note that the threshold value for
Eq. (2) independently calculated in this study are consistent with
those reported for GOES-13 by Walker, Mackenzie, Mecikalski, and
Jewett (2012).
The performance of CEM is shown in Fig. 7. The number of false
alarms (identiﬁed by pixels which pass the experimental ﬁlter shown
in Fig. 2a that are still ﬂagged as cloud using BCD) can be reduced
from 7516 to 2547 pixels for night cases using CEM (ﬁgure not
shown). The number of false alarms cannot really be zero due to the
constraints of DDF andWVTF as discussed before. The comparative sta-
tistics of CEM and BCD for themonth ofMarch 2012 are given in Table 2.
Nevertheless, the cloud-free class increases from 5868 to 11,871 pixels
as compared to the presently implemented BCD in OSPO (see Fig 7a),
which is a coverage gain of more than 100%. The calculated cloud leak-
age (based on the EXF) for night cases is 10%with respect to the number
cloud-free pixels, comparable to the number for BCD, but it can be ob-
served fromﬁgures (Fig. 1a& Fig. 7a) that themore severe cloud leakage
is reduced. These statistics vary depending on the selectedmonth of the
matchups under analysis, but the overall trend is the same.
Fig. 7b shows CEM daytime performance with respect to the EXF.
Also, the false alarm rate for the day cases reduces somewhat fromFig. 7. Plot for rtv3.9 against the differences of SSTb and SSTg under CEM determined6377 to 5093 (20% reduction, ﬁgure not shown), which is not as signif-
icant as is observed for night, and the total data coverage of both cloud
schemes are comparable. The improved performance of the daytime
OSPO cloudmasking is primarily because of use of the additional instan-
taneous visible measurements. CEM can be extended using a visible
channel to improve the daytime cloud detection in the future when a
reasonable fast forward model for the channel is available. However,
the cloud leakage according to the EXF is still reduced signiﬁcantly
(from 20% to 6% with respect to the total number of cloud-free pixels)
using CEM algorithm as compared to implemented BCD. While the sta-
tistics vary for different months, generally the CEM outperforms over
BCD regarding the following criteria:cloud-free pixels: (a) for Night, (b) for Day and (c) for composite Day and Night.
273P.K. Koner et al. / Remote Sensing of Environment 174 (2016) 266–278a) Data coverage for daytime is slightly improved or comparable, but
there is signiﬁcant improvement of data coverage for nighttime
cases.
b) Cloud leakage (failure to detect) decreases signiﬁcantly for daytime
and a little for nighttime, but severe cloud leakage is reduced.
c) False alarms decrease for both day and night, but most signiﬁcantly
for nighttime.
We have used a consistent cloud and error mask (CEM) for both day
and night, however, the performance varies slightly between day and
night because of different physics (primarily the scattering of solar radi-
ation in the 3.9 μm channel). Fig. 7c shows the day and night composite
performance under CEM. The false alarms can be reduced from 15,061
to 8590 (~43% reductionwith a base count of BCD cloud-free) according
to the EXF and data coverage increases from15,684 to 21,625 (~38% im-
provement with respect to BCD). Note that the previous numbers were
obtained after discarding the pixels in the last bin of MTLS solution (ad-
ditional feature of MTLS for some cloud elimination as discussed in
Koner et al., (2015a). We cannot yet model cloud occurrence accurately
using any inverse theory, thus it is almost impossible to remove all cloud
leakage and preserve all cloud free pixels using only the few channels
available from GOES-13 imager measurements. Additionally, forward
model error due to erroneous ancillary proﬁles data from GFS and sto-
chastic approximations of radiative transfer physics restrict the perfor-
mance of the quasi-deterministic cloud algorithm. The performance of
the CEMwill be improvedwith advanced sensors wheremore channels
are available, and with reduced forward model error.
In addition to the deﬁciency in the BCD scheme as shown above, an-
other potential demerit of such an approach is the requirement of for-
ward simulation for all the pixels. In practice, the simulations are done
for available NCEP grids and then interpolated (which introduce further
approximations to the “true” radiative transfer function) to each pixel at
the BT level, rather than the input level, introduces additional
ambiguity.
6. Various SST retrieval methods
Four methods of sea surface temperature retrieval are considered as
described in our recent publication (Koner et al., 2015a). Four methods
are:
a) Modiﬁed total least squares (MTLS)
b) Optimal Estimation method (OEM)
c) Regression method with cal-val with buoy (REGB)
d) Operational SST retrieval (OSPO)
All coefﬁcients and parameterizations for all methods are kept iden-
tical as described in the abovementioned reference. The basic form and
some modiﬁcation in MTLS method are described below.
xmtls ¼ xig þ KTK þ
2 log κð Þ
γ2snr
σ2end I
 1
KTΔTδ ð7Þ
The analytical error calculation using (Koner & Drummond, 2008a;
Koner et al., 2015a)
ek k ¼ Mrm−Ið Þ xtrue−xig
  þ
KTK þ 2 log κð Þ
γsnr
σ2end I
 −1
KT

 ΔTδ−K xtrue−xig
     ð8Þ
where, ΔTδ=Tδ- f(xa) is the model minus observation; xig=xa is initial
guess or a priori and T is a measurement vector of GOES-13 channels
with elements of [y3.9 y11 y13.4] for brightness temperature of 3.9, 11
and 13.4 μm,Mrm= ðKTK þ 2 logðκÞγ2snr σ
2
end IÞ
1
KTK is themodel resolutionmatrix, I is the identitymatrix. xtrue is assumed to be true parameter,K is
the Jacobian, σend is lowest singular value of [K ΔTδ], κ is the condition
number of the Jacobian, and x ¼ ½ s
w
 is used, where, as before, s is SST
and w is log(TCWV).
The quality indexing (QI) of retrievals is calculated using the value of
total analytical error (Eq. (8)) in MTLS. The binning based on the ﬁxed
value of analytical error (0 b
ﬃﬃﬃﬃﬃﬃﬃﬃjjejjp b 1) into 10 bins evenly spaced in
a linear scale. If a bin does not get at least 10% of cloud-free data, then
it is combined with the subsequent bin. For each bin, the percentage
of total matches is based on the cumulative analytical errors. MTLS has
additional advantage to permit detection of bad retrievals, due to frac-
tional cloud or error in model simulation, and place in the last bin as
discussed elaborately in the abovementioned reference.
The brief description of OEM is:
xoe ¼ xa þ KTS1e K þ S1a

 1
KTS1e ΔTδ ð9Þ
where, Se and Sa are themeasurement and a priori error covariancema-
trices. The major ambiguity in OEM is that treating errors as deﬁnite in-
formation and using these as the input parameters.
The REGB is deﬁned as a linear combination of regression formula-
tion, similar to the equations in references, e.g. Koner et al. (2015a) for
night and we use same equation for day in this study.
sregb ¼ a1T3:9 þ a2T11 þ a3T13:4 þ sec szað Þ  1ð Þ
 a4T3:9 þ a5T11 þ a6T13:4ð Þ þ C ð10Þ
The coefﬁcients are calculated separately for day and night using the
matchups of the month of June 2010 and studied for whole time series.
The OSPO is deﬁned for night, Merchant et al. (2009), as
sospo ¼ a1n þ a2nT3:9 þ a3nT11 þ sec szað Þ  1ð Þ
 a4n þ a5nT3:9 þ a6nT11ð Þ ð11Þ
where, sza is the satellite zenith angle and aij are regression coefﬁcients.
Eq. (11) was also used for daytime, but with a simple parameterization
for the solar component of the 3.9 μm channel, Merchant et al. (2009).
Note that the values of the OSPO SST used in this paper are the one
available in the operational database, which will not be recalculated.
Our aim is to use OSPO as an independent reference for the test of
cloud detection algorithms and studies of performance of other
methods.
OSPOwas the operational SST retrievalmethod at theNOAAOfﬁce of
Satellite Product Operations for the GOES-Imager until August 2013.
After a rigorous studies and longtime validation, we have implemented
an initial version of the MTLS method.
7. Comparative SST retrievals
To validate the usefulness of our proposed experimentalﬁlter,which
is intended to be completely cloud free by assumption, root mean
squares errors (RMSE) of SST retrievals using the different methods
are shown in Fig. 8 that pass the EXF. The results for BCD are also
shown in Fig. 8. Note that the ‘percentage of total matches’ obtained
for regimes of the Bayesian and other (EXF and CEM) in Figs. 8–9 are
shown in the abscissa but do not represent identical subsets. As we
mentioned in our previous paper, the ‘percentage of total matches’,
which is the x-axis of Fig. 8 and Fig. 9, calculation is based on the QI ob-
tained from the analytical error calculation of the MTLS method, which
will be used for EXF and CEM. The number of retrievals in the Bayesian
domain is shown for pClr values of 0.8 through 0.98 at regular intervals.
Consistentwith this, retrieval errors for all themethods in the Bayes-
ian domain are noticeably higher than the same in the domain using the
experimental ﬁlter (Fig. 8). This analysis was performed primarily to
understand the cloud detection problem in terms of the quality of SST
Fig. 8.Rootmean square error (RMSE) in SST retrievals using four differentmethods for March 2012 for two different cloud detections techniques: 1) Bayesian (solid square) and 2) using
experimental ﬁlter (solid *). (a) for night and (b) for day.
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tation of BCD. The EXF is not perfect either because all retrieval errors
are high in the last bin. The improvement in SST quality for all methods
is not the same degree under EXF as compared to BCD.
There are some interesting observations regarding Fig. 8, as follows.
• It is seen that MTLS retrieval errors for night using EXF excluding last
bin (according to the QI of MTLS) is 0.43 K with data coverage of 27%,
while the Bayesian subset (pClr N 0.98) is 0.65 K with a data coverage
~15%. Thus, the error reduction is ~34% (cloud related error is consid-
ered as bias) with an increase of data coverage of 80%. On the other
hand, the OSPO retrieval error for night reduced from 0.92 K to
0.78 K (~15% improvement). This implies that the improved cloud de-
tection has different impact on error reduction depending on the SST
retrieval scheme.
• The improvement of REGB for night using EXF including last bin is
~32% (from0.8 K to 0.54 K) conﬁrms the usefulness of the experimen-
tal ﬁlter to identify cloud free measurements, which are otherwise
very difﬁcult to discriminate. EXF is developed using RTM and REGBFig. 9. Comparative RMSE under CEM and BCD algorithms and quality indexing of two dif-
ferent groups based on total error and Bayesian pClr values: 1) Bayesian (squares) and
2) CEM (*).retrieval is independent of the radiative transfer model, which con-
ﬁrms that RTM error is insigniﬁcant for the proposed quantitative val-
idation of cloud detection using EXF.
• The comparatively high rise of cumulative error of MTLS for both day
and night in the last bin conﬁrms that some pixels in the subset of EXF
are contaminated by fractional cloud or RTM error. This may indicate
that the assumed threshold of EXF of 1 K may not be optimal. The
threshold was selected empirically to increase data coverage, while
reducing cloud leakage and RTM error.
• The reduction of MTLS error for daytime is approximately the same as
night excluding the “last bin”. However, the error reduction is differ-
ent for day (~8%) and night (~26%) including the last bin. This is
mainly due to the fact that the daytime solar scattering effect of
3.9 μm is not fully functional in CRTM v2.1. The BT/radiance of
3.9 μmchannel is affected during the daytimeby the reﬂected solar ra-
diance, Non-local thermodynamic equilibrium (NLTE) emission oc-
curs at ~40-km altitude, and there is also the issue of the sea surface
reﬂectance approximation in the model. CRTM 2.1 has already imple-
mented such corrections by approximation of solar transmittance in
terms of the satellite zenith angle and surface temperature, a fast
model of NLTE and includes a BRDF surface reﬂection model using re-
gression (Chen, Weng, Han, & Liu, 2012; Chen, Han, Van-Delst, &
Weng, 2013). These have improved signiﬁcantly the capabilities of
the fast forwardmodel during the daytime, but it still produces higher
error than the nighttime. The EXF has been developed using only
3.9 μmmeasurement and obviously some fractional cloud leakage re-
mains. After discarding the pixels of the last bin (extra cloud removal
using MTLS), the MTLS error is much lower than the same using BCD
(pClr N 0.98). Note that it is not the case of our new CEM package,
where all thermal IR measurements are used.
• OE error for daytime for all cloud-free pixels (according to EXF) is
much higher than in the BCD regime (pClr N 0.98)where the error re-
duction is observed from all other method. Even after discarding the
pixels of the last bin, the OEM error contradict all other methods
using EXF is higher than BCD (pClr N 0.98). This indicates that the
OE algorithm is questionable, rather than the cloud algorithm. The
main difﬁculty of the OE method is that it requires representative
measurement error as an input, which is difﬁcult to get in an opera-
tional system, Koner and Drummond (2008b). The problem is solved
in residual space, thus forward model error is treated as a measure-
ment error. To estimate forward model error, a perfect forward
model is required, which is impossible for any operational problem
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tween the equations for Bayesian cloud and OE retrievals produce
lower error compared to the EXF regime.
• As indicated above, the error covariances employed in the Bayesian
cloud detection are essentially the same as those used in the OE solu-
tion, so it is not too surprising that the results are quite well matched.
Also, the basic drawback of such approaches is that errors are treated
as deﬁnite information and used as input parameters. Furthermore,
since BCD still has signiﬁcant cloud leakage (Fig. 1b), all methods (ex-
cept OE) cannot obtain a good solution compared to EXF, thus the
comparative results of OE (EXF and BCD) in this case are not essen-
tially limited by the cloud detection (EXF).
• Additional information: Despite the fact that SST community is reluc-
tant to use 3.9 μm channel for daytime regression based SST retrieval,
due to the contamination of solar scattering and reﬂection, this study
shows that three channels regression retrieval (REGB) produces good
solutions for both cloud detection schemes. It can be argued that
3.9 μm channel is information rich for SST retrieval and the effects of
solar scattering and reﬂection are sufﬁciently stable to permit them
to be accounted for to ﬁrst order in the daytime regression coefﬁ-
cients, i.e. the error that their variability introduces is less than the
beneﬁt gained from information added using the 3.9 μm channel.
Clearly, there are some intricacies in the retrieval process itself for
daytime, which are beyond the scope of this paper, and a detailed
study on the various issues of daytime SST retrieval using different
methods will be reported in a future publication.
As the primary focus of this paper is to evaluate the performance of
the CEM, from this point on, only composite results from day and night
will be discussed, because the CEMuses identical tests for day and night.
Fig. 9 shows comparison of retrievals using BCD and CEM techniques for
a different month (July 2013) to gain conﬁdence in the stability of our
results. SST retrieval errors (RMSE) for different methods (MTLS, OEM,
OSPO and REGB) are compared for different cloud algorithms. In order
to interpret Fig. 9, it is necessary to (a) compare various retrievals in
the BCD domain, (b) compare retrievals in the CEM domain, and
(c) cross-compare various retrievals for both domains. Interpretation
of (a) and (b) is straightforward and not focus for this paper, and will
not discussed further, beyond noting the fact that they invariably
show the superior performance of MTLS. Point (c) provides insight
into the two cloud masking algorithms and is discussed below (in
both vertical and horizontal dimensions). The errors for all methods
(before last bin ﬁltering using MTLS) using CEM is much lower than
for BCD (pClr N 0.98), including OEM. As we observed earlier that the
OEM error using EXF is higher than for BCD for daytime, we have con-
ducted further studies ofﬂine (ﬁgure not shown) and found that the
OEM error in CEM is lower than for BCD (pClr N 0.98) for daytime.
Considering the point where pClr N 0.98 in Bayesian regime (~22%
cloud-free), one can see that the performance of all the retrieval
methods are signiﬁcantly worse compared to the approximately corre-
sponding point of 22% cloud-free in the CEM regime. This is a further in-
dication that even above pClr N 0.98, the “cloud-free” pixels according to
the Bayesian technique are not fully free of clouds. For example, even for
pClr N 0.98, the RMSE is about 0.71 K for MTLSwith BCD, which reduces
to 0.46 K for CEM at 22% clear-skymatch-ups, which corresponds to the
same fraction of pixels for pClr N 0.98. This conclusion is further sup-
ported by the fact that the regression retrievals,which are free of any in-
ﬂuence from forward simulations, also show worse performance in the
Bayesian regime. Fig. 9 further conﬁrms the ﬁndings shown in Figs. 1
and 2 (demonstrated using EXF) that the current implementation of
Bayesian cloud detection has signiﬁcant false alarms and cloud leakage
than our hybrid approach (both for EXF and CEM algorithms). One of
the reasons is that GFS error feeds directly into error in a Bayesian
prior and will affect the accuracy of the cloudmask. However, our algo-
rithm (EXF and CEM) operates in physical deterministic inverseretrieval space where the Jacobian and residual act as the interpolation
operator, and variations in TCWV and/or SST are accounted for to 1st
order. Another interesting observation comes from the comparison of
performances in the two different regimes in terms of the percentage
of cloud-free pixels (horizontal). For example, performances of MTLS
and REGB retrievals corresponding to ~30% in the newer cloud algo-
rithm regime are better than the performances corresponding to ~22%
in the Bayesian regime. This conﬁrms that BCD rejects signiﬁcant num-
ber of cloud-free measurements by falsely detecting them as cloudy
pixels, which can be preserved using CEM.
The operational SST retrieval in OSPO, which is based on regression
coefﬁcients derived from radiative transfer modeled BTs, always
shows worse performances in terms of RMSE for any cloud detection
scheme, including CEM. It is also surprising that there is a large differ-
ence in errors between the RTM-based regression SST (OSPO) and
buoy-based regression SST (REGB). This may be coming from the for-
mulation of the regression algorithm itself and is not at all related to
the choice of cloud algorithm. [Note that, OSPO uses only two channels,
whereas REGB uses three channels including 3.9 μm for daytime]. We
note in passing that the RMSE of REGB is much lower (~50%) than for
OSPO.
From the observations in ourmonthly analyses (Fig. 9), we conclude
that employing the proposed MTLS method in conjunction with the
CEM algorithm provided signiﬁcant improvement in the SST retrievals,
based on the following reasons:
a) Validation ofMTLS solutions against buoys is an independent assess-
ment of its performance because it does not require any a priori data
(just initial guess) or a priori and observational error covariancema-
trices.
b) The analytical error calculation, within the scope of the MTLS pack-
age, provides an excellent framework to develop quality indexing
of the retrievals. Fig. 9 shows that RMSE of MTLS is 0.54 K at 30% of
matches and reduces only to 0.4 K at 10% of matches under CEM.
c) Generally, it is perceived that data coverage is inversely proportional
to the quality of retrievals. In this aspect, the CEM algorithm im-
proves both the data coverage and the quality of retrievals. For ex-
ample, the operational regression retrievals at OSPO show RMSE of
~1.2 with data coverage of ~22% (Fig. 9) whereas the proposed
method (MTLS plus CEM) shows RMSE of 0.54 with a data coverage
of ~30%. Moreover, the RMSE of MTLS is still ~0.47 at ~22%
matchups, which 2.5 times error reduction compared to OSPO
(~1.2).
8. Time series results
The above conclusions that are drawn on the basis of one month's
analysis also hold for longer time series, implying that the improve-
ments shown by the CEM methodology is temporally robust. Fig. 10
shows time series RMSE for MTLS, OSPO REGB retrievals, and fraction
of cloud free (FCF) pixels for CEM and BCD, during the period of June
2010 through November 2014. We consider the REGB as a useful refer-
ence (since the SST retrieval scheme itself is independent of forward
model error) to understand the performance of both cloud detections,
which are based on forward modeling. The following conclusion can
be made from this study (Fig. 10) as:
a) Large variations of the RMSE for both retrievals (MTLS and REGB)
under BCD are observed. For example, the monthly RMSE of MTLS
ranges from 0.52 K to 0.85 K. In contrast, the MTLS solution under
CEM is relatively consistent. There is a tendency to low error in
more recent months as compared to the older data. One possible
reason is that there has been some improvement in accuracy of the
a priori data. On the contrary, this trend is not found in the MTLS so-
lution using BCD. It may be because the BCD uses ﬁxed a priori
Fig. 10. Time series plots for the RMSE ofMTLS (blue), OSPO (cyan) and REGB (green) under CEM (*) and under BCD (+). The fraction of cloud free (FCF) of the totalmatches: BCD (red+)
and CEM (red *).
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tion.
b) Under the BCD, the errors of MTLS and REGB are somewhat compa-
rable and REGB errors are occasionally lower than MTLS errors. In
contrast, the MTLS retrievals have been signiﬁcantly improved
under the CEM scheme and there is a clear distinction between the
errors of MTLS and REGB in Fig. 10. As we discussed before, CEM dis-
cards pixels, which may be contaminated by high forward model
error, which gives an additional advantage to its application in con-
junction with MTLS.
c) It may be regarded as an achievement to get the RMSE of MTLS for
day and night composite as low as 0.43 K,with a ﬁftymonth average
of 0.5 K for GOES-13 imager, which is not deemed as a very good
sensor for the climate quality task and its observations are made
over a highly dynamic part of the global ocean and atmosphere.
The ﬁfty months' average MTLS error reduces from 0.67 K to 0.5 K
due only to change to the CEM scheme.
d) The reduction of REGB error for all months with CEM compared to
BCD underscores the performance advantage of CEM over BCD in
terms of cloud leakage holds for a long time series.
e) Data coverage of CEM is always higher than for BCD, and the im-
provement of this aspect is more than double for some months.
Over the ﬁfty months, the average data coverage improvement is
38%. Note that this is even after discarding pixels which are unsuit-
able for retrievals due to errors in the RTM, potential aerosol con-
tamination and ancillary data.
f) Both cloud detection schemes show that data coverage is higher in
summer months and low in winter months. This is quite likely to
be due to the geographic distribution of matchup data (primarily
in the Northern hemisphere), where cloud cover is greater in the
winter.
g) As previously mentioned, an early version of the MTLS method was
implemented in OSPO in August 2013. As a result the OSPO SST per-
formance dramatically improves from this date onwards for both
cloud detection schemes. The initial implementation included
some additional processing steps to correct for radiance bias. The in-
tent of the additional processing was to reduce the errors, but fur-
ther study indicates that these algorithms may not be necessaryand add ambiguity to the OSPO retrieval. The ofﬂine MTLS shown
here does not make use of radiance bias correction and clearly out-
performs the OSPO retrieval with the improved cloud detection of
the CEM.
h) Most interesting results are observed in OSPO retrieval error after
July 2013. Since then the OSPO retrieval error for both clouds are
comparable where other two methods (MTLS and REGB) results
show a distinct different gap between the implemented cloud detec-
tion scheme of CEM and BCD. Even though we have already exten-
sively demonstrated that CEM provides better cloud detection, it
does not work well with the OSPO retrieval. As we discussed in
our earlier paper (Koner et al., 2015a), radiance bias correction
(RBC) may have several ambiguities, however a form of RBC is cur-
rently implemented in OSPO, as it is quite popular in operational
realm. RBC adjusts the measurement based on an assumption of
cloud-free conditions, as currently determined by BCD. In such a sit-
uation, unscreened cloud contamination is included in the calcula-
tion of the radiance bias adjustment and overall validation
statistics are improved due to a good quality SST obtained from
cloudy pixels. As a result, statistical OSPO error is lower than the
ofﬂine MTLS error under BCD. On the other hand, radiance bias ad-
justment is applied to whole dataset, and cloud free measurements
are altered by this bias adjustment. This increases the SST error for
OSPO under CEM, since the cloud contamination has been removed
but the incorrect radiance bias still affects the OSPO retrieval. A de-
tailed study will be reported in a future publication.
As we observed in Fig. 10 that MTLS error reduced signiﬁcantly
under CEM because CEM was developed in part to discard pixels
which cannot be solved uniquely due to RTM error. To investigate the
mutual consistency between CEM and physical retrieval method, the
performance of MTLS is compared with two other RTM-based methods
(namely, LS and OEM) for both (CEM and BCD) cloud detection as
shown in Fig. 11. As we discussed in our last publication, Koner et al.
(2015a), the condition number of the Jacobian for two parameters SST
retrieval from GOES-13 imager measurement is typically around 5.
Thus, the error propagated from measurement space to state space,
Fig. 11. Time series plot for RMSE values of MTLS, OEM, LS and IG under comparative CEM and BCD.
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Battaglia, & Simmer, 2010; Ralston & Rabinowitz, 1978), is low. Al-
though technically ill-conditioned, it is quite close to being a well-
conditioned problem and thus we add the least squares (LS) solution
as a reference. The variation and magnitude of MTLS errors are low as
compared to the other two methods for all the months under CEM.
The reduction of LS error under CEM is more or less similar to MTLS.
The highest variation is observed in the OEM solutions, and the OEM
error is higher than a priori error for some months (April–September
2014) under CEM. One possible reason for the bad performance during
this period is that the error of the retrieval system is reduced in reality,
as evidence of theMTLS error is relative low (b0.5 K) for this period, and
input OEM error is not in agreement with real errors. This is one of
drawbacks of the OEM implementation, where errors are input param-
eters and these are difﬁcult to specify in a dynamic operational environ-
ment. The overall error can be signiﬁcantly high even in good cloud
detection regime if the algorithm error is high. On the other hand,
MTLS employs data driven regularization and inherently produces the
best possible results according to total errors that exist in the system
for any individual realization. There is no evidence of a similarly dra-
matic degradation of the REGB retrievals for this period (see Fig. 10),
thus the reduction of instrument noise is unlikely to be the cause. It
may be concluded that reduced a priori error is onepossible cause for re-
duced MTLS and increased OEM errors for this period.
Another interesting result observed from this study is that the OEM
errors are always higher than those for LS error for all months and both
cloud detection schemes, because this is a low conditioned inverse
problem. This result should alert the satellite inverse community that
implementation of OEMwithout a proper understanding of the mathe-
matical behavior of the particular inverse problem may cause degrada-
tion of information relative to simple least squares. Treating a priori and
measurement errors as information for input is a potential risk for any
science problem. Using LS solution as a reference, MTLS always im-
proves its retrievals for all months and both cloud detection schemes
from that reference. Additionally, the improvement of the LS solution
under CEM is further strong evidence that our CEM is a better cloud de-
tection scheme than the OSPO implementation of BCD.9. Conclusions
We have used a simple experimental ﬁlter based on matchup data,
radiative transfer and a single-channel SST retrieval to assess the degree
of cloud contamination in satellite-observed brightness temperatures.
This has demonstrated that there is signiﬁcant cloud leakage in the cur-
rent OSPO Bayesian Cloud Detection, and that there are many observa-
tions that are deemed cloudy forwhich good SSTsmay still be retrieved.
We have developed a cloud and error mask for the purposes of SST re-
trieval, which achieves the highly desirable combination of improved
coverage and accuracy by utilizing a pragmatic combination of tests
based on physics and radiative transfer calculations. The methodology
is shown to be well-suited to an operational environment. An interest-
ing aspect of this algorithm is that it not only improves the quality of
physical SST retrievals but it also improves the quality of two different
regression based SST retrievals. This conﬁrms that this algorithm is
not compromised by potential tuning of the FFRTM, although two
tests utilize FFRTM.
The most unique aspects of combined MTLS and CEM package are
the use of the double differences ﬁlter, extra cloud/error ﬁlter using
the “last bin” assignment afforded by the MTLS solution and analytical
total error calculation. A crucial aspect of the accuracy and stability of
the ﬁnal result remains the ﬂexibility of the MTLS retrieval, which has
the ability to cope with varying quality of input via its data-driven reg-
ularization capability.Acknowledgments
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