Across three experiments, consumers' brand search was facilitated by spatially non-informative sounds associated with the target brand. Response latencies and eye movements to the target brand were faster in the presence of congruent (vs. no) sound. This crossmodal facilitation effect held even for newly-learnt associations between brands and sonic logos.
EXTENDED ABSTRACT
Building on models of crossmodal attention, we propose that brand search is inherently multisensory. This proposal was assessed in three experiments. The results demonstrate that the presentation of spatially non-predictive auditory stimuli associated with a product (e.g., usage sounds or product-related jingles) can crossmodally facilitate consumers' visual search for that product.
We used a speeded single-target visual search task with repeated trials (Quinlan 2003) . This task involves active scanning of a visual scene for a target object and therefore models the actual search for products by consumers. On each trial, the participants were first shown the name of a target product, then a central fixation cross, and finally a virtual shelf display containing the target among several (randomly-selected) distractor products. Sound was manipulated as a within-participants factor (congruent vs. incongruent with the target product vs. no sound) and presented together with the visual search displays. The sound did not carry any spatial information and the location of the target product was counterbalanced across sound conditions. Participants were instructed to localize the target product (Experiment 1) or to make target present/absent responses as quickly and accurately as possible (Experiments 2 and 3). Reaction times (RTs; Experiments 1-3) and saccadic eye movements (Experiment 2) were recorded.
Experiment 1 (N = 50) revealed that participants located the target product significantly faster when exposed to a congruent product usage sound rather than to no sound. Incongruent sounds did not significantly influence RTs relative to the no-sound condition.
Experiment 2 (N = 50) provided evidence concerning the timecourse of the audio-visual facilitation effect by examining participants' eye movements during their visual search: Target-congruent sound (vs. no sound) sped up the onset of the last saccade to the target, and, albeit less clearly, the onset of the initial saccade. Participants also made fewer fixations prior to fixating the target when the sound was congruent (vs. absent). Incongruent sound (vs. no sound) did not significantly affect these eye movement measures. This indicates that sound modulates later visual attention, with effects trending even in the earliest stages of consumers' attention allocation.
Experiment 3 (N = 49) examined whether a similar facilitation effect would emerge even when the association between a product and a sound had been learned just before the experiment. To this end, participants learned sound-brand associations between unfamiliar jingles and brands (in three trials). We then tested their effect on RTs in a visual search task. The results confirmed that even such newly formed associations between short jingles and unfamiliar sounds can elicit the kind of crossmodal facilitation that was observed in Experiments 1 and 2.
To summarize, characteristic sounds can crossmodally facilitate the visual processing of products in displays that resemble realistic, everyday situations such as scanning a supermarket shelf for a specific product. The associative meaning of short product-related sounds affected how rapidly both visual attention could be deployed and subsequent manual responses could be executed. As demonstrated by the eye gaze analysis, sounds influenced the earliest stages of visual attentional allocation, as well as later decision-related aspects of visual search.
The current results provide robust evidence for the view that consumers' brand search is inherently multisensory. Substantiated by eye movement data, the semantic content of a product-related sound seems to reflexively attract a participant's (visual) attention to the (visual representation of the) associated product or brand. We reason that sound can enhance the perceptual saliency of the associated product or brand, thereby guiding the "spotlight" of visual attention (Posner, Snyder, and Davidson 1980) .
Our findings contribute to the evidence for a multisensory saliency map that weighs not only visual object features but also features from other modalities, such as audition and olfaction (see, e.g., Chen et al. 2013 ). This extends earlier, unisensory research into the competitive saliency of brands at the point of sale (Van der Lans, Pieters, and Wedel 2008). Examining brand search in a multisensory setting, our study demonstrated that it is not only visual, but also auditory brand features that may drive a brand's competitive saliency. Recent research has further examined how audio-visual interactions based on the spatial congruency between sounds and products affect consumers' attention and decision making (Shen and Sengupta 2014) . Complementing this work, we examined the role of semantic congruency in the modulation of audio-visual attention. This is an important contribution since semantic associations between products and sounds play a central role in marketing.
The results of the present study also shed light on earlier findings concerning the priming effect of music on product choice (North, Hargreaves, and McKendrick 1997, 1999) . In their seminal study, North and colleagues demonstrated that playing French (vs. German) instrumental background music dramatically increased sales of French (vs. German) wines. Our findings highlight the possibility that attention-orienting processes had a mediating role in the music-decision effect. As the allocation of visual attention is known to influence choice (Shimojo et al. 2003) , once consumers' attention was focused on the French bottles, it may have influenced the associated decision processes.
Finally, we contribute to the extant psychological literature on crossmodal modulation of spatial attention and multisensory learning. To our knowledge, this research is the first to demonstrate that crossmodal facilitation based on semantic congruency is not only induced by preexisting long-term semantic associations, but also by short-term (three-trial) audio-visual learning. Such minimal exposure is unlikely to lead to the emergence of strong representations in long-term memory or extensive synaptic learning. The fact that crossmodal facilitation was still observed raises the question of what neural mechanisms underlie this effect, and to which extent synaptic plasticity is implicated (Jääskeläinen et al. 2011) .
Practitioners may use auditory-visual crossmodal facilitation to aid consumers' visual search for products and brands. Hearing auditory stimuli associated with specific products may help consumers to more rapidly detect the product they are looking for among other, visually distracting, products. Similarly, auditory stimuli may be used to crossmodally facilitate visual search performance for a specific element in an (online) user interface (e.g., by playing a ka-ching sound if the target happens to be a "checkout" button).
