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ABSTRACT
This paper deals with one of the most important chapters of 
automatic design of digital systems namely the optimization of back 
board wireing. In the theoretic part an algorithm is described giving 
a "good" initial placing of printed circuit boards and on the other 
hand a further algorithm is described issueing from this placing with 
the help of a given category iteration which creates the optimal plac­
ing from point of view of a target function. General composition 
assures utilizability of the above mentioned algorithms by the placing 
programme of the component parts at printed circuit board designe. 
After description of the computer programme made for the ICL-1905 in 
details the work discusses the possibility of generalization and 
further development as well.
KIVONAT
A dolgozatban a digitális rendszerek automatikus tervezésének 
egy fontos fejezetével, az optimális hátlaphuzalozással foglalkozunk. Az 
elméleti részben a kártyák egy "jó" kezdeti elrendezését adó algoritmust 
és egy, ebből adott tipusu iterációval elérhető, célfüggvényünkre nézve 
optimális elrendezést eredményező algoritmust Írunk le. Az általános 
fogalmazás biztosítja, hogy az algoritmusokat a nyomtat ott-áramkör ter­
vezés alkatrész-elrendezö részprogramjaként is felhasználhassuk. Az ICT 
1905 számológépre elkészített program részletes leírása után foglalkozunk 
az általánositási és továbbfejlesztési lehetőségekkel is.
Резюме
Работа занимается одним из важнейших разделов автоматического проектирования цифровых систем именно оптимацией задних соединений.В теоретической части описывается алгоритм дающий "хорошее" начальное размещение сублоков и с другой стороны алгоритм достигаемый из этого раз­мещения с помощью итерации данного типа производящий оптимальное размеще­ние из начального с точки зрения целовой функции. Общее изложение обеспе­чивает использоваемость высших алгоритмов размещающей программой деталей при проектировании печатных плат. После подробного описания программы, подготовленной на ЭЦВМ типа ICT-I905 работа занимается и возможностями обобщения и дальнейшего развития.
1. BEVEZETÉS
1.1. A hagyományos mérnöki tervezésben nagy gyakorlattal rendelkező 
tervezők előtt ismeretes, hogy a tervezés egyes fázisai, vagy 
csaknem az egésze mechanikusan végezhető. A tervezés jellege 
meghatározza azokat a paramétereket és korlátokat, melyeket a 
tervezőnek a munka során figyelembe kell vagy lehet venni. Több 
paraméter esetén ezek együttes hatása áttekinthetetlenné válik 
/különösen, ha ezek nem függetlenek, esetleg egymásnak ellent­
mondó követelmények határozzák meg az optimumot vagy a megen­
gedett megoldást/. Ezért a konstruktőr kénytelen iterativ ter­
vezést alkalmazni. Ez abból áll, hogy egy kezdeti, intuitiv fel­
vételből kiindulva elvégzi a szükséges számításokat, s ha az e- 
redmény nem esik a megengedett tartományba, módositott felvétel­
ből kiindulva ismétli meg az eljárást. Az egyes módosítások le­
hetnek ugyancsak intuitiv jellegűek, de az előző eredmények ten­
denciájából is kiindulhatnak.
Az ilyen optimalizálási feladatok megoldására - nagy adathalmaz 
vagy sok iteráció esetén - igen előnyös a számológép használata® 
Ha az eredményből a módosításra maga a számológép következtet, 
/teljesen/ automatizált tervezésről beszélünk. Ha viszont /pl. 
bonyolultabb esetben, bizonyos szituációk esetén a döntést ki­
látástalan a gépre bizni/ olyan tipusu ember-gép együttműködés 
jön létre, hogy bizonyos döntéseket az ember végez, egyébként a 
számológép végzi a közbülső, hosszadalmas számításokat, interak­
tiv tervezésről, vagy számológép segítségével történő tervezés­
ről /САБ/ beszélünk. Az ember a s ámológéppel a döntéseit vala­
milyen egyszerűen kódolt /probléma-orientált/ formában közli, s 
ugyanígy kapja a gép részéről a kérdéseket. Gyakorlati szempont­
ból megkülönböztetett figyelmet érdemel az ember-gép kapcsolat­
ban a vizuális kommunikáció /gráfikus-display/.
A bonyolult digitális és analóg rendszerek tervezése területén 
egyaránt jelentős szerepet kap /hazánkban is a közeljövőben/ az 
előzőekben kiemelt mindkét számológépes tervezési mód. Ennek
2szükségszerűsége a rendszerek bonyolultsági fokának növekedési 
tendenciájából következik.
1.2. A nagy rendszerek /pl. gyors működésű univerzális számológépek/ 
tervezésének és gyártásának teljes automatizálása /bemenet» a 
tervezendő rendszerrel szemben támasztott igények, kimenet: pl. 
rajz és teljes dokumentáció, technológiai előírások, sőt eset­
leg programvezéreit szerszámgépek kimenete/ jelenleg és a közel­
jövőben nyilvánvalóan nem járható ut. Azonban a tervezés egyes 
fázisainak /rendszer-, logikai- és áramköri szinten való terve­
zés, analizis és diagnosztika, modellezés, áramkörkészlet ter­
vezése, dokumentáció és rajzgépek alkalmazása, konstrukciós 
kérdések stb./ számológéppel való kivitelezése hazánkban is a 
jelen problémájává - és részben gyakorlatává - vált. A helyzet 
országos szintű felmérése helyett /ezt részben elvégezte pl. a 
Számitógép-technika *71 - Esztergom - konferencia/ csak a KFKI 
területére szorítkozva a következő saját /szerény/ eredményről 
számolhatunk be.
1967-ben elkészült két, a logikai függvényeket minimalizáló 
program /a különböző igények, feltételek kielégítése indokol­
ta a kétféle megoldást/. Erről részletesen beszámoltunk koráb­
ban [4] , [53 , [6] . A kártyákból felépített digitális rendszerek 
optimális kártyaelhelyezés ét és optimális hátlaphuzalozását is 
alátámasztottuk programrendszerrel, amely 1969-ben készült el. 
Ezt röviden tárgyalja [5], és alkatrész-elrendezés szempontjá­
ból - mint felhasználható részprogramot - említi E73 - A rész­
letes elemzés azonban éppen e dolgozat feladata.
Végül az áramkör-tervezés egy speciális területén, a nyomtatott 
kártyák optimális fólia-tervezésénél felmerülő problémák egy ré­
szének megoldását Írja le a [7] dolgozat. Ebben gyakorlati szem­
pontból is érdekesnek tűnő uj elméleti eredményt adunk, azonban 
az algoritmus számológépre vitele nem történt meg.
I.35. A logikai tervezés - nagy rendszerek konstrukciójában - veszí­
tett jelentőségéből a technológia megváltozása következtében 
/készen kapható nagyobb, integrált áramköri modulok megjelené­
se/, ill. főként a modulokat gyártó és tervező intézetekre szo­
rítkozik. Ugyanakkor megjelent egy újabb problémakör, amely
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fokozottabban kombinatorikus jellegű és általánosan igy körvo­
nalazható: bizonyos, előirt követelményeknek eleget tevő elren­
dezések közül válasszunk ki /egy/ olyat, amely egy előre meg­
adott célfüggvényre nézve optimális /diszkrét optimalizálás/.
Ide tartozik a jelen dolgozatban tárgyalt problémák jelentős 
része is. Mielőtt ennek részletes tárgyalását elkezdenénk, né­
hány mondatban a témával szoros kapcsolatban lévő területekről 
szólunk, ill. a tájékozódás megkönnyítése végett irodalomra hi­
vatkozunk.
Nem foglalkozunk itt azzal az egyébként igen fontos kérdéssel, 
hogy adott alapáramkör-készlet /különböző integráltsági fokú 
áramköri elemek, kártyák stb./ esetén hogyan célszerű meghatá­
rozni a rendszerhez felhasználandó /különféle előirt feltéte­
leket teljesítő/ szükséges és elégséges halmazt /SE/. Ez olyan 
halmaz, amely minden logikai /és nem-logikai/ egységből elegen­
dő számút tartalmaz, de bármely elemét elhagyva, ez a tulajdon­
sága megszűnik.
Rögzített 3E halmaz esetén, a keresett logikai elrendezéssel 
ekvivalens elrendezések /pl. kapuk és lábak cseréje stb./ hal­
mazából /LE halmaz/ meghatározandó egy olyan elem, amely egy 
előirt célfüggvényre nézve optimális. Ezek közül a lehetséges 
SE halmazok közül azt választjuk, amelyre az LE-optimumok kö­
zül a legkedvezőbb adódik. A probléma matematikai vonatkozása; 
olyan sorrendben előirt gyakorlati korlátozások megadása, amely
ésszerű határok között /kombinatorikus, azaz diszkrét halmazon«*>
értelmezett függvények elmélete területén/ megoldást biztosit. 
Egy elvileg adott rendszer kártyákra bontásának problémája az 
előbbiekkel szoros kapcsolatban van» bizonyos részeredményt ad 
ezen a téren is a dolgozatunkban megadott algoritmus - alkalmas 
súlyozás esetén.
A következőkben /1., 2. és J. rósz/ az SE és LE halmazok rögzí­
tettek.
1.4. A jelen dolgozatban tárgyalt permutációs jellegű matematikai
probléma igy fogalmazható: adott egy H*{h^,... ,hN) N-elemü véges 
halmaz és az I index halmazán értelmezett rendezés. Jelölje a 
p = (р1Г...,р^) azt az I halmazon értelmezett permutációt, mely­
re p.ei a j. pozícióban levő elemet jelöli. Bizonyos per­
mutációkat kizárva, jelölje a megengedett permutációk halmazát v.
А тг elemein értelmezett с/Р/ célfüggvénye az optimum­
probléma: keresendő olyan P megengedett permutáció, amelyre 
c/P/ minimumot vesz fel, azaz amelyre c/PQ/ = min {с/Р/|ретт}
Az ilyen tipusu problémáknak jelentős irodalma van, legismer­
tebb az "utazó ügynök probléma" néven ismeretes speciális eset. 
Különféle megoldásokat adó néhány módszer: 
elágazás és korlátozás módszere 
dinamikus programozás
pszeudo-Boole függvények elméletén alapuló módszer
[1 6, 31
"magyar módszer" [21,22,3,7,16,25] 
a diszkrét optimalizálás [30]-ban leirt eljárása.
j 1...Ы és minden 1 ' ^  sorozatra, ahol d(i,j)
a pontpárhoz rendelt távolságot jelenti.
Végül az alábbi táblázatban irodalmi útmutatást adunk a témával 
szoros kapcsolatban álló néhány területre:
Vékony- és vastagréteg-áramkörök: 
Nypmtatott áramkör tervezése: 
















[3 ,5,14,17,2 1,22,25,2 6,27,31] 
[1 3,7]
Végezetül megköszönöm Király Péternének a program elkészítésén 
túlmenően, valamint Rosta Jánosnak a lektorálás során tett ér­
tékes megjegyzéseit.
A dinamikus programozás szempontjából a probléma igy fogalmaz­
ható: Jelölje ( Ц  ±2 1 ' ^ i j_i ii) a minimális függvényértéket 
azon elrendezés esetén, amikor az i pont a j-edik helyen van és 
az i, 10 i. , pontok megelőzik i-t. Ekkor a következő függ- 
vényegyenlet irható fel:
f . (i-, i« i • i) = min íd(i, i)+f . ,(i, i, i. . i.'j 1» 2,..., j-1 ' l<k<j-1 k » d“1 !»•••» k"1» k+l,-</3“l k/J'
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2. HUZALOZÁSI PROBLÉMA
Részben megbízhatósági és szervizproblémák szempontjából, rész­
ben műszaki /áramköri stb./ okokból kívánatos, hogy a kisebb 
standard egységekből/ modulok, kártyák stb./ felépített rendsze­
rek huzalozása a lehetőségekhez képest egyszerű legyen. A prob­
lémát egyszerűbb formájában úgy lehet megfogalmazni, hogy a 
huzalozásnál az összhuzalhossz /vagy annak egy egyszerű függ­
vénye/ legyen minimális, esetleg bizonyos korlátozások mellett. 
/Bizonyos meghatározott huzalok induktiv, kapacitiv vagy más 
szempontból nem kerülhetnek túlságosan közel egymáshoz, másrészt 
megadott időkésleltetések meghatározzák a késleltető vonal hosz- 
szát./ A probléma matematikai leírása előtt körvonalazzuk annak 
műszaki vonatkozásait. Adott térbeli elhelyezésben lévő "dobo­
zok" tárolják a kártyákat, melyek kimenetei, lábai adott módon 
összehuzalozandók. A feladat a kártyák olyan elrendezése, mely­
re a "huzalhossz-függvény" - a korlátozó feltételek kielégíté­
se mellett - minimális értéket vesz fel.
2.1. Matematikai megfogalmazás
Legyen adott az £ -dimenziós vektorok a ={ot, a } halmaza,JL § • • • /
ahol a, =(a. a. ) /1 = 1,..., m/. Legyen a. össze-
köttetés súlya ciu _> 0/qlu iu = О és rendszerint a c =
=1|с„ . II összeköttetés-mátrix szimmetrikus/.'1 iu,^v'1Legyen adott továbbá az «.-dimenziós vektorok egy 3=13^,... ,ßn) 
halmaza, 3^= <3^-j. ßj.^ ) • * = 1»***»n» n > m .
/itt 3 a lehetséges kártyahelyek halmaza, rögzített térbeli 
elrendezésben, a pedig az elhelyezendő kártyák halmaza./ A D =
= 1 I ^ iU/ jv11 mátrix szintén szimmetrikus,diuiu = 0, ahol 
d. . =d(3j„, 3.i,r) egy mérték: a ßiu és ßjv pontok összeköté- 
sének huzalhossz-íüggvénye. Ez lehet az euklidesi geometria tá­
volságmértéke, lehet a koordináta-különbs égek abszolút ért ékelnek 
összege, vagy más, bonyolultabb függvény. Jelölje 8 az Ещ halmaz 
En halmazba való kölcsönösen egyértelmű leképezéseinek halmazát, 
ahol E = {l,...,r} . Minden ses az vektorok egy le­
hetséges elhelyezését adja a 3 vektorhalmaz egy m elemű
rés zhalmazán.
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S elemszáma: o(S) n!(n-m) ! .
Tetszőleges s€S -re jelöljön A(s) egy huzalhossz-függvényt, 
amely a C és D mátrixok elemeinek függvénye.
Az alapprobléma: olyan s* keresése, amelyre a (s*) = min{A(s) |ses}.
Néhány, a gyakorlatban fontos huzalhoss z-f üggvény típusra példa:
m
a/ Z(s)= í  fij(s) ,
és ennek speciális esete 1/^különösen fontos a k  = O é s a k  = l 
eset/:
Ь/
A továbbiakban viszonylag gyenge - a gyakorlatban többnyire 
jól teljesülő - feltételek fennállása esetén vizsgáljuk a prob­
léma megoldását, amely adott kezdeti elrendezésből kiindulva an­
nak javítását végzi el.
2.2. A huzalhoss z-f üggvény egy széles osztályára vonatkozó algoritmus
Az U = ,.. . ,ait} halmazt független halmaznak nevezzük, ha
az összeköttet és-mátrixban az U halmaznak megfelelő részraátrix a 
I |0 I |mátrix, azaz a v'ektorhalmaz elempárjai nem tartalmaznak ösz- 
szekötött komponenspárt.
U maximális független halmaz, ha nem létezik olyan független hal­
maz, amelynek U valódi részhalmaza.
A továbbiakban tekintsük az U halmazt rögzítettnek, és index­
halmazát jelölje T-^  = U  } Definiáljuk a EcS halmazt:
E = {s|s6S, s(i) = 0o (i), ha ieEm \  t 1} ahol oQ . egy rögzí­
tett elrendezés. A z halmaz tehát pontosan azokat a leképzése­
ket tartalmazza, amelyek a rögzített oD(i) elhelyezésbe visz­
nek minden U-hoz nem tartozó elemet. / E az U és függvénye./
Célunk olyan o-^ бЕ elrendezés meghatározása, amelyre 
A(o1)=min{A(s) I s6E}.Ha A(s) a/-tipusu* ii'ijM szimmetrikus mát­
rix és c. . = E с, . = О esetén f..(s) = О , akkor o.1] u,v ÍU]V i] 1meghatározása a hozzárendelési probléma megoldására vezethető 
vissza. /А visszavezetés általánosabb esetben is lehetséges, 
csak igy egyszerűbben adódik./




A(s) = £ fj_j = A^s) + A2(s ) + A 3(a) , ahol
i в J
A^(s) - £ f . , A2(s) = £ f^. , A,(s) = £
1е т 1 , 3е т 1 13 3 J í e T j é s j ^  3
v a g y i í T ^ é s j e i ^
I t t  n y i l v á n v a ló a n
A,(s) = O, Ap(s) = \ f..(s) = l f .(a ) = a konstans és
iíT^jí'ii 13 irr1,jrr1 13
a 3<=> - l e T i i , T i  [ * « < • > * f j i H - i e i i ! ) n . [ , ‘ i , s ( i l ' " « № , , f i i ( " o ( i l ' s “ , l '  
■ iL j r i 's<1) '
a h o l
Fi,s(i) = .L ifij(s(i)-°o<3)) + fi j < V 3)*s(i))l = 2. I f . (s(i).o (j>) .I*1! 1- j 3^T1
Tehát sei esetén A(s) = a + £ F és Így
ieTl 1,SU)
A (o 3 ) = m in { A ( s ) I s e i } = a + m in  l  F, = a + m in B ( s ) ,
se ZieT1 1,3(13 s6i
• h o l  B (s ,  -  ^  F1>3(1) .
A m in im á l i s  s# p e r m u tá c ió t  az | | I I m á t r i x b ó l  az ism e i* t  
"m agyar m ó d s z e r "  a d ja  ( l .  k é s ő b b ) .
f o 0 ( i )  , ha i í T x
In n e n  u 3 m e g h a tá ro z á s a :  ° i  ' = |  s* ( i ) , ha ie i ’^
Kzze l a f e l a d a t o t  a h o z z á r e n d e lé s i  p ro b lé m a  m e g o ld á sá ra  vezet­
t ü k  v i s s z a .
- 8 -
2.3. A hozzárendelési probléma
A kombinatorikus Jellegű problémák egy Jelentős hányada az un. 
hozzárendelési problémához vezet. Egy nxn méretű mátrix átló- 
Ján a mátrix elemeiből alkotott olyan szám - n-est értünk, a- 
mely a mátrix minden sorából és oszlopából pontosan egy elemet 
tartalmaz. A hozzárendelési probléma matematikai megfogalmazá­
sa ezekután igy adható megs
Az adott A = I I  ^I I nxn-es /nem-negativ, egész szám elemekből 
álló/ mátrixban meghatározandó az az átló, amelyben az elemek 
összege minimális. A megfelelő maximum-probléma erre visszave­
zethető: az A'= I I aí j I I» aíj = a-aij mátrixot vizsgáljuk, a- 
hol a = max(aij}
A probléma redukálását eredményezi a következő két megállapí­
tás :
i./ Egy adott hozzárendelési problémából vele ekvivalens prob­
lémát nyerünk, ha a mátrix bármely vonalának /sorának vagy 
oszlopának/ elemeit egyidejűleg tetszőleges u számmal növel­
jük /u lehet negativ is; az elemek nem-negativ voltának meg­
kötése nem lényeges./
Egy mátrix tetszőleges átlójából választott elemeket független 
elemeknek nevezzük.
li. Tétel /Kőnig-Egerváry/s Az A négyzetes mátrix független zérus^ 
elemeinek maximális száma megegyezik az összes О-elemet lefe­
dő vonalak minimális számával.
Könnyen belátható, hogy a hozzárendelési probléma megoldására 
az összes lehetséges eset áttekintése nem Járható ut, mert nxn- 
es mátrixnál ez п!^/2ттп esetet Jelent, s ez már n = 10-
re is 106 nagyságrendű és n-el exponenciálisan nő. Viszonylag 
nagy n értékekre is Jól használható megoldást ad az u.n. magyar 
módszer.
A magyar módszert a program leírásánál tárgyaljuk részletesen, 
itt csak megjegyezzük, hogy az algoritmus alapja az i. és ii. 
megállapítások, melyek közül i. bizonyítása triviális, ii./ té­
tel bizonyítását illetően pedig az irodalomra hivatkozunk [21].
2.4. Optimális független halmaz választásáról
Az előzőekben egy olyan algoritmust irtunk le, amely adott /rög-
- 9-
zitett/ U független halmaz esetén egy, az U elemeinek permutálá- 
sával elérhető minimumot keres meg az A(s) huzalhosszfüggvényen 
/természetesen az összes permutáció előállításához szükségesnél 
lényegesen kisebb lépésszámban/. Az U halmazra való korlátozást 
a magyar módszer alkalmazhatósága indokolja, amely a t elemszámú 
halmazon t! számú lehetséges permutáció helyett csak tk számú 
permutációt vizsgál meg a minimumhely megkereséséhez /ahol k <5 
konstans: t-től független./
Az egyszerűbb tárgyalásmód kedvéért ebben a részben gráfelméleti 
terminológiát használunk, s ezért az előző pontban tárgyalt mo­
dellt is megfogalmazzuk gráfnyelven. /А gráfelmélet alapfogalmai 
magyar nyelven megtalálhatók pl. [53-ben/.
A rendszernek megfeleltetett G /X,Y/ gráf ponthalmaza X = a 
vektorhalmaz és az élhalmaz:
Y (у = (а±,а.) \c±. = l 
J J u,v
c,iu,3v > O}
azaz, azon vektorpárok /kártyapárok/ halmaza, melyek össze van­
nak huzalozva. Itt az ( си±, а^ ) élhez rendelt súly.
/Az élein súlyozott gráfokat hálózatnak - network - szokás nevez­
ni./
Problémánk szempontjából optimális az и c  x független ponthal­
maz, ha egy, az XMJ alaphalmazon rögzített о permutáció mel­
lett létezik sx eS, amelyre збБ esetén Ац (s*) < A , (s) 
ahol U* tetszőleges független ponthalmaz. Az AU /s/ huzalhossz­
függv ényben az U index azt jelöli, hogy az X\U halmazra szorít­
kozva s =o . Ilyen általánosságban nem ismeretes optimális U 
halmazt adó megoldás; az alábbiakban leírunk egy heurisztikus 
algoritmust, amely az esetek nagy részére az optimumot, vagy kö­
zel az optimumot adja. Ennek alapgondolata az, hogy lehetőleg 
kis elemszámú U független halmaz esetén minimális legyen a Hnem- 
mozgatott" élek sulyösszege. Tekintsük a ponthalmaz X = Uur/U/ 
partícióit, ahol U független halmaz, Г/U/ azon pontok halmaza, 
melyek U valamely elemével a G gráf valamely élét alkotják.
Az algoritmus leírása előtt vezessük be a következő két jelölést:
c (H, K) = l c(P,Q) 
P6H
ahol H és К halmazok, c(P,Q) az 
összeköttetés-mátrix (P$) elemét jelöli;
= l c(P,Q) • 
Qer(P)c(P) = c(Pf Г(P))
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1. Algoritmus
W  Képezzük a c± = Z értékeket? i = l,...,n.
2. / Legyen a cQ = mák {ci> súlyú PQ ex pont U eleme,
ill. ha több ilyen van, ezek közül egy olyan P ,
amelyre max c(Q) minimális. Képezzük azоег(P )
x' = X\(?(P0)uU) halmazt.
3. / На X ’ / 0, ismételjük meg X: = X*-re a 2. lépést, egyéb­
ként U a keresett független halmaz.
2.5« Adott rendezési reláció szerinti rendezés
Nagy elemszám esetén a leirt algoritmus egy jó hatásfokú ren­
dezést igényel. Ilyen például az alábbiakban megadott algorit­
mus, amely az elempárok összehasonlítása alapján index szerint 
monoton növekvő sorrendbe rendezi a halmazt. /Az algoritmus [13] 
felhasználásával, kis módosítással adódott./
2. Algoritmus
1. / Képezzünk az m elemből számú diszjunkt párt, s az össze­
hasonlításban nagyobbnak bizonyult elemekre ismételjük meg 
az algoritmus 1. pontját /kivéve, ha í^j = 2, amikor az ösz- 
szehasonlitás a sorrendet is megadja./
2. / Az összehasonlításokban kisebbnek bizonyult elemeket úgy il­
lesztjük be egy már meglévő /a megfelelő nagyobb pártól jobb­
ra levő/ к hosszúságú sorozatba, hogy a sorozat /egyik/ kö­
zépső elemével összehasonlítva, az eredménytől függően a meg­
felelő félsorozatban ismételjük ezt az összehasonlítást, amig 
megtaláljuk az elem helyét a sorozatban. * '
3. / A beillesztendő elemek vizsgálatsorrendjére vonatkozó stra­
tégia az, hogy a legkevesebb összehasonlítást Igénylő ele­
meket illesztjük be, ezen belül az azonos számú összehasonlí­
tást igénylők közül a leghossza b sorba belliesztendővel kezd' 
jük.
A maximális szükséges összehasonlítás- számra a következő adódik:
V(1)=0; V(2) =1; V  (m) = m2 ahol W(i) a
log2 (3i+l) - 1 < W(i) < l o g 2 (3i-l)
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egyenlőtlens ég-pár egyetlen megoldása /könnyen belátható, hogy 
pontosan egyetlen megoldás létezik minden i > 2 egész számra./«
2.6. Kezdeti alkatrész-elrendezés konstruálása
Az eddigiekben nem volt szó a kiindulási elrendezés megadásáról, 
pedig az ott definiált értelemben optimális elrendezés elérésé­
hez Jó kiindulási elrendezésre van szükség. Az alábbiakban lei- 
runk egy induló-elrendezést megadó algoritmust, amely figyelembe 
veszi azt a szempontot, hogy a sok más kártyával összekötött kár­
tya a szomszédaihoz közel, optimálisan legyen elhelyezve, más­
részt viszonylag kis időráforditással akarjuk ezt elérni. /Ezért 
az elhelyezésnél csak "shift"-elést engedünk meg, a pontosabb el­
rendezés a főprogram feladata./
3. Algoritmus
1. / Képezzük а с. = I c . . értékeket i = l,...,m.1 j 1 J/Ez a lépés azonos a 1. Algoritmus 1. lépésével, ezért csak 
egyszer kell végrehajtani és tárolni./
2. / Helyezzük el a ß lehetséges helyek "közepén" a c q =
= max {c.^ } súlyú pontok egyikét, legyen az P0> /А "közepén" 
kifejezést az általános esetben nem definiáljuk pontosan; az 
előzőekben definiált d^ . = d±u ^  mérték esetén nevez­
zük pl. az io~dik pontot /°^0/ középsőnek, ha teljesül rá: 
max d. . = min max d. ./.j i j
3. / Helyezzük PQ ponthoz (egyik) legközelebbi pontba а Г(PQ)
halmaz egy olyan Qq elemet, amelyre teljesül: c(Q0) =
= max c(Q) .
Qer(P0)
4. / Ha már elrendeztünk q számú elemet, q+l-dik elemként válasz—
szunk egy olyan Rc elemet, amelyre teljesül /q = 2,3».• • ,m-l/:
c (íh.fl Г (R ) / R0 ) = max c(Q nr(R),R).
4 R6X\í2q 4
/Itt fiq az elrendezett q számú elem halmazát Jelöli./
Az R0 = Pq+1 elemet a lehetséges helyek közül egy olyan 
helyre tegyük, hogy a meglevő kártyákra nézve az А /а/ huzal- 
hossz-függvény minimális értéket vegyen fel.
A következő lemma triviálisan adódik, az algoritmus tényleges ki—
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vitelezésénél azonban igen hasznos lehet a figyelembevétele
Lemma: Minden lehetséges q értékre fennállt
О < шах c(fi Ol (R) ,R) £ max c(R) _< c Rex\fi 4 Rex\fi °
35. A PROGRAM LEÍRÁSA
A Huzalozási probléma megoldását adó programrendszer három rész­
ből áll. Az első rész egy U független kártyahalmazt állít elő, 
a második részben az U halmazhoz tartozó távolságmátrixot ké­
pezzük. A távolságmátrix elemei a tényleges távolságok helyett 
más tulajdonságot is kifejezhetnek, Így a legkülönbözőbb felté­
teleket beépíthetjük a programba. A harmadik rész lényegében a 
magyar módszer, s ez a többitől különválasztva is rendelkezésre 
áll, más, különféle permutációs jellegű /diszkrét/ optimumprobléma 
megoldására. /Neve= ETB1./
Az első részben a C mátrix olyan speciális realizálását adjuk, 
amel^ alapján a legkevesebb kártyával összekötött kártya válasz­
tásával kezdi a független halmaz felépítését.
A kezdeti elrendezés kódját /szintén ALGOL/ Bagyinszki Jánosné 
készítette. /А programnév: EBB1./ Ezt különválasztva tároljuk, 
mert igy az ETB2 kód egy már meglévő /manuálisan elkészített/ 
elrendezés javítására is használható, másrészt a továbbfejlesz­
téshez ez a forma előnyösebb.
A program adatai a következők: 
a program neve: ETB2
a program nyelve: ALGOL /1СТ - 1905/
a program helyfoglalása: 19200 szó 
bemenet: lyukszalag
ere dmény: s ornyo mt at ón
elkészült: 1969 dec. /МТА-КЖ1/
programozó: Király Pétérné
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A futási időt nem adtuk meg, mert az lényegesen függ az adatok­
tól és széles skálán mozoghat.
Végül megjegyezzük, hogy a programrendszer minimális változtatás 
sál felhasználható integrált áramköri elemekből felépülő nyomta­
tott áramkörös kártyák tervezésének első fázisában /optimális 
alkatrészbeültetés [7]/. Ezt a változatot is elkészítettük.
Az egyes részek blokkdiagramját a Függelékben adjuk meg.
I. Független kártyahalmaz kiválasztása
Legyen a kártyák száma N és jelölje a kártyákat K^t 
Rendeljünk minden Кц kártyához egy 1^  számot, a kár­
tyával összekötött kártyák számát. Jelölje a kártyával
összekötött kártyákat К .,... ,K és legyen t. = 1. +1. + +1,J] 0 J-i 1 Ji J2 -J]_
»1 . Algoritmus
Állítsuk elő a K^, KN kártyáknak egy olyan
K, ,...,K. permutációját, amelyre fennálls
i2 1 23N
19





/А t ^ =  t ^  megengedésével a további vizsgálatok feleslegesen 
bonyolító hatásának elkerülése a célunk; ez az egyenlőség rit­
kán fordul elő, másrészt árrendezésben azt tükrözi, hogy e 
kártyák sorrendje közömbös számunkra./
1. Algoritmus
Az U független halmaz elemeit a K.j permutá­
ció szerint választjuk ki, a kővetkező módon:
1. / Kiválasztjuk az első /K^ / elemet.
2. / Ha már r számú elemet kiválasztottunk, U г+1-edik
elemének a soron következő elem választása után tö­
röljük a megmaradó halmazból azokat az elemeket, a- 
melyekkel ez össze van kötve.
3. / Az eljárás véget ér, ha a "választók-halmáz" üres.
A programrendszer bemenete a következő:
N, h, g, Q, q, E, F, a, 6
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ahol N egész, 
Q egész,
a kártyák száma





egy kártyán levő "lábak” száma 
két szomszédos kártyahely távolsága 
egy kártya két szomszédos lába közötti 
távolság
E valós, vízszintes irányban szomszéd dobozpár tá­
volsága*
F valós, függőleges irányban szomszéd dobozpór tá­
volsága
a egész, a kártyák közötti összeköttetéseket adja
ß egész,
meg.
a kártyalábak közötti összeköttetéseket 
adja meg.
(x"Tóvolsóg" alatt középpontok közötti távolság értendő, E 
kivételével, amely a két doboz legközelebbi kártyapárjának tá­
volsága.)
Az a és ß paraméterek részletes megadása a megfelelő rész­
program leírásánál történik.
A következő adatok szükségesek a független halmaz kiválasztásá­
hoz:
1. / a kártyák száma /N/
2. / a kártyák közötti összeköttetések
A kártya-összeköttetések^b az adatszalagon a következő formában
a djuk meg:
*1 k ll k 12 ...............  k lÄx
k il k i2 ...............  k iA±
ÄN k Nl kN2 ...............  kNÄN
ahol az i-edik sor jelentése a következő:
a K± kártya össze van kötve a Kkj^   ^ Kki2,...f Kki£ 
kártyákkal.
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A program a kővetkező részekből élli
1. / Az adatok beolvasása és egy В = | |в± . | | mátrix elő-
fl» ha K, össze van kötve K.-vel 
állítása, melyre =[0> ^  nlnca 83S!.ek6tve Kjível
2. / A kártyák elrendezése l szerint egy A (NxN-es) mát­
rixban a következőképpen:
Legyenek К д , К д , ..... К^д olyan kártyák, amelyekre
ljl = l-j2 = ••• = ^js = ^* Akkor az -A. mátrix i-
edik sora a következő lesz:
d1 » ^2 * •••••* dg » 0,..., 0
3. / t^ előállítása /1 = 1,2,...,N/ az A mátrix soraiban az
elemek átrendezése t^  csökkenő sorrendje szerint.
4. / A független kártyák /D halmaz/ kiválasztása az A mátrix
alapján.
5. / A D halmaz elemeinek elrendezése növekvő sorrendben.
II. Távolságmátrix előállítása
A program második része az első részben kiválasztott független 
halmazhoz /D^, D9,...,D^/ tartozó távolságmátrixot állítja elő.
A W /L X L/-es távolságmátrix W ^ ,  ^a elemét úgy kapjuk, 
hogy а К щ  kártyát a kártya helyére téve kiszámítjuk
a KDi kártya bekötéséhez szükséges huzalhosszat. Ehhez is­
mernünk kell bizonyos paraméterek értékét /pl. kártyák közötti 
távolság, lábak száma, lábak közötti távolság stb./ és a lábak 
közötti összes összeköttet’est. Az összeköttetéseket az adat­
szalagon a következő formában adjuk meg:
i. az első adat az aktuális kártya sorszáma negativ 
előjellel,
ii. a második adat az aktuális láb sorszáma,
iii. az utánuk következő adatpárok az aktuális lábbal
összekötött kártyát, ill. lábat jelölik.
„1 1 „1 1 1
rl' Vll' Vll' V12' v12'’'*' V!PÍ ' v4
„2 2 1 ,.2 2 „
r2' Vll' Vll' V12 ' v12'* *' ' lpl
, v. 2 
lpl
-N, rs 'bN VSNN1' ЫГ V N NN2' N21 VSíí v SnnpN' n p n ’
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Természetesen a távolságmátrix elemeinex kiszámítása függ 
a konkrét feladattól. A programnak ezt a részét a blokk­
diagramban a W /m, p/ kiszámítása blokk jelzi.
III. Magyar módszer
A program harmadik része a hozzárendelési probléma meg­
oldása a W tá;olságmátrixra a magyar* módszer segítségé­
vel. Ennek a programrésznek már nincs szüksége uj adatra.
Az algoritmus a következő:
a.. 1«/ A W mátrix minden sorában kiválasztjuk a sor 
legkisebb elemét és ezt levonjuk a sor összes 
eleméből.
2./ Az uj mátrix minden oszlopában kiválasztjuk az 
oszlop legkisebb elemét, és azt levonjuk az osz­
lop összes eleméből.
Az 1 és 2. lépés után a mátrix minden sorában és osz­
lopában van legalább egy 0.
g. Az igy keletkezett O-kból egy maximális független rend­
szert határozunk meg lefedő vonalak segítségével.
1. / A mátrix első sorától kezdve minden sorban megkeres­
sük az elsőj.^még le nem fedett 0 elemet. Ha talá­
lunk ilyet, X-gal megjelöljük és oszlopát lefedjük.
2. / Ha már minden 0-t lefedtünk, a keresett maximális
független rendszert a X-os 0-k adják. Ha van le 
nem fedett 0, akkor két esetet különböztetünk meg:
a. / A le nem fedett 0 sorában van X-gal jelzett 0.
Ilyen esetben a le nem fedett 0-t XX-gal meg­
jelöljük, a X-os 0 oszlop lefedését megszüntet­
jük, és helyette a sort fedjük le. Utána vissza­
térünk 3.2-re.
b. / A le nem fedett 0 sorában nincs X-os 0. Akkor
az oszlopában biztosan van olyan Xos 0, amely 
sorral van lefedve. Ezért a le nem fedett 0—ból 
kiindulva lépcsőzetesen haladunk a lefedő ősz-
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lopokon és sorokon, a 5-os és 5й-оз О-kon keresz­
tül mindaddig, amíg egy olyan 55-os О-hoz nem jutunk, 
amelynek az oszlopában nincs 5-os 0. Az érintett 5-os 
O-kat megszüntetjük, a kiinduló 0-t és a 55-os O-kat 
5-os O-vá alakitjuk, és oszloppal lefedjük őket. Utá­
na v i3 3 z at érünk ß.2-re.
Y• 1./ Ha a kiválasztott független 0-k száma = L, az algo­





ahol az i-k a kártya sorszámát, a j-k a kártya uj 
helyét jelölik.
2./ Ha a kiválasztott független 0-k száma kisebb mint L, 
akkor újabb O-kat konstruálunk a kővetkező módon:
a. / A mátrix le nem fedett elemei közül kiválasztjuk
a legkisebbet, legyen ez p.
b. / A mátrix le nem fedett sorainak elemeiből levon­
juk p-t.
c. / A mátrix lefedett oszlopainak elemeihez hozzá­
adjuk p-t.
Utána visszatérünk ß -ra.
4. ÁLTALÁNOSÍTÁSOK ÉS TOVÁBBFEJLESZTÉSI LEHETŐSÉGEK
4.1. Az elméleti rész /2. pont/ tárgyalásánál nem tértünk ki arra az 
esetre, amikor az S leképezés-halmaz bizonyos elemeit a mellék- 
feltételek eleve kizárják. /А probléma megfogalmazásában ez sze­
repelt, azonban a választott megoldásba - magyar módszer - nem 
építettük be az egyszerűség kedvéért./ Az ilyen irányú általáno—
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sitásnak elvi akadálya nincs, a gyakorlati kivitelezés nem 
okoz nehézséget, sőt általában az algoritmus gyorsítását ered­
ményezi. A magyar módszer gyakorlati kivitelezésében ez pl. 
olyan változtatással érhető el, hogy ha a megjelölt mátrix- 
elemek egy tiltott kombinációja áll elő, a sor-oszlop lefedő 
vonalak alternáló kereső-sorozatában leállunk, sikertelennek 
tekintve ezt az ágat. /Itt azt használjuk ki, hogy általában 
degenerált - tehát bizonyos elemeket fixen hagyó - leképezé­
sek a tiltottak/. Megjegyezzük, hogy n-m fiktiv elem felvéte­
lével leképezés helyett közvetlenül permutációs probléma adó­
dik, azonban a mátrix mérete megnő.
4.2. Egy másik tipusu gyakori feltétel az, hogy bizonyos távolságok­
ra felső korlátot Írunk elő, vagy esetleg azokat pontosan elő­
írjuk. Hangsúlyozni kívánjuk, hogy a problémakör matematikai 
jellegét az adja, hogy itt diszkrét halmazon értelmezett függ­
vények szélsőérték-helyeit és szélsőértékeit keressük, s igy 
a matematikai analízis elemeiből ismert eljárás /több -változós 
függvények feltételes szélsőértékeinek meghatározása Lagrange- 
féle multiplikációs eljárással/ nem alkalmazható minden továb­
bi nélkül, mert a függvények nem folytonosak. Mégis, vegyük 
észre, hogy az alapelv átmenthető olyan módon, hogy а Л 
multiplikátorokat elég nagyra választva /pl. két tetszőlegesen 
kiválasztott permutációhoz tartozó huzalhossz-függvények közül 
a nagyobbik értéke legyen X / a  feltételek a távolságmátrix­
ba beépíthetők, és ezzel a 2. részben tárgyalt - és megoldott - 
esetre vezettük vissza a problémát.
4.J. Ugyanitt jegyezzük meg: a szélsőérték és a függvény monotoni­
tása definíciójának közvetlen következménye, hogy ha ^u/х/ az 
argumentumának szigorúan monoton növekvő függvénye, akkor tet­
szőleges A/s/ huzalhossz-függvény és a ^u(A/s/0 függvény szél­
sőért ékhelyei azonosak.
Továbbá, minimumhely keresése maximumhely keresésére vezethető 
vissza v (A/s/) transzformációval, ahol v/х/ tetszőleges szigo­
rúan monoton csökkenő függvény.
4.4. A lehetséges megoldások közül a 2. részben egy olyan módszert 
választottunk, amelynek alapja egy /maximális/ független halmaz
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kiválasztása és az ezen alkalmazott magyar módszer. /Adott kez­
deti elrendezés esetén./ Egy, a gyakorlat szempontjából is lé­
nyeges általánositás hoz jutunk, ha a független halmaz helyett a 
független halmazok egy véges rendszerét választjuk ki. Egy rög­
zített - és valamely megadott sorrendben felvett - független hal­
mazrendszer esetén alkalmazzuk az alapalgoritmust a független 
halmazsorozat első elemére, majd a kapott lokális minimumot adó 
elrendezést kezdeti elrendezésnek tekintve, a sorozat következő 
elemével megismételjük az algoritmust.
A sorozat elemeit ciklikusan cserélve /az utolsó után ismét az 
első elemet vesszük következő független halmazként/, az eljárást 
addig folytatjuk, amig a sorozat elemszámával azonos hosszúságú 
olyan iteráció-sor adódik, amely a huzalhosszat változatlanul 
hagyta. így a huzalhossz-függvényért ékek egy monoton csökkenő 
sorozatát nyerjük.
Felmerül a kérdés, hogy milyen hosszú ez a sorozat, vagyis hány 
iterációs lépésben érhető el a minimumhely? Ez általánosságban 
nyilvánvalóan lényegesen függ a vizsgált hálózat topológiai 
struktúrájától is, tehát minden lehetséges hálózatra külön kelle­
ne megadni, s ezért ez érdektelen. Érdekes, de nagyon nehéznek 
tűnő probléma a topológiai struktúrától való fübgés leírása, vagy 
legalábbis bizonyos korlátok megadása.
A kérdéskör ésszerűbb megközelitése a sztochasztikus jellemzés, 
melynek modelljét az alábbiakban vázoljuk. Tételezzünk fel e- 
gyenletes eloszlást az n-szögpontu nem-izomorf erdők halmazán. 
Kérdés: véletlenszerűen kiválasztva egy elemet /egy hálózatot/, 
mi az iterációk számának várható értéke.
A kérdésfeltevésnek akkor van értelme, ha egyértelműen rögzít­
jük (pl. algoritmikusán) az algoritmus hatékonyságának paramé­
tereit, vagyis
a. / a kezdeti elhelyezést /U-^  esetén a bemeneti elrendezés/
b. / a felhasznált U = {ul4 sorozatot. /Ez utóbbi
a független halmazrendszer választását és elemeinek sorrendjét 
Írja elő./
Optimum-elvünknek megfelelően olyan U sorozatot keresünk, a- 
melyre alkalmasan választott /adott/ kezdeti elhelyezés esetén 
az algoritmus hatékonyságától /iterációk száma/ és az elért lo­
kális minimum /huzalhossz-függvényen/ értékétől függő célfügg­
vény minimumot vesz fel. /Е célfüggvény lehet pl. a két változó 
homogén lineáris függvénye, alkalmas pozitív együtthatópárral./
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M0gdeS70zzük, hogy az /а./ - /Ъ./ alatt leirt paraméterek a 
determinisztikus esetben is ugyanúgy fellépnek.
4.5» Hasznos lenne, ha olyan U halmazrendszert találnánk, amelyre az
elemek egyesítése a teljes kártyakészletet kiadja, azaz и = a
Továbbá megkívánjuk U-tól, hogy benne tetszőleges két, koT* a y
elemhez tartozzon egy lánc abban az értelemben, hogy alkalmas
ÜJ„ , U , }  részsorozatra létezik az a-beli elemek egy 
Z1 z2 zw
= a. a.w 6w+l = a
lánca, ahol a , а e и /е = 1,..., w. / ze ze+l ze
Az a "sejtésünk", hogy a vázolt és az ezekhez "hasonló" 
optimumproblémák megoldása szoros kapcsolatba hozható Erdős Pál 
azon sejtésével, melynek bizonyítását adja a következői
Tétel /Hajnal - Szemerédi/: Legyenek z >_ 1, n = z. m+r egész
számok és 0 <r < Z teljesüljön. Jelölje a G véges gráf
P pontjának fokát /a ponthoz csatlakozó élek számát/
p(P) és legyen a gráf pontjainak száma |V(G)| = n. Ha
maxo(P) < H, akkor létezik a V(G) ponthalmaz egy olyan
V(G) = UVj partíciója, amelyre Vj/1= 1, ...,&/ nem tártál- 
i=l
máz G-beli élnek megfelelő pontpárt és teljesül rá*
пн-l , ha 1 < i < I
m , ha r < i < Z
Ellenőrizhető, hogy a tétel feltételei esetünkben teljesülnek.
A megadott partícióban szereplő halmazok nyilvánvalóan füg­
getlen halmazrendszert alkotnak, azonban általában ez nem maxi­
mális rendszer /maximális rendszerre és nem feltétle­
nül dis z j unktak / •
Sejtésünk arra vonatkozik, hogy a tételben szereplő partícióból 
"egyszerűen megkonstruálható" az a maximális független halmaz- 
rendszer, amely optimális. /Bizonyos részletek tisztázatlansá­
ga miatt ezzel itt nem foglalkozunk; egy későbbi dolgozatban 
szeretnénk visszatérni rá./
Végül megjegyezzük, hogy a probléma feltételeinek elemzéséből a- 
dódik egy általánosabb megközelítési lehetőség. Ezt az alábbiak­
ban vázoljuk.
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Legyen, a* a kártyák egy halmaza és o* egy kezdeti elhelye­
zés. Keresendő olyan eE^ elrendezés, amelyre a huzalhossz- 
függvény minimális és E^ azon elhelyezések halmaza, amelyret
a. / minden a\a* -beli elem fixpont
b. / a** tetszőleges elempárja közti teljes huzalhossz
konstans, azaz invariáns a megengedett leképezésekre.
Ha a* független halmaz, speciális esetként az alapalgoritmus 
adódik. /Természetesen nincs akadálya az a* sorozatra való 
általánosításnak sem./
4 .6. Az eddig elmondott algoritmusok mindegyikét speciális esetként 
magában foglalja a következőkben körvonalazott algoritmus. Az 
egyszerűség kedvéért az alapalgoritmusra /2.rész/ vonatkozóan 
Írjuk le.
Mig az alapalgoritmus kiindulási állapota feltételezi a galvani- 
kusan összekapcsolt párok - vagyis a C mátrix - lerögzitését, 
itt csak az elvi áramköri szintet tekintjük rögzítettnek, vagyis 
a galvanikusan ekvivalens pontok halmazát adjuk meg.
Jelölje ti azt az operátort, melynek hatása a hálózatra az, hogy 
tetszőleges állapotából az alapalgoritmussal /permutációsán/ el­
érhető minimális huzalhossz-értékkel rendelkező állapotba viszi 
a hálózatot. /Röviden: ír operátorral való szorzás az alapal­
goritmus alkalmazását jelenti./ Hasonlóan, т jelölje azt az ope­
rátort, amely a rendszert bármely állapotából a galvanikusan ek­
vivalens áthuzalozással elérhető minimális huzalhossz-értékkel 
rendelkező állapotba viszi át,
• Nyilvánvaló, hogy a minimális összhuzalhossz-esetnek megfelelő
gráf erdő /speciális esetben fa/. А т operátornak megfelelő al­
goritmus leírását és az ALGOL publikációs nyelven megadott prog­
ramot a következő, 4.7« rósz tartalmazza./
A ír és T operátorok definíciójából következik, hogy idempo- 
tens tulajdonságuak, vagyis fennáll:
2 2 T = T , ír = ír
/Ennek jelentése pl. ír -re: az alapalgoritmus eredményét használ­
va az alapalgoritmus kezdeti elrendezésének, ír másodszori alkal­
mazása változatlanul hagyja az elrendezést./
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Megjegyezzük, hogy e két operátor nem felcserélhető, vagyis 
általában ttt f ttt .
Ezért - célszerűen т operációval kezdve - a javasolt algorit­
mus a ttt ttt... tipusu operátor-szorzatnak megfelelő iteráció 
lesz, amely véges hosszúságú. Ugyanis az egyes szeleteknek meg­
felelő huzalhossz-érték sorozata monoton csökkenő /pontosabban, 
ttt-lépésenként szigorúan monoton csökkenő/, nemnegativ elemekkel 
/tehát alulról korlátos/ és létezik egy pozitív minimális csök­
kenés. Az iterációból úgy adódik az algoritmus, hogy definiál­
juk a befejező lépést. Legyen a ttt ttt... végtelen szorzat va­
lamely k-elemü A^ . kezdőszelete olyan tulajdonságú, hogy
Лк’*к = Лк' aho1
ttt ha к  páros 
ttt ha к páratlan.
Az algoritmus к lépésben befejeződik, ha egyetlen к* < ко о
esetén sem teljesül az előbbi egyenlőség, és kQ-ra teljesül.
/Ez azt fejezi ki, hogy ha a rendszer állapotát a két algoritmus 
egyikével sem tudjuk megváltoztatni, akkor azok tetszőleges számú 
egymás utáni alkalmazása sem változtat azon./
Kérdés, mit tudunk mondani a kQ iterációszám értékéről, illet­
ve paritásáról? Ezek nyilvánvalóan /a 4.4 pontban elmondottakhoz 
hasonlóan/ függenek a hálózat topológiai struktúrájától, a kezdeti 
elhelyezéstől, a független halmaz /-rendszer/ választásától. Itt 
is érdekesebb a sztochasztikus jellemzés, továbbá adott topológia 
esetén a maximális kQ érték.
Anélkül, hogy kitérnénk a részletekre /az algebrai struktúra 
vizsgálatára/, befejezésül megjegyezzük, hogy а {дк> operátor- 
halmaz algebrai értelemben véges félcsoport - mint az nyilvánva­
ló a definícióból.
Megjegyzés: Az ebben a pontban elmondottak változatlanul érvény­
ben maradnak, ha т helyett а т' operátort defi­
niáljuk, amelyre t '=t .tt', ahol тт' a logikailag ek­
vivalens elemek /pl. ÉS-kapu bemenetel/ permutációin 
felvett minimumot adó / ír-tipusu/ operátor. A {tt ' > 
halmaz tehát a logikai szint automorfizmus-csoportja.
4.7. Ebben a részben a minimális kifeszitö /rósz/-fát adó algoritmus
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leírásét adjuk. Az algoritmus az irodalomból ismert /l.pl. [20] t 
131, 171, vagy Communications of the ACM 13 N.10 /1970./ 621, 
Algorithm. 399/» csak a teljesség kedvéért Írjuk le; megadjuk 
az ALGOL publikációs nyelven irt programot is.
Minimális fa— adott ponthalmazzal és távolságmátrixszal
Adott а ponthalmaz, valamint a T = ||t^^||nxn-es
/távolság/-mátrix, ahol t ^  >0 a /Pit P^/ pontpárhoz rendelt 
súly /a P^ és Pj pontok távolsága/. Konstruálandó olyan össze­
függő gráf, melynek ponthalmaza az adott ponthalmaz, és az éle­
ihez rendelt sulyok összege /a távolságösszeg/ minimális.
A feltételeket teljesítő fát adó algoritmus leirása előtt néhány 
fontos megjegyzést teszünk. /Hogy ez a gráf fa, az könnyen belát­
ható./
Mindenekelőtt megjegyezzük, hogy a T mátrix meglehetősen tág ha­
tárok között a pontpárok valamely tulajdonságát kifejező mennyi­
ség. A. má-crix elemei numerikus értékek, lehetnek speciálisan a 
ponrp&rok tényleges távolságai is, vagy azok egy szigorúan mono­
ton növekvő, egyébként tetszőleges függvénye. Lehetséges azonban 
olyan általánosítás is, amikor T nem szimmetrikus mátrix =
- t _- nem teljesül minden indexpárra/, követelmény azonban, 
bogy t ^  = 0 legyen minden i-re. A nem szimmetrikus T mátrix 
gráfmegfelelöjes irányított kört nemtartalmazó, összefüggő, több­
szörös élek nélküli és hurokmentes gráf. /Két pont között ellen­
tétes irányítással 2 él megengedett!/ Végül az algoritmus álta­
lánosítható olymódon is, hogy minimális irányitatlan fát eredmé­
nyezzen valamely irányítással. Fákat, mint komponenseket tartal­
mazó un. erdőre természetesen "megy" az algoritmus: a komponensek­
re függetlenül elvégzendő.
A "jó" algoritmus szükségessége nyilvánvaló, hiszen az n szög­
pont u fák száma nn-í* /Cayley tétele/, s ez nagy n-értékekre i- 
gen gyorsan nő n-nel. /А "jó" algoritmust az jellemzi, hogy az 
n11-2 számú eset áttekintése helyett egy lényegesen kisebb számú 
halmazból kiválasztja az optimális megoldást, vagy ezzel ekviva­
lens lépésszámmal jut az eredményhez. Pl. nc számú esetet kell 
áttekinteni, ahol c n-től független konstans./
Az algoritmus leírása
1. / Rendezzük az N = számú élet monoton növekvő sorrendbe.
2. / i = li az első élet rajzoljuk be.
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3*/ i értékét növeljük 1-gyel.
Tekintsük az i. élet. A lehetséges 4 eset szerint foly­
tatjuk.
a. / Az uj él 2 végpontjának egyike sem tartozik mér meg­
levő részfa ponthalmazéhoz. Az élet képezzük: uj rész­
fa keletkezik.
b. / Az egyik pont valamely részfa ponthalmazának eleme, a
másik nem: az élet képezzük, s ezzel az egyik részfa 
"megnő".
c. / A két pont már meglévő két különböző részfa ponthalma­
zának eleme: az élet képezzük, a két részfa összefüggő, 
egyetlen részfává egyesül.
d. / Mindkét pont ugyanabban a részfában van: nem képezzük
az élet.
4. / A bekötött pontok száma <n : /3/-nál folytatjuk.
5. / Az algoritmus befejeződött: a konstruált fa minimális.
Megjegyzések:
1. / Az algoritmus első pontját a 2.5 rész, 2. algoritmus alap­
ján hajtjuk végre /rendezés/.
2. / Az egyenlő hosszúságú élek sorrendje közömbös az eredmény
szempontjából, azonban ez gyakran Jól felhasználható az 
algoritmust részprogramként alkalmazó főprogramban, amely 
érzékeny lehet ezekre a permutációkra is.
3. / Az algoritmusban ténylegesen nem használjuk fel az n-2 leg­
hosszabb élet.
4. / A pontok fokára vonatkozó bizonyos korlátozásokat is fi­
gyelembe vehetünk az algoritmusban, erre azonban itt nem 
térünk ki.
5. / Adott gráf minimális összefüggő részgráfját is meghatároz­
hatjuk a leirt algoritmussal{ a nem összekötött élek súlyát 
végtelennek választjuk. (Az itt következő algoritmus ezt 
teszi.)
Spanning tree
procedure spanning tree /v, e, I, J, p, Т/; value v, ej 
integer v, e, p, integer array I, J, T; comment. Az eljárás 
egy adott G = (N, E) v pontú és e élű irányítatlan hurokmen­
tes gráf egy T kifeszitő fáját /nem összefüggő G esetén er­
dőt/ határozza meg.
(i [k] , J [к]) eE, к = 1,2,... ,e az l[l:e] és j[lse] tömbökben.)
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A kifeszitö erdő éleit a T ti» v-p] tömb tárolja, ahol p az erdő
komponenseinek száma.
begin
integer i, j,c,n,гI 
integer array V Il»v] 
c : =  n: = 0{
for к» = 1 step 1 until v do V [к]» = 0|
for к: = 1 step 1 until e do
begin
it = I tk] I j: = I [k] » 
if V ti] = 0 then 
begin T [k-n]t = k{
if V tj] = 0 then V [ill = V [j]i = с I = c+1 
else
V ti] : = V [j] 
end
else if V [j] = О then 
begin
T tk-n]: = к? V tj]» = V ti] 
end
else if V ti] * V tj] then 
begin
T tk-n]» = k| i» = V ti] I d* = V tj]» 
for r: = 1 step 1 until v do 
if V tr] = j then V [r]» = i 
end graft
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