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ABSTRACT
PROBABILISTIC SPIKING NEURAL NETWORKS:
SUPERVISED, UNSUPERVISED AND ADVERSARIAL TRAININGS
by
Alireza Bagheri
Spiking Neural Networks (SNNs), or third-generation neural networks, are networks
of computation units, called neurons, in which each neuron with internal analogue
dynamics receives as input and produces as output spiking, that is, binary sparse,
signals. In contrast, second-generation neural networks, termed as Artificial Neural
Networks (ANNs), rely on simple static non-linear neurons that are known to be
energy-intensive, hindering their implementations on energy-limited processors such
as mobile devices. The sparse event-based characteristics of SNNs for information
transmission and encoding have made them more feasible for highly energy-efficient
neuromorphic computing architectures. The most existing training algorithms
for SNNs are based on deterministic spiking neurons that limit their flexibility
and expressive power. Moreover, the SNNs are typically trained based on the
back-propagation method, which unlike ANNs, it becomes challenging due to the
non-differentiability nature of the spike dynamics. Considering these two key issues,
this dissertation is devoted to develop probabilistic frameworks for SNNs that are
tailored to the solution of supervised and unsupervised cognitive tasks. The SNNs
utilize rich model, flexible and computationally tractable properties of Generalized
Linear Model (GLM) neuron. The GLM is a probabilistic neural model that was
previously considered within the computational neuroscience literature. A novel
training method is proposed for the purpose of classification with a first-to-spike
decoding rule, whereby the SNN can perform an early classification decision once
spike firing is detected at an output neuron. This method is in contrast with
conventional classification rules for SNNs that operate offline based on the number of
output spikes at each output neuron. As a result, the proposed method improves the
accuracy-inference complexity trade-off with respect to conventional decoding. For
the first time in the field, the sensitivity of SNNs trained via Maximum Likelihood
(ML) is studied under white-box adversarial attacks. Rate and time encoding, as well
as rate and first-to-spike decoding, are considered. Furthermore, a robust training
mechanism is proposed that is demonstrated to enhance the resilience of SNNs under
adversarial examples. Finally, unsupervised training task for probabilistic SNNs is
studied. Under generative model framework, multi-layers SNNs are designed for
both encoding and generative parts. In order to train the Variational Autoencoders
(VAEs), the standard ML approach is considered. To tackle the intractable inference
part, variational learning approaches including doubly stochastic gradient learning,
Maximum A Posterior (MAP)-based, and Rao-Blackwellization (RB)-based are
considered. The latter is referred as the Hybrid Stochastic-MAP Variational Learning
(HSM-VL) scheme. The numerical results show performance improvements using the
HSM-VL method compared to the other two training schemes.
PROBABILISTIC SPIKING NEURAL NETWORKS:
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In this dissertation, we develop biology-inspired learning methods for probabilistic
neural networks. The overall research goal is the establishment of a theoretical
framework to enable the design of flexible spike-domain learning algorithms that are
tailored to the solution of supervised and unsupervised cognitive tasks. This work
has centered around developing probabilistic frameworks for energy-efficient learning
and inference on third generation of neural networks, also referred to Spiking Neural
Networks (SNNs). SNNs are networks of computation units, called neurons, in which
each neuron with internal analogue dynamics receives as input and produces as output
spiking, that is, binary sparse, signals. The sparse event-driven characteristics of
SNNs have led them more feasible for highly energy-efficient neuromorphic computing
architectures. Some examples of such hardware implementations are the Loihi from
Intel, TrueNorth from IBM, SpiNNaker from the University of Manchester. We refer
to [2] for an overview of existing neuromorphic architectures and applications.
1.1 Organization and Contributions
In this section, the organization and contributions of the dissertation are outlined.
Chapter 2: In this chapter, the problem of training a two-layer SNN under a
probabilistic neuron model is studied, for the purpose of classification. We use the
flexible and computationally tractable Generalized Linear Model (GLM) that was
introduced in the context of computational neuroscience. Conventional decoding in
SNNs operates offline by selecting the output neuron, and hence the corresponding
class, with the largest number of output spikes. In contrast, we study here a first-
to-spike decoding rule, whereby the SNN can perform an early classification decision
once a spike firing is detected at an output neuron. This generally reduces decision
1
latency and complexity during the inference phase. We have demonstrated that the
proposed method improves the accuracy-inference complexity trade-off with respect
to conventional decoding. The material in this chapter has been reported in [3].
Chapter 3: Classifiers trained using conventional empirical risk minimization
or maximum likelihood methods are known to suffer dramatic performance degra-
dations when tested over examples adversarially selected based on knowledge of the
classifier’s decision rule. Due to the prominence of Artificial Neural Networks (ANNs)
as classifiers, their sensitivity to adversarial examples, as well as robust training
schemes, have been recently the subject of intense investigation. In this chapter,
for the first time, the sensitivity of SNNs, or third-generation neural networks, to
adversarial examples is studied. The study considers rate and time encoding, as well
as rate and first-to-spike decoding. Furthermore, a robust training mechanism is
proposed that is demonstrated to enhance the performance of SNNs under white-box
attacks. The material in this chapter has been reported in [4].
Chapter 4: This chapter presents unsupervised training for probabilistic
SNNs based on GLM neurons. We consider the problem of training a Variational
Autoencoder (VAE) in which the encoder and decoder probabilistic mappings are
both modeled with multiple hidden layers of SNNs. In order to capture the best
representation of data, we follow generative model framework. In this chapter,
for the first time, the Maximum A Posterior (MAP) and Hybrid Stochastic-MAP
Variational Learning (HSM-VL) training techniques developed for SNNs. Numerical
results present performance gains using the HSM-VL scheme for both feature learning
and data representation tasks.
2
CHAPTER 2
TRAINING PROBABILISTIC SPIKING NEURAL NETWORKS
WITH FIRST-TO-SPIKE DECODING
2.1 Introduction
Most current machine learning methods rely on second-generation neural networks,
which consist of simple static non-linear neurons. In contrast, neurons in the human
brain are known to communicate by means of sparse spiking processes. As a result,
they are mostly inactive, and energy is consumed sporadically. Third-generation
neural networks, or Spiking Neural Networks (SNNs), aim at harnessing the energy
efficiency of spike-domain processing by building on computing elements that operate
on, and exchange, spikes [5]. SNNs can be natively implemented on neuromorphic
chips that are currently being developed within academic projects and by major
chip manufacturers. Proof-of-concept implementations have shown remarkable energy
savings by multiple orders of magnitude with respect to second-generation neural
networks (see, e.g., [6, 7]).
Notwithstanding the potential of SNNs, a significant stumbling block to their
adoption is the dearth of flexible and effective learning algorithms. Most existing
algorithms are based on variations of the unsupervised mechanism of Spike-Timing
Dependent Plasticity (STDP), which updates synaptic weights based on local input
and output spikes, and supervised variations that leverage global feedback [8, 9].
Another common approach is to convert trained second-generation networks to SNNs
[10, 11]. Among the learning methods that attempt to directly maximize a spike-
domain performance criterion, most techniques assume deterministic Spike Response
Model (SRM) neurons, and propose various approximations to cope with the non-




















Figure 2.1 Two-layer SNN for supervised learning.
While the use of probabilistic models for spiking neurons is standard in the
context of computational neuroscience (see, e.g., [14]), probabilistic modeling has
been sparsely considered in the machine learning literature on SNNs. This is
despite the known increased flexibility and expressive power of probabilistic models
[15, 16]. In the context of SNNs, as an example, probabilistic models have the
capability of learning firing thresholds using standard gradient based methods, while
in deterministic models these are instead treated as hyperparameters and set by using
heuristic mechanisms such as homeostasis [17]. The state of the art on supervised
learning with probabilistic models is set by [18] that considers Stochastic Gradient
Descent (SGD) for Maximum Likelihood (ML) training, under the assumption that
there exist given desired output spike trains for all output neurons.
In this chapter, we study the problem of training the two-layer SNN illustrated
in Figure 2.1 under a probabilistic neuron model, for the purpose of classification.
Conventional decoding in SNNs operates offline by selecting the output neuron, and
hence the corresponding class, with the largest number of output spikes [18]. In
contrast, here we study a first-to-spike decoding rule, whereby the SNN can perform
an early classification decision once a spike firing is detected at an output neuron.
This generally reduces decision latency and complexity during the inference phase.
The first-to-spike decision method has been investigated with temporal, rather than
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rate, coding and deterministic neurons in [19, 20, 21, 22], but no learning algorithm
exists under probabilistic neural models.
To fill this gap, we first propose the use of the flexible and computationally
tractable Generalized Linear Model (GLM) that was introduced in [1] in the context
of computational neuroscience (Section 2.3). Under this model, we then derive a novel
SGD-based learning algorithm that maximizes the likelihood that the first spike is
observed at the correct output neuron (Section 2.4). Finally, we present numerical
results that bring insights into the optimal parameter selection for the GLM neuron
and on the accuracy-complexity trade-off performance of conventional and first-to-
spike decoding rules.
2.2 Spiking Neural Network with GLM Neurons
In this section, we describe the architecture of the two-layer SNN under study and
then we present the proposed GLM neuron model.
2.2.1 Architecture
We consider the problem of classification using a two-layer SNN. As shown in
Figure 2.1, the SNN is fully connected and hasNX presynaptic neurons in the input, or
sensory layer, and NY neurons in the output layer. Each output neuron is associated
with a class. In order to feed the SNN, an input example, e.g., a gray scale image,
is converted to a set of NX discrete-time spike trains, each with T samples, through
rate encoding. The input spike trains are fed to the NY postsynaptic GLM neurons,
which output discrete-time spike trains. A decoder then selects the image class on
the basis of the spike trains emitted by the output neurons.
2.2.2 Rate Encoding
With the conventional rate encoding method, each entry of the input signal, e.g.,
























Figure 2.2 GLM neuron model.
independent and identically distributed (i.i.d.) Bernoulli vectors. The probability
of generating a “1”, i.e., a spike, is proportional to the value of the entry. In the
experiments in Section 2.5, we use gray scale images with pixel intensities between 0
and 255 that yield a spike probability between 0 and 1/2.
2.2.3 GLM Neuron Model
The relationship between the input spike trains from the NX presynaptic neurons and
the output spike train of any postsynaptic neuron i follows a GLM, as illustrated in
Figure 2.2. To elaborate, we denote as xj,t and yi,t the binary signal emitted by the
j-th presynaptic and the i-th postsynaptic neurons, respectively, at time t. Also, we
let xbj,a = (xj,a, ..., xj,b) be the vector of samples from spiking process of the presynaptic
neuron j in the time interval [a, b]. Similarly, the vector ybi,a = (yi,a, ..., yi,b) contains
samples from the spiking process of the neuron i in the interval [a, b]. As seen in
Figure 2.2, the output yi,t of postsynaptic neuron i at time t is Bernoulli distributed,
with firing probability that depends on the past spiking behaviors {xt−1j,t−τy} of the
presynaptic neurons j = 1, ..., NX in a window of duration τy samples, as well as
on the past spike timings yt−1i,t−τ ′y of neuron i in a window of duration τ
′
y samples.












i,t−τ ′y + γi, (2.1)
where αj,i ∈ Rτy is a vector that defines the Synaptic Kernel (SK) applied on the
{j, i} synapse between presynaptic neuron j and postsynaptic neuron i; βi ∈ Rτ
′
y
is the Feedback Kernel (FK); and γi is a bias parameter. The vector of variable
parameters θi includes the bias γi and the parameters that define the SK and FK
filters, which are discussed below. Accordingly, the log-probability of the entire spike
train yi = [yi,1, ..., yi,T ]
T conditioned on the input spike trains x = {xj}NXj=1 can be
written as
log pθi(yi |x) =
T∑
t=1
[yi,t log g (ui,t) + ȳi,t log ḡ (ui,t)], (2.2)
where g (·) is an activation function, such as the sigmoid function g (x) = σ (x) =
1/ (1 + exp (−x)), and we defined ȳi,t = 1− yi,t and ḡ (ui,t) = 1− g (ui,t).
Unlike prior work on SNNs with GLM neurons, we adopt here the parameterized
model introduced in [1] in the field of computational neuroscience. Accordingly, the
SK and FK filters are parameterized as the sum of fixed basis functions with learnable
weights. To elaborate, we write the SK αj,i and the FK βi as
αj,i = Awj,i, and βi = Bvi, (2.3)
respectively, where we have defined the matrices A = [a1, ..., aKα ] and B =[
b1, ...,bKβ
]
and the vectors wj,i = [wj,i,1, ..., wj,i,Kα ]












bk,1, ..., bk,τ ′y
]T
are the basis vectors; and {wj,i,k} and {vi,k} are the learnable
weights for the kernels αj,i and βi, respectively. This parameterization generalizes
previously studied models for machine learning application. For instance, as a special
case, if we set Kα = Kβ = 1, set a1 and b1 as in [18, equations (4) and (5)], and
7





2 3 4 5 6 7 8
Figure 2.3 Basis functions used in Section 2.5 (a = 7500 and c = 1 in [1, Section
Methods]).
fix the weights vi,1 = 1, equation (2.2) yields a discrete-time approximation of the
model considered in [18]. As another example, if we set Kα = τy, Kβ = τ
′
y, ak = 1k,
bk = 1k, where 1k is the all-zero vector except for a one in position k, equation (2.1)
yields the unstructured GLM model considered in [23]. For the experiments discussed
in Section 2.5, we adopt the time-localized raised cosine basis functions introduced
in [1], which are illustrated in Figure 2.3. Note that this model is flexible enough to
include the learning of synaptic delays [24, 25].
2.3 Training with Conventional Decoding
In this section, we briefly review ML training based on conventional rate decoding
for the two-layer SNN. During the inference phase, decoding is conventionally carried
out in post-processing by selecting the output neuron with the largest number of
spikes. In order to facilitate the success of this decoding rule, in the training phase,
the postsynaptic neuron corresponding to the correct label c ∈ {1, ..., NY } is typically
assigned a desired output spike train yc with a number of spikes, while a zero output
is assigned to the other postsynaptic neurons yi with i 6= c.
Using the ML criterion, one hence maximizes the sum of the log-probabilities
equation (2.2) of the desired output spikes y (c) = {y1 (c) , ...,yNY (c)} for the correct




log pθi(yi (c)|x). (2.4)
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The sum is further extended to all examples in the training set. The parameter vector
θ = {W,V,γ} includes the parameters W = {Wi}NYi=1, V = {vi}
NY
i=1 and γ = {γi}
NY
i=1.
The negative log-likelihood −L (θ) is convex with respect to θ and can be minimized
via SGD. For a given input x, the gradients of the log-likelihood function L (θ) in

















ei,t = yi,t − g (ui,t) , (2.8)
is the error signal, and ρi,t is given as
ρi,t =
g′ (ui,t)








2.4 Training with First-to-spike Decoding
In this section, we introduce the proposed learning approach based on GLM neurons
and first-to-spike decoding.
During the inference phase, with first-to-spike decoding, a decision is made
once a first spike is observed at an output neuron. In order to train the SNN for
this classification rule, we propose to follow the ML criterion by maximizing the
probability to have the first spike at the output neuron corresponding to the correct
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label c. The logarithm of this probability for a given example x can be written as

















is the probability of having the first spike at the correct neuron c at time t. In
equation (2.11), the potential ui,t for all i is obtained from equation (2.1) by setting
yi,t = 0 for all i and t. The log-likelihood function L (θ) in equation (2.10) is not
concave, and we tackle its maximization via SGD.
To this end, the gradients of the log-likelihood function for a given input x can












ρc,t (htg (uc,t)− qt) ATxt−1j,t−τy i = c
,
(2.12)










ρc,t (htg (uc,t)− qt) i = c
, (2.13)
for the biases, where we have defined
ρi,t =
g′ (ui,t)


















Note that we have ρi,t = 1 when g is the sigmoid function.
Based on equation (2.12), the resulting SGD update can be considered as
a neo-Hebbian rule [26], since it multiplies the contributions of the presynaptic
neurons and of the postsynaptic activity, where the former depends on x and the
latter on the potential ui,t. Furthermore, in equation (2.12)−equation (2.13), the
probabilities g (ui,t) and g (uc,t) of firing at time t are weighted by the probability ht
in equation (2.15). By equation (2.16), this is the probability that the correct neuron
is the first to spike and that it fires at some time t′ ≥ t, given that it is the first to
spike at some time in the interval [1, 2, ..., T ].
As a practical note, in order to avoid vanishing values in calculating the weights
equation (2.16), we compute each probability term pt (θ) in the log-domain, and
normalize all the resulting terms with respect to the minimum probability as qt =
exp (at) /
∑T
t′=1 exp (at′), where at = ln (pt)−mint (ln (pt)).
2.5 Numerical Results
In this section, we numerically study the performance of the probabilistic SNN in
Figure 2.1 under conventional and first-to-spike decoding rules. We use the standard
MNIST dataset [27] as the input data. As a result, we have NX = 784, with one
input neuron per pixel of the x images. Following [7], we consider different number
of classes, or digits, namely, the two digits {5, 7}, the four digits {5, 7, 1, 9} and all
10 digits {0, ..., 9}, and we use 1000 samples of each class for training and the same
number for test set. We use a desired spike train with one spike after every three
zeros for training the conventional decoding. SGD with minibatch size of one with
200 training epochs is used for both schemes. Ten-fold cross-validation is applied for
11
























Figure 2.4 Test accuracy versus the number K of basis functions for both
conventional (rate) and first-to-spike decoding rules when T = 4.
selecting between 10−3 or 10−4 for the constant learning rates. The model parameters
θ are randomly initialized with uniform distribution between -1 and 1.
We evaluate the performance of the schemes in terms of classification accuracy
in the test set and of inference complexity. The inference complexity is measured by
the total number of elementary operations, namely additions and multiplications, for
input image that are required by the SNN during inference. The number of arithmetic
operations needed to calculate the membrane potential equation (2.1) of neuron i at






. As a result, in the conventional
decoding method, the inference complexity per output neuron, or per class, is of
the order O (T (NXsx + sy)), where sx and sy are the fraction of spikes in x and y,
respectively. In contrast, with the first-to-spike decoding rule, the SNN can perform
an early decision once a single spike is detected, and hence its complexity order is
O (t (NXsx + sy)), where 1 ≤ t ≤ T is the (random) decision time.
We first consider the test classification accuracy as a function of the number K
of basis functions in the GLM neural model. The basis functions are numbered as in
12
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Figure 2.5 Test accuracy versus per-class inference complexity for both conventional
(rate) and first-to-spike decoding rules.
Figure 2.3, and we set T = 4. From Figure 2.4, we observe that conventional decoding
requires a large number K in order to obtain its best accuracy. This is due to the
need to ensure that the correct output neuron fires consistently more than the other
neurons in response to the input spikes. This, in turn, requires a larger temporal
reception field, i.e., a larger K, to be sensitive to the randomly located input spikes.
We note that for small values of T , such as T = 4, first-to-spike decoding obtains
better accuracies than conventional decoding.
Figure 2.5 depicts the test classification accuracy versus the inference complexity
for both conventional and first-to-spike decoding rules for two digits when K = T .
The classification accuracy of a conventional two-layer artificial neural network (ANN)
with logistic neurons is added for comparison. From the figure, first-to-spike decoding
is seen to offer a significantly lower inference complexity, thanks to its capability
for early decisions, without compromising the accuracy. For instance, when the
classification accuracy equals to 98.4%, the complexity of the conventional decoding
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method is five times larger than the first-to-spike method. Note also that conventional
decoding generally requires large values of T to perform satisfactorily.
2.6 Conclusions
In this chapter, we have proposed a novel learning method for probabilistic two-layer
SNN that operates according to the first-to-spike learning rule. We have demonstrated
that the proposed method improves the accuracy-inference complexity trade-off with
respect to conventional decoding. Additional work is needed in order to generalize
the results to multi-layer networks.
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CHAPTER 3
ADVERSARIAL TRAINING FOR PROBABILISTIC SPIKING
NEURAL NETWORKS
3.1 Introduction
The classification accuracy of Artificial Neural Networks (ANNs) trained over large
data sets from the problem domain has attained super-human levels for many tasks
including image identification [28]. Nevertheless, the performance of classifiers trained
using conventional empirical risk minimization or Maximum Likelihood (ML) is
known to decrease dramatically when evaluated over examples adversarially selected
based on knowledge of the classifier’s decision rule [29]. To mitigate this problem,
robust training strategies that are aware of the presence of adversarial perturbations
have been shown to improve the accuracy of classifiers, including ANNs, when tested
over adversarial examples [29, 30, 31].
ANNs are known to be energy-intensive, hindering their implementation on
energy-limited processors such as mobile devices. Despite the recent industrial efforts
around the production of more energy-efficient chips for ANNs [5], the gap between
the energy efficiency of the human brain and that of ANNs remains significant [6, 32].
A promising alternative paradigm is offered by Spiking Neural Networks (SNNs), in
which synaptic input and neuronal output signals are sparse asynchronous binary
spike trains [5]. Unlike ANNs, SNNs are hybrid digital-analog machines that make
use of the temporal dimension, not just as a neutral substrate for computing, but as
a means to encode and process information [32].
Training methods for SNNs typically assume deterministic non-linear dynamic
models for the spiking neurons, and are either motivated by biological plausibility,
such as the spike-timing-dependent plasticity (STDP) rule [5, 8], or by an attempt




















Figure 3.1 Two-layer SNN for supervised learning.
references therein). Deterministic models are known to be limited in their expressive
power, especially as it pertains prior domain knowledge, uncertainty, and definition
of generic queries and tasks. Training for probabilistic models of SNNs has recently
been investigated in, e.g., [18, 34, 35, 3] using ML and variational inference principles.
In this dissertation, for the first time, the sensitivity of SNNs trained via ML
is studied under white-box adversarial attacks, and a robust training mechanism is
proposed that is demonstrated to enhance the performance of SNNs under adversarial
examples. Specifically, we focus on a two-layer SNN (see Figure 3.1), and consider
rate and time encoding, as well as rate and first-to-spike decoding [3]. Our results
illuminate the sensitivity of SNNs to adversarial example under different encoding
and decoding schemes, and the effectiveness of robust training methods.
The rest of the chapter is organized as follows. In Section 3.2, we describe the
architecture of the two-layer SNN with Generalized Linear Model (GLM) neuron, as
well as information encoding and decoding mechanisms. The design of adversarial
perturbations is covered in Section 3.3, while a robust training is presented in




In this section, we introduce the classification task and the SNN architecture under
study.
3.2.1 Network Architecture
We consider the problem of classification using the two-layer SNN illustrated in
Figure 3.1. The SNN is fully connected and has NX presynaptic neurons in the
input, or sensory layer, and NY neurons in the output layer. Each output neuron is
associated with a class. In order to feed the SNN, an input example, e.g., a gray scale
image, is encoded into a set of NX discrete-time spike trains, each with T samples.
The input spike trains are fed to the NY postsynaptic GLM neurons, which output
discrete-time spike trains. A decoder then selects the image class on the basis of the
spike trains emitted by the output neurons.
3.2.2 Information Encoding
We consider two encoding mechanisms.
Rate encoding With the conventional rate encoding method (see, e.g., [36]), each
entry of the input signal is converted into a discrete-time spike train by generating
an independent and identically distributed (i.i.d.) Bernoulli vector. The probability
of generating a “1”, i.e., a spike, is proportional to the value of the entry. In the
experiments in Section 3.5, we use gray scale images of USPS dataset with pixel
intensities normalized between 0 and 1 that yield a proportional spike probability
between 0 and 1/2.
Time encoding With the time encoding method, each entry of the input signal
is converted into a spike train having only one spike, whose timing depends on the
entry value. In particular, assuming intensity-to-latency encoding [19, 37, 36], the
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spike timing in the time interval [1, T ] depends linearly on the entry value, such that
the maximum value yields a spike at the first time sample t = 1, and the minimum
value is mapped to a spike in the last time sample t = T .
GLM Neuron Model The relationship between the input spike trains from the
NX presynaptic neurons and the output spike train of any postsynaptic neuron i
follows a Bernoulli GLM with canonical link function (see, e.g., [1, 3]). To elaborate,
we denote as xj,t and yi,t the binary signal emitted by the j-th presynaptic and the
i-th postsynaptic neurons, respectively, at time t. Also, we let xbj,a = (xj,a, ..., xj,b)
be the vector of samples from spiking process of the presynaptic neuron j in the
time interval [a, b]. Similarly, the vector ybi,a = (yi,a, ..., yi,b) contains samples from
the spiking process of the neuron i in the interval [a, b]. The membrane potential of










i,t−τ ′y + γi, (3.1)
where αj,i ∈ Rτy is a vector that defines the synaptic kernel (SK) applied on the
{j, i} synapse between presynaptic neuron j and postsynaptic neuron i; βi ∈ Rτ
′
y is
the feedback kernel (FK); and γi is a bias parameter. Note that τy and τ
′
y denote
the lengths of the SK and FK, respectively. The vector of variable parameters θi
includes the bias γi and the parameters that define the SK and FK filters, which are
discussed below. According to the GLM, the log-probability of the output spike train
yi = [yi,1, ..., yi,T ]
T conditioned on the input spike trains x = {xj}NXj=1 can be written
as
log pθi(yi |x) =
T∑
t=1
[yi,t log g (ui,t) + ȳi,t log ḡ (ui,t)], (3.2)
where g (·) is an activation function, such as the sigmoid function g (x) = σ (x) =
1/ (1 + exp (−x)), and we defined ȳi,t = 1 − yi,t and ḡ (ui,t) = 1 − g (ui,t). As
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per equation (3.2), each sample yi,t is Bernoulli distributed with spiking probability
g (ui,t).
As in [3], we adopt the parameterized model of [1] for the SK and FK filters.









vi,kbk = Bvi, (3.4)
respectively, where we have defined the fixed basis matrices A = [a1, ..., aKα ] and B =[
b1, ...,bKβ
]
and the vectors wj,i = [wj,i,1, ..., wj,i,Kα ]





andKβ denote the respective number of basis functions; ak = [ak,1, ..., ak,τy ]
T and bk =
[bk,1, ..., bk,τ ′y ]
T are the basis vectors; and {wj,i,k} and {vi,k} are the learnable weights
for the kernels αj,i and βi, respectively. For the experiments discussed in Section 3.5,
we adopt the raised cosine basis functions introduced in [1, Section Methods].
3.2.3 Information Decoding
We also consider two alternative decoding methods, namely rate decoding and first-
to-spike decoding. 1) Rate decoding : With rate decoding, decoding is carried out
by selecting the output neuron with the largest number of spikes. 2) First-to-spike
decoding : With first-to-spike decoding, the class that corresponds to the neuron that
spikes first is selected.
ML training: Conventional ML training is performed differently under rate
and first-to-spike decoding methods, as briefly reviewed next.
1) Rate decoding : With rate decoding, the postsynaptic neuron corresponding to
the correct label c ∈ {1, ..., NY } is assigned a desired output spike train yc containing
a number of spikes, while an all-zero vector yi, i 6= c, is assigned to the other
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postsynaptic neurons. Using the ML criterion, one hence maximizes the sum of
the log-probabilities equation (2.2) of the desired output spikes y (c) = {y1, ...,yNY }
for the given NX input spike trains x = {x1, ...,xNX}. The log-likelihood function for
a given training example (x, c) can be written as




where the parameter vector θ = {W,V,γ} includes the parameters W = {Wi}NYi=1,
V = {vi}NYi=1 and γ = {γi}
NY
i=1. The sum in equation (3.5) is further extended to all
examples in the training set. The negative log-likelihood (NLL) −Lθ is convex with
respect to θ and can be minimized via SGD [3].
2) First-to-spike decoding : With first-to-spike decoding, the class that corre-
sponds to the neuron that spikes first is selected. The ML criterion hence maximizes
the probability to have the first spike at the output neuron corresponding to the
correct label. The logarithm of this probability for a given example (x, c) can be
written as

















is the probability of having the first spike at the correct neuron c at time t. In
equation (3.7), the potential ui,t for all i is obtained from equation (2.1) by setting
yi,t = 0 for all i and t. The minimization of the log-likelihood function Lθ in
equation (3.6), which is not concave, can be tackled via SGD as proposed in [3].
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3.3 Designing Adversarial Examples
In this dissertation, we consider white-box attacks based on full knowledge of the
model, i.e., of the parameter vector θ, as well as of the encoding and decoding
strategies. Accordingly, given an example (x, c), an adversarial spike train xadv is
obtained as a perturbed version of the original input x, where the perturbation is
selected so as to cause the classifier to be more likely to predict an incorrect label
c′ 6= c, while being sufficiently small.
We consider the following types of perturbations: (i) Remove attack : one or
more spikes are removed from the input x; (ii) Add attack : one or more spikes are
added to the input x; and (iii) Flip attack : one or more spikes are added or removed.
The size of the disturbance is measured for all attacks by the number of spikes that
















where 1 (·) is the indicator function, i.e., 1 (a) = 1 if condition a is true and 1 (a) = 0
otherwise.
In order to select the adversarial perturbation of an input x, we consider the
maximization of the likelihood of a given incorrect target class c′ 6= c. According to
[38], an effective way to choose the target class c′ is to find the class cLL 6= c that is the
least likely under the given model θ. Mathematically, for a given training example





where the log-likelihood Lθ (x, c
′) is given by equation (3.5) for rate decoding and
equation (3.6) for first-to-spike decoding.
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Algorithm 3.1 Greedy Design (θ, TA, ε)
Input: x, θ, TA, ε
1: Compute cLL from equation (3.9)
2: Initialize: xadv (0)← x
3: for i = 1 to bεNXT c do
4: xadv (i) ← xadv (i− 1) + p, where p is obtained by solving problem
equation (3.10) with xadv (i− 1) in lieu of x and pj,t = 0 for all t > TA.
5: end for
Output: xadv
Then, in order to compute the adversarial perturbation p, we maximize the





x + p, cLL
)
s.t. ‖p‖0 ≤ εNXT ,
(3.10)
where ‖p‖0 denotes the number of non-zero elements of p. In equation (3.10), the
perturbation ε > 0 controls the adversary strength. In particular, the adversary is
allowed to add or remove spikes from a fraction ε of the NXT input samples, i.e., T
samples for each input neuron. The constraint set C in problem equation (3.10) is
given by the set of binary perturbations, i.e., C = {0, 1}NXT , for add attacks, since
spikes can only be added; C = {0,−1}NXT for remove attacks; and C = {0,±1}NXT
for flip attacks.
The exact solution of problem equation (3.10) requires an exhaustive search
over all possible perturbations of εNXT samples. In the worst case of flip attacks, the
resulting search space is hence exponential in NX and T . Therefore, here we resort to
a greedy search method. As detailed in Algorithm 3.1, at each of the bεNXT c steps,
the method looks for the best spike to add, remove or flip, depending on the attack
type. We further reduce complexity by searching only among the first TA ≤ T samples
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Algorithm 3.2 Adversarial Training (TA, εA)
Input: Training set, basis functions A and B, learning rate η, TA, and εA
Initialize: θ
1: for each iteration do
2: Choose example (x, c) from the training set
3: Compute xadv and cLL from Algorithm 3.1 with input θ, TA and εA






across all input neurons. As a results, the complexity of each step of Algorithm 3.1
is at most NXTA.
3.4 Robust Training
In order to increase the robustness of the trained SNN to adversarial examples, in this
section, we propose a robust training procedure. Accordingly, in a manner similar to
[31], during the SGD-based training phase, each training example (x, c) is substituted
with the adversarial example xadv obtained from Algorithm 3.1 for the current iterate
θ. The training algorithm is detailed in Algorithm 3.2. Note that, the robust training
algorithm is parameterized by TA and εA, which determine the parameters of the
assumed adversary during training.
3.5 Numerical Results
In this section, we numerically study the performance of the described probabilistic
SNN under the adversarial attacks. We use the standard USPS dataset as the input
data. As a result, we have NX = 256, with one input neuron per pixel of the 16× 16
images. Unless stated otherwise, we focus solely in the classes {1, 5, 7, 9} and we set
T = K = 16. We assume the worst-case TA = T for the adversary during the test
23






























Figure 3.2 Test accuracy for ML training under adversarial and random changes versus
ε with rate encoding for both rate and first-to-spike decoding rules (T = K = 16).
phase. For rate decoding, we use a desired spike train with one spike after every
three zeros. SGD is applied for 200 training epochs and early stopping is used for
all schemes. Holdout validation with 20% of training samples is applied to select
between 10−3 and 10−4 for the constant learning rate η. The model parameters θ are
randomly initialized with uniform distribution between -1 and 1.
We first evaluate the sensitivity of different encoding and decoding schemes
to adversarial examples obtained as explained in Section 3.3. For reference, we
consider also perturbations obtained by randomly and uniformly adding, removing
and flipping spikes. Figure 3.2 illustrates the test accuracy under adversarial
and random perturbations when performing standard ML training. The accuracy
is plotted versus the adversary’s power ε assuming rate encoding and both rate
and first-to-spike decoding rules. The results highlight the notable difference in
performance degradation caused by random perturbations and adversarial attacks. In
particular, adversarial changes can cause a significant drop in classification accuracy
even with small values of ε, particularly when the most powerful flip attacks are used.
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Figure 3.3 Test accuracy for ML training under adversarial attacks versus ε with both
rate and time encoding rules for first-to-spike decoding (T = K = 16).
First-to-spike decoding is seen to be more resistant to add and flip attacks, while
it is more vulnerable than rate decoding to remove spike attacks. The resilience of
first-to-spike decoding can be interpreted as a consequence of the fact that the log-
likelihood equation (3.6), unlike equation (3.5) for rate decoding, associates multiple
outputs to the correct class, namely all of those with the correct neuron spiking
first. Nevertheless, removing properly selected spikes can be more deleterious to
first-to-spike decoding as it may prevent spiking by the correct neuron.
The comparison between rate and time encoding in terms of sensitivity to
adversarial examples is considered in Figure 3.3 under the assumption of first-to-spike
decoding. Time encoding is seen to be significantly less resilient than rate encoding.
This is due to the fact that time encoding, in the form considered here of
intensity-to-latency encoding, which associated a single spike per input neuron [36],
can be easily made ineffective by removing selected spikes.
We then evaluate the impact of robust adversarial training as compared to
standard ML. To this end, in Figure 3.4, we plot the test accuracy for the case of flip
25


























Adv Tr (8, 5/2048)
Adv Tr (8, 10/2048)
Figure 3.4 Test accuracy under adversarial attacks versus ε with rate encoding and rate
decoding with ML and adversarial training (T = K = 8).
and remove attacks for both ML and adversarial training when T = K = 8. Here,
we also focus solely on the two classes {5, 7}. We recall that the adversarial training
scheme is parametrized by the time support TA of the attacks considered during
training, here TA = 8, and by its power εA, here εA = 5/2048 and εA = 10/2048. It
is observed that robust training can significantly improve the robustness of the SNN
classifier, even when εA is not equal to the value ε used by the attacker during the test
phase. Furthermore, increasing εA enhances the robustness of the trained SNN at the
cost of a higher computational complexity. For instance, for an attacker in the test
phase with ε = 10/2048, i.e., with 10 bit flips, conventional ML achieves an accuracy
of 45%, while adversarial training with εA = 10/2048 (i.e., 10 bit flips) achieves an
accuracy of 87%. The results show that the classifier remains resilient against other
type of attacks, despite being trained assuming the flip attack.
Finally, under the same conditions as in Figure 3.5, we study the effect of
limiting the power of the adversary assumed during training by considering TA =
1 and TA = 8 with the same εA = 5/2048. We assume time encoding and rate
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Adv Tr (1, 5/2048)
Adv Tr (8, 5/2048)
Figure 3.5 Test accuracy under adversarial attacks versus ε with time encoding and rate
decoding with ML and adversarial training (T = K = 8).
decoding. It is observed that robust training can still improve the robustness of the
SNN classifier, even when TA  T during training. For instance, for an attacker in
the test phase with ε = 5/2048, i.e., 5 bit flips, conventional ML achieves an accuracy
of 34.2%, while adversarial training with εA = 5/2048 and TA = 1 and 8 achieves
accuracy levels of 60.3% and 77.5%, respectively.
3.6 Conclusions
In this chapter, we have studied for the first time the sensitivity of a probabilistic two-
layer SNN under adversarial perturbations. We considered rate and time encoding,
as well as rate and first-to-spike decoding. We have proposed mechanisms to build
adversarial examples, as well as a robust training method that increases the resilience




UNSUPERVISED TRAINING OF PROBABILISTIC SPIKING
NEURAL NETWORKS WITH HYBRID STOCHASTIC-MAP
VARIATIONAL LEARNING
4.1 INTRODUCTION
The classical task of unsupervised learning is to find the best representation of the
unlabeled data. This type of machine learning aims to capture as much information
about the data as possible, while preserving the representation of the data simpler in
terms of lower dimensionality, sparsity or independency of features [39]. Generative
models provide promising framework towards this goal. The intuition behind of this
approach follows a famous quote from Richard Feynman: “What I cannot create, I
do not understand”. In a generative model, the observations, or the sensory input,
is assumed to be generated, or caused, by the state of the hidden variables [40]. In
this chapter, we design probabilistic-based generative models for SNNs. SNNs have
recently gained a lot of attentions on a variety of machine learning tasks by both
academia and industry sectors (see, e.g., [41, 2] and references therein).
The most existing training algorithms for SNNs are based on deterministic
computation units, called neurons. The Leaky Integrate-and-Fire (LIF) neuron is
indeed the simplest and the most popular one for building such SNNs [11]. However,
the conventional training algorithms for SNNs mainly suffer from two big issues:
1) the SNNs are typically trained based on back-propagation method, which unlike
ANNs, it becomes challenging due to the non-differentiability nature of the spike
dynamics. Although many works have proposed to tackle this problem by introducing
approximated derivative approaches [42], this non-differentiability of the spike activity
yet greatly challenges the effective learning of SNNs. 2) the deterministic-based
dynamics of neurons that limit their flexibility and expressive power [15]. Motivated
by this, we consider the problem of training a probabilistic model for SNNs utilizing
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rich model properties of Generalized Linear Model (GLM) neuron, which will be
discussed in continue. It should be noted that, the research work on probabilistic
models for SNNs has been mostly done in the computational neuroscience literature
with two main models: 1) neural sampling, in which information is encoded in the
steady-state behavior of a subpopulation of neurons [43, 44]; and 2) finite-presentation
time models in which the spiking behavior of the network over a given amount of time
encodes information (see, e.g., [35, 45, 46, 47], and references therein).
The papers on probabilistic SNNs operating over a finite interval of time adopt
either heuristic approximations of the Expectation-Maximization (EM) algorithm [18]
or a variational EM based on simple variational posterior [35]. To the best of our
knowledge, there is no work on probabilistic models, except [3, 4, 48] on generalized
neuromorphic and Statistical Parametric Mapping (SPM).
Many probabilistic models are difficult to train because of their intractable
inference part. In the context of deep learning, the challenge of inference refers to the
difficult problem of predicting the value of some variables, e.g. latent variables, given
other variables, e.g. visible variables, or predicting the probability distribution over
some variables given the value of other variables. In fact, the inference problem
arise from interactions between latent variables in a structured graphical model.
While in undirected models there are direct interactions, in directed models, these
interactions are due to explaining away interactions between mutual ancestors of
the same visible unit [39]. Several techniques have been proposed to confront the
intractable inference problems. The Expectation Maximization (EM) algorithm is the
popular training algorithm developed in [49]. EM is not an approach to approximate
inference, but rather an approach to learning with an approximate posterior [39].
The Maximum A Posterior (MAP) inference computes the single most likely value of
the missing variables, rather than to infer the entire distribution over their possible
values [39]. In other words, MAP inference enable us to learn using a point estimate
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of posterior rather than inferring the entire distribution. Variational learning [50],
instead of computing the log probability of the observed data, uses a variational lower
bound, called the Evidence Lower BOund (ELBO), to optimize. There are also many
other techniques to confront the intractable inference problems such as amortized
variational inference [51], Wake-Sleep (WS) learning [52], adversarial learning [53],
and many more.
Sigmoid Belief Networks (SBNs), as directed graphical models, were considered
in [54]. In SBN, the data can be generated using ancestral sampling with a fully
generative process. However, it has been noted that training a deep directed
generative model can be difficult due to the explaining away property. In [55], the
mean field approximations have used for SBNs. In [56], the difficulty raised from
explaining away has tackled by introducing the idea of complementary priors. The
Deep Belief Network (DBN) [56] is a SBN whose top hidden layers is replaced by the
RBM that is undirected. It has shown that the RBM can provide a good initialization
to the DBN. In [57], Neural Variational Inference and Learning (NVIL) method for
directed latent variable models has proposed. This scheme uses a feedforwad network
for sampling from the variational posterior for the given observation. The inference
network is trained jointly with the model by maximizing the variational lower bound
on the log-likelihood. In order to reduce the variance of estimating all the required
gradients, NVIL uses a model-independent variance reduction technique. NVIL
extends the wake-sleep algorithm [52] to training fast variational approximations
for the SBN. In [58], a Gibbs sampling algorithm and mean field Variational Bayes
(VB) approximation are developed for learning and inference of model parameters
for deep SBNs with sparsity-encouraging priors placed on the model parameters
via data augmentation. In [59], a Bayesian inference method is proposed based on
doubly stochastic gradient Markov Chain Monte Carlo (MCMC) for Deep Generative
Models (DGMs) in a continuous parameter space. At each MCMC sampling step, the
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algorithm randomly draws a mini-batch of data samples to estimate the gradient of
log-posterior and further estimates the intractable expectation over hidden variables
via a Neural Adaptive Importance Sampler (NAIS), where the proposal distribution
is parameterized by a deep neural network and learnt jointly.
In [60, 61], a Maximum A Posteriori (MAP) inference method is used for deep
SBNs. In this work, unlike variational methods that often use an auxiliary network to
approximate the posterior probability inference, MAP scheme is used to maximally
preserve the dependencies among latent variables. More specifically, in learning
step, the data marginal log-likelihood is maximized directly with a max operation
to overcome the exponential number of latent configurations, while in inference step,
the pseudo-likelihood method is used to preserve dependencies of latent variables.
In [62], the gradient of a quadratic loss function for supervised learning is
approximated by solving two MAP problems with respect to the hidden variables.
The first MAP problem corresponds to an unsupervised learning set-up as it does
not use information about the labels, yielding the anti-Hebbian component of the
gradient. In contrast, the second MAP problem solves a supervised learning problem,
and it yields the Hebbian component of the gradient.
In this chapter, we consider unsupervised training task for probabilistic SNNs.
We utilize GLM neurons for building the SNNs. The problem of training a Variational
Autoencoder (VAE) is studied including two-layer and multi-Layers SNNs for both
probabilistic generative and encoding parts. In order to train the VAEs, we consider
the standard Maximum Likelihood (ML) approach. For the first time in the field,
we develop MAP-based variational learning, as well as Hybrid Stochastic-MAP
Variational Learning (HSM-VL) schemes for SNNs. The latter is developed based
on Rao-Blackwellization estimator. We also consider the doubly stochastic gradient
learning method for the comparison purpose. Numerical results show performance
improvements using HSM-VL compared to the other two training schemes.
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The rest of this chapter is organized as follows. Variational autoencoder based
on probabilistic SNNs is discussed in Section 4.2. Section 4.3 briefly discusses
backgrounds on Hybrid Stochastic-MAP Variational Learning (HSM-VL). HSM-VL
for a two-layer and multi-Layer SNNs are developed in Sections 4.4 and 4.5,
respectively. Performance metrics and numerical results are provided, respectively, in
Sections 4.6 and 4.7, followed by conclusion in Section 4.8.
4.2 Variational Autoencoder Based on Probabilistic SNNs
In this chapter, we consider the problem of training a Variational Autoencoder (VAE)
[50] in which the encoder and decoder probabilistic mappings are both modeled as
SNNs. SNNs are networks of spiking neurons, in which each neuron receives as
input and produces as output spiking, that is, binary sparse, signals. As shown in
Figure 4.1, the decoder SNN includes: (i) a generative probabilistic SNN illustrated in
Figure 4.2, whose behavior is defined by a parameterized joint distribution Pθ (x,h)
over visible spiking signals x and hidden spiking signals h; and (ii) an encoder SNN
shown in Figure 4.3, whose output spiking signals h are distributed according to a
parameterized distribution qφ (h|x) given the visible spiking signals x. The term
“visible” refers to the fact that examples for spiking signals x are included in the
training set, as further discussed below, while “hidden” variables are not observed.
As seen in Figure 4.1, the VAE may also contain a Natural-to-Spike (N2S) encoder to
convert a natural signal, such as an image, into spiking signals, and a Spike-to-Natural
(S2N) decoder to recover a natural signal from a spiking signals. As further discussed
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Figure 4.1 Variational Autoencoder (VAE) based on two SNNs: a decoding SNN
defined by a generative model Pθ (x,h) and an encoding SNN defined by an encoding
model qφ (h|x). When the data is a natural (non-spiking) signal, the block diagram
























Figure 4.2 Decoding probabilistic SNNs used in the VAE of Figure 4.1: (a) two-layer
































Figure 4.3 Encoding probabilistic SNNs used in the VAE of Figure 4.1: (a) two-layer
SNN (L = 1), and (b) multi-layer SNN (L ≥ 2).
Training a VAE amounts to the problem of identifying suitable values for
parameter vectors θ, for the decoding SNN, and φ, for the encoding SNN, such
that the trained encoding SNN operating according to the generative model Pθ (x,h)
outputs spiking signals x that are approximately distributed according to the same
distribution underlying the generation of the available training data. In other
words, the cascade of the decoding SNN qφ (h|x) as applied to input spiking signals
x and of the encoding SNN behaving according to the conditional distribution
Pθ (x|h) = Pθ (x,h) /Pθ (h) reconstructs a signal similar, in some specified sense,
to the input spiking signal x.
In the rest of this section, we first describe in more details training data and the
models for the decoding SNN defined by generative model Pθ (x|h) and the encoding
SNN defined by probability qφ (h|x).
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4.2.1 Training Data
Each example xm ∈ {0, 1}nv×T with m = 1, ...,M in the training set is a collection
of nv sequences of T binary samples with value “1” representing a spike. Parameter
nv is hence the number of observed, or visible, spike trains. All M examples in the
training set X = {xm}Mm=1 are conventionally assumed to be independent identically
distributed (i.i.d.) according to a given true data distribution. As illustrated in
Figure 4.1, each sample xm in the training set X may be obtained by using an N2S
block that converts a natural signal into discrete-time spike signals. As an example,
for the case of images, a standard solution is to encode each of the nv pixels of the input
image into a spike train. This can be done by using different methods such as time
encoding, whereby the value of the pixel is encoded in the timings of the spikes, or rate
encoding, which converts a pixel value into a proportional number of spikes [63, 4].
Alternatively, the data points {xm} may be directly obtained from neuromorphic
or time-based sensors. Examples include data obtained from neuromorphic vision,
auditory, and olfactory sensors [64], and time-based sensors [65].
As illustrated in Figure 4.1, we define the generative model by means of an SNN
whose output layer provides the desired nv×T binary samples x. If the desired output
is a natural signal, the spiking signals x need to be decoded so as to be converted
in the desired natural domain by using an S2N block. As for the N2S converter,
S2N conversion can be done in different ways. For instance, each spike train may
be converted into the pixel of an image by selecting an intensity proportional to the
spiking rate or the spike timings. We refer to [63] for an overview of N2S and S2N
solutions.
4.2.2 Decoding SNN
For the decoding SNN, we consider a multi-layer SNN model with L + 1 layers. As
seen in Figure 4.2, the SNN has L layers of hidden, or latent spiking neurons, and
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an output layer of observed neurons. The l-th hidden layer has n
(l)
h hidden neurons,
each producing a spike train of T binary samples. The matrix of T binary samples
produced by the n
(l)
h neurons in the l-th layer is defined as h






We set h(0) = x as the input layer, so that the input x can be modeled as being
generated via the cascade of stochastic layers h(L) → h(L−1) → ...→ h(1) → h(0) = x.
The special case of a two-layer SNN, i.e., L = 1, is illustrated in Figure 4.2(a). For
reference, in the experiments of Section 4.7, we will also consider a stochastic binary
ANN with the same architecture (see, e.g., [61]).
In order to provide mathematical details, we consider first the two-layer SNN as
illustrated in Figure 4.2(a). This SNN model has visible spike trains x = {x1, ...,xnv}
and a single layer of latent spike trains h = {h1, ...,hnh}. The joint distribution of x
and h is modeled as







where θ = {{θi}nvi=1 , {θj}
nh
j=1} is the vector of parameters that define the prior
distribution Pθ (h) of the latent spike trains and the conditional distribution Pθ (x|h).
As in most related works, the latent variables {hj} are assumed to be independent
from each other [50, 66, 53]. Furthermore, each latent spike train hj = [hj,1, ..., hj,T ]
T




σ ((2hj,t − 1) θj), (4.2)
where θj is the prior log-likelihood ratio for every sample hj,t ∈ {0, 1}, and σ (x)
∆
=
1/ (1 + exp (−x)) is the sigmoid function. As for the distribution of each of the nv
visible spike trains xi, when conditioned on the latent variables h, we adopt the
GLM spiking neuron model, also known as Spike Response Model (SRM), which is
widely used in computation neuroscience (see, e.g., [67, 1]). Accordingly, spike trains






σ ((2xi,t − 1)ui,t), (4.3)
where ui,t is the membrane potential of the i-th visible neuron at time t. The
membrane potential ui,t evolves over time as a dynamic system that depends on the
past spiking behavior of the hidden neurons and of the visible neuron i, as explained
next.
Define as zba = [zb, ..., za]
T the (b− a+ 1)×1 vector describing the value of time
sequence zt in the interval t ∈ [a, b]. Assuming a feedforward synaptic memory of τα











i,t−τβ + γi, (4.4)
where αj,i ∈ Rτα×1 is the synaptic filter, or kernel, for the synapse between hidden
neuron j and visible neuron i, and βi ∈ Rτβ×1 is the feedback filter for spike history
dynamics of neuron i. Following [1, 3], we model the feedforward and feedback filters
as the linear combination of Kα ≤ τα and Kβ ≤ τβ basis functions, respectively:









where we have defined the matrices A = [a1, ..., aKα ] and B = [b1, ...,bKβ ] and the
vectors wj,i = [wj,i,1, ..., wj,i,Kα ]
T and vi = [vi,1, ..., vi,Kβ ]
T ; ak = [ak,1, ..., ak,τα ]
T and
bk = [bk,1, ..., bk,τβ ]
T are the basis vectors; and {wj,i,k} and {vi,k} are the learnable
weights for the kernels αj,i and βi, respectively; and the parameter vector θi =
{Wi,vi, γi} includes Wi = {wj,i}nhj=1. For the experiments discussed in Section 4.7,
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we adopt the raised cosine basis functions introduced in [1, Section Methods] and
illustrated in Figure 4.4.
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Figure 4.4 Basis functions used in Section 4.7 (a = 7500 and c = 1 in [1, Section
Methods]).
In the case of multi-layer SNN with L ≥ 2, the prior probability for a variable of






j ) is defined as in equation (4.2) with log-likelihood θ
(L)
j , while









































is the membrane potential for neuron i in layer l − 1, which is defined in a manner
similar to equation (4.4). In particular, the feedforward and feedback filters are




i , respectively, as in equation (4.5)-
equation (4.6). Note that, neurons in layer l−1 depend solely on the spiking behavior
of the upper layer l.
4.2.3 Encoding SNN
For the encoding SNN, we consider a multi-layer SNN model with L + 1 layers,
as illustrated in Figure 4.3. Considering h(0) = x as the input layer, we have the
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following cascade of stochastic layers h(0) = x → h(1) → ... → h(L−1) → h(L), that
are generated based on variational distributions, as explained next. The special case
of a two-layer SNN, i.e., L = 1, is illustrated in Figure 4.3(a).






where ht = (h1,t, ..., hnh,t). As illustrated by this expression, when conditioning of
the input x, the hidden variables ht at any time t are mutually dependent and
they are also dependent on the entire history of x. In fact, past value xt′ with
t′ ≤ t are generally correlated with the future values xt′ with t′ > t, which in turn
depend on the hidden variables ht through the membrane potentials equation (4.4).
Considering a distribution akin to Pθ (h|x) for the variational distribution generally
yields distributions that are difficult to sample from due to the mutual correlation
among the latent variables. They also call for the introduction of many variational
parameters in order to capture the mutual dependence of all samples ht and their
dependence on the entire history of x.
For the reasons explained above, the typical approach is to define a variational
distribution that has the following simplifying properties: 1) the latent variables ht
at each time sample t are conditionally independent across the latent neurons; and
2) the dependency of the latent variables ht on the input x is limited. For point 2),
one possibility is to make ht depend only on the past values of x (see, e.g., [48]).
This approach yields distributed learning rules [48], but it may not capture the most
significant correlations between ht and the values xt′ with t
′ > t that are causally
influenced by ht through the membrane potential equation (4.4). Therefore, here we
consider an alternative model, also adopted in [68, 46] in which, under the variational
distribution, the values ht depend only on τα future values of xt and τβ future values
39
of ht. More specifically, we assume that the variational distribution over the hidden






σ ((2hj,t − 1) ũj,t), (4.10)










j,t+1 + γ̃j, (4.11)





and φj = {W̃j, ṽj, γ̃j}; Basis matrices A
and B are defined as in equation (4.4)–equation (4.6). As compared to the membrane
potential equation (4.4), the variational membrane potential is characterized by
distinct parameters {w̃j,i}, {ṽj}, and {γ̃j}. Furthermore, the variational membrane
potential evolves backwards, rather than forwards in time.
4.3 Background on Hybrid Stochastic-MAP Variational Learning
In this section, we review the recently proposed Rao-Blackwellized (RB) gradient-
based training method as applied to VAEs [69]. The RB stochastic gradient method
generalizes techniques based on doubly stochastic variational learning, such as [57],
and MAP-based variational learning, such as [61]. We emphasize that neither RB
methods nor MAP based techniques have been previously derived for SNNs. All of
these techniques aim at approximately maximizing the likelihood of the training data
X = {xm}Mm=1. Maximum Likelihood (ML) is a standard method to train generative
probabilistic models [70]. In order to introduce the approach, in this section, we
provide a general presentation that will be specialized to SNN models in the next
sections.
ML Learning. Consider a general generative model, whereby each example
x in the training set is generated from some hidden variables h, so that the joint
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probability of x and h is given as
Pθ (x,h) = Pθ (h)Pθ (x|h) . (4.12)
In equation (4.12), functions Pθ (h) and Pθ (x|h) denote the prior probability of the
latent variables and the conditional probability of the visible variables x given latent
variables h, respectively. For a given example x, the log marginal probability of the
observed data x is given as






The marginalization over h in equation (4.13) involves summing over all possible
configurations of the hidden variables. This entails a complexity that is exponential
with the number of hidden variables. Therefore, the exact calculation of equation (4.13)
is prohibitively expensive for problems of practical interest. ML learning of the model














which maximizes the marginal log-likelihood over training set {xm}Mm=1. The
intractable marginalization over the latent variables h in equation (4.14) motivates
the use of variational methods as discussed next.
Variational Autoencoder (VAE). In variational learning, the marginal-
ization in equation (4.14) is replaced by an optimization over an auxiliary distribution,
known as variational distribution [50, 66, 57, 71, 45]. The variational distribution
plays the role of the encoding model qφ (h|x) in a VAE architecture. The key
step in the derivation of variational learning methods definition of a lower bound
on the log-likelihood logPθ (x), referred as the Evidence Lower BOund (ELBO), that
depends on the variational, or encoding, distribution qφ (h|x). For any distribution
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qφ (h|x) parameterized by a vector φ, the ELBO is given as [72]







= Lθ,φ (x) , (4.15)
where the expectation is taken over the hidden variables h ∼ qφ (h|x) distributed
according to the variational distribution. The ELBO is tight when the difference
between approximate and true posterior is zero, i.e., qφ (h|x) = pθ (h|x), and the
tightness of the bound depends on the Kullback-Leibler (KL) divergence of qφ (h|x)
and pθ (h|x) [72]. Therefore, the variational distribution “encodes” the observation
x into hidden variables h that are ideally obtained as samples from the posterior
Pθ (h|x).







This maximizes a lower bound on the log-likelihood in equation (4.14). A key novel
element of VAEs is the reuse of the same encoding distribution qφ (h|x) for all training
points in X , a choice also known as amortized variational inference [51, 73, 74]. This
allows the simultaneous learning of the generative model Pθ (x,h) and of the encoding
model qφ (h|x) (recall discussion in Section 4.2). Optimization is typically done by
means of stochastic gradient methods, as discussed next.
In stochastic gradient descent, one example x, or more generally a minibatch
of examples are selected at random from the training set. The parameters θ and
φ are then updated in the directions of the gradients ∇θLθ,φ (x) and ∇φLθ,φ (x),
respectively. The gradient of the ELBO for an example x with respect to the model
parameters θ can be calculated as
∇θLθ,φ (x) = Eqφ(h|x) [∇θ logPθ (x,h)] . (4.17)
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∇θ logPθ (x,hn), (4.18)
where samples {hn}Nn=1 are drawn i.i.d. from the distribution qφ (h|x). The estimate
equation (4.18) of the gradient ∇θLθ,φ (x) is unbiased and hence it can be used to
perform maximization of the ELBO in equation (4.15) through stochastic gradient
ascent [75, 59]. This yields the doubly stochastic gradient update θ ← θ + η∆θ,
where the double stochastically arises from the random choice of x and of h.
The gradient of the ELBO for an example x with respect to the inference
parameters φ can be instead calculated as
∇φLθ,φ (x) = Eqφ(h|x) [lφ (x,h)∇θ log qφ (h|x)] , (4.19)
where
lφ (x,h) = logPθ (x,h)− log qφ (h|x) (4.20)
is defined as the learning signal (see, e.g., [57]). Eq. equation (4.19) is derived by using
the identity ∇φqφ (h|x) = qφ (h|x)∇φ log qφ (h|x). This approach is known as the
Likelihood-Ratio (LR) estimator [76, 71, 77, 78], the REINFORCE gradient [79], or
score gradient estimator [80]. An unbiased estimate of gradient equation (4.19) using







n)∇φ log qφ (hn|x), (4.21)
where {hn}Nn=1 are drawn i.i.d. from the distribution qφ (h|x). Unlike the estimator in
equation (4.18), the variance of the estimator equation (4.21) can be very high due to
the high variability of the learning signal [57]. Therefore, the estimate equation (4.21)
is typically not directly used in as update step as in equation (4.18).
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In fact, doubly stochastic gradient methods, such as NVIL [57], reduce the
variance of the estimate equation (4.21) by adding a control variate in the form of a
baseline term C. The control variate does not depend on h and is subtracted from







n)− C)∇φ log qφ (hn|x), (4.22)
is still unbiased but it may have reduced variance depending on the choice of C [81].
A typical choice for C is a moving average of previous values for the learning signal
[57]. This yields the doubly stochastic update φ← φ + η∆φ.
MAP-based Learning. A MAP-based method still uses the update equation (4.18)
for parameters θ, but it substitutes the empirical average in equation (4.21) with a
MAP estimate of the hidden variables as




qφ (h|x) , (4.24)
is the MAP estimate of h under the variational distribution qφ (h|x). Note that, we
have assumed in equation (4.24) that qφ (h|x) is unimodal so that a single maximizer
exists, which is the one for typical choice of qφ (h|x). In [61], the MAP approach
equation (4.23) is introduced for the special case in which the variational distribution
qφ (h|x) equals the exact posterior pθ (h|x) = pθ (x,h) /pθ (x). Note that, unlike the
stochastic approximation methods, MAP does not require the variational distribution
to be easy to sample from, but the optimization in equation (4.24) should be feasible.
The MAP estimate equation (4.23) of the gradient ∇φLθ,φ (x) is biased but it may
have a lower variance, as we will further discuss in Section 4.7.
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RB-based Learning. In [69], a technique is proposed that can be derived as
the result of a Rao-Blackwellization step on the stochastic gradient equation (4.21).
The resulting gradient estimate is unbiased and its variance is guaranteed to be no
larger than for the estimator equation (4.21) [69]. A proof of this result is provided
for completeness in Appendix B. The RB gradient estimate is given as
∇φLθ,φ (x) ≈qφ (hMAP|x) (lφ (x,hMAP)− C)∇φ log qφ (hMAP|x)






n)− C)∇φ log qφ (hn|x).
(4.25)
The estimate equation (4.25) can be interpreted as a weighted average of the MAP
estimator equation (4.23) and of the doubly stochastic estimator equation (4.22).
The weights are given by the probability qφ (hMAP|x) and by its complement
1− qφ (hMAP|x). Note that in equation (4.25), we have subtracted a baseline C
also for further reduction in variance of the estimator. Algorithm 4.1 describes the
resulting RB-based, also referred to as HSM-VL, scheme.
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Algorithm 4.1 Hybrid Stochastic-MAP Variational Learning (HSM-VL)
Input: Training set X ; constant λ and learning rate η
Initialize: Model parameters θ and variational parameters φ
1: repeat
2: Randomly choose a minibatch of data with size K from the training set
3: for each example xi in the minibatch do
4: Compute MAP estimate hiMAP = argmax
h
qφ (h|xi)
5: Draw a sample hi ∼ qφ (h|xi)




7: Compute the stochastic learning signal: li ← logPθ (xi,hi)− log qφ (hi|xi)
8: end for




10: C̄ ← λC̄ + (1− λ) C̄b
11: ∆θ ← 0, ∆φ← 0
12: for each example i in the minibatch do
13: ∆θ ← ∆θ + qφ (hiMAP|xi)∇θ logPθ (xi,hiMAP) +
(1− qφ (hiMAP|xi))∇θ logPθ (xi,hi)




∇φ log qφ (hiMAP|xi)




∇φ log qφ (hi|xi)
15: end for
16: Update model parameters: θ ← θ + η∆θ
17: Update variational parameters: φ← φ + η∆φ
18: until training converged
Output: θ
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4.4 Hybrid Stochastic-MAP Variational Learning For a Two-Layer SNN
In this section, we propose an implementation of the HSM-VL learning rule
summarized in Algorithm 4.1 for a VAE based on two-layer probabilistic SNN, as
illustrated in Figure 4.2(a) the decoding SNN and in Figure 4.3(a) for the encoding
SNN. The extension to multi-layer SNNs will be presented in Section 4.5. The key
challenge is the definition of a computationally feasible way of evaluating the MAP
estimate in equation (4.24). In fact, a brute-force calculation would have a complexity
that is exponential in the product nhT .
We start by recalling that ML learning of a general multi-layer SNN with the













where one needs to marginalize over the hidden layers l = 1, ..., L. As mentioned, in
this section we focus on the case L = 1. Considering the prior distribution Pθ (h) of
the latent spike trains in equation (4.2), and the conditional distribution Pθ (x|h) of
the visible spike trains x given latent spike trains h in equation (4.3), the gradients
of the model parameters θ in equation (4.17) can be easily computed as
∇wj,i logPθ (x,h) =
T∑
t=1
(xi,t − σ (ui,t)) ATht−1j,t−τα , (4.27)
∇vi logPθ (x,h) =
T∑
t=1
(xi,t − σ (ui,t)) BTxt−1i,t−τβ , (4.28)
∇γi logPθ (x,h) =
T∑
t=1
(xi,t − σ (ui,t)), (4.29)
and
∇θj logPθ (x,h) =
T∑
t=1
(hj,t − σ (θj)). (4.30)
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These expressions can be directly used to update the decoding SNN parameters θ.
With the variational distribution equation (4.10), the gradients of the variational
parameters φj can be similarly computed as
∇w̃j,i log qφj (hj|x) =
T∑
t=1
(hj,t − σ (ũj,t)) ATxt+ταi,t+1, (4.31)
∇ṽj log qφj (hj|x) =
T∑
t=1
(hj,t − σ (ũj,t)) BTh
t+τβ
j,t+1, (4.32)
∇γ̃j log qφj (hj|x) =
T∑
t=1
(hj,t − σ (ũj,t)). (4.33)
The update of the encoding SNN for φ, however, requires also to compute the
MAP estimate of h for a given example x. To tackle the discussed complexity
of this calculation, we propose to maximize the pseudo-likelihood [82], rather than
directly maximizing the likelihood. Pseudo-likelihood maximization, also referred as
coordinate-ascent variational inference [70], iteratively optimizes each parameter of
the likelihood, while holding the others fixed. Accordingly, this method climbs the
likelihood to a local optimum.






where h−j is the set of all latent variables except hj. Accordingly, the maximization
of function equation (4.34) can be carried out in parallel for each hidden neuron j.
Furthermore, for each such neuron, optimization can be carried out in parallel for all








σ ((2hj,t′ − 1) ũj,t′),
(4.35)
48
where hj,−t is the set of all elements of hj except hj,t. Considering the definition
of variational membrane potential in equation (4.11), hj,t appears only in the time





σ ((2hj,t′ − 1) ũj,t′). (4.36)
To summarize, the pseudo-likelihood optimization in equation (4.36) is carried in
parallel for each time sample t ∈ [1, ..., T ] and latent variable j ∈ {1, ..., nh} for given
previous values of all other variables. This procedure is iterated until convergence
as detailed in Algorithm 4.2. Since hj,t is a binary variable, each iteration of this
approach requires 2nhT evaluations of the function in equation (4.36). This is in
contrast to the exhaustive optimization of equation (4.24).
A further reduction by noting that there is no need to compute ũj,t′ in
equation (4.36) separately for hj,t and for its complementary value h̄j,t = 1 − hj,t.
In fact, once we compute ũj,t′ for a value of hj,t, the corresponding ũj,t′ for the h̄j,t,
can be obtained readily as
ũj,t′ |h̄j,t = ũj,t′ |hj,t + (1− 2hj,t)αj,i,t′−t+τβ+1, (4.37)
when t′ < t and ũj,t′ |h̄j,t = ũj,t′ |hj,t when t
′ = t. This reduces the number of
calculations of the ... by half as compared to a naive computation. Moreover, the part
of the membrane potential ũj,t′ that depends only on x and γ̃j needs to be computed









needs to be evaluated as is function of hj,t. Overall, the complexity of each
maximization equation (4.36) is of the order O(τβ), and hence, the total compu-
tational complexity for the maximization in equation (4.24) is of the order O(τβnhT ).
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Algorithm 4.2 Pseudo-MAP Successive Inference
Input: x and variational parameters φ
Initialize: h
1: repeat
2: for each latent variable j ∈ {1, ..., nh} do
3: for each time sample t ∈ [1, 2, ..., T ] do
4: Optimize the pseudo MAP of hj,t using equation (4.36).
5: end for
6: end for
7: until convergence or for a fixed number of iterations
Output: hMAP
4.5 Hybrid Stochastic-MAP Variational Learning For Multi-Layer SNN
In the case of multi-layer SNN with L ≥ 2, the variational distribution for the lth




















































j,t is the membrane potential for neuron j in layer l, which is defined in a
manner similar to equation (4.10).
In order to train the deep SNN in equation (4.26), we perform successively the
following two steps until convergence.
Layer-wise Pre-training In this pre-training procedure, we start to learn the
deep model from the first layer (l = 1) to the last layer (l = L). At the first step, we
apply Algorithm 4.1 to the two-layer network considering of the observed variables x
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and of the latent layer h(1). At each step l > 1, Algorithm 4.1 is used with the MAP
estimate or the stochastic sample ĥ(l−1) obtained at the end of Algorithm 4.1 for step
l − 1 as input, while the hidden layer variables are given by layer h(l).
Global Fine-tuning In this fine tuning procedure, which is performed for every
three consecutive hidden layers, we include the effects of upper and lower layers for
the given middle layer. The learning parameters are initialized by the parameters




, and the hidden variables are initialized to the
values ĥ(1), ĥ(2), ..., ĥ(L) obtained from the pre-training procedure for each training
example x. Accordingly, MAP inference of the latent spike trains from l = 1 to








∣∣h(l−1)MAP) qφ(l+1) ( ĥ(l+1)∣∣∣h(l)) , (4.41)








∣∣h(L−1)MAP ) . (4.42)
4.6 Performance Metrics
In order to evaluate the performance of different training methods for VAEs, we
consider the following metrics that have been widely considered in prior works.
4.6.1 Evidence Lower BOund (ELBO)
The Negative Log-Likelihood (NLL) is a direct measure of how well the generative
model Pθ (x) =
∑
h
Pθ (x,h) learned actual distribution of the data. Assuming the
availability of MT text examples {xm}MTm=1, distinct from the training examples in X ,







Evaluating the NLL in equation (4.43) requires to marginalize over the hidden
variables h. In order to estimate the corresponding average, we use here the ELBO.
As it discussed before, the ELBO for a given x and h can be calculated as
L (x|h) = logPθ (h) + logPθ (x|h)− log qφ (h|x) . (4.44)
In the experiments of Section 4.7, the ELBO for each sample x of the test set is
calculated after making average over N stochastic samples of h as given by




L (x|h (n)), (4.45)
where {h (n)}Nn=1 ∼ qφ (h|x). Note that, the ELBO estimator is asymptotically
unbiased, i.e., it converges to the ground truth log-likelihood logPθ (x) when N →∞.
4.6.2 Reconstruction Error
The other way of measuring the performance of the model is to compute the mean
reconstruction error of the model on the test set. In this metric, we first encode the
input image x to its hidden representation h. Then, the decoder maps back from h
to the input space x̂. The reconstruction error is hence defined as the Mean Squared
Error (MSE) between x and x̂ given as






(xi,t − x̂i,t)2. (4.46)
4.6.3 Data Generation
Data generation is a qualitative performance metric that we use to visualize the
generative performance of the learned models. Accordingly, we randomly generate





↘ h(L−1) ∼ Pθ(L−1)
(
h(L−1)
∣∣h(L))↘ ...↘ x ∼ Pθ(1) (x|h(1))
(4.47)
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. Then, the following layers are sampled and conditioned
on their upper layers, and so on, until finally we sample x. Figure 4.5 describes the
data generation mechanism for a two-hidden layers network. As it clear, since we have
here directed graphical models, producing samples with the ancestral sampling from
the joint distribution represented by the model is generally very fast and convenient.
Numerical Results 
• Generator model 
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  1 1Pθ x h
Figure 4.5 Data generation mechanism for a two-hidden layers network.
4.7 Experiment Results
In this section, we evaluate performance of the described training algorithms for SNNs
with single-hidden layer and multi-hidden layers based on the metrics introduced in
Section 4.6. We use the digits dataset from the UCI machine learning repository
[83] as the input data. As a result, we have nv = 64 visible neurons, one visible
neuron per pixel of the 8 × 8 gray scale handwritten digits images. We randomly
pick 60%, 20%, and 20% of the dataset to build training, validation, and test sets.
Pixel values scaled between 0 and 1. SGD is applied for 500 full pass of dataset
samples (each pass termed as an epoch) with batch size of 20 and early stopping is
used for all schemes. Holdout validation is applied to select from log-spaced values
10−1, 10−2 and 10−3 for the constant model and inference learning rates. The model
and variational parameters {θ,φ} are randomly initialized with uniform distribution
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between -1 and 1. We assume T ≥ τα = τβ and K ≤ τα = τβ. Rate encoding is used
to map pixel values to spike sequences with a proportional spike probability between
0 and 1/2.
Figure 4.6 depicts the average reconstruction error, measured in terms of the
percentage of samples recovered incorrectly, versus epoch for a single-hidden-layer
SNN with nh = 10 and T = 2. The average is done over the examples of validation
set as well as 100 random realizations of hidden variables for each given example.
In the figure, the lines and shaded boundaries represent, respectively, the mean and
the standard deviation of reconstitution errors for the stochastic, MAP and HSM-VL
training methods. It is observed that the HSM-VL scheme brings less errors in terms
of both mean and variance compared to the other two schemes.































Figure 4.6 Average reconstruction error percentage versus epoch over validation set
for stochastic, MAP and HSM-VL training schemes for a single-hidden-layer SNN
with nh = 10 and T = 2.
Figure 4.6 illustrates the average reconstruction error percentage versus T for
a single-hidden-layer SNN trained over 50 epochs using the HSM-VL scheme with
nh = 10. The figure illustrates that, the performance of SNNs improves through
increasing spike train length, T , as well as increasing Kα and Kβ. The latter brings
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larger model capacity that enables to have better learning over the shapes of the
synaptic and feedback filters with including more basis functions.
2 4 8 16 32



























K, = K- = 1
K, = K- = 2
K, = K- = 8
K, = K- = 32
Figure 4.7 Average reconstruction error percentage versus spike train length, T , for a
single-hidden-layer SNN trained via the HSM-VL scheme with nh = 10, τα = τβ = 32,
and different Kα and Kβ values.
Figure 4.8 shows the average ELBO versus epoch for a single-hidden-layer SNN
trained using HSM-VL scheme with nh = 10. In this figure, we change the history
size of previous inputs τα, and previous outputs τβ for the encoder SNN. As it clear,
increasing the window size, the receptive field, helps to improve the performance.
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Figure 4.8 Average ELBO versus epoch over validation set for the HSM-VL training
scheme for a single-hidden-layer SNN with nh = 10, T = 8, Kα = Kβ = 1 and different
τα and τβ values.
4.8 Conclusions
In this chapter, the problem of training multi-layers VAEs with probabilistic
generative and encoding SNNs were considered. Variational learning schemes
including the doubly stochastic gradient learning, MAP-based variational learning,
and HSM-VL were developed for SNNs. The HSM-VL showed superior performance
compared to the other two schemes.
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APPENDIX A
CALCULATION OF GRADIENTS FOR FIRST-TO-SPIKE
DECODING
In this appendix you will find the details of calculations for the gradient of L (θ) with
respect to wj,i given in equation (2.12).
The gradient of L (θ) with respect to wj,i for i 6= c can be calculated as:






















































































where we have used the equality ḡ′ (u) = −g′ (u) and ρi,t is defined as in
equation (2.14). After substituting equation (A.4) into equation (A.1), we have












where we have defined qt and ht as in equation (2.16) and equation (2.15), respectively.
Given that we have the equality ∇wj,iui,t = ATxt−1j,t−τy , we have equation (2.12) for
∇wj,iL (θ) when i 6= c.


















































Thus, by substituting ∇wj,cuc,t = ATxt−1j,t−τy into equation (A.8) and after simplifi-
cation, equation equation (2.12) is obtained for i = c, which completes the proof. Note




VARIANCE OF THE HSM-VL SCHEME COMPARED TO THE
STOCHASTIC SCHEME
In this appendix, we will quantify the variance reduction by the HSM-VL scheme
compared to the stochastic scheme.
In general, we can consider h ∈ {hMAP,hS} where hMAP is defined as in
equation (4.24) and hS is a random sample from the distribution qφ (h|x) with the
assumption that hS 6= hMAP, i.e., hS ∼ qφ (h|h 6= hMAP,x) where
qφ (h|h 6= hMAP,x) =
qφ (h|x)





Accordingly, we consider h = hbMAPh
1−b
S where b is a Bernoulli random variable with
probability of qφ (hMAP|x), i.e., b ∼ Bern (qφ (hMAP|x)). With this fact, the RB
estimation of equation (4.19) can be obtained as








= qφ (hMAP|x) g (x,hMAP) + (1− qφ (hMAP|x)) g (x,hS) ,
(B.2)
where g (x,h) = lφ (x,h)∇φ log qφ (h|x). It is straightforward to show that the RB
estimator is unbiased, i.e.,
B [ĝRB (x)] = Eh∼qφ(h|x) [ĝRB (x)]−∇φLθ,φ (x) = 0. (B.3)
Considering the stochastic estimator for equation (4.19) given as
ĝS (x) = g (x,h) , (B.4)
where h ∼ qφ (h|x), the conditional variance decomposition gives us











Following the non-negativity of the second term in equation (B.5), it is clear that
var [ĝRB (x)] ≤ var [ĝS (x)].
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