By applying a result from the theory of subshifts of finite type, 1 we generalize the result of Frame and Lanski 2 to IFS with multistep memory. Specifically, we show that for an IFS I with m-step memory, there is an IFS with 1-step memory (though in general with many more transformations than I) having the same attractor as I.
INTRODUCTION: IFS AND MEMORY
Recall the standard formulation for an iterated function system (IFS). 3, 4 Given contraction maps T 1 , . . . , T n : R 2 → R 2 , define a function T : C(R 2 ) → C(R 2 ), the compact subsets of R 2 , by T (B) = ∪ n i=1 {T i (x) : x ∈ B}. In the Hausdorff metric h on C(R 2 ), T is a contraction map. Because
Note the presented order of the string agrees with that of the composition and of the transition sequence, taking note of the directions of the arrows in the sequence.
Early work on IFS with memory included computing the Hausdorff dimension of the attractor A. 17 Taking r j to be the contraction factor of the similarities T j , the Hausdorff dimension of , where p ij is the probability that the composition T i • T j occurs, and q is a parameter ranging over R, the f (α) curve is obtained by the Legendre transform of β(q) gotten by solving ρ[p Applications of IFS with memory include compressing images, 19 developing variants of the chaos game approach to visualizing DNA sequences 20, 21 to distinguish introns from exons 5 and to trace evolutionary relations of species, 22 analyzing nonlinear time series, 23 and defining Laplacians on fractals generated by IFS with memory. 11, 24 In Frame and Lanski 2 we investigated the circumstances under which the attractor of a 1-IFS could be realized as the attractor of a 0-IFS. The solution can be expressed neatly in the language of directed graphs. Associate each T i with a node of the graph, and place an edge from i to j if T j can follow T i , that is, if the transition i → j is allowed. A node i is called a rome if for every j there is an edge j → i. In Ref. 2 , we called this a full state, being unaware of the sensible use of the word "rome" in this context. Doug Lind mentioned this language to us, but because this was in a conversation, we thought the word was "roam." Some confusing, though entertaining, Google searches resulted.
The main result of Ref. 2 is that a 1-IFS attractor can be realized as the attractor of a 0-IFS if and only if
(1) the 1-IFS graph has at least one rome, and (2) there is a path to each non-rome from a rome.
Moreover, among those that can be realized as attractors of 0-IFS, this IFS requires infinitely may transformations if and only if the graph contains a cycle through non-rome nodes. Unknown to us at the time, our theorem answered a question posed in Layman and Womack. 13 An algorithm for finding a 0-IFS representation for a 1-IFS with a rome is presented in Máté. 15 All compositions of transformations containing a single rome in the terminal position suffice.
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Our purpose here is to investigate what additional complications arise if we add more steps to the memory of the IFS. The existence of memory reduction is a straightforward adaptation of a result on subshifts of finite type. Other relations between IFS with different levels of memory can be more nuanced.
BASIC CONCEPTS AND SOME ILLUSTRATIVE EXAMPLES
We build most IFS from four transformations,
As a 0-IFS, these transformations produce the filled-in unit square S. Transformations (2) divide S into subsquares with addresses determined by the appropriate compositions. For example, the 2 −n × 2 −n subsquare
has address i n · · · i 1 . Note the order of indices of the address agrees with the order of the composition of transformations, and observe alphabet. Say the longest string in F has length n + 1. The n-IFS determined by F forbids the com-
The set of all forbidden strings is the set of all strings on A that contain an element of F as a substring. We say F generates the collection of all forbidden strings. The indexing of the n-IFS is meant to indicate that forbidden pairs are determined by 1-step memory, forbidden triples by 2-step memory, and so on.
If A is the attractor of an IFS with memory based on transformations (2), then Denote by I(F) the attractor of the IFS I with forbidden strings F. We say F is a generating set for the attractor. Suppose the longest string in F has length n. Then there is a set F with all strings having length n and I(F) = I(F ). This is most easily seen through an example. Take A = {1, 2, 3, 4} and This observation suggests a generalization, relating forbidden addresses to longer addresses containing them. Because int(A in···i 1 ) can be empty even though int(S in···i 1 ) ∩ A = ∅, we define the sense in which we call the region A iq···i 1 empty.
To avoid some additional special cases of little interest, we assume
IFS for which (4) fails are left as exercises. 
for some y ∈ int(S). Because
and so (5) is the only way A could contain such an x. We see this is impossible because that composition is forbidden.
Next,
If there were some
where we allow a = 0 or b = 0. A simple consequence of Lemmas 2.1 and 2.2 is the following 1 shares edges with four other address length n subsquares. If one of these has nonempty interior, the common edge with S in···i 1 may be nonempty.
For later use we need another observation about edges.
Then the common edge of S in···i 2 1 and S in···i 2 2 is empty, as are the other three common edges of the S in···i 2 * , and so int(S in···i 2 ) = ∅. 
Then Corollary 2.1 can be restated as
where F m+1 is a generating set of forbidden sequences of the m-IFS.
If A is the attractor of an m-IFS and B is the attractor of an n-IFS, both built from the transformations of Eq. (2), then certainly
A = B if and only if E(A) = E(B).
(7)
REVIEW OF SUBSHIFTS OF FINITE TYPE
An excellent reference for subshifts is Lind and Marcus. 1 Given a finite alphabet A, the full shift on A is
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For any collection F of finite strings of symbols from A, the shift space determined by F is X F , the elements of X containing no element of F. Of course, X F can equal X G for different collections of finite strings F and G. If F is a finite collection, then X F is a subshift of finite type of the full shift X. For example, take A = {1, 2, 3, 4} and F = {41, 32, 23}. Certainly X F is a subshift of finite type; the left side of Fig. 2 is a geometric realization of this subshift using the transformations (2). Some care is needed in reading these strings. Typically, elements of a subshift are read left to right, while strings of transformations in an IFS are read right to left, consistent with the order of composition of functions.
On the other hand, the set Given a (directed) graph G, the vertex shift of G has alphabet A G = {v i : v i is a vertex of G} and is defined by
and G has an edge from v i to v i+1 }.
Next we describe the subshift memory reduction addressed in Sec. 2.3 of Ref. 1 . Suppose X is a subshift over the alphabet A. Denote by B N (X) the set of all allowed strings of length N in X, and define 
Note that X G has alphabet the vertices of G, that is, the allowed length N strings of X. The forbidden length 2 strings of X G are the pairs of length N strings of X for which either of these two conditions does not hold.
IFS MEMORY REDUCTION
Can the method given in Propositon 2.3.9 of Ref. 1 be applied to reduce every n-IFS to a 1-IFS? Consider this example. The right side of Fig. 2 
where ij is the kth element of V = {11, 12, 13, 21, 22, 24, 31, 33, 34, 41, 42, 43, 44}.
In constructing the transition matrix for I [2] (F 2 ), recall the column index is the source of the edge, the row index the target. Then to satisfy conditions of Proposition 2.3.9 of Ref. 1, the matrix entry in column ij and row km is 1 if and only if (1) i = m, and (2) kij is an allowed string.
With these conditions, the matrix is 
For example, the 0 in entry M 13,10 (row 13 and column 10) results from forbidding the triple 441. Interpreted this way, we obtain the picture on the right side of Fig. 3 .
We see the attractor of the 2-IFS I(F 2 ) of Example 2.2 is identical with that of the 1-IFS I [2] (F 2 ) = J(F 3 ) of Example 4.1, where F 3 is the set of pairs pq for which M pq = 0. How general is this observation?
Suppose F is a collection of strings of length n + 1, so I(F) is an n-IFS. The nth higher block IFS I [n] (F) has transformations
∈ F for at least one of j = 1, 2, 3, or 4}
The allowed transitions are
Denoting by F the forbidden pairs of transformations from J, we define
Note this method cannot be applied to the problem of reducing a 1-IFS to a 0-IFS because the overlap condition would be vacuous. Conditions under which a 1-IFS has the same attractor as a 0-IFS were derived in France and Lanski. 2 A consequence of Theorem 4.1 below is that the only obstruction to IFS memory reduction is contained in Ref. 2 : for all n > 1, every n-IFS has the same attractor as some 1-IFS with a finite collection of transformations. In Case 2,
is empty, regardless of whether or not j n · · · j 1 ∈ J. Arguing as in case 1, A n iq···i 1 is empty. That is, every I-address empty in A 1 also is empty in A n , so A n ⊆ A 1 .
For the other containment, suppose the region A n iq···i 1 is empty. Then either (1) for some substring j n · · · j 1 of i q · · · i 1 we have j n · · · j 1 k ∈ F for k = 1, 2, 3, and 4, or (2) condition 1 fails for all length n substrings of i q · · · i 1 , but a length n + 1 substring 
Condition 1 implies the composition
The transition matrix, imposed by conditions (8) and (9) 
OTHER WAYS TO REDUCE MEMORY
The memory reduction from an n-IFS to a 1-IFS given in Theorem 4.1 establishes the existence of a solution of the memory reduction problem, but it does not address the issue of classifying such reductions, or even the simpler problem of finding the most efficient (in terms of fewest transformations) memory reduction. In Fig. 5 The forbidden triple 421 is not a consequence of any of the forbidden pairs of F. The first step is to subdivide T 4 and T 2 , obtaining a new set of ten transformations
Some of these may be unnecessary, depending on the forbidden pairs of T i . For example, if T 4 • T 3 is forbidden, then R 9 can be dropped from the R i . We find the pairs of R i that are forbidden as a consequence of the forbidden pairs and triples of T i . Because some R i are compositions of two T i , to identify all the forbidden pairs of R i , we must consider superstrings of elements of F. 
where * stands for 1, 2, 3, and 4. We explore * 22 and 22 * in detail, then state the results for the other superstrings in (11) . We use the notation R − → to indicate translating T strings (compositions of the T i ) to R strings, and a(j) T for the R string a followed by the still untranslated T string j. In these symbol strings we denote the 10 for R 10 by X. Not surprisingly, forbidding the T string 22* forbids the R transformation R 3 . Then this transformation is not needed, and every forbidden string containing 3 can be deleted from the list of forbidden strings.
Some of these, *32 for example, include R string of length 3 that are forbidden as conseqences of length 2 forbidden R strings arising from other elements of (11) . We list only the length 2 R strings. 
with forbidden strings 52, 56, 62, 65, 66, 81, 82, 85, 86, X2, X6.
Writing the transition matrix, we see the R addresses 1, 2, and 7 are romes, and there are transitions to each nonrome from some rome, so additional reduction in the level of memory is possible.
This attractor can be realized as the attractor of a 0-IFS, but because there are loops between nonromes, 8 ↔ X, for example, the equivalent 0-IFS requires infinitely many transformations. Because 441 does not contain any forbidden pair, to forbid it as a pair, we must subdivide T 4 into four transformations. Call the new transformations S i :
Carrying out the analogous analysis, the forbidden T strings *14, 41*, *23, 23*, *32, 32*, *441, 441* translate into the forbidden R strings 14, 15, 16, 17, 23, 32, 44, 45, 46, 47, 53, 62 , 71, 74.
The 1-IFS with these transformations and forbidden pairs generates the attractor pictured in the right side of Fig. 2 .
While fairly straightforward, this construction is tedious. A more compact and systematic method of finding the efficient equivalent 1-IFS for a given 2-IFS is given in the conjecture. First, two definitions. The label i of a transformation is subdivided if in the efficient equivalent IFS the transformation T i must be replaced by
Conjecture. Given a 2-IFS with forbidden strings F, the equivalent efficient 1-IFS can be generated by these steps.
(1) Remove all non-primary strings from F. (2) For every ijk ∈ F, subdivide i and j. Say S is the total number of subdivided labels. This gives the initial efficient generating set of transformations. Some of these may be removed in the process of reducing the forbidden strings. Remove T i and all compositions including T i from the generating set of transformations; remove every forbidden address that includes i.
As an illustration, we apply this method to find the equivalent efficient IFS of Example 5.1. First note that every element of F = {22, 32, 23, 33, 43, 421} is a primary string. Next, the forbidden string 421 requires we subdivide 4 and 2, obtaining the generating set R 1 , . . . , R 10 of (10). Note S = 2. Aggregating these results, the transformations that remain are those of (12) . Removing the forbidden strings that contain 3, 4, or 9 we obtain the forbidden set (13) .
The correctness of this conjecture, and its generalization to reductions of n-IFS to 1-IFS, will be explored in Fiross et al. 25 
SOME DIMENSION COMPUTATIONS
The ( The main point is this: the method of Eq. (1) for computing dimensions of 1-IFS need not be extended to n-IFS. Rather, apply Theorem 4.1 to find a 1-IFS generating the same attractor and compute the dimension by applying Eq. (1) to this 1-IFS.
CONCLUSION
Adapting the concept of nth higher block codes from symbolic dynamics, the attractor of any n-IFS can be realized as the attractor of a 1-IFS, the nth higher block IFS. Then the theorem of Frame and Larski 2 determines which of these can be realized as the attractor of a 0-IFS. The nth higher block IFS often does not generate the attractor by a 1-IFS with the fewest transformations. Section 5 provides a method for finding the most efficient 1-IFS, in the sense of using the fewest transformations, having the same attractor as a given n-IFS. The conjecture of that section gives a quick way to find the minimum number of transformations and forbidden strings. Details will be provided in Gross et al. 25 By showing that the attractor of an n-IFS can be realized as the attractor of a 1-IFS, the method of Mauldin and Williams 17 can be used to compute the Hausdorff dimension of the attractors of n-IFS.
Dimension is one measure of the complexity of compact subsets of Euclidean space. For attractors of IFS with memory, the length of memory might have served as another measure of complexity. Theorem 4.1 shows this is not a productive direction to pursue. On the other hand, this memory-reduction method does point out an interesting trade-off between the length of memory and number of transformations needed to generate a fractal.
In Bedient et al. 26 we explore some relations between IFS with different levels of memory, and build up a hierarchy of attractors resulting from different embeddings of m-step memory rules into n-step memory rules, for n < m.
