Given a graph G, a non-negative integer g and a set of vertices S, the g-extra connectivity of G is the cardinality of a minimum set S such that G − S is disconnected and each component of G − S has at least g + 1 vertices. The 2-extra connectivity of k-ary n-cubes is gotten by Hsieh et al. in [Theoretical Computer Science, 443 (2012) 63-69] for k ≥ 4. This paper shows that the 3-extra connectivity of the k-ary n-cubes is 8n − 8, where n ≥ 3 and k ≥ 4.
Introduction
In many parallel computer systems, processors are connected based on an interconnection network. It is well known that an interconnection network can be modeled as a undirected simple graph with processors and links between processors as vertices and edges, respectively.
In a large-scale processing systems, failures of components are inevitable. Thus, fault tolerance of interconnection networks has become an important issue and has been extensively studied (see, for example, [5] , [6] , [9] - [11] , [15] ). A classic measure for the fault tolerance of a network is the connectivity κ(G). The connectivity κ(G) is the minimum number of vertices whose removal leaves the remaining graphs disconnected or trivial. However, the parameter tacitly assume that all vertices adjacent to. But it is impossible to happen in the practical applications of networks. To compensate for shortcomings, it seems natural and reasonable to generalize the classical connectivity by imposing some conditions or restrictions.
The g-extra connectivity κ g (G) of interconnection networks was introduced by J. Fàbrega and M.A. Fiol [7] in 1994. A vertex subset S ⊆ V (G) is called an g-extra vertex cut if G − S is disconnected and every component of G − S has at least g + 1 vertices. The g-extra connectivity of G, denoted by κ g (G), is defined as the cardinality of a minimum h-extra vertex cut, if exists. Clearly, κ g (G) ≤ κ g+1 (G) and κ 0 (G) = κ(G) for any graph G that is not a complete graph. Hence, the g-extra connectivity is regraded as a generalization of the classical connectivity and provides a more accurate for the reliability and the tolerance of a large-scale parallel processing system.
Regarding the computational complexity of the problem, up to now, there is no known polynomial-time algorithm for finding κ g (G) even for g = 2. The problem of determining κ g (G) is NP-hard and has recently received much attention. For the hypercubes, Yang et al [17] determined κ 3 (Q n ) = 4n − 9 for n ≥ 4; For the folded hypercubes F Q n , Chang et al [4] determined κ 3 (F Q n ) = 4n−5 for n ≥ 6; For the star graph S n and the bubble-sort graph B n , Li et al [14] determined κ 3 (S n ) = 4n − 10 for n ≥ 4, κ 3 (B n ) = 4n − 12 for n ≥ 6. For an n-dimensional hypercube-like networks HL n , Chang et al [3] determined κ 3 (HL n ) = 4n − 9 for n ≥ 6 etc.
The hypercube Q n is one of the most popular interconnection networks for parallel processing systems. The k-ary n-cube Q k n , proposed by Scott and Goodman [16] , is an enhancement on the hypercube, many interconnection networks can be viewed as the subclasses of Q k n , including the cycle, the torus and the hypercube. The Q k n not only retains some of the favorable properties of Q n , such as regularity, vertex transitivity and edge transitivity [8] , but also possesses some embedding properties that Q n does not, as examples to see [2] , [6] , [13] etc. For the extra connectivity, previous results have only shown that κ 1 (Q 3 n ) = 4n − 3 for n ≥ 2, κ 1 (Q k n ) = 4n − 2 for n ≥ 2 and k ≥ 4 [6] , κ 2 (Q k n ) = 6n − 5 for n ≥ 5 and k ≥ 4 [12] . By exploring new topological properties of Q k n , this paper shows that κ 3 (Q k n ) = 8n − 8 for n ≥ 3 and k ≥ 4. The rest of this paper is organized as follows. Section 2 introduces necessary definitions and notations. The main results are given in Section 3. Finally, Section 4 presents the conclusion of this paper.
Definitions and preliminaries
All graphs are assumed to be simple, loopless and undirected. Given a graph G = (V, E), the neighborhood of a vertex u in G is the set of all vertices adjacent to u in V (G), denoted by N G (u). The cardinality |N G (u)| represents the degree of u in G, denoted by d G (u). For any u, v ∈ V (G), let C G (u, v) denote the number of common neighbors of both u and v in G. The cnnumber of a graph G, denoted by cn(G), equals max{C
, is a subgraph of G, whose vertex set is S and an edge e ∈ G[S] if and only if both end vertices of e are in S. N[S] is also used to denote the induced subgraph of
The components of G are its maximal connected subgraphs. Let G and H be two graphs. G and H are distinct if their vertex sets are different, and disjoint if they have no common vertices.
A path P k = (v 1 , v 2 , . . . , v k ) for k ≥ 2 is a sequence of distinct vertices such that any two consecutive vertices are adjacent, and v 1 and v k are the end-vertices of the path. For convenience, use P k to denote a path of k vertices. A path
The number of edges of a path (cycle) is its length and a path (cycle) of length k is called a k-path (k-cycle).
The k-ary n-cube, denoted by Q k n , is a graph consisting of k n vertices where k ≥ 2 and n ≥ 1 are integers, each of these vertices has the form u = u n−1 u n−2 · · · u 0 where u i ∈ {0, 1, . . . , k − 1} for 0 ≤ i ≤ n − 1. Two vertices u = u n−1 u n−2 · · · u 0 and v = v n−1 v n−2 · · · v 0 in Q k n are adjacent if and only if there exists an integer j, where 0 ≤ j ≤ n − 1, such that u j = v j ± 1(mod k), and u i = v i for every i ∈ {0, 1, . . . , k − 1} − {j}. In this case, (u, v) is a j-dimensional edge. Note that each vertex has degree 2n for k ≥ 3 and has degree n for k = 2. Clearly, Q k 1 is a cycle of length k, Q 2 n is an n-dimensional hypercube, Q k 2 is a k × k wrap-around mesh. This study considers k-ary n-cubes for k ≥ 4, Q Fig.1 . Q k n can be partitioned over j-dimension, for a j ∈ {0, 1, 2, . . . , n − 1}, into k disjoint subcubes, denoted by paper.
, the two outer neighbors of u are in different subgraphs Q[i + 1] and
From the above Lemma, we immediately obtain the following Lemmas 2.3 and 2.4 which are useful to our main proof.
, the following assertions hold: 
n − F has two components, one of which is a singleton.
Proof. Recall that Q[i] is isomorphic to Q k n−1 , by Lemma 2.1 and f ≤ 4n−3, at most two elements in {f i : i ∈ [k]} such that f i ≥ 2(n − 1). The lemma can be proved by using induction on n. Case 1. We prove the result for Q k n with n = 2. For n = 2, the graph is Q In what follows, assume that n ≥ 3 and the result holds for Q k n−1 . Case 2. We prove the result for Q k n and n ≥ 3. Subcase 2.1. ′ s belong to a same component of
By the above cases, the result holds for Q k n . (1) has two components, one of which is a singleton or an edge; or (2) has three components, two of which are singletons.
Proof. Recall that
′ s belong to a same component of Q and
n − F either has two components, one of which is a singleton; or satisfies condition (2).
Case 4. There are exactly three elements in [k], denoted by i, j and t such that f m ≥ 2 for m ∈ {i, j, t}. It implies that
Subcase 4.1. i, j and t are consecutive number. Without loss of generality, 
By the above cases, the proof is completed. (1) Q k n − F has two components, one of which is a singleton or an edge; (2) Q k n − F has three components, two of which are singletons.
. We will prove the lemma by using induction on n.
By Lemma 3.4, the result holds for n = 2. In what follows, assume that n ≥ 3 and the result holds for
. By Lemma 2.3 and 
with more than two vertices is contained in C and at most two singletons or an edge can be disconnected with C. Thus Q k n − F satisfies condition (1) or (2).
Case 3. There exist exactly two distinct element i, j
and by the similar argument as Subcase 2.1,
Finally, we consider the case that ) is contained in C 1 and C 2 . Thus Q k n − F either has two components, one of which is a singleton; or satisfies condition (2) .
Finally
Case 4. There are exactly three elements in [k], denoted by i, j and t such that f m ≥ 2(n − 1) for m ∈ {i, j, t}.
Since 
Recall that
Let C be the largest component of Q k n − F . Let M be the set of components which are vertex disjoint with C of Q k n − F and W be the union of vertices of all components in M. Before giving the main result, it is not difficult to see that the following Claim hold.
Claim Let H be a component of either has two components, one of which is a singleton or an edge, say X 0 ; or has three components, two of which are singletons, say X 0 = {u 0 , v 0 }. Clearly, W ⊆ V (X 0 ), thus |W | ≤ 2 which is a contradiction. So |W | ≤ 3, as desired.
Case 3. |I| = 2. Without loss of generality, suppose 0 ∈ I, the followings subcases need to be considered according to the position of Q[i] for i ∈ I − {0}. (1) Q k n − F has two components, one of which is a singleton or an edge or a 2-path. either has two components, one of which is a singleton or an edge which is denoted by X i ; or has three components, two of which are singletons which are denoted by 
B m is contained in C by the similar discussion.
By the similar argument as Subcase 1.3.1, the result holds in this case.
Subcase 1.4.1. The three elements of I are consecutive number. Without loss of generality, assume that I = {0, 1, 2}.
Similarly as Subcase 1.1, DQ[J] is connected and is contained in C. [2] ) is contained in C. If i 0 = 0 or 2, then f 1 = 2n − 2 ≤ 4(n − 1) − 3 for n ≥ 4, by Lemma 3.3, DQ [1] has two components, one of which is a singleton
. Since F is a vertex cut, Q k n − F has two components, one of which is a singleton. If i 0 = 1, then f 1 = 4n − 5 ≤ 6(n − 1) − 6 for n ≥ 4, by Lemma 3.5, similarly, we have Q k n − F has two components, one of which is a singleton or an edge; or satisfies condition (2) . Now consider 
is contained in C 1 and C 2 by the similar argument, so C 1 = C 2 = C. Thus Q k n − F is connected which is a contradiction. Now consider f i 0 < 4n − 5. First consider f i 0 = 4n − 6, if f i 1 = 2n − 1, f i 2 = 2n − 2, the result holds by the similar reason as the case of
is contained in C 1 and C 2 , so C 1 = C 2 . The possible two singletons can not both remain singletons in Q k n − F since f J ≤ 1. Thus Q k n − F has two components, one of which is a singleton.
Finally, we consider the case that for all i ∈ I, f i ≤ 4n − 7 = 4(n − 1) − 3. By Lemma 3.3, for i ∈ I, DQ[i] has two components, one of which is a singleton, say x i . By Lemma 2.4(3), [1] ) is connected to
connected which is a contraction. Now we consider 2n − 2 ≤ f 1 ≤ 2n + 1, since 2n + 1 ≤ 4(n − 1) − 3 for n ≥ 4, by Lemma 3.3, DQ [1] has two components, one of which is a singleton, say
has two components, one of which is a singleton.
If [1] ) is contained in C. It implies Q k n −F is connected which is a contradiction. By the similar discussion, Q k n − F for each case of f 0 = 6n − t and f 1 = 2n − 9 + t, where t ∈ {8, 9, 10} is connected which is a contradiction. If f 0 = 6n − 8, f 1 = 2n − 2, then f J ≤ 1. By Lemma 2.2, any non-singleton component of DQ[0] (DQ [1] ) is contained in C. Since f J ≤ 1 and Q k n − F is disconnected, then Q k n − F has two components, one of which is a singleton. By the similar discussion, Q k n − F has two components, one of which is a singleton for each of the cases of f 0 = 6n − t, f 1 = 2n − 10 + t, where t ∈ {9, 10, 11} because of f J ≤ 1. If f 0 = 6n − 9, f 1 = 2n − 2, then f J ≤ 2. By Lemma 2.2, any component of DQ[0] with more than two vertices is contained in C. Since f J ≤ 2 and Q k n − F is disconnected, then Q k n − F either has two components, one of which is a singleton or an edge; or or satisfies condition (2) . By the similar discussion, the result holds for the cases of f 0 = 6n − t and f 1 = 2n − 11 + t, where t ∈ {10, 11}. If f 0 = 6n − 10, 
Conclusion
In this paper, we consider a new measurement parameter for the tolerance of networks, that is the 3-extra connectivity of a graph G. For the k-ary ncubes Q k n , we proved that κ 3 (Q k n ) = 8n − 8 for n ≥ 3 and k ≥ 4. The result shows that at least 8n − 8 vertices must be removed to disconnect the k-ary n-cubes, provided that the removal of these vertices does not isolate either a singleton, an edge or a 2-path. The result also shows that κ 3 (Q k n ) is approximately four times of κ(Q k n ).
