One influential view of language acquisition is that children master structural generalizations by making and learning from structure-informed predictions. Previous work has shown that from 3 years of age children can use semantic associations to generate predictions. However, it is unknown whether they can generate predictions by combining these associations with knowledge of linguistic structure. We recorded the eye movements of pre-schoolers while they listened to sentences such as Pingu will ride the horse. Upon hearing ride, children predictively looked at a horse (a strongly associated and plausible patient of ride), and mostly ignored a cowboy (equally strongly associated, but an implausible patient). In a separate experiment, children did not rapidly look at the horse when they heard You can show Pingu . . . ''riding", showing that they do not quickly activate strongly associated patients when there are no structural constraints. Our findings demonstrate that young children's predictions are sensitive to structure, providing support for predictive-learning models of language acquisition.
Introduction
A growing consensus in cognitive science is that our expertise in a variety of domains, from low-level action and perception to highlevel cognition, is underlain by prediction (Clark, 2013) . For example, the ability to generate expectations about others' actions, thoughts and words may underlie smooth turn-taking in social interaction (Magyari, Bastiaansen, de Ruiter, & Levinson, 2014) , and could contribute to expert (i.e., adult) language processing (Pickering & Garrod, 2013) . But is prediction just a tool deployed by expert systems, or rather the driving force behind the development of such systems? A number of computational models have proposed that prediction is critically important for acquiring language in the first place. For example, the connectionist models described in Elman (1990) and Chang, Dell, and Bock (2006) not only use prediction to process sentences, but also to master structural (i.e., syntactic and semantic) generalizations. Prediction, then, might serve as the unifying principle for processing and learning (Chang, Kidd, & Rowland, 2013; Dell & Chang, 2014) .
If prediction drives language acquisition, then children must be able to generate the right kinds of predictions from early on. But while there is strong evidence that adults generate sophisticated predictions, the evidence that children make (and learn from) equally sophisticated predictions is much weaker (Rabagliati, Gambi, & Pickering, 2015) . As one example, in order to learn structural generalizations, children need to be able to make predictions using their knowledge of linguistic structure, rather than solely relying on more basic knowledge such as semantic associations. Semantic associations comprise both world knowledge (e.g., that the event of ''arresting" typically involves both policemen and robbers) and word co-occurrences (e.g., that policeman and robber are often mentioned close to the word arrest), and they play an important role in the language processing of both adults (e.g., Ferretti, McRae, & Hatherell, 2001 ) and children (Arias-Trejo & Plunkett, 2009 , 2013 Mani, Johnson, McQueen, & Huettig, 2013) . This includes an important role in prediction, as highly-associated words are often highly predictable. However, associations alone (even sophisticated ones) can be fallible guides to prediction. For example, the verb arrest has semantic associations to both policeman (a likely agent) and robber (a likely patient), but only the latter is structurally predictable in an active sentence, such as Toby arrests the. . . (Kukona, Fang, Aicher, Chen, & Magnuson, 2011) . That is to say, semantic associations are poor guides to prediction unless they can be combined with knowledge of linguistic structure.
To illustrate why structure-based predictions are so important for learning structural generalizations, consider the example of a child who has already learned the active transitive construction, and is now acquiring the passive. This child could, in principle, http://dx.doi.org/10.1016/j.cognition.2016.10.003 0010-0277/Ó 2016 Elsevier B.V. All rights reserved.
