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A FEYNMAN-KAC FORMULA FOR STOCHASTIC DIRICHLET
PROBLEMS
MA´TE´ GERENCSE´R AND ISTVA´N GYO¨NGY
Abstract. A representation formula for solutions of stochastic partial differen-
tial equations with Dirichlet boundary conditions is proved. The scope of our
setting is wide enough to cover the general situation when the backward char-
acteristics that appear in the usual formulation are not even defined in the Itoˆ
sense.
1. Introduction
The goal of the article is to present a Feynman-Kac formula for the solutions of
stochastic partial differential equations (SPDEs). For deterministic PDEs such a
probabilistic interpretation of the solution proved to be a remarkably useful tool to
prove results that are either not available or are rather more difficult to obtain by
purely analytic methods. It is hence not an unreasonable hope that a representation
formula can also help in the stochastic case to obtain further information about
the solutions. To indicate why obtaining Feynman-Kac formulae for SPDEs is not
straightforward, let us recall a simple deterministic case. Take the 1-dimensional
stochastic differential equations, parametrized by t and x,
dXt,xs = σs(X
t,x
s ) dˆBs for s ∈ [0, t], X
t,x
t = x, (1)
where B is a standard Wiener process and dˆBs is its backward Itoˆ differential. The
solution X - or rather its continuous modification in s, t, x - is often referred to as the
backward characteristic. Under some mild conditions on σ and ψ, ut(x) := Eψ(X
t,x
0 )
satisfies the Cauchy problem
∂tut(x) =
1
2σ
2
t (x)∆ut(x), u0(x) = ψ(x).
Now if we start from an initial value problem for SPDEs, in general - and in particu-
lar for the important example of the Zakai equation - the coefficients will be random
and adapted to a forward filtration. Since in (1) the noise evolves in reversed time,
it becomes an equation in which the direction of the randomness in the coefficients
and that of the noise do not match: the interpretation of a solution of such an
equation and the subsequent analysis needed to prove the validity the formula is
problematic.
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When the equation is given on the whole space, this difficulty can be overcome by
an elegant argument through fully degenerate SPDEs, see [Kry92], and one obtains
a representation in which the role of the backward flows are taken over by spatial
inverses of forward flows. While this gives some idea how a representation should
look like when the equation is considered with some boundary conditions, the argu-
ment itself breaks down: the Dirichlet problem for degenerate equations is ill-posed.
Here we take a more pragmatic approach and ‘build up’ the representation formula
from situations where the coefficients are deterministic and one can make sense of
the backward characteristics. We note that the case of deterministic coefficients in
a simplified setting were considered previously in [FS90], and indeed the first step
in our proof is quite similar to that in [FS90], whose method in turn is based on
[KR86].
As an application of the formula, we get an estimate the ‘localization’ error one
makes when imposing artificial boundary conditions to problems that are originally
given on the whole space. The reason why this is of interest is that often the
particular model that one wants to study, and gets the equation from, has no natural
boundary conditions but is expected to vanish at infinity. One then may think then
that setting the value to be zero on the boundary of a large enough domain is a
good approximation of the original problem, and this is what we confirm and make
precise below.
The article is structured as follows. We continue with introducing some notations,
after which in Section 2 the necessary objects for the Feynman-Kac formula are
introduced and in Theorem 2.2 the representation formula is stated. In Section 3,
we collect some auxiliary results, and in Section 4 we give the proof of Theorem 2.2.
Section 5 contains the above mentioned application for the localization error.
Notations. Given a d-dimensional stochastic differential equation (SDE),
dXit = α
i
t(Xt) dt+
∑
k
βikt (Xt) dw
k
t , i = 1, 2, ..., d (2)
driven by a (possibly infinite) sequence of Wiener processes, the corresponding sto-
chastic flow on an interval [0, T ] is a continuous random field (Xs,t(x))0≤s≤t≤T,x∈Rd
such that for all s and x, the process (Xs,t(x))s≤t≤T is a solution of the equation (2)
with initial condition Xs,s(x) = x, and that furthermore for all 0 ≤ s ≤ t ≤ v ≤ T
and x ∈ Rd,
Xt,v(Xs,t(x)) = Xs,v(x).
When emphasizing the direction of the equation, one may also refer to it as the
forward flow, distinguishing it from backward flows, which are the analogous objects
for equations involving backward Itoˆ differentials. The existence of stochastic flows
is known in quite large generality, see [Kun97], [Kun84]. Moreover, also under quite
general assumptions, the mappings Xs,t are diffeomorphisms from R
d onto itself,
and hence one can also talk about the inverse flow (X−1s,t (x))0≤s≤t≤T,x∈Rd .
The derivative of a function f on Rd with respect to xi is denoted by Di. We
denote by C0 the space of continuous functions, and by Cα the space of Ho¨lder
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continuous functions with exponent α ∈ (0, 1). For α ∈ [1,∞), the space Cα consists
of functions v such that Dlv ∈ C
α−⌊α⌋ for all multiindex l with length at most ⌊α⌋.
For p ≥ 2, Lp denotes the usual Lebesque space of generalized functions integrable to
the p-th power, and Wmp the Sobolev space of generalized functions from Lp whose
distributional partial derivatives up to order m are also generalized functions from
Lp. When talking about an infinite sequence of functions g = (g
k)k∈N belonging
to a function space Cα or Wmp , we always understand g ∈ C
α(l2) or g ∈ W
m
p (l2),
respectively. For a probability space with a product measure P⊗Pˆ , the notation EPˆ
will be used for integrating out with respect to the measure Pˆ . The symbol E denotes
integrating out all the random elements, in particular, in the previous situation of
a product probability measure, EEPˆX = EX for integrable random variables X.
Unless it is indicated otherwise, the summation convention with respect to repeated
indices is used throughout the paper.
2. Formulation and main result
Let D ⊂ Rd be a bounded C2-domain, (Ω,F , P ) be a complete probability space,
(Ft)t≥0 be a filtration, and (w
k
t )t≥0,k=1,2,... be a sequence of independent (Ft)-Wiener
martingales. The filtration is assumed to satisfy the “the usual conditions”, i.e., F0
contains every event of probability zero, and Ft = ∩t<sFs. The predictable σ-algebra
on [0,∞) × Ω is denoted by P.
We consider the following initial-boundary value problem

du = [Lu+ f ] dt+ [Mku+ gk] dwkt on [0, T ]×D,
u = 0, on (0, T ]× ∂D,
u0 = ψ,
(3)
where the differential operators L and M are given by
Lϕ = 12(σσ
∗ + ρρ∗)ijDiDjϕ+ b
iDiϕ+ cϕ,
Mkϕ = σikDiϕ+ µ
kϕ,
with coefficients ρ, b, c, σ, µ, and initial and free data ψ, f, g, defined for (t, ω, x) from
[0,∞) × Ω × Rd, such that they vanish for x /∈ D1 := {x : d(x,D) ≤ 1}. They are
subject to the following assumptions, for some α > 0.
Assumption 2.1. There exists a λ > 0 such that for all t, ω, and x ∈ D1/2,
(ρρ∗)t(x) ≥ λI
in the sense of positive semidefinite matrices, where I is the identity matrix, and ρ∗
is the transpose of ρ.
Assumption 2.2. The coefficients ρ, σ, b, c, µ are predictable functions with values
in C2+α(Rd×d), C2+α((l2)
d), C1+α(Rd), Cα(R), and C1+α(l2), respectively, bounded
uniformly in t and ω by a constant K.
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Assumption 2.3. The initial value, ψ is an F0-measurable random variable with
values in Cα. The free data, f and g, are predictable processes with values in Cα
and C1+α(l2), respectively, such that
E
(
|ψ|2Cα +
∫ T
0
|ft|
2
Cα + |gt|
2
C1+α dt
)
≤ K.
The above assumptions are more than sufficient to get from the general solution
theory of SPDEs on domains in [Kim04] that the problem (3) admits a unique
solution u in the following sense: u belongs to L2(Ω, C([0, T ], L2(D))) ∩ L2([0, T ]×
Ω,P,H10 (D)), the equality
(ut, ϕ) = (ψ,ϕ)+
∫ t
0
(aijDjus,−Diϕ) + ((b
i +Dja
ij)Diu+ cus + f, ϕ) ds
+
∫ t
0
(σikDius + µ
kus, ϕ) dw
k
s
holds for all ϕ smooth and compactly supported function on D almost surely for all
t ∈ [0, T ], and (ut(x))t∈[0,T ],x∈D is a continuous random field. Here (·, ·) denotes the
L2(R
d) inner product.
To introduce the representation of the solution u, let (wˆrt )t∈[0,T ];r=1,...,d be the
d-dimensional Wiener process on the standard Wiener space (Ωˆ, Fˆ , Pˆ ), where Ωˆ =
C([0, T ],Rd), Fˆ = B(Ωˆ), and Pˆ is the Wiener measure. The associated forward
characteristics to the problem (3) are given by the SDE,
dYt = βt(Yt) dt− σ
k
t (Yt) dw
k
t − ρ
r
t (Yt) dwˆ
r
t , (4)
on the completion of the probability space (Ω × Ωˆ,F ⊗ Fˆ , P ⊗ Pˆ ) where for t ∈
[0, T ], y ∈ Rd,
βt(y) = −bt(y) + σ
ik
t (y)Diσ
k
t (y) + ρ
ri
t (y)Diρ
r
t (y) + σ
k
t (y)µ
k
t (y),
and σk, ρr stand for the column vectors (σ1k, . . . , σdk), (ρ1r, . . . , ρdr), respectively.
We shall also use the notation P¯ = P⊗Pˆ . Taking the stochastic flow (Ys,t(y))0≤s≤t≤T,y∈Rd
defined by (4), one can define the random times, for t ∈ [0, T ], x ∈ Rd
γt,x = sup{s ∈ [0, t] : (s, Y
−1
s,t (x)) /∈ (0, T ]×D}, (5)
that is, the exit time of the inverse characteristic starting from t, x. Note however,
that γ is not a stopping time in general with respect to either of the forward or
backward filtrations.
Finally, introduce the processes η and U by
dηt(y) =c¯t(Y0,t(y))ηt(y) dt+ µ
k
t (Y0,t(y))ηt(y) dw
k
t , η0(y) = 1, (6)
dUt(y) ={c¯t(Y0,t(y))Ut(y) + f¯t(Y0,t(y))} dt
+ {µkt (Y0,t(y))Ut(y) + g
k
t (Y0,t(y))} dw
k
t , U0(y) = 0 (7)
where
c¯t(x) := ct(x)− σ
ki
t (x)Diµ
k
t (x), f¯t(x) = ft(x)− σ
ki
t (x)Dig
k
t .
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It is straightforward to check by Kolmogorov’s criterion that (ηt(y))t∈[0,T ],y∈Rd and
(Ut(y))t∈[0,T ],y∈Rd have continuous versions, for which we use the same notation.
The ‘right-hand-side’ of the Feynman-Kac formula will then read as
vt(x) := E
Pˆ
(
(ψηt)(Y
−1
0,t (x))1γt,x=0 + (Ut − Uγt,x
ηt
ηγt,x
)(Y −10,t (x))
)
. (8)
Remark 2.1. Note that integrating out the ωˆ variable gives (a version of) the con-
ditional expectation given F . Using then the explicit expressions for η and U , the
formula can be written in the more familiar form
E
[
ψ(y)eϕt(y)1τ=0 +
(∫ t
τ
f¯s(Y0,s(y))e
−ϕs(y) ds
+
∫ t
τ
gks (Y0,s(y))e
−ϕs(y) dwks
)
eϕt(y)
∣∣∣τ=γt,x
y=Y −10,t (x)
∣∣∣F
]
where ϕt(y) =
∫ t
0 (c¯s − (1/2)|µs|
2)(Y0,s(y)) ds +
∫ t
0 µ
k
s(Y0,s(y)) dw
k
s .
Fubini’s theorem tells us that (8) is meaningful for dt ⊗ dx ⊗ dP -almost every
t, x, ω, in particular, there is an event of full probability on which vt(x) is well
defined for almost all t, x. To talk about v as a random field however, we need a
slightly better property, given by the following proposition.
Proposition 2.1. Under Assumptions 2.2-2.3 , there exists an event of full probabil-
ity on which the right-hand-side of (8) exists for all t, x, and it is jointly measurable
in ω, t, x.
The proof of this is given in Section 3. We are now in a position to state the main
result.
Theorem 2.2. Under Assumptions 2.1-2.3, ut(x) = vt(x) for all t, dx⊗ dP -almost
everywhere.
3. Preliminaries
Proof of Proposition 2.1. Consider the random fields
U
(n,m)
t (x) = (ψηt)(Y
−1
0,t (x))1
(m)(γ
(n)
t,x ) + (Ut − Uγ(n)t,x
ηt
η
γ
(n)
t,x
)(Y −10,t (x)),
U
(m)
t (x) = (ψηt)(Y
−1
0,t (x))1
(m)(γt,x) + (Ut − Uγt,x
ηt
ηγt,x
)(Y −10,t (x)),
Ut(x) = (ψηt)(Y
−1
0,t (x))1γt,x=0 + (Ut − Uγt,x
ηt
ηγt,x
)(Y −10,t (x)),
for n,m ∈ N, where
1(m)(x) := 1x<0 + (1−mx)1x∈[0,1/m],
γ
(n)
t,x := n
∫ 1/n
0
γt,x(δ) dδ,
with the notation Dδ = {x ∈ D : d(x, ∂D) > δ} and
γt,x(δ) = sup{s ∈ [0, t] : (s, Y
−1
s,t (x)) /∈ (0, T ] ×Dδ}.
6 M. GERENCSE´R AND I. GYO¨NGY
Note that γ(n) is continuous on [0, T ]×D2/n: there exists a δ0 = δ0(ω, n) such that if
|(t, x)− (t′, x′)| ≤ δ0, t
′ > t, and x, x′ ∈ D2/n then infs∈[t,t′] d(Y
−1
s,t′ (x
′),D1/n) < 1/2n
and sups∈[0,t] |Y
−1
s,t (x)− Y
−1
s,t′ (x)| ≤ ε. Therefore, we can write, for ε ≤ δ ≤ 1/n,
γt′,x′(δ− ε) ≤ γt,x(δ) ≤ γt′,x′(δ+ ε) and hence γ
(n)
t′,x′− εnT ≤ γ
(n)
t,x ≤ γ
(n)
t′,x′+ εnT.
By Fubini’s theorem there is an event Ω˜ of full probability on which for almost
all t, x, U
(n,m)
t (x) is measurable as a function of ωˆ. Since U
(n,m) is continuous, this
actually holds for all t, x. Since γt,x(δ) is right-continuous in δ, the functions γ
(n)
t,x
converge to γt,x, and so U
(n,m)
t (x) converge to U
(m)
t (x) for all t, x. In particular, for
ω ∈ Ω˜, U
(m)
t (x)(ω, ωˆ) is a measurable function of ωˆ for all t, x. Taking then the
m → ∞ limit, this holds for U as well. Therefore Ut(x) is a measurable function
that is dominated by
sup
(t,y)∈[0,T ]×D1
|ψηt|(y) + 2 sup
(s,t,y)∈[0,T ]2×D1
|Ut
ηs
ηt
|(y),
which is integrable in ωˆ for almost all ω, and therefore so is Ut(x). 
The following limit theorem is known, see e.g [Kun84], [LM15].
Lemma 3.1. Let ρn, σn, µn, and bn be coefficients satisfying Assumption 2.2 for
n = 0, 1, . . . such that
|ρn − ρ0|C2+α(D1) + |σ
n − σ0|C2+α(D1) + |µ
n − µ0|C1+α(D1) + |b
n − b0|C1+α(D1)
converges to 0 in measure with respect to dt⊗ dP as n→∞. Then
lim
n→∞
E sup
t∈[0,T ]
|Y n0,t − Y
0
0,t|
2
C1+α(D1) = 0,
lim
n→∞
E sup
t∈[0,T ]
|Y n,−10,t − Y
0,−1
0,t |
2
C1+α(D1) = 0.
Define the set of trajectories that ‘touch’ the boundary at some point as
TD = ∪t>0TD(t),
where
TD(t) = {f ∈ C([0, t],R
d) : ∃s ∈ [0, t], ε > 0 such that
fs ∈ ∂D; ∀r ∈ [(s− ε) ∨ 0, (s + ε) ∧ t] fr ∈ D¯}.
Lemma 3.2. One has, dx⊗ dP ⊗ dPˆ -almost surely
(Y0,s(x))s∈[0,T ] /∈ TD.
Proof. First notice that it suffices to prove the statement when one modifies the
definition of TD to, say, T
′
D, by changing s ∈ [0, t] to s ∈ [0, t) in the definition
of TD(t). Indeed, the trajectory (Y0,s(x))s∈[0,T ] may only belong to TD \ T
′
D if
Y0,T (x) ∈ ∂D, in other words, for
(x, ω, ωˆ) ∈ {(x, ω, ωˆ) : x ∈ Y −10,T (∂D)(ω, ωˆ)},
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and the latter set is of measure 0. The function
d(x) = d(x, ∂D) if x ∈ D¯, d(x) = −d(x, ∂D) if x /∈ D
is C2 in a neighbourhood of ∂D, see e.g. [GT83]. It is also easy to see that |∇dD| is
separated away from zero in a neighbourhood of ∂D. One can then find a globally
C2 function dˆ which agrees with d on a neighbourhood of ∂D and is separated away
from zero outside that neighbourhood. Defining Zs := dˆ(Y0,s(x)), we have
(Y0,s(x))s∈[0,T ] /∈ T
′
D ⇔ (Zs)s∈[0,T ] /∈ T
′
R+ .
The process Z has Itoˆ differential
dZt = bt dt+ σt dw¯t
with the Wiener process w¯ = (w, wˆ) and with some bounded predictable functions
b and σ. Moreover, d〈Z〉t ≥ λ1|Zt|≤δ dt for some positive constants λ and δ. Define
the stopping times τ0 = 0 and for i ≥ 0
τ2i+1 = inf{s ≥ τ2i : |Zs| ≥ δ} ∧ T,
τ2i+2 = inf{s ≥ τ2i+2 : |Zs| ≤ δ/2} ∧ T.
Note that the hitting times of 0 of Z can only occur on the intervals [τ2i, τ2i+1].
Let us define b¯it = b¯(t+τ2i)∧τ2i+1 , σ¯
i
t = σ¯(t+τ2i)∧τ2i+1 , and w¯
i
t = w¯t+τ2i . Then for each
i ≥ 0,
Zit :=
∫ t
0
b¯is ds+
∫ t
0
σ¯is dw¯s
is a semimartingale with respect to the filtration (Fτ2i+s)s≥0, satisfying d〈Z
i〉t ≥
λdt. Moreover, if (Zs)s∈[0,T ] ∈ T
′
R+
, then (Zis)s≥0 ∈ TR++a for some i ≥ 0 and for one
of a = δ/2, −δ/2, or −Z0. Fixing i and a like so, to show that (Z
i
s)s≥0 ∈ T
′
R++a has
probability zero, we may change to an equivalent measure and hence by a Girsanov
transform we may assume that b = 0. Moreover, the probability also doesn’t change
if we perform a time change whose derivative is separated from 0 and ∞, and so it
actually suffices to see that P¯ ((Bs)s≥0 ∈ TR++a) = 0 for a standard 1-dimensional
Brownian motion. This is however known, and follows from
P¯ ((Bs)s≥0 ∈ TR++a) ≤
∑
r,q∈Q+
P ( min
s∈[r,q]
Bs = a),
and recalling that since the random variable mins∈[r,q]Bs is absolutely continuous
(in fact, with explicitly known density), and hence each term in the above sum is
0. 
Proposition 3.3. For all t ∈ [0, T ], dx⊗ P ⊗ Pˆ -almost everywhere,
(Y −1s,t (x))s∈[0,t] /∈ TD. (9)
Proof. By the previous lemma we can write
0 =
∫
D1
P¯ ((Y0,s(y))s∈[0,t] ∈ TD) dy
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= E
∫
D1
1(Y0,s(y))s∈[0,t]∈TD dy
= E
∫
D1
1(Y0,s(Y −10,t (x)))s∈[0,t]∈TD
|det∇Y −10,t (x)| dx.
After interchanging the integral and expectation we conclude that for almost all x,
E[1(Y0,s(Y −10,t (x)))s∈[0,t]∈TD
|det∇Y −10,t (x)|] = 0,
and since, infx∈D1 |det∇Y
−1
0,t (x)| is almost surely nonzero, the indicator is almost
surely 0, which proves the claim. 
Proposition 3.4. Let {fi}i∈I be a uniformly integrable family of real-valued func-
tions on a product of two measure spaces (A,µ) and (B, ν). Then {fi(a, ·)}i∈I is
uniformly integrable for almost all a ∈ A.
Proof. This is an easy consequence of de la Valle´e Poussin’s theorem: we have a
function G such that limt→∞G(t)/t =∞ and
sup
i∈I
∫
G(fi(a, b)) dµ(a) dν(b) <∞.
Then by Fubini’s theorem, for almost all a ∈ A,
sup
i∈I
∫
G(fi(a, b)) dν(b) <∞,
which, by the converse direction of de la Valle´e Poussin’s theorem, proves the claim.

4. Proof of Theorem 2.2
Step 1. First consider the case when, further to the assumptions of the theorem,
all coefficients and data are deterministic and do not depend on time. This was
considered in [FS90] with further assuming f = g = 0 and ψ|∂D = 0. The proof
consists of two main steps: (a) establish a representation formula in terms of the
appropriate backward flow (b) rewrite the formula in terms of the inverse flow, using
the relationship between backward and inverse flows from [Kun84]. Part (a) follows
very similarly to [KR86] and [FS90], and is based on the Feynman-Kac formula for
the deterministic PDEs

du¯ = [Lu¯+ f + qk(Mku¯+ gk)] dt on [0, T ]×D,
u¯ = 0, on (0, T ]× ∂D,
u¯0 = ψ,
for arbitrary q ∈ C∞([0, T ], l2). We therefore not give the details, but we note that
for this representation it is not required that ψ has 0 limit at the boundary, and
hence neither is this assumption needed for Theorem 2.2. One obtains the formula
through the backward characteristics
dXt = (bt(Xt)− σ
k
t µ
k
t (Xt)) dt+ σ
k
t (Xt) dˆw
k
t + ρ
r
t (Xt) dˆwˆ
r
t , (10)
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where dˆ denotes the backward Itoˆ differential, defined as in [Kun84]. Considering
the corresponding backward flow (Xt,s(x))0≤s≤t≤T,x∈Rd , the formula then reads as
ut(x) = E
Pˆ
[
ψ(Xt,0(x))e
ξ0(x)1τt,x=0 +
∫ τt,x
t
fs(Xt,s(y))e
ξs(x) ds
+
∫ τt,x
t
gks (Xt,s(x))e
ξs(x) dˆwks
]
,
for all t, dx⊗ dP -a.e., where
τt,x = sup{s ∈ [0, t] : (s,X
−1
t,s (x)) /∈ (0, T ] ×D}
and ξs(x) =
∫ s
t (cs − (1/2)|µs|
2)(Xt,s(x)) ds +
∫ s
t µ
k(Xt,s(x)) dˆw
k
s .
For part (b) we give the full details here, partially because the transformation of
the terms coming from the forcing is not trivial, and partially in order to correct
a slight miscalculation in [FS90] which in fact effects the formula therein itself (c.f.
the definition (6) of η and (2.7) in [FS90] of the corresponding term µ). To this end,
it is useful to introduce
dηBt = ct(Xt)η
B
t dt+ µ
k(Xt)η
B
t dˆw
k
t
dUBt = ft(Xt)η
B
t dt+ g
k
t (Xt)η
B
t dˆw
k
t
and view (Z1, . . . , Zd+2) := (X1,X2, . . . ,Xd, ηB , UB) as a stochastic flow on Rd+2.
We can write, with the notation x¯ = (x, 1, 0),
ut(x) = E
Pˆ [ψ((Z1t,0, . . . , Z
d
t,0)(x¯))Z
d+1
t,0 (x¯)1τt,x=0 + Z
d+2
t,τt,x(x¯)]. (11)
We now invoke Theorem II.6.1. from [Kun84]. It states that Z can be obtained as
the inverse of the forward flow V = (V 1, . . . , V d+2), the coefficient of whose equation
can be obtained from those of Z. Substituting in the formula, we get that
V j(x1, . . . , xd+2) = Y j(x1, . . . , xd)
for j = 1, . . . , d (in particular, τt,x = γt,x), and the equations for the last two
coordinates read as
dV d+1t = (−ct + |µt|
2 + σikt Diµ
k
t )(V
d−
t )V
d+1
t dt− µ
k
t (V
d−
t )V
d+1
t dw
k
t ,
dV d+2t = (−ft + σ
ikDig
k + gkµk)(V d−t )V
d+1
t dt− g
k
t (V
d−
t )V
d+1 dwkt
where V d− denotes the first d coordinates of V . Let us also introduce the processes
dη˜t(x) = (−ct + |µt|
2 + σikt Diµ
k
t )(Y0,t(x))η˜t(x) dt− µ
k
t (Y0,t(x))η˜t(x) dw
k
t ,
η˜0(x) = 1 (12)
dU˜t(x) = (−ft + σ
ikDig
k + gkµk)(Y0,t(x))η˜t(x) dt− g
k
t (Y0,t(x))η˜t(x) dw
k
t ,
U˜0(x) = 0. (13)
These processes look very similar to V d+1, V d+2, and indeed he relations between
the two notions can be expressed as
V d+1s,t (y
1, . . . , yd+2) = yd+1 η˜tη˜s (Y
−1
0,s (y
1, . . . , yd)),
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V d+2s,t (y
1, . . . , yd+2) = yd+2 + y
d+1
η˜s(Y
−1
0,s (y
1,...,yd)
(U˜t − U˜s)(Y
−1
0,s (y
1, . . . , yd)).
Also note that simple applications of Itoˆ’s formula yield that η˜t(x) = 1/ηt(x) and
U˜t(x) = −Ut(x)η˜t(x) = −Ut(x)/ηt(x). Hence we can also write
V d+1s,t (y
1, . . . , yd+2) = yd+1 ηsηt (Y
−1
0,s (y
1, . . . , yd)),
V d+2s,t (y
1, . . . , yd+2) = yd+2 − yd+1(ηsηtUt − Us)(Y
−1
0,s (y
1, . . . , yd)).
Now when we write down the inverse of V at the point x¯, we can express the last
two coordinates of the inverse in terms of η and U :
((V −1s,t )
1, . . . (V −1s,t )
d)(x¯) = ((Y −1s,t )
1, . . . (Y −1s,t )
d)(x1, . . . , xd)
(V −1s,t )
d+1(x¯) = ηtηs (Y
−1
0,t (x
1, . . . , xd))
(V −1s,t )
d+2(x¯) = (V −1s,t )
d+1(x¯)(ηsηtUt − Us)(Y
−1
0,t (x
1, . . . , xd))
= (Ut −
ηt
ηs
Us)(Y
−1
0,t (x
1, . . . , xd)).
Hence substituting V −1 in place of Z in (11), we recognize the right-hand-side as
vt(x), and thus get the claim, for deterministic data and coefficients.
Step 2. One can then easily extend the formula to the case when all the coefficients
and data are of the form
a =
n∑
i=1
ai1Ai
for some n ≥ 1, deterministic smooth functions ai of the spatial variable x, and
F0-measurable events Ai. The set of functions of this form will be denoted by
H(F0).
The next case to consider is when ψ ∈ H(F0) and all other data and coefficient
are of the form
a¯ =
n∑
i=1
a¯i1[ti−1,ti)
for some n ≥ 1, functions a¯i ∈ H(Fti−1), and times 0 = t0 < t1 < · · · tn = T . The
set of functions of this form will be denoted by H. We demonstrate the argument
for n = 2, the generalization of which is straightforward. For t ≤ t1 we are in
the previous situation, so we need only consider a fixed t ∈ (t1, T ]. The probability
measure Pˆ on Ωˆ induces probability measures Pˆ (1) and Pˆ (2) on Ωˆ(1) = C([0, t1],R
2d)
and Ωˆ(2) = C([t1, T ],R
2d) by the mappings
(wˆt)t∈[0,T ] 7→ (wˆ
(1)
t := wˆt)t∈[0,t1], (wˆt)t∈[0,T ] 7→ (wˆ
(2)
t := wˆt − wt1)t∈[t1,T ],
under which wˆ(1) and wˆ(2) are Wiener processes. We shall also use the notations
γ
(i)
t,x, η
(i)
t (x), and U
(i)
t (x) for i = 1, 2, that are defined similarly to γt,x, ηt(x), and
Ut(x), but with ‘initial time’ ti−1 instead of 0, ‘terminal time’ ti instead of T .
By applying the formula in the already established cases, on one hand we get
that ut1 = vt1 holds dx ⊗ P -almost everywhere, in other words, for an event Ω˜ of
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full probability and ω ∈ Ω˜, ut1 and vt1 differ on a set R(ω) ⊂ R
d of measure 0. On
the other hand we can write
ut(x) = E
Pˆ (2)
(
(ut1η
(2)
t )(Y
−1
t1,t(x))1γ(2)t,x=t1
+ (U
(2)
t − U
(2)
γ
(2)
t,x
η
(2)
t
η
(2)
γ
(2)
t,x
)(Y −1t1,t(x))
)
dx ⊗ P -almost everywhere. Clearly, (ut1η
(2)
t )(Y
−1
t1,t(x)) and (vt1η
(2)
t )(Y
−1
t1,t(x)) only
differ by a finite random field e(x) which may be nonzero only on
{(ω, ωˆ, x) : ω /∈ Ω˜ or x ∈ Yt1,t(R(ω))}.
Since supx |∇Yt1,t(x)| < ∞ almost surely, this set has measure 0, and therefore
EPˆ
(2)
e(x) = 0, dx⊗ P -almost everywhere. Thus, we have
ut(x) = E
Pˆ (2)
(
(vt1η
(2)
t )(Y
−1
t1,t(x))1γ(2)t,x=t1
+ (U
(2)
t − U
(2)
γ
(2)
t,x
η
(2)
t
η
(2)
γ
(2)
t,x
)(Y −1t1,t(x))
)
(14)
dx⊗ P -almost everywhere.
The concatenation mapping (that is, “gluing” wˆ(1) and wˆ(2) together) from Ωˆ(1)×
Ωˆ(2) to Ωˆ maps the measure Pˆ (1) × Pˆ (2) to Pˆ . Under this mapping
(i) The flow Y on [0, t0] driven by wˆ
(1) and the one on [t0, T ] driven by wˆ
(2) also
glue together to form a flow on [0, T ], driven by wˆ,
(ii) On {γ
(2)
t,x > t1}, one has γt,x = γ
(2)
t,x , while on {γ
(2)
t,x = t1}, one has γt,x =
γ
(1)
t1,y
|y=Y −1t1,t(x)
,
(iii) For t ≥ t1, one has ηt(y) = η
(1)
t1 (y)η
(2)
t (Y0,t1(y)),
(iv) For t ≥ t1, one has Ut(y) = U
(2)
t (Y0,t1(y)) + U
(1)
t1 (y)
ηt(y)
ηt1 (y)
.
From these properties, along with of the flow identity Y −1r,s (Y
−1
s,t (x)) = Y
−1
r,t (x), the
following identities follow easily:
U
(2)
t (Y
−1
t1,t(x)) = Ut(Y
−1
0,t (x))− U
(1)
t1 (Y
−1
0,t (x))
ηt(Y
−1
0,t (x))
ηt1 (Y
−1
0,t (x))
, (15)
Ut(Y
−1
0,t (x)) = U
(2)
t (Y
−1
t1,t
(x)) + U
(1)
t1
(Y −10,t (x))η
(2)
t (Y
−1
t1,t
(x)), (16)
η
(2)
t (Y
−1
t1,t
(x))
η
(2)
γ
(2)
t,x
(Y −1t1,t
(x))
=
ηt(Y
−1
0,t (x))
η
γ
(2)
t,x
(Y −10,t (x))
, (17)
ηt(Y
−1
0,t (x)) = (η
(1)
t1 (Y
−1
0,t1
(·))η
(2)
t (·))(Y
−1
t1,t(x)). (18)
Therefore, substituting in (14) the definition of vt1 , we can write
ut(x) = E
Pˆ
(
1
{γ
(2)
t,x>t1}
[
(U
(2)
t − U
(2)
γ
(2)
t,x
η
(2)
t
η
(2)
γ
(2)
t,x
)(Y −1t1,t(x))
]
+ 1
{γ
(2)
t,x=t1}
[
{(ψη
(1)
t1 )(Y
−1
0,t1
(·)1
γ
(1)
t1,·
=0
)η
(2)
t (·)}(Y
−1
t1 ,t(x))
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+ {(U
(1)
t1 − U
(1)
γ
(1)
t1,·
η
(1)
t1
η
(1)
γ
(1)
t1,·
)(Y −10,t1(·))η
(2)
t (·)}(Y
−1
t1,t(x))
+ (U
(2)
t − U
(2)
t1
η
(2)
t
η
(2)
t1
)(Y −1t1,t(x))
])
= EPˆ
(
1
{γ
(2)
t,x>t1}
[
(Ut − Uγt,x
ηt
ηγt,x
)(Y −10,t (x))
]
+ 1
{γ
(2)
t,x=t1}
[
(ψηt)(Y
−1
0,t (x))1γt,x=0
+ U
(1)
t1 (Y
−1
0,t (x))η
(2)
t (Y
−1
t1,t(x))− (U
(1)
γt,x
ηt
η
(1)
γt,x
)(Y −10,t (x))
+ U
(2)
t (Y
−1
t1,t(x))
])
(19)
dx⊗P -almost everywhere. Indeed, in transforming the first line we used (15) twice
as well as (17), in the second we used (18), in the third we used (18) again, and the
fourth line was not changed, since U
(2)
t1 = 0. Making then use of (16) and of the
fact that on {γ
(2)
t,x = t1} one has
U (1)γt,x = Uγt,x , η
(1)
γt,x = ηγt,x ,
we can write
ut(x) = E
Pˆ
(
1
{γ
(2)
t,x>t1}
[
(Ut − Uγt,x
ηt
ηγt,x
)(Y −10,t (x))
]
+ 1
{γ
(2)
t,x=t1}
[
(ψηt)(Y
−1
0,t (x))1γt,x=0
+ Ut(Y
−1
0,t (x)) − (Uγt,x
ηt
ηγt,x
)(Y −10,t (x))
])
= vt(x)
as claimed. The proof of the formula for data and coefficients from the class H is
hence finished.
Step 3. For the general case, take coefficients and data ρn, σn, µn, bn, cn, ψn,
fn, and gn of class H such that they satisfy Assumptions 2.2-2.3, |c− cn|Cα → 0 in
measure with respect to dt⊗ dP ,
|ψ − ψn|Cα +
∫ T
0
|ft − f
n
t |
2
Cα + |gt − g
n
t |
2
C1+α dt→ 0
in probability, and the remaining coefficients converge as in the condition of Lemma
3.1. The existence of such approximation is well-known and follows from standard
arguments. From the previous parts we can write
unt (x) = E
Pˆ
(
(ψnηnt )(Y
n,−1
0,t (x))1γnt,x=0 + (U
n
t − U
n
γnt,x
ηnt
ηn
γnt,x
)(Y n,−10,t (x))
)
. (20)
dx⊗dP -almost everywhere for every n, where γn, ηn, and Un are defined analogously
to (5), (6), and (7). The left-hand-side of (20) converges to ut(x) almost surely for
each (t, x) ∈ [0, T ] ×D, by the theory of SPDEs of domains, see [Kry94], [Kim04].
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For the convergence of the right-hand-side, first note that by Proposition 3.3, we
may replace it by
EPˆ1(Y −1s,t (x))s∈[0,t] /∈TD
(
(ψnηnt )(Y
n,−1
0,t (x))1γnt,x=0 + (U
n
t − U
n
γnt,x
ηnt
ηn
γnt,x
)(Y n,−10,t (x))
)
.
By Vitali’s convergence theorem it suffices to prove that for all t, dx ⊗ dP -almost
everywhere, the quantity under the sign EPˆ
(i) converges Pˆ -a.s.
(ii) is uniformly integrable in ωˆ.
Moreover, recalling also Proposition 3.4, instead of (ii) it actually suffices to prove
that the family
sup
(t,y)∈[0,T ]×D1
|ψnηnt |(y) + 2 sup
(s,t,y)∈[0,T ]2×D1
|Unt
ηns
ηnt
|(y),
is uniformly integrable in (ω, ωˆ). Since we have uniform (in n) bounds on the
coefficients of the SDEs (6), (7), the uniform integrability follows from standard
moment bounds, see e.g. [Kry80]
Concerning (i), from Lemma 3.1 we have that that the inverse flow trajectories
(Y n,−1s,t (x))s∈[0,t] converge to (Y
−1
s,t (x))s∈[0,t] in the supremum norm. If furthermore
(Y −1s,t (x))s∈[0,t] /∈ TD, then γ
n
t,x also converges to γt,x and 1γnt,x=0 to 1γt,x=0. For the
convergence of the other terms it suffices to see that ηn, 1/ηn, and Un converge
along a subsequence uniformly in space and time, and hence when substituting
in the space-time parameters convergent quantities, in our case Y n,−10,t (x) and γ
n
t,x,
the resulting quantity also converges. The proof for the uniform convergence is
virtually identical for ηn, 1/ηn, and Un, so we only detail the first. Let p > 1/α,
Λn denote a 1/n
p-net of [0, T ] × D and Πn a function [0, T ] × D → Λn such that
|Πn(t, x) − (t, x)| ≤ 1/n
p for all (t, x) ∈ [0, T ] ×D. Since ηnt (x) converges in L1(Ω)
to ηt(x) for all (t, x), we can find a subsequence (k(n))n∈N such that∑
(t,x)∈Λn
E|η
k(n)
t (x)− ηt(x)| ≤ n
−3.
Therefore, by Markov’s inequality
P¯ (Amn ) := P¯ ( max
(t,x)∈Λn
|η
k(n)
t (x)− ηt(x)| ≥ mn
−1) ≤ n−2m−1.
Also, we have E(|ηk(n)|Cα/2 + |η|Cα/2)
2 ≤ N for all n, with some constant N =
N(d, α,K, T,D). Applying Markov’s inequality again, we have, for any δ > 0,
P¯ (Bmn ) := P¯ (|η
k(n)|Cα/2 + |η|Cα/2 ≥ mn
1/2+δ) ≤ Nn−1−2δm−2.
For each m, we can therefore write on Cm := ∩n∈N((A
m
n )
c ∩ (Bmn )
c), for all n ∈ N
and for any (t, x),
|η
k(n)
t (x)− ηt(x)| ≤ |η
k(n)(Πn(t, x)) − η(Πn(t, x))| + (n
−p)α/2(|ηk(n)|Cα/2 + |η|Cα/2)
≤ mn−1 +mn−pα/2+1/2+δ .
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If δ < (pα−1)/2, which we can achieve, then the right-hand side goes to 0, uniformly
in t and x. It remains to notice that P¯ (Cm) ≥ 1 − N ′m−1 with some constant
N ′ = N ′(N, δ) and therefore the uniform convergence holds on the set ∪m∈NC
m of
full probability. In other words, the set of ω-s where the uniform convergence holds
Pˆ -almost surely, has probability 1, which finishes the proof.

Remark 4.1. As it is seen from the proof, one could also write the formula in terms
of η˜ and U˜ , as defined in (12)-(13). In fact, from the inversion of the flows this would
be somewhat more natural, but the formula as written is more consistent with the
existing literature, e.g. [FS90], [Kry92], [LM15].
5. Localization errors for artificial boundary conditions
Let us turn to an application of the formula. In this section we consider equations
on the whole space
du = [Lu+ f ] dt+ [Mku+ gk] dwkt on [0, T ]× R
d, u0 = ψ. (21)
We are interested how close to u is the solution of the truncated problem

duR = [LuR + f ] dt+ [MkuR + gk] dwkt on [0, T ]×BR,
uR = 0, on (0, T ]× ∂BR,
uR0 = ψ.
(22)
The differential operators L and M have the same form as in (3), and while our
assumptions are similar to Assumptions 2.1-2.3, due to some differences and for the
convenience of the reader we state them separately.
Assumption 5.1. There exists a λ > 0 such that for all t, ω, and x,
(ρρ∗)t(x) ≥ λI
in the sense of positive semidefinite matrices, where I is the identity matrix.
Assumption 5.2. The coefficients ρ, σ, b, c, µ are predictable functions with values
in C2(Rd×d), C2((l2)
d), C1(Rd), C1(R), and C2(l2), respectively, bounded uniformly
in t and ω by a constant K.
Assumption 5.3. For some p > d, the initial value, ψ is an F0-measurable random
variable with values in W 1p . The processes f and g are predictable with values in
W 1p and W
2
p , respectively, such that
K1,p(ψ, f, g) := |ψ|W 1p + ‖f‖Lp([0,T ],W 1p ) + ‖g‖Lp([0,T ],W 2p ) <∞
almost surely.
Introduce the shorthand BR = [0, T ] × BR. The result on localization of linear
equations reads as follows.
Theorem 5.1. Let Assumptions 5.1-5.3 hold. Then for any R > 1, q > 1, ε ∈ (0, 1],
and ν ∈ (0, 1), one has
E‖u− uR‖L∞(BR−νRε ) ≤ Ne
−δR2εE1/qKq1,p(ψ, f, g), (23)
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where the constants N , δ > 0 depend on p, q, ε, ν, λ, d, K, T .
Remark 5.1. It should be noted that in the generality considered here, for the
localized equation (22) there are not known approximating schemes with optimal
rate, and hence it is likely preferable to use the localization of [GG16]. Therein, even
though all data have compact support, the localized equation still can be considered
on the whole space, and be approximated as such (see e.g. the full discretization
scheme in [GG16]). One advantage of the method presented here is that coercivity
is preserved, in fact, the equation itself does not change at all. Therefore, if a
specific equation has efficient schemes on domains (which usually do strongly rely
on coercivity), then this type of localization can be favourable.
Remark 5.2. We also note that while the extension of the above error estimate to
nonlinear equation is not an easy task in this generality, Theorem 5.1 still can be a
useful tool in nonlinear situations. For example, take some sufficiently nice functions
f¯ and g¯ mapping from R to R, let u be the solution of (21) with f and g replaced
by the semilinear terms f¯(u) and g¯(u), and similarly change the equation (22) for
uR. If one then defines u˜R as the solution of (22) with f and g replaced by f¯(u)
and g¯(u), respectively, then Theorem 5.1 gives a bound for u− u˜R. It then remains
to estimate u˜R−uR, which is perhaps a challenging task in general, but under some
additional assumptions on the operators L and M - which, as mentioned above, are
necessary anyway to be able to approximate the localized problem - it may not be
insurmountable. This direction is left for future work.
Before turning to the proof, let us recall some estimates from a Sobolev space
theory of degenerate equations in [GGK14]: under Assumptions 5.2-5.3, one has for
all q ∈ (0,∞),
E‖u‖q
L∞([0,T ],W 1p )
≤ NEKq1,p(ψ, f, g), (24)
where N depends only on p, q, λ, d, and K. We also invoke a probability estimate
for the flows from [GG16]. While in fact in [GG16], this is only proved for ε = 1,
this slight generalization is straightforward.
Lemma 5.2. Let Y be as in (4) and define the event
HR :=
[
sup
(t,x)∈BR−νRε
|Y −10,t (x)| > R− (ν/2)R
ε
]
∪
[
sup
(t,x)∈BR−(ν/2)Rε
|Y0,t(x)| > R
]
.
Then
P¯ (HR) ≤ Ne
−δR2ε ,
where N and δ > 0 depend only on λ, d, K, T , ν, and ε.
Proof of Theorem 5.1 We may and will assume that the coefficients are smooth
enough so that Assumption 2.2 is satisfied. Indeed, if the estimate is obtained for
such smoothed coefficients, the passage to the limit is justified by [Kry99] (for u)
and by [Kim04] (for uR). The constant N may change from line to line, but always
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Let Y be as above, η and U as in (6)-(7), and γR as in (5), with D = BR. By
Theorem 2.2 and recalling the representation on the whole space by [Kry92] we have
that
ut(x) = E
Pˆ
(
(ψηt)(Y
−1
0,t (x)) + Ut(Y
−1
0,t (x))
)
,
uRt (x) = E
Pˆ
(
(ψηt)(Y
−1
0,t (x))1γRt,x=0 + (Ut − Uγt,x
ηt
η
γRt,x
)(Y −10,t (x))
)
.
Take a parameter p¯ ≥ 1, with which we will eventually tend to infinity. Denote
the quantities under the EPˆ sign by Ut(x) and U
R
t (x), respectively, the norm in
L∞([0, T ], Lp¯(BR−νRε)) by ‖·‖(R), and note that on the complement of HR, Ut(x) =
URt (x) for all (t, x) ∈ BR−νRε . By Minkowski and Ho¨lder inequalities and Lemma
5.2
E‖u− uR‖(R) = E‖E
Pˆ (U − UR)‖(R)
≤ EEPˆ‖U − UR‖(R)
= E1HR‖U − U
R‖(R)
≤ (P¯ (HR))
1/q′E1/q‖U − UR‖q(R)
≤ Ne−δR
2ε
(E1/q‖U‖q(R) + E
1/q‖UR‖q(R)), (25)
where q ∈ (1,∞) and q′ = q/(q − 1). At this stage we can make use of the fact, see
again [Kry92], that U is in fact a solution of the fully degenerate SPDE
dU = [LU+f ] dt+[MkU+gk] dwkt +ρ
irDiU dwˆ
r
t on [0, T ]×R
d, U(0) = ψ. (26)
By elementary inequalities, Sobolev’s embedding, and (24), we have
E‖U‖q(R) ≤ N(2R)
dq/p¯E‖U‖qL∞(BR)
≤ N(2R)dq/p¯E‖U‖q
L∞([0,T ]×Rd)
≤ N(2R)dq/p¯E‖U‖q
L∞([0,T ],W 1p )
≤ N(2R)dq/p¯EK1,p(ψ, f, g)
q =: Eq. (27)
As for UR, let us write
E‖UR‖q(R) ≤ 3
q−1(E‖V1‖q(R) + E‖V
2‖q(R) + E‖V
3V4V5‖q(R)),
where
V1t (x) = (ψηt)(Y
−1
0,t (x)), V
2
t (x) = Ut(Y
−1
0,t (x)),
V3t (x) = UγRt,x
(Y −10,t (x)), V
4
t (x) = ηt(Y
−1
0,t (x)), V
5
t (x) = η
−1
γRt,x
(Y −10,t (x)).
Applying again the representations on the whole space, we have that V1, V2, and V4
are solutions of equations of type (26), with the data (ψ, f, g) replaced by (ψ, 0, 0),
(0, f, g), and (1, 0, 0), respectively. Hence (24) yields estimates of type (27) for V1
and V2. One can also verify by direct calculation (see e.g. [GG14]) that the field
(t, x) 7→ (V4t (x))/(1 + |x|
2) is also a solution of an equation of type (26), with data
FEYNMAN-KAC FORMULA FOR SPDES 17
(1/(1+ | · |2), 0, 0), which therefore satisfies Assumption 5.3. Applying (24), we then
get
E1/q
′
‖V4‖q
′
L∞(BR)
≤ NR2E1/q
′
‖V4/(1 + | · |2)‖q
′
L∞([0,T ],W 1p (BR))
≤ NR. (28)
Hence,
E‖UR‖q(R) ≤ E +NR
2E1/q‖V3V5‖q
2
(R).
Next, we can write
|V5(x)| = |η−1
γRt,x
(Y −1
0,γRt,x
(Y −1
γRt,x,t
(x)))| ≤ sup
(s,y)∈BR
|η−1s (Y
−1
0,s (y))|.
By Itoˆ’s formula, η−1 is the solution of an SDE of the same type as η, in fact its
differential was already given in the proof of Theorem 2.2, see (12). Hence, the field
(η−1s (Y
−1
0,s (y)))s∈[0,T ],y∈Rd is again a solution of an equation of type (26), with the
data (ψ, f, g) replaced by (1, 0, 0), and the zero order coefficients (c, µ) replaced by
(−c+ |µ|2,−µ). Hence we can estimate its supremum norm as in (28), and we can
write
E‖UR‖q(R) ≤ E +NR
4E1/q
2
‖V3‖q
3
(R).
Finally, V3 can be treated similarly:
|V3(x)| = |UγRt,x(Y
−1
0,γRt,x
(Y −1
γRt,x,t
(x)))| ≤ sup
(s,y)∈BR
|Us(Y
−1
0,s (y))|.
One can recognize the right-hand-side as ‖V2‖∞,BR , which is estimated as in (27).
We can therefore conclude
E1/q‖UR‖q(R) ≤ E +N(2R)
4+d/p¯E1/q
3
‖V2‖q
3
L∞(BR)
≤ N(2R)4+d/p¯E1/q
3
Kq
3
m,p(ψ, f, g).
Together with (27) and (25) this yields, for p¯ ≥ 1,
E‖u− uR‖L∞([0,T ],Lp¯(BR−νRε ) ≤ Ne
−δR2εR4+dE1/q
3
Kq
3
m,p(ψ, f, g),
and since the right-hand side doesn’t depend on p¯, we can take the limit p¯→∞ by
Fatou’s lemma. This yields (23), keeping in mind that q ∈ (1,∞) was arbitrary and
that R4+d ≤ Neδ
′R2ε for any δ′ > 0. 
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