In this paper we establish a scale invariant Harnack inequality for the fractional powers of parabolic operators (∂t − L ) s , 0 < s < 1, where L is the infinitesimal generator of a class of symmetric semigroups. As a by-product we also obtain a similar result for the nonlocal operators (−L ) s . Our focus is on non-Euclidean situations.
Introduction
In Euclidean spaces the fractional powers of the Laplacian, (−∆) s , have been studied in a variety of contexts, ranging from isotropic diffusion with jumps to thin obstacle problems and phase transition problems. See for instance [11] , [42] , [9] , and also [19] for an up-todate overview of recent developments. The Harnack inequality for the nonlocal Laplacian was first established by Landkof in [33] using potential methods. One should also see the contributions of K. Bogdan, see [6] and subsequent papers by the same author with various coauthors, and also those of Kassmann, see [31, 32] . In their 2007 celebrated work [10] Caffarelli and Silvestre gave an alternative proof based on the so-called extension method. They showed that a solution to the nonlocal equation (−∆) s u = 0 in an open set Ω ⊂ R n can be lifted to a function U in Ω × (0, ∞) ⊂ R n+1 which solves a degenerate elliptic equation satisfying the structural assumptions in the work of Fabes, Kenig and Serapioni [14] . This allowed them to obtain the Harnack inequality for (−∆) s from the De Giorgi-Nash-Moser theory developed in [14] of such degenerate elliptic equations.
The focus of the present paper are situations that go beyond the Euclidean setting recalled above. More precisely, we prove a strong Harnack inequality for a class of degenerate parabolic equations which arise in the extension problem for nonlocal operators H s = (∂ t − L ) s , 0 < s < 1, where L is, for instance, a locally subelliptic operator. A similar inequality for the time-independent case easily descends from this result. Similarly to what was done in [10] , with such Harnack inequalities we then obtain corresponding ones for H s and (−L ) s .
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Some basic scenarios to which, under the hypothesis specified in Section 2, our results apply are as follows:
(i) L is a sub-Laplacian on a Carnot group G, see [18] ; (ii) L is a sub-Laplacian generated by a system of vector fields satisfying Hörmander's finite rank condition, see [27] ; (iii) L is a locally sub-elliptic operator in the sense of Fefferman and Phong, see [15] ; (iv) L is the infinitesimal generator of a strongly continuous symmetric semigroup on L 2 . Given the operator L we consider the associated heat operator H = ∂ t − L . Using the spectral resolution of −L , and the Fourier transform in the time variable t, we first introduce the relevant function spaces W 2s and their parabolic counterpart H 2s . These spaces constitute the natural domains for the fractional powers (−L ) s and H s respectively, and they generalise the time-independent fractional Folland-Stein Sobolev space W 2s,2 (G) defined in [18] in the setting of Carnot groups. We then show that for a "Dirichlet" datum u ∈ H 2s the extension problem for H s is well-defined. Moreover, the corresponding solution belongs to the right "energy space". The following is the central result in this direction.
where the function P (a)
z (x, y, t) denotes the Poisson kernel for the extension operator defined in (3.7) below. Then, V solves the degenerate parabolic partial differential equation in (3.1). Furthermore, we have
Finally, given M > 0, and with Σ = R n × (0, M ) × R, there exists C = C(a, Σ) > 0 such that
For the definition of the Sobolev space L 1,2 (Σ, z a dxdzdt), one should see (3.4) below. Once Theorem 1.1 is established, we are able to obtain the Harnack inequality for the nonlocal operator H s in the thin space from the regularity results of the corresponding extension operator H a in the thick space. In this perspective, the analysis becomes at this point similar to the above described approach for the fractional Laplacian in [10] based on the De-Giorgi-Nash-Moser theory developed in the seminal work [14] of Fabes, Kenig and Serapioni, and its parabolic counterpart [12] by Chiarenza and Serapioni. Our main result is the following.
Then, the following Harnack inequality holds
for some universal C > 0. Here B(x, r) denotes the relative metric ball of radius r centered at x associated with the carré du champ corresponding to L (see Section 2 for the precise notion).
Theorem 1.2 implies the following corresponding Harnack inequality for nonnegative solutions of the nonlocal operator (−L ) s . Theorem 1.3. Let s ∈ (0, 1) and let u ∈ W 2s , with u ≥ 0 in R n , be a solution in B(x, 2r) to (−L ) s u = 0. Then, there exists a universal C > 0 such that
u.
We mention that Theorem 1.3 represents a generalisation of the result first established for sub-Laplacians in Carnot groups by Ferrari and Franchi in [16] . We also mention that for the standard fractional heat operator (∂ t − ∆) s in Euclidean space a strong Harnack inequality was recently proved by the first and second named authors in [3] . Their approach was based on the extension problem for the fractional heat equation that, for s = 1/2, was first introduced by F. Jones in his pioneering paper [30] , and more recently developed for all s ∈ (0, 1) independently by Nyström and Sande [38] , and Stinga and Torrea [43] .
The present work is organised as follows. In Section 2 we introduce some basic notations and gather some known results which are relevant to our work in the subsequent sections. We then recall the notions of H s and (−L ) s developed in [20] based on Balakrishnan's calculus. Combining the spectral resolution for −L with the Fourier transform in the t variable we also define the relevant function spaces W 2s , and their parabolic counterpart H 2s . In Section 3 we recall the extension problem for H s (following [20] , the one for (−L ) s is obtained from the latter using Bochner's subordination). We then prove our main result, Theorem 1.1, which shows that such problem is well-defined in the parabolic fractional Sobolev spaces H 2s . Finally, in Section 4 we establish the Harnack inequality for H s , using the ideas developed in [12] , [25] , [40] and [10] .
Preliminaries
In this section we collect some known results that will be used throughout our work. We emphasise that although we will confine our attention to the setting of smooth sub-Laplacians, we could have worked in the more abstract setting of symmetric Dirichlet forms supporting a doubling condition and a Poincaré inequality without essential changes. In what follows we consider R n endowed with Lebesgue measure (alternatively, we could have worked with a smooth measure on R n and our results would hold unchanged) and with a system of globally defined smooth vector fields X 1 , ..., X m . We indicate with X ⋆ i the formal adjoint of X i in L 2 (R n ), and with L = − m i=1 X ⋆ i X i the sub-Laplacian associated with the X i 's. We assume that L be locally subelliptic in the sense of [15] . The relative carré du champ will be denoted by
We note that, indicating with (·, ·) the inner product in L 2 (R n ), we have for u, v ∈ S (R n )
thus the operator −L is symmetric and positive. We define
see [4, 5] and [13] . Throughout the paper we assume that d(x, y) defines a distance on R n . We also assume that the metric topology is equivalent to the pre-existing Euclidean one in R n , see [44, Assumption A], and also [21] for a discussion of this aspect. The relative balls will be denoted by B(x, r), and we let V (x, r) = |B(x, r)|, where |E| indicates the Lebesgue measure of the set E. We will assume that there exists a constant C D > 0 such that for all x ∈ R n and r > 0 one has
A third basic hypothesis that we make is that there exists another constant C P > 0 such that for every ball B(x, r), and every function u ∈ C 0,1 (B(x, 2r)), one has
Under these assumptions it is well-known from [25] and [40] that one has the Harnack inequality for the heat operator H = ∂ ∂t − L . In particular, the heat semigroup
has a strictly positive kernel p(x, y, t) satisfying the Gaussian bounds: there exist constants C, α, β > 0 such that for every x, y ∈ R n and t > 0 one has
Before proceeding we note that, under our assumptions, the semigroup is stochastically complete, i.e., P t 1 = 1. This means that for every x ∈ R n and t > 0 one has
This follows from the fact that (2.3) implies, in particular, that for every x ∈ R n and ev-
We can thus appeal to [44, Theor. 4 ] to conclude that P t 1 = 1 (see also [24] for the Riemannian case). A first basic example under which the above assumptions are satisfied is of course that of a Carnot group. In such setting, because of the presence of non-isotropic dilations the hypothesis (2.3) is trivially satisfied, whereas (2.4) was established in [45] . More in general, one can consider a system X 1 , ..., X m of smooth vector fields satisfying Hörmander's finite rank condition in [27] in a bounded open set Ω ⊂ R n . In such situation, it is well known from the fundamental works [37] and [28] that (2.3) and (2.4) hold locally. One can turn these local results into global ones by using the tools developed in [7] . Specifically, consider a compact set K ⊃Ω in which the vector fields X 1 , ..., X m are defined. It is possible to extend such system to the whole R n in such a way that outside K the vector fields become the standard basis of R n , so that L = ∆, see [7, Theorem 2.9] . Moreover, the new control distance associated with the extended vector fields satisfies (2.3) globally. As a consequence of what we have said above, the semigroup P t satisfies (2.6), see also [7, (3.2) in Theor. 3.4] for a direct proof.
The semigroup P t defines a family of bounded operators P t : L 2 (R n ) → L 2 (R n ) having the following properties:
(1) P 0 = Id and for s, t ≥ 0,
Properties (1)-(4) above can be summarized by saying that {P t } t≥0 is a self-adjoint strongly continuous contraction semigroup on L 2 (R n ). From the spectral decomposition, it is also easily checked that the operator L is furthermore the generator of this semigroup, that is for u ∈ Dom(L ) (the domain of L ), one has
This implies that for t ≥ 0, P t Dom(L ) ⊂ Dom(L ), and that for u ∈ Dom(L ),
the derivative in the left-hand side of the above equality being taken in L 2 (R n ). Formula (2.7) shows in particular that for any u ∈ Dom(L ), one has
We next recall the fractional calculus of the operators L and H = ∂ ∂t − L introduced in [20] . For related developments covering a quite different class of Hörmander type equations, we refer the reader to the recent work [22] by Tralli and the second named author.
In an abstract setting formula (2.9) is due to Balakrishnan, see [1] and [2] . The integral in the right-hand side of (2.9) must be interpreted as a Bochner integral in L 2 (R n ). We note explicitly that, in view of (2.8) and of (2) above, such integral is convergent in L 2 (R n ) for every u ∈ Dom(L ), and thus in particular for every u ∈ S (R n ). We emphasise that, as observed in [20, Lemma 8.5], Definition 2.1 coincides with that proposed in [16] in the setting of Carnot groups. To define now the fractional power H s , we recall the notion of evolutive semigroup
for whose properties we refer the reader to [20] . Observe that when u(
, and, analogously to (2.8), for any u ∈ Dom(H ) (and thus in particular for u ∈ S (R n+1 )), we have
Definition 2.2. Given s ∈ (0, 1), and a function u ∈ S (R n+1 ), similarly to (2.9) we define
Using (2.10) and (2.11), it is easy to see that definition (2.12) is well-posed in L 2 (R n+1 ). Next, we denote by {E(λ)} the spectral measures associated with L . Let
denote the spectral resolution of L (see e.g. [46, Chap. 8] , or [41, Chap. 27 ] for a detailed discussion). In terms of the spectral measures the heat semigroup {P t } is given by
An expression for the fractional powers of the sub-Laplacian in terms of this decomposition is then given by
The identity (2.15) is easily verified using the well-known integral
This formula continues to be valid for any complex number w = λ + 2πiσ ∈ C, with λ > 0. We record this for later use
Using (2.16) with σ = 0, the spectral representation (2.14) and Balakrishnan's formula (2.9), we find
where in the last equality we have exchanged the order of integration. Now, for a function u ∈ S (R n ) and s ∈ (0, 1) we define the norm
where we have used the fact that E(λ) is idempotent and symmetric to write (E(λ)u, u) = (E(λ)u, E(λ)u) = E(λ)u 2 . We then let
From (2.15) we thus see that the definition of (−L ) s is extendible to functions in W 2s . We stress that in the classical setting when L = ∆, the space W 2s coincides with the fractional Sobolev space of order 2s defined by the norm
. This is easily seen from (2.15) since in terms of the spectral resolution of −∆, we have that
Thus, the norm in (2.19) is finite if and only if the corresponding norm in (2.17) is finite. We also mention that in the classical case when 0 < s < 1/2, the space W 2s coincides with the fractional Aronszajn-Gagliardo-Slobedetzky space of the functions f ∈ L 2 (R n ) such that
Now for a function f ∈ L 1 (R) we denote its Fourier transform bŷ
Let u ∈ S (R n+1 ), then by taking the Fourier transform with respect to the time variable, we easily find
From this observation, in view of (2.16), we obtain
Hence,
Similarly to the stationary case, for a function u ∈ S (R n+1 ) and s ∈ (0, 1) we now define the following norm
We then let
In view of the computation in (2.21), we see that the definition of H s is extendible to functions in H 2s . As above, it can be seen that in the classical setting when H = ∂ t − ∆, the space H 2s coincides with the space Dom(H s ) adopted in [43] and [3] .
Extension problem for (−L ) s and H s
In this section, given s ∈ (0, 1), we indicate with a = 1−2s. Note that −1 < a < 1, and that a = 0 when s = 1/2. To discuss the extension problem for (−L ) s and H s , following [20] we begin with that for H s , and then use Bochner subordination for the time-independent case. We will use the letter z for the so-called extension variable, and denote by B a = ∂ 2 ∂z 2 + a z ∂ ∂z the Bessel operator on the half-line {z > 0}. Given the heat operator H = ∂ t − L with respect to the variables (x, t) ∈ R n+1 , the extension problem for H s consists in solving the "Dirichlet problem" in R n+2
We note that the operator H a can be written as a degenerate parabolic operator of the form
Given an open set Σ ⊂ R n × R + × R, the Sobolev space L 1,2 (Σ, z a dxdzdt) is defined as the collection of all functions U ∈ L 2 (Σ, z a dxdzdt) such that XU, ∂ z U ∈ L 2 (Σ, z a dxdzdt). Such space is endowed with its natural norm
We now introduce the relevant notion of weak solution.
Definition 3.1. Given Σ = B(x, r) × (0, M ) × (T 1 , T 2 ), a function W ∈ L 1,2 (Σ, z a dxdzdt) is said to be a weak solution in Σ of
, and almost every t 1 , t 2 such that T 1 < t 1 < t 2 < T 2 , we have
ψφdxdt.
Hereafter, p(x, y, t) indicates the heat kernel in (2.5). The following Poisson kernel for the problem (3.1) was introduced in [20]:
For the main properties of the function P Proof of Theorem 1.1. Differentiating under the integral sign and using Proposition 3.2 it is easily seen that V satisfies the partial differential equation in (3.1). We thus turn to proving (1.2). Taking the Fourier transform of V with respect to the variable t, and using (2.14), (2.20) and the spectral decomposition for −L , we have the following alternative representation for V ,
Using Plancherel theorem in the t variable we note that,
Since for every z > 0, Then,
We note that the second equality in (3.11) can be justified by applying, for every z > 0, λ > 0 and σ ∈ R fixed, Cauchy's integral formula to the holomorphic function in the halfplane ℜw > 0, which justifies the second equality in (3.11) . Consequently, keeping in mind that 1 − a = 2s, from (3.11) we obtain
where in the last equality we have used (2.22) . We infer that V converges to u in L 2 as z → 0 + . We next prove (1.3). Differentiating (3.10) with respect to z, we find
Now we make the crucial observation that
Using (3.13) in (3.12) , we obtain the second basic identity
Note that the last equality can be justified by applying Cauchy's integral theorem to the function
, and to the same path Γ ε,R as in the proof of (3.11). From (2.21) and (3.14) we thus find
and the right-hand side of the latter equality tends to zero as z → 0 + in view of Lebesgue dominated convergence and of the equation We now prove our final claim (1.4) . First, we note from (3.7) and (1.1) that
Note that the first inequality in (3.15) follows by an application of Minkowski and Jensen inequalities, and the second one follows from the fact that 
Keeping (3.14) in mind, we find next From (3.17) we thus obtain,
where in the last inequality we have used (2.23). We now note that for an arbitrary function f , appropriately decaying at infinity in R n , an integration by parts gives
Combining this observation with Plancherel theorem in the t variable, we find
Using We now estimate
where the last equality is justified by the change of variable ρ = z 2 4τ , and by the fact that
Next, an application of Cauchy's integral formula as in (3.11) , (3.14) , gives
We now use the following formula that can be found in 9. on p. 340 of [23] ∞ 0
provided ℜβ, ℜγ > 0. Applying it with ν = − 1−a 2 , β = λz 2 4 and γ = 1, and keeping in mind that K ν = K −ν (see 5.7.10 in [34] ), we find
This gives
Combining estimates, we thus obtain
Observe now that, in view of the asymptotic behaviour of K 1−a 2 (ρ) 2 , see e.g. (5.11.9) in [34] , we have
Substituting this information in the above inequality, we thus find
where in the last inequality we have used (2.23) and the fact that 1 − a = 2s. Finally, by taking (3.19) into account, we obtain
. The desired conclusion (1.4) now follows from the estimates (3.16), (3.18) and (3.20) .
We close this section by briefly discussing the extension problem for (−L ) s . The relevant result is Theorem 3.3 below, whose proof we do not present since it follows from that of Theorem 1.1 and from Bochner's subordination. For a given s ∈ (0, 1), let a = 1 − 2s. Now given u ∈ W 2s , let
Differentiating under the integral sign and by arguing as in the proof of Proposition 10.4 in [20] we have that
The operator L a can be written as
whereX i , i = 1, ..., m + 1 and ω are as in (3.3) . The fact that U defined above is a weak solution to the following boundary problem
and that (−L ) s can be realized as a weighted Dirichlet-to-Neumann map corresponding to the operator L a , is a consequence of the following theorem.
Theorem 3.3. For a given u ∈ W 2s , let U be as in (3.21) . Then, U solves the partial differential equation in (3.24) . Furthermore, we have
Finally, for every M > 0 and Σ = R n × (0, M ), one has
for some C = C(a, M ) > 0.
Proof of the Harnack inequality for H s
As it has been mentioned in the introduction, the Harnack inequality for H s and (−L ) s is derived from that of the corresponding degenerate local operators H a and L a in (3.2) and (3.23) respectively. Since the Harnack inequality for the time-independent operator L a descends easily from that of the time-dependent operator H a , we focus on this one. From the works [25] and [40] it is known that the Harnack inequality for parabolic operators generated by smooth Dirichlet forms is equivalent to the doubling condition and the Poincaré inequality for the corresponding metric balls associated with the carré du champ. Now, because of the presence of the non-smooth weight |z| a the extended operator in (3.2) does not satisfy the structural assumptions in [25] , [40] . Nevertheless, the ideas in those papers, or more precisely the arguments in [12] , do apply once we have the appropriate doubling condition and the Poincaré inequality in the extended space. We thus turn to verify the validity of these properties for the metric balls corresponding to the extended system of vector fields (3.3) .
For a given (x, z) ∈ R n × R and for r > 0 we consider the cylinders
where B(x, r) is the ball in the control distance (2.2) corresponding to L . Then, the doubling property
follows immediately from (2.3). We now show that the doubling property for the metric balls follows from (4.1). Observe that the carré du champ relative to the extended systemX is
Since we have assumed that d is in fact a distance, and ∂ z is independent of L , it easily follows that
is also a distance. We also infer from (4.2) that there exist constants 0 < σ 1 < σ 2 such that To prove (4.5) we observe that, on one hand, (2.4) is valid by hypothesis. On the other hand, since ω(z) = |z| a is an A 2 -weight on the real line, the following one-dimensional Poincaré inequality holds (see for instance [14] ), We can thus apply the real analysis argument in the proof of [36, Lemma 2] to show that the Poincaré inequality holds with respect to the cylinders {C r (x, z)}, i.e., With ω(B((x, z), r)) = B ((x,z),r) |z| a dzdx, it also follows from (4.3) that the following weighted doubling condition holds, , for some κ > 1 depending on the doubling constant in (4.8) . At this point, we can apply the circle of ideas in [25] and [40] to deduce that the following Harnack inequality holds for the degenerate parabolic operator H a in (3.2).
Theorem 4.1. Let U be a solution to H a U = 0 in C r (x, z) × (−r 2 , 0] with H a as in (3.2) . Then, the following scale invariant Harnack inequality holds, (4.9) sup
for some universal constant C 0 > 0 depending on the constants in (4.5) and (4.8).
Remark 4.2. We mention that, when the systemX is of Hörmander type, the Poincaré inequality (4.5) follows from Lu's work [35] .
Remark 4.3. We also note that given the validity of (4.4) and (4.5), it follows from Theorem 4.4 in [40] that the operator H a is hypoelliptic for z > 0.
With Theorem 4.1 in hands, we are finally able to provide the H a V = 0 for z > 0, V (x, 0, t) = u(x, t), lim z→0 + z a ∂ z V = 0 in B(x, 2r) × (−2r 2 , 0], in the sense of Definition 3.1 where H a is the extension operator in (3.2) . Now thanks to the vanishing Neumann condition, if V is evenly reflected, it follows by a standard argument that the extended V is a weak solution to H a V = 0 in C 2r ((x, 0)) × (−2r 2 , 0]. At this point, we can apply the scale invariant Harnack inequality (4.9) to V and subsequently by arguing as in the proof of Theorem 4.8 in [16] we obtain the desired conclusion.
