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FIVE LECTURES ON SOLITON EQUATIONS
EDWARD FRENKEL
Introduction
In these lectures we review a new approach to soliton equations of KdV type devel-
oped by the author together with B. Feigin and B. Enriquez [11, 12, 8].
The KdV equation is the partial differential equation
vτ = 6vvz + vzzz.(0.1)
Introduced by Korteweg and de Vries in 1895, it has a long and intriguing history, see,
e.g., [26]. We will view this equation as a flow, parametrized by the variable τ , on the
space of functions v(z) in the variable z. Perhaps, the most remarkable aspect of the
KdV equation is its complete integrability, i.e., the existence of infinitely many other
flows defined by equations of the type
∂τn = Pn[v, vz , vzz, . . . ], n = 3, 4, . . . ,(0.2)
which commute with the flow defined by (0.1) (we set τ1 = z and τ2 = τ). The
important fact is that the right hand sides Pn of equations (0.2) are polynomials in v
and its derivatives, i.e., differential polynomials in v.
This fact allows us to treat the KdV hierarchy (0.2) in the following way. Consider
the ring R = C[v(n)]n≥0 of polynomials in the variables v
(n) (we shall write v for
v(0)). Let ∂z be the derivation of R defined by the formula ∂z · v
(n) = v(n+1) (so that
v(n) = ∂nz v). Note that any derivation on R is uniquely determined by its values on
v(n)’s via the Leibnitz rule.
Any equation of the form ∂τv = P [v, vz , . . . ] gives rise to an evolutionary derivation
D of R (i.e., such that commutes with ∂z) defined by the formula D · v = P ∈ R. The
condition of commutativity with ∂z implies that D · v
(n) = ∂nz · P , so that D can be
written as
D =
∑
n≥0
(∂nz · P )
∂
∂v(n)
.
From this point of view, KdV hierarchy is an infinite set of mutually commuting evolu-
tionary derivations of R. This is the way we will think of the KdV hierarchy and other,
more general, hierarchies throughout these lectures.
We will not discuss the analytic issues related to the KdV equation, but will focus
on its universal aspects, such as the origin of its integrability. This approach to soliton
equations, initiated by I.M. Gelfand and L.A. Dickey [16], can be summarized as follows.
A particular choice of functional space F , in which we want to look for solutions (we
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assume that it is an algebra closed under the action of the derivative ∂z) gives us a
specific realization of the hierarchy. On the other hand, R is nothing but the ring of
functions on the space of ∞–jets of functions at a point. Hence a solution v(z, τ) in
the realization F gives us a family of homomorphisms r(t) : R→ F , which send v(n) to
∂nz v(z, t). Thus, R can be considered as a scheme-like object associated with the KdV
hierarchy, while various solutions correspond to various “points” of this “scheme”. This
way R captures the universal, realization independent properties of the KdV equations.
In these notes we will try to answer the question: where do the infinitely many
commuting derivations of KdV hierarchy (and other hierarchies of KdV type) come
from? From the outset, they look rather mysterious. But in fact there is a very simple
explanation. Very briefly, the answer is as follows:
(i) we can identify the vector space with coordinates v(n), n ≥ 0, with a homogeneous
space of an infinite-dimensional unipotent algebraic group (a subgroup of a loop
group);
(ii) this homogeneous space has an obvious action of an infinite-dimensional abelian
Lie algebra by vector fields;
(iii) rewritten in terms of the coordinates v(n), these vector fields become the KdV
flows (0.2).
Thus we will show that the KdV hierarchy is encoded in the differential geometry of
a loop group.
For technical reasons, this program is easier to realize for a close relative of the
KdV hierarchy – the so-called modified KdV (or mKdV) hierarchy; such a hierarchy is
associated to an arbitrary affine Kac-Moody algebra. In Lecture 1 we explain (i)–(iii)
for the generalized mKdV hierarchies. The reader who is only interested in the main
ideas may read just this lecture.
In Lecture 2 we study the mKdV hierarchy in more detail, and write the equations of
the hierarchy explicitly in the so-called zero-curvature form. In Lecture 3 we compare
our approach to mKdV with the earlier approaches of Drinfeld-Sokolov and Wilson.
We remark that in Sects. 2.1-2.2 and Sects. 3.4-3.6 we follow closely [8].
In Lecture 4 we consider the generalized KdV hierarchies from the point of view of
our approach and that of the Drinfeld-Sokolov reduction [7]. Some of the results of
this lecture (e.g., Theorem 4.1) are new. Finally, in Lecture 5 we discuss the Toda
field theories and their connection to the mKdV and KdV hierarchies, following [12].
In particular, we show that the KdV and mKdV hierarchy are hamiltonian, and their
hamiltonians are the integrals of motion of the corresponding affine Toda field theory.
The original motivation for the formalism explained in these lectures came from the
study of deformations of conformal field theories, where one needs to show that the
integrals of motion of affine Toda field theories can be quantized (see [32, 10]). It turns
out that, in contrast to other approaches, our formalism is well suited for tackling the
quantization problem. In particular, using the results of Lecture 5 and certain results
on quantum groups, we were able to prove that the Toda integrals of motion can be
quantized [10, 11]. We briefly discuss this at the end of Lecture 5. Recently these
quantum integrals found some spectacular applications in two-dimensional quantum
field theory [1]. We hope that quantization of our formalism will help elucidate further
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the connections between differential geometry of integrable systems and quantum field
theory.
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Lecture 1
1.1. Background material on affine algebras. Let g˜ be an affine Kac-Moody alge-
bra. It has generators ei, fi, α
∨
i , i = 0, . . . , ℓ, and d, which satisfy the standard relations,
see [22]. The Lie algebra g˜ carries a non-degenerate invariant inner product (·, ·). One
associates to g˜ the labels ai, a
∨
i , i = 0, . . . , ℓ, the exponents di, i = 1, . . . , ℓ, and the
Coxeter number h, see [23, 22]. We denote by I the set of all positive integers, which
are congruent to the exponents of g˜ modulo h (with multiplicities).
The exponents and the Coxeter numbers are given in a table below. Note that for
all affine algebras except D
(1)
2n , each exponent occurs exactly once. In the case of D
(1)
2n ,
the exponent 2n− 1 has multiplicity 2.
Type Coxeter number Exponents
A
(1)
n n+ 1 1, 2, . . . , n
A
(2)
2n 4n+ 2 1, 3, 5, . . . , 2n − 1, 2n + 3, . . . , 4n+ 1
A
(2)
2n−1 4n− 2 1, 3, 5, . . . , 4n − 3
B
(1)
n 2n 1, 3, 5, . . . , 2n − 1
C
(1)
n 2n 1, 3, 5, . . . , 2n − 1
D
(1)
n 2n− 2 1, 3, 5, . . . , 2n − 3, n − 1
D
(2)
n+1 2n+ 2 1, 3, 5, . . . , 2n + 1
D
(3)
4 12 1, 5, 7, 11
E
(1)
6 12 1, 4, 5, 7, 8, 11
E
(2)
6 18 1, 5, 7, 11, 13, 17
E
(1)
7 18 1, 5, 7, 9, 11, 13, 17
E
(1)
8 30 1, 7, 11, 13, 17, 19, 23, 29
F
(1)
4 12 1, 5, 7, 11
G
(1)
2 6 1, 5
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The elements ei, i = 0, . . . , ℓ, and fi, i = 0, . . . , ℓ, generate the nilpotent subalgebras
n+ and n− of g˜, respectively. The elements α
∨
i , i = 0, . . . , ℓ, and d generate the Cartan
subalgebra h˜ of g˜. We have: g˜ = n+ ⊕ b−, where b− = n− ⊕ h˜.
The element
C =
l∑
i=0
a∨i α
∨
i
of h˜ is a central element of g˜. Let g be the quotient of [g˜, g˜] by CC. We can identify
g˜ with the direct sum g ⊕ CC ⊕ Cd. The Lie algebra g has a Cartan decomposition
g = n+ ⊕ h ⊕ n−, where h is spanned by α
∨
i , i = 1, . . . , ℓ. Each x ∈ g can be uniquely
written as x+ + x−, where x+ ∈ n+ and x− ∈ b−.
There exists a unique element ρ∨ ∈ h˜, such that (αi, ρ
∨) = 1,∀i = 0, . . . , ℓ, and
(d, ρ∨) = 0. But h˜∗ is isomorphic to h˜ via the non-degenerate inner product (·, ·). We
shall use the same notation for the image of ρ∨ in h˜ under this isomorphism. Then ρ∨
satisfies: [ρ∨, ei] = ei, [ρ
∨, hi] = 0, [ρ
∨, fi] = −fi, i = 0, . . . , ℓ. The adjoint action of ρ
∨
on g defines the principal Z–gradation on g.
Denote by g the simple Lie algebra of rank ℓ, generated by ei, fi, α
∨
i , i = 1, . . . , ℓ (the
Dynkin diagram of g is obtained from that of g˜ by removing the 0th node). It has the
Cartan decomposition g = n+⊕h⊕n−, where h is the Cartan subalgebra of g, spanned
by α∨i , i = 1, . . . , ℓ.
Remark 1.1. Affine algebra g˜ can be identified with the universal central extension of
the loop algebra g0[t, t−1], where g0 is a simple Lie algebra, or its subalgebra [22]. More
precisely, if g˜ is non-twisted, then g0 = g and g = g[t, t−1], so that g˜ is the universal
central extension of g[t, t−1]⊕ Cd:
0→ CK → g˜→ g[t, t−1]⊕ Cd→ 0.
A twisted affine algebra g˜ can be identified with a subalgebra in the universal central
extension of g0[t, t−1]⊕ Cd.
1.2. The principal abelian subalgebra. Set
p−1 =
ℓ∑
i=0
(αi, αi)
2
fi,
where αi’s are the simple roots of g, considered as elements of h using the inner product.
Let a be the centralizer of p−1 in g. Recall that we have a principal gradation on g˜, such
that deg ei = − deg fi = 1,deg α
∨
i = deg d = 0. Since p−1 is a homogeneous element
with respect to this gradation, the Lie algebra a is a Z–graded subalgebra of g. In
particular, it can be decomposed as a = a+⊕ a−, where a+ = a∩ n+, and a− = a∩ b−.
Proposition 1.1 ([20], Prop. 3.8). (1) The Lie algebra a is abelian.
(2) The homogeneous component of a± of degree i with respect to the principal gra-
dation has dimension equal to the number of occurencies of i in the set ±I.
We call a the principal abelian subalgebra of g. Its pull-back to [g˜, g˜] is called the
principal Heisenberg subalgebra.
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Proposition 1.1 means that for all g˜ except D
(1)
2n , each homogeneous component of
a± is either zero-dimensional or one-dimensional, and it is one-dimensional if and only
if i ∈ I. In the latter case we choose a generator pi of this component. In the case
g˜ = D
(1)
2n , the homogeneous component of degree i congruent to 2n − 1 modulo the
Coxeter number 4n− 2 is two-dimensional. We choose two generators of a, p1i and p
2
i ,
that span this component.
In particular, we choose
p1 =
l∑
i=0
aiei.
The properties of a that are most important to us are described in the following
fundamental proposition.
Proposition 1.2 ([20], Prop. 3.8). (1) Ker(ad p−1) = a;
(2) The Lie algebra g has a decomposition
g = a⊕ Im(ad p−1);
(3) With respect to the principal gradation, Im(ad p−1) = ⊕j∈Zgj , where dim gj = ℓ,
and the map ad p−1 : gj → gj−1 is an isomorphism.
Propositions 1.1 and 1.2 can be derived from B. Kostant’s results about cyclic ele-
ments in simple Lie algebras (see Sect. 6 of [23]).
Remark 1.2. L. Feher has pointed out to us that Prop. 5 of [8] was stated incorrectly:
it is true only if n is relatively prime to h (see, e.g., [6]). However, the case n = 1 (given
above) is sufficient for the purposes of [8], as well as for us here.
Examples. Consider first the case of
Lsl2 =
{(
a(t) b(t)
c(t) d(t)
)
, a(t) + d(t) = 0
}
.
Then
a = span{pi}i odd,
where
p2j+1 =
(
0 tj
tj+1 0
)
.
More generally, for g = LslN ,
a = span{pi}i 6≡0modN ,
where
pi = (p1)
i, p1 =

0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . 1
t 0 0 . . . 0
 .
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Remark 1.3. It is known that in the non-twisted case maximal abelian subalgebras of g
are parametrized by the conjugacy classes of the Weyl group of g, see [21]. In particular,
h[t, t−1] corresponds to the identity class, and a corresponds to the class of the Coxeter
element.
1.3. The unipotent subgroup. Let n̂+ be the completion of the Lie subalgebra n+
of g defined as the inverse limit of finite-dimensional nilpotent Lie algebras n
(m)
+ ,m > 0,
where n
(m)
+ = n+/(g
0 ⊗ tmC[[t]] ∩ n+). In the non-twisted case, n+ = n+ ⊕ g ⊗ tC[t],
and so n̂+ = n+ ⊕ g⊗ tC((t)). In general, n̂+ is a Lie subalgebra of g
0((t)).
Let N
(m)
+ be the unipotent algebraic group over C corresponding to n
(m)
+ . Clearly,
the exponential map n
(m)
+ → N
(m)
+ is an isomorphism. We define the prounipotent
proalgebraic group N+ as the inverse limit of N
(m)
+ ,m > 0. We have the exponential
map n̂+ → N+, which is an isomorphism of proalgebraic varieties. Thus, the ring C[N+]
of regular functions on N+, is isomorphic (non-canonically) to the ring of polynomials
in infinitely many variables. Below we will construct such an isomorphism explicitly,
i.e., we will construct explicitly a natural coordinate system on N+.
1.4. The action of g. The group N+ acts on itself from the left and from the right:
n ·L g = n
−1g, n ·R g = gn.
In addition, it has a remarkable structure, which is the key in soliton theory: N+ is
equipped with an infinitesimal action of the Lie algebra g by vector fields. Let G be the
simply-connected simple algebraic group over C with Lie algebra g. In the non-twisted
case, there exists an ind-group G, whose set of C–points is G((t)). Thus, G can be
viewed as the Lie group of g. In the twisted case G is defined in a similar way. The
group G has subgroups N+ and B−, where the latter is the ind-group corresponding to
the Lie subalgebra b−. We have an open embedding N+ → B−\G. Hence the obvious
infinitesimal action of g on B−\G from the right can be restricted to N+.
It is easy to write down the resulting action of g on N+ explicitly. We can faithfully
represent N+ in the Lie algebra of matrices, whose entries are Taylor power series;
for instance, N+ is faithfully represented on g
0[[t]]. Each Fourier coefficient of such a
series defines an algebraic function on N+, and the ring C[N+] is generated by these
functions. Hence any derivation of C[N+] is uniquely determined by its action on these
functions. We can write the latter concisely as follows: ν · x = y, where x is a “test”
matrix representing an element of N+, i.e. its (i, j)th entry is considered as a regular
function fij on N+, and y is another matrix, whose (i, j)th entry is ν · fij ∈ C[N+].
Remark 1.4. One can also take a slightly different point of view: all formulas below
make sense for an arbitrary representation of N+. Hence instead of picking a particular
faithful representation of N+, one can consider all representations simultaneously. The
corresponding matrix elements generate C[N+].
For a ∈ g, let us denote by aR the derivation of C[N+] corresponding to the right
infinitesimal action of a. Also, for b ∈ n+ we denote by b
L the derivation of C[N+]
corresponding to the left infinitesimal action of b.
In order to simplify notation, we will write below axa−1 instead of Ada(x).
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Lemma 1.1.
aR · x = (xax−1)+x, ∀a ∈ g,(1.3)
bL · x = −bx, ∀b ∈ n+.(1.4)
Proof. Consider a one-parameter subgroup a(ǫ) of G, such that a(ǫ) = 1 + ǫa + o(ǫ).
We have: x · a(ǫ) = x + ǫxa + o(ǫ). For infinitesimally small ǫ we can factor x · a(ǫ)
into a product y−y+, where y+ = x+ ǫy
(1)
+ + o(ǫ) ∈ N+ and y− = 1 + ǫy
(1)
− ∈ B−. We
then find that y
(1)
− x+ y
(1)
+ = xa, from which we conclude that y
(1)
+ = (xax
−1)+x. This
proves formula (1.3). Formula (1.4) is obvious.
1.5. The main homogeneous space. Now we introduce our main object. Denote
by â+ the completion of a+ in n̂+. Let A+ be the abelian subgroup of N+, which is
the image of â+ in N+ under the exponential map. Consider the homogeneous space
N+/A+. Since g acts on N+ infinitesimally from the right, the normalizer of â+ in g
acts on N+/A+ infinitesimally from the right. In particular, a− acts on N+/A+, and
each p−n, n ∈ I, gives rise to a derivation of C[N+/A+], which we denote by p
R
−n.
Our goal is to show that the derivations pR−n are “responsible” for the equations of
the mKdV hierarchy.
1.6. The space of jets. Now we change the subject and consider the space U of ∞–
jets of an h–valued smooth function u(z) at z = 0. Equivalently, this is the space of
functions u(z) : D→ h, where D is the formal disk, D = SpecC[[z]].
We can view u(z) as a vector (u1, . . . , uℓ), where ui = (αi,u(z)). The space U is
therefore the inverse limit of the finite-dimensional vector spaces
Um = span{u
(n)
i }i=1,... ,ℓ;n=1,... ,m,
where ui = (αi,u(0)), and u
(n)
i = ∂
n
z ui (so, the value of u
(n)
i on u(z) is given by ∂
n
z ui(0)).
Thus, the ring C[U] of regular functions on U is C[u
(n)
i ]i=1,... ,ℓ;n≥0. The derivative ∂z
gives rise to a derivation ∂z of C[U], such that ∂z · u
(n)
i = u
(n+1)
i . We will write ui for
u
(0)
i .
Introduce a Z–gradation on C[U] by setting deg u
(n)
i = n+ 1.
1.7. Main result.
Theorem 1.1 ([12],Prop. 4). There is an isomorphism of rings
C[N+/A+] ≃ C[U],
under which pR−1 gets identified with ∂z.
Proof. We will explicitly construct a homomorphism C[U]→ C[N+/A+] and then show
that it is actually an isomorphism. In order to do that, we have to construct regular
functions on N+/A+ corresponding to u
(n)
i ∈ C[U], i = 1, . . . , ℓ;n ≥ 0.
Define a function u˜i on N+ by the formula
u˜i(K) = (αi,Kp−1K
−1), K ∈ N+.(1.5)
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This function is invariant under the right action of A+. Indeed, if y ∈ A+, then
yp−1y
−1 = p−1, and so u˜i(Ky) = u˜i(K). Hence u˜i can be viewed as a regular function
on N+/A+. Next, we define the functions
u˜
(n)
i = (p
R
−1)
n · u˜i, n > 0,
on N+/A+. Consider the homomorphism C[U]→ C[N+/A+], which sends u
(n)
i to u˜
(n)
i .
To prove that this homomorphism is injective, we have to show that the functions
u˜
(n)
i are algebraically independent. We will do that by showing that the values of their
differentials at the identity coset 1¯ ∈ N+/A+, du˜i|1¯, are linearly independent. Those
are elements of the cotangent space to N+/A+ at 1¯, which is canonically isomorphic
to (n̂+/â+)
∗. Using Proposition 1.2 and the invariant inner product on g˜, we identify
(n̂+/â+)
∗ with (a+)
⊥∩n−. By Proposition 1.2, with respect to the principal gradation,
(a+)
⊥ = ⊕j>0(a+)
⊥
−j , where dim(a+)
⊥
−j = ℓ.
Let us first show that the vectors du˜i|1¯, i = 1, . . . , ℓ, form a linear basis in (a+)
⊥
−1.
Indeed, the tangent space to 1¯ is isomorphic to n̂+/â+, and it is clear that the projections
of ei, i = 1, . . . , ℓ, onto n̂+/â+ are linearly independent. Hence it suffices to check that
the matrix [〈ei, du˜i|1¯〉]1≤i,j≤ℓ is non-degenerate. But
〈ei, du˜i|1¯〉 = (e
L
i · u˜j)(1¯),
and we find
(eLi · u˜j)(K) = −(αj , [ei,Kp−1K
−1])(1.6)
= −(αj , [ei, p−1] + . . . )
= −(αj , αi)(1.7)
(the dots above stand for the terms lying in n̂+, and so their inner product with αj is 0).
Thus, we see that the matrix [〈ei, du˜i|1¯〉]1≤i,j≤ℓ coincides with minus the symmetrized
Cartan matrix of g, −[(αi, αj)]1≤i,j≤ℓ, and hence is non-degenerate. Therefore the
vectors du˜i|1¯, i = 1, . . . , ℓ, are linearly independent.
Now, by definition,
du˜
(m+1)
i |1¯ = ad p−1 · du˜
(m)
i |1¯.
But according to Proposition 1.2, ad p−1 : (a+)
⊥
−j → (a+)
⊥
−j−1 is an isomorphism for all
j > 0. Hence the vectors du˜
(m)
i |1¯ are all linearly independent. Therefore the functions
u˜
(n)
i , i = 1, . . . , ℓ, n ≥ 0, are algebraically independent and our homomorphism C[U]→
C[N+/A+] is an embedding.
Now let us compare gradations. Consider the derivation (ρ∨)R on N+. It is clear
that for any v ∈ a+, [ρ
∨, v] ∈ a+ (see Sect. 1.1). Hence (ρ
∨)R is a well-defined derivation
on C[N+/A+]. We take −(ρ
∨)R as the gradation operator on C[N+/A+] (to simplify
notation, we will denote it by −ρ∨).
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We have by formula (1.3),
(−ρ∨ · u˜i)(K) = −(αi, [(Kρ
∨K−1)+,Kp−1K
−1)]
= −(αi, [Kρ
∨K−1,Kp−1K
−1)] + (αi, [(Kρ
∨K−1)−,Kp−1K
−1)]
= −(αi,K[ρ
∨, p−1]K
−1) + ([αi, (Kρ
∨K−1)−],Kp−1K
−1)]
= (αi,Kp−1K
−1) = u˜i(K).
Hence the degree of u˜i equals 1. Since [−ρ
∨, p−1] = p−1, the degree of p
R
−1 also equals
1, and so degwtu
(n)
i = n+ 1.
On the other nand, the function u
(n)
i has degree n+1 with respect to the Z–gradation
on C[U]. Hence our homomorphism C[U] → C[N+/A+] is homogeneous of degree 0.
To show its surjectivity, it suffices to prove that the characters of C[U] and C[N+/A+]
coincide. Here by character of a Z–graded vector space V we understand the formal
power series
chV =
∑
n∈Z
dimVnq
n,
where Vn is the homogeneous subspace of V of degree n. Clearly,
chC[U] =
∏
n>0
(1− qn)−ℓ.
Now, it is well-known that as a g–module, C[N+] is isomorphic to the module M
∗
0
contragradient to the Verma module with highest weight 0 (these modules are defined
in Lecture 4). Hence, as an n+ module, it is isomorphic to the restricted dual U(n+)
∗
of U(n+). This implies that C[N+/A+] is isomorphic to the space of a+–invariants on
U(n+)
∗.
By the Poincare-Birkhoff-Witt theorem, U(n+)
∗ has a basis dual to the basis of
lexicographically ordered monomials in U(n+). We can choose this basis in such a
way that each element is the product AB, where A is the product of pn, n ∈ I (a
basis in a+), and B is a product of elements of some basis in Im(ad p−1) ∩ n+. Then
the elements of U(n+)
∗ dual to the monomials of the second type form a basis of the
space of a+–invariants on U(n+)
∗. Hence the character of C[N+/A+] equals that of a
free polynomial algebra with ℓ generators of each positive degree. Thus its character
coincides with the character of C[U], and this completes the proof.
1.8. Definition of the mKdV hierarchy. Having identified C[U] with C[N+/A+]
in the theorem above, we can now view the derivation pR−n, n ∈ I of the latter, as a
derivation of C[U], which we denote by ∂n. Thus, we obtain an infinite set of commut-
ing derivations of the ring of differential polynomials C[u
(n)
i ], of degrees equal to the
exponents of g modulo the Coxeter number.
We call this set the mKdV hierarchy associated to the affine algebra g.
According to Theorem 1.1, to each map D → h we can attach a map D → N+/A+
(here D is the formal disk). From analytic point of view, this means that we have a
mapping that to a every smooth function u(z) from, say, R to h, assigns a smooth
function K(z) : R → N+/A+. Moreover, this mapping is local in the sense that K(z)
depends on u only through the values of its derivatives at z (the jets of u(z) at z). Due
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to this property, u(z) can just as well be a smooth function on a circle, or an analytic
function on a domain in C.
Next we say that on N+/A+ we have a family of commuting vector fields p
R
−n that
come from the right action of the Lie algebra a−. The flows of the mKdV hierarchy are
the corresponding flows on the space of smooth function u(z) : R → h. Note that the
function u(z) does not really have to be smooth everywhere; it may have singularities
at certain points.
In principle, we have now answered the question posed in the Introduction as to where
commuting derivations acting on rings of differential polynomials come from. But we
would like to have explicit formulas for these derivations. From the construction itself
we know that the first of them, ∂1, is just ∂z. But we don’t know the rest. On the
other hand, the mKdV hierarchies have been previously defined by other methods, and
we want to make sure that our definition coincides with the earlier definitions.
These issues will be the subject of the next two lectures. We will first write the
derivations ∂n in the so-called zero-curvature form and then compare our definition of
the mKdV hierarchy with the other definition to see that they are equivalent.
Lecture 2
2.1. Zero curvature representation. Let ω∨i ∈ h be the fundamental coweights that
satisfy: (αi, ω
∨
j ) = δi,j . Define u to be the element
ℓ∑
i=1
ω∨i ⊗ ui ∈ h⊗ C[U].
Denote by ĝ the completion of g, which is the inverse limit of g/(g0 ⊗ tmC[t] ∩ g).
Thus, if g = g[t, t−1], then ĝ = g((t)), and in general ĝ is a Lie subalgebra of g0((t)).
For each K ∈ N+/A+, Kp−nK
−1 is a well-defined element of ĝ. Thus we obtain a
algebraic map N+/A+ → ĝ, or, equivalently, an element of ĝ⊗C[N+/A+].
1 By abuse of
notation, we denote this element byKp−nK
−1, and its projection on b−⊗C[N+/A+] by
(Kp−nK
−1)−. Since C[N+/A+] ≃ C[u
(n)
i ], by Theorem 1.1, we can apply to it 1⊗ ∂m,
which we denote simply by ∂m.
More explicitly, recall that the Lie algebra ĝ can be realized as a Lie subalgebra
of the Lie algebra g0((t)), where g0 is a finite-dimensional simple Lie algebra; e.g., in
the non-twisted case, g0 = g. If we choose a basis in g0, we can consider an element
of ĝ as a matrix, whose entries are Laurent power series. The entries of the matrix
Kp−nK
−1 are Laurent series in t whose coefficients are regular functions on N+/A+.
Hence, under the isomorphism C[N+/A+] ≃ C[u
(n)
i ], each coefficient corresponds to a
differential polynomial in ui’s. Applying ∂m to Kp−nK
−1 means applying ∂n to each
of these coefficients.
We are going to prove the following result.
1More precisely, it lies in the completed tensor product, e.g., if ĝ = g((t)), then by ĝ ⊗ C[N+/A+]
we mean (g ⊗ C[N+/A+])((t)).
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Theorem 2.1 ([8], Theorem 2).
[∂z + p−1 + u, ∂n + (Kp−nK
−1)−] = 0.(2.1)
The equation (2.1) can be rewritten as
∂nu = ∂z(Kp−nK
−1)− + [p−1 + u, (Kp−nK
−1)−].(2.2)
As explained above, this equation expresses ∂nui in terms of differential polynomials
in ui’s. Since, by construction, ∂n commutes with ∂1 ≡ ∂z, formula (2.2) uniquely
determines ∂n as an evolutionary derivation of C[u
(n)
i ]. Thus, we obtain an explicit
formula for ∂n.
Note that formula (2.1) looks like the zero curvature condition on a connection
defined on a two-dimensional space – hence the name “zero curvature representation”.
Remark 2.1. One should be careful in distinguishing the two variables: t and z, and the
two factors, ĝ and C[N+/A+], in the formulas below. The variable z is a “dynamical
variable” connected with C[N+/A+] due to its isomorphism with C[u
(n)
i ]; in particular,
∂z is the derivation of p
R
−1 of C[N+/A+]. On the other hand, t is just the formal
variable entering the definition of the affine algebra ĝ. We remark that in earlier works
on soliton theory, t was denoted by λ−1, and λ was called the spectral parameter.
2.2. Proof of Theorem 2.1. We will actually prove a stronger result:
Proposition 2.1. For K ∈ N+/A+,
[∂m + (Kp−mK
−1)−, ∂n + (Kp−nK
−1)−] = 0, ∀m,n ∈ I.(2.3)
Let us first explain how to derive Theorem 2.1 from Proposition 2.1. We need to
specialize (2.3) to m = 1 and to determine (Kp−1K
−1)− explicitly.
Lemma 2.1.
(Kp−1K
−1)− = p−1 + u.(2.4)
Proof. It is clear that (Kp−1K
−1)− = p−1 + x, where x ∈ h. Hence we need to show
that x = u, or, equivalently, that (αi, x) = ui, i = 1, . . . , ℓ. We can rewrite the latter
formula as ui = (αi, (Kp−1K
−1)−), and hence as ui = (αi,Kp−1K
−1). But this is
exactly the definition of the function u˜i on N+/A+, which is the image of ui ∈ C[U]
under the isomorphism C[U]→ C[N+/A+].
Now specializing m = 1 in formula (2.3) and using Lemma 2.1 we obtain formula
(2.1).
In order to prove formula (2.3), we need to find an explicit formula for the action of
∂n on Kp−mK
−1.
It follows from formula (1.3) that
aR · xvx−1 = [(xax−1)+, xvx
−1], a, v ∈ g.(2.5)
If a and v are both elements of a, then formula (2.5) does not change if we multiply x
from the right by an element of A+. Denote by K the coset of x in N+/A+. Then we
can write:
∂n ·KvK
−1 = [(Kp−nK
−1)+,KvK
−1], v ∈ a.(2.6)
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Proof of Proposition 2.1. Substituting v = p−m into formula (2.6), we obtain:
∂n ·Kp−mK
−1 = [(Kp−nK
−1)+,Kp−mK
−1].
Hence
∂n · (Kp−mK
−1)− = [(Kp−nK
−1)+,Kp−mK
−1]− = [(Kp−nK
−1)+, (Kp−mK
−1)−]−.
Therefore we obtain:
[∂m + (Kp−mK
−1)−, ∂n + (Kp−nK
−1)−]
=∂m · (Kp−nK
−1)− − ∂n · (Kp−nK
−1)− + [(Kp−mK
−1)−, (Kp−nK
−1)−]
=[(Kp−mK
−1)+, (Kp−nK
−1)−]− − [(Kp−nK
−1)+,Kp−mK
−1]−
+[(Kp−mK
−1)−, (Kp−nK
−1)−]−.
Adding up the first and the last terms, we obtain
[Kp−mK
−1, (Kp−nK
−1)−]− − [(Kp−nK
−1)+,Kp−mK
−1]− =
= [Kp−mK
−1,Kp−nK
−1]− = 0,
and Proposition 2.1 is proved.
2.3. Recurrence relation. Now we have at our disposal explicit formulas for equa-
tions of the mKdV hierarchy. But from the practical point of view, it is still difficult to
compute explicitly terms like (Kp−nK
−1)−, since the coset K has been defined in Lec-
ture 1 in a rather abstract way. In this section we will exhibit a simple property of K,
which will enable us to compute everything via a straightforward recursive algorithm.
Given a vector space W , we will write W [U] for W ⊗ C[U].
Recall that for any v ∈ a, KvK−1 denotes the element of ĝ[U] = ĝ⊗C[U], determined
by the embedding N+/A+ → ĝ, which maps K to KvK
−1.
Lemma 2.2.
[∂z + p−1 + u,KvK
−1] = 0, ∀v ∈ a.(2.7)
Proof. Using formula (2.6) and Lemma 2.1 we obtain:
∂z(KvK
−1) = [(Kp−1K
−1)+,KvK
−1]
= −[(Kp−1K
−1)−,KvK
−1]
= −[p−1 + u,KvK
−1].
Now suppose that V ∈ ĝ[U] satisfies
[∂z + p−1 + u(z),V] = 0.(2.8)
Then we can decompose V with respect to the principal gradation on ĝ (the principal
gradation on ĝ should not be confused with the gradation on C[U] = C[N+/A+]!):
V =
∑
m≥−n
Vm, V−n 6= 0,
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and write equation (2.8) in components. Recall that deg p−1 = −1,deg u = 0, and
deg ∂z = 0.
The first equation that we obtain, in degree −n− 1, reads:
[p−1,V−n] = 0.
By Proposition 1.2, it implies that V−n ∈ a. Hence V−n = p−n times an element of
C[U], where n ∈ I ∪ −I.
Other equations have the form
∂zVm + [p−1,Vm−1] + [u,Vm] = 0, m ≥ −n.(2.9)
Recall from Proposition 1.2 that g = a ⊕ Im(ad p−1). So we can split each x ∈ ĝ into
a sum x = x0 + x⊥, where x0 ∈ a and x⊥ ∈ Im(ad p−1). Furhermore, we can split
our equations (2.9) into two parts, lying in a and Im(ad p−1). Then we obtain two
equations:
∂zV
0
m + [p−1,Vm+1]
0 + [u,Vm]
0 = 0,
∂zV
⊥
m + [p−1,Vm+1]
⊥ + [u,Vm]
⊥ = 0.
But clearly, [p−1,Vm+1]
0 = 0, [u,V0m]
0 = 0, and [p−1,V
0
m+1] = 0. Also, [p−1,V
⊥
m+1]
⊥ =
[p−1,V
⊥
m+1]. Hence we obtain:
∂zV
0
m + [u,V
⊥
m]
0 = 0,(2.10)
∂zV
⊥
m + [p−1,V
⊥
m+1] + [u,Vm]
⊥ = 0.(2.11)
We already know that V−n ∈ a[U], and so V
⊥
−n = 0. Now we can find V
0
−n and
V⊥−n+1. First we obtain from equation (2.10):
∂zV
0
−n = −[u,V
⊥
−n] = 0,
which implies that V−n = p−n times a constant factor. Without loss of generality we
assume that V−n = p−n. Next, we obtain from (2.11),
[p−1,V
⊥
−n+1] = −[u,V−n]
⊥,
which uniquely determines V⊥−n+1, since ad p−1 is invertible on Im(ad p−1) (see Propo-
sition 1.2).
Now assume by induction that we know V0k,−n ≤ k ≤ m− 1 and V
⊥
k ,−n ≤ k ≤ m.
Then we obtain from formulas (2.10) and (2.11):
∂zV
0
m = −[u,V
⊥
m]
0,(2.12)
V
⊥
m+1 = (ad p−1)
−1
(
−∂zV
⊥
m − [u,Vm]
⊥
)
.(2.13)
Consider [u,V⊥m]
0 ∈ a. It can only be non-zero if m ∈ ±I. In that case it is equal to
pm ⊗ Pm, Pm ∈ C[U], or p
1
m ⊗ P
1
m + p
2
m ⊗ P
2
m, if the multiplicity of the exponent is 2.
If each P im is a total derivative, P
i
m = ∂zQ
i
m, then we find from equation (2.12):
V
0
m =
∑
i
pim ⊗Q
i
m.
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After that we can solve equation (2.13) for V⊥m+1. But we know that Kp−nK
−1 =
p−n + . . . does satisfy equation (2.9). Hence we know for sure that each P
i
m is a total
derivative, and equation (2.12) can be resolved (i.e., the antiderivative can be taken
whenever we need it). Therefore we can find all Vm’s following this algorithm.
Note that the only ambiguity is introduced when we take the antiderivative, since
we then have the freedom of adding cm · pm to V
0
m, where cm ∈ C. This simply reflects
the fact that adding KpmK
−1 = p−m + . . . with m > −n to Kp−nK
−1, we do not
violate (2.9). Thus, we have proved the following
Proposition 2.2. Let V be an element of ĝ[U] satisfying
[∂z + p−1 + u,V] = 0.(2.14)
Then V = KvK−1, where v ∈ a. Moreover, if V = p−n+ terms of degree higher than
−n with respect to the principal gradation on g then v = p−n+ terms of degree higher
than −n.
Now recall that each Vn is an element of ĝ[U], i.e., its matrix entries (in a particular
representation of ĝ) are Laurent power series in t, with coefficients from the ring C[U].
That ring has a Z–gradation (which should not be confused with the principal gradation
on g itself!). The corresponding gradation on C[N+/A+] is defined by the vector field
−ρ∨. Using this gradation, for each n we can distinguish a canonical solution Vn of the
recurrence relations (2.9) that equals precisely Kp−nK
−1.
Lemma 2.3. Let x ∈ g be homogeneous of degree k. Then the function f ∈ C[N+/A+]
given by the formula f(K) = (x,Kp−nK
−1) is a homogeneous element of C[N+/A+]
of degree n−m.
Proof. We have to show that ρ∨ · f = (m− n)f . But
(ρ∨ · f)(K) = (x, [(Kρ∨K−1)+,Kp−nK
−1])
= (x, [Kρ∨K−1,Kp−nK
−1])− (x, [(Kρ∨K−1)−,Kp−nK
−1])
= (x,K[ρ∨, p−n]K
−1) + ([ρ∨, x],Kp−nK
−1])
= (m− n)(x,Kp−nK
−1) = (m− n)f(K),
and the lemma is proved.
Our recurrence relations (2.10) and (2.11) imply that if x has degree m, then (x,Vn)
has a term of degree n −m in C[U] ≃ C[N+/A+] and possibly other terms of smaller
degrees which result from addition of constants when taking anti-derivatives at the
previous steps of the recursive procedure. It is clear that there is a unique solution Vn
of equation (2.8), such that (x,Vn) is homogeneous of degree n−m, and this solution
is Kp−nK
−1.
Now we have an algorithm for finding Kp−nK
−1. Hence we can construct explicitly
the nth equations of the mKdV hierarchy by inserting (Kp−nK
−1)− into equation (2.1).
In the next section we will do that in the case of Lsl2.
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2.4. Example of Lsl2. We have
u =
12u 0
0 −
1
2
u
 .
Hence
∂z + p−1 + u = ∂z +
12u t−1
1 −
1
2
u
 .(2.15)
The first equation of the hierarchy is
[∂z + p−1 + u, ∂n + (Kp−nK
−1)−] = 0.
By formula (2.4), (Kp−1K
−1)− = p−1 + u. Hence the first equation reads
[∂z + p−1 + u, ∂1 + p−1 + u] = 0,
which is equivalent to
∂1u = ∂zu,
as we already know (note that this is true for an arbitrary g).
Now we consider the next equation in the case of Lsl2, corresponding to n = 3. To
write it down, we have to compute (Kp−3K
−1)−. In order to do that we compute the
first few terms of Kp−3K
−1 following the algorithm of the previous section.
We introduce a basis of Lsl2 homogeneous with respect to the principal gradation:
p2j+1 =
(
0 tj
tj+1 0
)
, q2j+1 =
(
0 tj
−tj+1 0
)
,
r2j =
(
tj 0
0 −tj
)
.
Then we write
Kp−3K
−1 = p−3 +R−2r−2 + P−1p−1 +Q−1q−1 +R0r0 + . . . .
The other terms are irrelevant for us now as we are only interested in (Kp−3K
−1)−.
Equation (2.8) reads
[∂z + p−1 +
1
2
ur0, ∂3 + p−3 +R−2r−2 + P−1p−1 +Q−1q−1 +R0r0 + . . . ] = 0.
Rewriting it in components, we obtain the following equations:
2R−2 − u = 0, ∂zR−2 − 2Q−1 = 0,
∂zP−1 + uQ−1 = 0, ∂zQ−1 + uP−1 − 2R0.
We find from these equations:
R−2 =
1
2
u, Q−1 =
1
4
∂zu, P−1 = −
1
8
u2, R0 = −
1
16
u3 +
1
8
∂2zu.
16 EDWARD FRENKEL
The equation of the mKdV hierarchy corresponding to n = 3 now reads:
∂3
12u t−1
1 −
1
2
u
 =


1
2
ut−2 −
(
1
16
u3 −
1
8
∂2zu
)
t−2 +
(
−
1
8
u2 +
1
4
∂zu
)
t−1
t−1 −
(
1
8
u2 +
1
4
∂zu
)
−
1
2
ut−2 +
(
1
16
u3 −
1
8
∂2zu
)
 , ∂z +
12u t−1
1 −
1
2
u

 .
This is equivalent to the equation
∂3u =
3
8
u2∂zu−
1
4
∂3zu,(2.16)
which is the mKdV equation. It is related to the KdV equation (0.1) by a change of
variables (see Lecture 4).
Lecture 3
In the previous lecture we have written down explicitly the equations of the mKdV
hierarchy in the zero curvature form. In this lecture we will discuss another approach
to these equations, which is due to Drinfeld and Sokolov and goes back to Zakharov
and Shabat. We will then establish the equivalence between the two approaches.
3.1. Generalities on zero curvature equations. Let us look at the general zero
curvature equation
[∂z + p−1 + u, ∂τ + V ] = 0.(3.1)
The element p−1 has degree −1 with respect to the principal gradation of g, while
u has degree 0 (with respect to the gradation on g). This makes finding an element V
that satisfies (3.1) a non-trivial problem. Indeed, equation (3.1) can be written as
∂τu = [∂z + p−1 + u, V ].(3.2)
The left hand side of (3.2) has degree 0. Therefore V should be such that the expression
in the right hand side of (3.2) is concentrated in degree 0.
Such elements can be constructed by the following trick (see [31, 7, 29]). Suppose
we found some V ∈ ĝ[U] which satisfies
[∂z + p−1 + u,V] = 0.(3.3)
We can split V into the sum V+ + V− of its components of positive and non-positive
degrees with respect to the principal gradation. Then V = V− has the property that
the right hand side of (3.2) has degree 0. Indeed, from (3.3) we find
[∂z + p−1 + u(z),V−] = −[∂z + p−1 + u(z),V+],
which means that both commutators have neither positive nor negative homogeneous
components. Therefore equation (3.2) makes sense. Thus, the problem of finding
elements V such that (3.2) makes sense, and hence constructing the mKdV hierarchy,
has been reduced to the problem of finding solutions of equation (3.3).
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In Proposition 2.2 we described the solutions of equation (3.3) in terms of the iso-
morphism U ≃ N+/A+, which attaches K ∈ N+/A+ to u.
There are other ways of solving this problem. In the next section we will discuss the
approach of Drinfeld and Sokolov [7], closely related to the dressing method of Zakharov
and Shabat [31]. Another approach, proposed by Wilson [29], will be mentioned briefly
later.
3.2. Drinfeld-Sokolov approach. Consider the group N+[U] of U–points of N+.
Thus, in a representation of N+ elements of N+[U] are matrices, whose entries are
differential polynomials in ui’s.
Proposition 3.1 ([7], Prop. 6.2). There exists an element M ∈ N+[U], such that
M−1 (∂z + p−1 + u(z))M = ∂z + p−1 +
∑
i∈I
hipi,(3.4)
where hi ∈ C[U],∀i ∈ I. M is defined uniquely up to right multiplication by an element
of A+[U].
Proof. Since the exponential map n̂+ → N+ is an isomorphism, we can write M =
expm, where m ∈ n̂+[U]. For any α ∈ g, we have:
M−1αM =
∑
n≥0
(−1)n
n!
(adm)n · α.
Decompose m with respect to the principal gradation:
m =
∑
j>0
mj.
Then for the nth component of equation (3.4) reads
[p−1,m1] + u = 0,(3.5)
for n = 0, and
[p−1,mn+1] + terms involving mi, i ≤ n, and u = hnpn(3.6)
for n > 0 (here we set hn = 0, if n 6∈I). Since u ∈ Im(ad p−1), we can solve equation
(3.5) and start the inductive process. At the nth step of induction we would have found
mi, i ≤ n and hi, i < n. We can now split the nth equation (3.6) into two parts, lying
in a and Im(ad p−1). We can then set mn+1 = (ad p−1)
−1 of the Im(ad p−1) part, and
hnpn = the a part of the equation (everything evidently works even if the multiplicity
of n is 2). Clearly, bothmn and hn is local. This inductive procedure gives us a unique
solution M of equation (3.4), such that each mn+1 lies in Im(ad p−1).
Now observe that formula (3.4) implies:
[∂z + p−1 + u,MvM
−1] = 0, ∀v ∈ a.(3.7)
Hence the zero curvature equations
[∂z + p−1 + u, ∂τn + (Mp−nM
−1)−] = 0(3.8)
make sense. Drinfeld and Sokolov called these equations the mKdV hierarchy associated
to g. We will now show that these equations coincide with our equations (2.1).
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3.3. Equivalence of two constructions. In both [7] and [12], one assigns to a jet
(u
(n)
i ) ∈ SpecC[U], a coset in N+/A+. We now show that they coincide.
Theorem 3.1 ([8], Theorem 3). The cosets M and K in N+/A+ assigned in [7] and
[12], respectively, to a jet (u
(n)
i ), coincide.
Proof. According to formula (3.7),
[∂z + p−1 + u,Mp−1M
−1] = 0.
Since Mp−1M
−1 = p−1+ terms of degree higher than −1 with respect to the principal
gradation on g, we obtain from Lemma 2.2 that Mp−1M
−1 = KvK−1, where v ∈ a.
Let us show that this implies that v = p−1 and that K =M in N+/A+.
Indeed, from the equality
Mp−1M
−1 = KvK−1
we obtain that (K−1M)p−1(K
−1M)−1 lies in a. We can represent K−1M as exp y
for some y ∈ n̂+. Then (K
−1M)p−1(K
−1M)−1 = v can be expressed as a linear
combination of multiple commutators of y and p−1:
eyp−1(e
y)−1 =
∑
n≥0
1
n!
(ad y)n · p−1.
We can write y =
∑
j>0 yj, where yj is the homogeneous component of y of principal
degree j. It follows from Proposition 1.2 that n̂+ = â+ ⊕ Im(ad p−1). Therefore each
yj can be further split into a sum of y
0
j ∈ â+ and y
1
j ∈ Im(ad p−1).
Suppose that y does not lie in â+. Let j0 be the smallest number such that y
1
j0
6= 0.
Then the term of smallest degree in eyp−1(e
y)−1 is [y1j0 , p−1] which lies in Im(ad p−1)
and is non-zero, because Ker(ad p−1) = â+. Hence e
yp−1(e
y)−1 can not be an element
of â+.
Therefore y ∈ â+ and so K
−1M ∈ A+, which means that K and M represent the
same coset in N+/A+, and that v = p−1.
Remark 3.1. In the proof of Theorem 3 of [8] one has to replace p−n by p−1.
From the analytic point of view, Proposition 3.1 produces the same thing as The-
orem 1.1: it associates to a smooth function u(z) : R → h, a smooth function
M(z) : R→ N+/A+ (cf. Sect. 1.8). What we have just shown is that the two construc-
tions are equivalent, and K(z) =M(z).
Having established that K =M , we see that the two definitions of mKdV hierarchy:
(2.1) and (3.8), coincide. Thus, now we have two equivalent ways of constructing these
equations. One of them is based on Theorem 1.1 identifying SpecC[u
(n)
i ] with N+/A+,
and the other uses the “dressing operator” M defined by formula (3.4). One can then
use an element of N+/A+ (K or M) to solve equation (3.3), and produce the mKdV
equation (3.2).
Wilson [29] proposed another approach, in which one solves (3.3) directly without
constructing first the dressing operator. Recall from Sect. 2.3 that when one tries to
solve equation (3.3), one has to be able to take the antiderivative at certain steps. If
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we know in advance the existence of solution (as we do in the two other approaches),
then this is insured automatically. Wilson [29] gave an argument, which demonstrates
directly that the antiderivatives can be taken at each step. Thus, he proved the ex-
istence of solution V of (3.3) of the form V = p−n+ terms of higher degree. He then
constructed the equations of the mKdV hierarchy using these V. We now see that all
three approaches are equivalent.
In the next two sections we will give another, more illuminating, explanation of the
fact that K =M .
Remark 3.2. There exist generalizations of the mKdV hierarchies which are associated
to abelian subalgebras of g other then a (see Remark 1.3). It is known that the Drinfeld-
Sokolov approach can be applied to these generalized hierarchies [5, 19]. On the other
hand, our approach can also be applied; in the case of the non-linear Schro¨dinger
hierarchy, which corresponds to the homogeneous abelian subalgebra of g, this has
been done by Feigin and the author [13]. The results of this lecture can be extended
to establish the equivalence between the two approaches in this general context.
3.4. Realization of C[N+] as a polynomial ring. The approach to the mKdV and
affine Toda equations used in [12] and here is based on Theorem 1.1 which identifies
C[N+/A+] with the ring of differential polynomials C[u
(n)
i ]i=1,... ,ℓ;n≥0. In this section
we add to the latter ring new variables corresponding to A+ and show that the larger
ring thus obtained is isomorphic to C[N+]. In this and the following two sections we
follow closely [8].
Consider u
(n)
i , i = 1, . . . , ℓ;n ≥ 0, as A+–invariant regular functions on N+. Recall
that
ui(x) = (αi, xp−1x
−1), x ∈ N+,
Now choose an element χ of h˜, such that (χ,C) 6= 0. Introduce the regular functions
χn, n ∈ I, on N+ by the formula:
χn(x) = (χ, xp−nx
−1), x ∈ N+.(3.9)
Theorem 3.2 ([8], Theorem 5). C[N+] ≃ C[u
(n)
i ]i=1,... ,ℓ;n≥0 ⊗ C[χn]n∈I .
Proof. Let us show that the functions u
(n)
i ’s and χn’s are algebraically independent. In
order to do that, let us compute the values of the differentials of these functions at the
origin. Those are elements of the cotangent space to the origin, which is isomorphic to
the dual space n̂∗+ of n̂+.
Using the invariant inner product on g˜ we identify n̂∗+ with n−. By Proposition 1.2
n− = a− ⊕ (a+)
⊥. Recall that with respect to the principal gradation, (a+)
⊥ =
⊕j>0(a+)
⊥
−j, where dim(a+)
⊥
−j = ℓ, and ad p−1 : (a+)
⊥
−j → (a+)
⊥
−j−1 is an isomorphism
for all j > 0.
By construction of ui’s given in the proof of Theorem 1.1, dui|1, i = 1, . . . , ℓ, form
a basis of (a+)
⊥
−1, and hence du
(n)
i |1, i = 1, . . . , ℓ, form a basis of (a+)
⊥
−n−1. Thus, the
covectors du
(n)
i |1, i = 1, . . . , ℓ;n ≥ 0, are linearly independent. Let us show now that
the covectors dχn|1 are linearly independent from them and among themselves. For
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that it is sufficient to show that the pairing between dFm|1 and pn is non-zero if and
only if n = m. But we have:
pRn · (χ, xp−mx
−1) = (χ, x[pn, p−m]x
−1).(3.10)
Since pn, n ∈ ±I, generate a Heisenberg subalgebra in g˜ (see [22], Lemma 14.4),
[pn, p−m] = αnCδn,m,(3.11)
where αn 6= 0,∀n ∈ I. Therefore the pairing between dFm|1 and pn is equal to
αn(χ,C)δn,−m, and it is non-zero if and only if n = m.
Thus, the functions u
(n)
i ’s and χn’s are algebraically independent. Hence we have
an embedding C[u
(n)
i ]i=1,... ,ℓ;n≥0 ⊗ C[χn]n∈I → C[N+]. But the characters of the two
spaces with respect to the principal gradation are both equal to∏
n≥0
(1− qn)−ℓ
∏
i∈I
(1− qi)−1.
Hence this embedding is an isomorphism.
3.5. Another proof of Theorem 3.1. Let cn = (αn(χ,C))
−1, where αn, n ∈ I,
denote the non-zero numbers determined by formula (3.11).
Proposition 3.2. Let K be an element of N+. We associate to it another element of
N+,
K = K exp
(
−
∑
n∈I
cnpnχn(K)
)
In any finite-dimensional representation of N+, K is represented by a matrix whose
entries are Taylor series with coefficients in the ring of differential polynomials in ui, i =
1, . . . , ℓ
The map N+ → N+ which sends K to K is constant on the right A+–cosets, and
hence defines a section N+/A+ → N+.
Proof. Each entry of
K = K exp
(
−
∑
n∈I
cnpnχn(K)
)
is a function on N+. According to Theorem 1.1 and Theorem 3.2, to prove the propo-
sition it is sufficient to show that each entry of K is invariant under the right action of
a+. By formula (3.10) we obtain for each m ∈ I:
pRm · χn = c
−1
n δn,−m,
and hence
pRm ·
(
K exp
(
−
∑
n∈I
cnpnχn(K)
))
=
Kpm exp
(
−
∑
n∈I
cnpnχn
)
+K exp
(
−
∑
n∈I
cnpnχn
)
(−pm) = 0.
Therefore K is right a+–invariant.
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To prove the second statement, let a be an element of A+ and let us show that
Ka = K. We can write: a = exp
(∑
i∈I αipi
)
. Then according to formulas (3.9) and
(3.10), χn(Ka) = (χ,Kap−na
−1K−1) = (χ,Kp−nK
−1) + c−1n αn = χn(K) + c
−1
n αn.
Therefore
Ka = Ka exp
(
−
∑
n∈I
αnpn −
∑
n∈I
cnpnχn(K)
)
= K.
Consider now the matrixK. According to Proposition 3.2, the entries ofK are Taylor
series with coefficients in differential polynomials in ui’s. In other words, K ∈ N+[U].
Hence we can apply to K any derivation of C[u
(n)
i ], in particular, ∂n = p
R
−n.
Lemma 3.1. In any finite-dimensional representation of N+, the matrix of K satisfies:
K
−1
(∂n + (Kp−nK
−1
)−)K = ∂n + p−n −
∑
i∈I
ci(p
R
−n · χi)pi.(3.12)
Proof. Using formula (1.3), we obtain:
K
−1
(∂n + (Kp−nK
−1
)−)K = ∂n +K
−1
(pR−nK) +K
−1
(Kp−nK
−1
)−K
= ∂n +K
−1
(Kp−nK
−1
)+K −
∑
i∈I
ci(p
R
−n · χi)pi +K
−1
(Kp−nK
−1
)−K
= ∂n + p−n −
∑
i∈I
ci(p
R
−n · χi)pi,
which coincides with (3.12).
Let now K be the point of N+/A+ assigned to the jet (u
(n)
i ) by Theorem 1.1. Then
K is a well-defined element of N+ corresponding to K under the map N+/A+ → N+
defined in Proposition 3.2. By construction, K lies in the A+–coset K.
According to Lemma 2.1, (Kp−1K
−1
)− = p−1 + u. Letting n = 1 in formula (3.12),
we obtain:
K
−1
(∂z + p−1 + u(z))K = ∂z + p−1 −
∑
i∈I
ci(p
R
−1 · χi)pi.
This shows that K gives a solution to equation (3.4), and hence lies in the A+–coset of
the Drinfeld-Sokolov dressing operator M . Therefore the cosets of K and M coincide,
and this completes our second proof of Theorem 3.2.
3.6. Baker-Akhiezer function. In this section we adopt the analytic point of view.
Recall that in Lecture 1 we constructed a map, which assigns to every smooth function
u(z) : R → h, a smooth function K(z) : R → N+/A+, with the property that the
action of nth mKdV flow on u(z) translates into the action of pR−n on N+/A+. One
can ask whether it is possible to lift this map to the one that assigns to u a function
R→ N+ with the same property. Our results from the previous section allow us to lift
the function K(z) to the function K(z) : R → N+, using the section N+/A+ → N+.
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But one can check easily that the action of the mKdV flows does not correspond to the
action of aR− on K(z). However, its modification
K˜(z) = K(z) exp
(∑
n∈I
cnpnχn(K)
)
does satisfy the desired property.
Unfortunately, χn 6∈C[u
(n)
i ] ⊂ C[N+], so K˜(z) can not be written in terms of differ-
ential polynomials in ui (i.e, the jets of u(z)), so K˜(z) is “non-local”. Nevertheless, one
can show that Hn = p
R
−1 · χn does belong to C[u
(n)
i ] (in fact, this Hn can be taken as
the density of the hamiltonian of the nth mKdV equation, see Lecture 5). Therefore
we can write:
K˜(z) = K(z) exp
(∑
n∈I
cnpn
∫ z
−∞
Hndz
)
.
Now let u(t), where t = {ti}i∈I and ti’s are the times of the mKdV hierarchy, be a
solution of the mKdV hierarchy. The Baker-Akhiezer function Ψ(t) associated to u(t),
is by definition a solution of the system of equations
(∂n + (Kp−nK
−1)−)Ψ = 0, ∀n ∈ I.(3.13)
In particular, for n = 1 we have:
(∂z + p−1 + u(z))Ψ = 0.(3.14)
From formula (3.12) we obtain the following explicit formula for the solution of the
system (3.13) with the initial condition is Ψ(0) = K˜(0):
Ψ(t) = K˜(t) exp
(
−
∑
i∈I
p−iti
)
.
But by construction,
K˜(t) =
(
K˜(0)Γ(t)
)
+
,
where
Γ(t) = exp
(∑
i∈I
p−iti
)
and g+ denotes the projection of g ∈ B− ·N+ ⊂ G on N+ (it is well-defined for almost
all ti’s). Hence we obtain:
Ψ(t) =
(
K˜(0)Γ(t)
)
+
Γ(t)−1.
Similar formula for the Baker-Akhiezer function has been obtained by G. Segal and
G. Wilson [28, 30]. Following the works of the Kyoto School [4], they showed that
Baker-Akhiezer functions associated to solutions of the KdV equations naturally “live”
in the Sato Grassmannian, and that the flows of the hierarchy become linear in these
terms (see also [3]).
We have come to the same conclusion in a different way. We have identified the
mKdV variables directly with coordinates on the big cell of B−\G/A+, and constructed
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a map u(z) → K(z). It is then straightforward to check, as we did above, that the
Baker-Akhiezer function is simply a lift of this map to B−\G. In the case of KdV
hierarchy, we obtain a map to G[t−1]\G (see the next lecture), which for G = SLn is
the formal version of the Grassmannian that Segal-Wilson had considered.
Lecture 4
In this lecture we define the generalized KdV hierarchy associated to an affine algebra
g. We then show the equivalence between our definition and that of Drinfeld-Sokolov.
Throughout this lecture we restrict ourselves to non-twisted affine algebras.
4.1. The left action of N+. Let n+ be the Lie subalgebra of n+ generated by ei, i =
1, . . . , ℓ. Thus, n+ is the upper nilpotent subalgebra of the simple Lie algebra g – the
“constant subalgebra” of g˜, whose Dynkin diagram is obtained by removing the 0th
nod of the Dynkin digram of g˜. Let N+ be the corresponding subgroup of N+. The
group N+ acts on the main homogeneous space N+/A+ from the left.
Lemma 4.1. The action of N+ on N+/A+ is free.
Proof. We need to show that for each K ∈ N+/A+, the map τ from n+ to the tangent
space of N+/A+ at each point K is injective. But the tangent space at K is naturally
isomorphic to n̂+/(KaK
−1), and τ is the compositon of the embedding n+ → n̂+ and
the projection n̂+ → n̂+/(KaK
−1). Thus, we need to show that n+ ∩KaK
−1 = 0 for
any K ∈ N+/A+. This is obvious because each element of n+ is a constant element of g,
i.e. does not depend on t, while each element of KaK−1 does have a t–dependence.
4.2. The KdV jet space. Now we show that C[N+\N+/A+] can be identified with
a ring of differential polynomials.
We define the functions vi : N+ → C, i = 1, . . . , ℓ, by the formula:
vi(K) = (f0,Kp−diK
−1), K ∈ N+.(4.1)
It is clear that these function are right A+–invariant. We also find:
(eLk · vi)(K) = (f0, [ek,Kp−nK
−1]) = ([f0, ek],Kp−nK
−1) = 0
for all k = 1, . . . , ℓ. Therefore vi is left n+–invariant, and hence left N+–invariant.
Thus, each vi gives rise to a regular function on N+\N+/A+. Let us compute the
degree of vi. We obtain:
(−ρ∨ · vi)(K) = −(f0, [(Kρ
∨K−1)+,Kp−diK
−1)]
= −(f0, [Kρ
∨K−1,Kp−diK
−1)] + (f0, [(Kρ
∨K−1)+,Kp−diK
−1)]
= −(f0,K[ρ
∨, p−1]K
−1) + ([f0, ρ
∨],Kp−diK
−1)]
= (di + 1)(f0,Kp−diK
−1) = (di + 1)vi(K).
Hence vi is homogeneous of degree di + 1.
Now denote v
(n)
i = (p
R
−1)
n · vi.
Theorem 4.1.
C[N+\N+/A+] ≃ C[v
(n)
i ]i=1,... ,ℓ;n≥0.
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Proof. We follow the proof of Theorem 1.1. First we prove the algebraic independence
of the functions v
(n)
i . To do that, we need to establish the linear independence of the
values of their differentials dv
(n)
i |1¯ at the double coset 1¯ of the identity element. Note
that dv
(n)
i |1¯ = (ad p−1)
n · dvi|1¯.
Using the invariant inner product on g˜, we identify the cotangent space to 1¯ with
N = (a+ ⊕ n+)
⊥ ∩ n−. It is a graded subspace of n− with respect to the principal
gradation. Moreover, the action of ad p−1 on N is free. One can choose homogeneous
elements β1, . . . , βℓ ∈ N, such that {(ad p−1)
nβi}i=1,... ,ℓ;n≥0 is a basis in (a+⊕n+)
⊥∩n∗+.
It is also easy to see that deg βi = −(di + 1). This follows from Proposition 1.2 and
the fact [23] that the set of degrees of a elements of a homogeneous basis in n− is
∪ℓi=1{1, . . . , di}.
We claim that dvi|1¯ can be taken as the elements βi. Let us compute dvi|1¯. From
formula (4.1) we find, in the same way as in the proof of Theorem 1.1:
(x, dvi|1¯) = −(f0, [x, p−di ]) = ([f0, p−di ], x) ∀x ∈ n+.
Hence
dvi|1¯ = [f0, p−di ](4.2)
as an element of N ⊂ n−. This formula shows that the degree of dvi|1¯ equals di + 1 as
we already know.
According to Proposition 1.2, (a+)
⊥ ⊂ n− has an ℓ–dimensional component (a+)
⊥
−j
of each negative degree −j (with respect to the principal gradation). Furthermore,
since n− has no homogeneous components of degrees less than or equal to −h, minus
the Coxeter number, we obtain that (a+)
⊥
−j = N−j for all j ≥ h. Now let
γi = (ad p−1)
h−di−1 · dvi|1¯ = (ad p−1)
h−di−1 · [f0, p−di ] ∈ (a+)
⊥
−h = N−h(4.3)
for all i = 1 . . . , ℓ. Recall that the operator ad p−1 : (a+)
⊥
−j → (a+)
⊥
−j−1 is an isomor-
phism. If the vectors γi are linearly independent, then the covectors
dv
(j−di−1)
i |1¯ = (ad p−1)
j−di−1 · [f0, p−di ] ∈ N−j,
are linearly independent for each j > 1 (here we ignore dv
(n)
i |1¯, if n < 0). We see
that the linear independence of the covectors {dv
(n)
i |1¯}i=1,... ,ℓ;n≥0 is equivalent to the
following
Proposition 4.1. The vectors {γi}i=1,... ,ℓ are linearly independent.
The proof is given in the Appendix. This completes the proof of the algebraic
independence of the functions v
(n)
i . Hence we obtain an injective homomorphism
C[v
(n)
i ] → C[N+\N+/A+]. The fact that it is an isomorphism follows in the same
way as in the proof of Theorem 1.1, from the computation of characters. Clearly,
chC[v
(n)
i ] =
ℓ∏
i=1
∏
ni>di
(1− qni)−1.(4.4)
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On the other hand, since N+ acts freely on N+/A+,
chC[N+\N+/A+] = chC[N+/A+](chC[N+])
−1,
and
chC[N+] =
ℓ∏
i=1
di∏
ni=1
(1− qni)−1,
by [23] (here we use −ρ∨ as the gradation operator). Hence chC[N+\N+/A+] is also
given by formula (4.4), and the theorem is proved.
Remark 4.1. One can prove that C[N+\N+/A+] is isomorphic to a ring of differential
polynomials without using formula (4.1) for the functions vi. However, the proof given
above is shorter and more explicit.
4.3. KdV hierachy. Theorem 4.1 means that just like N+/A+, the double quotient
N+\N+/A+ can be identified with the space of ∞–jets of an ℓ–tuple of functions. We
call this space the KdV jet space and denote it by V. The vector fields pR−n still act on
N+\N+/A+ and hence give us an infinite set of commuting evolutionary derivations
on C[V]. This is, by definition, the KdV hierarchy associated to g.
The natural projection N+/A+ → N+\N+/A+ gives us a map U → V, which
amounts to expressing each vi as a differential polynomial in uj’s. This map is called
the generalized Miura transformation. It can be thought of as a change of variables
transforming the mKdV hierarchy into the KdV hierarchy.
4.4. Drinfeld-Sokolov reduction. In this section we give another definition of the
generalized KdV hierarchy following Drinfeld and Sokolov. We will show in the next
section that the two definitions are equivalent.
Denote by Q the space of ∞–jets of functions q : D :→ b+, where b+ is the finite-
dimensional Borel subalgebra h ⊕ n+ (recall that n+ is generated by ei, i = 1, . . . , ℓ).
If we choose a basis {ω∨i , i = 1, . . . , ℓ} ∪ {eα, α ∈ ∆+} of b+, then we obtain the
corresponding coordinates q
(n)
α , q
(n)
i , n ≥ 0 on Q. Thus, C[Q] is a ring of differential
polynomials equipped with an action of ∂z.
Let C(g) be vector the space of operators of the form
∂z + p−1 + q,(4.5)
where
q =
ℓ∑
i=1
ω∨i ⊗ qi +
∑
α∈∆+
eα ⊗ qα ∈ b+ ⊗ C[Q].
The group N+[Q] acts naturally on C(g):
x · (∂z + p−1 + q) = x(∂z + p−1 + q)x
−1 = ∂z + [x, p−1 + q]− ∂zx.(4.6)
Note that
p−1 = p−1 + emax ⊗ t
−1,
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where
p−1 =
ℓ∑
j=1
(αi, αi)
2
fj ∈ n−(4.7)
and emax is a generator of the one-dimensional subspace of g corresponding to the
maximal root.
We have a direct sum decomposition b+ = ⊕i≥0b+,i with respect to the principal
gradation. The operator ad p−1 acts from b+,i+1 to b+,i injectively for all i > 1.
Hence we can choose for each j > 0 a vector subspace Sj ⊂ b+,j, such that b+,j =
[p−1, b+,j+1] ⊕ Sj. Note that Sj 6= 0 if and only if j is an exponent of g, and in
that case dimSj is the multiplicity of the exponent j. In particular, S0 = 0. Let
S = ⊕j∈ESj ⊂ n+, where E is the set of exponents of g. Then, by construction, S is
transversal to the image of the operator ad p−1 in n+.
Proposition 4.2 ([7]). The action of N+[Q] on C(g) is free. Furthermore, each
N+[Q]–orbit contains a unique operator (4.5) satisfying the condition that q ∈ S[Q].
Proof. Denote by C ′(g) the space of operators of the form
∂z + p−1 + q, q ∈ b+ ⊗ C[Q].
The group N+[Q] acts on C
′(g) by the formula analogous to (4.6). We have an iso-
morphism C(g) → C ′(g), which sends ∂z + p−1 + q to ∂z + p−1 + q. Since [x, emax] =
0,∀x ∈ n+, this isomorphism commutes with the action of N+[Q]. Thus, we can study
the action of N+[Q] on C
′(g) instead of C(g).
We claim that each element of C(g) can be uniquely represented in the form
∂z + p−1 + q = exp (adU) ·
(
∂z + p−1 + q
0
)
,(4.8)
where U ∈ n+[Q] and q
0 ∈ S[Q]. Decompose with respect to the principal gradation:
U =
∑
j≥0 Uj , q =
∑
j≥0 qj, q
0 =
∑
j≥0 q
0
j . Equating the homogeneous components
of degree j in both sides of (4.8), we obtain that q0i + [Ui+1, p−1] is expressed in terms
of qi,q
0
1, . . . ,q
0
i−1, U1, . . . , Ui. The direct sum decomposition b+,i = [p−1, b+,i+1] ⊕ Si
then allows us to determine uniquely q0i and Ui+1. Hence U and q
0 satisfying equation
(4.8) can be found uniquely by induction, and lemma follows.
From the analytic point of view, Proposition 4.2 means that every first order dif-
ferential operator (4.5), where q : R → b+ is a smooth function, can be brought to
the form (4.5), where q takes values in S ⊂ n+, by gauge transformation with a func-
tion x(z) : R → N+. Moreover, x(z) depends on the entries of q only through their
derivatives at z (i.e., it is local).
Remark 4.2. The statement of the lemma remains true if we replace the ring of differen-
tial polynomials C[Q] by any differential ring R. For example, we can take R = C[[z]].
Then the quotient of C(g) by the action of N+((z)) is what Beilinson and Drinfeld call
the space of opers on the formal disc. This space can be defined intrinsically without
choosing a particular uniformizing parameter z (using the notion of connection on the
formal disc). In this form it has been generalized by Beilinson and Drinfeld to the
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situation where the formal disc is replaced by any algebraic curve. For instance, in the
case of g = sl2, the notion of oper coincides with that of projective connection.
It is easy to see from the proof of Proposition 3.1 that its statement remains true if
we replace the operator ∂z+p−1+u(z) by operator (4.5). Using this fact, Drinfeld and
Sokolov construct in [7] the zero-curvature equations for the operator (4.5) in the same
way as for the mKdV hierarchy using formulas (3.4). Drinfeld and Sokolov show that
these equations preserve the corresponding N+[Q]–orbits (see [7], Sect. 6.2). Thus,
they obtain a system of compatible evolutionary equations on N+[Q]–orbits in C(g),
which they call the generalized KdV hierarchy corresponding to g.
These equations give rise to evolutionary derivations acting on the ring of differential
polynomials C[s
(n)
i ]i=1,... ,ℓ;n≥0. Indeed, the space S is ℓ–dimensional. Let us choose
homogeneous coordinates s1, . . . , sℓ of S. Then according to Proposition 4.2, the KdV
equations can be written as partial differential equations on si’s. It is easy to see that
the first of them is just ∂z itself. Hence others give rise to evolutionary derivations of
C[s
(n)
i ]i=1,... ,ℓ;n≥0.
4.5. Equivalence of two definitions. Recall that Q is the space of∞–jets of q with
coordinates q
(n)
α , q
(n)
i , n ≥ 0. Denote by S the space of ∞–jets of q
0 with coordinates
s
(n)
i , i = 1, . . . , ℓ, n ≥ 0.
Note that we have a natural embedding ı : U → Q, which sends u
(n)
i to q
(n)
i . Let
µ : U→ S be the composition of the embedding ı and the projection Q→ S.
Proposition 3.1, suitably modified for operators of the form (4.5), gives us a map
ν : Q → N+/A+ and hence a map ν˜ : S → N+\N+/A+. According to Theorem 3.1,
the composition of the embedding ı with the map ν coincides with the isomorphism
U ≃ N+/A+ constructed in Theorem 1.1. Hence the maps ν and ν˜ are surjective.
Proposition 4.3. The map ν˜ : S→ N+\N+/A+ is an isomorphism.
Proof. By construction, the homomorphism ν˜ is surjective and homogeneous with re-
spect to the natural Z–gradations. Hence, it suffices to show that the characters of the
spaces C[S] and C[N+\N+/A+] coincide. Since, by construction, deg si = di + 1,
chC[S] =
ℓ∏
i=1
∏
ni≥di+1
(1− qni)−1.
But in the proof of Theorem 4.1 we showed that that chC[N+\N+/A+] is given by the
same formula.
Thus, we have shown that there is an isomorphism of rings
C[v
(n)
i ]i=1,... ,ℓ;n≥0 → C[s
(n)
i ]i=1,... ,ℓ;n≥0,
which preserves the Z–gradation and the action of ∂z, and such that it sends the
derivations of generalized KdV hierarchy defined in Sect. 4.3 to the derivations defined
in Sect. 4.4 following Drinfeld-Sokolov [7]. It also follows that the map µ defined above
as the composition of the embedding U → Q and the projection Q → N+\Q ≃ S
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coincides with the projection U ≃ N+/A+ → N+\N+/A+ ≃ S. This is the generalized
Miura transformation.
4.6. Example of sl2. The space C
′(sl2) consists of operators of the form
∂z +
(
a b
1 −a
)
.
The group
N+ =
(
1 x
0 1
)
acts on C ′(sl2) by gauge transformations (4.6). We write canonical representatives of
N+–orbits in the form (
0 s
1 0
)
.
We have: (
1 −u2
0 1
)(
∂z +
(
u
2 0
1 −u2
))(
1 −u2
0 1
)−1
=
(
0 s
1 0
)
,
where
s =
1
4
u2 +
1
2
∂zu.(4.9)
This formula defines the Miura transformation C[s(n)] → C[u
(n)
i ]. If we apply this
change of variables (4.9) to the mKdV equation (2.16) we obtain the equation
∂3s =
3
2
s∂zs−
1
4
∂3zs,(4.10)
which, as expected, closes on s and its derivatives. This equation becomes the KdV
equation (0.1) after a slight redefinition of variables: s → −v, τ3 → −4τ . Thus, the
results of this lecture prove the existence of infinitely many higher KdV flows, i.e.,
evolutionary derivations on C[v(n)], which commute with the KdV derivation defined
by equation (0.1).
The fact that the KdV and mKdV equations are connected by a change of variables
(4.10) was discovered by R. Miura, who also realized that it can be rewritten as
∂2z − s =
(
∂z −
u
2
)(
∂z +
u
2
)
.
It appears that it was this observation that triggered the fascinating idea that the
KdV equation should be considered as a flow on the space of Sturm-Liouville operators
∂2z − s(z) [15], which led to the concept of Inverse Scattering Method and the modern
view of the theory of solitons (see [26]).
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4.7. Explicit formulas for the action of n+. In this section we obtain explicit
formulas for the action of the generators ei, i = 0, . . . , ℓ, of n+ on C[U]. This formulas
can be used to find the KdV variables vi ∈ C[U], and we will also need them in the
next lecture when we study Toda field theories.
In order to find these formulas, we need a geometric construction of modules con-
tragradient to the Verma modules over g and homomorphisms between them. This
construction is an affine analogue of Kostant’s construction [24] in the case of simple
Lie algebras.
For λ ∈ h∗, denote by Cλ the one-dimensional representation of b+, on which h ⊂ b+
acts according to its character λ, and n+ ⊂ b+ acts trivially. Let Mλ be the Verma
module over g of highest weight λ:
Mλ = U(g)⊗U(b+) Cλ.
we denote by vλ the highest weight vector of M
∗
λ , 1⊗ 1.
Denote by 〈·, ·〉 the pairing M∗λ ×Mλ → C. Let ω be the Cartan anti-involution on
g, which maps generators e0, . . . , eℓ to f0, . . . , fℓ and vice versa and preserves h [22].
It extends to an anti-involution of U(g). Let M∗λ be the module contragradient to Mλ.
As a linear space, M∗λ is the restricted dual of Mλ. The action of x ∈ g on y ∈ M
∗
λ is
defined as follows:
〈x · y, z〉 = 〈y, ω(x) · z〉, z ∈Mλ.
The module M∗λ can be realized in the space of regular functions on N+ (see [12],
Sect. 4). Indeed, the n+–module C[N+] (with respect to the right action) is dual to
a free module with one generator, and so is each M∗λ . Hence we can identify M
∗
λ and
C[N+] as n+–modules for any λ. It is easy to see that for λ = 0, M
∗
0 is isomorphic to
C[N+] on which the action of g is defined via the left infinitesimal action of g on N+
by vector fields, described in Lecture 1. For general λ, the action of g is given by first
order differential operators: for a ∈ g this differential operator is equal to aR + fλ(a),
where fλ(a) ∈ C[N+]. The function fλ is the image of a · vλ under the isomorphism
M∗λ ≃ C[N+]. Hence if a is homogeneous, then fλ(a) is also homogeneous of the same
weight.
Here is another, homological, point of view on fλ(a). As a g–module, C[N+] = M
∗
0
is coinduced from the trivial representation of b−. By Shapiro’s lemma (cf., e.g., [14],
Sect. 1.5.4), H1(g,C[N+]) ≃ H
1(b−,C) ≃ (b−/[b−, b−])
∗ = h∗. We see that all elements
of H1(g,C[N+]) have weight 0. On the other hand, functions on N+ can only have
negative or 0 weights and the only functions, which have weight 0 are constants, which
are invariant with respect to the action of g. Therefore the coboundary of any element
of the 0th group of the complex, C[N+], has a non-zero weight. Hence any cohomology
class from H1(g,C[N+]) canonically defines a one-cocycle f , i.e., a map g → C[N+].
Thus, having identified H1(g,C[N+]) with h
∗, we can assign to each λ ∈ h∗ and each
a ∈ g, a function on N+ – this is our fλ(a).
The following two results will enable us to compute the action of eLi .
Proposition 4.4 ([24], Theorem 2.2). Consider λ ∈ h∗ as an element of h, using the
invariant inner product. Then
fλ(a)(x) = (λ, xax
−1).(4.11)
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Proposition 4.5 ([12], Prop. 3). For any a ∈ g we have:
[eLi , a
R] = −fαi(a)e
L
i , i = 0, . . . , ℓ.(4.12)
Substituting λ = αi and a = p−1 in formula (4.11), we obtain:
fαi(p−1)(x) = (αi, xp−1x
−1) = ui.
Hence formula (4.12) gives:
[eLi , p
R
−1] = −uie
L
i .(4.13)
Let us write
eLi =
∑
1≤j≤l,n≥0
C
(m)
i,j
∂
∂u
(m)
j
,
where C
(m)
i,j ∈ C[u
(n)
i ]1≤i≤ℓ;n≥0. Formula (4.13) now gives us recurrence relations for
the coefficients of ∂/∂u
(m−1)
j in the vector field ei:
C
(m)
i,j = −uiC
(m−1)
i,j + ∂zC
(m−1)
i,j ,
where we have identified pR−1 with ∂z and used the formula[
∂
∂u
(n)
i
, ∂z
]
=
∂
∂u
(n−1)
i
,
if n > 0. We also have, according to formula (1.7),
ei · uj = −(αi, αj).
This gives the initial condition for our recurrence relation. Combining them, we obtain
the following formula:
eLi = −
∑
n≥0
B
(n)
i ∂
(n)
i ,(4.14)
where
∂
(n)
i =
∑
1≤j≤l
(αi, αj)
∂
∂u
(n)
j
,(4.15)
and B
(n)
i ’s are polynomials in u
(m)
i ’s, which satisfy the recurrence relation:
B
(n)
i = −uiB
(n−1)
i + ∂zB
(n−1)
i ,(4.16)
with the initial condition B
(0)
i = 1.
Formula (4.14) is valid for all i = 0, . . . , ℓ. Using this formula, we can find explicitly
the KdV variables vi, i = 1, . . . , ℓ, following the proof of Theorem 4.1. Consider, for
example, the case g = sl2. In this case C[U] = C[u
(n)], and C[V] = C[v(n)] is the
subspace of C[U], which consists of differential polynomials annihilated by
eL = −
∑
n≥0
B(n)
∂
∂u(n)
.
We find from formula (4.16): B(0) = 1, B(1) = −u, etc.
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The KdV variable v lies in the degree 2 component of C[U], i.e., span{u2, ∂zu}, and
we have: eL · u2 = −2u, eL · ∂zu = u. Hence
v =
1
4
u2 +
1
2
∂zu(4.17)
is annihilated by eL and can be taken as a KdV variable. As expected, this agrees with
formula (4.9) obtained by means of the Drinfeld-Sokolov reduction.
Lecture 5
In this lecture we consider the Toda equations and their local integrals of motion.
The Toda equation associated to the simple Lie algebra g (respectively, affine algebra)
reads
∂τ∂zφi(z, t) =
∑
j∈J
(αi, αj)e
−φj(z,t), i = 1, . . . , ℓ,(5.1)
where J is the set of vertices of the Dynkin diagram of g (respectively, g). Each
φi(z, t), i = 1, . . . , ℓ, is a family of functions in z, depending on the time variable τ ,
and
φ0(z, t) = −
1
a0
ℓ∑
i=1
aiφi(t, τ).
If we set formally ui(t) = ∂zφi(t), i = 1, . . . , ℓ, then equations (5.1) can be rewritten as
an equation on u(z):
∂τui =
∑
j∈J
(αi, αj)e
−φj , i = 1, . . . , ℓ,(5.2)
where φj is now understood as the anti-derivative of uj .
Certainly, equation (5.2) is not in the form (0.2), since the terms e−φj on the right
hand side are not differential polynomials in ui’s, so our differential algebra formalism
can not be applied. However, we can modify our formalism to suit the Toda equations.
Moreover, we will see that these equations are closely connected to the derivations eLi
studied in the previous lecture. After that, we will introduce the notion of local integral
of motion of the Toda equation. We will describe these local integrals of motion, and
will show that the corresponding hamiltonian flows are the mKdV flows.
5.1. The differential algebra formalism of Toda equation. Let Λ be the (ℓ+ 1)
dimensional lattice spanned by α0, . . . , αℓ. For any element λ =
∑
0≤i≤l λiαi of Λ,
define the linear space πλ = C[u
(n)
i ] ⊗ e
λ, where λ =
∑
0≤i≤l λiφi, equipped with an
action of ∂z by the formula
∂z · (P ⊗ e
λ) = (∂zP )⊗ e
λ +
∑
0≤i≤l
λiu
(0)
i P
⊗ eλ,(5.3)
where we put
u
(n)
0 = −
1
a0
∑
1≤i≤l
aiu
(n)
i .
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This formula means that we set ∂zφi = ui. In particular, π0 = C[u
(n)
i ].
We introduce a Z–gradation on πλ by setting degP ⊗ e
λ = (ρ∨, λ) + degP , where
the gradation on C[u
(n)
i ] is the one previously defined (recall that ρ
∨ satisfies (ρ∨, αi) =
1, i = 0, . . . , ℓ).
An evolutionary operator X : πλ → πµ is, by definition, a linear operator πλ → πµ,
which commutes with the action of ∂z. Defining an evolutionary operator X acting
from π0 to ⊕j∈Sπλj is the same as defining X · ui as an element of ⊕j∈Sπλj for all
j ∈ S. Hence given an equation of the form
∂τui =
∑
j∈S
Pij ,
where Pj ∈ πλj , we obtain an evolutionary operator
X{Pij} =
∑
j∈S
Xj ,
where
Xj =
∑
n≥0
ℓ∑
i=1
(∂nz · Pij)
∂
∂u
(n)
i
.
Toda equation (5.2) gives rise to the evolutionary operator
H : π0 → ⊕j∈Jπ−αj ,(5.4)
which is the sum of the terms
Q˜i =
∑
n≥0
(∂nz e
−φi)∂
(n)
i ,(5.5)
where ∂
(n)
i is given by formula (4.15). Here Q˜i is an evolutionary operator acting from
π0 to π−αi . Clearly,
∂nz e
−φi = b
(n)
i e
−φi ,
where b
(n)
i ’s are differential polynomials in u
(n)
j ’s, satisfying the recurrence relation
b
(n)
i = −uib
(n−1)
i + ∂zb
(n−1)
i .
This recurrence relation coincides with the recurrence relation (4.16) for the differential
polynomials B
(n)
i appearing in formula (4.14) for e
L
i . Hence we obtain the following
result.
Proposition 5.1. Let Tj be the operator of multiplication by e
−φj acting from π0 to
π−αi . The evolutionary operator H associated to the Toda equation equals
H = −
∑
j∈J
Tje
L
j .
Thus, while the mKdV flows come from the right action of a+ on N+/A+, the Toda
flow comes from the left action of the generators of n+ (or n+) on N+/A+.
Now we want to introduce the notion of local integral of motion of the Toda equa-
tion. In order to do that, we first review the general hamiltonian formalism of soliton
equations.
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5.2. Hamiltonian formalism. In this section we briefly discuss the hamiltonian struc-
ture on the space of local functionals. This is a special case of the formalism of gen-
eralized hamiltonian structures and of generalized hamiltonian operators developed by
Gelfand, Dickey and Dorfman [16, 17, 18] (see [11], Sect. 2; [12], Sect. 2 for review).
First we introduce the concept of local functional. Consider the space F (h) of func-
tions on the circle with values in the Cartan subalgebra h of g, u(z) = (u1(z), . . . , uℓ(z)).
Then each differential polynomial P ∈ C[u
(n)
i ] gives rise to a functional on F (h) that
sends u(z) to ∫
P (u
(n)
i ) dz.
Such functional are called local functionals. It is easy to see that this functional is 0
if and only if P is a sum of a total derivative (i.e., ∂zQ for some Q ∈ C[u
(n)
i ]) and a
constant. Hence we formally define the space of local functionals F0 as the quotient
of π0 = C[u
(n)
i ] by the subspace Im∂z ⊕ C spanned by total derivatives and constants.
We introduce a Z-gradation on F0 by subtracting 1 from the gradation induced from
π0, and denote by
∫
the projection π0 → F0.
From now on, to simplify notation, we shall write ∂ for ∂z.
Introduce variational derivatives:
δiP =
∑
n≥0
∑
1≤j≤l
(αi, αj)(−∂)
n ∂P
∂u
(n)
j
, i = 1, . . . , ℓ.
Now for each P ∈ π0, define an evolutionary derivation ξP of π0 by the formula.
ξP =
∑
1≤i≤l,n≥0
(∂n+1 · δiP )
∂
∂u
(n)
i
,(5.6)
Since δiP = 0, i = 1, . . . , ℓ,∀P ∈ Im ∂z ⊕ C, we see that ξP depends only on the image
of P in F0,
∫
Pdz. So sometimes we shall write ξ∫ Pdz instead of ξP . We can view
ξ : P → ξP as a linear map F0 → Der
∂z , where Der∂z is the space of evolutionary
derivations on π0 (note that it is a Lie algebra).
For instance, we find:
∂ =
∑
1≤i≤l,n≥0
u
(n+1)
i
∂
∂u
(n)
i
= ξP , P =
1
2
∑
1≤i≤l
uiu
i,(5.7)
where ui, i = 1 . . . , ℓ, are dual to ui, i = 1 . . . , ℓ, with respect to the inner product
defined by (·, ·).
Now we define a Poisson bracket on F0 by the formula
{
∫
Pdz,
∫
Rdz} =
∫
(ξP · R) dz.(5.8)
Proposition 5.2 ([16, 17, 18]). Formula (5.8) defines a Lie algebra sructure on F0.
Furthermore, the map ξ : F0 → Der
∂ is a homomorphism of Lie algebras, so that
ξ{P,R} = [ξP , ξR], ∀P,R ∈ π0.(5.9)
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Remark 5.1. Using the isomorphism π0 ≃ C[N+/A+], B. Enriquez and the author have
expressed the formula for Poisson bracket (5.8) in terms of the corresponding unipotent
cosets [9].
Now we extend the map ξ to incorporate the spaces πλ, following Kuperschmidt and
Wilson [25, 29].
Let Fλ be the quotient of πλ by the subspace of total derivatives and
∫
be the
projection πλ → Fλ, P →
∫
Pdz. We define a Z–gradation on Fλ by subtracting 1 from
the gradation induced from πλ.
For any P ∈ F0 the derivation ξP : π0 → π0 can be extended to a linear operator on
⊕λ∈Λπλ by the formula
ξP =
∑
1≤i≤l,n≥0
(∂n+1 · δiP )
∂
∂u
(n)
i
+
∑
1≤i≤l
δiP
∂
∂φi
,
where ∂/∂φi · (Se
λ) = λiSe
λ. This defines a structure of F0-module on πλ.
For each P ∈ π0 the operator ξP commutes with the action of derivative. Hence we
obtain the structure of an F0-module on Fλ, i.e., a map {·, ·} : F0 × Fλ → Fλ:
{
∫
Pdz,
∫
Rdz} =
∫
(ξP · R) dz.
Similarly, any element R ∈ πλ defines a linear operator ξR, acting from π0 to πλ and
commuting with ∂:
ξ
Seλ
=
∑
1≤i≤l,n≥0
∂n
(
∂(δiS · e
λ)− S
∂eλ
∂φi
)
∂
∂u
(n)
i
.(5.10)
The operator ξR depends only on the image of R in Fλ. Therefore it gives rise to a
map {·, ·} : Fλ × F0 → Fλ. We have for any P ∈ F0, R ∈ Fλ:∫
(ξR · P ) dz = −
∫
(ξP ·R) dz.
Therefore our bracket {·, ·} is antisymmetric.
Note that, by construction, the operators ξR are evolutionary. Furthermore, formula
(5.9) holds for any P ∈ F0, R ∈ ⊕λ∈ΛFλ.
5.3. Local integrals of motion. We obtain from the definition of ξ:
ξ
e
−φj =
∑
n≥0
(∂ne−φi)∂
(n)
i ,
which coincides with formula (5.5) for Q˜i. Hence
Q˜j =
{∫
e−φjdz, ·
}
,
is a hamiltonian operator, and we obtain:
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Proposition 5.3. The evolutionary operator H defined by the Toda equation is hamil-
tonian:
H =
∑
j∈J
{∫
e−φjdz, ·
}
.(5.11)
Consider the corresponding operator
{H, ·} : F0 → ⊕0≤i≤lF−αi ,
where
H =
∑
j∈J
∫
e−φjdz
can be viewed as the hamiltonian of the Toda equation (5.2).
We define local integrals of motion of the (finite of affine) Toda field theory as local
functionals, which lie in the kernel of the operator H. Thus, local integrals of motion
are quantities that are conserved with respect to the Toda equation.
Denote the space of all local integrals of motion associated to g by I(g) and the
space of local integrals of motion associated to g by I(g). Denote by Qi the operator
F0 → F−αi induced by Q˜i. Then,
I(g) =
ℓ⋂
i=1
KerF0 Qi, I(g) =
ℓ⋂
i=0
KerF0 Qi.
Thus, we have a sequence of embeddings: I(g) ⊂ I(g) ⊂ F0. From the fact that Q˜i’s
are hamiltonian operators, it follows that both I(g) and I(g) are Poisson subalgebras
of F0.
Recall that in the previous lecture we defined an embedding C[v
(n)
i ] → C[u
(n)
i ]. Let
W(g) be the quotient of C[v
(n)
i ] by the total derivatives and constants. We have an
embedding W(g)→ F0.
The following results describe the spaces I(g) and I(g).
Theorem 5.1 ([11], (2.4.10)). The space of local integrals of motion of the Toda equa-
tion associated to a simple Lie algebra g equals W(g).
Theorem 5.2 ([12], Theorem 1). The space of local integrals of motion of the Toda
equation associated to an affine Kac-Moody algebra g is linearly spanned by elements
Im ∈ F0,m ∈ I, where deg Im = m.
The proof of these results is based on the following idea [11]. We need to compute
the 0th cohomology of the two-step complex
F0 → ⊕j∈JF−αj ,
where the differential is given by the sum of Qi, i ∈ S. We will extend this complex
further to the right (this certainly does not change its 0th cohomology), and then we
will compute the cohomology of the resulting complex by using the Bernstein-Gelfand-
Gelfand (BGG) resolution.
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5.4. The complexes F •(g) and F •(g). Recall [2, 27] that the dual of the BGG reso-
lution of g is a complex B•(g) = ⊕j≥0B
j(g), where Bj(g) = ⊕w∈W,l(w)=jM
∗
w(ρ)−ρ. Here
M∗λ is the module contragradient to the Verma module of highest weight λ, W is the
corresponding affine Weyl group, and l : W → Z+ is the length function. The differ-
entials of the complex are described in the Appendix. They commute with the action
of g. The 0th cohomology of B•(g) is one-dimensional and all higher cohomologies of
B•(g) vanish, so that B•(g) is an injective resolution of the trivial representation of n+.
By construction, the right action of the Lie algebra g on this complex commutes with
the differentials. Therefore we can take the subcomplex of invariants F •(g) = B•(g)a
R
+
with respect to the action of the Lie algebra aR+. Since M
∗
λ ≃ C[N+] as an n+–module
(see Sect. 4.7), we can identify (M∗λ)
aR
+ ≃ C[N+/A+] with πλ = C[u
(n)
i ] ⊗ e
λ using
Theorem 1.1. Hence
F 0(g) = π0, F
1(g) = ⊕ℓi=0π−αi .
Moreover, according to Sect. A.2 of the Appendix, the differential F 0(g) → F 1(g)
equals H given by formula (5.11) with J = {0, . . . , ℓ}.
By construction, the differential of the complex F •(g) commutes with the action of
aR−, in particular, with the action of ∂ = p
R
−1. It is also clear that the space of constants
C ⊂ π0 = F
0(g) is a direct summand in F •(g). Hence the quotient F •(g)/(C ⊕ Im ∂)
is also a complex. We have, by definition,
F
0(g) = F0, F
1(g) = ⊕0≤i≤ℓF−αi ,
and the differential δ¯0 : F0(g)→ F1(g) is given by
δ¯0 =
∑
0≤i≤ℓ
Q˜i.
Therefore the 0th cohomology of the complex F•(g) is isomorphic to the I(g). This
cohomology will be computed in the next section.
5.5. Proof of Theorem 5.2. First we compute the cohomology of the complex F •(g).
Lemma 5.1 ([12], Lemma 1). The cohomology of the complex F •(g) is isomorphic to
H•(n+, π0). The action of a
R
− on the cohomology of F
•(g) is trivial.
Here H•(n+, π0) denotes the Lie algebra cohomology of n+ with coefficients in π0 ≃
C[N+/A+] (see [14] for the definition). The n+–module C[N+/A+] is coinduced from
the trivial representation of a+. Hence, by Shapiro’s lemma (see [14], Sect. 1.5.4),
H•(n+, π0) ≃ H
•(a+,C). Since a+ is an abelian Lie algebra, H
•(a+,C) is isomorphic
to the exterior algebra
∧•(a∗+) ≃ ∧•(a−).
Lemma 5.2. The 0th cohomology of the complex F•(g) is isomorphic to the 1st coho-
mology of the complex F •(g), and hence to a−.
This readily implies Theorem 5.2. Indeed, with respect to the Z–gradation on Fλ, the
differentials of the complex are homogeneous of degree 0. Moreover, the corresponding
Z–gradation on cohomology coincides with the one induced by the principal gradation
on a+. Therefore the space I(g) is linearly spanned by elements Im,m ∈ I, where
deg Im = m.
FIVE LECTURES ON SOLITON EQUATIONS 37
The proof of Lemma 5.2 is given in the Appendix. Here we only explain how to
construct an integral of motion in the affine Toda field theory starting from a class in
the first cohomology of the complex F •(g).
Consider such a class H˜ ∈ ⊕0≤i≤ℓπ−αi . Since ∂ = p
R
−1 ∈ a
R
− acts trivially on
cohomologies of the complex F•(g) (see , ∂H˜ is a coboundary, i.e. there exists H ∈ π0
that δ¯0 ·H = ∂H˜ .
By construction, the element H has the property that Q˜i · H ∈ π−αi is a total
derivative for i = 0, . . . , ℓ. But it itself is not a total derivative, because otherwise H˜
would also be a trivial cocycle. Therefore,
∫
Hdz 6= 0. But then
∫
Hdz is an integral of
motion of the mKdV hierarchy, because by construction δ¯0 ·
∫
Hdz =
∫
(δ¯0 ·H) dz = 0
and hence Q˜i ·
∫
Hdz = 0 for any i = 0, . . . , ℓ.
We denote by Hm the integral of motion corresponding to p−m ∈ a− via Lemma 5.2.
By Lemma 5.2, Im =
∫
Hmdz,m ∈ I, span I(g). Explicit formulas for H˜m and Hm can
be found in [8], Sect. 5.
5.6. Proof of Theorem 5.1. Let W be the Weyl group of g. It is a finite subgroup
of the affine Weyl group W of g. Consider the subcomplex F •(g) of F •(g), where
F j(g) = ⊕w∈Wπw(ρ)−ρ.
In particular,
F 0(g) = π0, F
1(g) = ⊕ℓi=1π−αi ,
and the differential F 0(g) → F 1(g) equals H given by formula (5.11) with J =
{1, . . . , ℓ}.
Consider the quotient complex F •(g)/(C ⊕ Im ∂). We have, by definition,
F
0(g) = F0, F
1(g) = ⊕1≤i≤ℓF−αi ,
and the differential F0(g)→ F1(g) is given by
∑
0≤i≤ℓ Q˜i. Therefore the 0th cohomology
of the complex F•(g) is isomorphic to the I(g).
Lemma 5.3 ([11]). The cohomology of the complex F •(g) is isomorphic to H•(n+, π0).
Hence the 0th cohomology of F •(g) is isomorphic to C[v
(n)
i ] ⊂ C[u
(n)
i ], and the higher
cohomologies vanish.
Theorem 5.1 immediately follows from this lemma. Thus, the space of integrals of
motion of the Toda theory associated to g is the Poisson algebra W(g), which is a
Poisson subalgebra of F0. It is called the classical W–algebra associated to g.
5.7. KdV hierarchy is hamiltonian. Denote by ηm the derivation ξHm , where Hm
is the density of the mth integral of motion of the affine Toda field theory associated
to g (it is defined up to adding a total derivative). In particular, we can choose as
the one-cocycle H˜1, the vector
∑
0≤i≤ℓ e
−φi . Then ∂H˜1 = −
∑
0≤i≤ℓ uie
−φi and H1 =
1
2
∑
1≤i≤ℓ uiu
i, where ui’s are dual to ui’s with respect to the inner product on h. Hence
η1 = ∂, by formula (5.7).
Now we have for each m ∈ I, a hamiltonian vector field ηm on U. On the other hand,
we have a vector field pR−m coming from the right infinitesimal action of the Lie algebra
a− ⊂ g on N+/A+ ≃ U; these vector fields define the flows of the mKdV hierarchy.
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Theorem 5.3 ([12], Theorem 3). The vector field ηm coincides with the vector field
pR−m up to a non-zero constant multiple for any m ∈ I.
This, we can rescale Hm so as to make ηm = p
R
−m. The theorem means that the
vector field pR−m is hamiltonian, with the hamiltonian being the mth integral of motion
Hm of the affine Toda field theory. Note that we already know it when m = 1, since
η1 = ∂ = p
R
−1.
This means that the mKdV equations are hamiltonian, that is the mth equation of
the mKdV hierarchy can be written as
∂nui(z) = {ui(z),
∫
Hmdz}
(up to constant multiple). In this formula ui(z) stands for the delta-like functional
whose value at ui : R → h is ui(z) (see [11]). Now recall that W(g) is a Poisson
subalgebra of F0, by Theorem 5.1. It is clear from the definition that Hm can be
chosen in such a way that it lies in C[v
(n)
i ] ⊂ C[u
(n)
i ], so that
∫
Hmdz ∈ W(g). Then
we see that the KdV hierarchy is also hamiltonian, i.e., it can be written as
∂nvi(z) = {vi(z),
∫
Hmdz}.
Proposition 5.4. The integrals of motion of the affine Toda field theory (equivalently,
the hamiltonians of the corresponding (m)KdV hierarchy) commute with each other:
{
∫
Hndz,
∫
Hmdz} = 0
in F0 for any n,m ∈ I.
Proof. Since p−m,m ∈ I, lie in a commutative Lie algebra, they commute with each
other; so do the corresponding vector fields. By Theorem 5.3, the same holds for the
vector fields ηm,m ∈ I: [ηn, ηm] = 0. By formula (5.9), injectivity of the map ξ on
F0, and the definiton of the vector fields ηm, the corresponding integrals of motion also
commute with each other.
We conclude that the KdV and mKdV hierarchies are completely integrable hamil-
tonian systems.
5.8. Quantization. In conclusion of this lecture, I would like to describe the problem
of quantization of Toda integrals of motion, which was the original motivation for
developing the formalism of these lectures.
The map ξ : π0 → Endπ0 defined in Sect. 5.2 can be quantized in the following
sense. Let π~λ = πλ[[~]]. There exists a linear map ξ
~ : π~0 → Endπ
~
0 such that
(1) ξ~ factors through F~0 = F0[[~]] = π
~
0/(Im ∂ ⊕ C)[[~]];
(2) the bracket [·, ·]~ : F
~
0 × F
~
0 → F
~
0 , defined by the formula
[
∫
Pdz,
∫
Rdz]~ =
∫
(ξ~P · R) dz,
where
∫
denotes the projection π~0 → F
~
0 , is a Lie bracket;
(3) ξ~ = ~ξ(1) + ~2(. . . ), and the map π0 → Endπ0 induced by ξ
(1) coincides with ξ.
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Such a map ξ~ can be defined using the vertex operator algebra structure on π0. This
is explained in detail in [11], Sect. 4 (where ~ is denoted by β2). The key observation
that enables us to construct this map is that π0 can be viewed as a Fock representation
of a Heisenberg algebra with generators bi(n), i = 1, . . . , ℓ;n ∈ Z, and relations
[bi(n), bj(m)] = ~n(αi, αj)δn,−m.
This module is endowed with a canonical vertex operator algebra structure Y ~ : π~0 →
Endπ~0 [[z, z
−1]], P → Y ~(P, z). Given P ∈ π~0 , we denote by ξ
~
P the linear endomor-
phism of π~0 given by the residue, i.e. the (−1)st Fourier component, of Y
~(P, z). This
gives us a map ξ~ : π~0 → Endπ
~
0 , which satisfies the conditions above.
Thus, the Gelfand-Dickey-Dorfman structure on π0 can be viewed as a classical limit
of the structure of vertex operator algebra on π~0 .
In [11] we also defined quantum deformations of the maps ξ : π0 → Endπλ and
πλ → Hom(π0, πλ). This enabled us to quantize the operators Q˜i : π0 → π−αi and
Qi : F0 → F−αi . Hence we can define the space of quantum integrals of motion as the
intersection of the kernels of the quantum operators Q
~
0, . . . , Q
~
ℓ . This space could a
priori be “smaller” than the space I(g) of classical integrals of motion, i.e., it could be
that some (or even all) of them do not survive quantization. However, we proved in
[11] that all integrals of motion of affine Toda field theory can be quantized.
Our proof was based on the fact that the quantum operators Q˜~i in a certain sense
generate the quantized universal enveloping algebra Uq(n+), where q = exp(πi~) (recall
that the operators Q˜i generate U(n+)). Using this fact, we were able to deform the
whole complex F •(g) and derive the quantization property from a deformation theory
argument (see [11]).
Appendix
A.1. Proof of Proposition 4.1. The proposition has been proved by B. Kostant
(private communication). The proof given below is different, but it uses the ideas of
Kostant’s proof.
Recall that for the non-twisted g = g⊗ C[t, t−1],
p−1 = p−1 + f0,
where p−1 is given by formula (4.7) and f0 = emax⊗t
−1. Here emax is a generator of the
one-dimensional subspace of n+ corresponding to the maximal root. More generally,
for i = 1, . . . , ℓ, we can also write
p−di = p−i ⊗ 1 + ri ⊗ t
−1,(5.12)
where p−i ∈ n−, and ri ∈ n+. It is clear that [p−di , p−dj ] = 0 implies
[p−i, p−j ] = [ri, rj] = 0.(5.13)
Since [x, emax] = 0 for all x ∈ n+,
[f0, p−di ] = −[p−1, p−di ] = −[p−1, p−i + ri ⊗ t
−1]
= −[p−1, ri]⊗ t
−1.
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Furthermore, we find from formula (4.3):
γi = −(ad p−1)
h−di · ri ⊗ t
−1 ∈ h⊗ t−1.
Hence the linear independence of the vectors γi is equivalent to the linear independence
of the vectors
γi = (ad p−1)
h−di · ri, i = 1, . . . , ℓ.
Let {e, h, f} be the principal sl2 subalgebra of g, such that f = p−1 and h = 2ρ
∨.
Recall from [23] that as a principal sl2–module, g splits into the direct sum of irreducible
representations Ri of dimension 2di + 1, where i = 1, . . . , ℓ. The multiplicity of Ri in
the decomposition of g equals the multiplicity of the exponent di. Note that different
components Rj are mutually orthogonal with respect to the invariant inner product
(·, ·) on g, and hence every element of g can be written canonically as a sum of its
projections on various Rj’s.
The linear independence of the vectors γi is equivalent to the statement that each
ri has a non-zero projection on Ri (and moreover, if di has multiplicity two, then
the projections of the corresponding r1i , r
2
i on Ri are linearly independent). Note that
deg ri = ℓ−di, with respect to the gradation operator ρ
∨. Thus, it suffices to show that
(ri, p−ℓ+i) 6= 0 (resp., the pairing between span(r
1
i , r
2
i ) and span(p
1
−ℓ+i, p
2
−ℓ+i) induced
by (·, ·) is non-degenerate).
Now recall that according to Kac [22], Lemma 14.4, the inverse image of a in g˜ is a
(non-degenerate) Heisenberg Lie subalgebra a⊕ CC. Thus, [pn, p−n] 6= 0,∀n ∈ I (and
moreover, if n has multiplicity two, the pairing between span(p1n, p
2
n) and span(p
1
−n, p
2
−n)
induced by the commutator is non-degenerate). But note that
pdi = p−ℓ+i ⊗ t+ rℓ−i ⊗ 1.(5.14)
We find from formulas (5.12) and (5.14) the following commutator in g˜:
[pkdi , p
l
−di ] = (p
k
−ℓ+i, r
l
i)C.
The proposition follows.
A.2. The BGG resolution. Vector y from the Verma module Mλ is called singular
vector of weight µ ∈ h∗, if n+ · y = 0 and x · y = µ(x)y for any x ∈ h. We have
Mλ ≃ U(n−) · vλ, where vλ, which is called the highest weight vector, is a generator
of the space Cλ. This vector is a singular vector of weight λ. Any singular vector of
Mλ of weight µ can be uniquely represented as P · vλ for some element P ∈ U(n−) of
weight µ − λ. This singular vector canonically defines a homomorphism of g-modules
iP : Mµ → Mλ, which sends u · vµ to (uP ) · vλ for any u ∈ U(n−). Denote by i
∗
P the
dual homomorphism M∗λ →M
∗
µ .
There is an isomorphism U(n−) → U(n+), which maps the generators f0, . . . , fℓ to
−e0, . . . ,−eℓ. Denote by P the image of P ∈ U(n−) under this isomorphism.
The homomorphism sending α ∈ n+ to α
L, can be extended in a unique way to a
homomorphism from U(n+) to the algebra of differential operators on N+. Denote the
image of u ∈ U(n+) under this homomorphism by u
L.
Proposition A.1 ([12], Prop. 2). If P · vλ is a singular vector in Mλ of weight µ, then
the homomorphism i∗P : M
∗
λ →M
∗
µ is given by the differential operator P
L
.
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In the case of simple Lie algebras, these homomorphisms were first studied by
B. Kostant [24]. Using Proposition A.1, one can explicitly construct the differentials of
the dual BGG resolution B•(g) of Sect. 5.4.
It is known that for each pair of elements of the Weyl group, such that w ≺ w′, there
is a singular vector Pw,w′ · vw(ρ)−ρ in Mw(ρ)−ρ of weight w
′(ρ)− ρ. By Proposition A.1,
this vector defines the homomorphism P
L
w,w′ :M
∗
w(ρ)−ρ →M
∗
w′(ρ)−ρ.
It is possible to normalize all Pw,w′ ’s in such a way that Pw′
1
,w′′Pw,w′
1
= Pw′
2
,w′′Pw,w′
2
for any quadruple of elements of the Weyl group, satisfying w ≺ w′1, w
′
2 ≺ w
′′. Then
we obtain: P
L
w,w′
1
P
L
w′
1
,w′′ = P
L
w,w′
2
P
L
w′
2
,w′′ .
The differential δj : Bj(g)→ Bj+1(g) of the BGG complex can be written as follows:
δj =
∑
l(w)=j,l(w′)=j+1,w≺w′
ǫw,w′ P
L
w,w′,
where ǫw,w′ = ±1 are chosen as in [2, 27].
A.3. Proof of Lemma 5.2. Since ∂ = pR−1 commutes with the differentials of the
complex F •(g), we can consider the double complex
C −→ F •(g)
±p−1
−→ F •(g) −→ C.(A.3)
Here C → π0 ⊂ F
•(g) and F •(g) → π0 → C are the embedding of constants and
the projection on constants, respectively. We place C in dimensions −1 and 2 of our
complex, and F •(g) in dimensions 0 and 1.
In the spectral sequence, in which ±p−1 is the 0th differential, the first term is the
complex F•(g)[−1], where
F
j(g) ≃ ⊕l(w)=jFw(ρ)−ρ.
Indeed, if λ 6= 0, then in the complex
πλ
p−1
−→ πλ
the 0th cohomology is 0, and the first cohomology is, by definition, the space Fλ. If
λ = 0, then in the complex
C −→ π0
p−1
−→ π0 −→ C
the 0th cohomology is 0 and the first cohomology is, by definition, the space F0.
We need to find the 0th cohomology of the complex F•(g), which is the same as the
1st cohomology of the double complex (A.3).
We can compute this cohomology, using the other spectral sequence associated to our
double complex. Since H•(F •(g)) ≃
∧•(a−), we obtain in the first term the following
complex
C −→ ∧•(a−)
±p−1
−→ ∧•(a−) −→ C.
By Lemma 5.1, the action of p−1 on
∧•(a−) is trivial and hence the cohomology of the
double complex (A.3) is isomorphic to
∧•(a−)/C ⊕ ∧•(a−)/C[−1]. In particular, we
see that the space of Toda integrals is isomorphic to a−.
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