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Abstract
This thesis is concerned with the problem of extending methods for force-detected
nuclear magnetic resonance (NMR) to the nanoscale regime. A magnetic mechanical
resonator can be used both as a sensitive detector of spins and a means of inducing
spin relaxation between detected transients. At the mK temperatures achievable in a
dilution refrigerator, spin-lattice interactions are "frozen out," and resonator-induced
relaxation can replace spin-lattice relaxation in returning the spins to equilibrium
between detected transients. We analyze resonator-induced spin relaxation and the
sensitivity of schemes which use a nanoscale mechanical resonator to detect spins.
Relaxation equations are derived from first principles, and a physical interpre-
tation of the processes contributing to resonator-induced relaxation is given. The
intrinsically quantum mechanical nature of the relaxation is highlighted by compar-
ing the quantum mechanical relaxation equations with analogous equations derived
using a semiclassical model in which all spin components have a definite value simul-
taneously. In the case where the spins all experience the same field, the semiclassical
spins cannot become polarized as a result of their interaction with the resonator, and
a quantum mechanical model is necessary even for a qualitative description of the
polarization process.
Resonator-induced relaxation of spin systems is complicated by the fact that an
indirect spin-spin interaction is present when all spins are coupled to the same res-
onator, since the resonator’s field at a given spin is determined by the interactions
which have occurred between the resonator and the other spins of the system. This
indirect interaction can prevent the spins from relaxing to a thermal state character-
ized by a spin temperature. We present a physical interpretation of the mechanism
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by which an indirect spin-spin torque develops during resonator-induced relaxation,
and we estimate the magnitude of this torque and the time Tcorr required for it to
induce strong spin-spin correlations. A perturbation in the spin Hamiltonian which
periodically reverses the direction of the indirect torques within a time period shorter
than Tcorr will prevent the development of resonator-induced correlations and allow
the spins to relax to a thermal state.
The mechanisms by which the spin Hamiltonian Hs modifies resonator-induced
relaxation are characterized. In the case where the eigenstates of Hs are weakly per-
turbed from product states, the systemwill relax exponentially to thermal equilibrium
with the resonator, provided that resonator-induced couplings between populations
and certain zero-quantum coherences are suppressed by terms in Hs which shift the
frequencies of these coherences sufficiently far from zero. Analysis of longitudinal re-
laxation in example systems containing three dipole-dipole coupled spins shows that
the relaxation occurs in two stages governed by different physical processes, and the
three-spin systems do not relax to a thermal state. For substantially larger dipole-
dipole coupled system (e.g., N = 50), we propose the hypotheses that the secular
dipolar Hamiltonian will quickly equalize the population of states which lie in the
same eigenspace of Iz. Simulations of the longitudinal relaxation predicted by this
hypothesis suggest that a single resonator could efficiently relax dipole-dipole coupled
systems to a thermal state.
Arguments based on general properties of the master equation suggest that the
transverse relaxation induced by the mechanical resonator could occur on a shorter
time scale than that of the longitudinal relaxation. We derive conditions which guar-
antee that the time constant for transverse relaxation will be 2/Rh, where 1/Rh is the
time constant for resonator-induced longitudinal relaxation of a single-spin sample to
thermal equilibrium. Under these conditions, transverse relaxation can be interpreted
as the "lifetime broadening" associated with the shortened lifetime of energy eigen-
states due to coupling with the resonator. For a two-spin system, however, we show
analytically that "turning on" the dipolar coupling can accelerate resonator-induced
transverse relaxation, and we give an interpretation of the mechanism by which this
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occurs. Simulations of four-spin systems also show that the presence of dipolar cou-
plings can substantially accelerate resonator-induced transverse relaxation, and that
this accelerated relaxation can be distinguished from so-called radiation damping. In
addition, we find that spin-locking limits the rate of resonator-induced transverse re-
laxation. In the case where the spin-locking field is large enough to average the dipolar
Hamiltonian and the superoperator responsible for resonator-induced relaxation, we
have T1ρ = 2/Rh.
We propose a general definition of signal-to-noise ratio (SNR) which can be used
to compare the sensitivity of methods that measure the amplitude of a signal with the
sensitivity of methods that yield a continuous record of a signal. This definition is used
to compare the sensitivity of three schemes for detecting the NMR signal of a sample
consisting of a few spins: spin-locked detection of a transverse dipole, detection of
a freely-precessing dipole, and detection of a correlated product hIx (t1) Ix (0)i. The
dependence of SNR and acquisition time on resonator parameters is analyzed. We
find that when the time constant for decay of the signal during the detection period is
2/Rh, with instrument noise substantially larger than spin noise, the only resonator
parameter which appears in the SNR expressions is ωh/Th, where ωh is the mechanical
frequency and Th is the temperature. This result suggests, in particular, that SNR
for spin-locked detection will be insensitive to details of resonator design.
A torsional mechanical resonator design is presented. We discuss the advantages
of using soft magnetic material and eliminating relative motion between the sample
and the resonator, as well as the validity of the models used to characterize the
resonator. The possibility of using non-metallic magnetic material as the source of
the resonator’s magnetic field is introduced. A numerical example is presented for
which the calculated time constant for the longitudinal relaxation of a single-spin
sample is 1/Rh = 0.77 s. Simulations of detected NMR spectra for two-spin samples
suggest the possibility of chemical studies in which force-detected NMR spectroscopy
is used with single-spin sensitivity.
The final chapter studies the possibility of using hyperpolarized spins to cool a
single mechanical mode. Numerical examples suggest that cooling would be negligible
ix
for resonators of size scale ∼ 10μm or larger. In the regime characterized by these
examples, substantial cooling requires sufficiently strong spin-resonator coupling that
neither a mechanical mode nor a spin mode can be distinguished in the spin-resonator
system; instead, the modes of the system include equal contributions from the spins
and the mechanical resonator. The spin-resonator correlations responsible for cooling
make a significant contribution to the symmetric correlation function of the resonator
coordinate, with the result that the noisy "thermal torque" acting on the resonator
is increased rather than diminished by the presence of the hyperpolarized spins.
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1Chapter 1
Introduction
This thesis is concerned with the problem of extending methods for force-detected
nuclear magnetic resonance (NMR) methods to the nanoscale regime. Two funda-
mental problems must be solved for this goal to achieved. First, a sensitive detector
of NMR signals is needed. In an NMR experiment, the signal consists of a collection
of precessing nuclear magnetic dipoles. Because nuclear dipole magnetic moments
are extremely weak, their interaction with a detector in general has a weak effect on
the detector, and a detector with optimal coupling to the spins is needed in order to
obtain a signal which is not negligible compared to the detector’s thermal noise.
A second problem which must be solved is that fluctuations in the sample dipole
become more pronounced in comparison with those of the mean dipole as the sample
is scaled down. In a system of 105 room-temperature hydrogen nuclei placed in
a 25T static field, for example, the uncertainty ∆μ is 37 times larger than hμi.
The response of a detector which has been designed to interact strongly with the
nuclear dipole moment of this sample will be determined by the instantaneous state
of the spins, which may be visualized as having an instantaneous dipole moment
that fluctuates randomly around a mean value hμi that is much smaller than the
instantaneous moment. For NMR experiments which obtain microscopic information
about a sample by measuring hμi, even a noiseless detector would be unable to extract
microscopic information in an efficient way by detecting a signal in which the dipole
fluctuations are many times larger than hμi.
Both the thermal noise in the detector and the spin fluctuations decrease with
2temperature. At the mK temperatures achievable with a dilution refrigerator, for
instance, the fluctuations in the dipole moment of a single-proton sample are smaller
than the mean dipole hμi if the proton is exposed to an applied field of a few tesla.
However, detection of NMR signals in general depends on the acquisition of many
transients, with the spin sample relaxing to a state near thermal equilibrium between
transients. At mK temperatures, the spin-lattice interactions which restore the
spins to thermal equilibrium between transients become "frozen out," and the time
constant T1 for relaxation to equilibrium increases by orders of magnitude over the
room temperature value of T1. Slow relaxation of the spins to thermal equilibrium
translates to a pathologically long delay between transients, which makes acquisition
of many transients impractical.
The results in this thesis suggest that a low-temperature mechanical resonator
can be used both to induce longitudinal relaxation between transients and to detect
the spectrum of samples consisting of a few nuclear spins. The use of a magnetic
mechanical resonator as a sensitive detector of magnetic resonance has already been
demonstrated in the applications of force microscopy [1] and NMR spectroscopy [2].
In particular, detection of a single electron spin by magnetic resonance force mi-
croscopy has been reported [3]. The additional role of a mechanical resonator as
a replacement for spin-lattice interactions is portrayed schematically in figure 1.1.
Because of the weak coupling between the spins and the cold bath, direct transfer of
energy from the spins to the bath is inefficient. However, the magnetic mechanical
resonator is coupled strongly both to the spins and to the cold bath, and energy
transferred from the spins to the resonator is quickly dissipated into the bath, rather
than being cycled back to the spins.
This thesis analyzes resonator-induced spin relaxation and the sensitivity of schemes
which use a nanoscale resonator to detect nuclear spins. Chapter 2 derives relaxation
equations from first principles and gives a physical interpretation of the processes
contributing to relaxation. The intrinsically quantum mechanical nature of the re-
laxation is highlighted by comparing the quantum mechanical relaxation equations
with analogous equations derived using a semiclassical model in which all spin compo-
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Figure 1.1: Schematic representation of the energy flow during resonator-induced spin
polarization.
nents have a definite value simultaneously. In the case where the spins all experience
the same field, the semiclassical spins cannot become polarized as a result of their
interaction with the resonator, and a quantum mechanical model is necessary even
for a qualitative description of the polarization process.
Chapter 3 analyzes resonator-induced relaxation. When multiple spins inter-
act with the same resonator, the spins will not in general relax to a thermal state
characterized by a spin temperature. Even in the case where spins are not directly
coupled to each other, an indirect spin-spin interaction is present when all spins are
coupled to the same resonator, since the resonator’s field at a given spin is deter-
mined by the interactions which have occurred between the resonator and the other
spins. We present a physical interpretation of the mechanism by which an indirect
spin-spin torque develops during resonator-induced relaxation, and we estimate the
magnitude of this torque and the time Tcorr required for it to induce strong spin-spin
correlations. A perturbation in the spin Hamiltonian which periodically reverses the
direction of the indirect torques within a period Tcorr will prevent the development of
resonator-induced correlations and allow the spins to relax to a thermal state.
The longitudinal and transverse relaxation associated with different forms of the
spin Hamiltonian Hs is characterized, and the mechanisms by which Hs modifies the
relaxation are given a physical interpretation. In the case where the eigenstates of
4Hs are weakly perturbed from product states, the system will relax exponentially
to thermal equilibrium with the resonator, provided that resonator-induced couplings
between populations and zero-quantum "flip-flop" coherences are suppressed by terms
inHs which shift the frequencies of these coherences sufficiently far from zero. Analy-
sis of longitudinal relaxation in example systems of three dipole-dipole coupled spins
shows that the relaxation occurs in two stages governed by different physical processes
and that the three-spin systems do not relax to a thermal state. For substantially
larger dipole-dipole coupled system (e.g., N = 50), we propose the hypotheses that
the secular dipolar Hamiltonian HD will quickly equalize the population of states
which lie in the same eigenspace of Iz. Chapter 6 presents simulations of the longi-
tudinal relaxation predicted by this hypothesis, and these simulations suggests that
a single resonator could efficiently relax dipole-dipole coupled systems to a thermal
state.
The analysis in chapter 3 suggests that the transverse relaxation induced by the
mechanical resonator could occur on a shorter time scale than the longitudinal relax-
ation. We derive conditions which guarantee that the time constant for transverse
relaxation will be 2/Rh, where 1/Rh is the time constant for resonator-induced lon-
gitudinal relaxation of a single-spin sample to thermal equilibrium. Under these
conditions, transverse relaxation can be interpreted as "lifetime broadening" asso-
ciated with the shortened lifetime of energy eigenstates due to coupling with the
resonator. For a two-spin system, however, we show analytically that "turning on"
the dipolar coupling can accelerate resonator-induced transverse relaxation, and we
give an interpretation of the mechanism by which this occurs. Chapter 6 presents
simulations of four-spin systems which show that perturbations in the spin Hamil-
tonian can substantially accelerate resonator-induced transverse relaxation, and that
this accelerated relaxation can be distinguished from so-called radiation damping.
Analysis in chapter 3, as well as a simulation presented in chapter 6, show that spin-
locking limits the rate of resonator-induced transverse relaxation. In the case where
spin-locking field is large enough to average the terms of the dipolar Hamiltonian as
5well as the superoperator responsible for resonator-induced relaxation, we find that
T1ρ = 2/Rh. (1.1)
The sensitivity of signal detection by the mechanical resonator is analyzed in
chapter 4. Since the term "signal-to-noise ratio" is attached to a variety of different
measures of sensitivity, we begin by defining the measures which we will use. We
propose a general definition of signal-to-noise ratio (SNR) which can be used to com-
pare the sensitivity of methods which measure the amplitude of a signal with the
sensitivity of methods which yield a continuous record of a signal. This definition is
used to compare the sensitivity of three schemes for detecting the NMR signal of a
sample consisting of a few spins: spin-locked detection of a transverse dipole, detec-
tion of a freely-precessing dipole, and detection of a correlated product hIx (t1) Ix (0)i.
The dependence of SNR and acquisition time on resonator parameters is analyzed.
We find that when the time constant for decay of the signal is 2/Rh, with instrument
noise substantially larger than spin noise, the only resonator parameter which appears
in the SNR expression for spin-locked detection is ωh/Th, where ωh is the mechanical
frequency and Th is the temperature. This result suggests that SNR for spin-locked
detection will be insensitive to details of resonator design.
A torsional mechanical resonator design is presented in chapter 5. We discuss the
advantages of using soft magnetic material and eliminating relative motion between
the sample and the resonator, as well as the validity of the models used to characterize
the resonator. The possibility of using non-metallic magnetic material as the source
of the resonator’s magnetic field is introduced. A numerical example is presented for
which the calculated time constant for longitudinal relaxation of a single-spin sample
is
1/Rh = 0.77 s .
In chapter 6, resonator-induced spin relaxation is simulated for various sample
sizes and spin Hamiltonians, and the simulations are interpreted using the results
obtained in chapter 3. In addition, we present simulations of NMR spectra for
6samples containing two spins, with instrument noise and spin fluctuations included
in the simulations. These simulations suggest the possibility of chemical studies in
which force-detected NMR spectroscopy is used with single-spin sensitivity.
The final chapter studies the possibility of using hyperpolarized spins to cool a
single mechanical mode. Numerical examples suggest that cooling would be negligible
for resonators of size scale ∼ 10μm or larger. In the regime characterized by these
examples, substantial cooling requires sufficiently strong spin-resonator coupling that
neither a mechanical mode nor a spin mode can be distinguished in the spin-resonator
system; instead, the modes of the system include equal contributions from the spins
and from the mechanical resonator. The spin-resonator correlations responsible for
cooling make a significant contribution to the symmetric correlation function of the
resonator coordinate, with the result that the noisy "thermal torque" acting on the
resonator is increased rather than diminished by the presence of the hyperpolarized
spins.
7Chapter 2
Description of the nanoscale
spin-resonator system
1 Average Hamiltonian
We begin by obtaining an interaction-frame Hamiltonian for a system consisting of
a torsional mechanical resonator coupled to a collection of isochronous spins that
interact only with the resonator. The field at the spins is the sum of a static applied
field and the field of the magnetic mechanical resonator. Let θ be the resonator’s
angular coordinate, with equilibrium position corresponding to θ = 0, and let Ba and
Bh (θ) represent the applied field and the field of the resonator, respectively. We
define
B (θ)= Ba +Bh (θ)
to be the total field at the spins, and simplify notation by letting B, Bh, and dB/dθ
stand for B (0), Bh (0), and {dB/dθ} (0), respectively. The positive z-axis is chosen
to lie in the direction of B, and the x-axis is chosen so that dB/dθ lies in the xz-
plane; i.e., dB/dθ has nonzero components along only the x-axis and the z-axis. The
Hamiltonian is written in units of rad/s as
H = −γI ·B (θ) +Hosc, (2.1)
8whereHosc is the Hamiltonian for the harmonic oscillator, γ is the gyromagnetic ratio,
and I is the spin operator. In analyzing the Hamiltonian, we approximate B (θ) by
its first-order Taylor series:
B (θ) ≈ B+
µ
dB
dθ
¶
θ. (2.2)
Our first-order approximation to B (θ) is completely characterized by the three con-
stants Bz, dBx/dθ, and dBz/dθ. For oscillators which have
Bz(θ) = Bz(−θ),
the derivative dBz/dθ is zero at θ = 0, and we limit the discussion to oscillators
having this property. The first-order approximation to B (θ) is
Bx (θ) =
dBx
dθ
θ, (2.3)
By (θ) = 0, (2.4)
and
Bz(θ) = Bz. (2.5)
Equations 2.3 through 2.5 allow us to express the Hamiltonian as
H =
µ
−γdBx
dθ
¶
Ixθ +H0,
where H0 would be the Hamiltonian for a system in which the spins and oscillator
are uncoupled:
H0 = ω0Iz +Hosc (2.6)
ω0 ≡ −γBz. (2.7)
9Making the substitutions
θ =
1√
2β
¡
a+ a†
¢
,
Ix =
1
2
(I+ + I−)
yields
H = H0 + g
¡
I+a† + I−a+ I+a+ I−a†
¢
. (2.8)
In (2.8), I+, I− are the respective raising and lowering operators for the spins, a† and
a are the respective raising and lowering operators for the mechanical oscillator, and
the constants β and g are given by
β ≡
r
Ihωh
~
,
g ≡ −γ
2
√
2β
dBx
dθ
, (2.9)
where Ih is oscillator’s moment of inertia and ωh is the mechanical frequency.
Using the operator exp (−iH0t/~) to switch to the interaction frame and applying
the identities
eiωhta
†aae−iωhta
†a = ae−iωht,
eiω0tIzI+e−iω0tIz = I+eiω0t
transforms the Hamiltonian to
H˜ = g
£
ei(ωh+ω0)tI+a† + e−i(ωh+ω0)tI−a+ e−i(ωh−ω0)tI+a+ ei(ωh−ω0)tI−a†
¤
.
If the gyromagnetic ratio is positive, resonance between the Larmor and mechanical
frequencies corresponds to the condition
ωh = −ω0, (2.10)
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since ωh > 0 and ω0 < 0. At resonance, the average Hamiltonian, which we denote
by V , is
V = g
¡
I+a† + I−a
¢
. (2.11)
This Hamiltonian is often referred to as the Jaynes-Cummings Hamiltonian. It has
been studied extensively in quantum optics, since it governs the interaction between
a two-level atom and a mode of the electromagnetic field [4]. In the current context,
it can be interpreted as governing an interaction in which one rotating component
of the resonator’s transverse field is resonant with the Larmor frequency and induces
transitions between spin eigenstates. This resonant transverse field can be considered
roughly analogous to the applied transverse field which rotates spins during an NMR
pulse.
The use of the first-order expression (2.2) as an approximation to B (θ) yields a
model in which Bz does not vary as the mechanical resonator moves. The model
excludes physical effects caused by fluctuations in Bz associated with the mechanical
motion, such as the resonator’s contribution to transverse spin relaxation by "secular
broadening" (i.e., transverse relaxation due to fluctuations in the longitudinal field).
To include such effects in our analysis, we expand the field to second order in θ,
limiting the discussion to resonators for which the properties
Bx(θ) = −Bx(−θ)
By (θ) ≡ 0
imply that
d2Bx
dθ2
=
d2By
dθ2
= 0
at θ = 0. The average Hamiltonian in the interaction frame is then
V 0 = g
¡
I+a† + I−a
¢
+ fIz
¡
a†a− nth
¢
, (2.12)
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where
f = −γd
2Bz
dθ2
~
2Ihωh
and nth is the thermal number of quanta in the resonator. In deriving (2.12), we
have used the interaction frame defined by H0 = ω0Iz + ωh
¡
a†a+ 1/2
¢
, where
ω0 = −γBz + f (nth + 1/2) . (2.13)
The terms proportional to f in (2.12) and (2.13) arise because the value of Bz
depends on the number of quanta in the resonator. In the case where
d2Bz
dθ2
< 0,
for instance, the value of Bz is greatest when the resonator is in equilibrium position,
and motion away from equilibrium decreases Bz. In the interaction-frame Hamil-
tonian, the resonator’s contribution to Bz consists of terms which vary at frequency
±2ωh as well as a time-independent term that depends on the the number of quanta
a†a in the resonator. Fluctuations in a†a away from the thermal value nth correspond
to a fluctuating value of Bz at the spins. In the presence of this fluctuating field,
the mean value of the Larmor frequency is given by (2.13). Using this value of ω0
in defining H0 ensures that hV 0i = 0, where the average is taken over the thermal
reservoir that damps the resonator.
2 Equations of motion for spin operators
2.1 Reduced master equation for the spins
In the case where the sample consists of spins 1/2, evolution under the Hamiltonian
(2.11) can be characterized using results available in the quantum optics literature.
When a single atom interacts with an undamped electromagnetic mode of a resonant
cavity, an initial state function that has n quanta in the mode and that has the
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spin in its excited state evolves in time by periodically exchanging a single quantum
between spin and mode at frequency 2g
√
n+ 1 [4]. When N atoms are present
in the undamped cavity, with all atoms initially excited, the system evolves "quasi-
periodically," as the excitation initially present in the spins is transferred between the
atoms and the resonant mode with a frequency of order [5]
g × field amplitude ≈ g
p
ha†ai, (2.14)
where
­
a†a
®
is the mean number of quanta in the cavity mode, including thermal
quanta and quanta donated by the atoms to the cavity mode. For a cavity at zero
Kelvins, this frequency is of order g
√
N , where N is the number of atoms in the
cavity [5]. If the cavity mode is weakly damped, oscillations in the excitation of
the atoms gradually decay as quanta are dissipated from the mode. Increasing the
strength of the damping eventually suppresses the oscillations, and the atoms decay
monotonically when the rate constant for dissipation of quanta is large compared to
the frequency at which quanta would cycle between atoms and the resonator in the
absence of damping [5]. Since the rate constant for dissipation of quanta can be
written as 2/τh, where τh is the decay time of the mechanical resonator’s position
coordinate (or "ringdown time"), the condition that guarantees oscillations will be
suppressed is
g
p
ha†ai ¿ 2
τh
. (2.15)
In this regime, the evolution of the atomic system can be described by a reduced
master equation which does not explicitly include the resonator’s degrees of freedom
[5], and the resonator can be considered a reservoir which damps the atomic system.
For a resonator at zero Kelvins, the condition (2.15) which allows the use of a reduced
master equation is written more explicitly as [6]
g
√
N ¿ 2
τh
. (2.16)
These results can be carried over directly to a system consisting of spins 1/2 which
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evolve under a spin Hamiltonian Hs while interacting with a damped mechanical
resonator. The evolution of the spin system is governed by the master equation [5]
d
dt
ρs = −i [Hs, ρs]−
1
2
R0 (nth + 1) [I−I+, ρs]+ +R0 (nth + 1) I+ρsI− (2.17)
− 1
2
R0nth [I+I−, ρs]+ +R0nthI−ρsI+,
where
R0 = 2g2τh.
The anticommutator [·, ·]+ is defined by
[A,B]+ = AB +BA.
Both Hs and the spin density matrix ρs are expressed in the interaction frame in
which the Hamiltonian H0 of equation (2.6) has been eliminated, and the resonator
field is assumed to be identical at all spins. Note that spin-lattice interactions are not
included, since (2.17) is derived by considering an undamped system of atoms which
interact with a damped electromagnetic mode. At very low temperatures, where
the spin-lattice relaxation is "frozen out," equation (2.17) can be used to investigate
the question of whether spin-resonator relaxation governed by the Hamiltonian of
equation (2.11) can efficiently cool the spins toward thermal equilibrium with the
resonator.
Note that (2.17) was derived by adding the term−i [Hs, ρs], which governs unitary
evolution under Hs, to a relaxation superoperator derived under the assumption that
Hs = 0. The discussion in this thesis is limited to the regime in which this step
is valid. To characterize this regime, note first that resonator-induced relaxation
depends on weak correlations which develop between spins and resonator. The
resonator "remembers" an interaction with the spins for a time period of order τh.
In a simple visualization of the relaxation, we can consider that a spin-resonator
correlation survives during a period of order τh and is then annihilated. The new
spin-resonator correlation which then develops is determined by the instantaneous
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state of the spins. Spin relaxation can thus be visualized as occurring during time
periods of order τh, with the relaxation during a given time period depending only
on the state of the spins at the beginning of that period. If the time scale of the
spin evolution associated with Hs is long compared to τh, then there is little error in
adopting the point of view that the spins are at every instant relaxing just as they
would if Hs were absent, while Hs slowly modulates the spin state. In this regime, we
can obtain a master equation by adding the unitary term −i [Hs, ρs] to the relaxation
superoperator Λ derived under the assumption that Hs = 0. During a time step
during which evolution due to Hs is negligible, for instance, such a master equation
correctly predicts that relaxation is governed by Λ, while the presence of the unitary
term allows for the slow modulation of the spin state.
This argument can be formalized by considering the general derivation given in
reference [7] of the master equation for a system A coupled to a reservoir R. The
interaction Hamiltonian can be written as
V = VAVR,
where VA acts on A and VR acts on R. In the absence of the coupling V , the lab-
frame Hamiltonians HA and HR govern A and R, respectively. These Hamiltonians
are eliminated from the evolution equations by a switch from the lab frame to an
interaction frame, and second-order time-dependent perturbation theory is used to
obtain an interaction-frame expression for the evolution of A and R during a time step
∆t. A partial trace is taken over the reservoir degrees of freedom, and the resulting
expression is simplified using the assumption that ∆tÀ τh and the assumption that
the reservoir is only weakly perturbed from thermal equilibrium by the interaction
with A. A similar derivation can be carried out in the case where the switch from the
lab frame to the interaction frame does not completely eliminate the Hamiltonian HA
but rather leaves a "secular" term Hs. A second-order expression for the evolution
of the full density matrix for A and R yields terms quadratic in V , terms which are
proportional to V and Hs, as well as terms quadratic in Hs. A partial trace over the
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reservoir degrees of freedom eliminates the terms which are linear in V , due to the
assumption that the thermal average of VR over the reservoir states is zero. (This
condition can always be achieved by adding a term hVRiVA to the Hamiltonian HA
and then defining V = VAV 0R, where V 0R = VR − hVRi.) The terms depending on the
square of V are unaffected by the presence of Hs, and they yield the same relaxation
superoperator that would be obtained in the absence of Hs. The remaining terms
yield a second-order approximation to the unitary evolution of A associated with Hs.
If this second-order approximation is valid throughout the time step ∆t, then the
resulting master equation for A includes the same relaxation superoperator which
would be obtained in the absence of Hs, along with the additional term −i [Hs, ρs].
The relaxation superoperator can therefore be calculated without consideration of Hs
if the evolution associated with Hs is sufficiently slow that it can be approximated
by second-order perturbation theory during the time step ∆t.
We consider a simple example in which Hs = 0. Multiplying the master equation
(2.17) by Iz and taking the trace gives the derivative of hIzi (t):
d
dt
hIzi = R0 (nth + 1) hI−I+i−R0nth hI+I−i . (2.18)
= −R0 (2nth + 1) hIzi+R0
­
I2x + I
2
y
®
. (2.19)
If only a single spin is present, then
I2x = I
2
y = 1/4,
and we obtain
d
dt
hIzi = −R0 (2nth + 1)
µ
hIzi− 1/2
2nth + 1
¶
.
This equation describes the exponential relaxation of hIzi toward thermal equilibrium
with the resonator, and the rate constant is
Rh = R0 (2nth + 1) .
16
Since Rh = R0 at when nth = 0, we can consider R0 to be the rate constant in the
limiting case T → 0.
The interaction-frame equations of motion for the transverse spin components are
d
dt
hIxi = −1
2
Rh hIxi−R0
¿
1
2
(IxIz + IzIx)
À
, (2.20)
d
dt
hIyi = −1
2
Rh hIyi−R0
¿
1
2
(IyIz + IzIy)
À
. (2.21)
For a sample consisting of a single spin 1/2, we have
IxIz + IzIx = IyIz + IzIy = 0,
and
d
dt
hIxi = −1
2
Rh hIxi , (2.22)
d
dt
hIyi = −1
2
Rh hIyi . (2.23)
We can interpret the transverse relaxation with rate constant Rh/2 as lifetime broad-
ening associated with the spin transitions induced by the resonator.
2.2 Full master equation for the spin-resonator system
In analyzing resonator-induced relaxation, it is often convenient to use a master equa-
tion which includes the resonator’s degrees of freedom. If the effects of the spin lattice
are neglected, the full master equation for the spin-resonator density matrix ρ in the
interaction frame is [5]
d
dt
ρ = −i [Hs + V, ρ] + Λρ, (2.24)
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where V is the average Hamiltonian (2.11) governing the spin-resonator interaction,
and Λ is the relaxation superoperator for the damped mechanical resonator [8]:
Λρ = −nth + 1
τh
£
a†a, ρ
¤
+
+ 2
nth + 1
τh
aρa† (2.25)
− nth
τh
£
aa†, ρ
¤
+
+ 2
nth
τh
a†ρa.
Equations (2.19) through (2.21) can be obtained for arbitrary values of I from the
full master equation by using a method presented in Appendix A to derive a "coarse-
grained" derivative, i.e., the average rate of change during a time step∆t which is long
compared to τh but short compared to the time needed for spin relaxation. The error
associated with the use of the rotating-frame approximation (i.e., the use of an average
Hamiltonian obtained by neglecting the off-resonant components of the transverse
field) to obtain equations of motion for spin operators can be estimated by replacing
the average Hamiltonian used during the time step ∆t with a Magnus expansion [9].
The average Hamiltonian (2.11) is the zero-order term in this expansion, and the
first-order term is smaller than the average Hamiltonian by a factor of order g/ωh.
The method given in Appendix A can be used to correct the spin equations of
motions to include "secular broadening" associated with the fluctuations in Bz caused
by the mechanical motion. Replacing (2.11) by (2.12) as the interaction Hamiltonian
does not affect the equation of motion for hIzi, but equations (2.20) and (2.21) become
d
dt
hIxi = −1
2
Rh hIxi−R0
¿
1
2
(IxIz + IzIx)
À
− 1
2
f2τhnth (nth + 1) hIxi ,
d
dt
hIyi = −1
2
Rh hIyi−R0
¿
1
2
(IyIz + IzIy)
À
− 1
2
f2τhnth (nth + 1) hIyi .
Appendix B uses a numerical example to demonstrate that
f2τhnth (nth + 1)¿ Rh
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for the low-temperature nanoscale regime of interest. In this regime, (2.11) may be
used as the interaction Hamiltonian, since the corrections introduced by the switch
from (2.11) by (2.12) are negligible.
A similar approach can be used to derive equations of motion in the case where
the spins’ Larmor frequency is separated from the mechanical frequency by an offset
β:
ω0 = −ωh + β.
Appendix C shows that if the spins all experience the same off-resonant field, the rate
of longitudinal relaxation is given by
d hIzi
dt
= {R0 (nth + 1) hI−I+i−R0nth hI+I−i} 1
1 + (βτh)
2 . (2.26)
A rate equation for longitudinal relaxation is also given for the case where the res-
onator’s field varies across the sample. These results can be used to estimate the
sample volume which can be cooled toward thermal equilibrium by a mechanical
resonator.
3 Spontaneous and stimulated transitions
Agarwal has shown that spontaneous emission from a two-level atom into the vacuum
is governed by the operator which is written in our notation as I−I+ [10]. Since (2.18)
can be expressed as
d
dt
hIzi = R0 hI−I+i+R0nth hI−I+i−R0nth hI+I−i , (2.27)
it is natural to interpret the terms R0 hI−I+i, R0nth hI−I+i, and R0nth hI+I−i as
characterizing processes analogous to spontaneous emission, stimulated emission,
and stimulated absorption, respectively. More precisely, the term R0 (nth + 1) and
R0nth hI+I−i are expected to give the respective rates at which the spins donate en-
ergy to an oscillator and receive energy from it.
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The conjecture can be verified using the general formulas derived in reference [7]
for the coefficients of a master equation. The interaction-frame master equation is
written as
d
dt
ρab (t) =
X
c,d
exp {i (ωab − ωcd) t}Rabcd ρcd (t) ,
where ρij is an element of the density matrix expressed in the energy eigenbasis, and
Rabcd is a constant which characterizes the rate of transfer from ρcd to ρab. The
eigenfrequency of spin eigenstate |ai is denoted by ωa, and the difference of two such
eigenfrequencies by
ωab = ωa − ωb.
A spin transition from state |bi to state |ci changes the respective populations ρbb, ρcc
of the states, and Rccbb is the rate constant for this transition. In the case where the
transition b→ c involves the donation of a quantum from the spins to the resonator,
we find by applying the general formulas of reference [7] that
Rccbb = g2 |hc |I+| bi|2
Z ∞
−∞
exp (iωbcτ)
­
a (τ) a† (0)
®
dτ . (2.28)
The correlation function
­
a (τ) a† (0)
®
appearing in the integrand can be approximated
as
­
a (τ) a† (0)
®
=
­
a (τ) a† (0)
®
exp (−iωhτ) exp (−τ/τh)
= (nth + 1) exp (−iωhτ) exp (−τ/τh) .
When the difference frequency ωbc is resonant with the mechanical frequency, the
integrand of (2.28) is equal to (nth + 1) exp (−τ/τh), and we obtain
Rccbb = 2g2τh (nth + 1) |hc |I+| bi|2 . (2.29)
In the case where the Hamiltonian governing the spins is ω0Iz, the energy eigen-
states can be chosen to consist of angular momentum manifolds, with I+ and I−
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the raising and lowering operators within each manifold. In this basis, hc |I+| bi is
nonzero only if I+ |bi = |ci, and in this case
|hc |I+| bi|2 = 1
= hb |I−I+| bi ,
and
Rccbb = R0 (nth + 1) hb |I−I+| bi .
Summing over all transitions b→ c for which hc |I+| bi is nonzero shows that the rate
at which quanta are donated to the resonator is
X
hc|I+|bi6=0
Rccbbρbb = R0 (nth + 1) hI−I+i .
Since temperature Th = 0 gives nth = 0, we find that R0 hI−I+i is the rate of sponta-
neous emission, while
R0 (nth + 1) hI−I+i−R0 hI−I+i = R0nth hI−I+i
is the rate of stimulated emission. Similar arguments can be used to demonstrate
that R0nth hI+I−i is the rate at which quanta are donated to the spins, i.e., the rate
of stimulated absorption.
The contribution of spontaneous and stimulated transitions to longitudinal relax-
ation can be highlighted by expressing equation (2.27) in the form
d
dt
hIzi = −2R0nth hIzi−R0
©hIzi− ­I2x + I2y®ª .
The term proportional to nth is due to stimulated transitions. In the absence of
spontaneous emission, stimulated transitions would cause hIzi to relax exponentially
to zero. The remaining contribution is due to spontaneous emission, which drives
hIzi toward the instantaneous value of
­
I2x + I2y
®
. In the case where a single spin
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1/2 interacts with the resonator, spontaneous emission drives hIzi toward 1/2. In
the general case, spin-spin correlations affect the value of
­
I2x + I2y
®
and hence the
contribution of spontaneous emission to the relaxation of hIzi.
4 Physical interpretation of the cooling process
Reference [7] presents a physical interpretation of the energy exchange which occurs
between a system A and a thermal reservoir R which is weakly-coupled to A and
damps its motion. Two types of processes contribute: 1) Processes in which system
A responds linearly to fluctuations in R, and 2) Processes in which R responds lin-
early to the motion of A and damps this motion. In the case where A is a single atom
and R is an isotropic and homogeneous radiation field, stimulated emission and ab-
sorption are shown to depend on the first type of process, while spontaneous emission
is shown to include equal contributions from both types. In particular, the response
of the atom to vacuum fluctuation and the response of the electromagnetic field to
the motion of the electrons contribute equally to spontaneous emission. The atom
continually loses energy as the radiation field responds to its motion (the "radiation
reaction"), while the atom can either gain or lose energy when acted upon by vacuum
fluctuations. If a two-level atom is in its excited state, vacuum fluctuations and the
radiation reaction both transfer energy from the atom to the field at an equal rate.
When the atom is in its ground state, however, vacuum fluctuations tend to induce
atomic transitions to the excited state, thereby increasing the atom’s energy, while
the energy transfer due to the radiation reaction cancels the effect of the vacuum
fluctuations.
The derivations used in justifying this interpretation can be adapted to yield
a similar interpretation of the energy exchanges between a single spin 1/2 and a
damped mechanical resonator. Consider as an example a problem in which the
initial spin density matrix ρs is diagonal in the product-state eigenbasis. It follows
from (2.17) that ρs will remain diagonal as the spin relaxes, since the derivative of
ρs is itself diagonal. (This can be verified directly using matrix representations of
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I− and I+.) In this case, the mean transverse dipole is zero during the relaxation,
and it is the fluctuations in the transverse dipole which drive the mechanical motion.
The fluctuations are damped as they drive the resonator, and the resulting transfer
of energy from spin to resonator is a mechanical analog of the radiation reaction.
When Th = 0 and the spin is in its ground state, no transitions occur, since spin
fluctuations drive the resonator and donate energy to it at the same rate that zero-
point fluctuations return energy to the spin. If the spin is in the excited state, spin
fluctuations and zero-point motion both contribute equally to spontaneous emission.
This interpretation is consistent with the idea that transverse spin fluctuations
continue to occur even when a system is in its ground state. Consistent with this in-
terpretation is the convention that the mean square fluctuation of a complex operator
T = T1 + iT2 be defined as [11]
|∆T |2 ≡ 1
2
­
TT † + T †T
®
− hT i ­T †® (2.30)
= (∆T1)
2 + (∆T2)
2 .
Under this convention, the mean square fluctuations in the resonator’s complex am-
plitude in thermal equilibrium are
|∆a|2 = ¯¯∆a†¯¯2 = nth + 1/2,
while the thermal fluctuations in the transverse spin are given by
|∆I+|2 = |∆I−|2 =
­
I2x + I
2
y
®
.
For a system consisting of a resonator at Th = 0 and a spin 1/2 in its ground state,
we have
|∆a|2 = 1/2,
|∆I+|2 = 1/2.
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Definition (2.30) is not appropriate in all cases, however. Although a spin 1/2 in
its ground state coupled to a mode at Th = 0 can be visualized as actively exchanging
energy with the mode, no net radiation into or out of the mode will be detectable.
Note also that the results presented in 2.3 imply that the radiation emitted by trans-
verse spin fluctuations is characterized by the operator I−I+, rather than by |∆I+|2.
In studying "radiative transverse fluctuations" of a mechanical oscillator or a spin
system, an alternative to definition (2.30) may be used. If we let T denote the com-
plex operator which removes a quantum from the radiating system (i.e., I+ in the case
of radiating spins or a in the case of a radiating mode), the radiative fluctuations of
the spins and the resonator are characterized by
|∆0T |2 ≡ ­T †T®− hT i ­T †® . (2.31)
For a resonator or a spin system in a thermal state, definition (2.31) yields the re-
spective operators
­
a†a
®
= nth,
hI−I+i =
­
I2x + I
2
y
®
− hIzi .
At zero Kelvins, the radiative fluctuations defined by these operators are zero.
The physical interpretation of energy exchange given in reference [7] can also
be used to explain the appearance of the resonator’s ringdown time τh in the rate
constant
R0 = 2g2τh. (2.32)
When subject to a time-dependent input x (t), the response y (t) of a linear system
can be expressed as
y (t) =
Z +∞
−∞
x (t0)h (t− t0) dt0, (2.33)
where h (t− t0) gives the response at time t to a unit impulse applied at time t0.
In using (2.33) to explain the appearance of τh in equation (2.32), we consider the
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two types of process which contribute to energy exchange between the spins and the
damped resonator. For processes in which the spins respond linearly to resonator
fluctuations, the linear system of equation (2.33) is the spin sample, the input x (t)
is the fluctuating field of the mechanical resonator, and τh is the correlation time of
x (t). Short τh limits the rate of stimulated emission and absorption by limiting the
time period during which the spins experience the steady periodic field that induces
transitions. For processes in which the damped resonator responds linearly to spin
motion and damps this motion (i.e., the mechanical analog of the "radiation reaction"
mentioned above), the decay time of the impulse response h (t) is τh, and so τh limits
the time period during which the mechanical response can "ring up."
Note that the derivation of equation (2.32) depends on the assumption that τh is
much shorter than the correlation time of the transverse sample dipole, and as a result,
τh is the only correlation time which appears in this equation. If the transverse spin
correlation time is short enough to have a significant effect in determining the time
period during which the linear response of the spins and resonator can accumulate,
then the rate constant R0 must be modified to take account of the effects of spin
fluctuations. This could be done by adding a superoperator for spin relaxation
to the spin-resonator master equation and then performing a derivation similar to
that of Appendix A. The discussion in section 2 of chapter 7 illustrates a method
of including the effects of spin relaxation in an approximate way without using an
explicit expression for the spin relaxation superoperator.
5 Semiclassical model
The motion of spin systems can often be visualized using a semiclassical model in
which each spin component has a definite value at all times. Such a model can be
considered a formalization of the "finger physics" pictures that are used to visualize
spin evolution. We present a semiclassical model of the spin-resonator system which
can be used to visualize the spin-resonator interaction and also to distinguish the re-
laxation governed by (2.18) from so-called radiation damping [12]. The semiclassical
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spin Ic is governed by the equation
d
dt
Ic = γIc ×B, (2.34)
i.e., Ic precesses around the instantaneous field at frequency
ω0 = −γB.
The magnetic dipole associated with Ic is
μc = γ~Ic.
A classical damped mechanical resonator is coupled to the spin system by the Hamil-
tonian
W = −μc ·B (θ) ,
and the torque exerted on the resonator by the dipole is
−∂W
∂θ
=
dBx
dθ
μcx.
Precession of Ic around the applied field causes μcx to vary sinusoidally. The me-
chanical oscillator thus responds to a resonant driving torque, and energy can be
transferred from the spins to the oscillator by this driving torque. The resonant ro-
tating component of the oscillator’s field simultaneously exerts a torque on the spins
and causes spin rotation toward or away from the static applied field. As in the
derivative of the quantum mechanical equations of motion, coarse-grained relaxation
equations can be found by integrating the motion over a time step ∆t which is long
compared to τh but short compared to spin relaxation time.
Appendix D derives an equation of motion for hIczi, where the average is taken
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over a statistical ensemble of spin-resonator systems:
d hIczi
dt
= −2R0
hEchi
~ωh
hIczi+R0
­
Ic−I
c
+
®
. (2.35)
In (2.35), Ic+, Ic− are defined as
Ic± = I
c
x ± iIcy,
and hEchi is the mean thermal energy of the classical resonator. From equation
(2.18), we can obtain a formally equivalent equation for longitudinal relaxation of the
quantum mechanical system:
d hIzi
dt
= −2R0
hEhi
~ωh
hIzi+R0 hI−I+i , (2.36)
where
hEhi = ~ωhnth
can be considered the mean thermal energy of the quantum resonator, with zero-point
energy excluded.
The formal equivalence between (2.35) and (2.36) masks the fact that the commu-
tation properties of the quantum operators can yield distinctly nonclassical relaxation
in the quantum system. Writing the two equations in the form
d hIczi
dt
= −2R0
hEchi
~ωh
hIczi+R0
D
(Icx)
2 +
¡
Icy
¢2E
, (2.37)
d hIzi
dt
= −2R0
hEhi
~ωh
hIzi+
©
R0
­
I2x + I
2
y
®
−R0 hIzi
ª
(2.38)
highlights the failure of the semiclassical model to characterize correctly the sponta-
neous emission which is responsible for polarizing the spins in the quantum system at
low temperatures. As shown in section 3, the terms in curly brackets on the right side
of (2.38) are due to spontaneous emission. Section 4 interprets spontaneous emission
as including equal contributions from the spins’ response to zero-point fluctuations
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of the resonator’s field, and the resonator’s response to transverse spin fluctuations
that are present even in a perfectly polarized sample. Since these phenomena are
not present in the semiclassical model, it is not surprising that spontaneous emission
is not correctly characterized by this model. Equations (2.35) and (2.36) show that
discrepancies between the quantum and semiclassical models can be expected when
hEhi
~ωh
= nth
has order of magnitude unity or less, as well as when
­
I2x + I2y
®
differs significantly
from the value that would be calculated if each spin component had a definite value
simultaneously.
As an illustration, we compare the semiclassical phenomenon called "radiation
damping" with the longitudinal polarization of a spin 1/2 by a cold resonator. Mag-
netization precessing in an inductive coil excites current oscillations within the coil
circuit, and radiation damping occurs when the field generated within the coil by
the oscillating current is strong enough to rotate the magnetization into alignment
with the static applied field, thereby shortening the precession period. In the case
where spins are coupled to a mechanical rather than an inductive resonator, the anal-
ogous phenomenon occurs when the mechanical response to precessing spins creates
a resonant field which rotates the spins.
Abragam has derived a rate equation for radiation damping using a model equiv-
alent to our semiclassical model [12]. Adopting the language and notation of our
semiclassical model, we can say that Abragam derives the rate equation by assuming
that a single semiclassical dipole μc interacts with a classical resonator in which ther-
mal fluctuations can be neglected, i.e., a classical resonator at temperature Th = 0.
The equation of motion for hIczi during radiation damping can therefore be obtained
from (2.37) by setting hEchi to zero:
d hIczi
dt
= R0
D
(Icx)
2 +
¡
Icy
¢2E
. (2.39)
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Equation (2.39) implies that d hIczi /dt is zero if the semiclassical dipole is aligned with
the negative z-axis, and that d hIczi /dt takes on its maximum value when the dipole
lies in the transverse plane. This is consistent with the fact that it is the transverse
dipole which drives the mechanical motion and thereby induces the resonant field
responsible for radiation damping.
For purposes of comparison, note that the quantummechanical equation of motion
is
d hIzi
dt
= R0
­
I2x + I
2
y
®
−R0 hIzi (2.40)
when the resonator is at zero Kelvins. Consider an example in which the spin sample
consists of a single spin 1/2. Since
I2x + I
2
y = 1/2,
equation (2.40) reduces to
d hIzi
dt
= −R0 (hIzi− 1/2) . (2.41)
The evolution governed by (2.41) is distinctly different from that governed by (2.39).
If the spin is aligned with the negative z-axis, for instance, d hIzi /dt takes on its
maximum possible value, and the derivative decreases linearly as hIzi is increased,
reaching zero when the spin is oriented along the positive z-axis. Since I2x + I2y is a
constant, d hIzi /dt depends only on hIzi. In particular, since a polarized spin 1/2
initially precessing in the transverse plane has the same initial value of hIzi as a spin
which is initially completely unpolarized, the evolution of hIzi is the same in both
cases.
The most striking difference between the semiclassical and quantum models is
that only the quantum mechanical model allows for the polarization of a sample of
spins which all experience the same field. Equation (2.34) implies that the derivative
dIc/dt is perpendicular to Ic, and it follows that this equation of motion describes
rotation of Ic. The magnitude |Ic| cannot change as a result of the spin-resonator
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interaction. The quantum model does allow polarization, as can be seen from equa-
tion (2.41). For a single spin 1/2, relaxation of hIzi toward thermal equilibrium
proceeds independently of Ix and Iy. As we will see in chapter 3, resonator-induced
polarization is also possible for a system of N spins.
6 Polarization of spins using an inductive resonator
Reference [13] demonstrates that mechanical detection of NMR signals is more sensi-
tive than inductive detection for sufficiently small samples, with mechanical detection
typically becoming more sensitive when the sample radius is on the order of tens of
microns to hundreds of microns. We extend this result by presenting a numerical
estimate which suggest that a nanoscale inductive resonator would not efficiently cool
a nanoscale spin sample.
6.1 Rate constant for longitudinal relaxation
An classical LC circuit is governed by the Hamiltonian
H =
p2
2L
+
q2
2C
,
where q is charge, L is inductance, and C is capacitance. The inductive oscillator
has the coordinate q, and the conjugate momentum is
p = Lq˙,
where q˙ is the current flowing in the circuit. For a sufficiently long solenoid, the
solenoid’s field at the spins, which we will denote by By, is
By = μ0nq˙
=
μ0n
L
p,
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where n is the number of turns per unit length. We will assume that the inductive
resonator’s field at the spins can be written in the form
Bs (p) =
µ
0,
dBy
dp
p, 0
¶
,
with
dBy
dp
=
μ0n
L
.
This assumption yields the following Hamiltonian (in units of rad/s) for the spin-
resonator system:
H = ω0Iz + ωh
¡
a†a+ 1/2
¢
− γIy
dBy
dp
p.
Substituting
p = i
r
L~ωh
2
¡
a† − a
¢
and
Ih =
1
2i
(I+ − I−)
into the Hamiltonian gives
H = ω0Iz + ωh
¡
a†a+ 1/2
¢
− γ
2
dBy
dp
r
L~ωh
2
¡
a† − a
¢
(I+ − I−) .
In the interaction frame, the term in the Hamiltonian which survives averaging is
V = −γ
2
dBy
dp
r
L~ωh
2
¡
I+a† + I−a
¢
. (2.42)
Equation (2.42) shows that for both inductive and mechanical resonators, the
spin-resonator Hamiltonian in the interaction frame takes the same form. For the
inductive resonator, we define
ginduct = −
γ
2
dBy
dp
r
L~ωh
2
.
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Longitudinal relaxation of the spins will be governed by the rate constant
Rinduct = 2g2inductτinduct (2nth + 1) , (2.43)
where the ringdown time τinduct of the inductive resonator is given by
τinduct = 2L/R,
with R the resistance in the inductive circuit. Equation (2.43) can be written more
explicitly as
Rinduct = (γμ0n)
2 ~ωh
2R
(2nth + 1) .
6.2 Comparison of mechanical and inductive resonators
In comparing mechanical and inductive resonators, we first consider the way in which
g2 scales with size. If ωh varies as 1/r, we find that
g2mech ∝
1
Ihωh
∝ 1/r4,
and
g2induct ∝
n2ωh
L
∝ 1/r4.
However, if ωh is assumed to be determined by a fixed field which does not vary
during the scaling, we obtain
g2mech ∝ 1/r5,
g2induct ∝ 1/r3.
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At a given frequency, the the strength of the spin-resonator coupling depends more
strongly on size if the resonator is mechanical.
The spin-relaxation rate depends on the resonator ringdown time as well as the
coupling strength, and a quantitative comparison of spin relaxation rates for mechan-
ical and inductive resonators is not possible because the dependence of mechanical
ringdown time on size and temperature is poorly understood. We can, however,
make simple estimates which suggest that inductive resonators would not efficiently
cool spins. The resistance R of a coil is scale invariant if the skin depth is smaller
than the radius of the wire used in the windings of the coil, while R scales as 1/r
in the regime where the current flows uniformly through the wire [13]. Cooling an
exceptionally pure conductor to a temperature of a few Kelvins or below can increase
its conductivity by a factor of up to 106 [14], which would yield a skin depth for
copper of a few nanometers at 200MHz. In order to make an estimate advantageous
to inductive cooling, we assume that R is scale invariant, setting aside the question
of whether a nanoscale inductor of this purity could be fabricated. This assumption
yields
τinduct = 2L/R ∝ r
and
g2inductτinduct ∝ 1/r2. (2.44)
The longitudinal relaxation rate constant Rinduct for the example coils presented in
reference [13] were calculated using the assumption that the resonator’s conductivity
increased by a factor of 106 over that of room-temperature copper due to cooling of
the coil to mK temperatures:
Rinduct ≈ 3× 10−11 s−1 .
These example coils have length and diameter of order 50μm. Scaling down these
dimensions by a factor of 103 under the assumption that (2.44) holds would increase
Rinduct by six orders of magnitude, yielding a rate constant that is negligible compared
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to the value
Rh ∼ 1 s−1
obtained from numerical examples presented in section 6 of chapter 5.
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Chapter 3
Resonator-induced spin relaxation
1 Trapping of the spin system due to angular mo-
mentum conservation
The idea that the transverse field of a mechanical resonator can polarize N spins
might at first glance seem surprising or implausible, since we would in general expect
a resonant transverse field to rotate a system of spins without polarizing it. Indeed,
if we replace the resonator’s field with a time-dependent applied transverse field and
consider a set of noninteracting spins which evolve under this applied field, the evo-
lution operator is simply a rotation of the spin system. This follows from the fact
that at each instant, the system’s Hamiltonian is the generator of a rotation operator.
When the transverse field is that of a resonator which interacts with the spins, how-
ever, the spins can be polarized by the field. For instance, if the spins are initially
at a higher temperature than the resonator, then heat transfer between spins and
resonator must occur as the spin-resonator system moves toward equilibrium, and
the spins become polarized as they are cooled by the resonator.
A spin system coupled to a resonator at zero Kelvins will not necessarily relax
to its ground state, however. The Hamiltonian (2.1) commutes with I2, and spin
angular momentum will be conserved during the relaxation if the spin Hamiltonian
Hs also commutes with I2. The ground state of a system of spins has the maximum
possible value of I2, and angular momentum conservation would prohibit most initial
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spin distributions from relaxing to this state. For example, a distribution of N spins
1/2 contains only one angular momentum manifold with I = N/2. The ground state
of the spin system is the low-energy state of this manifold. Relaxation under the
spin-resonator interaction does not transfer population between angular momentum
systems of different I, and if the initial state of the spins has population in any of the
angular momentum manifolds with I < N/2, then spin-resonator relaxation will not
transfer this population to the angular momentum manifold containing the ground
state. Rather, the population belonging to a given angular momentum manifold
will be transferred to the lowest energy state belonging to that manifold and will
remain "trapped" in this state. In particular, if the initial distribution of N spins
1/2 is completely disordered, then all states of all angular momentum manifolds are
equally populated, and spin relaxation induced by a resonator at zero Kelvins under
the constraint of angular momentum conservation will leave population trapped in
the ground state of each manifold, yielding an eventual spin polarization of [15]
Ptrap =
1
2N−1N
N/2X
J
N ! (2J + 1)2
(N/2 + J + 1)! (N/2− J)!
≈
p
2/N , N À 1. (3.1)
To illustrate this "trapping," we consider an example presented by Dicke [16]. A
single spin 1/2 initially in its excited state will eventually relax to the ground state by
spontaneous emission, as a result of the coupling between the spin and the resonant
modes of the electromagnetic field. If two spins 1/2 are separated from each other by
a distance which is small compared to the radiation frequency |ω0|, however, then the
system interacting with the electromagnetic modes contains a singlet and a triplet,
and the singlet cannot radiate to the field. If the initial state has one spin 1/2 in the
excited state |−i and the other in the state |+i, then the singlet and triplet initially
have the same population. The triplet decays by spontaneous emission, while the
population of the singlet remains trapped. After the triplet has fully decayed, the
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probability of detecting an excited spin is 1/2, and only half the population is in the
ground state of the two-spin system.
In addition to pointing out that a system coupled to the electromagnetic field
can become trapped in a nonradiative state that differs from the ground state, Dicke
showed that coherent spontaneous emission, or "super-radiance," can occur in a col-
lection of two-level atoms which share the same coupling to the electromagnetic field.
For example, he showed that the largest rate at which a gas of N two-level atoms can
radiate by spontaneous emission is [16]
I =
N
2
µ
N
2
+ 1
¶
I0. (3.2)
In (3.2), I0 is the rate of radiation when only one atom is present and in its excited
state. A model in which each atom radiates independently would have emission
proportional to N , whereas the super-radiance described by equation (3.2) is propor-
tional to N2. The surprising nature of this result can be understood by expressing
it in the language of the spin-resonator system. If a collection of N spins 1/2 is
initially aligned along a transverse axis and then precesses in unison, the transverse
dipole moment which drives the resonator is proportional to N , and the spontaneous
emission rate is proportional to N2. However, if the spin system is initially in the
eigenstate having Iz = 0, I = N/2, then the spontaneous emission rate is also pro-
portional to N2, in spite of the fact that the expected value of the transverse dipole
moment is identically zero. A number of theoretical and experimental studies of
super-radiance have been performed, and the subject is reviewed in reference [17].
For both trapped states and super-radiant states, correlated motion changes the
nature of spontaneous emission dramatically from what would be observed in a sys-
tem of spins radiating independently. For a system of N spins 1/2 interacting with a
mechanical resonator and simultaneously evolving under the interaction-frame Hamil-
tonian Hs, the contribution to spin relaxation associated with spin-spin correlations
can be highlighted by writing the equations of motion for the Cartesian spin compo-
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nents as
d
dt
hIzi = −i h[Iz, Hs]i−Rh
½
hIzi− N/2
2nth + 1
¾
−R0
­
N/2− I2x − I2y
®
,
d
dt
hIxi = −i h[Ix,Hs]i− 1
2
Rh hIxi−R0
¿
1
2
(IxIz + IzIx)
À
,
d
dt
hIyi = −i h[Iy,Hs]i− 1
2
Rh hIyi−R0
¿
1
2
(IyIz + IzIy)
À
.
In each of these equations, the term proportional to R0 is zero if the components of
distinct spins are uncorrelated. In an ensemble of N spins 1/2 which relax without
developing spin-spin correlations, the relaxation induced by the resonator is thus
exponential, with a rate constant proportional to Rh. It is correlations of the form
hIx,jIx,ki, hIy,jIy,ki, hIx,jIz,ki, and hIy,jIz,ki which are responsible for phenomena such
as trapping and super-radiance.
2 Indirect spin-spin interaction
The semiclassical equation introduced in section 5 of chapter 2 can be used to visualize
the way in which an indirect spin-spin interaction develops as a result of the spins’
coupling to the same resonator. We consider an example in which the classical
resonator is at zero Kelvins, with no direct interaction between spins. In the absence
of coupling between spins and resonator, the spins simply precess around the static
field, while the resonator is motionless. In the coupled system, the resonator quickly
achieves a steady-state response to the torque exerted on it by the spins, and energy
is donated from spins to resonator by means of this driving torque. The driven
mechanical motion creates a resonant transverse field which rotates the spins, thereby
changing their energy. As the spins drive the resonator, the oscillating field associated
with the mechanical motion causes the energy of the spins to change.
An indirect spin-spin interaction arises because the resonator’s field is the sum of
its steady-state response to all spins. The field torque associated with the resonator’s
linear response to spin j acts on spin k, and so the state of spin j affects the field acting
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on spin k. The torque acting on spin k due to the driving of the resonator by spin j
can be interpreted as an indirect torque exerted on spin k by spin j, and the indirect
torques which link each pair of spins cause the development of spin-spin correlations
during mechanical cooling. In order to quantify the strength of the indirect torques,
we consider the state of the spin-resonator system during a time step ∆tÀ τh which
is short compared to the time needed for the spin-resonator interaction to change the
spin state. If the initial orientation of semiclassical spin j at t = 0 is given by angles
φj and αj, with φj the azimuthal angle and αj the angle between the spin and the
z-axis, then the resonator’s steady state motion during ∆t is
θ (t) =
dBx
dθ
γ~I
τh
2Ihωh
X
j
sinαj sin (ωht+ φj) ,
where we have assumed that all spins experience the same field and have Larmor
frequency ω0 = −ωh. (In order to simplify notation in this section, we have dropped
the superscript c used to distinguish semiclassical variables from analogous quantum
operators.) The transverse field is
dBx
dθ
θ (t) =
µ
dBx
dθ
¶2
γ~I τh
2Ihωh
X
j
sinαj sin (ωht+ φj) , (3.3)
and since this field is established quickly and changes negligibly in amplitude during
the time step ∆t, we can consider the jth term in this sum to be the effective field of
spin j experienced by the other spins. The amplitude of this effective field is
Bj,eff =
µ
dBx
dθ
¶2
γ~
τh
2Ihωh
(I sinαj) .
In a reference frame rotating around the z-axis at the Larmor frequency of the spins,
the resonant component of this effective field has magnitude Bj,eff/2, and the preces-
sion frequency of spin k in a resonant field of this magnitude is
γBj,eff/2 = R0Ij,trans,
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where
Ij,trans ≡ I sinαj
is the magnitude of the transverse component of spin j. We see that the semiclassical
model predicts that spin j indirectly exerts a torque on spin k which in the absence
of any other interactions would cause spin k to precess at frequency R0Ij,trans.
When the transverse components of individual spins are distributed randomly in
the plane, the indirect torques exerted on a spin k by the remaining spins do not add
coherently. Although the sum Z of the resonant effective fields exerted on spin k by
the other spins has an expected value of zero, its actual value during the time step ∆t
will in general have an order of magnitude comparable to the standard deviation of S.
Consider a frame rotating around the z-axis with spin k during ∆t and having its x-
axis aligned with the transverse component of spin k. Assume that spins are initially
independent and have identical probability distributions, with the distribution of φj
flat and uncorrelated with αj. It follows from (3.3) that the root-mean-square value
of γZ is
γZ =
√
N − 1R0I¯trans,
where I¯trans is the root-mean-square value of Ij,trans.
If a spin system is completely disordered or has weak Zeeman order at the be-
ginning of ∆t, the sum of the indirect torques exerted on spin k by the other spins
would cause spin k to precess with a frequency of order R0I
√
N . If the spins are all
aligned in the transverse plane at the beginning of ∆t, the indirect torques on spin k
add coherently, and the precession frequency of spin k due to the sum of the indirect
torques is of order R0IN . (In this case, the uniform rotation of I toward the static
applied field would be the mechanical analog of "radiation damping.") We define
Tcorr to be the characteristic evolution time of each spin in the net field exerted on it
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indirectly by all of the other spins:
Tcorr ≈ 1/ (R0IN) , spins aligned along transverse axis,
Tcorr ≈ 1/
³
R0I
√
N
´
, disordered system. (3.4)
We can expect that relaxation associated with these indirect torques will be disrupted
if they vary sinusoidally with a period substantially less than Tcorr. Consider, for
instance, an example where two semiclassical spins whose Larmor frequencies differ
by δω are initially aligned along the x-axis. In a frame rotating with spin 1, the
indirect torque exerted by spin 2 will initially tend to rotate spin 1 toward Bz, but
after a time t = π/δω, the two spins will be aligned in opposite directions in the
transverse plane, and the indirect torque on spin 1 will tend to rotate it away from
Bz. More generally, we can expect that for a system of N spins, a perturbation
which reverses the signs of the indirect torques within a time Tperturb will partially
disrupt the contribution of spin-spin correlations to relaxation if Tperturb is of the order
of Tcorr or smaller. If Tperturb ¿ Tcorr, the contribution of the indirect torques should
be effectively suppressed.
3 Modification of the relaxation processes by the
spin Hamiltonian
Arguments based on the semiclassical model suggest that a resonator at zero Kelvins
will induce the spins to relax exponentially to the ground state if the indirect spin-
spin torques are modulated sufficiently quickly by terms in the spin Hamiltonian. To
move beyond this conjecture and characterize resonator-induced relaxation under a
given spin Hamiltonian requires an analysis of the way in which perturbations to the
spin Hamiltonian modify the coefficients of the master equation. In order to clarify
the nature of the arguments being presented, we frame the discussion in this section
in terms of general properties of the master equation. Sections 4 and 5 apply the
results of this section to the problems of longitudinal and transverse spin relaxation.
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Reference [7] derives a general expression for the master equation which governs
a small system S interacting with a large reservoir R. The sets {|ai}, {|μi} are
respective orthonormal bases of S, R, and would be energy eigenstates in the absence
of the coupling between S and R. The eigenfrequency of a state |ai is denoted by
ωa, and the difference of two such eigenfrequencies by
ωab = ωa − ωb.
For the discussion in sections 3, 4, and 5, it will be convenient to define the interaction
frame as one in which the only surviving terms in the Hamiltonian are those which
characterize interactions between S and R. Note that this definition differs from the
one used for equation (2.24), which was defined so as to eliminate only the terms ω0Iz
and ωh
¡
a†a+ 1/2
¢
from the Hamiltonian. The interaction-frame master equation
for S can be written as
d
dt
ρab (t) =
X
c,d
exp {i (ωab − ωcd) t}Rabcd ρcd (t) , (3.5)
where Rabcd is time-independent.
Perturbations in the Hamiltonian Hs of the small system S can affect equation
(3.5) by perturbing the constants Rabcd as well as the difference frequencies ωab. We
will find that these two types of changes in the master equation have different effects
on spin relaxation. Each coefficient Rabcd can be expressed as a sum of terms of the
form
M1M2
Z ∞
0
g (τ) exp (iωnmτ) dτ ,
where M1 and M2 are matrix elements of operators acting on S which contribute
to the interaction Hamiltonian, and g (τ) is a reservoir correlation function. If the
eigenfrequencies {ωa} are perturbed while the eigenstates {|ai} do not change, the
matrix elements M1 and M2 are unaffected by the perturbation; if, in addition, the
perturbation in the frequencies ωnm is small compared to the spectral width of the
correlation functions g (τ), then Rabcd will be unaffected by the perturbation. Since
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correlation times of a reservoir are in general extremely short, we will consistently
consider the spectral width of g (τ) to be large compared to any perturbations in ωnm.
Under these conditions, perturbing the eigenfrequencies but not the eigenstates leaves
Rabcd unmodified in (3.5). By way of contrast, perturbations to Hs which modify the
eigenstates can change the values of the matrix elementsM1 andM2, thereby modify-
ing the coupling constants Rabcd which characterize the physical processes occurring
during the correlation time of the reservoir.
The difference (ωab − ωcd) in the oscillation frequencies of lab-frame density ma-
trix elements appears in the interaction-frame relaxation equation as an oscillation in
the phase of the coupling responsible for transfer from ρcd to ρab. If the frequency
difference |ωab − ωcd| ¿ 2πRabcd is perturbed to a value much larger than 2πRabcd,
then the transfer from ρcd to ρab characterized by Rabcd will be suppressed. More
precisely, the physical processes responsible for such transfer will continue to occur,
but the relative phase of lab-frame density matrix elements will vary within a period
which is short compared to the characteristic time 1/Rabcd required for the transfers
to cause a non-negligible change in ρab, and the fast phase variation will ensure that
the sum of the transfers to ρab continually stays near zero. Under these conditions,
the coefficient Rabcd will not contribute to the evolution of ρab.
Reference [7] derives formulas which are helpful in interpreting the processes as-
sociated with the various coupling constants Rabcd. If c 6= a, for instance, then Raacc
can be expressed as
Raacc = 2π~
X
μ
pμ
X
ν
|hν, a |V |μ, ci|2 δ (Eμ +Ec −Eν −Ea) . (3.6)
Here δ is the Dirac delta function, Ei is an energy eigenvalue for the system or
reservoir, V is the interaction Hamiltonian coupling the system to the reservoir, pμ
is the thermal population of state μ, and μ, ν range over the orthonormal basis of
R. This equation is interpreted to mean that Raacc gives the summed probability
per unit time that a state from the continuum {|μ, ci} makes the transition to the
continuum {|ν, ai}, where a and c are fixed, while μ, ν range over the orthonormal
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basis of R. This interpretation is highlighted by the use of the notation
Γc→a ≡ Raacc.
Reference [7] also shows that the relaxation of coherences ρab is governed by the
constants
Γab = Γnonadab + Γ
ad
ab ,
Γnonadab =
1
2
ÃX
n6=a
Γa→n +
X
n6=b
Γb→n
!
,
Γadab =
2π
~
X
μ
pμ
X
ν
δ (Eμ −Eν) (3.7)
× 1
2
¡|hν, a |V |μ, ai|2 + |hν, b |V |μ, bi|2 − 2Re hμ, a |V | ν, ai hν, b |V |μ, bi¢ .
The constant Γnonadab is interpreted as giving the rate at which transitions away from
|ai and |bi disrupt the coherence between these states and cause "nonadiabatic" re-
laxation, while the "adiabatic" constant Γadab characterizes damping of a coherence due
to interactions in which the system A does not change state. When A represents a
spin system, we would expect Γnonadab and Γ
ad
ab to be associated with "lifetime broaden-
ing" and "secular broadening," respectively. ( Lifetime broadening is transverse spin
relaxation caused by spin transitions which shorten the lifetime of a coherence, while
secular broadening is caused by fluctuations in Bz which modulate the precession
frequency of the spins.) Consistent with this interpretation is the fact that Γadab = 0
if fluctuations in Bz are excluded from the model of the spin-resonator system by
the use of the Jaynes-Cummings Hamiltonian (2.11) as the interaction Hamiltonian.
This can be seen by noting first that
­
ν, b
¯¯
I+a†
¯¯
μ, b
®
= 0,
hν, b |I−a|μ, bi = 0,
for any eigenstate |bi of a secular spin Hamiltonian, since I+ and I− do not couple
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states within a given eigenspace of Iz. It follows that
hν, b |V |μ, bi = 0 (3.8)
for each energy eigenstate |bi, which implies Γadab = 0. In discussing the relaxation of
coherences due to spin-resonator interactions, we will therefore consider only nonadi-
abatic relaxation, and we will simplify notation by dropping the label "nonadab."
An interpretation of the coupling constants Rabcd, with a 6= c, b 6= d, will be
helpful in our analysis of spin relaxation. Reference [7] derives the formula
Rabcd = 2π~
X
μ
pμ
X
ν
hμ, d |V | ν, bi hν, a |V |μ, ci (3.9)
× δ (Eμ +Ec −Eν −Ea) .
In suggesting an interpretation for (3.9), we note first that it is not a formula for a tran-
sition amplitude, so we cannot immediately associate the product hμ, d |V | ν, bi hν, a |V |μ, ci
with a process in which a transition from |μ, ci to |ν, ai is followed by a transition
from |ν, bi to |μ, di. If it were correct to interpret in this way the matrix elements
which characterize relaxation processes, then the product
|hν, a |V |μ, ci|2 = hμ, c |V | ν, ai hν, a |V |μ, ci
appearing in (3.6) should be associated with a process in which a transition from |μ, ci
to |ν, ai is followed by a transition from |ν, ai back to |μ, ci; since we associate Raacc
with one-way transfer from |μ, ci to |ν, ai, this interpretation would be problematic.
We can obtain an unproblematic interpretation of (3.9) by first recalling that the
equation of motion for a density matrix ρ can be written as
d
dt
ρ (t) = (−iH) ρ (t) + ρ (t) (iH) . (3.10)
The factor (−iH) in the product (−iH) ρ (t) is obtained from the evolution operator
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e−iHt responsible for evolving the kets forward in time, while the factor (iH) in the
product ρ (t) (iH) is associated with the evolution of the bras. If we use first-order
perturbation theory to study the motion of ρ, we can interpret the results in terms of
two sets of processes: those in which the kets evolve while the bras are unchanged, and
those in which the bras evolve while the kets are unchanged. Similarly, evolution
of ρ, as calculated using second-order perturbation theory, can be interpreted in
terms of four types of processes, each associated with one of the terms in the double
commutator
i2 [[ρ,H (t1)] ,H (t2)] = −ρH (t1)H (t2)+H (t1) ρH (t2)+H (t2) ρH (t1)−H (t2)H (t1) ρ.
(3.11)
For instance, the term ρH (t1)H (t2) is associated with processes in which bras are
evolved in two consecutive steps, while H (t1) ρH (t2) is associated with processes in
which the kets evolve during the first step and the bras during the second.
Note as well that the transfers of probability amplitude associated with H (t1) and
H (t2) each involve a phase change of magnitude 90 ◦. This can be seen by examining
(3.10), in which the respective factors of −i and i yield phase changes of opposite
sign for the transfers associated with evolution of the kets and the bras. The factor
(−iH) ρ dt, for example, represents a change to ρ in which the term added to a given
element ρjk is
−i
X
|ni
hj |H|ni ρnk.
This can be interpreted to mean that the interaction characterized by the matrix
element hj |H|ni causes a transfer to occur from ρnk to ρjk, while the factor −i yields
a phase change of −90 ◦. Note that for processes in which a bra evolves during one
step and a ket evolves during the other, the phase changes occurring during the two
steps will cancel. If kets are evolved twice or bras are evolved twice, however, the
phase change associated with the process will be 180 ◦. In particular, probability
amplitude which is transferred by such processes will change sign.
The physical process associated with a product M1M2 of matrix elements can
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be interpreted by determining whether bras or kets were evolving during the two
consecutive stages of motion. We find that the coefficient Rabcd given by (3.9)
depends on processes in which the ket |ci makes a transition to |ai during one stage
of motion, while the bra hd| makes a transition to hb| during the other. Although
the distinction between bras and kets is helpful in making sense of formulas such as
(3.9), we can simplify language and notation by neglecting to distinguish between
bras and kets in discussing physical processes; for instance, we will consider (3.9) to
characterize processes in which |ci → |ai and |di → |bi without a change of phase.
This simplification is motivated by the idea that we can consider these processes to
be occurring within an ensemble of systems, with each system represented by a linear
combination of kets. The appearance of bras in our formalism can be considered an
artifact of the choice to represent the ensemble by a matrix rather than a collection
of state functions.
In analyzing spin relaxation due to spin-resonator interactions, we will find that
coefficients such as Rabad, with b 6= d, play an important role. The arguments given
in reference [7] can be extended to yield formulas for these coefficients and obtain
an interpretation of the processes characterized by them. When V represents the
spin-resonator interaction Hamiltonian, we find that Rabad characterizes processes in
which probability amplitude is transferred first from |di to |mi and then from |mi to
|bi, with m 6= b, d, and the matrix elements associated with these processes are
Mabad = hd, μ|V |m, νi hm, ν|V |b, μi . (3.12)
During the two steps, the transferred probability amplitude changes phase by 180 ◦.
In the general case,Rabad also depends onmatrix elements of the form ha, μ|V |a, νi hd, ν|V |b, μi,
but it follows from (3.8) that these products are zero for the Jaynes-Cummings Hamil-
tonian.
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4 Longitudinal relaxation
In this section, we analyze in greater detail the processes which cause spin population
to be trapped away from the ground state during resonator-induced spin polarization,
as well as the mechanisms by which such trapping could be disrupted by the presence
of additional terms in the spin Hamiltonian.
4.1 Noninteracting spins
We first consider a system of N noninteracting spins 1/2 which have identical Larmor
frequencies. The eigenstates {|ai} can be chosen as product states. Longitudinal
relaxation can occur due to direct couplings Raacc between populations, and it can
also occur when two populations are coupled to the same coherence: simultaneous
transfer from ρaa to ρbd and from ρbd to ρcc yields indirect transfer from ρaa to ρcc.
Appendix E presents a proof that if these indirect transfers are eliminated, then
hIzi relaxes exponentially to thermal equilibrium with rate constant Rh, regardless
of initial conditions. The proof depends on a selection rule, namely, the fact that
the matrix element hν, a |V |μ, ci will be nonzero only if eigenstates |ai, |ci differ by
exactly one spin flip. When the matrix element is nonzero, then the transfer between
populations which it characterizes can be calculated as if the other spins were absent.
4.1.1 Two spins
While the single-spin flips associated with direct coupling between populations do not
introduce spin-spin correlations, such correlations can be introduced as the result of
couplings between populations and coherences. Consider, for example, a system of
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two noninteracting spins with basis set
|1i ≡ |++i (3.13)
|2i ≡ |+−i (3.14)
|3i ≡ |−+i (3.15)
|4i ≡ |−−i . (3.16)
Writing out explicit expressions [7] for the coefficients of the master equation gov-
erning this system shows that for each state i, the coefficients Rii23, R23ii, Rii32, and
R32ii, which couple coherences to populations, have the same order of magnitude as
coefficients which couple populations directly, and since ω23 = ω32 = ωii = 0, the
time-dependent exponential terms appearing in (3.5) do not modulate into the cou-
pling between the population ρii and the coherences ρ23 and ρ32. Note that R23ii and
R32ii in particular are responsible for converting populations into coherent superpo-
sitions of product states and can therefore introduce spin-spin correlations into the
system.
For i = 2, 3, these coefficients tend to introduce a negative correlation between
states 2 and 3. For instance, it follows from the last paragraph of section 3 that
R2322 is associated with processes in which probability amplitude is first transferred
from |2i to |mi and then from |mi to |3i, where m = 1 orm = 4, with the probability
amplitude changing sign during the two transfers. The change in sign during transfer
of probability amplitude from |2i to |3i introduces a negative correlation between the
two states. More formally, we can say that since
R2322 = −R0 (nth + 1/2)
is negative, it tends to introduce a negative correlation between states 2 and 3. Sim-
ilar processes are associated with the coefficients R23ii and R32ii, for i = 2, 3, and
these coefficients have the same value.
In the case where an initially disordered sample relaxes to a trapped state due to its
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interaction with a resonator at zero Kelvins, we can view these processes as continually
renewing the probability amplitude of the coherent superposition (|+−i− |−+i) /√2,
thereby preventing it from decaying due to the single-spin flips which occur as pop-
ulation is transferred between product-state populations. An alternative point of
view would be that the transfers which occur between populations and the coher-
ences ρ23 and ρ32 constitute an indirect coupling between product-state populations
which depletes the ground state and renews the populations of states 2 and 3. For
instance, R1123 and R1132 are associated with processes in which both |2i and |3i
make a transition to the ground state. Because of the negative correlation which is
maintained between states 2 and 3, the product of the probability amplitudes simul-
taneously transferred from |2i to |1i and from |3i to |1i tends to be negative, which
decreases the population of the ground state. The population which disappears from
the ground state as a result of its coupling to the coherences ρ23 and ρ32 is simulta-
neously added to the populations of states 2 and 3 because of their coupling to the
same coherences.
Note that this simple analysis of spin trapping has not taken into account all
couplings between coherences and populations. However, the coefficients which take
ρ11 → ρ23, ρ11 → ρ32, ρ23 → ρ44, and ρ32 → ρ44 are insignificant at 0K, since
they depend on transitions in which the resonator donates a quantum to the spins.
(Indeed, the coupling constants associated with these transfers are proportional to
nth.) In addition, transfers from ρ44 to ρ23 and ρ32, although relevant in the early
stages of spin-trapped relaxation, are negligible in later stages, since the population
of |−−i is entirely depleted by the single-spin flips that couple it to the populations
of |+−i and |−+i. In the product-state basis, spin trapping can be interpreted in
terms of the processes which contribute to Rii23, R23ii, Rii32, and R32ii.
Spin trapping can be suppressed by a perturbation H1 to the spin Hamiltonian
Hs that changes the eigenfrequencies but not the eigenstates. The fastest transfers
between the ground state and the coherences ρ23, ρ32 are governed by the rate constant
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R0 (nth + 1), and if the lab-frame coherences oscillate in phase with a frequency
|ω23| À 2πR0 (nth + 1) ,
then the couplings between populations and coherences will not contribute to the
relaxation of the populations. Under these conditions, the spin-spin flips will cause
the longitudinal relaxation to proceed exponentially with rate constant Rh.
4.1.2 N spins
A similar result holds for an initially disordered system of N spins. The matrix
elements of the interaction Hamiltonian V allow for two types of processes which can
create spin-spin correlations by transferring the populations of product states into
coherent superpositions of states. If a 6= b, c, then transfer from ρaa to coherence ρbc
can occur by a process involving the two transitions |ai → |bi and |ai → |ci. The
selection rule obtained from (3.9) is
ha, μ|V |b, νi hc, ν|V |a, μi 6= 0, (3.17)
where μ and ν label states of the reservoir. This rule requires that |bi and |ci each
differ from |ai by exactly one spin flip, and the transitions |ai → |bi and |ai → |ci
both involve spin flips in the same direction, since both transitions have the reservoir
moving from |μi to |νi. We can conclude that ρbc is a zero-quantum coherence
between states which differ by two spin flips in opposite directions. A second type of
process which can create spin-spin correlations occurs when a = b or a = c. Without
loss of generality, we suppose that a = b, a 6= c. The processes contributing to the
development of spin-spin correlations involve transfer from |ai→ |mi and then from
|mi → |ci during the correlation time of the reservoir, and (3.12) implies that these
processes are allowed if
ha, μ|V |m, νi hm, ν|V |c, μi 6= 0. (3.18)
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Rule (3.18) implies that the two transitions |ai→ |mi and |mi→ |ci involve a spin
flip in opposite directions, since the first is accompanied by the reservoir transition
|μi → |νi and the second by the transition |νi → |μi, and since the interaction
Hamiltonian V only couples product states which differ by a single spin flip. For this
case as well, ρbc is a zero-quantum coherence between states differing by a "flip-flop."
The development of resonator-induced spin-spin correlations in an initially disor-
dered system depends on transfer from product-state populations to zero-quantum
"flip-flop" coherences. If the periods of such coherences are short compared to the
time required for this transfer, the cumulative effect of the transfers will be negligible,
and no coherences will be excited. In this case, we can consider the populations to
be coupled only to populations, which yields a problem for which the longitudinal
relaxation proceeds exponentially with rate constant Rh. Note that as the number
N of spins is increased, the number of processes which contribute to coefficients such
as Racaa increases, since many states |mi become accessible to |ai as intermediates in
the transition to |ci. In addition, the rate at which coherent superpositions of prod-
uct states are renewed by these processes in general depends on the instantaneous
value of many elements in the density matrix, as well as on the value of many cou-
pling constants. It is therefore not immediately obvious how large the frequencies of
the "flip-flop" zero-quantum coherences must be in order to suppress the cumulative
effect of the processes responsible for spin-trapping.
We can obtain a rough estimate of the time Ttrap required for the resonator to
induce spin-spin correlations in an initially disordered system. For large N , equation
(3.1) implies that
hIzitrap ≈
r
N
2
(3.19)
is the final value of hIzi when the resonator at zero Kelvins. Substituting (3.19) into
the relaxation equation for hIzi and setting the derivative equal to zero yields
0 ≈ −R0 hIzitrap +R0
­
I2x + I
2
y
®
trap
,
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from which it follows that
­
I2x + I
2
y
®
trap
≈
r
N
2
.
Our estimate of the time Ttrap depends on the claim that
­
I2x + I2y
®
decreases monoton-
ically from N/2 to
p
N/2 as spin-spin correlations develop. In supporting this claim,
we use a basis of angular momentum eigenstates |I,Mi, where M denotes the eigen-
value for the operator Iz. The states |I,Mi are also eigenstates of the operator
I2x + I2y :
¡
I2x + I
2
y
¢ |I,Mi = (I−I+ + Iz) |I,Mi
=
©
I (I + 1)−M2
ª |I,Mi .
Note that within each angular momentum manifold, the value of
­
I2x + I2y
®
varies as
−M2. A completely disordered system has equal population in each state |I,Mi,
and resonator-induced relaxation eventually moves the entire population to the state
with M = I. It is clear that once the bulk of the population of a given angular
momentum manifold has been transferred to states with positiveM , continued spon-
taneous emission from the spins to the resonator’s mode will decrease
­
I2x + I2y
®
, since
emission from a state with positive M increases the value of M . For several values
of I between I = 2 and I = 100, we have used the formulas for the spontaneous emis-
sion rate of states |I,Mi [16] to simulate the mechanical cooling of a single angular
momentum system in which all states |I,Mi initially have equal population. In these
simulations,
­
I2x + I2y
®
decreased monotonically throughout the cooling process. It
is reasonable to conclude that monotonic decrease of
­
I2x + I2y
®
would occur for any
value of I˙, which implies that
­
I2x + I2y
®
decreases monotonically in a disordered spin
system.
This conclusion allows us to obtain a lower bound on the time required for
resonator-induced spin-spin correlations to develop. We rewrite the longitudinal
relaxation equation as
d
dt
hIzi ≈ −R0
¡hIzi− ­I2x + I2y®¢ , (3.20)
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and note that hIzi increases exponentially toward the instantaneous value of
­
I2x + I2y
®
.
If
­
I2x + I2y
®
were constant during the spin-trapped cooling, the polarization would
evolve exponentially, with a rate constant independent of N . When
­
I2x + I2y
®
de-
creases from N/2 down to
p
2/N , however, the derivative of hIzi is decreased by
the presence of resonator-induced spin-spin correlations. We might guess that hIzi
initially follows the relaxation curve predicted for a system in which such correla-
tions are suppressed, but then flattens out as hIzi takes on a value of order hIzitrap.
(Note that if hIzitrap is significantly smaller than the thermal value of hIzi, then the
resulting curve can be interpreted as fast, coherent relaxation to the trapped state,
since hIzi relaxes to hIzitrap much faster than a function decaying exponentially to-
ward hIzitrap with rate constant Rh.) Since it follows from (3.20) that the magnitude
of d hIzi /dt decreases with time, a lower bound Ttrap on the time required for this
coherent relaxation to occur can be obtained using the initial value of the derivative:
Ttrap =
³
hIzitrap
´
/
d hIzi
dt
(0)
=
1
R0
p
N/2
. (3.21)
Simulations of spin-trapped cooling presented in section 2.1 of chapter 6 suggest that
for an initially disordered sample, Ttrap is a good estimate of the time required for
hIzi to relax from zero to a value which differs from hIzitrap by a factor of order unity.
Note as well that since we are considering spins 1/2, (3.21) is consistent with the
estimate (3.4) obtained from the semiclassical model.
For an initially disordered system of noninteracting spins which all experience the
same field, we can also consider Ttrap to be a lower bound on the time required for the
resonator-induced spin-spin correlations to develop fully. This follows from the fact
that
­
I2x + I2y
®
depends strongly on M , since transitions between states of different
M causes changes in both hIzi and
­
I2x + I2y
®
. We can conclude that if all "flip-flop"
zero-quantum coherences oscillate within a period of time . Ttrap, then spin trapping
of an initially disordered sample will be partially disrupted, since the relative phase of
the populations and these coherences will vary on the time scale needed for transfers
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between coherences and populations to induce spin-spin correlations. If the periods
of these coherences are much less than Ttrap, then spin trapping should be effectively
suppressed.
4.2 Dipole-dipole coupled spins
4.2.1 Two spins
We turn our attention to the longitudinal relaxation of a system of spins coupled by
the secular dipolar Hamiltonian HD, beginning with a system of two spins. If no
chemical shifts are present, then the eigenstates of the system are given by the set
B ≡ {|pi , |qi , |ri , |si}, where
|pi ≡ |++i , (3.22)
|qi ≡ (|+−i+ |−+i) /
√
2, (3.23)
|ri ≡ |−−i , (3.24)
|si ≡ (|+−i− |−+i) /
√
2. (3.25)
When the master equation is projected onto this basis set, we find that there is no
coupling between populations and coherences, and the population ρss does not relax
at all. These results, which can be obtained by considering the matrix elements of the
interaction Hamiltonian V , do not depend on the exact eigenfrequencies of the system.
Indeed, if the eigenfrequencies are perturbed, then the longitudinal relaxation will be
unaffected, since transfer between populations is unaffected by such perturbations.
In particular, longitudinal relaxation does not depend on the strength of the dipolar
coupling.
For a system in which one of the two spins has a chemical shift, the longitudinal
relaxation depends strongly on the relative magnitude of the chemical shift and the
dipolar coupling. If HD is much larger than the chemical shift Hamiltonian Hshift,
then the spin eigenstates are approximately those of the set B, and the longitudinal
relaxation is only weakly affected by the presence of the chemical shift. If Hshift À
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HD, then the eigenstates are perturbed product states, and the longitudinal relaxation
will proceed exponentially with rate constant Rh, provided that |ω23| is sufficiently
large to disrupt transfer between coherences and populations, where
|2i ≡ |+−i ,
|3i ≡ |−+i ,
as in (3.13) through (3.16). If nth ¿ 1, as in the case of the example resonator
presented in table 5.3, then the condition
|ω23| À 2πR0 (3.26)
is sufficient to guarantee that the contribution of spin-spin correlations to longitudinal
relaxation is suppressed, regardless of initial conditions. This follows from the fact
that the terms coupling populations to coherences between |2i and |3i have magnitude
. R0 when nth ¿ 1. In the limit where Hshift À HD, we can consider HD to be a
perturbation of Hshift and use first-order perturbation theory to find ω2 and ω3. From
Hshift = ωshiftIz,1,
HD = ωdd (3Iz,1Iz,2 − I1 · I2) ,
we obtain
ω1 ≈ ω0 +
1
2
(ωshift + ωdd) , (3.27a)
ω2 ≈
1
2
(ωshift − ωdd) , (3.27b)
ω3 ≈
1
2
(−ωshift − ωdd) , (3.27c)
ω4 ≈ −ω0 +
1
2
(−ωshift + ωdd) , (3.27d)
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which allows us to express (3.26) as
|ωshift| À 2πR0.
An alternative way of understanding the ineffectiveness of a small chemical-shift
difference in modifying the relaxation of the dipole-coupled system is to transform
Hshift into the rotating frame in which the fast evolution due to the secular dipolar
coupling is absent. In this rotating frame, the time-independent component of Hshift
is proportional to Iz, and therefore has no effect on relaxation. Using the language of
the semiclassical model introduced in the first section, we can say that the component
of Hshift which survives averaging due to oscillations induced by the dipolar coupling
does not modulate the indirect spin-spin torques responsible for coherent relaxation.
4.2.2 Three spins
We now consider a system of three spins which are coupled by the secular dipolar
Hamiltonian
HD = ω12 (3Iz,1Iz,2 − I1 · I2) + ω13 (3Iz,1Iz,3 − I1 · I3)
+ ω23 (3Iz,2Iz,3 − I2 · I3) .
The rules for addition of angular momenta allow a collection of three spins 1/2 to
be represented as a single angular momentum I = 3/2 and two angular momenta
I = 1/2. For our purposes, it is convenient to define one of the I = 1/2 angular
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momentum systems to be
|1/2,+i = {(ω13 − ω23) |++−i+ (ω23 − ω12) |+−+i+ (ω12 − ω13) |−++i} 1C ,
(3.28)
|1/2,−i = {(ω13 − ω23) |−−+i+ (ω23 − ω12) |−+−i+ (ω12 − ω13) |+−−i} −1C ,
(3.29)
C ≡ (ω12 − ω13)2 + (ω12 − ω23)2 + (ω13 − ω23)2 .
The states of this angular momentum system are also eigenstates of HD:
HD |1/2,+i = HD |1/2,−i = 0.
Population which begins in one of these states can only move between the two states
during the mechanical cooling, since the matrix elements of the spin-resonator inter-
action Hamiltonian V ensure that the population of any angular momentum system
is not coupled to the population of any other spin eigenstate or to any coherences
between eigenstates. For an initially disordered system cooled by a resonator at
0K, one-fourth of the population will eventually be trapped in the nondecaying state
|1/2,+i. As in the case of two spins, additional terms in the spin Hamiltonian can
only be effective in suppressing this spin trapping if they significantly perturb the
spin eigenstates. Since HD does not in general commute with the Hamiltonian which
shifts the Larmor frequencies of distinct spins by different amounts, chemical shifts
of magnitude comparable to the dipolar coupling would modify the eigenstates suffi-
ciently to break the selection rule responsible for trapping the population away from
the ground state.
In order to determine whether the population of the remaining I = 1/2 manifold
will quickly reach the ground state during spin-resonator relaxation, we considered
ten example systems having randomly generated coupling constants ωij. For five of
these examples, the value of each ωij/2π was a uniformly distributed random number
between 1 kHz and 2 kHz, and for the remaining five examples, ωij/2π was uniformly
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(ω12, ω13, ω23) /2π p
(1476, 352, 1843)Hz 0.85
(1871, 1834, 811)Hz 0.92
(1787, 116, 821)Hz 0.78
(1626, 20, 706)Hz 0.76
(406, 397, 278)Hz 0.98
Table 3.1: Mixing of angular momentum systems.
distributed between 0Hz and 2 kHz. In the cases where 1 kHz ≤ ωij/2π ≤ 2 kHz,
each spin eigenstate had at least 95% of its population in a single angular momentum
manifold. In these systems, HD induces only weak mixing of the angular momentum
manifolds, and we would expect that the population would first relax quickly to
the low-energy state of each manifold, and would then relax slowly as population is
transferred from one of I = 1/2 manifolds to the I = 3/2 manifold. Simulations of
relaxation in a three-spin system confirmed this conjecture, and section 2.2 of chapter
6 presents similar simulations for four-spin systems. After the population of each
angular momentum system (or "manifold") has reached the low-energy state of the
manifold, the rate of longitudinal relaxation depends on the efficiency with which HD
couples manifolds.
Choosing 0Hz ≤ ωij/2π ≤ 2 kHz generally gave more effective mixing of the
two angular momentum manifolds. We found that for a given set of values ωij,
the mixing of the two angular momentum systems could be characterized by just
one probability p. Calculation of the eigenstates for these systems shows that for
each eigenstate |ai which includes contributions from both manifolds, the probability
of detecting angular momentum Ia is p, where Ia is the angular momentum of the
manifold making the dominant contribution to |ai, and p is independent of |ai. Table
3.1 shows that mixing was most effective when the values of ωij were well separated.
4.2.3 N spins
For larger systems, we note first that since HD commutes with Iz, it can only couple
states having the same value of Iz. We thus consider two limiting cases. When
resonator-induced relaxation within a manifold is fast compared to the rate at which
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HD transfers population between manifolds, then the population of a manifold will
quickly decay to the low-energy state of that manifold and then slowly be transferred
to unpopulated states having the same value of Iz but belonging to manifolds of higher
angular momentum. In the opposite limit, HD will quickly equalize the population of
all states which have the same value of Iz. Resonator-induced transfers of population
to low-energy states within a manifold immediately results in compensating transfers
that equalize the populations of all states within a given eigenspace of Iz. Section
2.2 of chapter 6 presents simulations of longitudinal relaxation for this regime.
Note that if the spin system were temporarily moved out of the large applied field,
the nonsecular part of the dipolar Hamiltonian would be "turned on," and we could
expect a spin temperature to be established, so that the system could be viewed as an
ensemble of independent spins. If the secular dipolar Hamiltonian is found to couple
angular momentum systems too weakly for efficient cooling, moving the spin-resonator
system adiabatically in and out of the high field might speed up the relaxation.
When the spins have been moved out of the high field, a low spin temperature would
correspond to a strong dipole order. Moving the system adiabatically back into the
high field would convert the dipolar order of the thermal spin system to Zeeman order,
and interactions with the resonator could then cool the system for a period of time
until the ground states of the angular momentum systems have accumulated excess
population and the cooling has slowed. The changes in the field at the spins would
need to be slow enough that the entropy of the spin system would not change as the
field varies. If the spin temperature could be repeatedly re-established on a time
scale short compared to the time needed for resonator-induced spin-spin correlations
to develop, then the spins could be considered independent during the relaxation.
In the limiting case where the time needed to re-establish the spin temperature is
negligible, longitudinal relaxation would proceed exponentially with a time constant
1/Rh.
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5 Transverse relaxation of freely-precessing spins
For sufficiently large N , we expect "radiation damping" to rotate the magnetization
away from the transverse axis and toward the longitudinal axes, causing the transverse
magnetization to decay more quickly than it would if only a single spin were present.
As Abragam points out, this process is reversible and is not properly considered a
form of relaxation [12]. However, the resonator could also induce fast, irreversible
transverse relaxation. We can see this by considering a two-spin system with the
basis of eigenstates given by equations (3.13) through (3.16), which we restate here
for convenience:
|1i ≡ |++i ,
|2i ≡ |+−i ,
|3i ≡ |−+i ,
|4i ≡ |−−i .
The rotating-frame evolution equation for a coherence ρab is
d
dt
ρab (t) =
X
c,d
exp {i (ωab − ωcd) t}Rabcd ρcd (t) ,
and the cumulative effect on ρab of the physical processes characterized by the coupling
Rabcd will be negligible if
|ωab − ωcd| À 2πRabcd,
due to fast variation in the phase of lab-frame coherences. Assume for the sake of
simplicity that frequency differences |ω12 − ωcd| suppress couplings between ρ12 and
other terms of the density matrix so that the relaxation of ρ12 is governed by the
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single constant
Γ12 =
1
2
ÃX
n6=1
Γ1→n +
X
n6=2
Γ2→n
!
=
1
2
(Γ1→2 + Γ1→3 + Γ2→1 + Γ2→4)
=
R0
2
{nth + nth + (nth + 1) + nth}
=
R0
2
(4nth + 1) .
The damping constant Γ12 includes contributions from four transitions; by way of
contrast, note that for a single spin, the damping constant for a coherence between
the states |+i, |−i includes contributions from only two transitions, |+i → |−i and
|−i → |+i, and has magnitude (R0/2) (2nth + 1). At temperatures for which nth is
of order unity or larger, the two-spin single-quantum coherence will decay much more
quickly than the single-spin coherence.
The reasoning used in this example can be extended to suggest that the damping
constant for a single-quantum coherence between product states will increase in mag-
nitude as N is increased. An increase in the damping constants for single-quantum
coherences does not always imply that the rate of transverse relaxation increases, how-
ever. Consider, for instance, a system of two spins for which the spin Hamiltonian
is
H = ω0Iz + ωshiftIz,1,
with
|ωshift| À 2πR0 (nth + 1) .
The coherences in the set Z2 = {ρ12, ρ34} have the same frequency, since they both
involve a flip of spin 2; similarly, the coherences Z1 = {ρ13, ρ24} both involve a flip
of spin 1. Physical processes which cause transfer from a coherence in Z1 to one
in Z2 have no cumulative effect on the relaxation of Z2 coherences, since the phase
difference between a Z1 coherence and a Z2 coherence cycles quickly during the time
required for the transfer to accumulate. The coupling between the two coherences of
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Z1 is significant, however, and the relaxation equations for ρ12 and ρ34 can be written
as
d
dt
ρ12 = −R0
µ
nth +
1
2
¶
ρ12 + {−R0nthρ12 +R0 (nth + 1) ρ34} ,
d
dt
ρ34 = −R0
µ
nth +
1
2
¶
ρ34 + {R0nthρ12 −R0 (nth + 1) ρ34} .
Note that the first term on the right side of each equation tends to yield exponen-
tial relaxation with rate constant R0
¡
nth + 12
¢
, while the second is responsible for
reversible transfer between ρ12 and ρ34. Adding together these two equations yields
d
dt
(ρ12 + ρ34) = −R0
µ
nth +
1
2
¶
(ρ12 + ρ34) .
The other coherences which contribute to hIxi can similarly be paired to form sums
which decay exponentially, and we find that
d
dt
hIxi = −R0
µ
nth +
1
2
¶
hIxi . (3.30)
This result can be generalized to N spins. If the product states are eigenstates
of the spin Hamiltonian, then each single-quantum coherence involves a flip of just
one spin. Group the single-quantum coherences into sets Zk, where the coherences
in set Zk are between states which differ by a flip of spin k. If the eigenfrequencies
of the product states are such that all couplings between coherences within a set Zk
are preserved, while all couplings responsible for transfer between a Zk coherence
and another coherence are suppressed by frequency differences, then equation (3.30)
holds. A simple spin Hamiltonian which meets these conditions is
H = ω0Iz +
nX
i=1
ωiIz,i, (3.31)
provided the spacing between Larmor frequencies of distinct spins is sufficiently large.
These conditions can be stated more transparently in terms of the physical processes
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responsible for transfer between coherences. Consider first a single-quantum coher-
ence ρab in Zk. The matrix elements of the Jaynes-Cummings Hamiltonian allow
transfer from ρab to other coherences by two types of processes: 1) Processes asso-
ciated with two transitions, |ai → |ci and |bi → |di, with both transitions involving
a flip of spin j in the same direction, for some j 6= k, and 2) Processes such as |ai→
|mi→ |ci , in which one transition has spin i flipping up and the other has spin j 6= i
flipping down. The first type of process couples a coherence ρab in Zk to other coher-
ences in Zk, while the second type couples ρab to coherences in Zj, for j 6= k, as well
as to triple-quantum coherences. If the eigenfrequencies are such that the couplings
associated with the first type of process are preserved, while those associated with
the second type of process are suppressed, then (3.30) holds. This result is derived
in Appendix F.
Section 2.2 of chapter 6 presents simulations which show that "turning on" the
dipolar coupling can increase the rate of resonator-induced transverse relaxation in
a four-spin system. A similar result can be obtained analytically for a system of
two spins, as we now show. First, note that if all couplings allowed by the matrix
elements of the interaction Hamiltonian V contribute to spin relaxation, the transverse
relaxation is not governed by a single exponential. This can be illustrated by using
the spin Hamiltonian
H = ω0Iz,
and the basis set B:
|pi ≡ |++i ,
|qi ≡ (|+−i+ |−+i) /√2,
|ri ≡ |−−i ,
|si ≡ (|+−i− |−+i) /√2.
We have
hIxi = 1√
2
(ρpq + ρqr + ρqp + ρrq) .
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The coefficients of the master equation can be found by calculating the matrix ele-
ments of V , and for a resonator at zero Kelvins, we find that
hIxi (t) = 1√
2
{ρpq (0) + ρqp (0)} exp (−R0t) (3.32)
+
1√
2
{ρqr (0) + ρrq (0)} {2 exp (−R0t)− exp (−2R0t)} .
For this system, curves for transverse relaxation are sums of exponentials having rate
constants R0 and 2R0, rather than a single exponential with rate constant R0/2, as
would be expected for lifetime broadening.
If additional terms in the spin Hamiltonian perturb the difference frequencies ωpq
and ωqr so as to yield a sufficiently large frequency difference |ωpq − ωqr|, the physical
processes previously responsible for the reversible transfer between ρpq and ρqr will
instead produce irreversible loss of order. Transfers away from a given coherence
decrease the magnitude of that coherence without increasing the magnitude of any
other coherences, due to fast variation in the relative phase of coherences. A single-
quantum coherence ρab will then decay at a rate determined by the damping constant
Γab, which may be calculated by evaluating the transition probabilities for all allowed
transitions |ai → |mi and |bi → |ni. If the two spins are coupled by a sufficiently
strong dipolar Hamiltonian, we have
hIxi (t) = 1√
2
{ρpq (0) + ρqp (0)} exp {−R0t} (3.33)
+
1√
2
{ρqr (0) + ρrq (0)} exp {−2R0t} .
"Turning on" the dipolar coupling increases the rate of transverse relaxation by chang-
ing the interaction-frame equation for hIxi (t) from (3.32) to (3.33). If all spins are
initially aligned with the x-axis, for instance, then the initial values of the coherences
ρpq, ρqr, ρqp, ρrq are equal, and the contribution {ρqr (t) + ρrq (t)} to hIxi (t) decays
more quickly when the dipolar coupling is present.
Resonator-induced transverse relaxation faster than that expected for a single spin
can be distinguished from radiation damping. Since radiation damping rotates the
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sample dipole, it causes growth in hIzi that is simultaneous with the decay of the
transverse dipole. However, fast transverse relaxation may occur even under con-
ditions which guarantee that longitudinal relaxation will proceed exponentially with
rate constant Rh. If the frequencies of "flip-flop" zero-quantum coherences between
product states differ sufficiently from zero, the contribution of spin-spin correlations
to longitudinal relaxation will be suppressed, regardless of the initial conditions. If,
in addition, degeneracies among the frequencies of single-quantum coherences are
sufficiently perturbed, the rate of transverse relaxation will be determined by the
damping constants Γab, which tend to increase in magnitude as the number of spins
is increased.
A two-spin system having weak dipolar coupling and a large chemical shift offset
between the spins would satisfy these conditions. When the chemical shift offset
is much larger than the dipolar coupling, the energy eigenstates are weakly per-
turbed product states, and the resonator will induce exponential longitudinal relax-
ation with rate constant Rh if the offset is large enough to suppress the couplings
between product-state populations and zero-quantum coherences. When a weak
dipolar coupling is also present, the rate of transverse relaxation can be characterized
using (3.27a) through (3.27d) to estimate the frequencies of single quantum coher-
ences. We have
ω12 ≈ ω0 + ωdd,
ω13 ≈ ω0 + ωshift + ωdd,
ω24 ≈ ω0 + ωshift − ωdd,
ω34 ≈ ω0 − ωdd,
where the eigenfunctions are weakly perturbed from those given in (3.13) through
(3.16). If
|ωdd| À πR0,
then all transfer between single-quantum coherences will be suppressed due to the fast
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variation in the relative phase between each pair of coherences, and the damping con-
stants for single-quantum coherences will determine the rate of transverse relaxation.
We find that
hIxi = 1
2
(ρ12 + ρ21 + ρ13 + ρ31) exp
½
−1
2
R0t
¾
(3.34)
+
1
2
(ρ42 + ρ24 + ρ43 + ρ34) exp
½
−3
2
R0t
¾
.
Section 2.2 of chapter 6 presents a simulation of a four-spin system for which
the chemical-shift offset between spins is large compared to the dipolar coupling.
Although the large spacing of the chemical shifts yields longitudinal relaxation with
time constant 1/Rh, as discussed in section 4, the presence of the dipolar coupling
accelerates the transverse relaxation induced by the resonator. The transverse dipole
decays in a fraction of the time required for transverse relaxation of a single-spin
sample.
6 Transverse relaxation during spin-locking
Resonator-induced longitudinal relaxation between transients is potentially useful as
a substitute for spin-lattice relaxation, but fast transverse relaxation induced by the
resonator is generally undesirable, since it would tend to shorten the lifetime of the
signal. In this section, we show that spin-locking can in principle be used to limit
resonator-induced transverse relaxation to exponential relaxation with rate constant
T−11ρ = Rh/2. (3.35)
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We begin from the reduced master equation (2.17) for the spin system:
d
dt
ρs = −i [Hs, ρs]−
1
2
R0 (nth + 1) [I−I+, ρs]+ +R0 (nth + 1) I+ρsI− (3.36)
− 1
2
R0nth [I+I−, ρs]+ +R0nthI−ρsI+,
Hs = H intsecular + ω1Iy,
where H intsecular is the secular internal Hamiltonian, and ω1Iy is the Hamiltonian for the
spin-locking field. We switch to a reference frame in which the fast motion associated
with ω1Iy has been eliminated. (We shall refer to this frame as the "toggling frame.")
The density matrix in the toggling frame can be written as
ρ0s = U
−1
1 (t) ρsU1 (t) ,
U1 (t) = exp (−iω1Iyt) ,
and it follows from (3.36) that the time derivative of ρ0s is
d
dt
ρ0s = −i
£
H inttoggling, ρ
0
s
¤
(3.37)
− 1
2
R0 (nth + 1)
£
I 0−I
0
+, ρ
0
s
¤
+
+R0 (nth + 1) I 0+ρ
0
sI
0
−
− 1
2
R0nth
£
I 0+I
0
−, ρ
0
s
¤
+
+R0nthI 0−ρ
0
sI
0
+,
where
H inttoggling = U
−1
1 (t)H
int
secularU1 (t) ,
I 0+ = U
−1
1 (t) I+U1 (t) ,
I 0− = U
−1
1 (t) I−U1 (t) .
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From (3.37) we obtain the equation of motion for hIyi in the toggling frame:
d
dt
hIyi = −i
­£
Iy ,H inttoggling
¤®
(3.38)
− 1
2
R0 (nth + 1)
D£
Iy, I 0−I
0
+
¤
+
E
+R0 (nth + 1)
­
I 0−IyI
0
+
®
− 1
2
R0nth
D£
Iy, I 0+I
0
−
¤
+
E
+R0nth
­
I 0+IyI
0
−
®
.
Equation (3.38) can be written as
d
dt
hIyi = −1
2
Rh hIyi− i
­£
Iy ,H inttoggling
¤®
+ hLoscIyi , (3.39)
where Losc is a superoperator which averages to zero during a time period of length
2π/ω1. For sufficiently large ω1, only the first term on the right side of (3.39) makes
a nonnegligible contribution to the evolution, since the time average of the remaining
terms is zero. The fact that the commutator on the right side of (3.39) averages to
zero can be established by noting thatH inttoggling is obtained by performing a rotation of
H intsecular around the y-axis in spin space, and the time average of H
int
toggling is invariant
under infinitesimal rotations around the same axis. Spin-locking can therefore be
used to limit the rate of resonator-induced transverse relaxation, provided ω1 is large
enough to average the internal Hamiltonian and the relaxation superoperator in the
toggling frame. Section 2.2 of chapter 6 presents a simulation of an artificial four-spin
system for which spin-locking yields transverse relaxation closely approximating an
exponential curve with rate constant Rh/2.
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Chapter 4
Sensitivity of spin detection by a
nanoscale resonator
1 Definition of signal-to-noise ratio for measure-
ment of an amplitude
Since the term "signal-to-noise ratio" is attached to a variety of different measures
of sensitivity, we begin by defining the measures that we will use and by obtaining
general formulas for signal-to-noise ratio (SNR). In this section and the following
one, we motivate and propose a general definition of SNR which can be used to
compare methods which measure the amplitude of a signal with methods which yield
a continuous record of a signal.
We assume that the measurement of a signal amplitude is performed by passing
the noisy signal through a linear filter. An alternative method often used to extract
information from noisy data is least-squares fitting. Appendix G shows that if the
noise is white, then least-squares fitting yields an amplitude estimate identical to
one obtained from an optimal filter, but for more general types of noise, least-square
fitting yields an amplitude estimate which would be obtained using a non-optimal
filter. Use of a linear filter is therefore the more powerful method of extracting the
signal amplitude.
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The noisy signal entering the filter K can be written as
f (t) = m (t) + n (t) ,
where m (t) is the useful signal and n (t) is the noise. The output of the filter is
φ (t) = μ (t) + ν (t) ,
where μ (t) and ν (t) would be the respective outputs if m (t) and ν (t) were passed
through K individually. The signal m (t) has the form
m (t) = Gm0 (t) , (4.1)
withm0 (t) a known real-valued function andG the unknown constant to be measured.
For simplicity, we refer to G as an amplitude, although the analysis method we
characterize here does not require that G be nonnegative.
Let μ0 (t) be the output obtained by passing m0 (t) through K. Since m0 (t) is a
known function, and the properties of K are assumed to be known, the function μ0 (t)
can in principle be calculated. If it could be arranged that ν (t0) = 0 at a particular
time t0, then G could be found by taking the ratio of the filtered output μ (t0) to the
calculated value μ0 (t0):
G = μ (t0) /μ0 (t0) .
In the general case, where it cannot be arranged that ν (t0) = 0, a reasonable strategy
would be to minimize the value of ν (t0) and then to estimate G as
φ (t0)
μ0 (t0)
= G+
ν (t0)
μ0 (t0)
. (4.2)
The estimate of G obtained in this way is a random variable which will be denoted
by X.
Given this strategy for estimating G, the signal-to-noise ratio (SNR) of the mea-
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surement can be defined as
SNR =
hXi
σX
, (4.3)
where hXi is the mean value of X and σX is its standard deviation. The optimal
filter is the one which minimizes SNR. To determine the characteristics of this filter,
we first seek an explicit formula for σX , or equivalently for the variance σ2X . Since
X is the sum of two random variables G and ν (t0) /μ0 (t0), the variance σ2X can also
be written as a sum:
σ2X = σ
2
G + σ
2
noise. (4.4)
Here σ2G is the variance of G, and σ
2
noise is the variance of ν (t0) /μ0 (t0).
To analyze σ2noise, we assume that n (t) is a stationary random process with zero
mean and that the filter K is linear and time-invariant. These assumptions imply
that the mean value hν (t)i equals zero and that the variance
­
(ν (t)− hν (t)i)2® ≡ ­ν2®
is independent of time, with
hXi = hGi , (4.5)
σ2X = σ
2
G +
hν2i
[μ0 (t0)]
2 . (4.6)
If the filter K is implemented as a causal system, the the time t0 must occur after
the signal m (t) has completely died out. Since we are using K merely as an aid
in estimating sensitivity, however, we consider the filter to be a purely mathematical
operation performed on the signal, rather than a causal filter, and we simplify notation
by setting t0 = 0 and defining μ ≡ μ (0), μ0 ≡ μ0 (0), ν ≡ ν (0), and φ ≡ φ (0). The
most general expression for the signal-to-noise ratio of an amplitude measurement is
then found by substituting equations (4.6) and (4.5) into (4.3):
SNR =
hGip
σ2G + hν2i /μ20
. (4.7)
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Note that the only term in this expression which depends on the choice of filter is
hν2i /μ20. Since σ2G and hν2i /μ20 are both nonnegative, the optimal filter will be the
one giving the maximum value of
r ≡ μ20/
­
ν2
®
.
Reference [18] derives a formula for the transfer function K (ω) of the filter which
maximizes r. Define Cn (t) and Sn (ω) to be the respective autocorrelation function
and double-sided spectral density of the input noise n (t), and letM0 (ω) be the Fourier
transform of m0 (t). We give explicit formulas in order to establish the conventions
we will be using:
M0 (ω) =
Z ∞
−∞
e−iωtm0 (t) dt,
m0 (t) =
1
2π
Z ∞
−∞
eiωtM0 (ω) dω,
μ0 (t) =
1
2π
Z ∞
−∞
eiωtK (ω)M0 (ω) dω,
Cn (t) = hn (t)n (0)i ,
Sn (ω) =
Z ∞
−∞
e−iωtCn (t) dt,
­
n2
®
=
1
2π
Z ∞
−∞
Sn (ω) dω,
­
ν2
®
=
1
2π
Z ∞
−∞
|K (ω)|2 Sn (ω) dω.
These definitions are discussed in reference [19]. In addition, Appendix H presents an
introduction to the spectral density, specifically tailored to its use in SNR calculations.
The value r which we wish to maximize is
r =
³R∞
−∞K (ω)M0 (ω) dω
´2
2π
R∞
−∞ |K (ω)|2 Sn (ω) dω
. (4.8)
The Schwartz inequality, applied to an appropriate space of functions such as L2,
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yields ¯¯¯¯Z ∞
−∞
K (ω)M0 (ω) dω
¯¯¯¯2
≤
Z ∞
−∞
|K (ω)|2 Sn (ω) dω
Z ∞
−∞
|M0 (ω)|2
Sn (ω)
dω.
Dividing both sides of the inequality by the denominator of (4.8) gives
r ≤ 1
2π
Z ∞
−∞
|M0 (ω)|2
Sn (ω)
dω. (4.9)
If we take
K (ω) = c
M∗0 (ω)
Sn (ω)
, (4.10)
then r reaches the maximum value given by the right side of (4.9), since
μ20 = c
2
Ã
1
2π
Z ∞
−∞
|M0 (ω)|2
Sn (ω)
dω
!2
(4.11)
­
ν2
®
= c2
1
2π
Z ∞
−∞
|M0 (ω)|2
Sn (ω)
dω. (4.12)
The transfer function K (ω) given in equation (4.10) yields an optimal filter.
This transfer function is particularly simple if the noise n (t) is white, with
Sn (ω) = Sn = constant.
The choice [18]
c = Sn (4.13)
gives
K (ω) =M∗0 (ω) .
Passing f (t) into the filter produces output
φ (t) =
Z ∞
−∞
f (t0)m0 (t0 − t) dt0. (4.14)
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The amplitude estimate X is given by
X =
1
μ0
µZ ∞
−∞
f (t0)m0 (t0) dt0
¶
, (4.15)
and the SNR by
SNR =
hGip
σ2G + Sn/μ0
, (4.16)
where
μ0 =
Z ∞
−∞
m20 (t) dt. (4.17)
2 Generalization to measurement of a continuous
signal
Definition (4.7) can be generalized in a natural way to characterize the sensitivity
of measurement in which Q samples of a continuous signal are obtained from each
shot of an experiment. We proceed heuristically by considering an example in which
a real signal s (t) is sampled during a time period T . Two methods of sampling
are used, with each method yielding identical statistical information. Imposing the
requirement that the sensitivity of the two sampling methods be equal leads to a
natural extension of definition (4.7).
The signal s (t) will be sampled at N pre-determined points. Method 1 measures
one point of s (t) per shot, while method 2 measures all N sampled points during a
single shot of the experiment. Assume that normally distributed white noise gives a
sampled point of s (t) a variance σ2j for a single-shot measurement, with j = 1, 2 for
methods 1 and 2, respectively. Let fj (t) denote the averaged measurement of s (t)
obtained using method j, and let Zj denote the number of times that each point is
sampled using method j. Note that method 1 requires NZ1 transients, while method
2 requires Z2 transients.
We seek to define a "single-shot sensitivity" for each method such that the sensi-
tivity for fj is equal to the single-shot sensitivity times the number of transients. In
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the case where the number of sampled points is
N = 1,
applying definition (4.3) to f1 would yield
SNR of f1 =
|mean value of f1|
standard deviation of f1
=
|s|
σ1/
√
Z1
,
which is not proportional to the number Z1 of transients observed. If we square this
expression, however, we do obtain a measure of sensitivity which is proportional to
Z1:
(SNR of f1)
2 = Z1
s2 (t)
σ21
. (4.18)
We can therefore proceed heuristically by generalizing this expression; that is, we
assume that a meaningful measure of sensitivity can be defined which is proportional
to the number of points sampled and which reduces to (4.18) in the case where N = 1.
If N > 1, the sensitivity of f1 is given by
(SNR of f1)
2 =
X
Z1
s2 (t)
σ21
= NZ1
hs2 (t)i
σ21
, (4.19)
where the sum and the average are both taken over the N sampled points. Extending
this to case where σ21 depends on t gives
(SNR of f1)
2 =
X
Z1
s2 (t)
σ21 (t)
= NZ1
¿
s2 (t)
σ21 (t)
À
. (4.20)
Note that the "single-shot sensitivity" of method 1 can then be written as
(SNR of f1)
2
number of transients
=
¿
s2 (t)
σ21 (t)
À
,
76
which yields
single-shot SNR of method 1 =
s¿
s2 (t)
σ21 (t)
À
. (4.21)
In seeking a similar expression for f2, consider an example in which σ21 (t) = σ22 (t)
and Z1 = Z2. The statistical information obtained using the two methods can be
considered identical in this case, since each point is sampled the same number of times
with the same distribution of noise. It follows that
(SNR of f2)
2 = (SNR of f1)
2
= NZ1
hs2 (t)i
σ21
= NZ2
hs2 (t)i
σ22
.
The "single-shot sensitivity" of method 2 is then found to be
(SNR of f2)
2
number of transients
= N
hs2 (t)i
σ22
.
The natural extension to the case of time-dependent noise would be
single-shot SNR of method 2 =
s
N
¿
s2 (t)
σ22 (t)
À
. (4.22)
These results can be written in a unified way as
SNRreal =
s
QM
¿
s2 (t)
σ2 (t)
À
, (4.23)
where Q is the number of points sampled per transient, M is the total number of
transients, and the average runs over all sampled points. We have included the
subscript "real" as a reminder that the discussion has so far been limited to real-valued
signals. In extending this definition to the case of a complex signal s (t) = a (t)+ib (t),
we adopt the point of view that in sampling the complex signal, we are seeking
information about a real-valued function, such as the real component of a spectrum.
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In addition, we assume that sampling a point of a (t) or b (t) contributes equally to
the sensitivity with which we can measure this real-valued function. For the purpose
of characterizing the sensitivity of the measurement, we consider the N sampled
complex points equivalent to 2N sampled real points which measure a real-valued
function. We can therefore define the SNR for a method which samples complex
points by letting Q represent the total number of real points sampled per transient,
and by letting the average inside the radical run over all sampled real points:
SNRcomplex =
s
(QM)
1
2N
Xµa2 (t)
σ2a (t)
+
b2 (t)
σ2b (t)
¶
=
s
QM
2
¿
a2 (t)
σ2a (t)
+
b2 (t)
σ2b (t)
À
. (4.24)
In (4.24), both the sum and the average are taken over the N sampled points of the
complex function, and σ2a (t), σ2b (t) are the variances for respective measurements of
a (t), b (t) without signal averaging.
3 Comparison with a standard definition
We wish to compare (4.24) with a standard definition given by Ernst in reference
[20]. Consider first a nondecaying complex signal s (t) which contains a single Fourier
component that is sampled during a time period T :
s (t) = skeiωkt, 0 ≤ t ≤ T.
Normally-distributed, channel-independent white noise is assumed, which gives the
measured values of Re s (t) and Im s (t) the same time-independent variance σ2, and
each transient is assumed to yield N sampled complex points. Since Q = 2N and
|s (t)| = |sk|, we have
SNR =
|sk|
σ/
√
NM
. (4.25)
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(To simplify notation, we have dropped the subscript "complex.") For a real spectrum
containing one peak, Ernst defined the SNR as the ratio of peak height to root-mean-
square noise in the real components of the spectrum [20]. In order to compare this
definition with (4.25), we assume that the signal s (t) is "properly phased," that is,
we assume that sk is real and positive. The peak height in our real spectrum is
thus sk. Let x (n) represent the complex noise present in the nth sampled point after
averaging, and let the Fourier components of x be denoted by xm. For each n, the
mean value of |x (n)|2 is 2σ2/M , since the real and imaginary parts of the noise have
the same mean-square value σ2/M after averaging. It follows that*r
1
N
X
|xm|2
+
=
*r
1
N2
X
|x (n)|2
+
=
*s
1
N2
µ
N
2σ2
M
¶+
=
√
2
³
σ/
√
NM
´
.
We see that the root-mean-square noise in the real spectrum is σ/
√
NM , and that
(4.25) can be written as
SNR =
peak height in real spectrum
rms noise in real spectrum
, (4.26)
so that (4.24) agrees with Ernst’s definition for this particular example.
We generalize the example by supposing that s (t) is an arbitrary bounded complex
signal which is sampled at N points within the interval 0 ≤ t ≤ T . Assume as before
that the noise in the measurement is white and independent of channel. In order
to avoid introducing the unnecessary assumption that N complex points are sampled
per transient, we define Z to be the number of averages performed in estimating
each complex point of s (t). The total number of real samples obtained during the
measurement is
QM = 2NZ.
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We have
SNR =
s
ZN
¿
a2 (t) + b2 (t)
σ2
À
=
q ­|s (t)|2®
σ/
√
ZN
. (4.27)
Let sk represent the kth Fourier component of s (t), and note that
q ­|s (t)|2® =r 1
N
X
|s (t)|2
=
qX
|sk|2.
With x (n) and xm defined as in the previous example, we find that the mean value
of |x (n)|2 is 2σ2/Z, and*r
1
N
X
|xm|2
+
=
*r
1
N2
X
|x (n)|2
+
=
*s
1
N2
µ
N
2σ2
Z
¶+
=
√
2
³
σ/
√
NZ
´
.
The root-mean-square noise in the real spectrum is therefore σ/
√
ZN . It follows
that
(SNR)2 =
sum of all squared real and imaginary Fourier components of the signal
mean-square noise in real spectral components
.
(4.28)
Equation (4.28) highlights the difference between Ernst’s definition of SNR and the
one we have proposed. For this example, Ernst’s definition could be obtained from
(4.28) by discarding from the sum in the numerator the squares of all real and imag-
inary Fourier components with the exception of the largest real Fourier component.
We end this section by considering the limitations of our proposed definition.
Note first that the SNR is determined once we know the total number of real-valued
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samples taken, and the average ratio
hRi =
¿
signal magnitude squared
variance in measured value
À
,
where the average is taken over all real-valued samples. For any experiment being
considered, the SNR we obtain will be the same as if we had made QM independent
measurements of a single, real-valued random variable f for which the ratio
mean value of f
standard deviation of f
=
p
hRi.
This observation highlights a condition necessary for the validity of our definition:
the noise in the QM real-valued samples must be statistically independent. If the
noise in different sampled points is correlated (as in the case of spin noise during a
single transient, for instance), then knowledge of these correlations could in general
be used to increase the effectiveness with which information could be extracted from
the measurement; that is, an analysis that takes account of the correlations should
give a higher value of SNR than one which does not. In this case, we would expect
our definition of SNR to underestimate the sensitivity of the measurement.
Another limitation of our definition is that it does not take account of the method
we use in obtaining information from the spectrum; for instance, our definition of
SNR does not specifically tell us how effectively we can obtain the frequency of a
given peak in the spectrum. To highlight this point, we suppose that the signal s (t)
is a decaying exponential which will be sampled at intervals ∆t during some time
interval 0 ≤ t ≤ T . How far toward zero should s (t) be allowed to decay before the
sampling is terminated? In seeking an optimal T , we begin by recalling the definition
of the discrete Fourier transform sk of a function s (n) which is defined on a set of N
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integers:
s (n) =
X
k
sk exp {i (2πk/N)n} (4.29)
sk =
1
N
X
n
s (n) exp {−i (2πk/N)n} . (4.30)
Given a time T0 such that |s (t)| is close to zero for t ≥ T0, we can see from equation
(4.30) that the height of each peak in the spectrum will be decreased by a factor
of 2 if we sample during a period of length 2T0 rather than a period of length T0.
(Doubling the length of the sampling period doubles the value of N appearing in the
denominator on the right side of (4.30), but it does not significantly change the value
of the sum.) In the limit of large T , the height of each peak is proportional to 1/T .
The root-mean-square noise in the spectrum, however, does not decrease as quickly
as the height of the spectrum, as can be seen from the relation
1
N
X
n
|x (n)|2 =
X
m
|xm|2 , (4.31)
where x (n) is the noise in the nth sampled point, and xm is a Fourier component. If
the value of N is doubled, the left side of (4.31) does not change, while the number
of Fourier components xk is doubled. It follows that the root-mean-square noise in
the spectrum, which can be written as
rms spectral noise =
s
1
N
X
m
|xm|2,
varies as 1/
√
T in the limit of long T , and that the peak height becomes arbitrarily
small in relation to the root-mean-square noise as T →∞.
Our definition of SNR claims that the sensitivity of the measurement does not
change as T increases from T0 toward infinity. This can be seen by noting that (4.27)
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gives
SNR =
q ­|s (t)|2®
σ/
√
ZN
=
qP |s (t)|2
σ/
√
Z
,
where the sum is over the N sampled points. Taking additional samples for which
|s (t)|2 ≈ 0 does not affect the SNR.
To understand this property of our SNR definition, note that the ratio in (4.28)
does not change as T → ∞. Although the peak height becomes small relative to
the root-mean-square noise, the sum of the signal’s squared Fourier components does
not become small relative to the mean-square noise. For long T , the statistical
information about each peak is spread over a larger number of Fourier components
separated by very small frequency increments. Although decreasing the peak height
relative to the noise certainly makes the spectrum less pretty, it is not clear a priori
whether a given method for extracting the position of a peak (for example) would
be sensitive to the value of T , provided T is not pathologically long. To answer a
question of this sort, it would be necessary to move beyond the general arguments
we used in characterizing sensitivity and consider particular methods of extracting
information from the spectrum.
4 Signal-to-noise ratio for amplitude detection
4.1 Definition of the signal
The BOOMERANG scheme for force-detected NMR spectroscopy [13, 21, 22] detects
a single point of the free-induction decay (FID) for each measured transient. In this
scheme, a conventional NMR pulse sequence is applied to the spins, and the spins
precess freely for a period of time without being coupled to the resonator. At time
t1 during the FID, a transverse component hIx (t1)i is measured by using hIx (t1)i to
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drive the mechanical resonator. The driven spin component exerts a resonant driving
force on the mechanical oscillator, and the resulting mechanical motion is detected.
Analysis of the mechanical motion yields a measurement of hIx (t1)i . By repeating the
measurement for a range of values t1, a record of the spins’ time evolution is obtained,
and Fourier analysis yields an NMR spectrum. This detection scheme is discussed
in more detail in section 1 of chapter 5. In the current section, we derive a SNR
formula for BOOMERANG detection in the case where the spin-resonator coupling
has the form of equation (2.11).
In applying the SNR formula derived in section 1 to such detection schemes, we
can define the signal m (t) either in terms of the resonator’s position coordinate or in
terms of the torque exerted on the resonator by the spins. The analysis is simpler if
the signal is defined as a torque, since the functional form of m (t) is independent of
the resonator’s ringdown time τh. The driving torque is modulated by spin precession
in the transverse plane, and it decays as hIxi and hIyi relax to zero. In obtaining
a simple sensitivity estimate, we can consider the torque to be a single decaying
sinusoid. However, the functional form of the resonator’s response depends on the
relative lengths of τh and the time period during which the torque is exerted. In
general, hθ (t)i will include an initial period of "ringing up," as well as a delayed
response to changes in the amplitude of the driving torque, and so the functional
form of hθ (t)i will not always be well-approximated by a decaying sinusoid, even
if the driving torque has that form. For sufficiently short τh, negligible error will
be introduced by considering the resonator to be continually driven at steady-state,
and since our analysis of resonator-induced spin relaxation assumed that τh is short
compared to spin relaxation times, there is no inconsistency in analyzing sensitivity
under the assumption of short τh. The assumption of short τh is unnecessary, however,
and we can obtain more general results by defining the signal in terms of the torque
exerted by the spins. (It should be pointed out that although it is convenient for
purposes of sensitivity analysis to define the signal as a torque, it may not be the
preferred method of analyzing experimental data. A practical protocol for data
analysis would need to take account of the details of the experiment.)
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For an experiment involving a macroscopic resonator and a large number of spins,
the torque exerted by the spins is a clearly defined concept, since the resonator’s evo-
lution can be analyzed using classical mechanics, which includes explicit reference to
forces and torques. In the current context, however, we are deriving SNR formulas
which will be used to characterize the sensitivity of a low-temperature, high-frequency
resonator interacting with a small spin sample, and so a quantum mechanical descrip-
tion is needed. In this context, an unproblematic definition of the torque can be made
using the lab-frame master equation for the spin-resonator system:
dρ
dt
= −i [Hosc − γI ·B (θ) , ρ] + Λρ, (4.32)
where the relaxation superoperator Λ is given by (2.25). Evolution equations for the
coordinate hθ (t)i and the conjugate momentum hpθ (t)i can be obtained by multiply-
ing equation (4.32) by θ and pθ, respectively, and taking the trace:
d hθi
dt
=
hpθi
Ih
− hθi
τh
, (4.33)
d hpθi
dt
= −k hθi− hpθi
τh
+
¿
μ · d
dθ
B (θ)
À
, (4.34)
where μ is the sample dipole. Note that in deriving the second equation, we used
the identity
[pθ, F (θ)] = −i~ dF/dθ,
which follows from [θ, pθ] = i~. Equations (4.33) and (4.34) have the same form as the
equations of motion for a classical torsional oscillator driven by a torque
­
μ · ddθB (θ)
®
,
and we can consider this to be the torque exerted by the spins. Approximating
Bh (θ) by an expression first-order in θ as in section 1 of chapter 2 yields the simpler
expression
m (t) = γ~
dBx
dθ
hIx (t)i . (4.35)
Equation (4.35) defines the signal which would be detected in a noiseless experiment.
85
In studying the sensitivity of NMR methods which detect hIx (t)i, we assume that
hIx (t)i =
⎧
⎨
⎩
hIx (0)i e−t/τs cosωht t ≥ 0
0 t < 0
. (4.36)
Time t = 0 corresponds to the beginning of a detection period during which the
mechanical oscillator experiences a resonant driving torque. The decay time of the
transverse dipole during the detection period is denoted by τs. The signal can be
expressed in the form
m (t) = Gm0 (t) ,
where
G = γ~dBx
dθ
hIx (0)i ,
m0 (t) =
⎧
⎨
⎩
e−t/τs cosωht t ≥ 0
0 t < 0
. (4.37)
The method developed in section 1 will be used to estimate the sensitivity with which
G can be measured.
4.2 Definition of the noise
Equations (4.3) and (4.4) of section 1 give the SNR of the amplitude estimate X as
SNR =
hGip
σ2G + σ2noise
.
Note first that since
G = γ~
dBx
dθ
hIx (0)i (4.38)
is an ensemble average, it has a definite value, rather than being a random variable,
and so
σ2G = 0.
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The variance of X is equal to σ2noise, which can be calculated if the spectral density
Sn (ω) of the noise is known.
In deriving an expression for Sn (ω), we begin by defining the noisy signal f (t) =
m (t) + n (t). Continuous observation of the resonator yields a measured coordinate
θobs (t). Given θobs (t), in addition to measured values of Ih, ωh, and τh, equations
(4.33) and (4.34) can be used to calculate the driving torque which would cause
the expected value of the resonator’s coordinate to equal θobs (t). This calculated
driving torque is the noisy signal f (t). Equivalently, the noise n (t) can be defined as
the torque which would produce mean displacement δθobs (t) in the resonator, where
δθobs (t) is given by
δθobs (t) = θobs (t)− hθ (t)i ,
and the average hθ (t)i is taken over an ensemble of spin-resonator systems.
Spin fluctuations and the thermal fluctuations in θ are two intrinsic noise sources.
In addition, quantum mechanics imposes limitations on the sensitivity with which
motion can be detected. Section 4.3 presents formulas for the spectral density of the
noise introduced by thermal fluctuations in θ and the noise introduced by the motion
detector. Section 4.4 derives an expression for the spectral density of the spin noise.
4.3 Spectral density of the instrument noise
The evolution of the Heisenberg operator θ (t) is given to first order in θ by the
quantum Langevin equation
Ih
d2
dt2
θ (t) +
2Ih
τh
d
dt
θ (t) + kθ (t) = γ~
dBx
dθ
Ix (t) +N 0 (t) , (4.39)
where N 0 (t) is a fluctuating thermal torque. The quantum Langevin equation for
a damped resonator is derived in reference [23], and a similar derivation can be car-
ried out when θ (t) is coupled to Ix (t). Equation (4.39) shows that the intrinsic
fluctuations θ for the spin-resonator system can be characterized in terms of a ther-
mal torque. The spectral distribution of the thermal torque is calculated using the
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symmetric correlation function
CN 0 (t1, t) =
1
2
hN 0 (t)N 0 (t1) +N 0 (t1)N 0 (t)i ,
which can be expressed as [23]
CN 0 (t1, t) =
2Ih
τh
1
π
Z ∞
0
~ω coth
µ
~ω
2kBTh
¶
cos [ω (t− t1)] dω. (4.40)
Equation 4.40 implies that the double-sided spectral density SN 0 (ω) of N 0 (t) is given
by
SN 0 (ω) =
4Ih
τh
~ω
µ
1
2
+ nth (ω)
¶
, ω ≥ 0, (4.41)
where nth (ω) is the number of thermal quanta in an oscillator of frequency ω at
temperature Th. (Since a double-sided spectral density is an even function of ω, it
suffices to specify its values for ω ≥ 0.)
If ~ωh ¿ kBTh, then (4.41) is closely approximated by the classical expression
SN 0 (ω) =
4IhkBTh
τh
.
At frequencies of order 50MHz or higher and temperatures of order 10 mK, which
are achievable in a dilution refrigerator, mechanical zero-point motion makes a non-
negligible contribution to the intrinsic fluctuations characterized by (4.41), since
nth (ωh) is of order unity or less. In this regime, quantum mechanics imposes limita-
tions on the sensitivity with which hθ (t)i can be measured. In the limit where the
temperature approaches zero Kelvins, the spectral density of the thermal torque is
SN 0 (ω, 0) =
4Ih
τh
~ω
µ
1
2
¶
.
Quantum-limited detection of the oscillator’s motion occurs when the noise added
by the detector is equivalent to the noise resulting from the thermal torque at zero
Kelvins [24]. Letting SQL (ω) denote the spectral density of the quantum-limited
"noise torque," which includes contributions from the thermal torque as well as the
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noise added by the detector, we have
SQL (ω) =
4Ih
τh
~ω
µ
1
2
+
1
2
+ nth (ω)
¶
, ω ≥ 0.
The nature of this quantum limit is clarified by remarks presented in references
[11] and [24]. Achievement of quantum-limited detection sensitivity requires that
the strength of the coupling between oscillator and detector be optimally tuned. For
overly weak coupling, the detector’s response to the mechanical motion becomes small
compared to the detector’s intrinsic fluctuations, while for overly strong coupling, the
"back-action," or perturbation of the mechanical oscillator due to its coupling to the
detector, becomes large relative to the intrinsic mechanical fluctuations characterized
by SN 0 (ω) [24]. The minimal noise added to the signal by an optimal detection
scheme can be interpreted as the zero-point motion of an internal mode of the detector
[11].
In characterizing the performance of a real detector, we let Sinst (ω) denote the
spectral density of "instrument noise," that is, the noise not present in the spin sample
itself, and we assume that Sinst (ω) can be expressed in the form
Sinst (ω) =
4Ih
τh
~ω
µ
Adet +
1
2
+ nth (ω)
¶
, ω ≥ 0. (4.42)
(In practice, this will be equivalent to the assumption that the detector adds white
noise, since Sinst (ω) is flat in the bandwidth of interest for NMR signals.) We could
say that in this case the noise added by the resonator is 2Adet times the quantum limit.
More conventional (but less straightforward) is the use of noise temperature TN , for
which different authors give inconsistent definitions [11, 24]. A simple approach
might be to define TN by the equation
Adet +
1
2
+ nth (ωh, Th) =
1
2
+ nth (ωh, Th + TN) , (4.43)
or
Adet = nth (ωh, Th + TN)− nth (ωh, Th) ,
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where Adet is defined as in (4.42), and where the temperature dependence of nth has
been highlighted by expressing its argument as (ωh, Th). From (4.43) we see that the
noise temperature can be roughly interpreted as the increase in resonator temperature
needed to account for the noise added by the detector. A weakness of this definition
is that the detector’s noise temperature depends on the amount of noise at the input
(i.e., the temperature of the resonator), which implies that noise temperature does
not characterize the "intrinsic" properties of the detector. Differing attempts to
correct this weakness lead to inconsistent definitions of noise temperature.
We follow reference [25] in defining the quantum-limited noise temperature TQL
by
TQL =
~ωh
kB ln 3
. (4.44)
Equation (4.44) is obtained by defining the noise temperature TN in reference to an
oscillator at 0K, so that
Adet = nth (ωh, TN) .
Schwab et al. have reported detection of mechanical motion with [25]
TN = 18TQL,
which gives
Adet = 16. (4.45)
In adding noise to simulations of detected spectra in section 1 of chapter 6, we assume
that the detector has this value of Adet, so that the "noise torque" associated with
thermal fluctuations and detector noise has spectral density
Sinst (ω) =
4Ih
τh
~ω
µ
16 +
1
2
+ nth (ω)
¶
, TN = 18TQL, ω ≥ 0.
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4.4 Spectral density of the spin noise
Superimposed on m (t) is a noise torque T 0 (t) associated with fluctuations of Ix (t).
In quantifying these fluctuations, we use a simple model in which they are treated as a
stationary random process with zero mean during the period in which the resonator’s
position is being monitored. The properties of this random process are calculated
using a high-temperature limit, without consideration of the pulse sequence used
during the NMR experiment. In certain cases, this model could overestimate the spin
noise. Consider, for instance, an experiment in which the longitudinal magnetization
of a highly-polarized sample is rotated by 90 ◦ to lie along the x-axis at the beginning
of the detection period. The variance in Ix at the beginning of the detection period
is then equal to the variance in Iz just before the rotation. If the spin sample is at
a temperature of ∼ 10 mK and is in an applied field of order 10T, the variance in
Iz is significantly less than the high-temperature limit, and the spin noise could be
overestimated as a result.
The spectral distribution of the spin noise can be quantified by means of the
symmetric correlation function
CI (t1, t) =
1
2
hIx (t) Ix (t1) + Ix (t1) Ix (t)i .
Use of the quantum regression theorem [7] in combination with equation (4.36) gives
CI (t1, t) =
­
I2x
®
e−|t−t1|/τs cos (ωh |t− t1|) .
Note that the value of the time constant τs for decay of the transverse spin dipole will
depend on whether the spins precess freely or are spin-locked. For the mean-square
fluctuation hI2xi we use the value N/4, appropriate for a sample of N spins 1/2 in
thermal equilibrium. The symmetric correlation of the spin-noise torque T 0 (t) is in
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this way approximated as
CT 0 (t1, t) =
1
2
hT 0 (t)T 0 (t1) + T 0 (t1)T 0 (t)i
=
µ
γ~
dBx
dθ
¶2 N
4
e−|t−t1|/τs cos (ωh |t− t1|) ,
and the spectral density ST 0 (ω) as
ST 0 (ω) =
µ
γ~
dBx
dθ
¶2 N
4
Z ∞
−∞
e−iωte−|t|/τs cos (ωht) dt. (4.46)
4.5 SNR formula for amplitude detection
In order to simplify the analysis, we will calculate SNR using a filter which is optimal
if spin noise is negligible compared to the thermal torque N 0 (t) and the detector
noise. The transfer function K (ω) is
K (ω) = c
M∗0 (ω)
Sinst (ω)
,
where Sinst (ω) is given by equation (4.42), andM0 (ω) is the Fourier transform of the
unit amplitude signal defined by (4.37). The curve M0 (ω) has complex Lorentzian
peaks at ±ωh. The magnitude of Sinst varies by at most a few percent over the range
of frequencies for whichM0 (ω) is non-negligible, assuming that ωh/2π is in the range
of 50MHz to 1GHz, with
Th ≥ 10 mK,
τs ≥ 1μs ,
Adet ≤ 103.
We will therefore approximate Sinst (ω) by Sinst (ωh) and consider the noise to be
white. The constant c is chosen as in equation 4.13:
c = Sinst (ωh) .
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When the noisy signal f (t) = m (t) + n (t) is passed into filter K, the output φ (t) =
μ (t) + ν (t) is given by equation (4.14) as
φ (t) =
Z ∞
−∞
f (t0)m0 (t0 − t) dt0.
The amplitude estimate X is given by equations (4.15) and (4.17):
X =
R∞
−∞m0 (t) f (t) dtR∞
−∞m
2
0 (t) dt
.
The SNR formula (4.7) can be expressed as
SNR =
hXiq
σ2inst + σ2spin
,
where σ2inst, σ2spin are the respective variances introduced into the measurement by
instrument noise and spin noise:
σ2inst =
1
μ20
µ
1
2π
Z ∞
−∞
|M0 (ω)|2 Sinst (ω) dω
¶
, (4.47)
σ2spin =
1
μ20
µ
1
2π
Z ∞
−∞
|M0 (ω)|2 ST 0 (ω) dω
¶
, (4.48)
μ0 =
Z ∞
−∞
m20 (t) dt
≈ τs
4
.
Evaluation of the integrals appearing in (4.47) and (4.48) yields
σ2inst = Sinst (ωh)
4
τs
,
σ2spin =
N
2
µ
γ~
dBx
dθ
¶2
.
The mean value hXi = G is given by equation (4.38):
hXi = γ~dBx
dθ
hIxi .
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Here hIxi is a mean transverse spin component at the beginning of the time period
during which the torque on the mechanical resonator has the form of a decaying
sinusoid. The value of hIxi depends on the sequences of pulses and delays used to
encode information about the microscopic environment of the spins into the motion
of the transverse spin dipole. For the SNR estimate, we assume that the value of
hIxi at the beginning of the FID is PN/2, where P is the polarization of the spin
sample just before the beginning of the pulse sequence. The time-dependence of hIxi
during the sampled portion of the FID is characterized by the function s0 (t), which
is defined by the equation
hIx (t1)i = PN
2
s0 (t1) . (4.49)
To characterize the sensitivity of a single measurement of hIxi as a means of detecting
the FID, we use equation (4.21), which can be expressed in this case as
single-shot SNR =
(PN/2)
phs20 (t1)iq
σ2inst + σ2spin
.
The single-shot SNR for detection of an FID by measurement of an amplitude hIxi is
single-shot SNR =
(PN/2) (γ~ dBx/dθ)
phs20 (t1)iq
Sinst (ωh) (4/τs) + (N/2) (γ~ dBx/dθ)2
, (4.50)
Sinst (ωh) =
4Ih
τh
~ωh
µ
Adet +
1
2
+ nth (ωh)
¶
.
Note that the spectral density Sinst (ωh) is a double-sided spectral density. Equation
(4.50) could be expressed in terms of a single-sided spectral density Ssinst (ωh) by
making the substitution Sinst (ωh) = Ssinst (ωh) /2.
If the amplitude measurement is performed by spin-locking the transverse spin
dipole, with resonator-induced relaxation responsible for decay of the spin-locked
signal, then the results of section 6 of chapter 3 imply that
τs = 2/Rh,
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provided the spin-locking field is strong enough to average both the internal spin
Hamiltonian and the spin relaxation superoperator associated with spin-resonator
interactions. If, in addition, instrument noise is much larger than spin noise, then
(4.50) can be simplified to yield
single-shot SNR =
(PN/2) (γ~ dBx/dθ)
phs20 (t1)ip
Sinst (ωh) (2Rh/τs)
=
PN
phs20 (t1)i
4
q¡
Adet + 12 + nth
¢ ¡
nth + 12
¢ . (4.51)
In this case, the SNR is independent of the resonator parameters τh, Ih, and dBx/dθ.
We can interpret (4.51) as stating that if the resonator ringdown time, moment of
inertia, and field derivative dBx/dθ are considered to be "knobs" which can be varied,
then changes in transverse relaxation due to lifetime broadening will compensate
exactly for changes in the signal strength and the Brownian noise as these knobs are
turned. The only resonator parameter which appears in the SNR expression is the
thermal number of quanta nth, which is determined by the resonator frequency ωh
and the temperature Th.
5 Signal-to-noise ratio for detection of a continu-
ous signal
If the freely-precessing transverse spin dipole drives the resonator throughout the
FID, then detection of a single transient yields a measurement of the time-dependent
function hIx (t)i rather than a single amplitude hIx (t1)i. In characterizing the sen-
sitivity of this method, we assume that a sampling interval ∆t has been chosen, and
that broadband noise with spectral density Sinst (ωh) is present in the measurement,
with Sinst (ωh) given by equation (4.42). This noise is filtered before the noisy signal
is sampled, and we assume for the sake of simplicity that an ideal bandpass filter elim-
inates all noise outside a frequency range of width (1/∆t)Hz, and that the filtered
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noise introduces an identical variance σ2 to each real-valued sample.
The definitions of the signal and the noise are similar to those given in sections
4.1 and 4.2. The signal s (t) is defined as the torque which would produce mean
displacement hθ (t)i in the resonator, where the average is quantum statistical. Noise
is present in the measurement due to the fact that
θobs (t) 6= hθ (t)i ,
with θobs (t) the observed displacement. The noisy signal f (t) is defined as the torque
needed to produce a mean displacement equal to θobs (t), and the noise n (t) is given
by
n (t) = f (t)− s (t) .
Detection of a single transient yields a measurement of the driving torque exerted by
the spins throughout the FID, and the signals from two transients can be combined
to yield a complex signal, as in conventional NMR spectrometers. We will consider
s (t) to be complex, with two transients required to sample the full curve s (t).
Using equation (4.27), the signal-to-noise ratio can be expressed as
SNR =
qP |s (t)|2
σ/
√
Z
,
where the sum is over the sampled complex points, with each point sampled Z times.
We assume that the sampling interval is so short compared to the decay time of
|s (t)|2 that the average appearing underneath the radical can be approximated as an
integral:
X
|s (t)|2 = 1
∆t
X
|s (t)|2∆t
≈ 1
∆t
Z ∞
0
|s (t)|2 dt
≡ 1
∆t
­|s (t)|2® .
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We obtain
SNR ≈
q­|s (t)|2®p
σ2∆t/Z
. (4.52)
In the case where instrument noise is the dominant noise source, the variance
introduced by this noise in a bandwidth of (1/∆t)Hz is
σ2 =
Sinst (ωh)
∆t
. (4.53)
Substituting this expression into (4.52) and noting that 2Z transients were observed
yields
single-shot SNR ≈
q­|s (t)|2®p
2Sinst (ωh)
. (4.54)
For convenience in comparing the sensitivity of different detection schemes, we express
s (t) in the form
s (t) =
µ
PN
2
¶µ
γ~
dBx
dθ
¶
{sa (t) + i sb (t)} . (4.55)
If
­|sa (t) + i sb (t)|2
®
=
­
s2a (t)
®
+
­
s2b (t)
®
= 2
­
s2a (t)
®
,
then (4.54) can be written as
single-shot SNR ≈ (PN/2) (γ~ dBx/dθ)
phs2a (t)ip
Sinst (ωh)
. (4.56)
6 Comparison of detection sensitivities
6.1 Dependence of sensitivity on the energy in the signal
The signal-to-noise ratios given in equations (4.50) and (4.56) can be compared in the
case where instrument noise is dominant in (4.50). Dropping spin noise from (4.50)
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and taking the ratio of the two expressions gives
µ
single-shot SNR amplitude detection
single-shot SNR continuous signal
¶2
=
hs20 (t1)i
(4/τs) hs2a (t)i
=
hs20 (t1)i hm20 (t)i
hs2a (t)i
. (4.57)
Note that hs20 (t1)i is an average over a set of times t1 at which spin-locking was applied
to obtain an amplitude measurement, and the signal s0 corresponds to free spin
precession in the absence of spin-resonator interaction. By way of contrast, the signal
sa appearing in the denominator of (4.57) corresponds to free spin precession in the
presence of coupling to a mechanical resonator. Equation (4.57) can be interpreted as
the ratio of the mean energies in the signals which drive the resonator in the two types
of detection, with the average being taken over all transients. During continuous
detection, the energy in the signal torque is proportional to hs2a (t)i, while during an
amplitude measurement, the resonator is driven by a signal torque proportional to
m0 (t) and having energy proportional to hm20 (t)i. The proportionality constant for
the spin-locked signal depends on the value of
hIx (t1)i ∝ s0 (t1) ,
and the average hs20 (t1)i includes the effect of this variation on detection sensitivity.
To further clarify the content of (4.57), we consider an example in which s (t) has
the form of a single decaying exponential with time constant T2:
s (t) =
µ
PN
2
¶µ
γ~
dBx
dθ
¶
exp {(iω0 − 1/T2) t} , t ≥ 0,
with the time constant τs for the decay of m0 (t) given by T1ρ, the time constant for
the decay of a spin-locked signal:
τs = T1ρ.
During amplitude measurements, the value of hIx (t1)i is sampled only at times t1
when the FID has not decayed significantly. For this example, the ratio of equation
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(4.57) can be expressed as
µ
single-shot SNR amplitude detection
single-shot SNR continuous signal
¶2
=
T1ρ/2
T2
. (4.58)
The factor of 2 difference arises from the fact that the initial amplitude of the signal
for continuous detection does not vary between measurements, while the initial signal
amplitude for spin-locked detection varies sinusoidally as t1 is varied between shots.
6.2 Effect of resonator-induced transverse relaxation
Equations (4.57) and (4.58) show that the relative sensitivities of spin-locked detec-
tion and detection of freely-precessing spins are determined by the time constants for
decay of the transverse spin. At mK temperatures, the precessing transverse spin of
a solid sample containing only a few spins (e.g., two or three spins) is expected to
relax slowly in the absence of spin-resonator interactions, since in this case transverse
relaxation depends on spin-lattice interactions which are "frozen out" at low temper-
atures. The coupling between the spins and the mechanical resonator will induce
transverse relaxation, thereby limiting the sensitivity with which the spectrum can be
detected. Consider an example in which the sample contains only a single spin 1/2
and the resonator is at zero Kelvins. If interaction with the mechanical resonator
is the dominant source of transverse relaxation, then it follows from equations (2.22)
and (2.23) that the time constant for transverse relaxation is 2/Rh. The signal s (t)
which drives the resonator is
s (t) =
µ
P
2
¶µ
γ~
dBx
dθ
¶
exp {(iω0 −Rh/2) t} , t ≥ 0,
and the single-shot SNR given by (4.56) evaluates to
single-shot SNR =
P
4
q¡
nth + 12
¢ ¡
nth + 12 +Adet
¢ , (free precession). (4.59)
Equation (4.59) can be compared with the sensitivity for spin-locked detection
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given by (4.51):
single-shot SNR =
PN
phs20 (t1)i
4
q¡
nth + 12
¢ ¡
Adet + 12 + nth
¢ , (spin locking),
where N = 1 and
s0 (t1) = cos (ω0t1) .
Note that since the spins and the resonator are out of resonance until the spin-locking
field is applied, the resonator is assumed not to induce transverse relaxation before
spin-locking begins, and so negligible decay in s0 (t1) is also assumed. Since
q
hs20 (t1)i =
1√
2
,
we have
single-shot SNR free precession
single-shot SNR spin locking
=
√
2. (4.60)
Equation (4.60) is consistent with (4.58), since our assumptions have yielded
T1ρ = T2 = 2/Rh.
We next consider examples of two-spin systems in which a 90 ◦ pulse applied to a
system in thermal equilibrium leaves the mean dipole aligned with the x-axis. For
simplicity, the resonator is assumed to be at zero Kelvins. For a two-spin system in
which the dipolar couplings are large compared to the difference in the chemical shift
at the two spins, the energy eigenstates can be approximated as
|pi ≡ |++i ,
|qi ≡ (|+−i+ |−+i) /√2,
|ri ≡ |−−i ,
|si ≡ (|+−i− |−+i) /√2.
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It follows from equation (3.33) that if the resonator is at zero Kelvins, the signal s (t)
driving the resonator during detection of freely precessing spins can be written as
s (t) /G =
1
2
exp {(iωpq − 1/Tpq) t}+ 1
2
exp {(iωqr − 1/Tqr) t} , t ≥ 0, (4.61)
T−1pq = R0,
T−1qr = 2R0.
If the peaks associated with these two coherences do not overlap appreciably, then
1
G2
Z ∞
0
|s (t)|2 dt ≈ (Tpq + Tqr) /2
4
. (4.62)
Note that for a signal s (t) which has two frequency components decaying expo-
nentially with arbitrary time constant T 0, we have
1
G2
Z ∞
0
|s (t)|2 dt = T
0
4
, (4.63)
provided that the frequency difference between the two components is much greater
than 1/T 0. Comparing (4.62) and (4.63), we see that the effective decay time asso-
ciated with (4.61) is
Teff,dd = (Tpq + Tqr) /2
=
3
4R0
.
By comparing this with the time constant 2/R0 for a single-spin system, we see that
the decay time has decreased by 3/8. In the case where the chemical shift offset
of one spin is much larger than the dipolar coupling, equation (3.34) can be used to
obtain a similar result. The effective time constant is
Teff,dd+shift =
µ
2
R0
+
2
3R0
¶
/2
=
4
3R0
,
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which is smaller than 2/R0 by a factor of 2/3.
These examples have shown that resonator-induced transverse relaxation can make
a nonnegligible change in signal lifetime as the sample size is increased from N = 1 to
N = 2. Simulations of resonator-induced transverse relaxation in four-spin systems
are presented in section 2.2 of chapter 6, and those simulations suggest that the
effective decay time of a freely-precessing signal decreases sharply as the number of
dipole-dipole coupled spins is increased above two. By way of contrast, the decay
time of the spin-locked signal does not depend on the size of the sample, provided the
spin-locking field is strong enough to average both the internal Hamiltonian and the
superoperator for resonator-induced relaxation. Ideal spin-locked detection is more
sensitive than detection of free precession, even in the case of the two spin sample
having Teff,dd = 3/ (4R0):
single-shot SNR free precession
single-shot SNR spin locking
=
√
2
p
3/8
=
p
3/4.
As sample size is increased, we may expect that detection of free precession will be
substantially less sensitive than spin-locked detection, even if the number of spins is
small enough that spin locking would not be needed to extend the lifetime of the
signal in the absence of resonator-induced relaxation.
7 Dependence of signal-to-noise ratio and acquisi-
tion time on resonator parameters
In the case where instrument noise is dominant and the spin-locked signal decays
exponentially with rate constant Rh/2, the single-shot SNR is given by (4.51) as
single-shot SNR =
PN
phs20 (t1)i
4
q¡
Adet + 12 + nth
¢ ¡
nth + 12
¢ .
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Given a sample of N spins and a pulse sequence which yields signal s0 (t1), the
dependence of SNR on resonator parameters can be expressed as
single-shot SNR ∝ Pq¡
Adet + 12 + nth
¢ ¡
nth + 12
¢ , (4.64)
P = tanh
µ
~ωh
2kBTh
¶
,
nth =
µ
exp
µ
~ωh
kBTh
¶
− 1
¶−1
.
The only resonator parameter which contributes to P and nth is the ratio ωh/Th of
frequency to temperature. If this ratio is increased, polarization increases and nth
decreases, and both of these changes improve SNR. In general, therefore, sensitivity
improves when the frequency increases or the temperature decreases. However, the
limiting values of P and nth in the high-frequency, low-temperature limit are
P → 1,
nth → 0.
For the example resonator presented in chapter 5, the values
Th = 10 mK, (4.65)
ωh/2π = 630MHz (4.66)
give
P = 0.91,
nth = 0.05.
In this regime, SNR is near the value high-frequency, low-temperature limit.
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Decreasing the ωh/Th by a factor of three (e.g., by increasing Th to 30 mK) gives
P = 0.46,
nth = 0.6.
In the case where the noise added by the motion detector is substantially larger than
the noise associated with the zero-point motion of the resonator (Adet À 1/2), this
change in ωh/Th decreases the right side of (4.64) by a factor of approximately 2. 8.
We see that although the regime defined by (4.65) and (4.66) is near optimal, SNR
is sensitive to changes in ωh/Th within this regime.
The time required to acquire a spectrum is more sensitive to resonator parameters
than the SNR is. Consider a problem in which the time needed per transient is
proportional to 1/Rh; for example, a problem in which both the decay of the spin-
locked signal and the longitudinal relaxation occur during a time proportional to
1/Rh, with the pulse sequence requiring a negligible period of time per transient.
Since the number of transients Z needed to detect hIx (t1)i with acceptable accuracy
at a given point t1 is proportional to 1/ (SNR)
2, acquisition time is minimized if the
resonator is designed to yield a minimal value of
1
Rh (SNR)
2
or, equivalently, a maximal value of
(SNR)2Rh ∝
P 2¡
Adet + 12 + nth
¢g2τh
∝ P
2
ωh
¡
Adet + 12 + nth
¢ (dBx/dθ)2
Ih
τh. (4.67)
The dependence of τh on other resonator parameters is poorly understood. If
this dependence is neglected, then (4.67) can be used to analyze the way in which
acquisition time depends on ωh, Ih, and dBx/dθ. The dependence on Ih and dBx/dθ is
simple: acquisition time is proportional to Ih and inversely proportional to (dBx/dθ)
2.
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The dependence of acquisition time on frequency is entirely contained in the function
f (ωh) =
P 2
ωh
¡
Adet + 12 + nth
¢ .
The choice Adet = 16, which is explained in the discussion preceding (4.45), along
with Th = 10 mK, causes f (ωh) to have a maximum around ωh/2π = 450MHz, but
the peak is fairly flat, and the value of f (ωh) stays within 10% of the peak value for
frequencies between 300MHz and 700MHz. If quantum-limited detection is assumed,
the peak is shifted to around 525MHz, while f (ω3) stays within 10% of its peak value
over the range 375MHz to 775MHz.
8 Signal-to-noise ratio for a product of correlated
measurements
Reference [13] presents a SNR analysis for CONQUEST, a scheme in which an NMR
spectrum is obtained by measuring a spin correlation function. The analysis in
this reference does not include thermal noise in the mechanical resonator or noise
added to the measurement during detection of the mechanical motion. In order to
compare quantitatively the sensitivity of different techniques for NMR spectroscopy
of nanoscale samples, we extend the sensitivity analysis of CONQUEST to include
these forms of noise.
8.1 Definition of the signal and the noise
Since we are specifically interested in measurements which could be done with a
nanoscale torsional mechanical resonator coupled to the transverse sample dipole, it
will be convenient to modify the convention established in reference [13] by considering
Ix rather than Iz to be the spin component measured in the CONQUEST experiment.
In particular, we consider that a single shot of the experiment yields a measurement
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of the Heisenberg operator
S2 (t1, 0) = Ix (t1) Ix (0) (4.68)
≡
³
U †0IxU0
´
Ix, (4.69)
where U0 is the spin-system evolution operator for the time period beginning at time
t = 0 and ending at t = t1. In order to simplify the discussion, we follow reference [13]
in assuming that U0 corresponds to free precession of the sample dipole at frequency
ω, so that
Ix (t1) = U
†
0Ix (0)U0
= Ix (0) cosωt− Iy (0) sinωt
= Ix cosωt1 − Iy sinωt1. (4.70)
Spin noise is analyzed in reference [13] by considering that each measurement
is represented by a projection operator which acts on the spin system. In order
to quantify the effects of instrument noise on the measurements, we replace this
model with one in which a period of spin motion governed by the evolution operator
U is sandwiched between two periods of spin-resonator evolution. The resonator is
continuously observed throughout the experiment, with θobs (t) denoting the observed
value of the resonator coordinate.
In proposing a method for quantifying the information available in θobs (t), we are
guided by consideration of the method defined in sections 4.1 and 4.2 for analyzing
the SNR of an amplitude measurement. The noisy signal f (t) was defined as the
torque which would produce expected displacement θobs (t) in the resonator, for all
t, while the "noiseless signal" m (t) was defined as the torque which would produce
expected displacement hθ (t)i in the resonator, where the average is quantum statisti-
cal. The information to be extracted by analysis of f (t) was the amplitude of m (t),
or equivalently, the value m (0) at the beginning of the detection period. In order to
filter out instrument noise, we multiplied f (t) by m0 (t) and integrated, where m0 (t)
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has the same functional form as m (t) but unit amplitude.
For CONQUEST, we propose an analogous method of analyzing SNR. Given
θobs (t), we find the torque g (t) which would produce expected displacement θobs (t) in
the resonator. Our definition of the signal can be motivated by considering equation
(4.39), the quantum Langevin equation for a damped resonator interacting with a
spin sample:
Ih
d2
dt2
θ (t) +
2Ih
τh
d
dt
θ (t) + kθ (t) = γ~
dBx
dθ
Ix (t) +N 0 (t)
≡ T (t) +N 0 (t) .
The operator N 0 (t) is a rapidly fluctuating torque of mean zero, and T (t) can be
identified with the torque exerted by the spins at time t. The noisy torque g (t)
includes contributions from T (t) and N 0 (t), as well as from noise added during the
detection of the resonator’s mechanical motion. Define Ninst (t) to be the torque as-
sociated with instrument noise, including both thermal noise and noise in the motion
detector, and assume that the spectral density of Ninst (t) is given by (4.42). We wish
to obtain from g (t) a measurement of
hIx (t1) Ix (0)i =
µ
1
γ~ dBx/dθ
¶2
hT (t1)T (0)i . (4.71)
If the noiseless signal is defined by
m (t0, t00) = hT (t0)T (t00)i ,
and the noisy signal by
f (t0, t00) = g (t0) g (t00) ,
then the optimal measurement protocol for CONQUEST will be the one which min-
imizes the variance in the estimate of
m (t1, 0) = hT (t1)T (0)i (4.72)
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obtained by filtering f (t0, t00). Error will be introduced in the measurement due to
the presence of the noise:
n (t0, t00) = f (t0, t00)−m (t0, t00) .
8.2 SNR formula
By analogy with the method of data analysis derived in section 1, we seek to express
the signal m (t0, t00) in the form
m (t0, t00) = G1m0 (t0, t00) ,
where m0 (t0, t00) is a known function and G1 is the value we wish to estimate. The
estimate of G1 will be given by the random variable
X =
R∞
−∞
R∞
−∞ f (t
0, t00)m0 (t0, t00) dt0 dt00R∞
−∞
R∞
−∞m
2
0 (t0, t00) dt0 dt00
.
In determining the functional form of m (t0, t00), we neglect spin relaxation and fluc-
tuations occurring during the interval 0 ≤ t ≤ t1. It follows from (4.70), (4.71), and
(4.72) that
m (t1, 0) =
µ
γ~
dBx
dθ
¶2 ©­
I2x (0)
®
cosωt1 − hIx (0) Iy (0)i sinωt1
ª
(4.73)
=
µ
γ~ dBx
dθ
¶2 ­
I2x (0)
®
cosωt1, (4.74)
where we have assumed in moving from (4.73) to (4.74) that at time t = 0, the spin
density matrix ρs is a multiple of the identity.
For simplicity, we assume that the spins exert negligible torque on the resonator
during the interval 0 < t < t1, and som (t0, t00) = 0 if either t0 or t00 lies in this interval.
If t0 and t00 lie outside this interval, then m (t0, t00) is proportional to the correlation
function
CI (t0, t00) = hIx (t0) Ix (t00)i .
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In obtaining an estimate of CI , we let let U (t0, t00) denote the lab-frame evolution
operator for the spins, with U (t1, 0) = U0, the operator appearing in (4.69). Since
we have taken ρs (0) to be a multiple of the identity, ρs (0) commutes with all spin
operators, and CI can be written as
CI (t0, t00) = Tr {Ix (t0) Ix (t00) ρs (0)}
= Tr {U (0, t0) IxU (t0, 0)U (0, t00) IxU (t00, 0) ρs (0)}
= Tr {U (t00, t0) IxU (t0, t00) Ixρs (0)} . (4.75)
Equation (4.75) implies that CI can be evaluated as the correlation function of a spin
system which is completely disordered at time t00.
If t0, t00 are both less than 0 or both greater than t1, then U is the evolution operator
for the spins as they drive the resonator. For simplicity, we assume that the spins
are spin-locked during this period. A simple method of approximating CI for these
values of t0, t00 is to assume that C˜I , the correlation function in the rotating frame, is
given by
C˜I (t0, t00) =
­
I2x
®
exp (− |t0 − t00| /T1ρ) ,
where T1ρ is the decay time of Ix during spin-locking. We can then approximate the
lab-frame correlation function as
CI (t0, t00) =
­
I2x
®
exp (− |t0 − t00| /T1ρ) cos (ωht0) cos (ωht00) , (4.76)
for t0, t00 < 0, and
hIx (t0) Ix (t00)i =
­
I2x
®
exp (− |t0 − t00| /T1ρ) cos (ωh (t0 − t1)) cos (ωh (t00 − t1)) (4.77)
if t0, t00 > t1. Note that we have assumed that during spin-locking, components of
sample dipole which are not spin-locked decay so quickly that we can neglect their
contribution to the lab-frame correlation function.
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If t00 < 0 and t0 > t1, we obtain
hIx (t0) Ix (t00)i = hU (t00, t0) IxU (t0, t00) Ixi
=
D
U (t00, 0)U †0U (t1, t
0) IxU (t0, t1)U0U (0, t00) Ix
E
,
with the average taken for a density matrix which is a multiple of the identity. Again,
this is a lab-frame correlation function, and the simplest way to approximate it is to
consider first the correlation function C˜I in a particular rotating frame. For times
during which the spin-locking field is present, the x-axis of this rotating frame is
parallel to the resonant rotating component of the spin-locking field, while the z-axes
of the rotating and lab frames are identical. During the period 0 ≤ t ≤ t1, the axes of
the rotating and lab frames are identical (that is, the rotating frame does not rotate).
In this rotating frame, we can approximate the correlation function by
C˜I (t0, t00) =
­
I2x
®
cos (ωt1) exp {− (|t0 − t00|− t1) /T1ρ} . (4.78)
Roughly speaking, equation (4.78) expresses the idea that in comparing Ix at times
t00 and t0 within the rotating frame, we average over a set of hypothetical, idealized
measurements, and for each measurement, the following sequence of events occurs:
1) Ix is sampled at time t00, 2) Fluctuations in Ix occur during the spin-locking which
lasts from t = t00 to t = 0, 3) A rotation of the spin system is performed which replaces
Ix (0) with Ix (0) cosωt1 − Iy (0) sinωt1 as the spin component along the x-axis, 4)
Fluctuations in this spin component occur during the spin-locking which lasts from
t1 to t0, and 5) Ix is once again sampled. Our unpolarized system has hIxIyi = 0,
and so the transverse dipole −Iy (0) sinωt1 directed along the x-axis at time t1 makes
no contribution to the average of these hypothetical measurements, while the effect
of the fluctuations occurring during a period of length (|t0 − t00|− t1) is exponential
decay with time constant T1ρ. To obtain the lab-frame correlation functions from
(4.78), we once again assume that components of the sample dipole which are not
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spin-locked may be neglected, and we write
CI (t0, t00) =
­
I2x
®
cos (ωt1) exp {− (|t0 − t00|− t1) /T1ρ} cos (ωh (t0 − t1)) cos (ωht00) .
(4.79)
Note that when t0 < 0 and t00 > t1, we similarly obtain
CI (t0, t00) =
­
I2x
®
cos (ωt1) exp {− (|t0 − t00|− t1) /T1ρ} cos (ωht0) cos (ωh (t00 − t1)) .
(4.80)
Examination of (4.76), (4.77), (4.79), and (4.80) shows that only in the case where
t0 and t00 lie on opposite sides of the time interval 0 < t < t1 does our approximate
expression for m (t0, t00) contain information about the precession frequency ω of the
spins. In searching for an optimal method of estimating m (t1, 0), we may therefore
simplify the analysis by considering m to be zero in regions where t0, t00 are both less
than 0 or both greater than t1. Making the assumption that t1 ¿ T1ρ, we drop t1
from the exponential factor appearing in (4.79) and (4.80), and we further simplify
notation by redefining m (t0, t00) as
m (t0, t00) =
⎧
⎪⎪⎨
⎪⎪⎪⎩
hT (t0)T (t00 + t1)i (t0, t00) in quadrant II
hT (t0 + t1)T (t00)i (t0, t00) in quadrant IV
0 otherwise
That is, at points where the correlation function contains spectroscopic information,
we definem as if the time period governed by the evolution operator U had length zero,
which is a natural choice of notation within a model which neglects spin fluctuations
during this time period. Our approximate expression for m (t0, t00) then becomes
m (t0, t00) =
µ
γ~
dBx
dθ
¶2 ­
I2x
®
cos (ωt1) exp (− |t0 − t00| /T1ρ) cos (ωht0) cos (ωht00)
at all points (t0, t00) lying in quadrant II or quadrant IV of the plane. The estimate
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f (t0, t00) of the useful signal is also redefined so that
f (t0, t00) = m (t0, t00) + n (t0, t00) (4.81)
for all points (t0, t00) in the plane, including points at which m (t0, t00) = 0.
The information which we wish to extract from a single shot of a CONQUEST
experiment is an estimate of
G1 ≡
µ
γ~
dBx
dθ
¶2 ­
I2x
®
cos (ωt1) . (4.82)
Our simplified notation for m (t0, t00) allows us to define m0 (t0, t00) by the equation
m (t0, t00) = G1m0 (t0, t00) .
The analysis used to find the optimal linear filter for transverse BOOMERANG can
be carried over without substantial modification to show that the optimal estimate
of G1 is given by
X =
R∞
−∞
R∞
−∞ f (t
0, t00)m0 (t0, t00) dt0 dt00R∞
−∞
R∞
−∞m
2
0 (t0, t00) dt0 dt00
(4.83)
if the noise is white.
The noise in the function f (t0, t00) = g (t0) g (t00) will include contributions from
the products T (t0)T (t00) of spin torques, the products Ninst (t0)Ninst (t00) of torques
associated with instrument noise, and the products T (t0)Ninst (t00) and Ninst (t00)T (t0)
of one spin torque and one torque associated with instrument noise. We shall assume
that the dominant noise source contributing to g (t0) g (t00) comes from the product
Ninst (t0)Ninst (t00). This would occur for a problem in whichZ ∞
−∞
Z ∞
−∞
T (t0)T (t00)m0 (t0, t00) dt0 dt00
and Z ∞
−∞
Z ∞
−∞
T (t0)Ninst (t00)m0 (t0, t00) dt0 dt00
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are substantially smaller than
Z ∞
−∞
Z ∞
−∞
Ninst (t0)Ninst (t00)m0 (t0, t00) dt0 dt00,
that is, a problem in which the products T (t0)T (t00) and T (t0)Ninst (t00) have much
smaller components in the relevant frequency domain than Ninst (t0)Ninst (t00). An ex-
ample of such a problem would be the two-spin system of section 1.2 of chapter 6, with
the spectrum detected by the example resonator of table 5.3 and the noise tempera-
ture TN = 18TQL. A more general SNR expression could be obtained by estimating
the spectral densities of the noise contributions due to the products T (t0)T (t00) and
T (t0)Ninst (t00).
The instrument noise characterized by equation (4.42) is flat within the spectral
range of interest, and so the instrument noise at distinct sampled times t0 6= t00 can be
considered independent. The unfiltered noise n (t0, t00) can therefore be approximated
as the product of two normally distributed random variables, denoted by ninst (t0) and
ninst (t00):
n (t0, t00) = ninst (t0)ninst (t00) .
The correlation function Cn of the noise is defined as
Cn (t01, t
00
1, t
0
2, t
00
2) = hn (t01, t001)n (t02, t002)i
= hninst (t01)ninst (t001)ninst (t02)ninst (t002)i .
Note that the four random variables ninst
¡
t0j
¢
, ninst
¡
t00j
¢
may be considered indepen-
dent, since we are not concerned with the small subset of sampled points at which
two or more of the times are identical. We thus have
Cn (t01, t
00
1, t
0
2, t
00
2) = hninst (t01)ninst (t02)i hninst (t001)ninst (t002)i
= Cinst (t02 − t01)Cinst (t002 − t001) ,
where Cinst (t) is the correlation function of the instrument noise ninst (t). We can
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thus write Cn as a function of two variables:
Cn (t0, t00) = Cinst (t0)Cinst (t00) .
The double-sided spectral density Sn (ω0, ω00) of n is
Sn (ω0, ω00) = Sinst (ω0)Sinst (ω00) ,
where Sinst (ω) is given by equation (4.42).
The variance introduced into the estimate X by instrument noise is
σ2inst =
(Sinst (ωh))
2R∞
−∞
R∞
−∞m
2
0 (t0, t00) dt0 dt00
. (4.84)
Note that noise at points (t0, t00) lying in the first and third quadrants makes no
contribution to the estimate X, since m0 is zero in these regions. SinceZ ∞
−∞
Z ∞
−∞
m20 (t
0, t00) dt0 dt00 ≈
T 21ρ
16
,
we have
σ2inst =
µ
4Sinst (ωh)
T1ρ
¶2
. (4.85)
It follows from equations (4.82) and (4.85) that the SNR is
SNRCONQUEST =
(γ~ dBx/dθ)2 hI2xi cos (ωt1)
(4Sinst (ωh) /T1ρ)
= N
µ
γ~
2
dBx
dθ
¶2
1
4Sinst/T1ρ
. (4.86)
8.3 Comparison of the first-order and second-order methods
In comparing the sensitivity of the "first-order" method which measures a single value
of hIx (t1)i and the "second-order" method which measures hIx (t1) Ix (0)i, we consider
detection at a single point t1 for which cos (ωt1) = 1. If spin-locking is used to detect
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hIx (t1)i, the results of section 4.5 imply that the single-shot SNR is
SNRBOOM = PN
γ~
2
dBx
dθ
s
1
4Sinst/T1ρ
, (4.87)
where the subscript "BOOM" highlights the fact that this method of measuring an
NMR spectrum is a version of the BOOMERANG scheme for force-detected spec-
troscopy in the absence of field gradients [13]. Comparison of (4.86) and (4.87)
shows that for a sample consisting of a single spin with polarization P = 1, we have
SNRCONQUEST = (SNRBOOM)
2 .
In this case, the contribution of instrument noise to the measurement of hIx (t1) Ix (0)i
equals the product of the instrument noise for independent measurements of hIx (t1)i
and hIx (0)i.
More generally, we have
SNRCONQUEST =
1
P 2N
(SNRBOOM)
2
=
µ
SNRBOOM
P 2N
¶
SNRBOOM (4.88)
if instrument noise is dominant. Equation (4.88) may be considered a generalization
of the result that when spin noise is dominant [13],
SNRBOOM = P
√
N ,
SNRCONQUEST =
1p
1 + (1− 2/N)
≈ 1,
since (4.88) holds in this case as well. When (4.88) holds, e.g., when either the spin
noise or instrument noise can be neglected, the second-order method is more sensitive
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than the first-order method provided that
SNRBOOM ≥ P 2N . (4.89)
When instrument noise is dominant, (4.89) can be expressed as
γ~
2
dBx
dθ
s
1
4Sinst/T1ρ
≥ P . (4.90)
Equation (4.90) implies that the second-order method is preferred if the sample polar-
ization P is less than the single-shot SNR for detecting a single spin which is aligned
along the x-axis at the beginning of the detection period.
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Chapter 5
Resonator design
1 Description of the resonator and the detection
scheme
Figure 5.1 shows a resonator that we propose to use for NMR study of nanoscale
samples. The design has a spin sample placed between magnetic cylinders, with the
sample enclosed by a silicon "paddle" which separates the two cylinders. Torsional
motion of the beam causes the magnetic "sandwich" to rotate, and a transverse field
at right angles to the beam develops as a result of the rotation. Since the sample
rotates with the sandwich, there is no relative motion between the spins and the
magnetic cylinders. The field at the spins changes as the resonator moves, however,
and so the spins are coupled to the mechanical coordinate.
The mechanical resonator can be used to polarize spins and detect their spec-
trum at low temperatures. Between transients, the resonator induces longitudinal
spin relaxation. At mK temperatures, the spin-lattice interactions which restore
the spins to thermal equilibrium between transients become "frozen out," and the
time constant T1 for relaxation to equilibrium increases by orders of magnitude over
the room temperature value. Slow relaxation of the spins to thermal equilibrium
translates to a pathologically long delay between transients, which makes acquisition
of many transients impractical. Resonator-induced longitudinal relaxation replaces
spin-lattice relaxation as a means of restoring the spin system to equilibrium between
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Figure 5.1: Torsional resonator for force-detected NMR spectroscopy. The sample
is “sandwiched” between ferromagnetic cylinders, and it rotates with the sandwich
about the axis of the torsional beam. The transverse spin dipole couples to the me-
chanical coordinate through the oscillating transverse field generated by the rotating
sandwich.
transients.
In addition to inducing longitudinal relaxation, the resonator can be used to de-
tect the NMR spectrum. The BOOMERANG scheme for force-detected NMR spec-
troscopy [2, 13, 21, 22] detects a single point of the free-induction decay for each
measured transient. In this scheme, a conventional NMR pulse sequence is applied
to the spins, and the spins then precess freely for a period of time without being
coupled to the resonator. At time t1 during the FID, a component hIx (t1)i of the
sample’s transverse spin is measured by using this component to drive the mechanical
resonator. For the resonator shown in figure 5.1, this scheme could be realized by
moving the Larmor frequency out of resonance with the mechanical frequency during
the NMR pulse sequence and the period of free spin precession, and then performing
a π/2 pulse to store hIx (t1)i along z while the Larmor frequency is brought back into
resonance with the mechanical frequency. An additional π/2 pulse returns hIx (t1)i
to the transverse plane, at which point it is spin-locked. The spin-locked transverse
dipole exerts a driving force on the mechanical resonator, and the resulting mechan-
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ical motion is detected. Analysis of the mechanical motion yields a measurement
of hIx (t1)i . By repeating the measurement for a range of values t1, a record of the
spins’ time evolution is obtained, and Fourier analysis yields an NMR spectrum.
This measurement scheme extracts information by analyzing the mechanical re-
sponse to torques exerted by the spin sample. It is therefore essential that the applied
radiofrequency (RF) field not drive the resonator during the spin-locking. This goal
can be achieved by applying the RF in pulses along the length of the torsion beam.
A magnetic field directed along the length of the beam does not drive the torsional
motion, so an ideal applied field would drive only the spins without imparting motion
to the resonator. If imperfections in the fabricated structures cause the resonator to
be driven by the applied RF, the mechanical response to the spins can be separated
from the mechanical response to the applied RF by applying the spin-locking field in
pulses. Between pulses, excitation which has been imparted to the resonator by the
applied field will decay quickly on the time scale required for decay of the precessing
transverse spin dipole. After the excitation due to the applied field has decayed, the
mechanical motion observed up to the beginning of the next RF pulse will be due to
driving by the spins. (Pulsed spin-locking of a solid sample is discussed in reference
[26].)
Detection of the torsional motion might be accomplished by means of a single-
electron transistor (SET). A scheme for SET detection of translational mechanical
motion has been demonstrated experimentally at a level of sensitivity near the quan-
tum limit [25]. Mechanical motion changes the state of the SET by modulating the
gate capacitance. This scheme might be adapted for the detection of torsional mo-
tion by capacitively coupling electrodes to the magnetic sandwich, with the coupling
designed in such a way that the capacitance is modulated by the mechanical motion.
The resonator design shown in figure 5.1 can be modified for purposes of magnetic
resonance imaging. Figure 5.2 shows a resonator design which is appropriate for
imaging a small sample. The sample is placed a hole in the silicon paddle, and the
gradient created by the magnetic cylinder selects a resonant section of the sample for
imaging. Scanning the applied field shifts the position of the resonant section being
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Figure 5.2: Torsional resonator for force-detected NMR imaging. The cylinder creates
a field gradient which selects a resonant slice of the sample for imaging, and the
transverse spin dipole couples to the mechanical coordinate through the oscillating
transverse field generated by the moving cylinder.
detected and allows imaging of the sample.
2 Selection of the resonator design
The resonator design shown in figure 5.1 was selected after alternative designs were
considered. Three types of mechanical motion were considered: 1) Radial motion
of a magnet along a line connecting the magnet to the spins, 2) Horizontal motion
of a magnet placed above the spins, and 3) Rotation of a hollow magnet or an array
of magnets around an axis passing through the spins. The figure of merit used to
compare different designs was the magnitude of the coupling constant g defined by
equation (2.9). Since the rate constant for longitudinal relaxation of a single spin is
Rh = 2g2τh (nth + 1)
∝ g2,
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the magnitude of g characterizes the efficiency with which a particular form of me-
chanical motion can cool spins. We found that the cooling efficiency of these three
types of motion was similar, with the magnitude of g varying by a factor of order
unity between resonator designs.
The choice to use a torsional resonator was motivated by the fact that spins can be
coupled to torsional mechanical motion without the need for relative motion between
the sample and nearby magnets. Surface friction between nearby moving parts can
decrease cooling efficiency as well as detection sensitivity, since damping decreases
the magnitude of the mechanical response to forces or torques exerted by the spins.
Relative motion between the sample and nearby moving parts is unavoidable if the
mechanical motion is translational, but it can be eliminated by the use of a torsional
resonator. This can be seen by noting first that the spins drive the resonator only if
mechanical motion modulates the interaction between the spins and moving magnets.
If both the sample and the magnets move in unison along a straight line, with no
relative motion occurring between sample and magnets, the spin-magnet interactions
are not modulated by the motion. By way of contrast, consider an idealized example
in which an array of magnets creates a uniform field at the spin sample. If both
the magnets and the sample are rotated together, with no relative motion occurring
between sample and magnets, the spins experience a rotating field, and the interaction
between the spin degrees of freedom and the magnet array is modulated as the array
rotates. Use of a torsional resonator therefore eliminates the need for relative motion
between the sample and nearby moving magnets.
Two types of torsional resonators were considered. In addition to the design
shown in figure 5.1, we studied a design in which the sample is placed at the center
of a short magnetic tube, with the axis of the tube aligned with the applied field.
The tube’s axis rotates out of alignment with the applied field as the resonator moves
out of equilibrium position. The design of figure 5.1 was selected instead in order to
create a more homogeneous field at the spins.
Our initial estimates of g were based on a simplified model in which the ferro-
magnetization of the resonator rotates with the resonator itself, regardless of the
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magnitude of the static applied field. Calculations of g based on this model sug-
gested that for the size scale at which efficient cooling might be achieved, nanoscale
mechanical resonators would have frequencies corresponding to the Larmor frequency
of hydrogen in a large applied field. Since a large applied field would tend to keep
the ferromagnetization aligned with the applied field rather than rotating with the
resonator, the simplified model we were using was of doubtful validity in the regime
of interest, and we considered instead a model in which the magnetization remains
continually aligned with the applied field as the resonator moves. As discussed in
section 5.1, we found that the strength of the spin-resonator coupling was increased
by the switch from a model which assumed infinitely hard magnetic materials to a
model which assumed soft magnetic materials. Section 4 discusses the validity of
our assumption that the magnetization remains aligned with the applied field as the
resonator moves.
3 Condition for resonance between the spins and
the resonator
Efficient energy transfer from spin to resonator can only occur if the precession fre-
quency of the spins is resonant with the mechanical frequency. In deriving the inter-
action Hamiltonian in section 1 of chapter 2, the resonance condition was expressed
as
ω0 = −ωh, (5.1)
since ωh is positive by definition, and since
ω0 = −γBz
is negative in the common case where B is parallel to the positive z-axis yields and γ
is positive. Note, however, that the sign of −γBz depends on the choice of coordinate
axes; if the coordinate axes are rotated so that the z-axis is directed opposite B, the
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sign of −γBz changes, while the physical resonance between spins and mechanical
oscillator is unchanged. It follows that the resonance condition could be written as
ω0 = ±ωh, (5.2)
with the sign determined by the choice of reference frames rather than by the physical
nature of the problem.
In designing a device for which spin precession is resonant with mechanical motion,
we express (5.2) as
ω20 = ω
2
h, (5.3)
or equivalently
γ2B2z =
kh
Ih
, (5.4)
where kh and Ih are the respective spring constant and moment of inertia. If the
mechanical energy and the energy of the electromagnetic field energy both vary as the
resonator moves, then the kh and Ih will each include a contribution associated with
the electromagnetic field as well as a contribution associated with the mechanical
motion. Appendix J shows by means of a numerical example that the contribution
to Ih associated with the electromagnetic field is negligible. An expression for the
electromagnetic contribution to kh is derived in Appendix K. This contribution
is determined by the dependence of magnetostatic energy Umag on the resonator’s
coordinate, where
Umag = −μ ·Ba − 1
2
Z
M ·Bh d3x. (5.5)
In (5.5), Ba is the applied field, Bh is the resonator’s magnetic field, and M, μ are
its respective magnetization and dipole moment. The magnetic spring constant kmag
is given by
kmag =
d2Umag
dθ2
. (5.6)
In general, both terms on the right side of (5.5) can contribute to kmag, but
simplifications are possible in two limiting cases. For a sufficiently hard magnetic
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material or a sufficiently weak applied field, M remains constant within a reference
frame fixed in the resonator. In this case, the second term on the right side of (5.5)
does not depend on the resonator coordinate θ and may be dropped for purposes of
finding kmag. If the applied field lies along the positive or negative z-axis and the
dependence of μz on θ is given by
μz (θ) = μz cos θ,
equation (5.6) becomes
kmag = μzBa,z. (5.7)
In the opposite limit, the applied field is sufficiently large that μ remains aligned with
Ba as the resonator moves, and it is the second term of (5.5) which determines kmag,
since μ ·Ba is constant. In this limit, kmag is a constant which does not depend on
the exact value of Ba:
kmag =
d2
dθ2
½
−1
2
Z
M ·Bh d3x
¾
. (5.8)
The resonance condition (5.4) can be written in the form
γ2 |Ba +Bh|2 = kbeam + kmagIh , (5.9)
where kbeam is the spring constant of the elastic suspension. The applied field may
be considered the variable determined by the solution of this equation. In evaluating
resonator designs, we used (5.7) or (5.8) as the magnetic spring constant. Finite-
element software (Maxwell 3D v11, Ansoft Corporation, Pittsburgh) was used to
compute the magnetic spring constant given by (5.8).
In general, equation (5.9) has more than one solution. If the magnetic spring
constant is given by (5.7), for instance, there are always two solutions to (5.9). In
the examples we considered, one of the solutions corresponded to an applied field
which was sufficiently large that protons at 10 mK would be highly polarized in the
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field. We used this solution in our initial comparison of different resonator designs.
4 Model of the resonator’s magnetization
The resonator was modelled as having uniform magnetizationM which remains con-
tinually aligned with the applied field Ba. In this section we justify that approxi-
mation using analytic expressions for the demagnetizing field which is present within
uniformly-magnetized spheroids of soft magnetic material. In keeping with our use
of the notation Bh for the resonator’s field, we also will use Bh to denote the field of
a given spheroid.
4.1 Uniform magnetization
The field Bh within a uniformly-magnetized spheroid is itself uniform and is given by
[27]
Bh = −μ0 (NaMx, NaMy, NcMz) + μ0M. (5.10)
Here the x-axis, y-axis, and z-axis coincide with the spheroid axes of length a, a, and
c, respectively, and Na, Nc are constants which depend only on the ratio r = c/a [27].
In the limiting case where r → 0 (thin disc), we have
Na → 0,
Nc → 1,
while in the case r→∞ (long rod), we have
Na → 1/2,
Nc → 0.
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Equation (5.5) gives the magnetostatic energy Umag of the spheroid:
Umag = −μ ·Ba − 1
2
Z
M ·Bh d3x.
Consider the problem of finding the shape which minimizes the magnetostatic energy
of a spheroid of a given volume and magnetization in the absence of an applied field.
From (5.10), we have
Umag = −
1
2
μ0
Z
M ·Md3x+ 1
2
μ0
Z ¡
NaM2x +NaM
2
y +NcM
2
z
¢
d3x,
and since the constants Na, Nc are nonnegative,
Umag ≥ −
1
2
μ0
Z
M ·M d3x.
The minimum magnetostatic energy
Umin = −
1
2
μ0
Z
M ·M d3x
is achieved, for instance, in the limiting case of a arbitrarily long, thin rod, with M
lying along the axis of the rod. We can use Umin as an estimate of the minimum
magnetostatic energy which can be achieved by a given volume of magnetization
M. The term −μ0 (NaMx, NaMy, NcMz) appearing in (5.10) can be considered a
"demagnetizing field," since it raises the energy of a uniformly-magnetized structure
above Umin and introduces the possibility that the low-energy configuration ofMmay
be nonuniform.
The field required to saturate a magnet to a state of uniformmagnetization is often
characterized in terms of the demagnetizing field which exists within the magnet [27].
If the magnetization is nonuniform due to demagnetizing fields within the magnet,
application of an external field stronger than the demagnetizing fields is expected
to saturate the magnet [27]. Since the demagnetizing field within the ferromagnetic
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cylinders of the mechanical resonator is at most of order
μ0M ≤ 2T ,
it is reasonable to model the mechanical resonator’s magnetization as uniform when
the applied field is of order 10T or more, as in the examples we have considered.
Even in the absence of an applied field, exchange interactions will produce uniform
magnetization in a sufficiently small particle. Since exchange energy is increased
whenM varies over small distances within a magnet, the exchange energy associated
with variation in M across a nanoscale magnet eventually becomes larger than the
magnetostatic energy associated with uniform magnetization [28], with the result
that the low-size limit for multidomain particles is in the range 20-800 nm [29]. Both
the dimensions of the resonator’s ferromagnetic cylinders and the magnitude of the
applied field suggest that the magnetization should be modelled as uniform.
4.2 Magnetization constant in the lab frame
In addition to considering the resonator’s magnetization to be uniform, we model it
as remaining continually aligned with the applied field. The error associated with
this simplifying assumption can be estimated by using equations (5.10) and (5.5) to
estimate the angle by which M would rotate away from Ba during the mechanical
motion. As in section 4.1, we consider a uniformly magnetized spheroid for which
the x-axis, y-axis, and z-axis coincide with the spheroid axes of length a, a, and
c. The applied field Ba lies in the xz-plane at an angle θ from the z-axis. Let φ
denote the angle between M and the z-axis when M is oriented so as to minimize
magnetostatic energy. We wish to derive an expression for φ (θ), the angle by which
the magnetization rotates away from the spheroid z-axis when the applied field is
rotated through angle θ.
We can find φ by minimizing the energy Umag given by equation (5.10), or equiv-
127
alently, by minimizing Umag/V , where V is the volume of the spheroid:
Umag
V
= −M ·Ba − 1
2
M ·Bh.
Since the demagnetizing H-field is given by
Hd = − (NaMx, 0, NcMz)
= − (NaM sinφ, 0, NcM cosφ) ,
we have
Bh = μ0M ((1−Na) sinφ, 0, (1−Nc) cosφ)
and
−1
2
M ·Bh = 1
2
μ0M2
£
(Na −Nc) sin2 φ+ (Nc − 1)
¤
.
The angle betweenM and Ba has magnitude |θ − φ|, and so
M ·Ba =MBa cos (θ − φ) .
Dropping from the expression for E/V any terms which do not vary with φ, we obtain
Umag/V =
1
2
μ0M2 (Na −Nc) sin2 φ−MBa cos (θ − φ) .
Making the definition
Ku ≡
1
2
μ0M2 (Na −Nc)
allows us to write the energy density as
Umag/V = Ku sin2 φ−MBa cos (θ − φ) . (5.11)
Stationary points occur when
0 =
∂
∂φ
(Umag/V ) = 2Ku sinφ cosφ−MBa sin (θ − φ) . (5.12)
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We can consider the equation
2Ku sinφ cosφ =MBa sin (θ − φ)
to define φ (θ), and implicit differentiation can be used to derive a series expression
for φ (θ). Defining
A =
2Ku
MBa
,
we find that the first and second derivatives of φ evaluated at θ = 0 are
φ0 (0) =
1
A+ 1
, (5.13)
φ00 (0) = 0.
The second order Taylor series for φ (θ) is
φ (θ) ≈ θ
A+ 1
. (5.14)
In the case where M = 2.3T /μ0 and Ba = 15T, with the ratio of spheroid axes
r = c/a of order 2, for instance, equation (5.14) predicts that M rotates away from
the applied field through an angle roughly 5% of the angle θ between the spheroid
and Ba.
The calculations we have presented do not include dynamic effects: the magnet
is held motionless in a static field, and the low-energy orientation ofM is found. In
reality, the orientation of the applied field (as seen from a reference frame fixed in
the magnet) will be changing at a frequency on the order of 500MHz. However,
simple estimates can be used to show that in this range of frequencies, the problem of
finding the state of the magnetization can be treated as a static one. In investigating
dynamic effects on the evolution of M, we consider a lab frame which has the z-
axis aligned with the field. Within this reference frame, each ferromagnetic dipole
experiences a static applied field and a varying field due to the changing orientation
of the resonator. A first correction to the model in which all fields are static can be
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made by supposing that ferromagnetic dipoles experiences a static field along z and
a transverse field oscillating at around 500MHz. We can estimate the importance of
dynamic effects by comparing the AC susceptibility of the particle at this frequency
to the DC susceptibility. This model problem is equivalent to experiments done
in studying ferromagnetic resonance (FMR), and results from the literature of this
field show that the resonator’s AC susceptibility at this frequency is very close to
its DC susceptibility. Ferromagnetic resonance peaks occur in a higher range of
frequencies than NMR peaks, due to the larger gyromagnetic ratio of the electron,
and the linewidths observed in FMR experiments are typically only a small fraction
of the resonance frequency [30]. Frequencies of ∼ 500MHz are far enough from
FMR resonance frequencies that the AC susceptibility of the resonator’s ferromagnetic
cylinders can be considered equal to the DC susceptibility in this frequency range.
5 Strength of the spin-resonator coupling
5.1 Effect of soft magnetic material on the coupling strength
Figure 5.3 shows the configuration of M in the resonator’s ferromagnetic cylinders
when the "sandwich" shown in figure 5.1 has rotated through a substantial angle. The
angle of rotation is highly exaggerated in order to highlight the difference between
the configurations for hard and soft magnetic materials. Hard magnetization rotates
with the cylinders, while soft magnetization remains aligned vertically with the field.
Examination of this figure might initially suggest that the spin-resonator coupling,
which is proportional to the transverse field linear in θ, will be weak if soft magnetic
materials are used, since it might appear that a larger transverse field will develop if
the magnetization rotates with the cylinders.
Finite-element simulations have shown, however, that the soft oscillator in figure
5.3 has the larger transverse field. A rationalization for this result can be seen in
figure 5.4. The magnetization in the soft magnetic material can be expressed as the
sum of two components, one parallel to the cylinder axis and one perpendicular to
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Hard oscillator Soft oscillator
Figure 5.3: Comparison of magnetization orientation for hard and soft magnetic
materials. The ferromagnetic cylinders are those of the oscillator in figure 5.1 after
it has rotated through a substantial angle about its torsional axis. The orientation
of the cylinder magnetization for hard and soft magnetic materials is shown.
it. The fields generated by these two components add constructively at the location
of the spins. The field generated by each of the components can be rationalized by
replacing each of the four cylinders on the right side of the figure by a single dipole
which has the same orientation as the cylinder’s magnetization. The field lines of
these dipoles give a qualitative estimate of the contribution that each cylinder makes
to the field at the center of the sandwich.
The ideas expressed in figure 5.4 can be demonstrated analytically if the cylinders
in the figure are replaced by two identical spheroids (either prolate or oblate). Sup-
pose that the sandwich has rotated through an angle θ away from the vertical applied
field Ba. If the magnetization M remains aligned with Ba, then we can consider
the resonator field at the spins to be the superposition of two fields, one generated
by magnetization M cos θ aligned along the sandwich axis, and the other generated
by magnetization M sin θ aligned at right angles to the axis. Reference [31] gives
analytic expressions for the fields external to uniformly magnetized ellipsoids, and it
can be shown that that the magnetization aligned with the sandwich axis generates
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Field at center:
Transverse field:
Magnetization:
= +
Figure 5.4: Comparison of the transverse field for hard and soft magnetic materials.
The ferromagnetic cylinders are those of the oscillator in figure 5.1. In the case
where the cylinders are composed of soft magnetic material, the transverse field which
couples to the nuclear spins can be expressed as the sum of two components that add
constructively. If the cylinders are composed of hard magnetic materials, only the
first of these components is present. As a result, soft magnetic materials yield a
strong coupling to the spins.
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at the spins a field B1 parallel to itself, while the magnetization at right angles to the
resonator axis generates a field B2 antiparallel to itself. Expressed in the unrotated
Cartesian components of the lab frame, these two fields are
B1 = Bh cos θ (sin θ, 0, cos θ) ,
B2 =
1
2
sin θ (cos θ, 0,− sin θ) .
From these formulas we obtain
dBx
dθ
=
3Bh
2
cos 2θ
and
d2Bz
dθ2
= −3Bh cos 2θ.
Evaluating at θ = 0 gives
dBx
dθ
=
3Bh
2
, (5.15)
d2Bz
dθ2
= −3Bh. (5.16)
By way of contrast, a magnetically hard sandwich would have
Bx (θ) = Bh sin θ,
Bz (θ) = Bh cos θ,
as well as
dBx
dθ
= Bh,
d2Bz
dθ2
= −Bh
at θ = 0. We see that switching from an ideal magnetically hard resonator to an
ideal magnetically soft resonator increases the magnitude of dBx/dθ by a factor of
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3/2, and the magnitude of d2Bz/dθ2 by a factor of 3. The factor of 3/2 in (5.15) is
due to the fact that the contribution to dBx/dθ made by B2 is half the size of the
contribution made by B1.
The data from finite-element simulations is consistent with the hypothesis that
(5.15) and (5.16) continue to be valid for the configuration of soft magnets shown
in figure 5.3, which contains two cylinders rather than two spheroids. The finite-
element software package Maxwell 3D v11 (Ansoft Corporation, Pittsburgh) was used
to calculate Bx (θ) and Bz (θ) after rotating the sandwich axis away from the applied
field up to 5 ◦ in steps of 1 ◦, and curve-fitting was used to estimate dBx/dθ and
d2Bz/dθ2. These calculations were done for each sandwich geometry tested during
the optimization described in section 6, and for geometries in which cylinders of
diameter 100 nm and height 50 nm were separated by distances ranging from 5 nm
to 50 nm. For each geometry that was simulated, the data points for Bx (θ) lay
essentially on a straight line, and the value of dBx/dθ obtained by curve fitting was
within about 1% of the computed value of 3Bh/2. Substantial random residuals
were seen when quadratic curves were fitted to computed plots of Bz (θ) in order to
estimate d2Bz/dθ2, which may be used to rationalize the fact that computed values
of d2Bz/dθ2 differed from −3Bh by up to 15%. Adopting the hypothesis that (5.15)
and (5.16) are valid for resonators of the type shown in figure 5.1 allows us to express
the field B (θ) to second order in θ as
B (θ) = Ba +Bh
µ
3
2
θ, 0, 1− 3θ2
¶
.
5.2 Upper bound on the torque between the spins and the
resonator
Since detection sensitivity is enhanced if the torque acting between spins and res-
onator is increased, an estimated upper bound on the attainable torque per spin is
helpful in evaluating resonator designs. A simple estimate can be made using the
model introduced in section 5.1, which replaces the resonator’s two cylinders with
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spheroids. Since the strength of the spin-resonator torque is given by
G = μx dBx/dθ,
it follows from equation (5.15) that largest possible torque will be obtained when
dBx/dθ reaches its maximal value.
The formulas given in reference [31] can be used to express G in the form
G/μx = μ0MVKgeom,
where V is the volume of the magnetic material, and Kgeom depends on the shape of
the spheroids as well as the distance between them. Given the constraints that M
and V are fixed, and that a gap must exist between the two spheroids, the maximal
value of G/μx can be found by optimizing Kgeom. We found that G/μx achieves its
maximal value in the limiting case where the spheroids become arbitrarily long and
thin. The maximal value is independent of the volume of the spheroids and is given
by
(G/μx)max = 3μ0M . (5.17)
For the example resonator presented in table 5.3 of section 6, the value of μ0M is
2.3T, and the limiting value of G/μx is 7T, which is larger by a factor of 4 than the
value calculated for the resonator.
Note that when the spheroids are nearly touching, the dependence of G/μx on
shape anisotropy of the spheroids is weak. If the spheroids are prolate, and if the
long axis of each is just twice the length of the short axes, for instance, the value
of G/μx is 83% of the limiting value given by (5.17) when the separation between
spheroids is negligible. Even in the case where the shape anisotropy is zero and the
resonator is composed of two spheres separated by a negligible gap, we have G/μx
equal to 67% of the upper limit.
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6 Optimization of example resonators
Two different optimizations of the magnetic "sandwich" shown in figure 5.1 were
performed. For the first optimization, the separation S between the ferromagnetic
cylinders and the diameter D of the sandwich were constrained by
S ≥ 50 nm , (5.18)
D ≥ 100 nm , (5.19)
and for the second optimization, S and D were constrained by
S ≥ 25 nm , (5.20)
D ≥ 50 nm . (5.21)
Both optimizations had the same constraints on the width w and thickness t of the
rectangular cross-section of the torsional beam:
w ≥ 50 nm ,
t ≥ 50 nm ,
and the silicon paddle separating the two ferromagnetic cylinders was constrained to
have the same diameter as the cylinders. The resonator’s ringdown time was fixed
at τh = 6μs during the optimizations.
In characterizing the sensitivity associated with a particular choice of dimensions
for the magnetic sandwich, the beam dimensions which maximize the SNR formula
(4.50) were found, where the decay time of the spin-locked signal was fixed at 1 s. This
optimization was performed before we had investigated the way in which resonator-
induced relaxation affects the lifetime of a spin-locked signal. For all of the resonators
we considered, the time-constant 2/Rh for resonator-induced decay of the spin-locked
signal was greater than 1 s. Our optimization can therefore be considered to in-
corporate an assumption that factors other than resonator-induced relaxation limit
136
the period of time during which spin-locking can be performed. Since (4.51) shows
that SNR is independent of all resonator parameters other than ωh/Th in an ideal
spin-locking field, an alternative approach to designing the resonator would be to
minimize acquisition time using expressions given in section 7 of chapter 4.
The optimal beam must have
w = t = 50nm .
This can be seen by noting that, given a resonator of frequency ωh and a beam
with width or thickness greater than 50 nm, we could decrease the beam’s moment of
inertia without changing ωh by switching to a shorter beam that has a 50 nm×50 nm
cross-section; this decrease in the moment of inertia would increase the resonator’s
sensitivity. The optimization of beam dimensions for a given magnetic sandwich
therefore involved varying the beam length l in steps of 100 nm to find the optimal
frequency ωh. The applied field Ba was then chosen to satisfy the resonance condition
determined by beam length.
In performing the optimizations, we assumed a sample consisting of a single spin
1/2. As a result, the instrument noise characterized by Sinst (ω) was substantially
larger than the spin noise. The optimal geometry of the magnetic sandwich was
not sensitive to the changes in Adet. The same geometry was obtained when the
motion detection was assumed to be quantum-limited or to have a noise temperature
TN = 18TQL. (The quantum-limited noise temperature TQL is discussed in section
4.3 of chapter 4.)
Sensitivity is in general optimal when the cylinders are as close together as pos-
sible. Decreasing the separation between the magnets improves SNR in two ways:
1) The resonator’s moment of inertia is decreased, which decreases Sinst (ω), and 2)
The field Bh at the center of the sandwich is increased, which increases the size of
the torque acting between spins and resonator, since this torque is proportional to
dBx
dθ
=
3
2
Bh. (5.22)
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Length L Diameter D Beam length Single-shot SNR 1/Rh Ba
35 nm 100 nm 1600 nm 0.109 3.6 s 14T
Table 5.1: Selected parameters for a resonator optimized with a separation of 50 nm
between magnetic cylinders.
Length L Diameter D Beam length Single-shot SNR 1/Rh Ba
40 nm 55 nm 2200 nm 0.236 0.91 s 20T
Table 5.2: Selected parameters for a resonator optimized with a separation of 25 nm
between magnetic cylinders.
(Equation (5.22) is explained in section 5.1.) It was this observation which motivated
us to perform optimizations with different constraints on the separation S. The
optimal designs associated with the different constraints (5.18) and (5.20) were found
by varying the diameter D and the length L of each ferromagnetic cylinder in steps
of 5 nm, while keeping the separation S between them fixed at the minimum value.
The two dimensions D and L were varied until the SNR given by (4.50) reached
its maximum value. For each choice of cylinder dimensions, the Maxwell 3D v11
software package (Ansoft Corporation, Pittsburgh) was used to calculate Bh and
dBx/dθ. Magnetic spring constants were not calculated, since initial numerical tests
found the magnetic spring constant to be negligible compared to the elastic spring
constant.
Tables 5.1 and 5.2 show the results of the two optimizations. The values of single-
shot SNR assume detection of a single spin which has been cooled by the resonator
to a temperature of 10 mK. Quantum-limited motion detection is included in the
estimate by setting
Adet = 1/2.
For each of these designs, SNR changes by less than 1% in response to a change
of 5 nm in L or D within the constraints set by (5.18) through (5.21). Note that
constraint (5.21) may be considered superfluous, since the optimal design in table 5.2
is not limited by this constraint.
Amodified version of the resonator presented in table 5.2 will be used for numerical
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examples. The applied field of 20T can be reduced without significantly changing
the resonator’s sensitivity. We modified the design by lowering the applied field and
simultaneously increasing the beam length until SNR has decreased by 5% from the
optimal value given in table 5.2. This procedure yields an applied field of 14T and a
beam length of 3.5μm for the example resonator. Tables 5.3 and 5.4 give additional
details regarding the resonator. In table 5.4, equation (4.50) is used to calculate the
the SNR for detecting hIx (t1)i at an instant when
hIx (t1)i = PN
2
.
In evaluating SNR, we use the assumption
T1ρ = 1 s
which defined the optimization. The alternative assumption that resonator-induced
relaxation is responsible for decay of the spin-locked signal would yield
T1ρ = 2/Rh = 1.5 s .
Note that the entry "N at spin-noise limit" in table 5.4 gives the number of spins
N at which the spin noise equals the instrument noise. This number is a natural
measure of the instrument noise associated with the resonator, since instrument noise
becomes dominant as the number of spins is decreased below this number. Note as
well that the volume 4.4 nm3 in table 5.3 represents a cylinder of diameter 2 nm and
height 1.4 nm within which the field of the magnetic sandwich differs by no more than
25 kHz from the field Bh at the center of the sandwich. An ice sample filling this
volume would contain ∼ 300 protons. Note that this sample is sufficiently small to
satisfy the condition that guarantees that oscillatory energy exchange between spins
and resonator will be suppressed. Since the number of thermal quanta nth ¿ 1, we
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Magnet length L 40 nm
Magnet diameter D 55 nm
Separation S between magnets 25 nm
MagnetizationM 2.3T /μ0
Magnet density 7900 kg /m3
Beam cross-section 50 nm×50 nm
Beam length 3.5μm
Beam stiffness constant C44 7.96× 1010N /m2
Density of beam and paddle 2.33× 103 kg /m3
Sandwich moment of inertia 2.1× 10−33 kgm2
Beam moment of inertia 4.2× 10−33 kgm2
Frequency ωh/2π 628MHz
Ringdown time τh 6.0μs
Quality factor 11, 800
Applied field 13.6T
Resonator field Bh 1.1T
Transverse derivative dBx/dθ 1.6T
Coupling constant g 313 s−1
Rate constant 1/Rh 0.77 s
Sample polarization P 0.91
Volume where |∆ω| ≤ 25 kHz 4.4 nm3
Resonator temperature Th 10 mK
Thermal quanta nth 0.05
Table 5.3: Parameters for the optimized example resonator.
Quantum limited detection (TN = TQL) TN = 18TQL
SNR for a single spin 0.224 0.0602
N when SNR = 1 6 spins 18 spins
N at spin noise limit 7 spins 112 spins
SNR at spin noise limit 1.2 4.8
Table 5.4: Sensitivity of the optimized example resonator.
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can use (2.16) to verify that such oscillations are suppressed:
g
√
N =
¡
313 s−1
¢√
300
≈ 5.4× 103 s−1
¿ 330× 103 s−1
=
2
τh
.
The frequency offset 25 kHz was chosen based on an estimate that sample spins
having a frequency spread of 50 kHz could be rotated uniformly by RF pulses. Note
that line broadening proportional to the field inhomogeneity across the sample can
be eliminated, for example, by the use of pulse sequences which select zero-quantum
coherences or multiquantum heteronuclear coherences whose frequency does not shift
in response to an offset in a static applied field [32]. Note as well that equation (2.26)
implies that spins whose Larmor frequency is out of resonance with ωh by 25 kHz are
cooled more slowly by the resonator between transients. An offset of
β = 2π × 25 kHz
from resonance decreases the cooling rate by a factor of
1
1 + (βτh)
2 ≈ 0.5.
7 Use of non-metallic magnetic material
A requirement of the scheme we have proposed is that the mechanical resonator be
exposed to RF magnetic fields during the NMR pulse sequence as well as during
spin-locking. If the ferromagnetic material of the cylinders is metallic, eddy currents
will be induced in the metallic cylinders by the RF fields. Appendix M presents an
example which illustrates the way in which the resulting temperature change ∆Th
is determined by physical parameters which depend strongly on the dimensions and
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temperature of the resonator. Estimates of the order of magnitude of these para-
meters based on the limited information available in the literature leave open the
possibility that the temperature change ∆Th could substantially decrease detection
sensitivity if conducting ferromagnetic materials are used.
A possible solution to the problem of eddy-current heating is the use of dielectric
material as the source of the resonator’s field. A natural candidate for such a material
would be an insulator that contains magnetic ions. Even if the material is paramag-
netic rather than ferromagnetic, magnetic ions would remain aligned with the applied
field at low temperatures, yielding time-independent magnetization in the lab frame,
as in the model discussed in section 4. At fields of order 10T and mK temperatures,
ferromagnetic material is not necessarily a requirement for the resonator design or
the numerical examples we have presented.
Ions with partially filled f-orbitals can have relatively large angular momenta,
in part due to the fact that the orbital angular momentum of the tightly-bound f-
orbitals is not quenched by the crystal field. Lanthanide oxides are natural candidates
for non-metallic magnetic materials to be used in force-detected NMR, and EuO is
particularly promising, since it has a large saturation magnetization of 2.41T /μ0 at
0K [33], and since it has been prepared as an epitaxial thin film on Si [34] as well as
in the form of nanocrystals [35, 36]. Although the saturation magnetization of the
nanocrystals and epitaxial thin films were not measured, the Curie law susceptibility
of the nanocrystals showed that each Eu2+ ion in these materials has a moment of
∼ 7 Bohr magnetons [35, 36], as in the bulk compound [33].
At room temperature EuO is a semiconductor with a resistivity many orders of
magnitude larger than that of metals, and the resistivity increases as the temperature
is lowered [37]. At temperatures below 77K, EuO is ferromagnetic [33]. Doping
with excess Eu causes a metal-insulator transition to occur around the Curie temper-
ature, but low-temperature bulk resistivities observed by Shapira and coworkers for
doped EuO were at least three orders of magnitude larger than the room-temperature
conductivity of Fe [38]. Since the power dissipation due to eddy-current heating is
inversely proportional to resistivity, the estimate presented in Appendix M suggests
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that eddy-current heating should be negligible even for the "metallic" form of doped
EuO.
143
Chapter 6
Simulations of spectra and spin
relaxation
1 Simulations of two-spin spectra
We have simulated the noisy spectra of two-spin systems in order to characterize the
sensitivity of the example resonator presented in table 5.3. Simulations had normally
distributed noise added to each sampled point of the FID, with the variance of the
noise determined by equation (4.50) in the case of spin-locked detection, and equation
(4.53) in the case of freely-precessing spins. The value
Adet = 16
was used to characterize noise in the motion detector, as in the measurements reported
in reference [25]. This value of Adet renders the spin noise negligible in comparison
to instrument noise. For detection of freely-precessing spins, resonator-induced re-
laxation was included in the simulation by writing GAMMA programs [39] which
simulated the motion of the spin system under the reduced master equation (2.17).
For spin-locked detection using the scheme described in section 1 of chapter 5, no
relaxation was included in the simulation. (This detection scheme measures a single
point hIx (t1)i of the FID with each shot of the measurement, and the spins are off
resonance from the mechanical oscillator until time t1.) We assumed that transverse
decay of a two-spin system in a lattice at 10 mK would be negligible during the range
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of values t1 sampled during spin-locked measurements, which included times up to
3 s after the beginning of the FID. As in the optimization described in section 6 of
chapter 5, we used
T1ρ = 1 s ,
rather than assuming that resonator-induced relaxation was responsible for the decay
of the spin-locked signal, which would have yielded
T1ρ = 2/Rh = 1.5 s .
1.1 Noninteracting spins
For a system of two noninteracting spins coupled to the mechanical resonator, the
discussion of section 5 of chapter 3 suggests that a chemical-shift difference of
δω/2π = 200Hz
would yield the same time constant for resonator-induced transverse relaxation of the
freely precessing dipole that would be observed for a single spin:
2/Rh = 1.5 s .
Under these conditions, section 6 of chapter 4 shows that detection of the freely pre-
cessing transverse dipole is more sensitive than spin-locked detection, particularly if
the lifetime of the spin-locked signal is shortened from 2/Rh to 1 s. Indeed, equations
(4.50) and (4.56) predict that under these conditions, detection of freely-precessing
spins will be more sensitive than spin-locked detection by a factor of about 1.75.
Figures 6.1 and 6.2 are consistent with this prediction, since the peaks at 100Hz and
300Hz stand out more sharply from the noise in the case where the freely-precessing
spins drive the magnet than in the case of spin-locked detection.
Each of these spectra requires 32,000 transients. In estimating the time required
to obtain the spectra, note first that the time constant for resonator-induced longi-
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−500 −250 0 250 500
Frequency offset (Hz)
Detection of the free precession of noninteracting spins
Figure 6.1: Simulated spectrum of two noninteracting spins detected without spin-
locking. The spin Hamiltonian is H = (100Hz) I1z + (300Hz) I2z. Transverse
relaxation induced by the example resonator of table 5.3 is included in the simulation
of the noiseless FID, and normally distributed instrument noise associated with de-
tection by the same resonator is added to the FID. Thermal polarization is assumed
at the beginning of each transient. The acquisition time is ∼ 50 h.
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−500 −250 0 250 500
Spin−locked detection of noninteracting spins
Frequency offset (Hz)
Figure 6.2: Simulated spectrum of two noninteracting spins detected with spin-
locking, with T1ρ = 1 s. The spin-resonator system is the same as in figure 6.1,
but resonator-induced transverse relaxation is eliminated from the simulation. Ac-
quisition time for the spectrum is ∼ 60 h. Figures 6.1 and 6.2 are consistent with the
prediction that for this system, detection of freely-precessing spins is more sensitive
than spin-locked detection by a factor of about 1.75.
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tudinal relaxation between transients is
1/Rh = 0.77 s , (6.1)
and we estimate the relaxation time between transients as 3/Rh = 2.3 s, for consis-
tency with the assumption that thermal polarization is present at the beginning of
each transient. For both figures, the detection period for a single transient lasts
3 s. In the case where freely precessing magnetization is detected, this is twice the
time constant 2/Rh for resonator-induced transverse relaxation (chosen after exper-
imenting with simulated FIDs of different lengths in order to produce peaks clearly
differentiated from the noise), while in the case of spin-locked detection, this is 3T1ρ
(an assumed value for the protocol used to analyze the resonator’s detected mechan-
ical motion). The acquisition time for figure 6.1 is therefore
(2.3 s+3 s)× 32000 ≈ 50 h .
For the spin-locked detection simulated in figure 6.2, an initial period of free preces-
sion which precedes the detection period is also required, and the average length of
this period is 1.5 s, which gives an acquisition time of
(2.3 s+3 s+1.5 s)× 32000 ≈ 60 h .
1.2 Vinyl bromide
Reference [40] has studied the structure of dibromoethylene adsorbed on a silicon
surface and proposed the two structures shown in figure 6.3. We simulated spin-
locked detection of one of these structures, adsorbed vinyl bromide, using the exam-
ple resonator. Standard bond angles and bond lengths were used to estimate the
Hamiltonian for dipolar coupling. A chemical shift difference was incorporated into
the Hamiltonian by using the value 0.6 ppm given in the literature for vinyl bromide
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Figure 6.3: Two possible structures for dibromoethylene adsorbed on a silicon surface,
proposed by reference [40].
in deuterated dichloromethane [41]. The spin Hamiltonian obtained in this way is
Hvinyl bromide = (0.6) (628Hz) Iz,1 + (1840Hz) (2Iz,1Iz,2 − Ix,1Ix,2 − Iy,1Iy,2) .
Figure 6.4 shows the simulated spectrum, for which the acquisition time is ∼ 60 h,
as in figure 6.2. Since the dipolar coupling is sensitive to variations in geometry
such as those shown in figure 6.3, this simulation suggests the possibility of chemical
studies in which NMR spectroscopy is used with single-spin sensitivity.
2 Simulations of spin relaxation
Chapter 3 analyzes resonator-induced spin relaxation in samples containing more
than one spin. Here we present GAMMA simulations [39] which illustrate and
extend the results obtained in that section. The resonator used for these simulations
has parameters similar to those given in table 5.3, although simplifications have been
made to facilitate the interpretation of the graphs. For simulations of spin relaxation,
the rate constant for spontaneous emission is R0 = 1 s−1, the Larmor frequency has a
magnitude of 600MHz, and the temperature is approximately zero Kelvins, i.e., we
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−4000 −2000 0 2000 4000
Frequency offset (Hz)
Simulated spectrum of two spins
Figure 6.4: Simulated spectrum of a single molecule of adsorbed vinyl bromide, de-
tected with spin-locking. The FID contains 1024 sampled complex points, averaged
during 32,000 transients. Thermal polarization is assumed at the beginning of each
transient. Acquisition time for this spectrum is ∼ 60 h.
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have set nth < 10−4 in equation (2.17). The interaction frame used for simulations
of the relaxation of hIxi is defined as follows: the interaction-frame reduced density
matrix for the spins ρs (t) is found by evolving the spin system forward in time
for a period t from the initial state ρs (0) using the full evolution superoperator
corresponding to equation (2.17), and then evolving the spins backward in time for
the same period using the superoperator for evolution under the full spin Hamiltonian
without relaxation.
2.1 Relaxation of noninteracting spins
Figure 6.5 presents the results of two simulations performed in order to test the
estimate (3.21) of the time Ttrap required for an initially disordered system to approach
its spin-trapped equilibrium state:
Ttrap =
1
R0
p
N/2
.
Note that Ttrap also characterizes the time required for resonator-induced spin-spin
correlations to develop, and it can be used to estimate the frequency at which indirect
spin-spin torques must be modulated if spin trapping is to be suppressed. The solid
and dashed curves show the relaxation of two systems of noninteracting spins which
all experience the same field while relaxing from an initially disordered state, with the
respective systems having N = 144 and N = 36 spins. The curves are normalized
to take the value 1 when a system has relaxed to its spin-trapped equilibrium state.
Figure 6.5 suggests that (3.21) works reasonably well as an estimate of the character-
istic time required for hIzi to approach its equilibrium value. For both curves, the
time t = Ttrap corresponds to a point at which the system has relaxed to about 70%
of its spin-trapped polarization.
The semiclassical model used to estimate Ttrap suggests that chemical-shift offsets
could reverse the sign of indirect spin-spin torques, thereby allowing resonator-induced
relaxation to be characterized by a rate constant, and the simulations shown in figures
6.6 through 6.9 are consistent with this hypothesis. In figures 6.6 and 6.7, the
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Relaxation of two spin−trapped systems
Figure 6.5: The solid and dashed curves show the respective relaxation of noninter-
acting systems having N = 36 and N = 144, with R0 = 1 s−1. The curves are
normalized to take the value 1 when a system has relaxed to its spin-trapped equi-
librium state. For each curve, the time t =
³
R0
p
N/2
´−1
corresponds to a point at
which the system has relaxed to about 70% of its spin-trapped polarization.
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spins are initially aligned along the x-axis. The dashed curves show resonator-
induced longitudinal and transverse relaxation, while the solid curves show the ideal
longitudinal and transverse relaxation which would be observed if the relaxation were
exponential with the respective rate constants R0 and R0/2 that govern the relaxation
of an isolated spin interacting with the resonator. The dotted curve in each figure
displays the evolution of
­
N/2− I2x − I2y
®
. Since the relaxation equation for hIzi can
be expressed as
d
dt
hIzi = −Rh
½
hIzi− N/2
2 hnthi+ 1
¾
−R0
­
N/2− I2x − I2y
®
,
a plot of
­
N/2− I2x − I2y
®
displays the instantaneous contribution of indirect spin-
spin torques to longitudinal relaxation. Adding chemical shift offsets spaced in steps
of 1Hz causes the indirect spin-spin torques to be modulated quickly enough that
the contribution of these torques to the relaxation is effectively suppressed, and the
simulated relaxation closely follows the exponential curves.
Figures 6.8 and 6.9 show longitudinal relaxation from a completely disordered ini-
tial state. Note that in figure 6.9, the spacing of chemical shift frequencies in steps
of 1Hz is sufficient to suppress completely the contribution of the indirect torques
to longitudinal relaxation. The value of
­
N/2− I2x − I2y
®
, which shows the instan-
taneous contribution of indirect spin-spin torques, oscillates without ever becoming
large enough to affect the relaxation substantially. By way of contrast, the same
spacing of chemical shift frequencies leaves noticeable wiggles in the simulated curves
of figure 6.7, and
­
N/2− I2x − I2y
®
initially oscillates between much larger values.
These differences can be rationalized by noting that when the spins are initially dis-
ordered, the indirect torques do not add coherently, and modulation of these torques
during a period of one or two seconds is sufficient to suppress their contribution to
longitudinal relaxation. In the case where the spins are initially aligned along the
x-axis, the indirect torques add coherently, and the effect of these torques can be seen
even when their contribution is modulated within a similar time period.
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Figure 6.6: Relaxation of four isochronous spins which are initially aligned along the
x-axis. The dashed curves show the simulated relaxation of hIxi and hIzi, while
the solid curves show ideal exponential longitudinal and transverse relaxation with
respective time constants 1/R0 and 2/R0. The dotted curve shows the evolution of­
N/2− I2x − I2y
®
, which determines the instantaneous contribution of indirect spin-
spin torques to longitudinal relaxation.
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Figure 6.7: Adding chemical shift offsets spaced in steps of 1Hz causes the indirect
spin-spin torques to be modulated quickly enough that their contribution to relaxation
is effectively suppressed.
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Figure 6.8: Relaxation of four noninteracting spins which experience the same field
and are initially completely disordered. The dashed curve shows the simulated
relaxation of hIzi, while the dotted curve shows the evolution of
­
N/2− I2x − I2y
®
.
The solid curve shows exponential longitudinal relaxation with time constant 1/R0.
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Effect of 1 Hz chemical shift offsets on relaxation
Figure 6.9: Adding chemical shift offsets spaced in steps of 1Hz causes the indirect
spin-spin torques to be modulated quickly enough that their contribution to relaxation
is completely suppressed, and the simulated curve closely follows the ideal exponential
curve.
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2.2 Relaxation of dipole-dipole coupled spins
Figures 6.10, 6.11, and 6.12 show GAMMA simulations of the relaxation of four-
spin systems coupled by the dipolar Hamiltonian. The spin Hamiltonian for these
simulations has the form
H = ω0Iz +HD,
HD =
X
i>j
ωij (3Iz,iIz,j − Ii · Ij) . (6.2)
In these figures, the dotted curve corresponds to a system in which the dipolar cou-
pling was eliminated by choosing ωij = 0 for all i, j. The system characterized by the
dash-dot curve has a Hamiltonian obtained by letting each ωij/2π be randomly cho-
sen, with a flat probability distribution between 1 kHz and 2 kHz. The Hamiltonian
yielding the dash-dash relaxation curves was obtained by broadening the distribution
of ωij/2π to lie between 0Hz and 2 kHz. The solid curves show ideal exponential re-
laxation with the rate constants for longitudinal relaxation and transverse relaxation
given by R0 and R0/2, respectively.
Longitudinal relaxation of an initially disordered system is shown in figure 6.10.
The dipole-dipole coupled systems show two different time scales for relaxation, with
a short initial period of fast relaxation being followed by a longer period of slow
relaxation. Extending the simulations to t = 150 s shows that the systems effectively
remain trapped away from the ground state.
This behavior can be rationalized using results obtained in section 4 of chapter 3
for a system of three dipole-dipole coupled spins. The rules for addition of angular
momenta allow a collection of three spins 1/2 to be represented as a single particle
with I = 3/2 and two particles with I = 1/2. Equations (3.28) and (3.29) show that
one of the I = 1/2 particles (or "manifolds") can be defined in such a way that its two
states |1/2,+i, |1/2,−i are eigenstates of HD. As the spins interact with the cold
mechanical resonator, the combined population of this manifold will be transferred
to the lower-energy state |1/2,+i within a time period of order R0 and then remain
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Relaxation of four dipole−dipole coupled spins
Figure 6.10: Longitudinal relaxation of four dipole-dipole coupled spins from an ini-
tially disordered state. For the dash-dot curve, the dipolar Hamiltonian was obtained
by letting the frequencies ωij/2π of equation (6.2) be randomly chosen, with a flat
probability distribution between 1 kHz and 2 kHz. For the the dash-dash curve, the
frequencies ωij/2π were randomly selected between 0Hz and 2 kHz. For purposes of
comparison, the solid curve shows exponential relaxation with time constant 1/R0,
and the dotted curve shows the relaxation of a system of noninteracting spins.
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in that state indefinitely. Table 3.1 shows that HD does not strongly couple the
remaining I = 1/2 manifold with the I = 3/2 manifold unless the magnitudes of the
dipolar couplings are well separated. When the coupling between angular momentum
manifolds is weak, two different time scales of relaxation are expected. An initial
period of fast relaxation occurs as population is transferred to the lowest-energy state
of each manifold, and this is followed by a period of slow relaxation as population is
slowly transferred to the I = 3/2 manifold and then relaxes to the ground state of the
spin system. Simulated relaxation of three-spin systems confirms these expectations.
The four-spin simulations of figure 6.10 can be rationalized by the hypothesis that
the relaxation is governed by similar processes. The systems appear to relax quickly
from a disordered state to a state in which the population of each manifold is in the
manifold’s ground state. Relaxation out of this trapped state occurs on a slower
time scale as population is transferred between manifolds with different values of I.
In figure 6.10, the efficiency of transfer between manifolds of different I separates the
three simulated curves after an initial period in which they relax at the same rate.
Extending the simulation to t = 150 s suggests that the systems represented by the
dash-dash curve and the dash-dot curve effectively become trapped away from the
ground state. A system of four spins 1/2 yields one I = 2 manifold, three I = 1
manifolds, and two I = 0 manifolds. The dash-dash curve can be rationalized by the
hypothesis that population is trapped in the two I = 0 manifolds, while the dash-dot
curve can be rationalized by the hypothesis that population is trapped in the two
I = 0 manifolds and one of the I = 1 manifolds. Both curves become flat at a value
a fraction of a percent below the trapped value predicted by these hypotheses.
The discussion in section 5 of chapter 3 analyzes the way in which the resonator
can induce fast transverse relaxation in a system of two or more spins. A coherence
ρab between states |ai and |bi can be disrupted when the system makes a transition
away from one of these states. Transitions do not necessarily decrease the order
within a system, however. A transition from |ai to |ci might replenish a coherence
ρcb at the same time that it depletes ρab, leaving the sum ρab + ρcb unchanged. If
a perturbation changes the frequency of ρab or ρcb so that their relative phase varies
158
during the time needed for non-negligible transfer from ρab to ρcb, however, then
transfer from ρab to ρcb depletes ρab without replenishing ρcb, since the terms added
to ρcb during different time steps interfere destructively. An addition to the spin
Hamiltonian which perturbs the degeneracies of distinct coherences can therefore
transform reversible transfer between coherences into irreversible decay, and in this
way modify the rate of resonator-induced transverse relaxation. In section 5 of
chapter 3, this was illustrated using analytic expressions for the transverse decay of
two-spin systems.
Figure 6.11 shows that the presence of dipolar couplings can substantially ac-
celerate transverse relaxation in a four-spin system. The solid curve shows ideal
exponential relaxation with time constant
2/R0 = 2 s ,
and the dotted curve shows the simulated relaxation of a system of four noninteracting
isochronous spins. Addition of the dipolar Hamiltonian HD increases the relaxation
rate, with the magnitude of the change depending on the spacing of the frequencies
ωij which appear in (6.2). The fast transverse relaxation induced by the resonator in
these examples would significantly decrease the sensitivity of a scheme which detects
freely precessing spins
The tendency of the dipolar Hamiltonian HD to accelerate transverse relaxation
cannot be interpreted as radiation damping, which is associated with rotation of
a sample dipole rather than true decay. This is demonstrated by figure 6.12,
which shows the longitudinal relaxation of four-spin systems having the spins ini-
tially aligned with the x-axis. The dotted curve shows longitudinal relaxation in the
absence of HD, while the dash-dash curve corresponds to the same Hamiltonian HD
as the dash-dash curves in figures 6.10 and 6.11. The solid curve shows exponential
relaxation with a time constant 1/R0. "Turning on" the dipolar coupling slows down
longitudinal decay at the same time that it accelerates transverse decay; hence, it is
not associated with simple rotation of the sample dipole.
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Figure 6.11: Transverse relaxation of four dipole-dipole coupled spins which are ini-
tially aligned with the x-axis. For the dash-dot curve, the dipolar Hamiltonian
was obtained by letting the frequencies ωij/2π of equation (6.2) be randomly chosen,
with a flat probability distribution between 1 kHz and 2 kHz. For the dash-dash
curve, the frequencies ωij/2π were randomly selected between 0Hz and 2 kHz. For
purposes of comparison, the solid curve shows exponential relaxation with time con-
stant 2/R0, and the dotted curve shows the relaxation of a system of noninteracting
spins. This figures shows that "turning on" the dipolar interaction can accelerate
resonator-induced transverse relaxation.
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Figure 6.12: Longitudinal relaxation of four-spin systems. The solid curve shows
exponential relaxation with time constant 1/R0. The dash-dash curve represents a
dipole-dipole coupled system, and the dotted curve represents a system of noninter-
acting spins. "Turning on" the dipolar coupling slows down longitudinal decay.
Figure 6.13 reinforces the distinction between radiation damping and fast trans-
verse relaxation induced by the resonator. In section 5 of chapter 3, we studied
transverse relaxation of a two-spin sample having a weak dipolar coupling and a large
chemical shift offset between the spins. We showed that the large chemical shift
offset guaranteed that longitudinal relaxation would proceed exponentially with time
constant 1/Rh (or 1/R0 in the case where the resonator is at zero Kelvins), while the
presence of the dipolar coupling accelerated the transverse relaxation induced by the
resonator. Figure 6.13 extends the results of that section by presenting simulated
relaxation of a four-spin system which has a chemical-shift offset of j×4000Hz added
to spin j, in addition to the same dipolar coupling HD which yielded the dash-dash
curves in figures 6.10 through 6.12. For purposes of comparison with the simulation,
the longitudinal and transverse relaxation predicted for a single-spin sample is shown
using solid curves. Simulated longitudinal relaxation is only slightly perturbed from
that of a single spin, while the transverse dipole relaxes in a fraction of the time
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Figure 6.13: Relaxation of a four-spin system which includes dipolar couplings smaller
than the spacing of chemical shift offsets. All spins are initially aligned along the x-
axis. Solid curves show ideal exponential longitudinal and transverse relaxation with
respective time constants 1/R0 and 2/R0. The dashed curves show the simulated
relaxation of hIxi and hIzi. The transverse relaxation is accelerated by the presence
of the dipolar coupling, while the longitudinal relaxation closely follows the ideal
exponential curve, due to the presence of large chemical shift offsets.
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Figure 6.14: Resonator-induced relaxation of a spin-locked sample of four dipole-
dipole coupled spins. The solid curve shows the predicted exponential transverse
relaxation with time constant 2/R0.
required for transverse relaxation of a single spin.
Figure 6.14 illustrates the result (3.35) obtained in section 6 of chapter 3:
T1ρ = Rh/2.
The dash-dash curve shows simulated relaxation of a spin-locked system of four dipole-
dipole coupled spins. The internal spin Hamiltonian is the same dipolar Hamiltonian
HD used for the dash-dash curves in figures 6.10 through 6.12, and ω1/2π = 10 kHz.
The solid curve shows exponential relaxation with time constant R0/2 = Rh/2. We
see from figure 6.14 that spin-locking with a Rabi frequency of 10 kHz is sufficient
to average both HD and the superoperator for resonator-induced relaxation, thereby
suppressing the fast transverse relaxation shown in figure 6.11.
The qualitative character of resonator-induced longitudinal relaxation of N À 1
dipole-dipole coupled spins depends on the efficiency with which the Hamiltonian HD
transfers populations between angular momentum manifolds corresponding to differ-
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ent values of I. In the limiting case where transfers between manifolds occur quickly,
HD equalizes the population of all states within a given eigenspace of Iz. Resonator-
induced transfers of population to low-energy states within a manifold immediately
result in compensating transfers between manifolds as the population of all states
within each eigenspace of Iz are equalized. Figures 6.15 and 6.16 present simulations
of longitudinal relaxation for this limiting case. The dashed curves show simulations
in which population is equalized among all states of each Iz eigenspace at the end of
each 0.01 s time step of resonator-induced relaxation. (For these figures, the initial
state is completely disordered, and the simulation includes no spin-spin interactions
during the time steps.) The solid curves show ideal exponential relaxation with rate
constant R0. In spite of the fact that the number of angular momentum manifolds
having small I is vastly greater than the number of manifolds having I near N/2 for
these systems, the simulations suggest that efficient redistribution within eigenspaces
of Iz can result in fast longitudinal relaxation to a polarization near 1.
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Figure 6.15: Resonator-induced longitudinal relaxation of 50 spins from a disordered
state. The dashed curve shows simulated relaxation in the regime where dipolar
interactions efficiently redistribute population within each eigenspace of Iz during
the relaxation. For purposes of comparison, the dotted curve shows relaxation of
noninteracting spins to a trapped state, and the solid curve shows ideal exponential
relaxation with time constant 1R0.
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Relaxation of 150 spins
Figure 6.16: Resonator-induced longitudinal relaxation of 150 spins from a disordered
state. As in figure 6.15, the dashed curve shows simulated relaxation in the regime
where dipolar interactions efficiently redistribute population within each eigenspace
of Iz during the relaxation. The dotted curve shows relaxation of noninteracting
spins to a trapped state, and the solid curve shows ideal exponential relaxation with
time constant 1R0.
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Chapter 7
Cooling a single mode with
hyperpolarized spins?
1 Hyperpolarized spins as a cold bath
The simulations presented in chapter 6 are based on the assumption that all modes of
the mechanical oscillator are cooled to ∼ 10 mK by a dilution refrigerator. An alter-
native approach would be to extract energy from the single resonant mode, thereby
cooling it to a temperature below that of the sample and the oscillator’s remaining
modes. A promising method for removing energy from a single mode is to use nega-
tive feedback to reduce the amplitude of the mode’s thermal motion. Such "feedback
cooling" of a single mechanical mode from a base temperature of 2.2K down to 3 mK
has been demonstrated experimentally [42].
We have considered the possibility of using cold spins to absorb the mode’s energy.
If a stream of hyperpolarized xenon nuclei passes by a warm mechanical oscillator
whose frequency is resonant with the Larmor frequency of xenon, the spin-resonator
interaction governed by the Hamiltonian (2.11) would cause the resonator to be cooled
toward the spin temperature of the xenon. The scheme of using hyperpolarized spins
to cool a resonator was particularly interesting to us because of the possibility of
detecting entropy exchange between spins and resonator at sizes substantially larger
than nanoscale. Numerical examples such as those presented in section 6 of chapter
5 suggest that a nanoscale resonator is needed to achieve measurable cooling of a spin
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system; we investigated the possibility that cooling of a larger resonator by many
hyperpolarized spins might be detectable.
In studying the system consisting of a warm mechanical oscillator coupled to hy-
perpolarized spins, we begin with a heuristic example in which the spins are modelled
as a cold bath which damps the oscillator. The oscillator is also coupled to a warm
bath, and the master equation for the damped oscillator is
d
dt
ρ =
1
i~
[Hosc, ρ] + Λhρ+ Λcρ, (7.1)
where Hosc is the Hamiltonian for the undamped oscillator, and Λh, Λc are the super-
operators associated with damping by the warm and cold baths, respectively. The
formula for the relaxation superoperator associated with damping of a harmonic os-
cillator by a thermal bath [8] allows us to write Λh explicitly as
Λhρ = −
nh + 1
τh
£
a†a, ρ
¤
+
+ 2
nh + 1
τh
aρa† (7.2)
− nh
τh
£
aa†, ρ
¤
+
+ 2
nh
τh
a†ρa,
where nh is the number of quanta the resonator would have in equilibrium with the
warm bath, and τh would be the ringdown time of the resonator if only the warm bath
were present. By replacing nh and τh by analogous quantities nc and τc associated
with the cold bath, we obtain an explicit expression for Λc. Letting Λ∞ denote the
sum Λh + Λc, we find that
Λ∞ρ = −
n∞ + 1
τ∞
£
a†a, ρ
¤
+
+ 2
n∞ + 1
τ∞
aρa†
− n∞
τ∞
£
aa†, ρ
¤
+
+ 2
n∞
τ∞
a†ρa,
168
where
1
τ∞
=
1
τh
+
1
τc
, (7.3)
n∞ =
τhnc + τcnh
τh + τc
. (7.4)
The system consisting of the resonator in contact with two baths is formally equivalent
to a system in which only a single bath is present, with τ∞ the ringdown time of the
oscillator and
T∞ =
~ωh
kB ln (1 + 1/n∞)
the temperature of the bath. The spectral density of the thermal torque can be
obtained by substituting τ∞ and n∞ into equation (4.41):
SN 0 =
4Ih~ωh
τ∞
µ
1
2
+ n∞
¶
=
4Ih~ωh
τh
µ
1
2
+ nh
¶
+
4Ih~ωh
τc
µ
1
2
+ nc
¶
. (7.5)
We can interpret (7.5) to mean that the thermal torque responsible for introducing
noise into the measurement is additive. Adding a cold bath will therefore not decrease
the thermal torque exerted by the warm bath.
This argument highlights the possibility that the modification of a resonator’s
ringdown time by the cold spins could mitigate the advantages associated with cooling
a single mode, but the model we used to obtain (7.5) is not in general correct for a
system in which hyperpolarized spins flow past a mechanical resonator. Equation
(7.1) describes relaxation associated with two baths, each of which acts independently
of the other. However, we found in section 2 of chapter 2 that the rate constant for
energy flow between spins and resonator depends on τh, that is, on the coupling
between the resonator and the warm bath. Since energy exchange between spins
and resonator depends on the collective properties of the spins, resonator, and warm
bath, it is problematic to represent the cold spins as an independent cold bath.
Section 2 of this chapter presents a model based on the interaction Hamiltonian
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for the spin-resonator system, and sections 3 through 7 use this model to analyze
the system. In summarizing here the results of this analysis, we use T2 to denote a
transverse spin decay time that can include contributions from ordinary transverse
relaxation as well as from the flow of spins into and out of the region of space where
the Larmor frequency is resonant with the mechanical oscillator. Our attention is
focused on the regime where
τh ¿ T2, (7.6)
that is, the regime where the fluctuations of the resonator coordinate limit the mag-
nitude of the spin-resonator correlations which can develop. In section 3, we find
that the steady-state number of quanta n∞ in the cooled resonator can in fact be
calculated using equation (7.3), which we obtained above by treating the spins as a
cold bath. In the regime defined by (7.6), the constant τc appearing in (7.3) is
1
τc
≡ 2g2τh hIzi∞ . (7.7)
By way of contrast, the rate constant which governs cooling of spins by a single
resonator at zero Kelvins is
R0 = 2g2τh. (7.8)
Since (7.7) is larger than (7.8) by a factor of hIzi∞, these equations suggest the pos-
sibility that entropy flow between spins and resonator might be most easily observed
by performing an experiment in which hyperpolarized spins cool a resonator. Section
4 presents numerical examples to characterize the regime in which cooling may be
possible, however, and for these examples, g2 scales so strongly with size that cooling
becomes negligible at size scales of order 10μm or larger.
Since (7.3) can be used to calculate n∞, it is tempting to conclude that the cold
spins can be treated as a cold bath. Section 5 shows, however, that in the numerical
examples where substantial cooling is possible, the spins and resonator are so strongly
coupled that one cannot distinguish a mechanical mode or a spin mode. Instead,
the two modes of the spin-resonator system include equal contributions from the
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spins and the mechanical resonator. It is only in the limit of weak spin-resonator
coupling and short T2 that (7.7) can be used to calculate the decay time of the
mechanical mode. In general, the mechanical response to an external torque is also
incorrectly predicted by the model which treats the hyperpolarized spins as a cold
bath. Indeed, in the case where (7.6) holds, the mechanical resonator could be
considered a device for transducing an external mechanical torque at frequency ωh
into precessing magnetization of hyperpolarized spins, since the energy donated by
the external torque ends up as transverse spin excitation. For sufficiently strong
spin-resonator coupling, however, we find that a resonant mechanical response can
be obtained by driving the mechanical oscillator at one of the two eigenfrequencies
ωh ± d of the spin-resonator system, where d ≈ 1/√τhτc.
Section 7 uses the symmetric autocorrelation function for the oscillator’ mechan-
ical coordinate to characterize quantitatively the mechanical fluctuations. Equation
(7.5) is obtained in the limit of weak spin-resonator coupling and short T2. In the
regime where (7.6) holds and substantial cooling is possible, the strong spin-resonator
correlations which are responsible for cooling make a large contribution to mechanical
fluctuations. As a result, the mechanical thermal noise is not decreased by the cou-
pling to the hyperpolarized spins; indeed we find that when n∞ À 1/2 and n∞ À nc,
the thermal torque at the eigenfrequencies ωh ± d becomes larger than it would be
at ωh in the absence of the hyperpolarized spins. In this regime, as well as in the
regime where the spins behave as a cold bath, the noisy thermal torque acting on the
resonator is not decreased by the presence of the cold spins.
2 Model of the spin-resonator system
In analyzing a system consisting of a damped mechanical resonator and hyperpolar-
ized spins which flow past it, we will use the master equation
d
dt
ρ =
1
i~
[H0 + V, ρ] + Λhρ+ Λsρ, (7.9)
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where H0, V , and Λh are given respectively by (2.6), (2.11), and (2.25):
H0 = ω0Iz + ωh
µ
a†a+
1
2
¶
,
V = g
¡
I+a† + I−a
¢
,
Λhρ = −
nh + 1
τh
£
a†a, ρ
¤
+
+ 2
nh + 1
τh
aρa† (7.10)
− nh
τh
£
aa†, ρ
¤
+
+ 2
nh
τh
a†ρa.
(Note that for consistency with the notation used in section 1 of this chapter, we have
used nh rather than nth to denote the thermal number of quanta in the warm bath
which damps the resonator.) In order to reveal the fundamental properties of the
spin-resonator system without complicating the analysis, we will assume that spins
are perfectly resonant with the mechanical oscillator within a certain region of space
but far off resonance outside of this region. The spin operators Iz, I+, and I− act
only on the spins in the resonant region.
The superoperator Λs governs the decay of I due to spin-spin interactions, spin-
lattice interactions, and the flow of spins into and out of the resonant region. For
our purposes, it is sufficient to approximate the effects of Λs in an ad hoc way by
assuming that it causes relaxation of hIzi toward a hyperpolarized value PN/2 with
a time constant denoted by T1, and relaxation of transverse magnetization toward
zero with a time constant denoted by T2. In addition, we assume that Λs causes
relaxation of
­
I+a† − I−a
®
toward zero, with time constant T2. These assumptions
can be formally expressed as
Tr {(Λsρ) Iz} = − 1T1
µ
hIzi− 1
2
PN
¶
, (7.11)
Tr {(Λsρ) I±} = − 1T2 hI±i , (7.12)
Tr
©
(Λsρ)
¡
I+a† − I−a
¢ª
= − 1
T2
­
I+a† − I−a
®
. (7.13)
The relaxation of hIzi toward the hyperpolarized value PN/2 can be associated with
the flow of spins through the resonator, and so T1 is determined by the flow rate. In
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the case where the transverse decay described by equation (7.12) is due to the flow
of spins, equation (7.13) can be motivated by the idea that the flow of spins during
∆t causes a fraction of the spins in the cavity to be reset to the state having
­
I+a† − I−a
®
= 0.
More generally, equation (7.13) can be motivated by first considering the way
in which the oscillator’s relaxation superoperator Λh contributes to the equation of
motion of a product G
¡
a, a†
¢
F (I), where g
¡
a, a†
¢
is a function of the oscillator’s
raising and lowering operators, and F (I) is an arbitrary spin operator. Using the
cyclic property of the trace, we can express the term
Tr
©
(Λhρ)G
¡
a, a†
¢
F (I)
ª
in the form
Tr
©
ρ
£
Λ0hG
¡
a, a†
¢¤
F (I)
ª
,
where
Λ0hG = −
nh + 1
τh
£
a†a,G
¤
+
+ 2
nh + 1
τh
a†Ga
− nh
τh
£
aa†, G
¤
+
+ 2
nh
τh
aGa†.
can be obtained from Λhρ by respectively replacing
£
a†a, ρ
¤
+
,
£
aa†, ρ
¤
+
, aρa†, and
a†ρa by
£
a†a,G
¤
+
,
£
aa†, G
¤
+
, a†Ga, and aGa†. Consider an example in which G = a.
Since
Λ0ha = −
1
τh
a,
we find that
Tr {(Λhρ) aF (I)} = − 1τh haF (I)i .
Similarly, since
Λ0ha
†a = − 2
τh
¡
a†a− nh
¢
,
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we have
Tr
©
(Λhρ) a†aF (I)
ª
= − 2
τn
­¡
a†a− nh
¢
F (I)
®
.
These observations regarding Λh support the use of equation (7.13) as a simple way
to include the effects of spin relaxation in the model of the spin-resonator system. If
we assume that the spin relaxation can be characterized by a superoperator of the
form
Λsρ =
X
k
fk (I) ρ gk (I) , (7.14)
for some spin operators fk (I), gk (I), then the contribution of spin relaxation to the
equation of motion for
­
I+a† − I−a
®
is given by
Tr
©
(Λsρ)
¡
I+a† − I−a
¢ª
= Tr
©
ρ (Λ0sI+) a
† − ρ (Λ0sI−) a
ª
,
where
Λ0sF (I) =
X
k
gk (I)F (I) fk (I) .
Equation (7.12) makes the assumption that the contribution of Λs to the equation of
motion for hI±i is
− 1
T2
hI±i = Tr {(Λsρ) I±}
= Tr {ρΛ0sI±}
= hΛ0sI±i ,
which suggests the additional assumption
Λ0sI± = −
1
T2
I±. (7.15)
Equation (7.13) follows from the assumptions (7.14) and (7.15).
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3 Steady-state number of quanta in the resonator
Equations of motion for expectation values can be obtained by multiplying both sides
of the master equation (7.9) by an operator and taking the trace. The following
interaction-frame equations can be obtained in this way:
d
dt
­
a†a
®
= K − 2
τh
¡­
a†a
®
− nh
¢
, (7.16)
K ≡ −ig
­
I+a† − I−a
®
(7.17)
d
dt
hIzi = − 1T1
µ
hIzi− 1
2
PN
¶
+K, (7.18)
d
dt
­
I+a† − I−a
®
= − 1
τ1
­
I+a† − I−a
®
− 4ig
­
Iza†a
®
+ 2ig hI−I+i , (7.19)
1
τ1
≡ 1
τh
+
1
T2
. (7.20)
Note that K represents the rate at which hIzi changes due to the spin-resonator
interaction. Equation (A.10) of Appendix A gives a formula for this rate in the
limiting case where the time constants T1 and T2 are long, with τh so short that the
resonator is only weakly perturbed from thermal equilibrium:
∆ hIzi
∆t
= −4g2τhnh hIzi+ 2g2τh hI−I+i . (7.21)
By using (7.16) through (7.20) to do a steady-state calculation, we can lift this restric-
tion on T1 and T2, and allow for the possibility that the resonator’s state is strongly
perturbed from equilibrium with the thermal reservoir. Setting the left side of (7.19)
equal to zero and using (7.17) to eliminate
­
I+a† − I−a
®
gives
K∞ = −4g2τ1
­
Iza†a
®
∞ + 2g
2τ1 hI−I+i∞ . (7.22)
(Note that throughout this chapter, the subscript "∞" indicates a steady-state value.)
The similarity between (7.21) and (7.22) is striking. The switch from τh in (7.21)
to τ1 in (7.22) is due to the fact that the superoperator Λs has been included in the
model, and τ1 is replaced by τh in the limit of long T2. In both equations, the first
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term on the right-hand side of the equation characterizes stimulated emission and
absorption by the spins, while the second term on the right-hand side characterizes
spontaneous emission.
We assume that hIzi is sufficiently large, and that the spins interact with the
resonator for a short enough period that
­
Iza†a
®
∞ ≈ hIzi∞
­
a†a
®
∞ .
For simplicity, we also assume that the flow of spins through the cavity is fast enough
that the resonator-induced spin-spin correlations discussed in section 4 of chapter 3
remain weak:
­
I2x + I
2
y
®
≈ N/2, (7.23)
where N is the number of spins interacting with the oscillator. These approximations
allow us to express K∞ as
K∞ = −
2
τc
¡­
a†a
®
∞ − nc
¢
, (7.24)
nc ≡
1
2
µ
N
2 hIzi∞
− 1
¶
, (7.25)
τc ≡
¡
2g2τ1 hIzi∞
¢−1
. (7.26)
Note that equation (7.25) defines nc to be the number of quanta in the resonator
when it is at the steady-state "spin temperature," that is, the temperature defined
by the values of N and hIzi∞. In the steady state, equation (7.16) can be expressed
as
0 = − 2
τc
¡­
a†a
®
∞ − nc
¢
− 2
τh
¡­
a†a
®
∞ − nh
¢
, (7.27)
where nc and nh are the equilibrium values of
­
a†a
®
at the respective temperatures
associated with the spins and the warm bath. It is natural to interpret equation
(7.27) as implying that 2/τc is a rate constant for the relaxation of
­
a†a
®
toward the
equilibrium value nc determined by the "spin temperature," just as 2/τh is the rate
constant for relaxation of
­
a†a
®
toward the value nh. As in the simpler analysis
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presented in section 1, the steady-state number of quanta in the resonator can then
be expressed as
­
a†a
®
∞ =
τhnc + τcnh
τh + τc
. (7.28)
The rate constant 2/τc characterizes the cooling of the resonator by many cold
spins, while the rate constant R0 characterizes the cooling of spins by a single res-
onator at zero Kelvins:
2
τc
= 2g2τ1 (2 hIzi∞) , (7.29)
R0 = 2g2τh. (7.30)
In the case where T2 À τh, spin relaxation does not play a significant role in disrupting
the development of spin-resonator correlations, and τ1 ≈ τh. Under these conditions,
the rate constants given by (7.29) and (7.30) differ by the factor 2 hIzi∞, which can
be considered the "effective number of spins at zero Kelvins" which are cooling the
resonator. In considering numerical examples such as those presented in section 6 of
chapter 5, we have found that R0 achieved values of ∼ 1/ s when the dimensions of
the resonator’s magnets are of order 100 nm or less. The presence of the additional
factor 2 hIzi∞ in equation (7.29) suggests the possibility of observing the exchange of
entropy between spins and resonator at larger size scales, and in section 4 we present
a numerical example to characterize the regime in which substantial cooling could be
observed.
Additional support for the interpretation of 2/τc as a rate constant for cooling
may be obtained in the case where the spins pass by the resonator quickly enough
that they are only weakly perturbed from the hyperpolarized state. In this case, the
method of coarse-graining introduced in Appendix A can be used to derive a formula
for
K ≡ −ig
­
I+a† − I−a
®
which is correct to second order in the coupling constant g. Equations (7.18) and
(A.4), as well as equations of motion for I−I+ and Iza†a, are converted to integral
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equations. (In determining the contribution of Λs to these equations, we assume for
simplicity that the flow of spins past the resonator causes
­
Iza†a
®
and 1 hI−I+i to
relax with time constant T1 = T2.) We express K as an iterated integral and we
evaluate the integral over a time step ∆t which is long compared to τh and T1. Since
∆t is long compared to the period of time during which spin-resonator correlations
survive, we can neglect initial spin-resonator correlations. Making the approximation
(7.23) then yields the expression
K = −2g2τ1 (PN)
¡­
a†a
®
− nc
¢
, (7.31)
which implies that
2g2τ1 (PN)
is the rate constant for relaxation of
­
a†a
®
toward equilibrium with the spins. Note
that this rate constant differs from that of (7.29) in replacing 2 hIzi∞ by the hyper-
polarized value of 2 hIzi. This discrepancy is a result of the use of second-order
perturbation theory in calculating the rate constant. Roughly speaking, we can say
that changes in hIzi due to interaction with the resonator are at least second-order
in g. If we replace PN in (7.31) by an expression which includes effects which are
second-order or higher in g, the resulting expression will include terms of 4th order
or higher in g. Since the derivation of (7.31) only considers terms up to second order
in g, it cannot incorporate the relaxation of hIzi to hIzi∞.
At this point it may be tempting to conclude that the cold spins act as a bath
characterized by ringdown time τc and temperature
Tc =
~ωh
kB ln (1 + n−1c )
. (7.32)
Although this approach yields the correct values for
­
a†a
®
∞, the analysis in sections
5 through 7 shows that this model yields incorrect predictions for decay times of the
spin-resonator modes, the resonator’s response to a driving torque, and the mechan-
ical fluctuations. Section 5 shows that in the regime where substantial cooling has
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occurred, with τh ¿ T2, the spins and resonator are so strongly coupled that it is not
possible to distinguish a mechanical mode or a spin mode.
4 Numerical example of cooling
This section presents a numerical example based on a simplified model in which
polarized liquid xenon flows through a Halbach cylinder [43]. A Halbach cylinder
is a circular tube of magnetic material for which the arrangement of magnetization
produces a nominally uniform magnetic field within the tube and zero field outside
of the tube. The Halbach cylinder is chosen to yield a simple, optimistic estimate of
the size scale at which polarized spins could substantially cool a resonator, since the
nominally uniform field inside the cylinder would allow a relatively large volume of
cold spins to interact with the resonator. For this estimate, we set aside questions
having to do with the technical feasibility of the experiment (e.g., questions about
fabrication of the Halbach cylinder or its thermodynamic stability at small sizes).
Our goal is simply to give a rough characterization of the regime in which polarized
spins passing near a mechanical resonator could have a non-negligible effect on its
temperature.
Consider a Halbach cylinder having inner radius Ri, outer radius Ro, and length
3Ri, with magnetization 1.5T /μ0. The cylinder is mounted on a torsional beam
which runs parallel to the cylinder’s axis and has width and thickness equal to the
cylinder’s inner radius. The torsional beam length is adjusted to the value neces-
sary for resonance with the Larmor frequency of xenon in the field generated by the
Halbach cylinder. We suppose that xenon with a natural composition of isotopes
fills half the volume of the cylinder and that the polarization of 129Xe entering the
cylinder is [44]
P = .70.
The triple point of xenon occurs at 0.81 atm and 161K, and the boiling point of
xenon at 1 atm is 165K; within this temperature and pressure range the density of
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Cylinder Dimensions τh Th T∞ ωh/2π
Ri = 500 nm, Ro = 1μm, L = 1.5μm 290μs 300K 104K 11MHz
Ri = 500 nm, Ro = 600nm, L = 1.5μm 1.3ms 300K 9K 3MHz
Table 7.1: Resonators cooled by hyperpolarized spins
liquid xenon is approximately 22.6 kmol /m3 [45], and we assume this density for our
estimate. If the resonator’s quality factor is Q = 10, 000, then we obtain the results
shown in table 7.1, where
T∞ =
~ωh
kB ln (1 + n−1∞ )
, (7.33)
n∞ ≡
­
a†a
®
∞ .
(Decreasing the ratio Ro/Ri between the outer radius and the inner radius causes T∞
to decrease continually toward T∞ ≈ 8K as Ro → Ri.)
The transverse decay time of liquid xenon has been measured at 1300 s [46], which
allows us to consider T2 to be determined by the rate at which spins flow through the
cylinder. For the resonators of table 7.1, the rate at which quanta are donated to the
spins is such that hIzi changes by 0.6% or less during a time period of length τh, and so
we consider the interaction time between a spin and the resonator to be substantially
larger than τh without contradicting our assumptions that
­
Iza†a
®
∞ ≈ hIzi∞ n∞ and­
I2x + I2y
®
≈ N/2. The disruption of spin-resonator correlations is thus primarily due
to the thermal torque which acts on the resonator, and
τ1 ≈ τh.
The value of T∞ scales sharply with resonator size. Scaling up the first cylinder
in table 7.1 by a factor of 10 and the second by a factor of 100 while retaining the
assumption that Q = 10, 000, gives steady-state temperatures near 300K, as shown
in table 7.2. (Note that scaling the Halbach cylinder does not change the field at the
spins, and so the frequency, quality factor, and ringdown time are all held constant
as we scale up the resonators in table 7.1.)
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Cylinder Dimensions Th T∞
Ri = 5μm, Ro = 10μm, L = 15μm 300K 294K
Ri = 50μm, Ro = 60μm, L = 150μm 300K 297K
Table 7.2: Scaled-up spin-resonator systems
It may be considered surprising that cooling becomes negligible at size scales of
∼ 10μm, since one might have guessed that the presence of the term 2 hIzi∞ in (7.29)
would permit cooling to be observed at larger size scales. The nature of the scaling
can be clarified by noting that
2
τc
= 2g2τh (2 hIzi∞)
=
~
2
µ
γ
dBx
dθ
¶2 τh
ωh
∙hIzi∞
Ih
¸
. (7.34)
In these numerical examples, the two terms which vary as the resonators scale up are
grouped in square brackets on the right side of (7.34). The torsional beams make a
negligible contribution to the moment of inertia Ih in these examples, and we need
only consider the cylinder’s moment of inertia in estimating Ih. Since the shape of
the cylinder does not change during the scaling, we have
Ih ∼ r5,
hIzi∞ ∼ r3,
where r is a characteristic dimension of the cylinder, such as the inner radius. It
follows that
2
τc
∼ r−2
in these examples. It is the strong scaling of g2 with size which causes the cooling
to become negligible as the resonator is scaled up to have dimensions of order 10μm.
(Note that although in our example, the size dependence of g2 is determined solely
by the moment of inertia, similar scaling is obtained for a translational resonator. In
this case, the moment of inertia would be replaced by a mass, and the scale-invariant
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Cylinder Dimensions 2/τh 2/τc
Ri = 500 nm, Ro = 1μm 7000 s−1 13, 000 s−1
Ri = 5μm, Ro = 10μm 7000 s−1 130 s−1
Table 7.3: Dependence of rate constants on size
term dBx/dθ would be replaced by a gradient scaling as r−1.) Table 7.3 shows how
the rate constants 2/τc and 2/τh depend on size for the example resonator having
Ro/Ri = 2.
5 Modes of the spin-resonator system
In estimating a "steady-state temperature" T∞ based on the expectation value n∞,
we did not consider the question of whether the cooled oscillator "continues to look
like a mechanical oscillator" in the regime where T∞ differs substantially from Th.
In this section, we answer that question by studying the modes of the spin-resonator
system. Although most of our results will be derived from the master equation (7.9),
the nature of the system can initially be clarified using a model in which spins and
resonator are coupled by the lab-frame Hamiltonian
Hsh = −γ~dBxdθ Ixθ,
rather than the interaction-frame Hamiltonian
V = g
¡
I+a† + I−a
¢
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obtained using the rotating-wave approximation. The lab-frame equations of motion
are
d
dt
hθi = hpθi
Ih
− hθi
τh
, (7.35)
d
dt
hpθi = −Ihω2h hθi−
hpθi
τh
+ γ~
dBx
dθ
hIxi , (7.36)
d
dt
hIxi = −ω0 hIyi− hIxiT2 , (7.37)
d
dt
hIyi = ω0 hIxi− hIyiT2 + γ
dBx
dθ
hIzθi , (7.38)
d
dt
hIzi = − 1T1
µ
hIzi− PN
2
¶
− γdBx
dθ
hIyθi . (7.39)
Note the formal similarity between the equations for the oscillator variables hθi, hpθi
and those of the transverse spin variables hIxi, hIyi. Indeed, we can write second-
order differential equations for hθi and hIxi which highlight the formal similarity:
d2
dt2
hθi+ 2
τh
d
dt
hθi+
µ
ω2h +
1
τ 2h
¶
hθi = γ~
Ih
dBx
dθ
hIxi , (7.40)
d2
dt2
hIxi+ 2T2
d
dt
hIxi+
µ
ω2h +
1
T 22
¶
hIxi = ωhγdBxdθ hIzθi . (7.41)
For sufficiently large hIzi and short interaction time between each spin and the
resonator, we can approximate hIzθi by hIzi hθi and consider hIzi to be approximately
constant. Under these conditions, the evolution of the variables hθi, hIxi is formally
equivalent to that of two coupled oscillators, and interpreting the motion in this way
can lead to an intuitive understanding of the system. We define the moment of
inertia If of the formal oscillator associated with the variable hIxi to be
If =
~
ωh hIzi∞
,
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and we rewrite (7.40) and (7.41) as
Ih
d2
dt2
hθi+ 2Ih
τh
d
dt
hθi+ Ih
µ
ω2h +
1
τ 2h
¶
hθi = γ~dBx
dθ
hIxi , (7.42)
If
d2
dt2
hIxi+ 2IfT2
d
dt
hIxi+ If
µ
ω2h +
1
T 22
¶
hIxi = γ~dBxdθ hθi . (7.43)
The coupling between the two formal oscillators is associated with the potential func-
tion
V1 = −γ~
dBx
dθ
hIxi hθi . (7.44)
Note that a potential function of the same form is obtained when two linear harmonic
oscillators are coupled by a spring. For instance, let x1 and x2 represent the coordi-
nates of two linear oscillators, and suppose that they are coupled by a spring whose
potential energy is
A (x1 − x2)2 = Ax21 +Ax22 − 2Ax1x2. (7.45)
In (7.45), the terms Ax21 and Ax22 can be considered to modify the potential wells
of the individual oscillators, while the term −2Ax1x2 couples the two oscillators.
We can therefore visualize the spin-resonator system as consisting of two oscillators
coupled by a spring.
In order to obtain tractable solutions for the evolution of the system, we must
replace (7.35) through (7.38) with equations obtained under the rotating-wave ap-
proximation. The master equation (7.9), in combination with the approximations
hIzai ≈ hIzi hai ,
hIzi ≈ constant
≡ hIzi∞ ,
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yields a linear equation in the two variables hai, hI+i:
d
dt
hai = −
µ
iωh +
1
τh
¶
hai− ig hI+i , (7.46)
d
dt
hI+i = −
µ
iωh +
1
T2
¶
hI+i− 2ig hIzi∞ hai . (7.47)
We look for a steady-state solution to equations (7.46) and (7.47) of the form
hai (t) = e−(iω0+1/τ 0)t hai (0) , (7.48)
hI+i (t) = e−(iω0+1/τ 0)t hI+i (0) , (7.49)
hI+i (0) = η hai (0) . (7.50)
A motivation for this ansatz is the fact that steady motion of the oscillator creates a
sinusoidal transverse field; in the limit of weak spin-oscillator coupling, we expect the
response of the spins to be similar to the linear response described by the steady-state
solutions to the Bloch equations. Substituting (7.48) through (7.50) into (7.46) and
(7.47) yields a solution for η, ω0, τ 0. We obtain
η =
1±
q
1− 8 hIzi∞ (gb)2
2gb
i, (7.51)
1
b
≡
µ
1
τh
− 1
T2
¶
, (7.52)
and
ω0 = ωh + gRe (η) , (7.53)
1/τ 0 = 1/τh − g Im (η) . (7.54)
The physical content of these equations can be clarified by writing (7.53) and
(7.54) in a more explicit form. Define
s ≡ 8 hIzi∞ (gb)2
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and consider two cases. For s ≤ 1, we have
ω0 = ωh, (7.55)
1
τ 0
=
1
2
µ
1
τh
+
1
T2
¶
±
√
1− s
2
µ
1
τh
− 1
T2
¶
, (7.56)
while for s > 1, we have
ω0 = ωh ±
√
s− 1
2
µ
1
τh
− 1
T2
¶
, (7.57)
1
τ 0
=
1
2
µ
1
τh
+
1
T2
¶
. (7.58)
Equations (7.55) through (7.58) can be understood as natural results for a system of
two coupled oscillators. In the limit of strong coupling between the oscillators (that
is, large g or large hIzi∞) or similar dissipation rates for the two oscillators (that is,
large |b|), energy can be exchanged between the oscillators quickly enough that the
net dissipation rate is just the average of 1/τh and 1/T2. The ratio |hai / hI+i| that
characterizes the relative excitation of the spins and the resonator is equal for the two
modes, so neither mode can be specifically considered to be the mechanical mode. In
the limit of weak coupling or dissimilar dissipation rates, equation (7.56) shows that
the ringdown times for the two modes approach τh and T2 as g → 0. The solution
with ringdown time ∼ τh has larger excitation in the mechanical oscillator than the
solution with ringdown time ∼ T2.
In section 4, we presented numerical examples in which resonators were cooled by
hyperpolarized spins from the ambient temperature of 300K to temperatures of 100K
or less. The results obtained in the current discussion imply that for these numerical
examples, the spins and resonator are so strongly coupled that it is not possible to
distinguish a mechanical mode or a spin mode. Indeed, we will now show that the
value s = 1, which corresponds to the disappearance of distinct spin and mechanical
modes, occurs when
T∞ ≈
4
5
Th.
186
Note first that when one of the decay times τh, T2 is much longer than the other, the
term s which determines the form of the modes can be written in a simpler way, since
in this case
b ≈ min {τh, T2} .
We find that
s ≈ 4τ1
τc
,
where the rate constant 2/τc for cooling of the resonator by the spins is given by
(7.29), and τ1 is defined by (7.20). When τh ¿ T2, as in the numerical examples of
cooling that we considered, the transition to the strong-coupling regime occurs when
4τh
τc
≈ 1. (7.59)
Equation (7.59) implies that
n∞ =
τhnc + τcnh
τh + τc
≈ 4
5
nh,
where we have assumed that 4nh À nc. If
n∞ À 1,
if follows that
T∞ ≈
4
5
Th, (7.60)
since
T∞
Th
=
ln (1 + 1/nh)
ln (1 + 1/n∞)
≈ n∞
nh
.
Substantial cooling of the resonator by cold spins therefore requires that the coupling
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be strong enough to transform the mechanical mode into a mode which includes sig-
nificant contributions from both mechanical motion and spin precession. Consistent
with this observation is the fact that for the numerical example in which Th = 300K
to and T∞ =∼ 100K,
s ≈ 8.
In section 1 we analyzed the spin-resonator system using a simple model in which
the cold spins were represented by a cold bath whose properties were not affected
by the warm bath. This model is incorrect in the general case, for two reasons.
First, the theory supporting the use of a linear, time-independent superoperator to
describe relaxation due to coupling with a reservoir [7] is valid only in the limit of
weak coupling with the reservoir. As a result, it is only in the limit of weak-spin
resonator coupling (s ¿ 1) that the cold spins might be expected to behave as a
cold reservoir. Second, the rate constant 2/τc, which characterizes the resonator’s
relaxation toward equilibrium with the spins, depends on τh, that is, on the coupling
between the resonator and the warm bath. Except in the limiting case where 2/τc is
independent of the resonator’s coupling to the warm bath, it is incorrect to represent
the spins as a reservoir which acts independently of the warm bath. This limit
corresponds to the condition T2 ¿ τh, since this condition guarantees that it is spin
relaxation rather than the ringdown time τh that limits the lifetime of spin-resonator
correlations. In the regime defined by
s¿ 1, (7.61)
T2 ¿ τh, (7.62)
however, we might expect to recover the results obtained from equation (7.1) to be
valid. Indeed, replacing
√
1− s by 1 − s/2 in (7.56) and using condition (7.62) to
simplify the resulting expression shows that the decay time of the mechanical mode
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is
1
τh
+ 2g2T2 hIzi∞ =
1
τh
+
1
τc
≡ 1
τ∞
,
which agrees with equation (7.3), the result obtained by treating the cold spins as an
independent thermal bath.
6 Response of the system to a torque acting on
the resonator
In order to determine how the coupling to the hyperpolarized spins modifies the res-
onator’s sensitivity as a detector of an external torque, we will calculate the system’s
response to a torque acting on the resonator. An external torque f (t) corresponds
to a term −f (t) θ added to the oscillator’s Hamiltonian Hosc in (7.9), so that the
equations governing hθi and hI+i become
d
dt
hai = −
µ
iωh +
1
τh
¶
hai− ig hI+i+ i
r
1
2Ih~ωh
f (t) , (7.63)
d
dt
hI+i = −
µ
iωh +
1
T2
¶
hI+i− 2ig hIzi∞ hai . (7.64)
We consider the case where
f (t) = Fe−iωt (7.65)
and we look for a steady-state solution of the form
hai (t) = Aωe−iωt, (7.66)
hI+i (t) = ηω hai (t) = ηωAωe−iωt. (7.67)
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The solution for Aω and ηω can be expressed as½
(ω − ωh) f (ω) +
i
τd (ω)
¾
Aω = −
r
1
2Ih~ωh
F , (7.68)
ηω =
2g hIzi∞
(ω − ωh) + i/T2
, (7.69)
where
f (ω) ≡ 1− 1
τcτ1
©
(ω − ωh)2 + 1/T 22
ª , (7.70)
1/τd (ω) ≡
1
τh
+
1
T2τcτ1
©
(ω − ωh)2 + 1/T 22
ª . (7.71)
The content of (7.68) becomes clearer if we compare it to the formula obtained in
the case where the coupling constant g is zero:
½
(ω − ωh) +
i
τh
¾
Aω = −
r
1
2Ih~ωh
F . (7.72)
Although (7.72) is an unusual way to describe the steady-state response of the oscil-
lator, it is straightforward to verify that in the limit of weak coupling to the reservoir,
it yields the familiar steady-state expression for hθi (t). We may calculate the me-
chanical response to a torque at frequency ωh as if the ringdown time were
1
τd
=
1
τh
+ 2g2T2 hIzi∞ . (7.73)
At frequencies ω 6= ωh, the resonator responds as if its ringdown time were τd (ω) and
the driving torque were off resonance by (ω − ωh) f (ω).
In the case where (7.62) holds, we recover the expression τ∞ obtained by treating
the spins as a cold bath:
1
τd
=
1
τh
+ 2g2τ1 hIzi∞
=
1
τ∞
.
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For the numerical examples we considered in section 4, however, the resonator’s linear
response will be considerably weaker at resonance than it would be for a mechanical
oscillator with ringdown time τ∞, since
1
τd
=
1
τh
+ 2g2T2 hIzi∞
À 1
τh
+ 2g2τh hIzi∞
≈ 1
τ∞
.
A physical interpretation of this conclusion is that in the presence of the cold spins
with long relaxation time, energy initially donating to the resonator by the driving
torque is efficiently transferred onward to the cold spins, since the long relaxation
time of the spins allows for a strong resonant response to the driving of the spins by
the mechanical resonator. The transverse spin magnetization then exerts a torque on
the resonator which counteracts the external torque and prevents a large mechanical
response from developing.
The correctness of this interpretation can be demonstrated formally by considering
the steady-state form of equation (7.63):
−iωAω = −
µ
iωh +
1
τh
¶
Aω − igηωAω + i
r
1
2Ih~ωh
F . (7.74)
The four terms in (7.74) represent distinct physical contributions which must cancel
in the steady state. The last term on the right side of the equation represents the
external torque, while the term − (iωh + 1/τh)Aω represents the torques associated
with the potential well and the damping by the warm bath. The term −iωAω can
be interpreted as an "inertial torque." The remaining term, −igηωAω, characterizes
the torque exerted on the resonator by the spins. The torque associated with the
imaginary part of −igηω may be interpreted as modifying the resonator’s potential
energy, since it oscillates in phase with the torque exerted by the potential well, and
it is responsible for replacing the term (ω − ωh) in (7.72) by (ω − ωh) f (ω) in (7.68).
The torque associated with the real part of −igηω acts in phase with the damping
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torque exerted by the warm bath, and it can be considered to damp the mechanical
motion, causing τh to be replace by τd (ω). Equation (7.69) shows that the value of ηω
is peaked around ω = ωh, and in the case where T2 is long, the peak value of ηω will be
large. This peak value will be associated with a large transverse magnetization which
exerts a damping torque on the resonator. Even in the case where the condition
1
τc
= 2g2τh hIzi∞
¿ 1
τh
implies that cooling will be negligible, a sufficiently large value of T2 will guarantee
that during steady-state driving, most of the energy donated to the spin-resonator
system by an external torque acting on the resonator will take the form of spin exci-
tation. In the regime where T2 À τh, the mechanical resonator could be considered
a device for transferring an external torque at frequency ωh into excitation of hyper-
polarized spins.
Although the mechanical response to a driving torque at ωh becomes weak when
T2 À τh, equations (7.70) and (7.71) allow for the possibility of a resonant mechanical
response at frequencies which are out of resonance with the spins. This occurs at
frequencies ω sufficiently far from ωh that the damping torque exerted by the spins is
negligible, but close enough to ωh that the resonator’s potential function is modified
by the spins, yielding
(ω − ωh) f (ω) = 0.
Under these conditions, the mechanical response has the same amplitude that it would
if the spins were absent and the driving torque were at frequency ωh. To demonstrate
this formally, note that when
(ω − ωh)2 À 1T 22
, (7.75)
the resonator responds as if its ringdown time were
1
τd
=
1
τh
µ
1 +
1
T2τc (ω − ωh)2
¶
, (7.76)
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and the driving torque were off resonance by
(ω − ωh) f (ω) = (ω − ωh)
µ
1− 1
τcτh (ω − ωh)2
¶
. (7.77)
When ω satisfies
(ω − ωh)2 À 1τcT2 (7.78)
in addition to (7.75), then
τd ≈ τh. (7.79)
If
τc ≤ T2, (7.80)
then condition (7.75) automatically holds when (7.78) does, and we assume that this
is the case, since τc ≥ T2 À τh would otherwise imply that cooling is negligible. The
condition T2 À τh then allows us to chose ω such that (7.75) and
1
τcτh (ω − ωh)2
≈ 1 (7.81)
are both satisfied. Equation (7.77), (7.79), and (7.81) then imply that the resonator
responds as if the spins were absent and ω were resonant with the mechanical fre-
quency. Note that in the limit of strong-coupling, defined by sÀ 1, equation (7.81)
is satisfied at the frequencies of the two modes of the system.
As an illustration, we consider the example resonator of table 7.1 which is cooled
from Th = 300K to T∞ = 104K. The rate at which quanta are donated to the
spins is such that hIzi changes by 0.1% during a time period of length τh, and so we
may choose the flow rate such that the interaction time between spins and resonator
is T2 = 50τh, without invalidating the assumption that the spins are only weakly
perturbed from the hyperpolarized state during their interaction with the resonator.
Since
τh ≈ 2τc,
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conditions (7.78) can be expressed as
(ω − ωh)2 À 1
25τ 2h
,
and the zero of f (ω) occurs at
(ω − ωh)2 ≈
2
τ 2h
. (7.82)
When ω satisfies (7.82), the mechanical response has the same magnitude that if would
have if the spins were absent and ω were resonant with the mechanical frequency.
7 The cooled mode as a sensitive detector?
Equation (7.5), obtained by modelling the spins as a cold bath, predicts that the noisy
thermal torque which acts on the resonator will not be diminished by the presence
of the cold spins. To investigate the validity of this result, we use the symmetric
correlation function
C (t2 − t1) =
1
2
hθ (t2) θ (t1)− θ (t1) θ (t2)i
to evaluate the thermal fluctuations of a system. We assume that the mechanical
fluctuations during driving by an external torque can be estimated using the steady-
state correlation function during cooling in the absence of a external torque. As
support for this approach, we note that our model of the spin-resonator system has
yielded a linear system, and that the motion of such a system under the influence
a driving force or torque is the sum of the steady-state driven motion plus motion
identical with that of the undriven system.
The details of the derivation, as well as the general formula for C (t), are presented
in Appendix N. In the limit where (7.61) and (7.62) hold, we recover the results
obtained by treating the cold spins as a thermal bath: the correlation function
reduces to that of an oscillator which has ringdown time τ∞ and is at temperature
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T∞. The examples we considered in which cooling was substantial had T2 À τh and
sÀ 1, and in this regime, C (t) can be expressed as
C (t) ≈ exp (−t/2τh) cos (ωht)
©­
θ2
®
∞ cos (dt)− c2 hIyθi∞ sin (dt)
ª
, t > 0 (7.83)
≈ ~
Ihωh
n∞ exp (−t/2τh) cos (ωht)
n
cos (dt)−
p
τh/τc sin (dt)
o
, t > 0 (7.84)
≈ ~
Ihωh
n∞
µ
1 +
τh
τc
¶
exp (−t/2τh)× (7.85)
cos ((ωh + d) t+ φ) + cos ((ωh − d) t− φ)
2
, t > 0,
where
d ≈ 1/√τhτc,
c2 = −
r
2~
Ihωh
2gτhp
4τh/τc − 1
,
with φ a phase constant that can be evaluated using equation (N.23). (In making
this simplification, we have also assumed n∞ À 1/2 and n∞ À nc.)
In the absence of the spin-resonator coupling, the correlation function would be
C1 (t) =
~
Ihωh
nh exp (−t/τh) cos (ωht) , t > 0. (7.86)
By comparing (7.83) through (7.85) with (7.86), we can give a physical interpretation
of the spins’ effect on the mechanical fluctuations in this regime. From (7.84),
we see that in cooling the resonator, the spins reduce the instantaneous correlation
C (0) = hθ2i from (~/Ihωh)nh to (~/Ihωh)n∞, the same value it would have for an
oscillator at temperature T∞. The coupling to the spins also slows down the decay
of the correlations, since the time constant in the exponential term increases from
τh to τ 0 = 2τh, the decay constant for each of the spin-resonator modes. Since the
modes of the system have frequencies ωh ± d, the correlations oscillate at these two
frequencies rather than at frequency ωh, as shown by equation (7.85). Note that
the resonant mechanical response will be observed at these frequencies, since they
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satisfy equation (7.81). Finally, we see from (7.83) and (7.84) that although the
spin-resonator correlations characterized by hIyθi∞ do not contribute to C (0), they
are converted to correlations in θ within a time t = π
√
τhτc/2. The contribution made
by the correlation hIyθi∞ increases the amplitude of C (t) by a factor of 1+ τh/τc, as
can be seen from equation (7.85).
The significance of the term hIyθi∞ can be understood by noting from (7.39) that
in the absence of the rotating-wave approximation, the rate K at which quanta are
transferred from spins to oscillator is given by
K = −γdBx
dθ
hIyθi .
The energy exchange characterized by K is mediated by fluctuating fields which
induce correlations Iy (t1) θ (t1). The instantaneous value of these correlations can
be viewed as a fluctuating random variable, and the conversion of this fluctuating
variable into fluctuating values of θ (t1) θ (t2) and θ (t2) θ (t1) can make a significant
contribution to the mechanical fluctuations. Since the term n∞ (1 + τh/τc) appearing
in (7.85) can be written as
n∞
µ
1 +
τh
τc
¶
= nh +
τh
τc
nc,
we can consider the effective number of quanta in the resonator to be greater than nh
for purposes of estimating the mechanical fluctuations. Although the instantaneous
correlation hθ2i∞ has the value characteristic of a cooled oscillator, the amplitude of
C1 (t) is not decreased by the cooling process.
The conditions T2 À τh and s À 1 guarantee that the mechanical response to
torques at the frequencies ωh ± d is that of a resonant mechanical oscillator with
ringdown time τh. At these frequencies, the spectral density of the thermal torque
can therefore be written as
SN =
µ
4I2hω
2
h
τ 2h
¶
Sθ,
where the spectral density Sθ for position is found by taking the Fourier transform
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of C (t), and where the difference between ω2h and (ωh ± d)2 has been neglected. We
can obtain Sθ by noting that the spectral density obtained from a correlation function
of the form
A exp (−t/τ) cos (ωat)
yields a spectral density which can be approximated as
A
τ
1 + τ 2 (ω − ωa)2
provided that τωa À 1 and |ω − ωa| ¿ ωa. Since the phase factors φ in (7.85) have
negligible effect on the spectral density, Sθ can be written as the sum of two terms,
each having the form
~
2Ihωh
n∞
µ
1 +
τh
τc
¶
2τh
1 + 4τ 2h (ω − ωi)
2 ,
where ωi = ωh ± d is a frequency of one of the modes of the spin-resonator system.
We find that at each of these frequencies
Sθ ≈
τh~
Ihωh
µ
nh +
τh
τc
nc
¶
,
SN ≈
4Ih~ωh
τh
µ
nh +
τh
τc
nc
¶
. (7.87)
The spectral density of the mechanical fluctuations and the thermal torque at fre-
quencies ωh ± d are thus larger than they would be at ωh in the absence of the
hyperpolarized spins.
In conclusion, the use of hyperpolarized spins to cool a mechanical resonator does
not improve its sensitivity as a detector of an applied torque, since the mechanical
thermal noise, characterized by equation (7.87), is not decreased by the coupling to
the hyperpolarized spins; indeed, we have found that when n∞ À 1/2 and n∞ À nc,
the thermal torque at the eigenfrequencies ωh ± d becomes larger than it would be
at ωh in the absence of the hyperpolarized spins. In this regime, as well as in the
regime where the spins behave as a cold bath, the noisy thermal torque acting on the
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resonator is not decreased by the presence of the cold spins.
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Appendix A
Derivation of the spin-relaxation
equations from the full master
equation
In this appendix we illustrate the method we have used in deriving equations of motion
for spin operators using the interaction-frame master equation for the spin-resonator
system:
d
dt
ρ =
1
i~
[Hs + V, ρ] + Λρ. (A.1)
We assume that the resonator’s ringdown time τh is so short that the resonator
functions as a reservoir, remaining near thermal equilibrium during its interaction
with the spins, and we derive a coarse-grained derivative ∆ hIzi /∆t, where
∆tÀ τh. (A.2)
In addition to satisfying (A.2), the time step ∆t must be short compared to the time
required for relaxation of hIzi.
We use time-dependent perturbation theory to evaluate the coarse-grained deriv-
ative to lowest order in the coupling constant g. To motivate the approach, we first
recall that a master equation of the form
d
dt
ρ (t) = Lρ (t)
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can be transformed into an integral equation:
ρ (t) = ρ (0) +
Z t
0
Lρ (t1) dt1.
Replacing the density matrix ρ (t1) appearing in the integrand by an integral equation
for ρ (t1) yields
ρ (t) = ρ (0) +
Z t
0
Lρ (0) dt1 +
Z t
0
Z t1
0
L (Lρ (t2)) dt2 dt1.
Repeating the process of substituting an integral equation for the time-dependent
integrand yields a series expansion in which successive terms depend on higher powers
of the superoperator L.
An analogous process can be used to obtain a series expansion of ∆ hIzi /∆t.
We use (A.1) to find the instantaneous derivative d hIzi /dt, and this derivative is
transformed to an integral equation for hIzi. Time-dependent quantities appearing
in the integrand are themselves replaced by integral equations, and the process is
repeated to yield a series expansion for hIzi. Terms of high-order in the coupling
constant g are discarded, and the remaining integrals are evaluated to yield an explicit
formula for ∆ hIzi /∆t.
In carrying out this procedure, we will use the following equations:
hIzi (t) = hIzi (0) +
Z t
0
(−ig)
­
I+a† − I−a
®
(t1) dt1, (A.3)
­
I+a† − I−a
®
(t) = e−t/τh
­
I+a† − I−a
®
(0) (A.4)
+ e−t/τh
Z t
0
et1/τh (−4ig)
­
Iza†a
®
(t1) dt1
+ e−t/τh
Z t
0
et1/τh2ig hI−I+i (t1) dt1,
­
Iza†a
®
(t) = e−2t/τh
­
Iza†a
®
(0) (A.5)
+ e−2t/τh
Z t
0
e2t1/τh
µ
2nth
τh
¶
hIzi (t1) dt1 +O (g) ,
hI−I+i (t) = hI−I+i (0) +O (g) . (A.6)
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These are derived by transforming derivatives obtained from (A.1) into integral equa-
tions. Replacing t in (A.3) by ∆t gives
∆ hIzi
∆t
=
hIzi (t)− hIzi (0)
∆t
=
−ig
∆t
Z ∆t
0
­
I+a† − I−a
®
(t1) dt1. (A.7)
From (A.4), we obtain an integral equation for
­
I+a† − I−a
®
(t1) which is substituted
into the integrand of (A.7):
∆ hIzi
∆t
=
−ig
∆t
­
I+a† − I−a
®
(0)
Z ∆t
0
e−t1/τh dt1
+
−ig
∆t
(−4ig)
Z ∆t
0
e−t1/τh
Z t1
0
et2/τh
­
Iza†a
®
(t2) dt2 dt1
+
−ig
∆t
(2ig)
Z ∆t
0
e−t1/τh
Z t1
0
et2/τh hI−I+i (t2) dt2 dt1.
Continuing in this way, we obtain
∆ hIzi
∆t
=
−ig
∆t
­
I+a† − I−a
®
(0)
Z ∆t
0
e−t1/τh dt1
+
−ig
∆t
(−4ig)
­
Iza†a
®
(0)
Z ∆t
0
e−t1/τh
Z t1
0
et2/τhe−2t2/τh dt2 dt1
+
−ig
∆t
(−4ig)nth hIzi (0)
Z ∆t
0
e−t1/τh
Z t1
0
et2/τh
¡
1− e−2t2/τh
¢
dt2 dt1
+
−ig
∆t
(2ig) hI−I+i (0)
Z ∆t
0
e−t1/τh
Z t1
0
et2/τh dt2 dt1 +O
¡
g3
¢
,
which is evaluated as
∆ hIzi
∆t
=
τh
∆t
¡
1− e−∆t/τh
¢
(−ig)
­
I+a† − I−a
®
(0) (A.8)
+
1
∆t
∙
τ 2h
µ
1
2
− e−∆t/τh + 1
2
e−2∆t/τh
¶¸¡
−4g2
¢ ­
Iza†a
®
(0)
+
1
∆t
∙
τh∆t+ τ 2h
µ
−3
2
+ 2e−∆t/τh − 1
2
e−2∆t/τh
¶¸¡
−4g2
¢
nth hIzi (0)
+
1
∆t
£
τh∆t− τ 2h
¡
1− e−∆t/τh
¢¤ ¡
2g2
¢ hI−I+i (0) +O ¡g3¢ .
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Equation (A.8) is correct to second order in the coupling constant, regardless of
the relative sizes of τh and ∆t. In the case where τh ¿ ∆t, negligible error is in-
troduced by considering the resonator to be uncorrelated with the spins and in a
thermal state at the beginning of the time step. A similar approximation is made in
the general derivation of the master equation given in reference [7], where it is shown
that correlations present at the beginning of the time step make a contribution to the
motion only during a time period of order τh. Since the initial spin-resonator corre-
lations decay almost immediately on the scale of the time step ∆t, these correlations
do not make a significant contribution to the motion of hIzi during ∆t. Relaxation
of hIzi depends on the new correlations which develop continually during ∆t, and the
contribution of these correlations is not affected by the approximation of treating the
resonator and spins as initially uncorrelated. This approximation yields
­
I+a† − I−a
®
(0) = hI+i (0)
­
a†
®
th
− hI−i (0) haith
= 0,
­
Iza†a
®
(0) = hIzi (0)
­
a†a
®
th
= hIzi (0)nth,
from which it follows that
∆ hIzi
∆t
=
1
∆t
∙
τ 2h
µ
1
2
− e−∆t/τh + 1
2
e−2∆t/τh
¶¸¡
−4g2
¢
nth hIzi (A.9)
+
1
∆t
∙
τh∆t+ τ 2h
µ
−3
2
+ 2e−∆t/τh − 1
2
e−2∆t/τh
¶¸¡
−4g2
¢
nth hIzi
+
1
∆t
£
τh∆t− τ 2h
¡
1− e−∆t/τh
¢¤ ¡
2g2
¢ hI−I+i .
Since τ 2h is negligible compared to τh∆t, we can discard terms in (A.9) proportional
to τ 2h and obtain an equation of motion for hIzi:
∆ hIzi
∆t
= −4g2τhnth hIzi+ 2g2τh hI−I+i
= R0 (nth + 1) hI−I+i−R0nth hI+I−i . (A.10)
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Appendix B
Relative magnitudes of the rate
constants for lifetime and secular
broadening
Section 2 of chapter 2 presents the interaction-frame equations for resonator-induced
transverse relaxation. In the case where the magnetic field B (θ) is approximated to
second order in θ, the equations can be expressed in the form
d
dt
hIxi = − (Rlifetime +Rsecular) hIxi−R0
¿
1
2
(IxIz + IzIx)
À
,
d
dt
hIyi = − (Rlifetime +Rsecular) hIyi−R0
¿
1
2
(IyIz + IzIy)
À
,
where
Rlifetime = g2τh (2nth + 1)
=
µ
γ
2
dBx
dθ
¶2 ~
2Ihωh
τh (2nth + 1)
and
Rsecular =
1
2
f2τhnth (nth + 1)
=
1
2
µ
γ
d2Bz
dθ2
~
2Ihωh
¶2
τhnth (nth + 1) .
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We estimate the relative magnitude of Rlifetime and Rsecular for the example resonator
described by table 5.3. Section 5.1 of chapter 5 shows that the field can be expressed
as
B (θ) = Ba +Bh
µ
3
2
θ, 0, 1− 3θ2
¶
, (B.1)
where Bh is the magnitude of the resonator’s field at the spins. Equation (B.1)
implies that
dBx
dθ
=
3
2
Bh,
d2Bz
dθ2
= −3Bh,
which yields
Rsecular
Rlifetime
=
4nth (nth + 1)
(2nth + 1)
~
Ihωh
.
For the example resonator, we have
Ih = 6.3× 10−33 kgm2 ,
ωh = (2π) 628MHz ,
nth = 0.052,
and
Rsecular
Rlifetime
≈ 10−14.
Note that the rate constant Rsecular becomes comparable to Rlifetime at tempera-
tures high enough that
Rsecular
Rlifetime
≈ 2nth
~
Ihωh
is of order unity or greater. Using the high-temperature approximation
nth ≈
kBT
~ω
,
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we find that this occurs when
T & Ihω
2
h
2kB
,
which is of order 109K for the example resonator.
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Appendix C
Longitudinal relaxation when the
resonator’s field is inhomogeneous
In this appendix, we remove the constraint that the resonator’s field is uniform across
the sample. The method used in Appendix A to obtain a series expansion for
∆ hIzi /∆t can be extended to this more general problem in a natural way. We
first consider a problem in which the spins all experience the same field but are not
perfectly resonant with the mechanical oscillator. We define the frequency offset β
by
ω0 = −ωh + β.
As in Appendix A, a series expansion for ∆ hIzi /∆t is obtained by repeatedly replac-
ing time-dependent integrands with integral equations. The expansion is in powers
of the coupling constant g as well as the offset β. Term of order g3 or higher are dis-
carded, but the series in β is not truncated, since we wish to allow for the possibility
that β À g.
Including the frequency offset in the spin Hamiltonian introduces an additional
term into the integral equation (A.4), while leaving (A.3), (A.5), and (A.6) unchanged.
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The full set of integral equations needed for the derivation is
hIzi (t) = hIzi (0) +
Z t
0
(−ig)
­
I+a† − I−a
®
(t1) dt1 (C.1)
­
I+a† − I−a
®
(t) = e−t/τh
Z t
0
et1/τh (iβ)
­
I+a† + I−a
®
(t1) dt1 (C.2)
+ e−t/τh
Z t
0
et1/τh (−4ig)
­
Iza†a
®
(t1) dt1
+ e−t/τh
Z t
0
et1/τh (2ig) hI−I+i (t1) dt1
­
I+a+ + I−a
®
(t) = e−t/τh
Z t
0
et1/τh (iβ)
­
I+a† − I−a
®
(t1) dt1 (C.3)
­
Iza†a
®
(t) = nth hIzi (0) +O (g) (C.4)
hI−I+i (t) = hI−I+i (0) +O (g) . (C.5)
Note that the we have used the approximations
­
Iza†a
®
(0) = nth hIzi (0)
and
­
I+a† − I−a
®
(0) = hI+i (0)
­
a†
®
th
− hI−i (0) haith
= 0,
which introduce negligible error provided τh ¿ ∆t. After two iterations of replacing
time-dependent integrands by integral equations, we obtain
hIzi (t) = hIzi (0) +
£
−4g2nth hIzi (0) + 2g2 hI−I+i (0)
¤×Z t
0
e−t1/τh
Z t1
0
et2/τh dt2 dt1
+ (−ig) (iβ)2
Z t
0
e−t1/τh
Z t1
0
Z t2
0
et3/τh
­
I+a† − I−a
®
(t3) dt3 dt2 dt1,
where terms of order g3 or higher have been discarded. Repeating this process yields
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a series expansion for hIzi (t):
hIzi (t) = hIzi (0) +
£
−4g2nth hIzi (0) + 2g2 hI−I+i (0)
¤× C, (C.6)
with
C =
Z t
0
e−t1/τh
Z t1
0
et2/τh dt2 dt1+ (C.7)
(iβ)2
Z t
0
e−t1/τh
Z t1
0
Z t2
0
Z t3
0
et4/τh dt4 . . . dt1+
(iβ)4
Z t
0
e−t1/τh
Z t1
0
Z t2
0
Z t3
0
Z t4
0
Z t5
0
et6/τh dt6 . . . dt1 + · · · .
Note that the expansion given by equations (C.6) and (C.7) includes arbitrarily high
powers of the offset β. To estimate C, we replace t in (C.7) by ∆tÀ τh and evaluate
the integral:
C ≈
¡
τh∆t− τ 2h
¢
− (βτh)2
¡
τh∆t− 3τ 2h
¢
(C.8)
+ (βτh)
4 ¡τh∆t− 5τ 2h¢+ · · ·
Although the factors (τh∆t− 3τ 2h) and (τh∆t− 5τ 2h) are each close to τh∆t, the ap-
proximation of replacing (τh∆t− jτ 2h) by τh∆t will be invalid for high-order terms in
the series (C.8). Provided that |βτh| is sufficiently small that C is well approximated
by a sum of the initial terms for which
τh∆t− jτ 2h ≈ τh∆t,
we obtain
C ≈ τh∆t
£
1− (βτh)2 + (βτh)4 − · · ·
¤
≈ τh∆t
1
1 + (βτh)
2 . (C.9)
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Equations (C.6) and (C.9) yield
∆ hIzi
∆t
= [R0 (nth + 1) hI−I+i−R0nth hI+I−i] 1
1 + (βτh)
2 . (C.10)
In the case where the resonator’s field varies across the sample, we define at spin
k a local coordinate frame such that the static field is directed along the z-axis and
the resonator’s field is confined to the xz-plane. The spin operators Iz,k, I+,k, and
I−,k are defined relative to the local frame. Under the rotating wave approximation,
the two terms of the Hamiltonian which act on the kth spin are ~ (−ωh + βk) Ik,z and
~gk
¡
I+,ka† + I−,ka
¢
, where (−ωh + βk) and gk are the respective Larmor frequency
and coupling constant for the kth spin. We define the lab-frame operator I 0z by
I 0z =
X
k
Iz,k.
The derivation of equation (C.10) can be adapted to the problem of finding an ex-
pression for ∆ hI 0zi /∆t in this more general case, and we find that
∆ hI 0zi
∆t
= −
X
k
4g2kτhnth
1 + (βkτh)
2 hIz,ki+
X
k
X
j
2gjgkτh
1 + (βkτh)
2 hI−,jI+,ki ,
which reduces to (C.10) if all spins experience the same frequency offset and the same
coupling to the resonator.
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Appendix D
Derivation of the semiclassical
equation for longitudinal relaxation
In deriving a semiclassical equation for longitudinal relaxation, we note first that
the steps used in Appendix A to obtain the equation (A.10) from the set of integral
equations (A.3) through (A.6) are purely mathematical; given a similar set of integral
equations for the semiclassical system, the same steps could be performed to yield
an equation analogous to (A.10). We therefore proceed by defining semiclassical
variables analogous to those appearing in the quantum mechanical integral equations
of Appendix A, and we will use standard rules of calculus, in combination with some
physical reasoning, to obtain integral equations for the semiclassical system. In
order to simplify notation, we drop the superscript c used to distinguish semiclassical
variables from analogous quantum operators.
The equation of motion of a semiclassical spin I is
d
dt
I = γI×B, (D.1)
while the motion of a driven torsional resonator with coordinate θ and momentum pθ
is governed by the equations
d
dt
θ =
1
Ih
pθ −
1
τh
θ, (D.2)
d
dt
pθ = −Ihω2hθ −
1
τh
pθ + f (t) , (D.3)
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where f (t) is the driving torque. The interaction energy between spins and resonator
is
W = −μ ·B (θ) ,
where
μ = γ~I
is the magnetic dipole associated with the spins. The driving torque exerted by the
spins is
−∂W
∂θ
=
dBx
dθ
μx.
and the total torque f (t) acting on the resonator is
f (t) =
dBx
dθ
γ~Ix (t) +N (t) ,
where N (t) is the thermal torque.
Semiclassical analogs of the raising and lowering operators for the spin and the
resonator are defined in the same way as the quantum operators:
a =
1√
2
Ãr
Ihωh
~
θ + i
r
1
Ihωh~
pθ
!
,
a† =
1√
2
Ãr
Ihωh
~
θ − i
r
1
Ihωh~
pθ
!
,
I+ = Ix + iIy,
I− = Ix − iIy,
and we move to the "semiclassical interaction frame" by multiplying these variables by
exponentials which cancel the time-dependence associated with the fast, unperturbed
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motion:
a˜ = eiωhta, (D.4)
a˜† = e−iωhta†,
I˜+ = eiωhtI+,
I˜− = e−iωhtI−.
The right side of equation (D.1) is expressed in terms of these interaction frame
variables, and the quickly oscillating terms are discarded, as in the rotating-wave
approximation. Simplification of the resulting equations yields
d
dt
Iz = −ig
³
I˜+a˜† − I˜−a˜
´
(D.5)
and
d
dt
I˜+ = −2igIza˜. (D.6)
The first-order approximation to B (θ) is used in calculating these derivatives:
B (θ) =
µ
dBx
dθ
θ, 0, Bz
¶
.
The derivative of a˜ is found by differentiating (D.4), substituting (D.2) and (D.3) into
the derivative, expressing the resulting equation in the interaction frame, and using
the rotating-wave approximation:
d
dt
a˜ = − 1
τh
a˜− igI˜+ +
i√
2Ihωh~
eiωhtN . (D.7)
The product rule of elementary calculus, in combination with equations (D.5),
(D.6), and (D.7) is used to obtain integral equations similar to equations (A.3) through
(A.6) of Appendix A. In order to obtain equations which do not include the thermal
torque N , an average is taken over the statistical ensemble, and correlations between
spin variables and the thermal torque acting on the resonator are neglected. The
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quickly fluctuating thermal torque N can be considered an impulse which acts on the
resonator during the short correlation time of the torque, and the impulse response
of the resonator appears as a weak correlation between the resonator motion and the
torque. The thermal motion of the resonator is thus a sum of decaying responses to
many uncorrelated impulses, with each impulse response contributing only weakly to
the motion. Correlation between the instantaneous thermal torqueN (t) and the spin
motion depends on the spins’ response to the small fraction of the resonator motion
which results from the impulse occurring at time t, and can thus be neglected.
We obtain in this way the differential equations
d
dt
hIzi = −ig
D
I˜+a˜† − I˜−a˜
E
, (D.8)
d
dt
D
I˜+a˜† − I˜−a˜
E
=
1
τh
D
I˜+a˜† − I˜−a˜
E
− 4ig
­
Iza˜†a˜
®
+ 2ig
D
I˜−I˜+
E
, (D.9)
d
dt
D
I˜−I˜+
E
= O (g) , (D.10)
which yield integral equations analogous to (A.3), (A.4), and (A.6). Note that these
equations are unchanged if they are transformed from the interaction frame to the
lab frame, since
I˜+a˜† = I+a†,
I˜−a˜ = I−a,
Iza˜†a˜ = Iza†a,
I˜−I˜+ = I−I+.
Since the integral equations being derived are valid in both frames, we simplify nota-
tion by dropping tildes from the variables.
The semiclassical analog of (A.5) is
d
dt
­
Iza†a
®
= − 2
τh
­
Iza†a
®
+
1
Ihωh~
hIzpθNi+O (Ω) . (D.11)
In evaluating hIzpθNi, we note that the resonator evolves under the influence of
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distinct torques which are associated with the spins and the reservoir fluctuations, so
we may write pθ as a sum of the two terms:
pθ = p
(S)
θ + p
(R)
θ .
Here p(S)θ and p
(R)
θ give the resonator’s response to the respective torques associated
with the spins and the reservoir. Since the spins and the damping torque N are
considered uncorrelated, both I and p(S)θ are statistically independent of the thermal
torque N , and we can write
hIzpθNi ≈
D
Izp
(S)
θ
E
hNi+
D
Izp
(R)
θ N
E
=
D
Izp
(R)
θ N
E
.
Similarly, we may neglect correlations between Iz and the thermal function p
(R)
θ N :
hIzpθNi ≈ hIzi
D
p(R)θ N
E
.
In order to obtain an explicit expression for the thermal average
D
p(R)θ N
E
, we
consider a resonator which interacts only with a reservoir, simplifying notation by
dropping the superscript ‘R’ from the resonator momentum. The correlation between
the momentum and the thermal torque can be found by considering the derivative
dEh/dt, where
Eh =
1
2Ih
p2θ +
Ihω2h
2
θ2
is the resonator energy. Substituting the equations of motion (D.2) and (D.3) into
the expression
d
dt
Eh =
1
Ih
pθ
d
dt
pθ + Ihω2hθ
d
dt
θ
gives
d
dt
Eh =
−2
τh
Eh +
1
Ih
pθN ,
where N (t) is the thermal torque acting on the resonator. Taking the mean value of
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both sides yields
d
dt
hEhi = −2τh hEhi+
1
Ih
hpθNi .
Since
hEhi = kBT ,
we have d hEhi /dt = 0 and
hpθNi = 2Ihτh hEhi .
Defining
nc =
hEhi
~ωh
,
we may express (D.11) as
d
dt
­
Iza†a
®
= − 2
τh
­
Iza†a
®
+
2
τh
nc hIzi+O (g) . (D.12)
Converting (D.8), (D.9), (D.10), and (D.12) to integral equations and using these to
derive a coarse-grained derivative equation yields the semiclassical relaxation equation
d hIzi
dt
= −2R0nc hIzi+R0 hI−I+i .
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Appendix E
Longitudinal relaxation due to
coupling between product-state
populations
Section 4 of chapter 3 presents a heuristic argument for the idea that if product states
can be chosen as eigenstates, and if the spin-resonator interaction does not induce
couplings between populations and coherences, then spin-spin correlations make no
contribution to the relaxation of hIzi. To formalize this argument, we note first that
the spin-resonator interaction Hamiltonian (2.11) couples product-state populations
ρaa and ρcc only if eigenstates |ai, |ci differ by exactly one spin flip. The rate constants
Γc→a, Γa→c for population transfer have the same value as they do for transfer between
the two states of a single spin interacting with the resonator.
Consider the changes in populations which occur during a time step ∆t. All
such changes can be accounted for by summing the population transfers associated
with the set of transition probabilities Γn→m. These population transfers may be
considered to occur in any order we choose, and each Γn→m couples two states which
differ by exactly one spin flip. We initially focus attention on spin 1, and we take Z1
to be the set of all Γn→m which couple eigenstates differing by a flip of this spin. We
will show that if all population transfers associated with Z1 occur, and if these are the
only transfers that occur, then hIz,1i relaxes exactly as if spin 1 were an isolated spin
interacting with its own resonator, while hIz,ji is unchanged, for j 6= 1. By defining
Zj to be the set of all Γn→m which couple eigenstates differing by a flip of spin j, and
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then sequentially applying all population transfers associated with Z2, Z3, and so on,
we find that during ∆t each spin has relaxed toward its thermal population as if it
were interacting with its own resonator.
To establish this argument, we must show that if all population transfers associ-
ated with Γn→m ∈ Zk occur, and if these are the only transfers that occur, then hIz,ki
relaxes as if spin k were an isolated spin interacting with a resonator, while hIz,ji is
unchanged, for j 6= k. Group the product eigenstates into pairs, with the eigenstates
of each pair differing by a flip of spin k, and let |+βi, |−βi denote the respective
eigenstates of pair β for which spin k is oriented parallel and antiparallel to Bz. In
addition, let ρ(+β), ρ(−β) denote the respective populations of states |+βi, |−βi, and
define
ρ+ =
X
β
ρ(+β),
ρ− =
X
β
ρ(−β).
Population transfers associated with Zk cause ρ(+β) and ρ(−β) to evolve during the
time step ∆t exactly as if they were the populations of an isolated spin interacting
with the resonator. Indeed, arguments similar to those used in deriving equation
(2.29) show that population is transferred from ρ(+β) to ρ(−β) at rate R0nthρ(+β) and
from ρ(−β) to ρ(+β) at rate R0 (nth + 1) ρ(−β). It follows that ρ+ and ρ− evolve under
the same differential equations as the populations of an isolated spin relaxing due to
its interactions with a resonator:
d
dt
ρ+ = −R0nthρ+ +R0 (nth + 1) ρ−,
d
dt
ρ− = −R0 (nth + 1) ρ− +R0nthρ+,
and since hIz,ki can be expressed as
hIz,ki = 1
2
ρ+ −
1
2
ρ−,
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these transitions cause hIz,ki to relax as if it were an isolated spin.
Note that for each pair β, the sum
ρβ ≡ ρ(+β) + ρ(−β)
does not change during these transitions, and that for j 6= k, we have
hIz,ji =
X
β
λz,j ρβ,
where λz,j is the eigenvalue of Iz,j for the two states in pair β. Since ρβ does not
change during these transitions, hIz,ji remains constant. This establishes our claim
that direct coupling between populations, in the absence of any coupling between
populations and coherences, causes hIzi to relax exponentially with rate constant Rh
to thermal equilibrium with the resonator.
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Appendix F
Transverse relaxation due to
coupling between product-state
coherences
Although section 5 of chapter 3 shows that the damping constant for a coherence be-
tween product states increases with the size of the sample, transfer between product-
state coherences can yield exponential transverse relaxation with rate constant Rh/2,
regardless of the size of the sample. In particular, suppose that the single-quantum
coherences are grouped into sets Zk, where the coherences in set Zk are between
states which differ by a flip of spin k. Recall that in section 3 of chapter 3, we argued
that the transfer between coherences ρcd and ρab that is characterized by Rabcd will
be suppressed if the frequency difference |ωab − ωcd| is perturbed to a value larger
than 2πRabcd. We show here that if the frequency differences between coherences
within each set Zk are small enough that transfers within Zk are preserved, while
transfers between coherences belonging to Zk and other coherences are suppressed
by frequency differences, then the transverse relaxation induced by the resonator is
exponential with rate constant Rh/2.
In demonstrating this result, we first define sk to be the sum of all coherences
within Zk:
sk =
X
ρab∈Zk
ρab,
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and we claim that
hIx,ki = 1
2
sk. (F.1)
Equation (F.1) can be established by expanding the density matrix as
ρ =
X
ρab |ai hb| ,
and writing Ix,k as
Ix,k =
1
2
(I+,k + I−,k) .
For coherences ρab belonging to Zk, we have one of two possibilities:
Tr {ρabI+,k |ai hb|} = ρab,
Tr {ρabI−,k |ai hb|} = 0,
or
Tr {ρabI+,k |ai hb|} = 0,
Tr {ρabI−,k |ai hb|} = ρab,
while for coherences ρcd not belonging to Zk, we have
Tr {ρcdI+,k |ci hd|} = Tr {ρcdI−,k |ci hd|} = 0.
Summing over the coherences belonging to Zk, we obtain equation (F.1).
Since
hIxi =
X
k
hIx,ki ,
it suffices to show that
d
dt
sk = −
1
2
Rhsk (F.2)
if transfers within Zk are preserved while transfers between coherences belonging to Zk
and other coherences are suppressed. Two types of couplings contribute to (d/dt) sk.
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First, coupling constants Rabab contribute terms of the form
Rababρab = −1
2
ÃX
n6=a
Γa→n +
X
n6=b
Γb→n
!
ρab. (F.3)
Equation (F.3) can be written as
Rababρab = −1
2
(Γa→b + Γb→a) ρab −
1
2
ÃX
n6=a,b
Γa→n +
X
n6=b,a
Γb→n
!
ρab (F.4)
= −1
2
Rhρab −
1
2
ÃX
n6=a,b
Γa→n +
X
n6=b,a
Γb→n
!
ρab. (F.5)
In going from (F.4) to (F.5), we used the fact that the rate constants Γm→n for transfer
of population between product states which differ by a single spin flip are the same
as for the two states of a single-spin system.
Assume that coherences in Zk are coupled only to other coherences belonging to
the same set. These couplings are associated with processes in which two transitions
|ai → |ci and |bi → |di occur, with both transitions involving a flip of spin j 6= k
in the same direction. Without loss of generality, we assume that both transitions
involve a flip up of spin j:
I+,j |ai = |ci ,
I+,j |bi = |di .
The product of matrix elements which contributes toRcdab is hμ, b |V | ν, di hν, c |V |μ, ai.
We first demonstrate that the matrix elements hν, d |V |μ, bi and hν, c |V |μ, ai have
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the value
­
ν
¯¯
a†
¯¯
μ
®
:
hν, d |V |μ, bi = ­ν, d ¯¯I+a†¯¯μ, b®
= hd |I+| bi
­
ν
¯¯
a†
¯¯
μ
®
= hd |I+,j| bi
­
ν
¯¯
a†
¯¯
μ
®
= hd|di ­ν ¯¯a†¯¯μ®
=
­
ν
¯¯
a†
¯¯
μ
®
.
Since similar steps can be used to obtain hν, c |V |μ, ai = ­ν ¯¯a†¯¯μ®, we have
hν, c |V |μ, ai = hν, d |V |μ, bi
and
hμ, b |V | ν, di hν, c |V |μ, ai = |hν, c |V |μ, ai|2
= |hν, d |V |μ, bi|2 .
It follows from (3.6) and (3.9) that
Rcdab = Γa→c = Γb→d
=
1
2
(Γa→c + Γb→d) .
We can thus write (F.5) as
Rababρab = −1
2
Rhρab +
X
Zk
−Rcdabρab, (F.6)
where the sum is over all coherences in Zk except ρab. Equation (F.6) can be in-
terpreted to mean that the evolution governed by the coefficient Rabab of the master
equation includes a contribution associated with the "intrinsic decay "of ρab, for which
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the rate constant is Rh/2, and a contribution associated with transfers from ρab to
other coherences belonging to the set Zk. If we sum the derivatives of all coherences
in Zk, all contributions of the form ±Rcdabρab and ±Rabcdρcd cancel, and the only
remaining terms have the form − (Rh/2) ρab or − (Rh/2) ρcd. It follows that equation
(F.2) holds, i.e., transverse relaxation induced by the resonator is exponential and
has rate constant Rh/2.
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Appendix G
Comparison between the use of an
optimal filter and least-squares
fitting
Unknown parameters in a measured signal are often estimated by least-squares fitting,
rather than by applying an optimal filter. In this section, we compare the two
methods of data analysis for signals of the formGm0 (t), withm0 (t) a known function.
The signal and the noise are assumed to be continuous functions of time, and errors
arising from digitization of the signal are neglected. We show that if the noise
is white, least-squares fitting yields the same value of G as that obtained from an
optimal filter. If the noise is not white, however, the two methods in general yield
different values of G, and the least-squares fit corresponds to an estimate made using
a non-optimal filter.
Given a function f (t) = m (t) +n (t), the least-squares fit is the function Gm0 (t)
that minimizes the integral
kf −Gm0k2 =
Z ∞
−∞
[f (t)−Gm0 (t)]2 dt. (G.1)
If the functions f (t) and m0 (t) belong to a Hilbert space such as L2, the problem
of finding G can be cast in geometric language. The set of scalar multiples of
m0 (t) constitutes a one-dimensional subspace, and the least-squares fit Gm0 (t) is
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the projection of f (t) onto this subspace. Indeed, Gm0 (t) will be given by
Gm0 (t) = m0 (t)
hm0, fi
km0k2
,
where
hm0, fi =
Z ∞
−∞
m0 (t) f (t) dt
and
km0k2 =
Z ∞
−∞
m20 (t) dt.
We see that least-squares fitting produces the amplitude estimate
G =
R∞
−∞m0 (t) f (t) dtR∞
−∞m
2
0 (t) dt
. (G.2)
(Note that under the standard convention, which has n (t) 6→ 0 as t→ ±∞, it is not
true that f (t) belongs to L2 (R). This is merely a matter of convention, however.
If we limit the domain of integration for equation G.1 to a finite interval [a, b] that
includes all times t for which m0 (t) is non-negligible, then f (t) and m0 (t) can be
assumed to belong to L2 [a, b].)
We compare equation G.2 to the estimate that would be obtained using an optimal
filter. The signal f (t) is passed through the filter K having transfer function
K (ω) = c
M∗0 (ω)
Sn (ω)
.
The amplitude estimate X is given by
X =
φ
μ0
,
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where
φ =
1
2π
Z ∞
−∞
K (ω)F (ω) dω
= c
1
2π
Z ∞
−∞
M∗0 (ω)
Sn (ω)
F (ω) dω (G.3)
and
μ0 = c
1
2π
Z ∞
−∞
M∗0 (ω)
Sn (ω)
M0 (ω) dω. (G.4)
If the noise is white, then the constant term Sn can be taken outside the integrals of
equations G.3 and G.4, and we find that
φ =
Z ∞
−∞
m0 (t) f (t) dt
and
μ0 =
Z ∞
−∞
m20 (t) dt.
The amplitude estimate obtained in this way is
X =
R∞
−∞m0 (t) f (t) dtR∞
−∞m
2
0 (t) dt
,
which is identical to the value obtained with a least-squares fit. We conclude that
using a least-square fit is equivalent to using a filter which is optimal for extracting
the signal from white noise. In the case where Sn (ω) varies over the spectral width of
m0 (t), the least-squares fit does not take account of the structure of Sn (ω), whereas
the optimal filter does.
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Appendix H
Spectral density in signal-to-noise
ratio estimates
In this appendix, we introduce the spectral density as a tool to be used in SNR
calculations. Recall that in analyzing the variance of a measured amplitude due to
noise superimposed on the signal, we considered a noisy signal
f (t) = m (t) + n (t) ,
where m (t) is the useful signal and n (t) is the noise. When f (t) is passed into filter
K, the output function is
φ (t) = μ (t) + ν (t) ,
where μ (t) and ν (t) would be the respective outputs if m (t) and ν (t) were passed
throughK individually. The amplitude estimate, denoted byX and given by equation
(4.2), differs from the actual amplitude by a term proportional to ν (t0), where t0 is
a time determined by the filter’s transfer function. (If we do not care about whether
the filter is causal, then t0 can be chosen arbitrarily. In section 1 of chapter 4, for
instance, we set t0 = 0.) To calculate SNR, we divide the mean value hXi by the
standard deviation of X, which can be calculated if the variance ν (t0) is known.
In the context of calculating SNR, the spectral density is used only as a tool for
calculating this variance.
Since ν (t0) is obtained by passing the noise n (t) through a filter, one natural
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approach might be to calculate the frequency components of n (t) and then use the
filter’s transfer function to determine the frequency components of ν (t). This ap-
proach presents a technical difficulty, however, since the function n (t) is convention-
ally assumed not to approach zero as t → ±∞. As a result, the Fourier transform
of n (t) is not defined. Fortunately, we merely need the variance of ν (t0), not the
frequency components of ν (t). An alternate approach to obtaining this variance
can be used if we assume that n (t) is stationary and has zero mean, with K linear
and time-invariant. An outline of this approach introduces the spectral density in a
simple way.
The assumptions on n (t) and K guarantee that ν (t) is also stationary and has
zero mean [19]. The variance of ν (t0) is represented by the notation hν2i, and it is
given by Cν (0), where
Cν (t) = hν (t) ν (0)i .
Our strategy will be to calculate Cν (0) in terms of the correlation function Cn (t),
which is defined similarly to Cν (t):
Cn (t) = hn (t)n (0)i .
We define the spectral densities Sn (ω), Sν (ω) to be the respective Fourier transforms
of Cn (t) and Cν (t):
Sn (ω) =
Z ∞
−∞
e−iωtCn (t) dt,
Sν (ω) =
Z ∞
−∞
e−iωtCν (t) dt.
Reference [19] shows that
Sν (ω) = |K (ω)|2 Sn (ω) , (H.1)
where the transfer function of K is denoted by K (ω). If the correlation function
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Cn (t) has been previously derived, then equation H.1 can be used to calculate hν2i:
­
ν2
®
= Cν (0)
=
1
2π
Z ∞
−∞
Sν (ω) dω
=
1
2π
Z ∞
−∞
|K (ω)|2 Sn (ω) dω.
This integral can in principle be evaluated, since the transfer function |K (ω)| is as-
sumed to be known, while the spectral density Sn (ω) can be calculated from knowl-
edge of Cn (t).
This short introduction to the spectral density includes the ideas needed to un-
derstand its use as a tool in calculating SNR. The mean-square magnitude of the
unfiltered noise is expressed as a sum over Fourier components of the noise’s cor-
relation function. Filtering the noise modifies these Fourier components, and the
mean-square magnitude of the filtered noise is calculated as a sum over the modified
Fourier components.
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Appendix I
Statistics of a classical resonator
In this appendix we derive an expression for the spectral density of the thermal
torque exerted on a classical torsional oscillator in equilibrium with a reservoir. The
first section provides a shortened derivation of the correlation function of a classical
oscillator, adapted from a derivation originally given by McCombie [47], as well as
formal justification for an assumption made by McCombie. The second section
derives the spectral density of the thermal torque.
1 Correlation function of the oscillator’s coordi-
nate
McCombie shows that the correlation function for a classical torsional resonator is
[47]
Cθ (t) ≡ hθ (t) θ (0)i
=
­
θ2
®
e−|t|/τh
µ
cosωdt+
1
τhωd
sinωd |t|
¶
, (I.1)
where
Ihθ¨ (t) +
2Ih
τh
θ˙ (t) + kθ = N 0 (t) (I.2)
230
is the Langevin equation of motion that governs the resonator,
­
θ2
®
=
kBT
k
is the mean-square thermal displacement, and
ωd =
s
k
Ih
− 1
τ 2h
is the frequency of the freely-running damped resonator. From (I.1) it follows that
the spectral density Sθ (ω) of the thermal fluctuations is
Sθ (ω) =
4kBT
τhIh
Ã
1
(ω2 − ω2θ)
2
+ 4ω2/τ 2h
!
. (I.3)
A significant assumption behind McCombie’s derivation of (I.1) is that "subse-
quent to any given instant the history of the random couple is quite independent
of the fluctuation in the deflection at that instant" [47]. Stated in mathematical
notation, McCombie’s assumption is
hN 0 (t0) θ (t)i = 0, t < t0.
In investigating this assumption, we note first that the resonator’s equation of motion
(I.2) can be integrated [48] to give a formal expression for θ (t):
θ (t) =
1
Ih
Z t
−∞
e−(t−t
0)/τh sinωd (t− t
0)
ωd
N 0 (t0) dt0. (I.4)
Inspection of this equation shows that θ (t) retains a memory of the fluctuating torque
N 0 (t0) for a period on the order of the ringdown time τh, since N 0 (t0) in general
contributes to the integral when (t− t0) /τh is on the order of unity. Torques exerted
after time t do not directly contribute to θ (t), so we do not expect them to be
correlated with θ (t). These statements can be demonstrated formally by calculating
hN 0 (t0) θ (t)i. If we consider the torque to vary so quickly that its correlation function
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is approximated as
hN 0 (t)N 0 (t0)i = σ2N 0δ (t− t0) ,
with σ2N 0 the variance of N
0, and δ the Dirac delta function, then we can use equa-
tion (I.4) to find hN 0 (t0) θ (t)i. Changing the variable of integration in (I.4) to t00,
multiplying by N 0 (t0), and taking the mean of each side gives
hN 0 (t0) θ (t)i =
⎧
⎨
⎩
σ2
N0
Ih
sinωd(t−t0)
ωd
e−(t−t0)/τh, t0 < t
0 t < t0
(I.5)
Equation (I.5) shows that the resonator coordinate θ (t) is correlated with N 0 (t0)
when t0 precedes t by a time on the order of τh. Intuitively, we can say that the
resonator retains a memory of the torques exerted on it in the past during a period
whose length is on the order of τh, but it has no knowledge of the torques that will
be exerted on it in the future, since the reservoir itself has no memory.
It is now simple to derive the correlation function Cθ (t). We multiply the
Langevin equation
Ih
d2
dt
θ (t) +
2Ih
τh
d
dt
θ (t) + kθ (t) = N 0 (t)
by θ (t0), with t0 < t, and take the mean value of each side. Since hθ (t0)N 0 (t)i = 0,
we find that
Ih
d2
dt2
hθ (t0) θ (t)i+ 2Ih
τh
d
dt
hθ (t0) θ (t)i+ k hθ (t0) θ (t)i = 0.
The solution to this differential equation in t is
hθ (t0) θ (t)i = ­θ2 (t0)® e−(t−t0)/τh ∙cos (ωd (t− t0)) + 1τhωd sin (ωd (t− t0))
¸
, t > t0.
(I.6)
Since θ (t) is a stationary random process, equation (I.6) depends only on the differ-
232
ence between t0 and t. We can thus consider t0 = 0 and write
hθ (0) θ (t)i = ­θ2® e−t/τh µcosωdt+ 1τhωd sinωdt
¶
, t > 0. (I.7)
Alternatively, we can choose t = 0 to obtain
hθ (t0) θ (0)i = ­θ2® e−|t0|/τh µcosωd |t0|+ 1τhωd sinωd |t0|
¶
, 0 > t0. (I.8)
Equations (I.7) and (I.8) can be combined in the form
Cθ (t) = hθ (t) θ (0)i =
­
θ2
®
e−|t
0|/τh
µ
cosωdt+
1
τhωd
sinωdt
¶
,
which is the desired result.
2 Spectral density of the thermal torque
The thermal torque N 0 and the angular displacement θ are considered to be ergodic,
stationary random processes with zero mean. For each sample function N 0 (t), there
is an associated sample function θ (t) giving the displacement of the resonator driven
by N 0 (t). For a given pair N 0 (t), θ (t), we define truncated functions N 0T (t) and
θT (t) which have as their domain some large interval [−T, T ] and which coincide
respectively with N 0 (t), θ (t) on this interval. The spectral density of N 0T (t) and
θT (t) will be denoted by SN 0,T (ω) and Sθ,T (ω), respectively. In addition, CN 0 (t),
and SN 0 (ω) denote the respective correlation function and the spectral density of N 0,
while Cθ (t) and Sθ (ω) are defined analogously for θ. Our goal in this section is to
find an expression for SN 0 (ω), the spectral density of the thermal torque.
If N 0T (t) is given by
N 0T (t) =
∞X
n=1
N 0n cos (ωnt+ φn) ,
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with ωn = πn/T , then
θT (t) = θini (t) +
∞X
n=1
θn cos (ωnt+ ψn) ,
where
θn =
N 0n
Ih
1q
(ω2n − ω2θ)
2
+ 4ω2n/τ 2h
. (I.9)
Here Ih, ωθ, and τh are the resonator’s moment of inertia, frequency, and ringdown
time, respectively. The function θini (t) is included because the resonator’s response
to the driving torque during the interval [−T, T ] depends on the initial state of the
resonator at time t = −T ; that is, θini (t) corresponds to the ringing down of an
undriven resonator. If the time interval is sufficiently large compared to the ringdown
time τh, then θini (t) will make a negligible contribution to the Fourier components
of θT (t), which we may consider to be given by θn. From equation I.9, we conclude
that
Sθ,T (ωn) =
|θn|2
2T
=
|N 0n|2
2T
1
I2h
³
(ω2n − ω2θ)
2
+ 4ω2n/τ 2h
´
= SN 0,T (ωn)
1
I2h
³
(ω2n − ω2θ)
2
+ 4ω2n/τ 2h
´ .
In general, the spectral density of a random process can be obtained by calculating
the spectral density of truncated functions such as N 0T (t) and θT (t), averaging over
the ensemble, and then taking the limit as T →∞ [19]:
Sθ (ω) = lim
T→∞
hSθ,T (ω)i ,
SN 0 (ω) = lim
T→∞
hSN 0,T (ω)i .
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We find that
Sθ (ω) =
1
I2h
³
(ω2 − ω2θ)
2
+ 4ω2/τ 2h
´ lim
T→∞
hSN 0,T (ω)i
=
SN 0 (ω)
I2h
³
(ω2 − ω2θ)
2
+ 4ω2/τ 2h
´ . (I.10)
It follows from (I.10) and (I.3) that
SN 0 (ω) =
4IhkBT
τh
.
The single-sided spectral density SsN 0 of the fluctuating torque is
SsN 0 = 2SN 0 (ω)
=
8IhkBT
τh
. (I.11)
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Appendix J
Contribution of the induced
electric field to the resonator’s
kinetic energy
Movement of the magnetic mechanical resonator will cause the magnetic field in the
space surrounding the resonator to vary with time, and the oscillating magnetic field
will induce an electric field. The energy of the induced electric field is proportional to
the square of the magnet’s angular velocity, and may thus be considered to contribute
to the resonator’s kinetic energy. A simple argument suggests that this contribution
is negligible for a radio-frequency nanoscale resonator. Note first that the resonator’s
magnetic field Bh (x, t) can be estimated using the quasistatic approximation, since
the wavelength of light at a typical resonator frequency of 500MHz is many orders of
magnitude larger than the dimensions of the resonator [49, 50]. A quasistatic esti-
mate of Bh (x, t) is obtained by dropping the displacement current from the Maxwell
equation
∇×B = μ0J+ μ0ε0∂E∂t (J.1)
and calculating B as if it were generated by a static current distribution
∇×B = μ0J.
Note, however, that if the displacement current is removed from equation (J.1), then
the magnetic field cannot exchange energy with the electric field unless J is changed
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by the induced electric field. In the case where B is generated by the bound current
of magnetic material, then there is no mechanism for energy exchange between the
magnetic and electric fields. Conservation of energy therefore implies that if the
quasistatic approximation is valid, the energy of the induced electric field is negligible
compared to the energy of Bh (x, t).
We used a simple example resonator model to make a numerical estimate of the
ratio
r =
Telec
Tmech
,
where Telec is the energy of the induced electric field, and Tmech is the mechanical
kinetic energy. A Halbach cylinder [43] is a circular tube of magnetic material for
which the arrangement of magnetization produces a nominally uniform magnetic field
within the tube and zero field outside of the tube. The simplicity of this magnetic
field facilitates an estimate of the electric field induced by the rotation of the cylinder
around its axis. For this estimate, we used an equation similar in form to the Biot-
Savart law:
E (x, t) =
−1
4π
Z ∂B
∂t (x
0, t)× (x− x0)
|x− x0|3 d
3x0, (J.2)
where Bh (x, t) is calculated using the quasistatic approximation. We assumed
Ro
Ri
= 3,
where Ri, Ro are the respective inner radius and outer radius of the Halbach cylinder,
as well as a remanent magnetization of
μ0M = 1.5T ,
and a magnetic density equal to that of iron. For the ratio r we obtained a scale-
invariant expression with the approximate value
r ∼ 10−15.
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The contribution of the energy of the induced electric field to the kinetic energy of a
nanoscale magnetic mechanical oscillator is therefore negligible.
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Appendix K
General formula for the magnetic
spring constant
For a magnetic mechanical oscillator whose magnetization remains constant in a ref-
erence frame fixed in the oscillator, a simple formula for the magnetic spring constant
can be obtained. A magnetic dipole μ in a static applied field Ba has energy
U = −Baμ cos θ, (K.1)
where θ is the angle between μ and Ba. For small θ, (K.1) can be approximated as
U = −Baμ+
1
2
Baμθ2,
which is the potential energy of a harmonic oscillator with magnetic spring constant
kmag = Baμ. (K.2)
In the case where a soft magnetic oscillator moves in a large applied field, the
magnetization can be considered to remain continuously aligned with the applied
field, so that
θ ≈ 0
throughout the motion. Naive use of equation (K.1) would suggest that in this case,
magnetic energy makes no contribution to the oscillator’s spring constant. This
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conclusion is incorrect, however, since (K.1) only takes account of the interaction
between the magnetization and the applied field, without including the magnetostatic
energy associated with the interaction between dipoles at different points within the
magnetic material.
In this appendix, we derive a formula for the magnetic spring constant in the
general case where magnetization can change as the oscillator moves. We begin by
considering the Hamiltonian for a nonrelativistic system of particles evolving in an
external electromagnetic field [51]. The vector and scalar potentials for the electro-
magnetic field are each expressed as the sum of a dynamical variable and an externally-
determined function associated with the applied field. The particles evolve under
the action of the total electromagnetic fields E, B, and act as sources for the fields
E0, B0 associated with the dynamical variables. In the case where the applied field
is purely magnetic, the Hamiltonian for the system is [51]
H =
X
α
1
2ma
(r˙α)
2 −
X
α
μa ·B (rα) + VCoul +HR. (K.3)
Here rα and μa are the respective position and magnetic moment of particle α, and
the Coulomb energy VCoul is given by
VCoul = εαCoul +
X
α>β
qαqβ
4πε0 |rα − rβ| ,
with qα the charge on particle α, and εαCoul the "self-energy" of its Coulomb field.
The Hamiltonian HR governs the dynamical fields E0 and B0:
HR =
1
2
Z
ε0 (E0⊥)
2
+
1
μ0
(B0)2 d3x. (K.4)
In equation (K.4), E0⊥ denotes the transverse electric field. Excitation of the trans-
verse electric field can be interpreted as quanta in electromagnetic modes.
If the system can be characterized with sufficient accuracy by a single pair of
conjugate dynamical variables θ and pθ, and if the terms in (K.3) can be separated
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into two distinct expressions U and T , with U depending only on θ, and T depending
only on pθ, then an "effective potential energy" U and an "effective kinetic energy"
T can be defined. Note that if the system is considered to be semiclassical, with
dynamical variables represented by functions rather than operators, thenH = U+T is
a constant of the motion. Since a change∆T will be accompanied by a corresponding
change −∆U , we see that U and T conform to our expectations for kinetic and
potential energy. In particular, if θ is an angular coordinate, and if U and T can be
approximated as
U =
1
2
khθ2,
T =
1
2
Ihθ˙2
for some constants kh, Ih, then we can consider the system to be a torsional harmonic
oscillator with spring constant kh and moment of inertia Ih.
In the case where the system of particles governed by (K.3) is a magnetic mechan-
ical oscillator, we define
U = −
X
α
μα ·B (rα) + VCoul + 1
2μ0
Z
(B0)2 d3x,
T =
X
α
1
2mα
(r˙α)
2 +
1
2
Z
ε0 (E0⊥)
2 d3x.
We argued in Appendix J that the contribution of the electric field to the kinetic
energy of a nanoscale magnetic oscillator is negligible, and so we assume that T can
be approximated as X
α
1
2ma
(r˙α)
2 =
1
2
Ihθ˙2.
We seek a formula for the contribution made to U by the magnetic energy Umag.
Note first that VCoul is responsible for magneto-crystalline anisotropy, as well as ex-
change interactions, and can therefore affect Umag. To simplify the discussion, we
assume that these forms of energy do not contribute significantly to the oscillator’s
potential. The field B0 generated by the oscillator’s magnetization can be expressed
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as the sum of an averaged field Bh and an internal field Bi:
B0 = Bh +Bi.
The field Bh (r) is calculated by treating the ferromagnetic material as a continuum
described by the magnetization M, while Bi (r) corrects Bh (r) by subtracting the
contribution made by the continuum in the immediate vicinity of r and by adding
the actual contribution of the sources in this region. These approximations allow us
to write Umag as
Umag = −
X
α
μα · (Ba +Bh +Bi) + 1
2μ0
Z
(Bh +Bi)
2 d3x
= −μ ·Ba −
X
α
μα ·Bh + 1
2μ0
Z
B2h d
3x (K.5)
−
X
α
μα ·Bi + 1μ0
Z
Bi ·Bh d3x+ 1
2μ0
Z
B2i d
3x,
where μ is the oscillator’s net dipole moment.
We next observe that the integral of B2h can be simplified using the vector identityZ
V
P · (∇×Q) d3x =
Z
V
Q · (∇×P) d3x+
Z
S
(Q×P) · da, (K.6)
where P and Q are vector functions, V is a volume of integration, and S is the
surface of V . We let Ah denote the vector potential of the bound current density
Jh = ∇ ×M, and we apply (K.6) repeatedly, noting that in each case the surface
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integral vanishes:
1
2μ0
Z
B2h d
3x =
1
2μ0
Z
Bh · (∇×Ah) d3x
=
1
2μ0
Z
Ah · (∇×Bh) d3x
=
1
2μ0
Z
Ah · μ0Jh d3x
=
1
2
Z
Ah · (∇×M) d3x
=
1
2
Z
M · (∇×Ah) d3x
=
1
2
Z
M ·Bh d3x. (K.7)
If we replace the sum
−
X
α
μα ·Bh
appearing in (K.5) by an integral over the volume of magnetic material, the sum of
the second and third terms in (K.5) can be expressed as
−
X
α
μα ·Bh + 1
2μ0
Z
B2h d
3x = −
Z
M ·Bh d3x+ 1
2μ0
Z
B2h d
3x
= −
Z
M ·Bh d3x+ 1
2
Z
M ·Bh d3x
= −1
2
Z
M ·Bh d3x,
and we obtain
Umag = −μ ·Ba − 1
2
Z
M ·Bh d3x (K.8)
−
X
α
μα ·Bi + 1μ0
Z
Bi ·Bh d3x+ 1
2μ0
Z
B2i d
3x.
An alternative form which may be more convenient for some purposes is found by
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using (K.7) to replace the second term of (K.8) by an integral over B2h:
Umag = −μ ·Ba − 1
2μ0
Z
B2h d
3x (K.9)
−
X
α
μα ·Bi (rα) + 1μ0
Z
Bi ·Bh d3x+ 1
2μ0
Z
B2i d
3x.
In using equations (K.8) or (K.9) to analyze a device, it is natural to make the
simplification of assuming that terms which depend on the internal field Bi do not
vary during the motion. We can show that this assumption is consistent with a
simple classical model by expressing Bi (r) as
Bi (r) = Bnear (r)−Bavg (r) ,
where Bnear (r) is the contribution to the magnetic field at r made by particles in
the immediate vicinity of r, and Bavg (r) is the contribution made by treating these
particles as a continuum. In order to estimate Bnear, we consider a model in which
Bnear is generated by a distribution of classical magnetic dipoles. Reference [49]
points out that for most materials, the total electric field acting on a particle due to
contributions from nearby electric dipoles distributed either randomly or at lattice
sites throughout the material can be considered to be approximately zero. Since
magnetic and electric dipole fields have the same functional form, we assume that a
similar result holds for Bnear, so that the only nonzero contribution to Bnear comes
from magnetic fields within each magnetic dipole.
For a current distribution localized in a sphere of radius R centered at the origin,
we have Z
r<R
B d3x=
2μ0
3
μ, (K.10)
where B is the field generated by the current distribution, and μ is its dipole moment
[49]. Since this result holds for an arbitrarily small sphere surrounding a magnetic
dipole, we can consider the field of the dipole to have a delta function contribution
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at the dipole, so that
Bnear (r) ≈
2μ0
3
X
α
μαδ (rα) . (K.11)
Averaging the near field given by (K.11) yields
Bavg (r) =
2μ0
3
M. (K.12)
From (K.11) and (K.12), we obtain
Bi (r) ≈
2μ0
3
X
α
μαδ (rα)−
2μ0
3
M (r) . (K.13)
We can use (K.13) to simplify (K.8). It follows from (K.13) that
1
μ0
Z
Bi ·Bh d3x = 0.
If we assume that for a ferromagnetic dipole μα located at rα, both μα ·M (rα) and
|M (rα)| remain constant as the oscillator moves, then the remaining terms
−
X
α
μα ·Bi (rα)
and
1
2μ0
Z
B2i d
3x
appearing in (K.8) are constant and can be discarded. The oscillator’s potential
energy can therefore be expressed as
Umag = −μ ·Ba − 1
2
Z
M ·Bh d3x, (K.14)
or, equivalently, as
Umag = −μ ·Ba − 1
2μ0
Z
B2h d
3x.
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The magnetic spring constant kmag is given by
kmag =
d2Umag
dθ2
.
As a check on (K.14), we note that it is closely related to the expression
E = −M ·H (K.15)
which is frequently used in the literature of magnetic materials for the energy of a
magnetizationM in a averaged field H. In the case of ferromagnetic materials, |M|
can be considered constant on a microscopic scale (since to a first approximation the
direction but not the magnitude of M varies between domains and within domain
walls), and (K.15) can be written as
E = − 1
μ0
M ·B+M ·M
= − 1
μ0
M ·B+ constant,
which differs only by an additive constant and a proportionality constant from the
energy expression
E = −M ·B. (K.16)
If we had naively used (K.16) to obtain a potential energy expression for the oscillator,
taking care to avoid double counting of spin-spin interactions, we would have obtained
the same expression derived more carefully in this discussion.
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Appendix L
Spring constant and moment of
inertia of a torsion beam
The spring constant and moment of inertia of a torsion beam can be most naturally
obtained from the Lagrangian for the fundamental mode, which can be derived from
the Lagrangian that governs arbitrary motions of the beam. For this analysis, we
consider a simple rectangular beam, and we suppose that the z-axis lies along the
central axis of the beam. Let φ (z, t0) be the angular displacement of the beam at
position z and time t0. (The time is denoted by t0 to distinguish it from the thickness
t of the beam.)
Note first that the elastic potential energy U of the beam is [52, 53]
U =
1
2
C
Z l
0
µ
∂φ
∂z
¶2
dz. (L.1)
The constant C is known as the torsional rigidity of the beam. The explicit definition
of C depends on the assumption that the displacement uz (x, y, z) in the direction of
the z-axis is proportional to ∂φ/∂z, that is, there is a function ψ (x, y) such that
uz = ψ ∂φ/∂z. The integralZ Z µ
x2 + y2 + x
∂ψ
∂y
− y∂ψ
∂x
¶
dx dy,
taken over the cross section of the beam, is called the torsional constant of the beam.
(Formulas for torsional constants are available in reference [54].) If we denote the
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torsional constant by J , then C is given by
C = GJ,
where G is the beam’s modulus of rigidity.
The kinetic energy T of the beam is [52, 53]
T =
1
2
ρbIp
Z l
0
µ
∂φ
∂t0
¶2
dz. (L.2)
Here Ip is the polar moment of inertia of the cross section:
Ip =
Z Z ¡
x2 + y2
¢
dx dy.
Note that equation (L.2) neglects the kinetic energy due to motion along the beam’s
axis, and that both (L.1) and (L.2) depend on the condition R∂φ∂z ¿ 1, where R is
the maximum transverse dimension of the rod. This condition is necessary in order
to achieve consistency between the assumption that strains are infinitesimal and the
assumption that ux = −yz ∂φ∂z and uy = zx
∂φ
∂z , where ux and uy are the displacements
along the x-axis and y-axis, respectively. These assumptions on ux and uy lead to
strains which depend on the products x∂φ∂z and y
∂φ
∂z .
The Lagrangian L = T − U can be used to derive a wave equation:
ρbIp
∂2φ
∂ (t0)2
+
1
2
C
∂2φ
∂z2
= 0.
For a rod of length l fixed at both ends, the (non-normalized) modes are [55]
sin
³nπ
l
z
´
cos (ωnt0) , (L.3)
where
ρbIpω2n = C
³nπ
l
´2
,
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or
ωn =
nπ
l
s
C
ρbIp
. (L.4)
We write φ in the form
φ (z, t0) =
X
n
qn(t0) sin(
nπ
l
z),
and observe that the Lagrangian can be written as a sum of Lagrangians governing
independent modes, with mode n characterized by discrete variables qn and q˙n. Fo-
cusing our attention on the fundamental mode, we define q ≡ qn. The Lagrangian L
governing this mode is
L =
1
2
∙
ρbIp
Z l
0
sin2(
π
l
z) dz
¸
(q˙)2 − 1
2
∙
C
Z l
0
³π
l
´2
cos2(
π
l
z)dz
¸
q2,
which simplifies to
L =
1
2
µ
ρbIpl
2
¶
(q˙)2 − 1
2
µ
Cπ2
2l
¶
q2. (L.5)
Equation (L.5) describes a harmonic resonator with spring constant
Kbeam =
Cπ2
2l
and moment of inertia
Ibeam =
ρbIpl
2
.
Note that if the only excited mode is the fundamental, then the variable q gives
the angular displacement at the center of the beam. For a rectangular beam, the
torsional rigidity C and polar moment of inertia Ip are [54]
C = Gwt3
∙
1
3
− 0.21 t
w
µ
1− t
4
12w4
¶¸
,
Ip =
1
12
tw
¡
t2 + w2
¢
.
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We can express the beam’s spring constant and moment of inertia as
Kbeam =
π2Gwt3
2l
∙
1
3
− 0.21 t
w
µ
1− t
4
12w4
¶¸
(L.6)
and
Ibeam =
ρbtwl
24
¡
t2 + w2
¢
. (L.7)
Equations (L.6) and (L.7) were derived under the assumption that the elastic
material is isotropic. If the material is a cubic crystal and the beam axis is perpen-
dicular to one of the faces of the cubic cell, similar equations can be derived, with
the modulus of rigidity G replaced by the stiffness constant C44. Reference [14] tab-
ulates adiabatic stiffness constants for several cubic crystals. The magnitude of C44
typically decreases by 10% or less as the crystal is cooled from room temperature to
∼ 0K. For numerical examples, we used the room temperature adiabatic stiffness
constant for Si as a characteristic value of C44 [14]:
C44 = 7.96× 1010N /m2 .
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Appendix M
Eddy-current heating of metallic
cylinders
In this appendix, we present a rough estimate of the temperature increase∆Th caused
by eddy-current heating. Since experimental information regarding the heat conduc-
tivity of nanoscale beams at mK temperatures is not available in the literature, and
since the dimensions of the ferromagnetic cylinders are small enough that the low-
temperature conductivity of the cylinders may be nonlocal, an accurate estimate
cannot be made using results available in the literature. The simplified analysis we
present here illustrates the way in which ∆Th is determined by physical parameters
which depend strongly on the dimensions and temperature of the resonator. Esti-
mates of the order of magnitude of these parameters based on the limited information
available in the literature leave open the possibility that detection sensitivity would
be decreased by the temperature change ∆Th if the magnetic cylinders are metal-
lic. The possibility of eliminating eddy-current heating by the use of semiconducting
ferromagnets is discussed in section 7 of chapter 5.
We first consider eddy currents in a nonmagnetic conducting particle placed in
a uniform alternating magnetic field, and we assume that the mean free path of the
conduction electrons is short enough that Ohm’s law holds. If the dimensions of the
particle are small compared to the skin depth of the conducting material, then we
can expect the fields generated within the particle by the eddy currents themselves
to be negligible compared to the alternating applied field and the Faraday electric
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field induced by it. If the particle is a sphere, the electric field driving eddy currents
within it will consist of circular loops, and surface charges will in general develop on
the surface of the particle. Altering the geometry of the particle does not perturb the
Faraday electric field but leads to an altered configuration of surface charges, with
the result that the circular electric field loops within the particle are perturbed. If a
fixed magnetization is added to the particle and a static magnetic field is present, we
may in general expect additional modifications to the configuration of surface charges
(as in the Hall effect) and the configuration of eddy currents. Provided that the
particle bears some resemblance to a sphere, however, a rough estimate of the power
dissipation associated with the eddy currents can be made by treating the particle as
a nonmagnetic spherical conductor.
If the mean free path of the electrons is at least as large as the dimensions of the
particle, the conductivity becomes nonlocal, since most electron trajectories would
sample a variety of different electric fields. An electron in a trajectory that crosses a
loop of the electric field lines, for instance, would be accelerated in different directions
during different portions of the trajectory, and the current at each point in the par-
ticle would depend on an integral over all points of all trajectories. We might guess
that eddy currents within the particle would be weakened by the nonlocal nature of
the conductivity, since many of the trajectories would have an electron experiencing
accelerations during different portions of the trajectory which do not add construc-
tively. Note, however, that when the conductivity becomes nonlocal, heating of the
particle by the Faraday electric field may not be correlated in a simple way with the
size of the eddy currents. It is the kinetic energy donated to individual electrons
during their trajectories which contributes to heating, not the kinetic energy asso-
ciated with the net current at a given point. Even if the net current is negligible
because the contributions from different trajectories do not add constructively, the
acceleration of electrons by the induced electric field as they move along trajectories
might lead to a temperature increase in the metal.
For the example resonator presented in table 5.3, each of the magnetic cylinders
has a length of 40 nm and a diameter of 55 nm. In a reasonably pure conductor at
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a temperature of a few Kelvin or below, the mean free path of an electron in the
bulk metal would be significantly larger than the dimensions of the cylinder. The
mean free path of an electron in room-temperature bulk iron is about 5 nm [56], for
instance, and this can increase by orders of magnitude at low temperatures, when
the scattering of electrons by phonons is "frozen out." At temperatures below a few
Kelvin, the conductivity of a normal conductor does not depend on temperature;
its value depends instead on the extent to which electrons are scattered by surfaces,
lattice defects, impurities, and the like. A high concentration of scattering centers
would be needed within the ferromagnetic material to yield a mean free path which
is small on the scale of the curving electric field lines within the magnetic particles of
the resonator.
If the resistivity of the cylinders is high enough that the mean free path of the
electrons is smaller than the dimensions of the cylinders by a factor of ∼ 10 or more,
an analysis of eddy currents based on Ohm’s law is relevant. In order to illustrate
the eddy-current heating which could occur in this case, we assume a mean free path
of 4 nm for the electrons. Note that if the mean free path is reduced below this value,
both the conductivity and eddy-current power dissipation will decrease, and so wemay
consider this heating estimate to be a "worst-case" estimate for the regime in which
Ohm’s law holds. In converting the mean free path into a resistivity, we assume that
conductivity is proportional to mean free path, and we note that the mean free path
and resistivity for Fe at room-temperature are 4.75 nm and 9×10−8Ωm, respectively
[56]. The resistivity ρ corresponding to a mean free path of 4 nm in Fe is therefore
ρ = 9× 10−8Ωm 4.75
4.0
= 10.7× 10−8Ωm .
The skin depth [49] associated with this resistivity at frequency 630MHz is
δ = 6.6μm ,
which is much larger than the dimensions of the magnetic particle.
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Smythe has derived a general expression for eddy currents induced in a conducting
sphere by a uniform alternating magnetic field in the quasi-static regime [57]. For a
nonmagnetic particle whose radius r is small compared to the skin depth, Smythe’s
expression for the power dissipation in the particle reduces to [58, 59]
Pdiss =
πr5ω20B21
15ρ
,
where B1 and ω0 are the magnitude and frequency of the alternating field, ρ is the
resistivity of the particle, and r is its radius. We model each ferromagnetic particle
as a sphere of radius r = 25nm, and we assume continuous irradiation by a resonant
field (frequency ω0/2π = 630MHz) strong enough to give protons a Rabi frequency
of 20 kHz:
B1 = 2 (2π) 20 kHz /
µ
267.5× 106
sT
¶
= 9. 395 4× 10−4T .
We find that the power deposited in each particle is
Pdiss = 2. 627 1× 10−19W . (M.1)
For a long, thin beam with rough surfaces but no scattering centers within the
crystal, the predicted thermal conductance is [60, 61]
K =
2π2k4B
15~3vs
lA
L
T 3, (M.2)
where L and A are the length cross-sectional area of the beam, vs = 4500m / s is
the speed of sound in silicon, T is the temperature, and l is the phonon mean free
path length. A recent experimental test of the low-temperature thermal conduc-
tance of nanoscale Si beams of cross section 130 nm×200 nm found that although
the conductance varied as T 3 above T = 1.4K, the temperature dependence was less
strong below this temperature and appeared to flatten out at the lowest temperature
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(∼ 0.5K) at which a measurement was taken [60]. Temperature dependence weaker
than T 3 was also observed at temperatures between 20K and 60K for beams of width
37 nm and 22 nm [62].
Although these departures from the predicted T 3 dependence are promising for
our purposes, they are not well understood, and there is no experimental information
on the temperature dependence of thermal conductivity below ∼ 0.5K. In estimat-
ing the thermal conductance of the resonator’s beam, we therefore start from the
expression which was found to be valid above 1.4K [60]:
Kcond = 2.6× 10−11T 3W
K
. (M.3)
From equation M.2, we see that if the mean free path did not depend on the dimen-
sions of the beam or the temperature, then at 10 mK the value of thermal conductance
for a section of the resonator beam stretching from the sample to the bulk substrate
is
Kcond = 2.6× 10−11T 3W
K
µ
2.5μm
3.5μm /2
¶µ
50 nm×50 nm
130 nm×200 nm
¶
= 3. 571 4× 10−18W
K
. (M.4)
The mean free path obtained by comparing (M.3) to (M.2) was ∼ 600 nm [60]. In a
simplified model which assumes that phonon scattering occurs only at the surface of
the beam, and that a fraction p of the phonons incident upon a surface is reflected
specularly, while the remainder are scattered diffusely, the mean free path can be
written as [61]
l =
1 + p
1− pl0,
where l0 is the mean free path in the case where no specular reflection occurs. For
a circular cross-section of diameter d or a square cross-section of side d, we have
l0 = d and l0 = 1.12d, respectively. We might therefore guess that if the cross-
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section corresponding to equation (M.3) were scaled down from 130 nm×200 nm to
50 nm×50 nm, the mean free path would decrease by a factor between 2 and 4. Due
to lack of experimental information regarding either the size dependence or the tem-
perature dependence of the phonon mean free path for nanowires ≤ 1.4K, however,
we will use equation (M.4) for our estimate of eddy-current heating rather than at-
tempting to incorporate this guess into the estimate. Combining equations (M.1)
and (M.4) yields a temperature difference of
∆Tbeam =
Pdiss
Kcond
= 75 mK (M.5)
between the center of the resonator beam and each of its ends.
An estimate of the temperature gradient across the magnet-silicon interface can
also be made. For interfaces between bulk solids, simplified theories of thermal
boundary resistance have been shown to agree with experiment at low temperatures
down to ∼ 100 mK [63]. The acoustic mismatch theory and the diffuse mismatch
theory estimate the probability of phonon transmission across the boundary in the
respective limits of specular reflection and diffuse scattering at the boundary. These
theories are found to yield similar values for the thermal resistance RBd, and in the
case of interfaces between Si and transition metals, RBdT 3 is typically found to lie in
the range 10 to 20K4 / (W / cm2) [63]. Setting
RBd =
15
T 3
K4
W / cm2
,
T = 10 mK
we obtain
∆Tboundary = PdissRBd/A (M.6)
= 0.166K . (M.7)
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In (M.6), A represents the area of the flat surface of each ferromagnetic cylinder.
Equations (M.5) and (M.7) depend on the assumption that the temperature dif-
ferences ∆T are small enough that a single value of T ≈ 10 mK can be used to
characterize the beam and the magnetic particle. Since the temperature differences
we obtained are roughly an order of magnitude greater than 10 mK, this assumption
is clearly invalid. A simple correction can be made by assuming that the T ≈ 25
mK, which yields
∆Tbeam = 4. 7 mK,
∆Tboundary = 11 mK.
Since increasing the temperature from 10 mK to 25 mK decreases the polarization
from 0.91 to 0.54, and increases the thermal noise in the resonator, the estimates
we have made of thermal and electric conductivity suggest that sensitivity could be
decreased by the temperature change ∆Th. The use of semiconducting ferromagnetic
material such as EuO may therefore be preferred, since the resistivity of the cylinders
would be orders of magnitude larger than the values we used for this estimate [38].
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Appendix N
Correlation function of the
mechanical coordinate during
cooling by hyperpolarized spins
This appendix derives the symmetric autocorrelation function C (t) of the resonator’s
mechanical coordinate during cooling by hyperpolarized spins, required for the analy-
sis in section 7 of chapter 7. In deriving a formula for C (t), we will need a general
expression for hθi (t). We define
ηα =
1 +
q
1− 8 hIzi∞ (gb)2
2gb
i, (N.1)
ηβ =
1−
q
1− 8 hIzi∞ (gb)2
2gb
i, (N.2)
and
ω0k = ωh + gRe (ηk) , (N.3)
1/τ 0k = 1/τh − g Im (ηk) , (N.4)
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for k = α, β. The general solution to the system of differential equations given by
(7.46) and (7.47) is
hai (t) = p exp [− (iω0a + 1/τ 0a) t] + q exp
£
−
¡
iω0β + 1/τ
0
β
¢
t
¤
, (N.5)
hI+i (t) = pηα exp [− (iω0a + 1/τ 0a) t] + qηβ exp
£
−
¡
iω0β + 1/τ
0
β
¢
t
¤
, (N.6)
p =
ηβ hai (0)− hI+i (0)
ηβ − ηα
, (N.7)
q =
−ηα hai (0) + hI+i (0)
ηβ − ηα
. (N.8)
Given the general expression for hai (t), we can write hθi (t) as
hθi (t) =
r
2~
Ihωh
Re {hai (t)} . (N.9)
The method presented in reference [8] can be used to express the correlation
function C (t) as
C (t) = hθ (t)i ,
where the initial conditions which determine hθ (t)i are calculated as if the density
matrix at time t = 0 were
ρ (0) =
1
2
(ρ∞θ + θρ∞) ,
with ρ∞ the steady state density matrix of the spin-resonator system. From equations
(N.5) through (N.9), it follows that it is sufficient to find formulas for
p =
1
2 (ηβ − ηα)
{ηβ haθ + θai∞ − hI+θ + θI+i∞} ,
q =
1
2 (ηβ − ηα)
{−ηα haθ + θai∞ + hI+θ + θI+i∞} .
We show below that the steady-state expectation values hθ2i∞, hpθθ + θpθi∞, hIxθi∞,
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and hIyθi∞ can be approximated as
­
θ2
®
∞ =
~
Ihωh
µ
n∞ +
1
2
¶
, (N.10)
hpθθ + θpθi∞ = 0, (N.11)
hIxθi∞ = 0, (N.12)
hIyθi∞ = −K∞/ (γdBx/dθ) , (N.13)
where n∞ is given by (7.28) and K∞ by equation (7.24).
The formula for hIyθi∞ can be estimated by noting from (7.39) that in the absence
of the rotating-wave approximation, the rate K at which quanta are transferred from
spins to oscillator is given by
K = −γdBx
dθ
hIyθi . (N.14)
Equations (N.10) through (N.12) can be obtained by deriving the equations of motion
for selected operators using the master equation (7.9), setting derivatives to zero, and
solving the resulting set of equations. The equations of motion which are needed are
d
dt
­
θ2
®
= − 2
τh
½­
θ2
®
− ~
Ihωh
µ
n+
1
2
¶¾
(N.15)
+
1
Ih
hpθθ + θpθi− dBxdθ
~γ
Ihωh
hIyθi ,
d
dt
hpθθ + θpθi = − 2τh hpθθ + θpθi− 4Ihω
2
h
­
θ2
®
+ 4~ωh
µ­
a†a
®
+
1
2
¶
(N.16)
+ ~γ
dBx
dθ
µ
hIxθi− 1Ihωh hIypθi
¶
,
d
dt
hIyθi = − 1τ1 hIyθi− ωh hIxθi+
1
Ih
hIypθi (N.17)
− dBx
dθ
~γ
2Ihωh
­
I2y
®
+
dBx
dθ
γ
2
­
θ2Iz
®
,
d
dt
­
I+a† + I−a
®
= − 1
τ1
­
I+a† + I−a
®
. (N.18)
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From (N.18), we obtain
0 =
­
I+a† + I−a
®
∞
=
r
2Ihωh
~
hIxθi∞ +
r
2
~Ihωh
hIypθi∞ ,
from which it follows that
hIypθi∞ = −Ihωh hIxθi∞ . (N.19)
Setting the left sides of (N.16) through (N.15) to zero and making the assumption
that
­
θ2Iz
®
∞ ≈
­
θ2
®
∞ hIzi∞
yields the following solution for hθ2i∞:
Ihωh
~
µ
1 +
1
ω2hτ
2
h
+
1
2ω2hτcτ1
¶ ­
θ2
®
∞ = n∞
µ
1 +
1
ω2hτhτ∞
− 1
ω2hτhτc
+
1
2ω2hτcτ1
¶
+
1
2
µ
1 +
1
ω2hτ
2
h
+
1
2ω2hτcτ1
¶
+
1
hIzi∞
µ­
I2y
®
∞ −
N
4
¶
1
2ω2hτcτ1
.
Each of the decay times τh, τc, τ1, and τ∞ can be assumed to be much longer than
the period of the resonator; if we assume in addition that
­
I2y
®
∞ ≈ N/4,
then we obtain the solution (N.10) through (N.12).
In the regime where τh is short and the coupling is strong (4τh/τc > 1), the
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correlation function C (t) can be written as
C (t) = exp (−t/2τh) cos (ωht)× (N.20)©­
θ2
®
∞ cos (dt)−
¡
c1
­
θ2
®
∞ + c2 hIyθi∞
¢
sin (dt)
ª
, t > 0,
d =
³p
4τh/τc − 1
´
/2τh,
c1 = 1/
p
4τh/τc − 1,
c2 = −
r
2~
Ihωh
2gτhp
4τh/τc − 1
,
and in the limit of strong coupling (4τh/τc À 1), this reduces to
C (t) ≈ exp (−t/2τh) cos (ωht)
©­
θ2
®
∞ cos (dt)− c2 hIyθi∞ sin (dt)
ª
, t > 0 (N.21)
≈ ~
Ihωh
n∞ exp (−t/2τh) cos (ωht)
n
cos (dt)−
p
τh/τc sin (dt)
o
, t > 0 (N.22)
d ≈ 1/√τhτc.
(In making this simplification we have also assumed n∞ À 1/2 and n∞ À nc.) The
expression in curly brackets is a sinusoidal function which can be written as
cos (dt)−
p
τh/τc sin (dt) = (1 + τh/τc) cos (dt+ φ) . (N.23)
We obtain
C (t) =
~
Ihωh
n∞
µ
1 +
τh
τc
¶
exp (−t/2τh) cos (ωht) cos (dt+ φ) , t > 0 (N.24)
=
~
Ihωh
n∞
µ
1 +
τh
τc
¶
exp (−t/2τh)× (N.25)
cos ((ωh + d) t+ φ) + cos ((ωh − d) t− φ)
2
, t > 0.
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