Error correcting codes can play a key role in improving the efficiency and reliability of wireless communications. Concatenated codes have the advantages that: 1) breaking the task into stages simplifies decoding, and 2) performance is good against clustered bit errors, fading and bursty interference. Reed-Solomon codes (maximum distance codes) have been popular as an outer code of concatenated codes because of their feature of maximum minimum distance between code words. Recently, block Vector Symbol Decoding (VSD) has been introduced. Block VSD has been shown to achieve in many cases a better decoder success probability than Reed-Solomon code decoding. VSD decoding is a fairly simple technique applicable to a broad class of codes. Recently it has been shown capable of using multiple choices provided by the inner decoder or by macrodiversity inner symbol decoding, at little or no addition in complexity. In this present paper, we extend the work on VSD to a method of using VSD with (n-1)/n outer convolutional codes and list of two inner symbol decisions. The convolutional technique has the advantage over the block technique in that most corrections are almost immediate based on observation of only one or a few syndromes. (Some error events require consideration of significantly larger numbers of syndromes, however.) A method for computing the parity check matrix for (n-1)/n nonsystematic convolutional codes, which is essential for VSD, is also presented. In addition, the detail of the decoding steps is described. Performance simulations are made for a simplified fading channel with a rate 2/3 terminated nonsystematic convolutional outer code. The inner code per outer symbol is also a terminated convolutional code, using list Viterbi decoding (LVA) to provide the list decision choices. It is found that the decoding failure probability of the whole received sequence and the post-decoded inner symbol error probability is about two orders of magnitude lower than that of a maximum distance code decoder of the same symbol length and data rate.
Introduction
Reliable wireless communication is a challenging problem because the channel is random and timevarying. There are many ways to reduce the probability of error at the receiver. Space diversity is usually employed by using multiple receiving antennas [1, 2, 3, 4] . Recently, Tarokh, Seshadi and Calderbank proposed space-time codes, which used both multiple transmitting and receiving antennas [5, 6] . In addition to diversity, powerful error correcting codes are often used. However, powerful error correcting codes such as turbo codes are usually very complicated. One way to reduce the complexity of the channel encoder and decoder is to use concatenated codes, which were first purposed by Forney [7] . A simple concatenated code normally consists of an inner code and an outer code. The inner code can be a simple code that brings the probability of error down to a certain level. Then, the outer code will bring it down to the required value.
In this paper, we propose Vector Symbol Decoding (VSD) as the outer code decoding technique for convolutional outer codes. We also employ the use of list decoding with the list of two choices. These two choices may come either from a system that uses macrodiversity and microdiversity [1, 2] or from inner code decoders [8] . In the former case, the outer decoder can simply select the best two results (e.g., highest SNR or highest likelihood) at the macrodiversity symbol combining level to be the first choice and the second choice of that particular symbol. In the latter case, the inner decoder can provide a list of symbol values. For convolutional inner codes, list Viterbi decoding algorithm (LVA) can produce an ordered list of the L globally best candidates after a trellis search [8] . LVA for a (2, 1, 4) convolutional code is used in the simulations in this paper.
VSD is very powerful for both block and convolutional outer codes. It is capable of correcting a large number of nonbinary symbol errors even beyond the error correction bounds guaranteed by a maximum distance code (Reed-Solomon Code) [9] , which is the most popular outer code. Note that the terms "Reed-Solomon Codes" and "maximum distance codes" are used interchangeably in this paper. VSD normally works with the assumption that certain sets of error symbols are linearly independent error symbols. If necessary, the likelihood of independence can be increased by inner symbol data scrambling [10] . When two or more alternative decisions for inner symbols are available, the technique is even more powerful. The VSD technique, especially for convolutional codes has been proposed only recently. The upper bound on performance of VSD with list inner symbol decisions for a simple (2,1,2) convolutional code was presented in [11] . The convolutional VSD has a benefit that it can often make corrections as it examines only a small part of the received sequence. Block decoding technique, in general, needs the whole received sequence before it can make corrections. Note that occasionally, when a lot of symbols are erroneous, the convolutional technique would need a large part of the received sequence.
In the present paper, we investigate the performance of VSD technique for higher rate convolutional codes. We also demonstrate a method of computing the parity check matrix for rate (n-1)/n nonsystematic convolutional codes. It is desirable to find these matrices because good convolutional codes are usually nonsystematic. The final formulas for the parity check matrix for rate 1/2, 2/3 and 3/4 nonsystematic convolutional codes are given in this paper. Simulations are done in a simplified fading channel to compare the performance between VSD with list inner symbols and maximum distance codes in terms of decoding failure probability and post-decoded symbol error probability. Effect of the quality of second choices on the performance of VSD is also illustrated.
Concept of Vector Symbol Decoding

Concatenated codes
A simple concatenated code normally consists of an inner code and an outer code. The inner code is usually a code that maps the given r-bit data vector into 2 r possible waveforms. The outer encoder may be any block or convolutional code with nonbinary symbols. The decoding of a concatenated code is done in two steps. In the first step, the inner code decoder decodes each received inner-code waveform by matching it to the list of 2 r possible transmitted waveforms, each representing a different binary r-tuple. This matching can be done in many ways such as by using coded modulation or soft decision decoding. Each post-decoded inner-code sequence, which is an r-bit vector symbol, is equivalent to one nonbinary symbol to the outer decoder. In the second step, the outer decoder decodes the whole received sequence that consists of many nonbinary symbols where each symbol results from an inner decoder.
VSD for rate (n-1)/n convolutional codes
This paper considers only rate (n-1)/n convolutional codes. Using an (n,k,m) convolutional code (with k = n-1) as an outer code of a concatenated code means that each input unit is a nonbinary symbol instead of a single bit. Therefore, each shift register unit contains a nonbinary symbol and each output unit is also a nonbinary symbol. For this present paper, each nonbinary symbol is assumed to be an r-bit sequence, which is the same as an r-tuple over GF (2) or an r-bit vector. Although VSD deals with nonbinary (viewed as vector) symbols, the basic structure is based on a binary code and the parity check matrix H is the same as the binary matrix of the binary (n,k,m) convolutional code. The vector symbol decoding technique can be extended readily to the case where any entry in the H matrix is from any GF(q) and each position in the r-component vector may come from any GF(q) instead of GF(2). However, we will limit the discussion to the q = 2 case, which is the simplest, and yet highly effective.
The parity check matrix of a convolutional code is a semi-infinite matrix. We need to consider only a submatrix, which is a part of the semi-infinite parity check matrix, to decode a received sequence. The size of the submatrix depends on the number of syndromes the decoder is using in the attempt to decode the received sequence. If the decoder does not succeed with the current number of syndromes, it can increase the number of syndromes and try again. Higher number of syndromes also means that more received symbols are considered in the decoding process at a given time. Therefore, when the decoder succeeds in correcting the errors, it would correct the errors for the whole set of received symbols in consideration at that time. However, lower number of syndromes should be tried first because the complexity increases more than linearly with the number of syndromes.
Suppose that the decoder currently uses x syndromes. Any vector symbol code word V must satisfy the Equation: It is important to note that unlike in block codes, the codeword V is not the entire sequence of the encoded convolutional code since this sequence can go on forever. The codeword V is only a part of the encoded sequence. This concept should be clear when the received symbol matrix Y is explained.
When a code word V is transmitted though a channel, it is subject to noise, which may cause some erroneous inner symbol decisions. Let the i th (nonbinary) error symbol be e i and the i th post-decoded inner code sequence be y i . Then,
The received symbol matrix Y can be represented in terms of the code word V and the error symbol matrix E as The received symbol matrix Y is not the entire received symbol sequence. Y is a block of received symbols sequence that starts with the first observed nonzero syndromes. Its length depends on the number of syndromes the decoder is using as shown in Figure 1 . For a (n,n-1,m) convolutional code, Y for one syndrome case consists of n received symbols and Y for two syndrome case consists of 2n received symbols and so on. Where S = Syndrome matrix of size x by nx since the decoder currently use x syndromes E = Error symbol matrix of size nx by r.
For the rest of this Section, we explain the idea of VSD technique. The detailed steps of the decoding algorithm are described in Section 2.4.
Consider that a syndrome element (s i ) is computed from multiplying each parity Equation (a row in H matrix) to the error matrix E. For example, With the assumption that error symbols are linearly independent, the error symbols must be a zero vector (= no error) at the positions where (h i + h j ) = 1. Otherwise, Equation (6) is not satisfied. This means that we have identified some of the received symbols that are correct. Usually, there is more than one set of syndrome elements that add up to a zero vector. For example, suppose there is another set where (s 1 + s 3 + s 4 ) = 0. Then if we perform an "OR" operation between the nx-bit vector resulted from (h i + h j ) and the nx-bit vector resulted from (h 1 + h 3 + h 4 ), we will have a new nx-bit vector called "error-locating vector". Note that if there are more than two sets, we need to perform an "OR" operation for all the sets. Suppose there are t error symbols in this received symbol matrix. If all t error symbols are linearly independent, then all error symbol positions will be revealed by the "0" positions in the error-locating vector [10] . That is, the error-locating vector will contain t "0" and n-t "1". Note that Gauss-Jordan reduction is usually done on the syndrome matrix S to make it easier to recognize the set of syndrome elements that add up to zero vectors. The next step is to find the exact patterns of the error symbols. Recall that S = H*E, so we should be able to calculate the error patterns from the knowledge of S and H. This can be demonstrated as follows. Create a t x t submatrix from the parity-check matrix H. Note that H is of size x by nx. This submatrix of H (or H sub ) consists of t rows (which correspond to the t linearly independent rows of S) and t columns (which correspond to the t error positions) from H. Then, we can get the patterns of the error symbols by multiplying the inverse of H sub with the submatrix of S (or S sub ) that consists of the t linearly independent rows of S. That is E sub = H sub -1 * S sub (7) where E sub is the error symbol matrix that contains only the nonzero error symbols.
Since we now know the patterns of the nonzero error symbols and their positions, the decoder can correct the received symbol matrix Y accordingly.
VSD with list inner symbols for rate (n-1)/n convolutional codes
When the inner code decoder can provide a list of likely candidates for each inner symbol to VSD, this decoding technique is modified so that it can use this extra information to improve and often simplify the decoding. Specifically, the decoder will append the differences between those choices and the first choice as additional rows at the end of the syndrome matrix S. When one of the alternative choices is correct, the recorded difference is the true error value, which is almost always be recognized as a member of the row space of S after some column operations. In addition, the position of the true error is known by construction; thus this error can be corrected immediately and the number of remaining errors is reduced. This improves the performance and often simplifies the correction. A decoding example for a (2,1,2) convolutional code (with 2 alternative choices) was demonstrated in [11] . For the Received symbol matrix contains no error in these positions. complexity issue, it was shown in [11] that usually only a few syndromes are needed to decode a received symbol matrix Y. Therefore, the average number of syndromes for each Y is low and the complexity is usually low. However, when there are many error symbols, a lot of syndromes are needed and the complexity increases.
Metzner showed in [12, 13] that VSD without any alternative choices can correct errors if the errors are at least two positions away from covering any code words while the one with alternative choices can correct errors if the errors are at least one position away with the requirement of one correct alternative choice. VSD and a list of 2 for (n-1) /n convolutional codes 1. The VSD decoder starts at the beginning of the received symbol sequence and computes one syndrome based on the first n received symbols. For a (3,2,2) convolutional code, it will compute the syndrome based on the first 3 symbols. If the syndrome is a zero vector, the decoder will assume that there is no error in the first n received symbols. Then it will repeat this syndrome computation for the next n symbols and so on until it discovers a nonzero syndrome. If it reaches the end of the terminated convolutional outer code without finding any nonzero syndrome, it will assume that there is no error in that particular received outer code. 2. When the decoder discovers a nonzero syndrome, it will attempt to correct the error(s) in the n symbols involved by first using only one syndrome. Note that the only case that the decoder will succeed with one nonzero syndrome is when there is only one error symbol in the n symbols involved and it has correct second choice. Suppose the first choices and the second choices are represented by x's and y's respectively. The decoder will append an additional n rows, which are x i -y i , x i+1 -y i+1 ,…, x i+n -y i+n (i is the index of the first symbol in the n symbols involved), at the end of the syndrome matrix S. If there are any duplication between the first row of S and one of the appended rows, the error value is found and the error position is also known by construction. When this happens, the decoder will make a correction. Then it will move on to compute a syndrome for the next n symbols until it discovers another nonzero syndrome or reaches the end of the received outer code. 3. If the decoder cannot make a correction with one syndrome, it will compute an additional syndrome from the next n symbols. After that, it will append x i -y i , x i+1 -y i+1 ,…, x i+2n -y i+2n at the end of the syndrome matrix S. If any of the appended rows is in the row space of original S, it is the error value [13] . A general way to discover this is to perform Gauss-Jordan column operations on the modified syndrome matrix (syndrome matrix with the appended rows). Suppose the rank of the original syndrome matrix S is "z". After the Gauss-Jordan operation, any of the appended rows that are nonzero only in the first z positions are in the row space of the original S [13] . For the error symbols that are recognized by the correct second choices, the decoder made correction and change the syndrome matrix according to the correction. 4. The decoder then computes the null combinations and the error-locating vector as shown in Section 2.2.
Details of steps in decoding with
Note that Gauss-Jordan column operation is also performed in the search of null combinations. If the rank of S is the same as the number of zeros in the error-locating vector, the decoder will proceed to compute the exact error values. If the rank of S is less than the number of zeros, the decoder will increase the number of syndromes and try again until the two values are equal. If the rank of S is more than the number of zeros, the decoder will stop decoding and report failure due to dependent errors. 5. The exact values of the error symbols are computed as shown in Section 2.2. Gauss-Jordan operation can also be used to find the inverse of H sub . 6. After the decoder finishes making corrections, all symbols involved are considered to be decoded as shown in Figure 1 and the decoder will move on to the next n symbols and repeat the decoding operation.
Availability of Alternative Choices
The alternative choices at the input of the VSD can be obtained either from the inner decoders or from multiple receiving antennas in the macro and microdiversity system. For a convolutional inner code, list Viterbi decoding algorithm (LVA) can be employed as the inner decoder to provide a list of the L globally best candidates in the order of likelihood after a trellis search [8] . In this paper, list Viterbi decoding algorithm with L = 2 will be used for simulations. By using multiple receiving antennas in the macro and microdiversity system [1, 2] and picking L (L = 2 in this paper) best-decoded sequences for each symbol, we also obtain alternative choices for each symbol. The difference between using the LVA and using multiple antennas is that the former case will always produce L difference choices, while the latter case may produce L or fewer different choices because some of the received sequences may be the same.
Parity Check Matrix for (n-1)/n Nonsystematic Convolutional Codes
Vector symbol decoding requires the knowledge of the parity check matrix. There are well known systematic methods to find the H matrix for systematic linear block codes and systematic convolutional codes [14] . However, it is also desirable to find these matrices for the nonsystematic convolutional codes because good convolutional codes are usually nonsystematic. One way to compute the H matrix of rate 1/2, 2/3 and 3/4 is shown in this paper. The notations are the same as in [14] . The principle of this method should work for any (n-1)/n convolutional codes, although it is much more time consuming to compute the final formula for higher n.
From [5] , we have
For an (n,k,m) convolution code, Equation (8) can be expressed as follows:
Rate 1/2 convolutional codes: For rate 1/2 convolutional code, Equation (9) is simply
To simplify the notation, the Equation (10) Therefore, the formula for rate 1/2 convolutional code is
Equation (12) For rate 2/3 convolutional code, Equation (9) is ( 1 5 ) To simplify the notation, the Equation (15) is rewritten as follows: 
Therefore, the formulas for rate 2/3 convolutional codes are It should be noted that the number of coefficients in h i (D) of rate 2/3 convolutional codes is 2m+1, while that of rate 1/2 codes is m+1.
The semi-infinite H matrix for rate 2/3 convolutional codes is 
Apply the formulas in Equation (21), we obtain 
For rate (n-1)/n convolutional codes in general, there are n Equations for h i (D), which corresponds to n columns in each repeated block in the H matrix. In addition, the number of coefficients is (n-1)*m+1.
Simulation Results
The inner code in the simulations is the (2,1,4) convolutional code with
. The channel is assumed to be an independent fading channel from bit to bit. Interleaving over many bits is assumed to justify the previous assumption. In the simulations, a simplified model of independent fading channel is employed such that when the channel is in a fade state, the received bit is an erasure. When the channel is in a non-fade state, the received bit is assumed to be perfectly demodulated. Furthermore, the decoded sequence that has at least one disagreed bit from the received sequence will be eliminated and will never be a survivor at the end of the trellis search. This is due to the fact that the simplified channel produces a received sequence that contains either erasures or perfectly modulated bits only. Suppose the probability that the first choice is wrong for each received symbol is p 1 and the probability that the second choice is wrong given that the first choice is wrong is p 2 . The inner code is used in the simulation mainly to provide an example of p 1 and p 2 .
The outer code is a simple (3,2,2) convolutional code with G(D) from Equation (25) and H matrix from Equation (26). To minimize the probability of dependent errors, a 32-bit nonbinary symbol is used and we also assume data scrambling such that each bit in a symbol has the same probability of being a "1" or a "0". Note that the maximum distance decoding does not need to use 32-bit symbols. It can use 5-bit symbols and interleave 7 ReedSolomon codes, which may give better results than the 32-bit case. However, in order to demonstrate that the maximum distance codes do not always provide an optimal performance, we assume that both maximum distance decoding and VSD use the same 32-bit nonbinary symbols.
A series of simulations show the comparison between VSD with list of 2 inner symbols for the (3,2,2) convolutional code with the (21,10) maximum distance decoding. Note that the two codes provide the same symbol length and data rate. The outer symbols are assumed to be 32-bit symbols. Figure 2 shows the decoding failure probability given the range of p 1 from 0.04-0.1 and p 2 from the simulation of the (2,1,4) convolutional code with list Viterbi decoding. For p 1 = 0.04-0.1, p 2 is in the range of 0.136-0.236 (see Table 1 ). It is seen that the decoding failure probability of VSD is about two orders of magnitude lower than that of maximum distance decoding for the whole range of p 1 in consideration. Figure 3 shows the post-decoded symbol error probability given the same p 1 and p 2 as in Figure 2 . It is seen that this result is similar to the result of decoding failure probability in Figure 2 . Figure 2 : Comparison of the decoding failure probability between VSD with list of 2 for (3,2,2) convolutional outer code with 21 outer symbols and maximum distance decoding for (21,10) block code. Note: these two outer codes are of the same length and rate. Inner code is a (2,1,4) convolutional code. Figure 4 and 5 shows the effect of the quality of second choice on the decoding failure probability and postdecoding symbol error probability. p1 is assumed to be fixed at 0.1,while p 2 is ranged from 0.1-1. Since the effect is flatten out when p2 < 0.3, the list inner decoder that provides p2 < 0.3 is considered very good. From table 1, it is obvious that LVA is a very good inner decoder for VSD. Note that p 2 = 1 is the same as VSD without list inner symbols. It is seen that VSD provides better performance even when the second choice is not available. When the second choice is available, however, the performance of VSD is improved on both decoding failure probability in Figure 4 and post-decoded symbol error probability in Figure 5 . Input symbol error prob. of the second choice given the first choice is wrong (p2)
Decoding failure probability maximum distance decoding VSD with p1 = 0.1 Figure 4 : Effect of the quality of second choice on decoding failure probability of VSD with list of 2 for (3,2,2) convolutional outer code with 21 outer symbols and maximum distance decoding for (21,10) block code. Input symbol error prob. of the second choice given the first choice is wrong (p2) Post-decoded symbol error prob. maximum distance decoding VSD with p1 = 0.1 Figure 5 : Effect of the quality of second choice on post-decoded symbol error probability between VSD with list of 2 and maximum distance decoding. The parameters are the same as in Figure 4 .
Discussion and Conclusion
We have presented Vector symbol decoding (VSD) with list inner symbol decisions for outer convolutional codes. The performance of this method is simulated in a simplified fading channel. It is seen that the decoding failure probability of VSD with list of 2 inner symbol decisions is about two orders of magnitude lower than that of maximum distance codes with the same symbol length and the same data rate. The simulated post-decoded symbol error probability also provides a similar result. The quality of the second choice affects the performance of VSD. However, the simulation shows that the performance of VSD is better than the maximum distance code even without the second choice.
In addition to the performance, the presented VSD also have other advantages over Reed-Solomon Codes. The first one is the simplicity of the outer encoder since it is the structure of a relatively low memory convolutional code encoder. Furthermore, when VSD decoder fails, it almost always knows which part outer code was decoded successfully and which part was not. With this knowledge, ARQ can be employed easily and only the part that was not decoded successfully would be retransmitted. When the maximum distance decoding fails, it does not correct any errors and the whole outer code must be retransmitted. Moreover, the VSD principle can be used to decode both block and convolutional codes, while Reed-Solomon codes are only block codes. Note that VSD and Reed-Solomon codes may be used for different applications. VSD is more suitable with r-bit symbols where r is large (such as 32 bits), while Reed-Solomon codes usually deal with much fewer bits per symbols (such as 8 bits). Some applications of VSD are mentioned in [16] .
