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Abstract 18 
The aim of the study was to investigate the applicability of the likelihood ratio (LR) approach 19 
for verifying the authenticity of 178 samples of 3 Italian wine brands: Barolo, Barbera, and 20 
Grignolino described by 27 parameters describing their chemical compositions. Since the 21 
problem of products authenticity may be of forensic interest, the likelihood ratio approach, 22 
expressing the role of the forensic expert, was proposed for determining the true origin of 23 
wines. It allows us to analyse the evidence in the context of two hypotheses, that the object 24 
belongs to 1˚ or 2˚ wine brand. Various LR models were the subject of the research and their 25 
correctness was evaluated by the Empirical Cross Entropy (ECE) approach. The rates of 26 
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 2 
correct classifications for the proposed models were higher than 90% and their performance 27 
evaluated by ECE was satisfactory.  28 
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1. Introduction 53 
Verifying the authenticity of food products is one of the most important issues in food quality 54 
control aiming to guarantee the safety and to protect the rights of consumers and producers. A 55 
chemical approach to inferring the properties of food products is based on analysis of 56 
chemical composition of a particular food product as a unique combination of constituents.  57 
Then, either a classification or a discriminant chemometric method can be used to predict the 58 
assignment of an unknown food sample described by its chemical features to a group of 59 
similar samples. The classification/discriminant rules are first created for samples grouped 60 
according to their geographical origins, years of production, producers or brands, etc. 61 
(Charlton, Wrobel, Stanimirova, Daszykowski, Grundy & Walczak, 2010; Stanimirova et al., 62 
2010) and then these rules are used for prediction purposes. Even though such an approach 63 
seems straightforward, it requires a delivery of new food quality specifications for different 64 
authentic food commodities and a selection of a classification/discriminant chemometric 65 
model with a relatively high efficiency, sensitivity and specificity for the problem studied. 66 
Therefore, the development of cost-effective procedures for identification of fraudulent 67 
products by checking the compliance with the food quality specifications is highly valued. 68 
This was essentially the goal of the EU-funded project TRACE - Tracing food commodities in 69 
Europe.                    70 
The authenticity of food products may be an issue of forensic interest, especially when it 71 
involves economic consequences or causes negative health effects. Then, representatives of 72 
the administration of justice are interested in answering the question of what is the value of 73 
the evidence of the measurements in relation to the propositions that the analysed sample 74 
came from either category 1 or 2? This problem is known in the forensic field as a 75 
classification problem.  76 
A situation in the court is that the prosecutor and the defence have opposite hypotheses e.g. 77 
θ1: a wine is not from Grignolino brand and θ2: a wine is from Grignolino brand. In general, 78 
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the prosecutor and the defence think in a sense of the following conditional probabilities – 79 
Pr(θ1|E) and Pr(θ2|E), where E describes the evidence (e.g. physicochemical data obtained 80 
during analysis of a wine sample, quality specifications). The role of the forensic expert is to 81 
evaluate an evidence (E) in the context of these hypotheses. It requires estimation of the 82 
following conditional probabilities Pr(E|θ1) and Pr(E|θ2).  83 
The evaluation of physicochemical data (quality specifications) from a forensic point of view 84 
requires some knowledge about the rarity of the measured physicochemical properties 85 
(quality specifications) in a population representative for the analysed casework - called the 86 
relevant population (e.g. the population of wines of a particular type). For instance, similar 87 
values of particular wine characteristics could be observed in different brand of wines. 88 
Therefore, information about the rarity of a determined value of wine characteristics has to be 89 
taken into account. For example, the value of the evidence in support of the proposition that 90 
the wine sample originated from category 1 is greater when the determined value of these 91 
characteristics is rare in the relevant population of category 1, than when this value is 92 
common in the relevant population of category 2. In the aim to obtain information about the 93 
rarity of the physicochemical data suitable databases should be available. Moreover, it should 94 
be pointed out that information about the rarity is not included in most of the discriminant 95 
methods, e.g. LDA.  96 
Moreover, it is important that the results of the physicochemical analysis (quality 97 
specifications data) of products subjected to authenticity verification made by forensic experts 98 
should be evaluated by methods which also allow for including information about the possible 99 
sources of uncertainty (e.g. the variation of measurements within the analysed objects, the 100 
variation of measurements between objects in the relevant population) and existing 101 
correlation between variables in the case of multi-dimensional data. 102 
The evidential value of physicochemical data (quality specifications), taking into account all 103 
the mentioned requirements stemming from forensic practice, could be assessed by the 104 
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application of the likelihood ratio approach (LR), a well-documented measure of evidential 105 
value in the forensic sciences. An extensive body of literature exists on the applications of LR 106 
in the forensic field (Aitken & Taroni, 2004). The likelihood ratio approach is widely used in 107 
the interpretation of data collected in the analysis of glass fragments (Zadora, 2009, Zadora & 108 
Neocleous, 2009, Zadora & Ramos, 2010) and in genetics for DNA profiling (e.g. Aitken et 109 
al., 2004; Evett & Weir, 1998). It allows for analysis of the evidence (E) in the context of two 110 
hypotheses, that the object belongs to either 1˚ category (θ1) or the 2˚ one (θ2). The LR is 111 
defined by the following equation:  112 
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In the case of continuous type data, Pr(·) are substituted by suitable probability density 114 
functions f(·). Values of LR above 1 support θ1, while values of LR below 1 support the θ2 115 
hypothesis. The values equal to 1 support neither of them. The higher (lower) the value of LR, 116 
the stronger the support for the relevant hypothesis is.  117 
The likelihood ratio approach is a part of the Bayes’ theorem expressed in Eq. 2.  118 
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 1Pr   and  2Pr   are called a priori probabilities and their quotient is called the prior odds. 121 
Their estimation lies within the competence of the fact finder (judge, prosecutor, or police) 122 
expressing their opinion about the considered hypotheses before the evidence is analysed, 123 
thus without having any further information in this matter. This opinion may be modified by 124 
accounting LR values supporting one of the propositions and delivered by an expert after the 125 
analysis of evidence. It is the duty of a fact finder, police, or court to determine whether the 126 
objects are deemed to belong to one of the considered categories and this decision is taken 127 
based, as mentioned previously, on the results expressed in the form of conditional 128 
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probabilities -  E|Pr 1  and  E|Pr 2 , namely posterior probabilities, whose quotient is called 129 
the posterior odds.  130 
For every evidence evaluation method it is crucial that it delivers strong support for the 131 
correct hypothesis (i.e. LR>>1 when θ1 is correct and LR<<1 when θ2 is correct). 132 
Additionally, it is desired that if an incorrect hypothesis is supported by LR value (i.e. LR<1 133 
for true θ1 and LR>1 for true θ2), then the LR value should concentrate close to 1 delivering 134 
only weak misleading evidence. Roughly speaking, according to Eq. 2, it seems to be of great 135 
importance to obtain LR values that do not provide misleading information for the court or 136 
police. This implies the need of evaluating the performance of the applied methodology for 137 
data evaluation, which could be made by the application of the Empirical Cross Entropy 138 
(ECE) approach (Brümmer & du Preez, 2006; Ramos, Gonzalez-Rodriguez, Aitken & 139 
Zadora, 2013; Ramos & Zadora, 2011; Zadora et al., 2010). 140 
The aim of this study is to investigate the applicability of the likelihood ratio approach for 141 
verifying the authenticity of samples for forensic purposes. For illustration purposes, a set of 142 
authentic wine samples described by physicochemical features that belong to three production 143 
brands (Grignolino, Barolo, and Barbera) was considered. The assessment of the performance 144 
of the applied models was conducted by the Empirical Cross Entropy approach (Brümmer et 145 
al., 2006; Ramos et al., 2013).  146 
The aim of the paper is to present LR approach, which could be used when the authenticity of 147 
food products is an issue of forensic interest and to show the performance of LDA when the 148 
method was applied for the same forensic purpose. 149 
 150 
2.     2. Methods 151 
2.1 Wines database 152 
The data subjected to the evaluation process was taken from Forina, Armanino, Castino & 153 
Ubiegli (1986). They were obtained from the analysis of 178 wine samples from 3 brands of 154 
 7 
Italian wines (59 samples of Barolo (further denoted as BAR), 71 samples of Grignolino 155 
(GRI), and 48 samples of Barbera (BRB)). Each sample represented a single bottle of wine. 156 
Samples were collected and pretreated in a way conditioned on the type of the subsequent 157 
analysis. The applied methods of the analysis were mostly specific for wines analysis such as 158 
a group of methods known under common name wet chemical analysis. The rest of the 159 
methods involved HPLC, GC, and enzymatic analysis. Schlesier et al. (2009) discuss these 160 
issues.  161 
For each sample, 27 parameters were determined and listed in Table 1. All of them represent 162 
the commonly determined characteristics of wines for commercial and scientific purposes.  163 
 164 
2.2 Likelihood ratio 165 
In this research LR values were calculated for each of the 178 analysed objects (wine 166 
samples). Therefore, the data matrix consisted of 178 rows (each corresponding to one of the 167 
analysed samples) and 27 columns (each describing one of the determined parameters for the 168 
wine samples). Therefore, the data for the sample under classification were in the form of a y  169 
vector with the length of 27. A so-called one-level LR model (firstly introduced in Zadora 170 
(2009)) was applied since there were only single measurements made for each parameter 171 
within an object, thus the within-object variability was not available (Zadora et al., 2009). For 172 
the purpose of this study a likelihood ratio (LR) was computed for logarithmically 173 
transformed data (i.e. for example log10(Alc), where Alc stands for the original data 174 
describing the alcohol content in the samples). A kernel density estimation procedure (KDE) 175 
using Gaussian kernels was applied for the estimation of between-object distribution as some 176 
of the variables could not be described by normal distribution (see section 3.1).  177 
The jack-knife procedure was applied for the estimation of suitable population parameters, 178 
which implies excluding the object already classified from the total population of the analysed 179 
objects. Following this procedure, LR values obtained for different objects are based on 180 
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slightly differing information derived from the database. However, the presented approach 181 
ensures that all of the available data are exploited at once to the limits of possibilities and the 182 
proposed model is not over-fitted.  183 
When the θ1 hypothesis states that the object with mean vector y  belongs to category 1, the θ2 184 
states that it belongs to the second category, and the between-object distribution is estimated 185 
by KDE, then the one-level LR is calculated according to Eq. 3:  186 
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The between-object variance-covariance estimate (C) in the case of multivariate data in one-188 
level LR model can be expressed as follows: 189 
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gix - a vector of means of p variables calculated using n measurements (here: n=1) for the i-th 193 
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 
4
1
12
4 










p
g
optg
pm
hh . The smoothing parameter helps in fitting the probability density 198 
 9 
curve to the analysed data using Kernel Density Estimation procedure with Gaussian kernels 199 
(Silverman, 1986).   200 
In the case of the analysis of univariate data (p=1), vectors and matrices become suitable 201 
scalars (e.g. C is replaced by 2c ). 202 
 203 
The evaluation of the correct model answers (correct classifications) acts as one of the 204 
performance measures that are typically defined as the percentage of likelihood ratio values 205 
that would lead to a correct decision if the decision threshold is set at LR=1. In the aim of 206 
evaluating the levels of correctly classified objects, a number of experiments were conducted. 207 
Therefore, each object was classified into one of two categories (see section 3.2) based on LR 208 
values obtained in the course of the univariate LR calculations and other alternative models 209 
(see section 3.3).  210 
 211 
2.3 Empirical Cross Entropy 212 
However, the rates of correct and incorrect LR model answers are limited measures of 213 
performance. They only provide information about supported proposition according to the 214 
threshold at LR=1, but they ignore the strength of such support carried by the magnitude of 215 
the LR value. For instance, a LR value computed under the θ1 hypothesis would be much 216 
worse if its value is LR=1000 than if it is LR=2 in the case of true- θ2 hypothesis. In the 217 
misleading evidence rates approach, these two LR values are treated equally and no 218 
distinction between their strength is being made, contrastingly to the Empirical Cross Entropy 219 
(ECE), which takes into account both the support and strength of the hypothesis.  220 
ECE was proposed as an assessment technique for evaluation methods such as the likelihood 221 
ratio model (Brümmer et al., 2006; Ramos et al., 2013). ECE is a framework derived from 222 
information theory firstly presented in 1950’s. 223 
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ECE, being a measure of information, is aimed at assessing the performance of a statistic 224 
(such as the likelihood ratio) with respect to correctness of decision making (Lucy & Zadora, 225 
2011; Ramos et al., 2011; Zadora et al., 2010). It was mentioned that the higher (lower) the 226 
LR values, the greater the support for the θ1 (θ2). Thus, for a forensic expert the best method 227 
for evidence evaluation is the one delivering the extreme values supporting the correct 228 
hypothesis. Roughly speaking, according to Eq. 2, it seems to be of great importance to obtain 229 
such LR values that do not provide misleading information for the court or police. This 230 
implies the need for measuring the performance of the applied LR methodology of data 231 
evaluation. 232 
The Empirical Cross Entropy approach is related to the strictly proper scoring rules. 233 
Commonly, the strictly proper scoring rules are expressed as logarithmic scoring rules (LS) in 234 
the following way: 235 
a) if θ1 is true: E))|Pr((log- 12  , 236 
b) if θ2 is true: E))|Pr((log- 22  . 237 
In Brümmer et al. (2006) the overall measure of the goodness of a forecaster is defined as the 238 
average value of a strictly proper scoring rule over many different forecasts ( ie  referring to 239 
evidence information considered under θ1 hypothesis and je  referring to evidence information 240 
considered under θ2 hypothesis), which are expressed by posterior probabilities. For instance, 241 
for the logarithmic scoring rule, this mean value could be expressed by:    242 
 243 
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 245 
where 21 , NN  refer to the number of the objects originally belonging to each of the 246 
considered categories. This average value (LS) can be viewed as an overall loss. The ECE, is 247 
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the proposed measure of goodness as a variant of LS, weighted by the prior probabilities 248 
 1Pr   and  2Pr  , and is expressed as follows:  249 
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Taking into account equation {2} it can be concluded that ECE could be expressed as: 253 
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The a priori probabilities Pr(θ1) and Pr(θ2) are not generally known in the forensic evaluation 256 
of evidence, because they depend on various information sources (witnesses, police 257 
investigations, other evidence, etc.). Because ECE cannot be computed if prior probabilities 258 
are not known, the adopted solution is to plot ECE for a set of all possible prior probability 259 
quotients, further referred to as prior odds and expressed as its logarithm log10Odds(θ). The 260 
details about the derivation and interpretation of ECE can be found in Brümmer et al. (2006), 261 
Ramos et al. (2013). That leads to the so-called ECE plot consisting of 3 curves (also referred 262 
to in sections 3.2 and 3.3, and Figure 2): 263 
a) the solid (red) curve (named observed) – represents the ECE (average information 264 
loss) values calculated using the evidence evaluation method under analysis (see Eq. 265 
{7}). 266 
b) the dashed (blue) curve (named calibrated) – represents the calibrated ECE values 267 
obtained from computing ECE for the experimental LR values transformed using Pool 268 
Adjacent Violators algorithm (PAV) (Ayer, Brunk, Ewing, Reid & Silverman, 1955; 269 
Best & Chakravarti, 1990). The discriminating power of the calibrated method is 270 
unaltered, which means that it represents the LR values set of the best performance of 271 
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all other LR sets offering the same discriminating power. Therefore, the observed 272 
differences between the calibrated method curve and the ECE curve for the 273 
experimental LR set are due to the problems with the calibration of the applied 274 
evidence evaluation method.   275 
c) the dotted (black) curve (named null) – represents the performance of a method 276 
always providing LR=1. Therefore, within this method (referred to as a null method) a 277 
curve is always the same for different sets of experimental LR values. This method is 278 
equivalent to assigning no value to the evidence, and will be used as a reference. 279 
The interpretation of the relative location of the ECE curve for the experimental set of LR 280 
values (solid, red line) in relation to the remaining two (dashed and dotted lines) illustrates the 281 
performance of the method of evidence evaluation. If the LR values of the evidence 282 
evaluation process are misleading to the fact finder, then the ECE will grow, and more 283 
information will be needed in order to know the true values of the hypotheses. In other words, 284 
the higher the curve, the more uncertainty remains and therefore the worse the method of 285 
choice is for the interpretation of the evidence under analysis. If the curve appears to have 286 
greater values than the ones in the neutral method, the evidence evaluation introduces more 287 
misleading information than when not evaluating the evidence at all.  288 
For the purposes of this paper, the information about the reduction of information loss due to 289 
the analysis of evidence always refers to the point of log10Odds(θ)=0.  290 
 291 
3. Results and discussion 292 
3.1 Descriptive statistics and experimental protocol 293 
Descriptive statistics in the form of box-plots (Figure 1) for each of the variables within a 294 
single category suggest, that most of the parameters ranges do not distinctively differ between 295 
the considered wine brands. Transmittance of flavonoids (T_flav), transmittance for diluted 296 
samples (T_diluted), and flavonoid (Flav) content seem to have the highest classification 297 
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power as their data overlap the least. The descriptive statistics also successfully identify the 298 
variables that should be avoided in the classification analysis. Such variables include Bu_diol, 299 
Ca, P, TN, pH, Ash, K, Cl, and Meth.  300 
Performed statistical analysis (e.g. Q-Q plots) proved that some variables are not normally 301 
distributed, and therefore, the kernel density estimation procedure (KDE) was used for their 302 
distribution modelling. 303 
There were 6 classification problems considered; three were concerned with classifying 304 
objects into 2 categories formed from single brands such as Barolo vs. Grignolino (denoted 305 
further as BAR vs. GRI), Barolo vs. Barbera (BAR vs. BRB), and Grignolino vs. Barbera 306 
(GRI vs. BRB). The next three took into account all the analysed samples by classifying them 307 
into categories (out of which one was the single brand category and the second was formed 308 
from the two remaining classes joined together). The classification included classification into 309 
Grignolino wine class vs. combined Barolo and Barbera classes (denoted further as GRI vs. 310 
BARBRB), Barbera vs. combined Barolo and Grignolino classes (BRB vs. BARGRI), and 311 
Barolo vs. combined Grignolino and Barbera classes (BAR vs. GRIBRB). There were 312 
proposed 27 univariate LR models based on each of the 27 variables as well as 3 multivariate 313 
LR models. The first one took into account all of the variables assuming their independency 314 
(a naïve LR model denoted as 27LR ). The second naïve model involved variables selected by 315 
F-test and ECE curve shapes ( FLR ). The last one eliminated the independency assumption by 316 
employing PCA for creating orthogonal variables ( PCALR ). ECE plots were generated in 317 
order to assess the performance of LR models in the evidence evaluation process for each LR 318 
model.  319 
 320 
3.2 Univariate LR models 321 
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The performed LR calculations as well as ECE plots proved that for each of the considered 6 322 
classification problems, the rates of correct models responses significantly differed (Table 2 323 
and Table 3). Thus, within each classification problem, there are different sets of variables 324 
that have the best performance as well as those delivering the most misleading information. 325 
For solving the classification problem within categories BAR vs. BRB the best variables are 326 
Flav (100% of correct classifications), T_diluted (ca. 99%), T_flav (ca. 97%), TPh (ca. 95%), 327 
Hue (ca. 94%), and Proline (ca. 89%). For Flav, ECE analysis showed that the reduction of 328 
information loss reaches 100% (Figure 2). For both transmittance variables (T_diluted and 329 
T_flav), the evidence evaluation makes the loss of information reduce by ca. 90% (all 330 
percentage values of information loss reduction refer to the log10Odds(Θ)=0). Hue, Proline, 331 
and TPh decrease the information loss from 100% to less than 30% in relation to the situation 332 
of not evaluating the evidence.  333 
In the case of the classification into BAR and GRI categories the only variables for which the 334 
rate of correct classification exceeds 90% are Alc and Proline. These reduced the information 335 
loss to 28% and 24% in respect to 100% for the neutral method (dotted line in Figure 2). 336 
Within the GRI vs. BRB class, the most suitable variables are Flav, T_diluted, Col_int (nearly 337 
90%), Hue, and T_flav (both ca. 86%). The information gained by analysing the evidence has 338 
decreased the loss of information from 100% to 29-45% with respect to not evaluating the 339 
evidence at all.  340 
For the classification into BAR and GRIBRB categories, variables such as Proline (ca. 92%) 341 
and Flav (ca. 88%) seem to deliver the most satisfying results. They reduce the information 342 
loss from 100% to 26% and 40% respectively.   343 
For the classification into BRB and BARGRI categories, the best performance is achieved 344 
relating to the Flav and T_diluted (both ca. 93%), Hue, and T_flav (both ca. 91%). For these 345 
variables the loss of information is greatly reduced by the evidence evaluation method from 346 
100% to approximately 26-34% with respect to not evaluating the evidence at all.  347 
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The results of ECE interpretation of LR values obtained in classification to GRI and 348 
BARBRB categories indicate that for the most effective variables (Alc and Col_int with 349 
nearly 90% of correct classifications), the loss of information is the most noticeable, although 350 
still high and reaches the level of 50% and 37%. Great attention should be paid to all the 351 
remaining variables. They hardly reduce or even increase the information loss in comparison 352 
to the neutral method, which acts as if the evidence had not been analysed and does not 353 
support any of the propositions (LR=1).  354 
As already proved, the analysis of ECE plots confirms that the variables with the best 355 
performance chosen on the basis of correct answers rates generate the most efficient and 356 
reliable LR models. This demonstrates that the LR values obtained within the most efficient 357 
univariate models strongly support the correct hypothesis and provide weak support for the 358 
incorrect one. However, there is no universal set of the variables with the best classification 359 
power for all the classification problems that were considered. The variables should be chosen 360 
for each problem individually. The reason for obtaining different sets of variables for 361 
distinctive classification problems lies in the nature of each of the brands of wines. These 362 
brands are described by many parameters, sometimes some of them overlap in two brands. 363 
However, the most effective variables gave the correct answers above 85% and effectively 364 
reduced the uncertainty about the evidence supporting the correct hypothesis. This is 365 
satisfactory and therefore they were mainly used for the creation of alternative LR models.  366 
 367 
3.3 Multivariate LR models 368 
3.3.1 A naïve multivariate LR model involving all the variables 369 
A naïve multivariate LR model accounting for all the variables was created by multiplication 370 
of 27 univariate problems concerning each of the 27 variables ( 



27
1
27LR
p
i
iLR ). Such a model 371 
may only be used in instances when the variables are independent. However, due to having a 372 
 16 
limited number of objects in the database (and with only a single observation for each of the 373 
27 variables describing them) such a naïve approach was justifiable.  374 
The rates of correct classifications for each of 6 considered classification problems (obtained 375 
on the basis of the proposed LR models) exceeded 98% and in the case of classification into 376 
BAR vs. BRB were equal to 100%. 377 
This model reduced the information loss due to the evidence analysis from 100% to less than 378 
6%. This means that using this model, there remains less than 6% of information loss to 379 
improve the effectiveness of the model.      380 
 381 
3.3.2 A naïve multivariate LR model involving the variables selected by F-test and ECE 382 
plots analysis 383 
Two criteria were proposed, based on the observation that some variables may introduce 384 
misleading support for either of hypotheses, with the aim to reduce the dimensionality of the 385 
data. This is done by removing variables which do not provide any additional, reliable 386 
information.  387 
The procedure embedded within the F-test (Otto, 1999) was proposed for selecting a series of 388 
variables with the best classification power within the set of the 27 variables. Its objective is 389 
to compare the variance estimate of the data between classes with the variance estimate of 390 
observations within each of the class. High values of the F-statistic imply that the data 391 
variation between classes is much more significant than the variation within each class. The 392 
higher the F-statistic, the most powerful the variable for solving the classification problem, 393 
since such a variable represents relatively separate sets of observation values describing the 394 
objects belonging to different classes. The variables for which the F-statistic was lower than 395 
3.90 ( 90.3176,1 F ) were removed from the variables set. Under the second criterion the 396 
removed variables were those for which the ECE curve representing the experimental LR 397 
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values (solid, red line in Figure 2) exceeds the neutral curve (dotted, black line in Figure 2) 398 
for any range of the prior odds. The selected variables for each of the classification problems 399 
are marked in Table 1. They were further used for an alternative model proposition. This was 400 
a naïve approach based on multiplication of the LR values for univariate problems concerning 401 
all the variables (p) except those which were removed from the original dataset 402 
( 


p
i
iLR
1
FLR ).  403 
Such LR models delivered more than 98% of correct classification rates and reduced the 404 
information loss from 100% to less than 10%. Such a good performance of the model 405 
proclaims that naïve models based on reduced number of variables are still effective. 406 
However, FLR  is still a naïve approach and does not concern the existing correlation between 407 
the variables. 408 
 409 
3.3.3 A multivariate LR model involving the variables selected by F-test and and ECE plots 410 
analysis and orthogonalised by PCA  411 
With the aim of removing the variables mutual dependency, PCA was applied (taking into 412 
account only the variables selected based on F-test and ECE plots), and delivered new 413 
orthogonal variables. All the computed principal components were used due to the 414 
assumption that in the forensic sciences all information about the evidence may be relevant 415 
and should be taken into account.  The model that was proposed involved the multiplication 416 
of LR values obtained for univariate problems, but based on principal components 417 
( 


p
i
iLR
1
PCALR ).  418 
The rates of correct classifications within the 6 considered classification problems were 419 
satisfactory. Only for classification BAR vs. GRI was the rate of correct classifications 420 
slightly lower (ca. 95%), but on the other hand it was 100% for BAR vs. BRB. The 421 
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information loss was significantly reduced from 100% to less than 25% (the poorest reduction 422 
for BAR vs. GRI and GRI vs. BARBRB), which was slightly worse than for previously 423 
proposed models. However, this was still satisfactory and better than for univariate models. 424 
The performance of each of the proposed alternative LR models (as well as for the most 425 
effective univariate model) is illustrated in Figure 3.  426 
 427 
3.4 Comparison of the likelihood ratio model with linear discriminate analysis (LDA) 428 
One of the most widely used discriminant methods in food authenticity testing is linear 429 
discriminant analysis, LDA. For a comparative purpose, the results obtained from LDA for 430 
the studied data are presented below. A cross-model validation methodology (Westerhuis et 431 
al., 2008) was adopted avoiding the presentation of either over-optimistic or over-pessimistic 432 
predictions that could be obtained from a uniform selection (by the Kennard and Stone or 433 
Duplex algorithms) of samples in the training set. This methodology consists of multiple 434 
creations of discriminant rules with LDA using a set of samples randomly selected from each 435 
class and use of the created rules to predict the class membership of the remaining test 436 
samples from each class. This procedure was repeated 1000 times and efficiency (correct 437 
classification rate) of the LDA model was calculated as the average of the 1000 efficiency 438 
values obtained for the test sets. Because of the LDA assumption for equal class-covariances, 439 
the number of class samples selected in the training set is critical. This number was selected 440 
as 75% of the number of samples of the least numerous class (i.e. Barbera wine with 48 441 
samples) guarantying a balanced training set. In contrast to the LR approach, when variables 442 
are in different units, an autoscaling procedure combining centering and scaling to unitary 443 
standard deviation of variables in the training set is required. The test set is preprocessed 444 
using the mean and standard deviation of the training set. The multiple LDA models using 445 
two discriminant functions each were built for the three-class problem. The average efficiency 446 
of the LDA model is 97.62%. The sensitivities (the percentage of correct predictions of class 447 
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membership) of the Barolo, Grignolino, and Barbera wines are of 99.87%, 95.53%, and 448 
99.41%, respectively, indicating that the probability of recognising Barolo or Barbera wine as 449 
the other tested wine using 27 parameters is rather negligible, while there is a larger 450 
probability that a Grignolino wine could be labelled as a Barolo or Barbera wine.                         451 
The LR and LDA approaches are hard modelling techniques. In contrast to soft modelling 452 
tools, with hard modelling techniques, a sample described by a set of parameters will always 453 
be assigned to one of the modelled classes. In contrast to the LR approach, LDA does not 454 
provide any information on the probability given evidence (the probability with which the 455 
membership of an unknown sample is predicted) and does not include information about the 456 
rarity of a determined value of wine characteristics as is required in forensic science. In this 457 
context, the LR models are preferred in solving authenticity problems for wine samples when 458 
it is an issue of forensic interest. 459 
 460 
4. Conclusions  461 
This research was aimed at investigating if the LR models used in forensic science (for 462 
example in glass analysis (Zadora, 2009)) could be successfully adapted to verify the 463 
authenticity of food products and constitute reliable evidence for the court. 464 
The results of this study clearly demonstrate that the classification problem of wines can be 465 
successfully solved by means of LR models. The percentage of correctly classified objects in 466 
some univariate LR models as well as for all proposed alternative models exceeded 90%. 467 
Application of these models to the forensic evaluation of evidence significantly reduces the 468 
information loss by tens of percent. The problems with calibration of LR values are also 469 
minimal (the inconsiderable distance between the solid, red and dashed, blue curve in ECE 470 
plots). 471 
It can be concluded that there are no such universal sets of variables that yield the best results 472 
for each of the considered classification problems. However, the LR should be calculated 473 
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mainly based on Flav, spectral parameters such as T_diluted and T_flav, Hue, Col_int, Alc, 474 
and Proline. Using these variables guarantees that the reduction of information loss will be 475 
most significant after the evidence analysis under the method of choice in relation to the 476 
neutral method, which delivers the performance of the method without investigating the 477 
evidence at all. The easiest classification seems to be the classification into categories BAR 478 
vs. BRB, as it is faultless when based on Flav and all alternative multivariate models. 479 
A connection between the model performance and the number of the considered variables was 480 
firmly established. The more univariate problems were taken into account and used for 481 
calculating overall LR values, the better performance the model had and consequently the 482 
classification power proved to be greater. This corresponds to the fact that each variable 483 
should be treated as separate evidence and the more variables are taken into account, the more 484 
complete and improved the model is. Therefore, it seems reasonable to use multivariate LR 485 
models including all the information about the evidence. 486 
 487 
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Figure captions 539 
 540 
Fig. 1. Descriptive statistics (in the form of box-plots) presented for the variables mostly 541 
differing between the categories (Flav, T_diluted, T_flav) and one of the variables 542 
overlapping between categories (Bu_diol). 543 
 544 
Fig. 2. The ECE plots presenting the performance of 3 univariate LR models within BAR vs. 545 
BRB classification: a) LR model with the best performance based on Flav, b) LR model with 546 
a satisfactory performance based on Hue, c) LR model with a poor performance based on 547 
Meth. 548 
 549 
Fig. 3. The values of ECE (at the log10Odds(Θ)=0) for the univariate model with the best 550 
performance and 3 multivariate LR models (LR27 – a naïve LR model based on all variables, 551 
LRF – a naïve LR model based on variables chosen by F-test and ECE plots analysis,  LRPCA 552 
– LR model based on data from PCA). Black bars illustrate the ECE for a calibrated set of LR 553 
values and white bars (with the black ones) present ECE for experimental LR values. 554 
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Table captions 555 
Table 1. The parameters describing the analysed wine samples. The numbers indicate the 556 
variables taken into account in the LRF model (1-BAR vs. BRB, 2-BAR vs. GRI, 3-GRI vs. 557 
BRB, 4-BAR vs. GRIBRB, 5-BRB vs. BARGRI, 6-GRI vs. BARBRB). 558 
 559 
Table 2. The rates of correct classifications [%] within each classification problem obtained 560 
for the considered univariate and multivariate LR models and the corresponding ECE values 561 
for log10Odds(Θ)=0. 562 
 563 
Table 3. The rates of correct classifications [%] to each of the categories within each 564 
classification problem obtained for these considered univariate and multivariate LR models.  565 
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Table 1. The parameters describing the analysed wine samples. The numbers indicate the 
variables taken into account in the LRF
a) 
model (1-BAR
b)
 vs. BRB, 2-BAR vs. GRI, 3-GRI vs. 
BRB, 4-BAR vs. GRI_BRB, 5-BRB vs. BAR_GRI, 6-GRI vs. BAR_BRB). 
no abbreviations  explanation  
1 Alc(1,2,3,4,6) Alcohol 
2 Sfe(2,4,6) Sugar-free extract 
3 Fa(1,3,4,5,6) Fixed acidity 
4 Ta(1,2,3,4,5) Tartaric acid 
5 Ma(1,3,5,6) Malic acid 
6 Ua(1,3,4,5,6) Uronic acid 
7 pH(1,5) pH 
8 Ash(,2,3,4,5,6) Ash 
9 Aash(1,3,5) Alkalinity of Ash 
10 K(2,6) Potassium 
11 Ca(2,3,4,6) Calcium 
12 Mg(1,2,3,4,6) Magnesium 
13 P(1,2,4,6) Phosphate 
14 Cl(1,5) Chloride 
15 TPh(1,2,3,4,5) Total phenols 
16 Flav(1,2,4) Flavonoids 
17 NFPh(1,2,3,4,5) Nonflavonoid phenols 
18 Proanth(1,2,3,4,5) Proanthocyanins 
19 Col_int(1,2,3,4,5,6) Color intensity 
20 Hue(1,3,4,5,6) Hue 
21 T_diluted(1,2,3,4,5,6) Transmittance ratio of diluted samples of wines 
measured by 280 and 315 nm  
22 T_flav(1,2,3,4,5,6) Transmittance ratio  of flavonoids measured by 280 
and 315 nm  
23 Gly(1,4) Glycerol 
24 Bu_diol(2,3,5,6) 2,3-butanediol 
25 TN(5) Total nitrogen 
26 Proline(1,2,3,4,5,6) Proline 
27 Meth Methanol 
a) a naïve multivariate likelihood ratio model accounting for variables selected with 
application of the F-test, 
b) BAR – Barolo wine brand, BRB – Barbera wine brand, GRI – Grignolino wine brand. 
Tables 1-3
Table 2. The rates of correct classifications [%] within each classification problem obtained 
for the considered univariate and multivariate LR models and the corresponding Cllr values, 
i.e. ECE values for log10Odds(Θ)=0. 
Problem of classification into categories: 
 BAR vs. BRB BAR vs.GRI GRI vs. BRB 
BRB vs. 
BAR_GRI 
BAR vs. 
GRI_BRB 
GRI vs. 
BAR_BRB 
LR models 
% corr. 
class. 
Cllr 
% corr. 
class. 
Cllr 
% corr. 
class. 
Cllr 
% corr. 
class. 
Cllr 
% corr. 
class. 
Cllr 
% corr. 
class. 
Cllr 
Alc 68.2 0.80 91.5 0.28 79.0 0.66 59.6 0.87 77.0 0.54 88.2 0.50 
Sfe 72.0 0.88 75.4 0.73 48.7 1.05 52.8 1.08 71.4 0.79 66.9 0.90 
Fa 84.1 0.55 67.7 0.91 68.1 0.74 74.2 0.66 71.4 0.82 61.8 0.95 
Ta 86.0 0.58 57.7 0.95 78.2 0.76 83.7 0.70 62.4 0.82 58.4 0.96 
Ma 86.0 0.57 68.5 0.81 80.7 0.72 81.5 0.67 73.6 0.75 72.5 0.87 
Ua 75.7 0.64 52.3 1.02 76.5 0.67 80.9 0.65 51.7 0.91 55.6 0.92 
pH 62.6 0.95 50.8 1.02 56.3 1.02 62.4 0.98 55.1 0.99 32.6 1.03 
Ash 44.9 1.01 63.1 0.92 58.8 0.84 44.4 0.92 57.9 0.98 69.7 0.89 
Aash 80.4 0.56 69.2 0.93 56.3 0.92 62.9 0.78 74.2 0.85 51.7 1.09 
K 58.9 1.00 54.6 0.95 60.5 0.94 59.0 0.97 51.1 0.97 65.7 0.94 
Ca 61.7 0.96 73.9 0.79 66.4 0.91 64.0 0.98 62.4 0.87 71.9 0.85 
Mg 64.5 0.93 77.7 0.66 66.4 0.88 37.6 0.99 65.2 0.79 74.2 0.79 
P 76.6 0.82 75.4 0.76 42.9 1.01 56.7 0.99 73.0 0.77 66.3 0.93 
Cl 69.2 0.83 51.5 1.11 76.5 0.81 80.3 0.77 53.4 1.01 55.1 0.98 
TPh 95.3 0.21 74.6 0.68 74.0 0.81 80.3 0.63 80.9 0.53 64.0 0.97 
Flav 100.0 0.00 83.9 0.54 89.1 0.38 93.3 0.27 87.6 0.40 72.5 0.81 
NFPh 82.2 0.66 69.2 0.88 65.6 0.94 72.5 0.85 71.9 0.80 56.2 1.00 
Proanth 83.2 0.52 60.8 0.90 74.0 0.81 79.8 0.71 64.6 0.78 50.6 0.98 
Col_int 72.0 0.84 87.7 0.42 89.9 0.29 69.7 0.62 71.9 0.68 89.9 0.37 
Hue 93.5 0.22 50.0 0.90 86.6 0.41 90.5 0.34 66.9 0.72 57.3 0.87 
T_diluted 99.1 0.04 63.1 0.84 89.1 0.36 93.3 0.26 72.5 0.64 61.2 0.87 
T_flav 97.2 0.10 65.4 0.90 85.7 0.45 91.0 0.34 68.5 0.70 56.2 0.95 
Gly 64.5 0.87 84.6 0.67 74.0 0.94 55.6 0.99 74.2 0.76 76.4 0.84 
Bu_diol 61.7 0.98 70.0 0.89 74.8 0.83 74.2 0.93 58.4 0.97 68.5 0.86 
TN 68.2 0.81 71.5 0.87 60.5 0.91 52.3 0.89 63.5 0.87 65.2 0.94 
Proline 88.8 0.27 94.6 0.24 67.2 0.84 69.7 0.69 91.6 0.26 75.3 0.64 
Meth 56.1 1.01 42.3 0.98 54.6 1.03 60.7 1.04 52.3 0.98 52.3 1.01 
LR27 100.0 0.00 99.2 0.03 99.2 0.03 98.9 0.04 99.4 0.04 98.3 0.06 
LRF 100.0 0.00 99.2 0.10 98.3 0.07 98.9 0.05 99.4 0.04 98.3 0.06 
LRPCA 100.0 0.00 95.4 0.16 99.2 0.01 97.2 0.09 98.3 0.07 96.6 0.25 
There are 59 samples in BAR, 71 in GRI, 48 in BRB, 130 in BAR_GRI, 119 in GRI_BRB, and 107 in BAR_BRB categories. 
 
 
 
 
 
 
 
 
Table 3. The rates of correct classifications [%] to each of the categories within each 
classification problem obtained for the considered univariate and multivariate LR models. 
Problem of classification into categories: 
 BAR vs. BRB BAR vs.GRI GRI vs. BRB 
BRB vs. 
BAR_GRI 
BAR vs. 
GRI_BRB 
GRI vs. 
BAR_BRB 
LR models BAR BRB BAR GRI GRI BRB BRB BAR_GRI BAR GRI_BRB GRI BAR_BRB 
Alc 72.9 62.5 96.6 87.3 77.5 81.3 81.3 51.5 89.8 70.6 87.3 88.8 
Sfe 81.4 60.4 81.4 70.4 54.9 39.6 62.5 49.2 81.4 66.4 70.4 64.5 
Fa 84.8 83.3 81.4 56.3 60.6 79.2 83.3 70.8 84.8 64.7 45.1 72.9 
Ta 94.9 75.0 59.3 56.3 87.3 64.6 64.6 90.8 89.8 48.7 87.3 39.3 
Ma 84.8 87.5 91.5 49.3 76.1 87.5 85.4 80.0 83.1 68.9 43.7 91.6 
Ua 84.8 64.6 40.7 62.0 84.5 64.6 64.6 86.9 76.3 39.5 88.7 33.6 
pH 67.8 56.3 66.1 38.0 63.4 45.8 54.2 65.4 66.1 49.6 16.9 43.0 
Ash 39.0 52.1 78.0 50.7 39.4 87.5 87.5 28.5 66.1 53.8 45.1 86.0 
Aash 74.6 87.5 71.2 67.6 36.6 85.4 87.5 53.9 71.2 75.6 71.8 38.3 
K 54.2 64.6 96.6 19.7 53.5 70.8 68.8 55.4 57.6 47.9 18.3 97.2 
Ca 66.1 56.3 83.1 66.2 71.8 58.3 39.6 73.1 84.8 51.3 66.2 75.7 
Mg 78.0 47.9 88.1 69.0 62.0 72.9 83.3 20.8 84.8 55.5 66.2 79.4 
P 84.8 66.7 86.4 66.2 18.3 79.2 62.5 54.6 86.4 66.4 62.0 69.2 
Cl 81.4 54.2 66.1 39.4 88.7 58.3 58.3 88.5 76.3 42.0 87.3 33.6 
TPh 98.3 91.7 93.2 59.2 71.8 77.1 87.5 77.7 98.3 72.3 57.8 68.2 
Flav 100.0 100.0 94.9 74.7 90.1 87.5 97.9 91.5 98.3 82.4 81.7 66.4 
NFPh 86.4 77.1 86.4 54.9 64.8 66.7 75.0 71.5 86.4 64.7 45.1 63.6 
Proanth 88.1 77.1 76.3 47.9 74.7 72.9 77.1 80.8 79.7 57.1 63.4 42.1 
Col_int 86.4 54.2 91.5 84.5 87.3 93.8 77.1 66.9 91.5 62.2 87.3 91.6 
Hue 98.3 87.5 67.8 35.2 85.9 87.5 87.5 91.5 94.9 52.9 87.3 37.4 
T_diluted 100.0 97.9 94.9 36.6 87.3 91.7 95.8 92.3 96.6 60.5 88.7 43.0 
T_flav 98.3 95.8 91.5 43.7 81.7 91.7 95.8 89.2 93.2 56.3 73.2 44.9 
Gly 81.4 43.8 83.1 85.9 87.3 54.2 52.1 56.9 83.1 69.8 85.9 70.1 
Bu_diol 76.3 43.8 64.4 74.7 85.9 58.3 54.2 81.5 62.7 56.3 77.5 62.6 
TN 66.1 70.8 91.5 54.9 39.4 91.7 91.7 37.7 86.4 52.1 54.9 72.0 
Proline 88.1 89.6 94.9 94.4 53.5 87.5 91.7 61.5 89.8 92.4 78.9 72.9 
Meth 55.9 56.3 47.5 38.0 56.3 52.1 47.9 65.4 39.0 58.8 39.4 60.8 
LR27 100.0 100.0 100.0 98.6 98.6 100.0 100.0 98.5 100.0 99.2 95.8 100.0 
LRF 100.0 100.0 100.0 98.6 97.2 100.0 100.0 98.5 100.0 99.2 97.2 99.1 
LRPCA 100.0 100.0 98.3 93.0 98.6 100 95.8 97.7 96.6 99.2 93.0 99.1 
There are 59 samples in BAR, 71 in GRI, 48 in BRB, 130 in BAR_GRI, 119 in GRI_BRB, and 107 in BAR_BRB categories.  
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