Abstract. Suppose that f : R n → R n is a mapping of K-bounded p-mean distortion for some p > n − 1. We prove the equivalence of the following properties of f : doubling condition for J(x, f ) over big balls centered at origin, boundedness of multiplicity function N( f, R n ), polynomial type of f and polynomial growth condition for f .
Introduction
Throughout this paper, we call a non-constant continuous mapping f : Ω → R n a mapping of finite distortion if f belongs to the Sobolev space W If a happens to be the origin, we simply denote it by A(r) = A(0, r).
For a mapping of finite distortion f : R n → R n , we define the lower order of f to be (3) λ f = lim inf r→∞ log A(r) log r .
We say that f has finite lower order if λ f < ∞.
The main result of this paper is the following theorem that generalizes the corresponding statements for quasiregular mappings from [1] . The lesson we draw from Theorem A is that ∞ must be a removable singularity if f does not grows too fast. Under the condition that f is of polynomial type, we actually conclude that f must cover the whole R n .
Preliminaries and Auxiliary results
2.1. Area formula. Let f : Ω → R n be a mapping of finite distortion with distortion function K(x, f ) ∈ L p loc (Ω) for some p > n − 1. Then f is sense-preserving, discrete and open by the result in [2] , the latter meaning that f −1 (y) cannot have accumulation points in Ω. In particular, N(y, f, A) < ∞ whenever A ⊂⊂ Ω. Recall that N(y, f, Ω) is defined as the number of preimages of y under f in Ω. We also put r) ). For the following lemma, see Chapter I Lemma 4.9 in [8] .
Lemma 1 (Lemma 4.9, [8] 
Next suppose that x ∈ Ω and 0 < r ≤ σ x , where σ x is as in the above lemma. The local index i(x, f ) of f at x is defined as
Note in particular that N( f, U(x, f, r)) is independent of r ≤ σ x . Thus, i(x, f ) = 1 if and only if x ∈ Ω\B f , where B f is the branch set of f . We refer the reader to [8] Chapter I for this discussion.
Suppose that f : Ω → R n is a continuous, sense-preserving, discrete and open mapping. Let β : [a, b) → R n be a path and let
We say that the sequence α 1 , . . . , α m of paths is a maximal sequence of f -liftings of β starting at the points x 1 , . . . ,
for all x ∈ Ω and all t. The existence of maximal sequences of f -liftings is proved in Chapter II Theorem 3.2 in [8] .
We close this subsection by the following well-known area formula.
The validity of the above lemma lies in the fact that f satisfies the so-called Lusin condition N. This is proven in [3] Theorem A. Recall that a mapping f : Ω → R n is said to satisfy the Lusin condition N if the implication |E| = 0 ⇒ | f (E)| = 0 holds for all measurable sets E ⊂ Ω.
Basic modulus estimates.
We first give the definitions of the p-modulus and weighted p-modulus of a path family. Let E and F be subsets of Ω. We denote by Γ(E, F, Ω) the path family consisting of all locally rectifiable paths joining
Borel function for Γ .
Let ω : Ω → [0, ∞] be a measurable function. The weighted p-modulus of the path family Γ is then defined as
Note that when ω(x) = 1 for all x ∈ Ω, we recover the usual p-modulus mod p . When p = n, we write mod ω instead of mod n,ω . Next we introduce the p-modulus on spheres. Let Γ be a path family in S (a, r), and let
The notation Γ f is used to denote the collection of all locally rectifiable paths in A having a closed subpath on which f is not absolutely continuous. The following K o -inequality for mapping of finite distortion is due to Rajala [6] .
and Γ a family of paths in A. If a function ρ is admissible for f (Γ\Γ f ), then
The following important Väsälä inequality for mappings of finite distortion was proved by Koskela and Onninen [4] . Here i(x, f ) is the local index of f at a point x.
′ a path family in R n , and m a positive integer with the following property. For every path β : I → R n , there are paths α 1 , · · · , α m in Γ such that f • α j ⊂ β for all j and such that for every x ∈ Ω and t ∈ I, α j (t) = x for at most i(x, f ) indices j. Then
For spherical rings, we prove the following upper bound for
Suppose that for some a ∈ Ω and R > 1, B(a, R) ⊂⊂ Ω and that
There exists a constant C > 0, depending only on n and K, such that
for all 1 ≤ 2r ≤ R, where Γ is the family of all paths connecting B(a, r) and R n \B(a, R).
\B(a, r) and ρ(x) = 0 otherwise. Then ρ is an admissible function for Γ. Let k be the smallest positive integer such that 2 k r ≥ R. Then it follows that
where, in the last inequality, we have used the condition I
Next we will derive a lower bound estimate for the K −1 (·, f )-modulus for spherical rings . The proof here is a small modification to the proof of Theorem 2.2 in [6] .
n be a mapping of finite distortion with 
where Γ is the family of paths joining E and F in B(a, R ′ )\B(a, r ′ ).
Proof. Let ρ be an admissible function for mod
where
where Γ t = {γ ∈ Γ : |γ| ⊂ S (a, t)}. We conclude that
for almost every t ∈ (r ′ , R ′ ). Integrating over t, we get
. Then |E| is bounded from above and below by dimensional constants times (R ′ − r ′ )R ′n−1 . Combining the above two inequalities gives
) and using Holder's inequality, we see the righthand side of (9) is at most (10)
Combining estimate (9) with (10), we obtain the desired estimate
Proof. Note that in our situation, all the requirements of Corollary 1.3 in [4] are satisfied and thus the conclusion follows.
2.3. Growth estimate. In this subsection, we will derive a growth estimate on f under the assumption that J(x, f ) is doubling for balls centered at the origin with radius bigger than or equal to 1. The idea of the proof is from Lemma 12.3 in [5] . For the statement of the following results, we introduce the notations
-doubling for all balls centered at the origin with radius bigger than or equal to 1, then there exist
Proof. By Lemma 8, we may set R 0 to be such a number that
By Lemma 7, we may choose
, starting at f (a) with |γ| unbounded and a maximal f -lifting of γ ′ of γ starting at a. Then |γ ′ | is also unbounded. Lemma 6 implies that
where Γ is the family of curves joining
is a test function for f (Γ). By Lemma 2,
for s = log 2 C. The claim now follows from Lemma 3, (13) and (14).
. In particular, f (R n ) contains balls of arbitrary large radius.
Proof. The proof is quite similar to Lemma 8. Let R 0 be the same number as in the proof of Lemma 8 and
we write
to be the test function for f (Γ) and
Remark. This result can be viewed as a covering theorem for mappings of finite distortion, comparing it with Corollary 1.2 in [7] .
Proof of theorem A
Proof. The implication "3 ⇒ 1" follows from modulus estimates. First of all, Lemma 2 implies that
Therefore it suffices to show that
whenever B ⊂ R n is a ball centered at origin with radius bigger than or equal to 1.
To this end, fix a ball
Then some lifts of L 0 and L 1 join 0 to ∂B, and ∂2B to ∞, respectively, and hence by Lemma 6
where Γ is the family of paths joining f −1 (L 0 ) and f −1 (L 1 ) in 3B. On the other hand, Lemma 3 gives us
We thus obtain r ≤ Cd, which implies that f (B) and f (2B) have comparable volumes, as desired. Next, we prove the equivalence of 2 and 3. First we show that 2 implies 3. To this end, fix a point y ∈ f (R n ). Since f is discrete and
Now suppose that there exists a point v ∈ X with
and choose a compact path γ beginning at v and ending at y. Then there are at least M + 1 lifts γ j of γ starting at f −1 (v), and each of them either ends at some x ∈ f −1 (y) or leaves every compact subset of R n . The latter cannot happen for any j since f is of polynomial type. But, by (16), the former can occur for at most M of the lifts γ j . This is a contradiction and thus 2 implies 3.
Now assume 3 and suppose that 2 does not hold. Then there exists a sequence (a i ) of points in R n , such that |a i | increases to infinity but
Passing to a subsequence if necessary, we may assume that
for every i ∈ N. Note that f is continuous and open, and hence it is monotone. It follows that
Since N( f, R n ) < ∞, we may fix a δ > 0 so that U(x j , δ) is a normal neighborhood of x j for every
for some t > 0. When |a i | > t, let Γ i be the family of all paths joining B( f (0), δ) and f (S (0, |a i |)) in R n . Then by (17), (18) and the n-Loewner property of R n , there exists a constant C > 0 such that mod(Γ i ) ≥ C for every i. Denote by Γ ′ i the family of all lifts γ ′ of γ ∈ Γ i starting at S (0, |a i |).
By (19), every γ ′ ∈ Γ ′ i either intersects B(0, t) or leaves every compact set in R n . The latter family of paths have K I (·, f )-modulus zero. All other paths start at S (0, |a i |) and intersect S (0, t), so
by the remark after Lemma 5. We thus get a contradiction to Lemma 4. Therefore, 2 follows from 3. Now we show the implication "1 ⇒ 3". First we suppose R is large and fix a point y ∈ f (B(0, R)) with m preimage points x 1 , · · · , x m inside B(0, R) ⊂ R n , where m is a large positive integer to be estimated later. We choose δ > 0 so that U(x i , δ) ⊂ B(0, R) is a normal neighborhood for each i = 1, · · · , m, and the sets U(x i , δ) are pairwise disjoint.
By Lemma 7, we can choose a point f (q) ∈ f (R n ) with |y − f (q)| as large as desired, and a path
starting at f (q), such that |γ| is unbounded. Then
where C 1 > 0 does not depend on q. By Lemma 8 and our choice of γ, there exist α > 0 such that . We conclude from (23) that m ≤ ( C α ) n−1 . To see this, suppose that the conclusion is not true, i.e. m > ( C α ) n−1 . We may let |y − f (q)| be as large as we wish and obtain a contradiction with (23).
The implication "1 ⇒ 4" follows immediately from Lemma 8. The proof of implication "4 ⇒ 3" is the same as that in the implication "1 ⇒ 3". Indeed, (21) follows immediately from Lemma 8.
Finally we only need to show that one of the above four conditions implies that A(r) is doubling for r ≥ r 0 for some positive constant r 0 . We want to prove that 3 implies that A(r) is doubling for all r ≥ r 0 . The proof is similar to the proof for the implication "3 ⇒ 1". Let B = B(0, r) with r ≥ r 0 , where r 0 > 0 is to be determined later. Lemma 
