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The spectral theory for unbounded normal operators is used to develop a 
systematic method of approximating functions of operators with other, more easily 
computable functions, leading to a priori error estimates in the operator norm. In 
particular, polynomial approximations are obtained for resolvents and semigroups 
in terms of inverses and resolvents, respectively. 7” 1987 Academic Press, Inc. 
1. INTRODUCTION 
A central objective in the analysis of problems in mathematical physics is 
that of establishing an operator realisation of a given problem in the form 
Tu=fEH, ucD(T)c H (1.1) 
say, where H is, for instance, a complex Hilbert space. Of crucial impor- 
tance in any such representation is the requirement that T-’ should exist 
and moreover can be obtained relatively easily. Results in this direction are 
virtually complete when T has the particular form 
T=ilI- A, lea=, (1.2) 
where A is a bounded operator of sufficiently small norm. In this case (1.1) 
yields 
u=T-‘f=(JZ-A)-‘f=R(&A)f=A-’ f ; ‘f; 
0 
(1.3) 
k=O 
where R(A; A) is the resolvent of A. It is well known that a sufficient 
condition for the convergence of the series in (1.3) is that 
II4 < 111. (1.4) 
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Constructive methods based on this approach face two potential dif- 
ficulties. First, the condition (1.4) might not be satisfied in which case the 
series in (1.3) might not converge. This can often be overcome by renorm- 
ing H in terms of suitably weighted norms [ 1, 7, 81. Second, the condition 
(1.4) is satisfied but the parameter A may have a value near an eigenvalue 
of A in which case the convergence of the series in (1.3) could be extremely 
slow. This difficulty can be resolved by using either an eigenvalue shifting 
technique or a modified Green’s function approach [2, 3, 61. However, an 
approximation method involving the series in (1.3) fails completely when A 
is an unbounded operator. This coupled with the fact that not all operators 
of interest have the form (1.2) indicates the need for alternative 
approximation procedures. 
In this article an approximation method is established which is based on 
an unexpectedly simple application of the spectral theorem which seems 
not to have been fully exploited, although similar ideas have already been 
employed in [S]. The idea behind the method stems from the failure of the 
convergence of the series in (1.3) when A is unbounded. If A is unbounded 
and normal then o(A) is unbounded. If furthermore the spectral theorem 
can be applied to A then we can infer, under suitable conditions, that 
a(A ~ ‘) is bounded and that in turn the operator A ’ is bounded. This 
reasoning suggested the present approximation procedure which will be 
seen to be based on a polynomial involving powers of A ~ ’ rather than A 
as in (1.3). It will be seen that the method presented here reduces, in its 
zero order form, to that developed in [S] for approximating the inverse of 
an unbounded normal operator. However, in the method given here it is 
possible to consider more general functions of an operator than its inverse 
and to obtain, quite readily, a priori error estimates. In particular we use 
the method for approximating semigroups generated by unbounded 
operators in terms of resolvents. 
2. NOTATION AND PRELIMINARY RESULTS 
Let H be a complex Hilbert space equipped with an inner product ( ., . ) 
and induced norm 11. IIH. The sets of bounded operators and of densely 
defined normal operators in H will be denoted by B(H) and N(H), respec- 
tively. For any A E N(H), there exists a unique resolution of the identity E, 
in terms of which A can be expressed uniquely in the form 
Ax= AdE,,(A) x, XED(A), ieo(A), (2.1) 
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where o(A) denotes the spectrum of A and D(A), the domain of A, is given 
by 
[9]. Strictly (2.1) should be interpreted as 
(4 VI = 1,,, MEA(~) x, Y), XED(A), YEH. 
but we shall adopt the standard practice of writing either (2.1) or, when 
A E B(H), the abbreviated version 
A= 
J‘ idE,(n). V-2) da) 
Unless otherwise stated, any operator A will be assumed to be normal on 
H and consequently it will possess a unique spectral decomposition of the 
form (2.1). We note in passing that A will be bounded whenever a(A) is a 
bounded set and, since A E N(H), 
II4 =su~{lW~~(4}, 
where /I. II denotes the usual operator norm [9]. 
It is well known that the resolution of the identity E, associated with a 
given operator A on H can be used to construct other normal operators 
f(A) on H for a wide class of scalar functionsf: This is done in a natural 
way by defining f(A) to be the operator satisfying 
.flAb=~ f(~)dE,(~)X, .y E W(A 11, (2.3) 
NA 1 
where [9], 
D(f(A))= XEH: 
i j 
IfWl’ W,(1) XII :, < ~0 . (2.4) ~(A, 
In this paper we shall restrict attention to functions f which are con- 
tinuous and bounded on o(A), so that f(A) E B(H) and 
lIf(A)II =su~{l.fW~WA)). (2.5) 
Of particular importance later are the functions f?(t; A) = e”, t 2 0. If 
a(A) E (1: Re A< o}, o < co, then for each t 20, 8(t; A) is a continuous 
409/126/l-14 
212 LAMB,MIKA,ANDROACH 
function of i on a(A) and therefore a family of bounded normal operators 
{ r( t; A); t > 0} can be defined by 
T(t;A)=j Q(t; A) dEA(A), t > 0. (2.6) u(A) 
Routine calculations establish that { T(t; A); t > 0} is a (C,) semigroup of 
type w  with the operator A being the infinitesimal generator [9]. A con- 
verse to this result also holds in that any (C,) semigroup of bounded nor- 
mal operators { T(t; A); t > 0} has a normal infinitesimal generator A with 
a(A) 5 {I: Re 16 o }, for some finite real constant o, and, [9], can be 
expressed by (2.6). 
Finally, we state the following result concerning the spectral represen- 
tation of the resolvent of an operator A E N(H). 
LEMMA 2.1. If pep(A), the resolvent set of A, then the resolvent 
operator R(p; A) = (pZ- A) ~’ can be written us 
where r(p; A) = (p - A) ‘. 
3. AN APPROXIMATION PROCEDURE 
In applications, the problem of determining an operator f( A), associated 
with a given operator A and some function f, often arises. Commonly 
occurring examples of f are the functions r(p; A) = (p - ,I- ‘, B(t; i) = 
e”‘(t B 0) and f,(1) = ( - 1)’ which lead, respectively, to the operators 
R(,u; A) = (PZ- A)-’ (the resolvent operator), B(t; A) = erA, t 20, (semi- 
groups) and f,(A) = (-A)” (fractional powers). 
Frequently it is impossible to obtain an analytic representation of f(A) 
which can be used for calculating f(A) x, for a given x E H, and con- 
sequently approximations for f(A) have to be constructed. 
In this section we introduce a method which reduces the problem of 
finding a suitable approximation of f(A) to the more familiar problem of 
constructing approximations of scalar-valued functions. As will be seen, 
this particular method has the additional advantage of automatically 
providing a priori error estimates. 
The problem we shall consider can be stated as follows: given an 
operator f(A) E B(H) and some constant E > 0, find d(A) E B(H), an 
approximation to f(A), which satisfies Ilf(A) - d(A)/1 d E. 
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Throughout we shall assume that the functions f and 4 are continuous 
and bounded on a(A). Therefore, from (2.5), we have 
IIf@)-W)II =suP{If(J”)-4(Ju)I: AE4A)1. (3.1) 
In applications, the function 4 will depend often upon several parameters 
(i.e., f$ = d(A; a, ,..., a, )) and be constrained by the fact that it should be 
more suited to computational purposes than the original function f: These 
factors usually lead to the reformulation of the above approximation 
problem as a minimisation problem of the type 
min(sup{ If(A) - f$(A; a, ,..., a,)[: I E o(A)}: a, ,..., a, E A} (3.2) 
where A denotes an admissible set of parameters. 
When A is a bounded operator, an obvious choice for 4 would be a 
polynomial in A of the form +(A) = C;=O a,lk, in which case the 
minimisation problem becomes 
(3.3) 
For self-adjoint operators, the spectrum a(A) lies on the real axis and 
the problem (3.3) becomes a well-known problem of contructing an 
optimal polynomial approximating a given continuous function, in the 
maximum norm. It is well known that there exist such polynomials for any 
fixed degree n although for n > 2 the general algorithm for obtaining such a 
polynomial is not known [lo], and a numerical approach is found to be 
necessary. 
In the more general case when the operator is normal but not self- 
adjoint, the situation becomes more complicated since the techniques 
associated with polynomial approximations of functions of a complex 
variable are less well developed. However, we would mention that in [S] a 
normal operator having a spectrum lying off the real axis is considered. 
Since, for unbounded operators, the method presented here reduces, in a 
zero order form, to that developed in [S] it is felt that it offers good 
prospects for dealing with quite general normal operators. 
The minimisation problem (3.3) together with the spectral theorem 
indicates that a suitable approximation for -f(A) can be obtained in terms 
of powers of A, provided A is bounded. In the case when A is unbounded 
any polynomial in A will also be unbounded unless the polynomial is zero 
order [IS]. However, the spectral theorem indicates that for a given normal 
operator A and f a function of a complex variable, analytic in a 
neighbourhood of a(A) we have the result 
214 LAMB, MIKA, AND ROACH 
This suggests that a means of avoiding the above difficulties associated 
with unbounded operators is to seek polynomial approximations in terms 
of the resolvent operator R(p; A), PEE(A) rather than A. In this case (3.2) 
becomes 
(:ito(A)}:u,,,a,,..._u.,F@) (3.4) 
with the further possibility of minimising with respect to PE p(A). 
As an example of the use of (3.4) consider the case when f has the par- 
ticular form defined by 8(t; L) = e”’ and A is the generator of a (Co) semi- 
group. The minimisation problem presented by (3.4) may now be regarded 
as that of determining an approximation Z&(X, t) to the solution U(X, t) of 
the initial-boundary value problem 
; u(x, t) = Au(x, t), xE(a,h)cR,tE(O, co) (3.5) 
4-T 0) = uob) (3.6a) 
44 f) =I?,([) (3.6b) 
4h, 1) = gz(t). (3.6~) 
The approximate solution is sought in the form 
&I(~> l) = i: dt) UP(x), 
k=O 
(3.7) 
where the uk(x) satisfy the time-independent problems 
(pz-A) uk(x) = uk- I(x), k = 1, 2,..., n. (3.8) 
The error at any stage of approximation can be obtained by first noting 
that formally (3.5) has a solution of the form 
u(x, t) = qt; A) uo(x). 
An approximation to this solution will be given by 
i&(x, t)’ .f ak(t)(/iz-Ld-k uo(x) = 4,(c A) uo(x). 
k=O 
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Hence, from (2.3), (2.6), and (3.1) 
= /uo(x)ll mm sup 
i il 
ezr- k~oa,(t)(r-+m-(A)}:a*EC}. 
(3.9) 
This procedure offers a means of approximating a time-dependent problem 
by an associated time-independent problem. Alternatively it provides a 
means of approximating a time-dependent Green’s function by a time- 
independent one, the latter being often much easier to calculate, relatively 
speaking. 
4. APPROXIMATIONS OF RESOLVENTS 
As a first illustration of the method described in the previous section, the 
problem of approximating the resolvent (I+ A) -’ of a self-adjoint operator 
A is considered. This problem has already been examined in [S] for the 
case when A is bounded with spectrum confined to the interval [0, M], 
M-C 1. For such operators A, the zero and first order optimal polynomial 
approximations of (I + A) -’ were found to be 
p,“P’(A) = $(2 + M)/( 1 + M) z 
p’lP’(A)=[(1+M)-“2+&i4(1+M)-1]Z-(l+M)-1A, 
(4.1) 
the latter being obtained by means of a simple application of the following 
lemma [lo]. 
LEMMA 4.1. Let f be a twice continuously differentiable function defined 
on the interval [a, b] and assume that f n does not change sign in [a, b]. 
Then the first order polynomial of best approximation off over the interval 
[a, b] is given by 
pyp’(A) = a0 + a1 %, 
where 
1 
ao=- C(b+c)f(a)-(c+a)f(b)+(b-a)f(c)l 2(b - a) 
aI =A [f(b)-f(a)1 
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and c E (a, b) satisfies the equation f ‘(c) = CI’ . The error is given by 
E(‘) - 1 -~l(b-c)f(a)+(c-a)f(b)+(a-b)f(c)l. 2(b - a) (4.2) 
From (2.5) it follows that the error associated with the linear 
approximation is 
II(Z+A)-‘-py’(A)(I =sup{l(l +A) ‘-p~Pt(E.)/;06r.6M} =s(“, 
where E”‘, given by (4.2) with a=O, b= M, ,f(i)= (1 +,I) ’ and C= 
(1 + M)“’ - 1, can be expressed as 
p,$[l -(l +M)-“‘1’. (4.3 1 
The error E’O’ involved in the zero order approximation is easily calculated 
as 
&to’= ll(Z+ A) ’ -p,“P’(A)I/ = $M/( 1 + M). 
If we now remove the boundedness restriction on A and consider instead 
the problem of approximating (I+ A) ’ for a self-adjoint operator A with 
a(A) = [l/M, co), 0 < M < 1, then similar arguments lead to an optimal 
zero order polynomial approximation given by $MI/( 1 + M) with 
associated error E(“‘= &M/( 1 + M). However, for higher order 
approximations the method fails since polynomials in A are unbounded 
whenever A is. This difficulty can be overcome by first noting that in this 
case A- ’ exists as a bounded operator since, by assumption, 0 $ o(A), and 
then seeking higher order approximations in terms of polynomials in A ‘. 
In the first order case, this means that we must attempt to minimise the 
error 
E(‘)=I~(Z+A)~‘-~,,Z-~,A~‘/~ 
A simple change of variable reduces this problem to one of finding the 
optimal first order polynomial approximating the function ,I/( 1 + 2) over 
the interval [0, M]. This can be constructed either by a direct application 
of Lemma 4.1 or by noting that 
sup{ll/(l +A)-a,-a,%I;OdIdM) 
=sup(l(l -a,)-alA-(1 +J))‘l;O<%<M} 
and therefore, from (4.1) and (4.3) 
@‘*(A-‘)=[;(2+M)/(l+M)-(l+M)- 1’2]Z+(1+M)p’Am’ (4.4) 
with the error E”’ given by (4.3). 
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TABLE I 
M 0.9 0.7 0.5 0.2 0.1 0.05 
E(I) 0.03768 0.02715 0.01684 0.003796 0.001083 O.OOQ2904 
E(Neu) 0.3837 0.2018 0.0833 0.006667 0.000909 1 00001190 
EII)/peU) 0.0982 0.1345 0.2022 0.5694 1.191 2.440 
In Table I, a list of errors is given for different values of M. A com- 
parison is also made with the corresponding errors stNe”) obtained by 
writing (I+ A)-‘= (I+ A-‘)-’ A-’ and using the first two terms in the 
Neumann expansion of (I+ A --‘)) ’ to obtain an approximation of 
(I+ A)-’ in the form A-‘-A-‘. This error is given by cCNe”) = 
M3(1 +A4-‘. 
It is seen at once from Table I that, for a range of values of M, the 
optimal polynomial (4.4) is a better approximation of (I+ A)-’ than that 
obtained from the Neumann series, with a substantially smaller error being 
achieved for values of M which lie close to one. Furthermore, at values of 
M where the Neumann approximation is superior, little advantage is to be 
gained by its use since the errors involved in either approximation are 
small. More significantly, the small values of sCNe”) are attained at the 
expense of using a non-optimal approximating polynomial of second order. 
The simple device of replacing (I+ A ~ ‘)) ’ by pyf”(A- ‘), constructed using 
(4.1), produces, without any extra expense, a greatly improved second 
order approximation of (I+ A) -’ in the form pyP’(A ~~ ‘) A ~ ’ with 
associated error being at most ME(‘), where s(l) is given by (4.3). 
Examples where the above procedure may prove useful are provided by 
taking A to be proportional to either the Laplace or wave operators. In 
these cases, Z+ A would be related to the Helmholtz and Klein-Gordon 
equations, respectively. 
5. APPROXIMATIONS OF SEMIGROUPS 
To investigate the suitability of the above method for approximating 
semigroups of operators, we consider again a self-adjoint operator A in a 
Hilbert space H defined by 
AdE,, (2) x, XED(A), O<GO 
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Obviously, A is an infinitesimal generator of 
( T(t; A); t 3 0) with index cc). Moreover, if we define 
A”x=(A-oZ)x, XEWA), 
a (C,) semigroup 
A” by 
(5.2) 
then A” generates the semigroup { F(‘ct; A) = e -“‘T(t; A); t b 0) with index 0. 
Therefore, without loss of generality, we assume that w  = 0 in (5.1) so that 
I 
0 
Ax= ldE, ( 1”) x, XED(A) 
-xz 
and 
T(f; A) = j” e’l dE,(E,). 
~~ x, 
In this case, neither A nor A ~’ exists as a bounded operator and 
therefore we seek an approximation of T(t; A), for fixed t, in the form of a 
polynomial in the resolvent operator R(p; A), for some fixed ,u > 0. The 
error associated with this approximation is given by 
dn)= T(t; A)- i a,(pZ-A)pk 
II k=O II 
= sup e”- i ak(p-A)mk 
k=O (5.3) 
where m = pr and o = & - A) ~~ ‘. This error will be a minimum, for a 
given p and n, if C;=. c~~(o/P)~ is the optimal approximating polynomial 
of order n of the function f( .; m), defined by 
f(wm)= 
i 
exp(mCl - WI), O<o<l 
0, o=o 
over the interval [0, 11. 
When n = 0, we obtain trivially 
Cc,=;, p) = 1. 23 
the value in each case being independent of p > 0. 
When n = 1, we note first that, for the function f defined by (5.4), 
(5.4) 
df dw=mf/w2 and d’f ~ = m(m - 2~0) f/w". 
dw2 
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The second derivative is clearly positive in (0, l] whenever p and t are such 
that m = pt > 2 and consequently, for such values of m, the optimal linear 
polynomial in R(p; A) approximating T(t; A) can be found on applying 
Lemma 4.1. In addition, for m >, 1, the equation 
-$( w m) =f(l; m) -f(0; m), 
which reduces to 
m p(l - l/o) = 1 
co2 
7 (5.5) 
has only one solution in (0, 1 ), since (dfldw) (1; m) = m > 1. This means 
that the algorithm presented in Lemma 4.1 can, in fact, be used to con- 
struct the optimal linear approximation for any m > 1, and yields the 
following formulae for ao, a, and s(l) in terms of m, t, and c, where 
CE (0, 1) is the solution of (5.5) 
ao=+(c2/m-c) 
aI =p=m/t 
E(‘)= -a,=f(c-c’/m). 
The results of calculations, listed in Table II, indicate that the minimum 
value of s(I) is approximately 0.102 occurring when m = 1 and this implies 
that the optimal first order approximation formula is 
T(t; A) i -0.102z+ tr’zq-‘; A)= -0.1021+ (I- t/i-‘. (5.6) 
When 0 <m < 1, Eq. (5.5) has two roots in (0, 1) and Lemma 4.1 is no 
longer applicable. However, preliminary calculations suggest that the error 
values s(‘) for such m exceed the value of E(‘) at m = 1. 
Two important features of the above approximation method should be 
noted. First, the remarkable fact that an error of the order of only 10% 
can be achieved using such a crude approximation as that represented by 
TABLE II 
M 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.5 3.0 
e(I)’ 0.102 0.112 0.121 0.130 0.140 0.147 0.155 0.163 0.170 0.176 0.183 0.211 0.233 
??I 3.5 4.0 4.5 5 6 7 8 9 10 15 20 25 30 
E(l) 0.252 0.267 0.281 0.292 0.312 0.328 0.340 0.351 0.360 0.392 0.411 0.424 0.433 
"E'~)=IJT(~)--~~-~~'R(~~';A)II,~,= 4". 
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(5.6). This raises expectations that the error would decrease rapidly for 
higher order approximations. Second, the coefficients which appear in the 
approximation formula (5.6), and in similar expressions involving higher 
order terms, are universally valid for all dissipative self-adjoint operators 
since indices o which differ from zero can be accounted for in a simple way 
as in (5.2). 
6. AN APPLICATION 
As a simple demonstration of the applicability of formula (5.6), we con- 
sider the problem of finding an approximation, for fixed t > 0, of the 
solution u of the following Cauchy problem involving the one-dimensional 
heat operator in an infinite medium 
g (4 t) =$ (4 t), XER, t>o (6.1) 
4x, 0) = u,(x), XER. (6.2) 
In (6.2), u,, is restricted to the class of functions 
X= {f:L j” are absolutely continuous and,f;f’, f"EL'(R)}. (6.3) 
The closed-form solution of (6.1) and (6.2) is well known and can be 
expressed as 
s 
cc 
u(x, t)=t(m) 1’2 e--” v)2/4r %(Y) dY> t > 0, 
~ m 
= (G, * u,)(x), t > 0, 
where G,, defined by 
G,(x) = i(nt)- I/’ ep r2/4r, t>O,xER, 
is the Gauss-Weierstrass kernel. 
If we define a family of operators { T( t; A ); t 2 0} on L2( R) by 
T(t; A)f= G, *f, 
G 
t>o 
> t =o, 
then { T(t; A); t > 0) is a (C,) semigroup of bounded operators on L*(R) 
with index 0 and infinitesimal generator A defined by 
Af = f “, .~EWA)=X 
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where X is given by (6.3). Since the resolvent operator R(p; A) associated 
with A is defined on L*(R) by 
we are led, via (5.6), to the following approximation ii for u at fixed t: 
qx, t) = -O.l02U,(X) +; (RI,, * Q)(X). 
The error involved in this approximation is 
where 11 II2 denotes the usual norm on L*(R). 
It is worth remarking that, in this particular example, formula (5.6) can 
be deduced using more familiar methods. To see this, we note initially that 
the Fourier transform F and its inverse F- ’ are isometric isomorphisms of 
L*(R) onto L*(R) and, moreover, 
T(t; A)f= FP’C?‘,Ff, 6, = (27q’/2 p*‘, 
R(/.i;A)f=FP1&Ff, it, = (277) - “2(/l + 02) - l. 
Consequently, 
IIT(t;A)-(271)~1’2u,Z-ua,R(~;A)II 
=sup(IIF-‘(&(2r~)~‘* a,-a,~i,)FfII,;f~L*([W), lIfll2=1) 
=esssup{I~‘,(o)-(2n)~“*u0-u,R,,(o)l;oEiW} 
=(2~)~“*sup{~e~‘-u,-u,(~-~)-‘~;;L~O} (,I= -co*). (6.4) 
The problem of minimising (6.4) is clearly identical to that of minimising 
E(‘) given by (5.3) and therefore, proceeding as in Section 5, we are led 
once more to formula (5.5). 
Although the above analysis involved only routine application of the 
Fourier transform and led to the same minimisation problem as that 
obtained using spectral theory, it should be emphasised that the Fourier 
transform is unsuitable for dealing with equations with non-constant coef- 
ficients. The method described in the earlier sections, however, can, in 
theory, cater for both constant and non-constant coefficient cases. 
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