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Conditional Central Limit Theorems
for Gaussian Projections
Galen Reeves
Abstract—This paper addresses the question of when projec-
tions of a high-dimensional random vector are approximately
Gaussian. This problem has been studied previously in the context
of high-dimensional data analysis, where the focus is on low-
dimensional projections of high-dimensional point clouds. The
focus of this paper is on the typical behavior when the projections
are generated by an i.i.d. Gaussian projection matrix. The main
results are bounds on the deviation between the conditional
distribution of the projections and a Gaussian approximation,
where the conditioning is on the projection matrix. The bounds
are given in terms of the quadratic Wasserstein distance and
relative entropy and are stated explicitly as a function of the
number of projections and certain key properties of the random
vector. The proof uses Talagrand’s transportation inequality and
a general integral-moment inequality for mutual information.
Applications to random linear estimation and compressed sensing
are discussed.
Index Terms—Central Limit Theorems, Compressed Sensing,
High-dimensional Data Analysis, Random Projections
I. INTRODUCTION
A somewhat surprising phenomenon is that the distributions
of certain weighted sums (or projections) of random variables
can be close to Gaussian, even if the variables themselves
have a nontrivial dependence structure. This fact can be traced
back to the work of Sudakov [1], who showed that under
mild conditions, the distributions of most one-dimensional
projections of a high-dimensional vector are close to Gaussian.
An independent line of work by Diaconis and Freedman [2]
provides similar results for projections of high-dimensional
point clouds. In both cases, it is shown that the phenomenon
persists with high probability when the weights are drawn
randomly from the uniform measure on the sphere. Ensuing
work [3]–[14] has generalized and strengthened these results
in several directions, including the case of multivariate projec-
tions.
Most related to the current paper is the recent line of work
by Meckes [11], [12], who provides bounds with respect to
the bounded-Lipschitz metric when the projections are dis-
tributed uniformly on the Stiefel manifold. Meckes shows that,
under certain assumptions on a sequence of n-dimensional
random vectors, the distribution of the projections are close to
Gaussian provided that the number of projections k satisfies
k < 2 logn/ log logn. Meckes also shows that this condition
cannot be improved in general.
The work of G. Reeves was supported in part by funding from the
Laboratory for Analytic Sciences (LAS). Any opinions, findings, conclusions,
and recommendations expressed in this material are those of the author and
do not necessarily reflect the views of the sponsors.
G. Reeves is with the Department of Electrical and Computer Engineering
and the Department of Statistical Science, Duke University, Durham, NC
27708 USA (e-mail: galen.reeves@duke.edu).
The focus of this paper is on the typical behavior when the
projections are generated randomly and independently of the
random variables. Given an n-dimensional random vector X ,
the k-dimensional linear projection Z is defined according to
Z = ΘX, (1)
where Θ is a k × n random matrix that is independent of X .
Throughout this paper it assumed that X has finite second
moment and that the entries of Θ are i.i.d. Gaussian random
variables with mean zero and variance 1/n.
Our main results are bounds on the deviation between the
conditional distribution of Z given Θ and a Gaussian approx-
imation. These bounds are given in terms of the quadratic
Wasserstein distance and relative entropy and are stated explic-
itly as a function of the number of projections k and certain
properties of the distribution on X . For example, under the
same assumptions used by Meckes [12, Corollary 4], we show
that
E
[
W 22 (PZ|Θ, GZ)
] ≤ C (n− 14 + k n− 2k+4),
where the expectation is with respect to the random matrix Θ,
W2(·, ·) denotes the quadratic Wasserstein distance, and GZ is
the Gaussian distribution with the same mean and covariance
as Z .
In comparison with previous work, one of the contributions
of this paper is that our results provide a stronger character-
ization of the approximation error. Specifically, the analysis
requires fewer assumptions about the distribution of X and
the bounds are stated with respect to stronger measures of
statistical distance, namely the quadratic Wasserstein distance
and relative entropy.
A further contribution of the paper is given by our proof
technique, which appears to be quite different from previous
approaches. The first step in our proof is to characterize the
conditional distribution of Z after it has been passed through
an additive white Gaussian noise (AWGN) channel of noise
power t ∈ (0,∞). In particular, the k-dimensional random
vector Y is defined according to
Y = Z +
√
tN, (2)
where N ∼ N (0, Ik) is independent of Z . The bulk of the
work is to bound the relative entropy between the conditional
distribution of Y given Θ and the Gaussian distribution with
the same mean and covariance as Y . To this end, we take
advantage of a general integral-moment inequality (Lemma 6)
that allows us to bound the mutual information I(Y ; Θ) in
terms of the variance of the density function of PY |Θ. Note
that this density is guaranteed to exists because of the added
Gaussian noise.
2The next step in our proof is to use the fact that the square
of the conditional density can be expressed as an expectation
with respect to two independent copies of X using the identity:
p2Y |Θ(y|Θ) = E
[
pY |X,Θ(y|X1,Θ) pY |X,Θ(y|X2,Θ) | Θ
]
,
where the expectation is with respect to independent vectors
X1 and X2 with the same distribution as X . By swapping
the order of expectation between Θ and the pair (X1, X2), we
are then able to obtain closed form expressions for integrals
involving the variance of the density. These expressions lead
to explicit bounds with respect to the relative entropy (Theo-
rem 2).
Finally, the last step of our proof leverages Talagrand’s
transportation inequality [15], to obtain bounds on the condi-
tional distribution of Z given Θ with respect to the quadratic
Wasserstein distance (Theorem 1). This step requires careful
control of the behavior of the conditional distribution PY |Θ in
the limit as the noise power t converges to zero.
One of the primary motivations for this work comes from
the author’s recent work on the asymptotic properties of a
certain random linear estimation problem [16], [17]. In partic-
ular, Theorem 10 of this paper plays a key role in rigorously
characterizing certain phase transitions that had been predicted
using the heuristic replica method from statistical physics
[18]. More generally, we believe that the results in this paper
could be useful for the analysis of algorithms that rely on
Gaussian approximations for weighted sums of large numbers
of random variables. These include, for example, expectation
propagation [19], expectation consistent approximate inference
[20], relaxed belief propagation [21], and the rapidly growing
class of algorithms based on approximate message passing
[22]–[24]. Another potential application for our results is
to provide theoretical guarantees for approximate inference.
Some initial work in this direction is described in [25], [26].
A. Statement of Main Results
Before we can state our main results we need some addi-
tional definitions. The quadratic Wasserstein distance between
distributions P and Q on Rk is defined according to
W2(P,Q) = inf
(
E
[‖U − V ‖2]) 12 ,
where the infimum is over all couplings of the random vectors
(U, V ) obeying the marginal constraints U ∼ P and V ∼ Q,
and ‖ · ‖ denotes the Euclidean norm. The quadratic Wasser-
stein distance metrizes the convergence of distributions with
finite second moments; see e.g., [27].
Another measure of the discrepancy between distributions P
and Q is given by the relative entropy (also known as Kullback-
Leibler divergence), which is defined according to
D(P ‖Q) =
∫
log
(
dP
dQ
)
dP,
provided that P is absolutely continuous with respect to
Q and the integral exists. Relative entropy is not a metric
since it is not symmetric and does not obey the triangle
inequality. Convergence with respect to relative entropy, which
is sometimes referred to convergence in information, is much
stronger than convergence in distribution [28].
The main results of this paper are bounds on the conditional
distributions of the random projection Z defined in (1) and
the noisy random projection Y defined in (2). The marginal
distributions of these vectors are denoted by PZ and PY and
the Gaussian distributions with the same mean and covariance
are denoted by GZ and GY . The conditional distributions
corresponding to the random matrix Θ are denoted by PZ|Θ
and PY |Θ. Using this notation, the marginal distributions can
be expressed as PZ = E
[
PZ|Θ
]
and PY = E
[
PY |Θ
]
where
the expectation is with respect to Θ.
The following definition describes the properties of the
distribution of X that are needed for our bounds.
Definition 1. For any n-dimensional random vector X with
E
[‖X‖2] < ∞, the functions α(X) and βr(X) are defined
according to
α(X) =
1
n
E
[∣∣‖X‖2 − E[‖X‖2]∣∣]
βr(X) =
1
n
(E[|〈X1, X2〉|r])
1
r ,
where r ∈ {1, 2}, 〈·, ·〉 denotes the Euclidean inner product
between vectors and X1 and X2 are independent vectors with
the same distribution as X .
The function α(X) measures the deviation of the squared
magnitude of X about its expectation. The function βr(X)
is non-decreasing in r. It is straightforward to show that
the case r = 2 can be expressed equivalently as β2(X) =∥∥ 1
n
E
[
XXT
]∥∥
F
, where ‖ · ‖F denotes the Frobenius norm.
Assumption 1 (IID Gaussian Projections). The entries of the
k×n matrix Θ are i.i.d. Gaussian random variables with mean
zero and variance 1/n.
Assumption 2 (Finite Second Moment). The n-dimensional
random vector X has finite second moment: 1
n
E
[‖X‖2] =
γ ∈ (0,∞).
Under Assumptions 1 and 2, the marginal distribution of
Z has mean zero and covariance γIk, and thus the Gaussian
approximations are given by GZ = N (0, γIk) and GY =
N (0, (γ + t)Ik). Furthermore, the functions α(X) and β2(X)
satisfy:
0 ≤ α(X)
γ
≤ 2 and 1√
n
≤ β2(X)
γ
≤ 1.
The main results of the paper are given in the following
theorems.
Theorem 1. Under Assumptions 1 and 2, the quadratic
Wasserstein distance between the conditional distribution of
Z given Θ and Gaussian distribution with the same mean and
covariance as Z satisfies
1
γ
E
[
W 22 (PZ|Θ, GZ)
] ≤ C k α(X)
γ
+ C k
3
4
(
β1(X)
γ
) 1
2
+ C k
(
β2(X)
γ
) 4
k+4
,
3where C is a universal constant. In particular, the inequality
holds with C = 40.
Theorem 2. Under Assumptions 1 and 2, the relative entropy
between the conditional distribution of Y given Θ and Gaus-
sian distribution with the same mean and covariance as Y
satisfies
E
[
D
(
PY |Θ ‖GY
)] ≤ C k log(1 + γ
t
)α(X)
ǫγ
+ C k
3
4
(
β1(X)
γ
) 1
2
+ C k
1
4
(
1 +
(2 + ǫ) γ
t
) k
4 β2(X)
γ
,
for all t ∈ (0,∞) and ǫ ∈ (0, 1] where C is a universal
constant. In particular, the inequality holds with C = 3.
To interpret these results, it is useful to consider the setting
where the functions α(X) and β2(X) are upper bounded by
C γ/
√
n for some fixed constant C. This occurs, for example,
when the entries of X are independent with mean zero and
finite fourth moments.
Corollary 3. Consider Assumptions 1 and 2. For any n-
dimensional random vector X satisfying
α(X)
γ
≤ C√
n
,
β2(X)
γ
≤ C√
n
,
the quadratic Wasserstein distance satisfies
1
γ
E
[
W 22 (PZ|Θ, GZ)
] ≤ C′ (n− 14 + k n− 2k+4).
Proof: This result follows from combining Theorem 1
with the fact that β1(X) ≤ β2(X), and then retaining only
the dominant terms in the bound.
The proof of Theorem 2 is given in Section II, which also
provides some additional results. The proof of Theorem 1 is
given in Section III.
B. Relation to Prior Work
We now compare our results to previous work in the litera-
ture. The bounded-Lipschitz distance between distributions P
and Q on Rk is defined according to
dBL(P,Q) = sup
f
∣∣∣∣∫ f dP − ∫ f dQ∣∣∣∣,
where the supremum is over all functions f : Rk → [−1, 1]
that are Lipschitz continuous with Lipschitz constant one.
Convergence with respect to the bounded-Lipschitz distance
is equivalent to convergence in distribution (also known as
weak convergence).
One of the central questions in the literature has been to
provide conditions under which the conditional distribution of
Z given Θ converges to a Gaussian distribution weakly in
probability for a sequence of problems indexed by the vector
length n. Formally, this can be stated as
lim
n→∞
P
[
dBL(PZ|Θ, GZ) > ǫ
]
= 0 for all ǫ > 0, (3)
where the probability is with respect to the random matrix Θ.
When the number of projections k is fixed, Du¨mbgen and
Zerial [13] show that a necessary and sufficient condition for
(3) is given by
α(X) → 0 and β2(X)→ 0 as n→∞. (4)
Strictly speaking, [13, Theorem 2.1] is stated in terms of con-
vergence in probability, whereas α(X) and βr(X) correspond
to expectations. However, under the assumption that X has
finite second moment, these conditions are equivalent.
The sufficiency of (4) can also be seen as a consequence
of Theorem 1 and the fact that convergence with respect to
the Wasserstein metric implies convergence in distribution.
Moreover, the fact that (4) is a necessary condition means
that the dependence of our analysis on α(X) and β2(X) is
optimal in the sense than any result bounding convergence in
distribution must depend on these quantities.
Another problem of interest is to characterize conditions
under which (3) holds in the setting where the number of
projections increases with the vector length. In this direction,
Meckes [12, Theorem 3] provides explicit bounds with re-
spect to the bounded-Lipchitz metric. Under the assumptions
α(X) ≤ C/√n and λmax
(
E
[
XXT
]) ≤ C for some fixed
constant C, Meckes shows that (3) holds in the limit as both
k and n increase to infinity provided that
k ≤ δ logn
log logn
, (5)
for some δ ∈ [0, 2). Meckes also shows that this scaling is
sharp in the the sense that if k = δ logn/ log logn for some
δ > 2, then there exists a sequence of distributions for which
(3) does not hold.
For comparison with the results in this paper, observe that
that the function β2(X) satisfies
β2(X) =
1
n
√√√√ n∑
i=1
λ2i (E[XX
T ]) ≤ 1√
n
λmax(E
[
XXT
]
),
where equality is attained if and only if E
[
XXT
]
is propor-
tional to the identity matrix. Therefore, the condition on β2(X)
in Corollary 3 is satisfied whenever λmax(E
[
XXT
]
) ≤ C.
It is easy to verify that the scaling conditions under which
the bound in Corollary 3 converges to zero are the same as
the conditions given by Meckes. As a consequence, we see
that the scaling behavior of our results cannot be improved in
general. Furthermore, we note that there can exist cases where
the maximum eigenvalue λmax(E
[
XXT
]
) increases with the
problem dimension while β2(X) ≤ C/√n. In these cases, the
scaling conditions implied by our results are stronger than the
ones provided by Meckes.
A number of results in the literature have provided improved
rates of convergence under further assumptions on X . For
example, Antilla, Ball, and Perissinaki [5] provide convergence
rates when X is distributed uniformly on a centrally symmetric
convex body, and Bobkov [6] provides convergence rates when
X has a log-concave distribution. The results in this paper are
also related to the work of Hall and Li [3] and Leeb [14], who
focus on certain properties of the bivariate distribution between
two different projections. Finally, our bounds with respect
4to relative entropy are similar in spirit to work on entropic
central limit theorems [29]–[34]. In particular, Bobkov [33]
combines entropic bounds with transportation inequalities to
obtain bounds with respect to the Wasserstein metric.
C. Some Consequences of our Results
Many of the ideas behind our approach come directly from
the author’s recent work on the asymptotic properties of a
certain random linear estimation problem [16], [17]. For this
problem, the behavior of the asymptotic mutual information
and minimum mean-square error has been analyzed using the
powerful but heuristic replica method from statistical physics
[18]. The main result in [16], [17] is a rigorous proof that
results obtained using the replica method are correct. One of
the key steps is to study the behavior of the problem as the
number of observations increases. To this end, Theorem 10 of
this paper is used to characterize the conditional distribution
of the new observation in terms of simple properties of the
posterior distribution induced by the previous observations.
Another application for the results in this paper is to
understand the connections between information-theoretically
optimal methods for signal acquisition and the framework
of compressed sensing [35]–[37], which seeks to recover
an unknown vector from a small number of noisy linear
projections. An interesting phenomenon in compressed sensing
is that random projections have a certain universality property:
projections chosen uniformly at random (subject to a power
constraint) are often nearly as a good as projections that are
designed optimally based on specific properties of the problem.
This phenomenon has been understood, to some extent, via
connections with high-dimensional convex geometry, and in
particular to the almost spherical property of low-dimensional
sections of convex bodies, as described by Dvoretzky’s theo-
rem (see e.g., [38]).
Using the results in this paper, we can obtain a more direct
explanation for the universality of random projections in com-
pressed sensing. Recall that the capacity of the AWGN channel
with signal-to-noise ratio s is given by C(s) = 12 log(1 + s)
nats per channel use. The capacity provides an upper bound on
the mutual information between the unknown vector and the
observations generated according to the optimal source and
channel coding scheme. Meanwhile, the mutual information
between the vector X and the noisy linear projections Y
described in (2) corresponds directly to the mutual information
that arises in compressed sensing with an i.i.d. Gaussian
matrix. Interestingly, the gap between the capacity of the
AWGN channel and the mutual information I(X ;Y |Θ) can be
related directly to the relative entropy between the conditional
distribution PY |Θ and the Gaussian approximation GY via the
following identity:
E
[
D
(
PY |Θ ‖GY
)]
= k C(γ/t)− I(X ;Y |Θ). (6)
The proof of this result follows straightforwardly from the
decomposition (7) given below and properties of differential
entropy (see e.g., [39, Chapter 8.6]). In words, Identity (6)
shows that the expected relative entropy considered in Theo-
rem 2 is precisely the difference between the upper bound
on the mutual information of the optimal sensing function
and the mutual information using an i.i.d. Gaussian matrix.
Consequently, whenever this term is small, one can conclude
that compressed sensing with a random matrix is near optimal
in terms of mutual information.
D. Notation
We use C to denote an absolute constant. In all cases, C is
positive and finite although the value may change from place
to place. The Euclidean norm is denoted by ‖·‖. The indicator
function of a set E is denoted by 1E(·). The positive part of
a number x is denoted by (x)+ = max(x, 0). All logarithms
are stated with respect to the natural base. The multivariate
Gaussian distribution with mean µ and covariance Σ is denoted
by N (µ,Σ). The joint distribution of random variables X,Y
is denoted by PX,Y and the marginal distributions are denoted
by PX and PY . The conditional distribution of X given
Y = y is denoted by PX|Y=y and the conditional distribution
corresponding to a random realization of Y is denoted by
PX|Y .
II. BOUNDS ON RELATIVE ENTROPY
A. Decomposition of Relative Entropy
The starting point our analysis is based on the following
identity for relative entropy and mutual information [40]:
E
[
D
(
PY |Θ ‖GY
)]
= D(PY ‖GY ) + I(Y ; Θ). (7)
In this decomposition, the relative entropy D(PY ‖GY ) de-
pends on the difference between the marginal distribution
of Y and the Gaussian distribution with the same mean
and covariance whereas the mutual information I(Y ; Θ) is a
measure of the dependence between Y and Θ.
For the setting considered in this paper, D(PY ‖GY ) can be
addressed straightforwardly using the further decomposition
D(PY ‖GY ) = E
[
D
(
PY |X ‖GY
)]− I(Y ;X)
=
k
2
E
[
log
(
t+ γ
t+ 1
n
‖X‖2
)]
− I(Y ;X),
where the second line follows from the fact that the conditional
distribution of Y given X is Gaussian with mean zero and
covariance (t + 1
n
‖X‖2)In. The first term on the right-hand
side is a measure of the deviation of the squared magnitude
of X about its expectation. Lemma 19 in the appendix gives
D(PY ‖GY ) ≤ k
2
log
(
1 +
γ
t
)α1(X)
γ
. (8)
B. Mutual Information Inequalities
Our approach to bounding the mutual information I(Y ; Θ)
is based on certain integrals involving the variance of the
conditional density of Y given Θ. Let pY (y) and pY |Θ(y|θ)
denote the density functions of PY and PY |Θ=θ, respectively.
Note that for fixed y and random Θ the density pY |Θ(y|Θ)
is a random variable whose expectation is given by the
marginal density E
[
pY |Θ(y|Θ)
]
= pY (y). The variance of the
5conditional density is a function from Rk to R+ that can be
expressed as
Var(pY |Θ(y|Θ)) = E
[(
pY |Θ(y|Θ)− pY (y)
)2]
.
The variance of the conditional density provides a measure
of the dependence between Y and Θ. The next result shows
that the integral of the square root of the variance gives an
upper bound on the mutual information.
Lemma 4. The mutual information satisfies
I(Y ; Θ) ≤ κ
∫
Rk
√
Var(pY |Θ(y |Θ)) dy,
where
κ = sup
x∈(0,∞)
log(1 + x)/
√
x ≈ 0.80474. (9)
Proof: The chi-squared distance between distributions P
and Q with densities p and q with respect to a dominat-
ing measure µ is defined by χ2(P,Q) =
∫
(p
q
− 1)2q dµ.
The chi-square dominates the relative entropy and satisfies
D(P ‖Q) ≤ log(1 + χ2(P,Q)) ≤ κ√χ2(P,Q) where the
first inequality is from [41, Theorem 5] and the second
inequality follows from the definition of κ. Therefore, the
mutual information can be upper bounded using
I(Y ; Θ) =
∫
pY (y)D
(
PΘ|Y=y ‖PΘ
)
dy
≤ κ
∫
pY (y)
√
χ2(PΘ|Y=y, PΘ) dy. (10)
The chi-squared distance can be related to the variance of the
conditional density by noting that
χ2(PΘ|Y=y, PΘ) = E
[(
pY |Θ(y|Θ)
pY (y)
− 1
)2]
=
Var(pY |Θ(y|Θ))
p2Y (y)
,
where the first equality follows from Bayes’ rule. Plugging
this identity back into (10) completes the proof.
Our next result is a general inequality that allows us to
bound the integral of the square root of a function in terms of
certain moments. The p-th moment of an integrable function
f : Rk → R is defined according to
µp(f) =
∫
‖y‖pf(y) dy.
Lemma 5. For any non-negative integrable function f : Rk →
R+ with µk−1(f), µk+1(f) <∞,∫ √
f(y) dy ≤
√
2π
k
2
+1
Γ(k2 )
(
µk−1(f)µk+1(f)
) 1
4 ,
where Γ(z) =
∫∞
0
xz−1e−x dx is the Gamma function.
Proof: Let g(y) = (λ‖y‖k−1 + λ−1‖y‖k+1)−1 where
λ =
√
µk+1(f)/µk−1(f). Using the Cauchy-Schwarz inequal-
ity, we have∫ √
f(y) dy =
∫ √
g(y)
√
f(y)
g(y)
dy
≤
√∫
g(y) dy
√∫
f(y)
g(y)
dy. (11)
Letting ωk = π
k
2 /Γ(k2 + 1) denote the volume of the k-
dimensional Euclidean ball, the first integral can be computed
directly as ∫
g(y) dy =
∫ ∞
0
k ωn
1 + u2
du = k ωk
π
2
, (12)
where the first step follows from a transformation to polar
coordinates. Meanwhile, the second integral is given by∫
f(y)
g(y)
dy = λµk−1(f) + λ
−1µk+1(f)
= 2
√
µk−1(f)µk+1(f). (13)
Plugging (12) and (13) back into (11) leads to the stated
inequality.
To proceed we introduce the following definitions:
mp(Y,Θ) =
∫ ‖y‖pVar(pY |Θ(y |Θ)) dy∫ ‖y‖pφ2(y) dy ,
M(Y,Θ) =
√
mk−1(Y,Θ)mk+1(Y,Θ),
where φ(y) = (2π)− k2 exp(− 12‖y‖2) is the standard Gaussian
density on Rk. The next result follows from Lemma 4 and
Lemma 5.
Lemma 6. For any random pair (Y,Θ) with M(Y,Θ) < ∞,
the mutual information satisfies
I(Y ; Θ) ≤ κ
(
πk
2
) 1
4√
M(Y,Θ),
where κ is defined in (9).
Proof: The normalization term in the definition of
mp(Y,Θ) can be computed explicitly as µp(φ) =
(4π)−
k
2 Γ(k+p2 )/Γ(
k
2 ). Combining Lemma 4 and Lemma 5
leads to
I(Y ; Θ) ≤ κ
√
ρ(k)M(Y,Θ),
where ρ(k) = π21−k
[
Γ
(
k − 12
)
Γ
(
k + 12
)] 1
2 /Γ2(k2 ). This is
a slightly stronger version of the stated inequality. Using the
Legendre duplication formula for the Gamma function [42,
Equation (1.7)], the function ρ(k) can be expressed as
ρ(k) =
√
πk
2
ξ
(
k
2
)
ξ
(
k − 12
) ,
with ξ(z) = z− 12Γ(z + 12 )/Γ(z). The function ξ(z) is non-
decreasing on the positive reals [42, Section 3.16], and thus
we can conclude that ρ(k) ≤√πk/2 for all k ≥ 1.
Remark 1. Lemma 6 holds generally for any random pair
(Y,Θ) such that the conditional distribution of Y given Θ is
6absolutely continuous with respect to Lebesgue measure on
R
k
.
C. Characterization of Moments
The next step in our analysis is to characterize the moments
of the variance of the conditional density. Let X1 and X2 be
independent copies of X and let the random tuple (Va, Vg, R)
be defined according to
Va = t+
1
2n
‖X1‖2 + 1
2n
‖X2‖2
Vg =
√(
t+
1
n
‖X1‖2
)(
t+
1
n
‖X2‖2
)
R =
1
n
〈X1, X2〉.
The variables Va and Vg correspond to the arithmetic and
geometric means respectively of {t+ 1
n
‖Xi‖2}i∈{1,2}, and thus
0 ≤ Vg ≤ Va. The variables Va and R can be related to the
the sum and the difference of X1 and X2 using the identities
Va+R = t+
1
2n‖X1+X2‖2 and Va−R = t+ 12n‖X1−X2‖2.
The next result gives an explicit characterization of
mp(Y,Θ) in terms of an expectation with respect to the tuple
(Va, Vg, R).
Lemma 7. If k + p > 0 and E
[‖X‖ p2 ] < ∞ then mp(Y,Θ)
is finite and is given by
mp(Y,Θ) =
E
[(
1
Va −R
) k
2
(
V 2g −R2
Va −R
) p
2
−
(
1
Va
) k
2
(
V 2g
Va
) p
2
]
.
Proof: We begin by noting that the conditional density can
be expressed as pY |Θ(y|θ) = E[φt(y − θX)], where φt(y) =
(2πt)−
k
2 exp(− 12t‖y‖2) is the Gaussian density on Rk with
mean zero and covariance tIk. The key idea of the proof is to
use the fact that the square of the conditional density can be
expressed as
p2Y |Θ(y|θ) = E[φt(y − θX1)φt(y − θX2)], (14)
where X1 and X2 are independent copies of X . Then, taking
the expectation of both sides with respect to a random matrix
Θ, and then swapping the order of the expectation with respect
to Θ and (X1, X2) allows us to write
E
[
p2Y |Θ(y|Θ)
]
= E[ν(y,X1, X2)],
where ν(y, x1, x2) = E[φt(y −Θx1)φt(y −Θx2)].
The next step is to obtain a simplified expression for
ν(y, x1, x2). Observe that for any fixed pair (x1, x2) and
random matrix Θ, the vectors Θx1 and Θx2 are jointly
Gaussian with[
Θx1
Θx2
]
∼ N (0,Σ), Σ = 1
n
[ ‖x1‖2 〈x1, x2〉
〈x1, x2〉 ‖x2‖2
]
⊗ Ik.
As a consequence, the expectation with respect to Θ in the
definition of ν(y, x1, x2) can be expressed as a function of Σ
using
ν(y, x1, x2) = (2πt)
−k
E
[
exp
(
− 1
2t
∥∥∥∥[yy
]
−
[
Θx1
Θx2
]∥∥∥∥2
)]
= (2π)k(det(Σ + tI))−
1
2
× exp
(
−1
2
∥∥∥∥(Σ + tI)− 12 [yy
]∥∥∥∥2
)
,
where the second step follows from recognizing the expecta-
tion as the moment generating function of a noncentral Wishart
matrix [43, Theorem 3.5.3]. After some straightforward alge-
bra, we see that
det(Σ + tI) =
(
v2g − r2
)k
1
2
∥∥∥∥(Σ + tI)− 12 [yy
]∥∥∥∥2 = ( va − rv2g − r2
)
‖y‖2,
where (va, vg, r) are defined in the same way as (Va, Vg, R).
Using results given above, the term inside the expectation
in (14) can be expressed as
ν(y,X1, X2) = (Va −R)− k2U k2 φ2
(
U−
1
2 y
)
,
where U = (V 2g −R2)/(Va−R) and φ(y) = φ1(y). Using this
representation, the p-th moment of ν(y,X1, X2) with respect
to y can be expressed as∫
‖y‖pν(y,X1, X2) dy
= (Va −R)− k2
∫
‖y‖pU k2 φ2
(
U−
1
2 y
)
dy
= (Va −R)− k2U
p
2
∫
‖z‖pφ2(z) dz,
where the last step follows from the change of variables z =
U−
1
2 y. Taking the expectation of both sides and dividing by
µp(φ
2) gives
µp
(
E
[
p2
Y |Θ(y |Θ)
])
µp(φ2)
= E
( 1
Va −R
) k
2
(
V 2g −R2
Va −R
) p
2
.
In order to complete the proof, we also need to compute
the p-th moment of p2Y (y). We use the representation
p2Y (y) = E[ν˜(y, x1, x2)],
where ν˜(y) = E[φt(y −Θ1x1)φt(y −Θ2x2)] and Θ1 and Θ2
are independent copies of Θ. From here, we follow the same
steps as before, with the main difference being that Θ1x1 and
Θ2x2 are uncorrelated, that is[
Θx1
Θx2
]
∼ N (0, Σ˜), Σ˜ = 1
n
[‖x1‖2 0
0 ‖x2‖2
]
⊗ Ik.
The resulting characterization of the p-th moment is given by
µp
(
E
[
p2Y (y)
])
µp(φ2)
= E
( 1
Va
) k
2
(
V 2g
Va
) p
2
. (15)
This completes the proof.
In some cases, the characterization of mp(Y,Θ) given in
Lemma 7 can be computed explicitly.
7Example 1 (Orthogonal Support). Suppose that X is dis-
tributed on a set of d ≤ n orthogonal vectors {x1, · · · , xd}
with ‖xi‖2 = γ n. Then Vg = Va = t+ γ and the distribution
on R is given by
R =
{
γ, with probability λ
0, with probability 1− λ,
where λ =
∑d
i=1 P
2
X({xi}) = Pr(X1 = X2). By Lemma 7,
this means that
mp(Y,Θ) = λ
(
(t+ 2γ)
p
2
t
k
2
− (t+ γ)
p
2
(t+ γ)
k
2
)
.
Note that λ ≥ 1/d, with equality when X is distributed
uniformly.
Example 2 (Uniform on Sphere). Suppose that X is uniform
on the Euclidean sphere of radius √n γ. Then, it can be shown
that
mp(Y,Θ) =
(
E
[
(t+ γ(1 + U))
p
2
(t+ γ(1− U)) k2
]
− (t+ γ)
p
2
(t+ γ)
k
2
)
,
where U is symmetric about zero with U2 ∼ Beta(1, n − 1).
In this case, it is interesting to note that if p is sufficiently
small relative to k, then the function Mk,p(X, t) is bounded
uniformly with respect to t.
The next results provide bounds on M(Y,Θ) in terms of
the functions αr(X) and βr(X). The proofs of these results
along with some further bounds are given in Appendix A. The
first bound provides a general inequality for one-dimensional
projections. The second bound applies to any distribution with
bounded magnitudes.
Lemma 8. If k = 1 and E
[‖X‖2] <∞ then
M(Y,Θ) ≤ β1(X)
t
.
Lemma 9. If γmin ≤ 1n‖X‖2 ≤ γmax almost surely, then
M(Y,Θ) ≤
(
2γmax
γmin
) 1
4
×
[
k
β1(X)
γmin
+
(
1 +
2γmax
t
) k
2 β22(X)
γ2min
]
.
Furthermore, if 1
n
‖X‖2 = γ almost surely, then
M(Y,Θ) ≤ 2 14
[
k
1
n
E
[‖X‖2]
γ
+
(
1 +
2γ
t
) k
2 β22(X)
γ2
]
.
D. Further Results and Proof of Theorem 2
Using the results given in the previous section, we are
now ready to give bounds on the relative entropy in terms
of the parameters αr(X) and βr(X). We begin with some
special cases. The next result corresponds to the case of a
one-dimensional projection.
Theorem 10. Consider Assumptions 1 and 2. If k = 1, then
the relative entropy satisfies
E
[
D
(
PY |Θ ‖GY
)] ≤ α1(X)
2t
+
√
β1(X)
t
.
Proof: From Lemma 6 and Lemma 8 we see that
I(Y ; Θ) ≤ √β1(X)/t. Combining this inequality with (7)
and (8) leads to the stated result.
Theorem 11. Consider Assumption 1. If 1
n
‖X‖2 = γ almost
surely, then
E
[
D
(
PY |Θ ‖GY
)]
≤ k 34
( 1
n
‖E[X ]‖2
γ
) 1
2
+ k
1
4
(
1 +
2γ
t
) k
4 β2(X)
γ
.
Proof: The mutual information I(Y ; Θ) can be upper
bounded using Lemma 6 and Lemma 9, and noting that the
constant κπ
1
4 2
1
8 is less than one. Combining this bound with
(7) and noting that D(PY ‖GY ) = 0 completes the proof.
It is interesting to note that the first term in Theorem 11 is
the norm of the expected value of X , and thus this term is
equal to zero whenever X has zero mean.
At this point, the difficulty in bounding the mutual in-
formation for large k and general distributions on X arises
from the fact that the behavior of the moments mp(Y,Θ)
can be dominated by the tail behavior of ‖X‖. In particular,
the requirement of higher order moments for X is highly
restrictive. The next result provides a conditioning argument
that allows us to bypass this issue.
Lemma 12. For every measurable subset E ⊆ Rn, the mutual
information satisfies
I(Y ; Θ) ≤ k
2
log
(
1 +
γ
t
)(
PX(Ec) + α1(X)
γ
)
+ I(Y ; Θ |X ∈ E)PX(E), (16)
where Ec = Rn\E .
Proof: Let U = 1E(X) be an indicator of the event {X ∈
E}. By the chain rule for mutual information, we have
I(Y, U ; Θ) = I(Y ; Θ) + I(U ; Θ |Y )
= I(Y ; Θ |U) + I(U ; Θ).
The term I(U ; Θ) is equal to zero because U and Θ are
independent, and rearranging terms leads to
I(Y ; Θ) ≤ I(Y ; Θ |X /∈ E)PX(Ec)
+ I(Y ; Θ |X ∈ E)PX(E). (17)
The mutual information in the first term on the right-hand side
can be further bounded using
I(Y ; Θ |X /∈ E) ≤ I(Y ; Θ |X,X /∈ E)
=
k
2
E
[
log
(
t+ 1
n
‖X‖2
t
) ∣∣∣∣ X /∈ E], (18)
where the inequality follows from the same steps that let
to (17), and the second step follows from the fact that the
conditional distribution of Y given (Θ, X) is Gaussian with
8mean ΘX and covariance tIk. If we multiply this term by the
probability PX(Ec), we then have
E
[
log
(
t+ 1
n
‖X‖2
t
) ∣∣∣∣ X /∈ E]PX(Ec)
= E
[
log
(
t+ 1
n
‖X‖2
t+ γ
)
1Ec(X)
]
+ log
(
1 +
γ
t
)
PX(Ec)
≤ log
(
1 +
γ
t
)(α1(X)
γ
+ PX(Ec)
)
, (19)
where the inequality follows from Lemma 19. Combining (17),
(18), and (19) completes the proof.
We are now ready to prove Theorem 2. Given ǫ ∈ (0, 1], let
E be defined according to
E =
{
x ∈ Rn :
∣∣∣∣ 1n‖x‖2 − γ
∣∣∣∣ ≤ ǫ2γ
}
. (20)
By Markov’s inequality, the probability PX(Ec) can be upper
bounded in terms of the deviation of the squared magnitude
of X about its expectation:
PX(Ec) ≤ 2
ǫγ
E
[∣∣∣∣ 1n‖X‖2 − γ
∣∣∣∣] = 2ǫ α1(X)γ . (21)
Next, let X ′ denote a vector that is drawn according to
the conditional distribution of X given X ∈ E and let
Y ′ = ΘX ′+
√
tN denote the corresponding measurements. By
construction, the magnitude of X ′ is bounded almost surely:
1
2γ ≤
(
1− ǫ2
)
γ ≤ 1
n
‖X ′‖2 ≤ (1 + ǫ2)γ ≤ 32γ.
Therefore, by Lemma 9, we have
M(Y ′,Θ) ≤
(
2(1 + ǫ)
(1− ǫ)
) 1
4
×[
k
β1(X
′)
(1− ǫ)γ +
(
1 +
2(1 + ǫ)γ
t
) k
2 β22(X
′)
(1− ǫ)2γ2
]
≤ 2 94 3 14
[
k
β1(X
′)
γ
+
(
1 +
(2 + ǫ)γ
t
) k
2 β22(X
′)
γ2
]
.
The function βr(X ′) can be related to βr(X) by noting that
βrr (X
′)P 2X(E) =
1
nr
E[|〈X1, X2〉|r1E(X1)1E(X2)]
= βrr (X1E(X))
≤ βrr (X).
Combining these inequalities with Lemma 6 and Lemma 8
leads to
I(Y ; Θ |X ∈ E)PX(E) ≤ 2 94 3 14
×
[
k
β1(X)
γ
+
(
1 +
(2 + ǫ)γ
t
) k
2 β22(X)
γ2
] 1
2
. (22)
Finally, the proof of Theorem 2 is completed by combining
(7), (8), and Lemma 12 with (21) and (22).
III. BOUNDS ON WASSERSTEIN DISTANCE
This section provides bounds with respect to the expected
squared Wasserstein distance of order two. Our first result
follows from Talagrand’s transportation inequality [15] and
shows that the Wasserstein distance can be upper bounded in
terms of the relative entropy between the distribution PY |Θ
and GY defined in Section II.
Lemma 13. The Wasserstein distance satisfies the following
inequality for every realization of the matrix Θ
W 22 (PZ|Θ, GZ) ≤ 4tk + 4(t+ γ)D
(
PY |Θ ‖GY
)
.
Proof: Two applications of the triangle inequality yields:
W2(PZ|Θ, GZ) ≤W2(PZ|Θ, PY |Θ) +W2(PY |Θ, GY )
+W2(GY , GZ),
where PY |Θ = PZ|Θ ∗ N (0, tIk) and GY = GZ ∗ N (0, tIk).
By the subadditivity of Wasserstein distance under convolution
[27, Proposition 7.17], it follows that both W2(PZ|Θ, PY |Θ)
and W2(GY , GZ) are upper bounded by
√
tk. Combining
these bounds with the inequality (a + b)2 ≤ 2a2 + 2b2 leads
to
W 22 (PZ|Θ, GZ) ≤ 4tk + 2W 22 (PY |Θ, GY ). (23)
Talagrand’s transportation inequality [15] gives
W 22 (Q,GY ) ≤ 2k(t + γ)D(Q ‖GY ) for any distribution Q
that is absolutely continuous with respect to GY . Applying
this inequality to (23) with Q = PY |Θ leads to the stated
result.
A. Bound for Distributions on the Sphere
Combining Lemma 13 with the bounds on the relative
entropy in Section II leads to bounds on the expected Wasser-
stein distance in terms of αr(X) and βr(X). The next result
leverages Theorem 11 to give a bound for the setting where
X has constant magnitude.
Theorem 14. Consider Assumption 1. If 1
n
‖X‖2 = γ almost
surely then
E
[
W 22 (PZ|Θ, GZ)
]
≤ C γ k 34
( 1
n
‖E[X ]‖2
γ
) 1
2
+ C γ k
(
β2(X)
γ
) 4
k+4
,
where C is a universal constant. In particular, the inequality
holds with C = 10.
Proof: By the convexity of Wasserstein distance, we
obtain the simple upper bound
E
[
W 22 (PZ|Θ, GZ)
] ≤ E[W 22 (PZ|Θ,X , GZ)]
= E
[‖ΘX‖2]+ kγ
= 2kγ. (24)
9Alternatively, for t > 0, combining Lemma 13 and Theorem 11
yields
E
[
W 22 (PZ|Θ, GZ)
] ≤ 4kt+ 4(t+ γ)k 34( 1n‖E[X ]‖2
γ
) 1
2
+ 4(t+ γ)k
1
4
(
1 +
2γ
t
) k
4 β2(X)
γ
. (25)
Combining the above inequalities leads to
E
[
W 22 (PZ|Θ, GZ)
] ≤ 4kt+ 6γk 34( 1n‖E[X ]‖2
γ
) 1
2
+ 6γk
1
4
(
3
2
γ
) k
4 β2(X)
γ
t−
k
4 .
This inequality holds for t ≥ γ/2 because of (24) and for
0 < t ≤ γ/2 because of (25). Note that only the first and
third terms on the right-hand side depend on t. Evaluating
this expression with
t∗ =
3γ
2
(
k
1
4
4
β2(X)
γ
) 4
k+4
,
leads to
4kt∗ + 6γk
1
4
(
3
2
γ
) k
4 β2(X)
γ
(t∗)−
k
4 = ck k γ
(
β2(X)
γ
) 4
k+4
,
where
ck = 6
(
1 +
4
k
)(
k
1
4
4
) 4
k+4
.
Finally, it is easy to check that ck < 10 for all k ≥ 1.
B. Proof of Theorem 1
To obtain bounds for general distributions on X , one
possible approach is combine Lemma 13 with Theorem 2,
following the same steps used in the proof of Theorem 14.
However, one issue that arises in this approach is that the
minimization with respect to t depends on both α1(X) and
β2(X). To bypass this issue, we use a conditioning argument
that allows us to apply Theorem 14 to a projection of X onto
the Euclidean sphere.
Given any random vector X that is not deterministically
zero and a measurable subset E of Rn that does not include
the origin, the vector XE is defined according to
XE =

√
E[‖X‖2]
‖X‖ X, X ∈ E
0, X /∈ E
. (26)
The next result bounds the expected Wasserstein distance in
terms of the conditional distribution of XE given X ∈ E .
Lemma 15. For every measurable set E ⊆ Rn\{0} with
PX(E) > 0, the Wasserstein distance satisfies
E
[
W 22 (PZ|Θ, GZ)
] ≤ 2k α1(X) + 2kγPX(Ec)
+ 2E
[
W 22 (PZE |Θ,X∈E , GZ)
]
PX(E),
where ZE = ΘXE and XE is given by (26).
Proof:
We begin by focusing on inequalities that hold pointwise
with respect to the matrix Θ. We define the distributions
P1 = PZ|Θ,X∈Ec , P2 = PZ|Θ,X∈E , P3 = PZE |Θ,X∈E ,
and note that PZ|Θ = (1 − λ)P1 + λP2 where λ = PX(E).
Using this notation, we can now write
W 2(PZ|Θ, GZ) ≤ (1− λ)W 2(P1, GZ) + λW 2(P2, GZ)
≤ (1− λ)W 2(P1, GZ) + 2λW 2(P2, P3)
+ 2λW 2(P3, GZ), (27)
where the first step follows from the convexity of W 22 (P,Q)
and the second step follows from the triangle inequality for
W2(P,Q) combined with the fact that (a+ b)2 ≤ 2a2 + 2b2.
To upper bound the first term in (27), let Z∗ ∼ GY be
independent of Z . From the definition of the Wasserstein
distance, we can write
W 2(P1, GZ) ≤ E
[‖Z − Z∗‖2 ∣∣ Θ, X ∈ Ec]
= E
[‖ΘX‖2 ∣∣Θ, X ∈ Ec]+ kγ,
where the second step follows because Z∗ has mean zero and
E
[‖Z∗‖2] = kγ.
To upper bound the second term in (27) let (Z,ZE) be
defined according to Z = ΘX and ZE = ΘXE where the
relationship between X and XE is given by (26). Conditioned
on Θ and the event X ∈ E , we have Z ∼ P2 and ZE ∼ P3,
and thus
W 2(P2, P3) ≤ E
[‖Z − ZE‖2 ∣∣ Θ, X ∈ E]
= E
[
‖ΘXE‖2
(√
S −√γ
)2 ∣∣∣∣ Θ, X ∈ E]
≤ E
[
‖ΘXE‖2|S − γ|
∣∣∣Θ, X ∈ E],
where S = 1
n
‖X‖2 and the second inequality follows from
noting that
(
√
x−√y)2 = (x− y)(
√
x−√y)√
x+
√
y
≤ |x− y|,
for all x ≥ 0 and y > 0.
Collecting the terms back together and taking the expecta-
tion with respect to Θ leads to
E
[
W 2(PZ|Θ, GZ)
] ≤ E[‖ΘX‖21Ec(X)]+ kγPX(Ec)
+ E
[
‖ΘXE‖2|S − γ|1E(X)
]
+ 2E
[
W 2(PZE |Θ,X∈E , GZ)
]
PX(E).
We can further simplify this bound using the fact that ‖ΘX‖2
can be decomposed as US where U is a chi-squared random
variable with k degrees of freedom that is independent of S.
Consequently,
E
[‖ΘX‖21Ec(X)]+ E[‖ΘXE‖2|S − γ|1E(X)]
= kE[S1Ec(X)] + 2kE[|S − γ|1E(X)]
= kE[(S − γ)1Ec(X)] + kγPX(Ec)
+ 2kE[|S − γ|1E(X)]
≤ 2E[|S − γ|] + γPX(Ec).
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This completes the proof of Lemma 15.
We are now ready to prove Theorem 1. Let E be defined
according to
E =
{
x ∈ Rn :
∣∣∣∣ 1n‖x‖2 − γ
∣∣∣∣ ≤ 12γ
}
.
By Markov’s inequality, we see that PX(Ec) ≤ 2α1(X)/γ.
Next, let X ′ denote a vector that is drawn according to the
conditional distribution of XE given X ∈ E . By construction,
the magnitude satisfies ‖X ′‖ = √nγ almost surely and thus,
by Theorem 14,
E
[
W 22 (PZE |Θ,X∈E , GZ)
]
≤ C γ k 34
√
1
n
‖E[X ′]‖2
√
γ
+ C γ k
(
β2(X
′)
γ
) 4
k+4
. (28)
The magnitude of the expectation of X ′ obeys
‖E[X ′]‖ ≤ β1(X ′),
and the function βr(X ′) can be related to βr(X) by noting
that
βrr (X
′)P 2X(E)
= E
[∣∣∣∣ γ〈X1, X2〉‖X1‖ ‖X2‖
∣∣∣∣r ∣∣∣∣ X1 ∈ E , X2 ∈ E]P 2X(X)
≤ E
[∣∣∣∣ 2n〈X1, X2〉
∣∣∣∣r ∣∣∣∣ X1 ∈ E , X2 ∈ E]P 2X(X)
= E
[∣∣∣∣ 2n〈X1, X2〉
∣∣∣∣r1E(X1)1E(X2)]
≤ 2rβrr (X).
Multiplying both sides of (28) by PX(E) and then applying
these inequalities gives
E
[
W 22 (PZE |Θ,X∈E , GZ)
]
PX(E)
≤ C γ k 34
√
2β1(X)√
γ
+ C γ k
(
2β2(X)
γ
) 4
k+4
. (29)
Combining this inequality with Lemma 15 and the upper
bound on PX(Ec) leads to the stated inequality. This completes
the proof of Theorem 1.
IV. CONCLUSION
The main results of this paper bounds on the deviation
between the conditional distribution of the projections of a
high-dimensional random vector and a Gaussian approxima-
tion, where the conditioning is on the projection matrix. The
bounds are given in terms of the quadratic Wasserstein distance
and relative entropy and are stated explicitly as a function of
the number of projections and certain key properties of the
random vector. In comparison with previous work, one of the
contributions of this paper is that our results provide a stronger
characterization of the approximation error.
For the settings considered in this paper, most of the results
are essentially the same if the projection matrix is drawn
uniformly on the Stiefel manifold (i.e. the set of all k × n
matrices satisfying ΘΘT = Ik). An interesting question for
future work is the extent to which our techniques can be
applied to more general classes of random projections.
APPENDIX A
ANALYSIS OF MOMENTS
This section provides bounds on the functions mp(Y,Θ)
and M(Y,Θ) in terms of properties of the distribution on X .
To simplify the notation we will write mp and M where the
dependence on (Y,Θ) is implicit.
A. Distributions on the Sphere
To understand the behavior of mp it is useful to first consider
the setting where X has constant magnitude, i.e., ‖X‖ = √nγ
almost surely. In this case, Vg = Va = t+γ almost surely and
it follows from Lemma 7 that
mp = E
[
gk,p
(
R
t+ γ
)]
(t+ γ)
p−k
2 , (30)
where the function gk,p : (−1, 1)→ R is defined according to
gk,p(u) = (1− u)− k2 (1 + u)
p
2 − 1. (31)
The next result provides an upper bound on the term inside
the expectation.
Lemma 16. For all (r, s, t) with t, s > 0 and |r| ≤ γ,
gk,p
(
r
t+ γ
)
≤ (k + p)
2
r
t+ γ
+ (t+ 2γ)
p
2 (t+ γ)
k−p
2
r2
γ2
.
Proof: We begin with the decomposition
gk,p(u) = g
′
k,p(0)u+ hk,p(u)u
2,
where g′k,p(0) = (k + p)/2 and hk,p(u) = (gk,p(u) −
u g′k,p(0))/u
2
. With a bit of work, it can be verified that
hk,p(u) is non-negative and non-decreasing and thus, for all
−1 < u ≤ z < 1,
gk,p(u) ≤ (k + p)
2
u+ u2 hk,p(z).
Next, we note that for z > 0,
hk,p(u) =
1
z2
(
gk,p(z)− k+p2 z
)
≤ 1
z2
(1− z)−k2 (1 + z) p2 .
Combining the above inequalities with u = r/(t + γ) and
z = γ/(t+ γ) leads to the stated result.
Lemma 17. If p ≥ 0 and ‖X‖ = √nγ almost surely then
mp ≤ (k + p)
2
(t+ γ)
p−k
2
1
n
‖E[X ]‖2
γ
+
(
1 +
2γ
t
) p
2 β22(X)
γ2
. (32)
Proof: This result follows from (30) and Lemma 16.
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B. General Distributions
For general distributions on X , we can bound mp using an
expression that is similar to (30). For p ≥ 0, the term inside
the expectation in Lemma 7 satisfies(
1
Va −R
) k
2
(
V 2g −R2
Va −R
) p
2
−
(
1
Va
) k
2
(
V 2g
Va
) p
2
=
((
1− R
Va
)− k+p
2
(
1− R
2
V 2g
) p
2
− 1
)
V
− k+p
2
a V
p
g
≤
((
1− R
Va
)− k+p
2
(
1− R
2
V 2a
) p
2
− 1
)
V
− k+p
2
a V
p
g
=
((
1− R
Va
)− k
2
(
1 +
R
Va
) p
2
− 1
)
V
p−k
2
a .
= gk,p
(
R
Va
)
V
− k+p
2
a V
p
g , (33)
where the inequality follows from that fact that Vg ≤ Va and
the fact that (1−R2/V 2g )
p
2 is non-decreasing in Vg .
Combining this inequality with Lemma 7 and Lemma 16
leads to our next result.
Lemma 18. If p ≥ 0 and E[‖X‖ p2 ] ≤ ∞, then
mp ≤ (k + p)
2
E
[
V
− k+p
2
a V
p
g
R
Va
]
+ E
[
(t+ S)
p
2
R2
S2
]
, (34)
where S = 12n‖X1‖2 + 12n‖X2‖2.
Note that if X is equal in distribution to −X , then the first
term in (34) is equal to zero.
C. Proof of Lemma 9
Combining (34) with the fact that γmin ≤ S ≤ γmax yields
mk−1 ≤ (1 + γmin)− 12
×
[
(2k − 1)
2
β1(X)
γmin
+
β22(X)
γ2min
(
1 +
2γmax
t
) k
2
]
,
and also
mk+1 ≤ (1 + 2γmax) 12
×
[
(2k + 1)
2
β1(X)
γmin
+
β22(X)
γ2min
(
1 +
2γmax
t
) k
2
]
.
Taking the geometric mean of these quantities leads to the
stated result. This concludes the proof of Lemma 9.
D. Proof of Lemma 8
Starting with (33) and letting S = 1
n
‖X1‖2+ 1n‖X‖2 allows
us to write
mp ≤ E
[
gk,p
(
R
Va
)
V
−k+p
2
a V
p
g
]
≤ E
[
gk,p
( |R|
t+ S
)
(t+ S)
p−k
2
]
. (35)
The next step in the proof is to obtain bounds on term
gk,p(
r
t+s )(t + s)
p−k
2 that hold for all s > 0 and 0 < r ≤ s.
For k = 1 and p = 0, we can write
g1,0
(
r
t+ s
)
1√
t+ s
=
(√
1 +
r
t+ s− r − 1
)
1√
t+ s
≤ r
2(t+ s− r)
1√
t+ s
≤ r
2t
√
t
,
where the first inequality follows from the fact that
√
1 + x−
1 ≤ x/2 and the second inequality follows because the
expression is non-increasing in s over [r,∞). Combining this
inequality with (35) gives
m0 ≤ E[|R|]
2t
√
t
=
β1(X)
2t
√
t
.
Alternatively, for k = 1 and p = 2, we have
g1,2
(
r
t+ s
)√
t+ s =
t+ s+ r√
t+ s− r −
√
t+ s.
By differentiation, it can be verified that this term is non-
increasing in s over the interval [r,∞), and thus
g1,2
(
r
t+ s
)√
t+ s ≤ t+ 2r√
t
−√t+ r ≤ 2r√
t
.
Combining this inequality with (35) gives
m2 ≤ 2E[|R|]√
t
=
2β1(X)√
t
.
This conclude the proof of Lemma 8
APPENDIX B
AUXILIARY RESULTS
Lemma 19. If X is a non-negative random variable with
mean µ > 0, then the following inequality holds for every
measurable subset E ⊆ R:
E
[
log
(
1 + µ
1 +X
)
1E(X)
]
≤ log(1 + µ)
µ
E[|µ−X |].
Proof: For all x ≥ 0 and 0 < λ < µ, we can write
log
(
1 + µ
1 + x
)
1E(x)
≤ log
(
1 + µ
1 + x
)
1[0,µ](x)
= log
(
1 + µ
1 + x
)
1[0,λ)(x) + log
(
1 +
µ− x
1 + x
)
1[λ,µ](x)
≤ log(1 + µ)1[0,λ)(x) + log
(
1 +
µ− x
1 + λ
)
1[λ,µ](x)
≤ log(1 + µ)
(
µ− x
µ− λ
)
1[0,λ)(x) +
(
µ− x
1 + λ
)
1[λ,µ](x).
Evaluating this inequality with λ = (µ − log(1 + µ))/(1 +
log(1 + µ)) leads to
log
(
1 + µ
1 + x
)
1E(x) ≤ 1 + log(1 + µ)
1 + µ
(µ− x)+
≤ 2 log(1 + µ)
µ
(µ− x)+,
12
where the second step follows from the inequality µ/(1+µ) ≤
log(1 + µ). Applying this inequality to X yields
E
[
log
(
1 + µ
1 +X
)
1[0,µ](X)
]
≤ 2 log(1 + µ)
µ
E[(µ−X)+].
Finally, we use the fact that
E[|X − µ|] = E[max(X − µ, µ−X)]
= E[µ−X +max(2(X − µ), 0)]
= 2E[(X − µ)+].
This completes the proof.
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