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Abstract
We study the two-dimensional quasi-geostrophic equations (2D QG) in Sobolev spaces. We first prove a
new analytic condition for global regularity which is both sufficient and necessary. We then prove several
new results on the geometric constraints on the 2D QG active scalar which suppress the development of
singularity from the nonlinear stretching mechanism. We focus mainly on the case with critical dissipation.
Our results are also relevant to the inviscid case.
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1. Introduction
Whether or not singularities develop in the solution of the unforced incompressible 3D fluid
equations is a challenging open problem. Seeking mathematical insight into this problem, Con-
stantin, Majda and Tabak [11] proposed and studied, as an important low-dimensional model, the
following 2D Quasi-Geostrophic (2D QG) equation:
θt + u · ∇θ = 0. (1.1)
The more general dissipative form reads as follows:
θt (x, t)+ u(x, t) · ∇θ(x, t)+ κ(−)β/2θ(x, t) = 0, (x, t) ∈R2 ×R+, (1.2)
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where 0  β  2, κ  0. The scalar function θ(x, t) ∈ R1 is the temperature. The velocity
u(x, t) ∈R2 is determined by θ via a stream function ψ :
u = (u1, u2) =
(
− ∂ψ
∂x2
,
∂ψ
∂x1
)
, Λψ = (−)1/2ψ = −θ. (1.4)
Therefore u can be expressed by θ via the standard Riesz transforms. Thus, by Calderón–
Zygmund theorem, there is a constant C(p), such that
‖u‖Lp  C(p)‖θ‖Lp, ∀p ∈ (1,∞). (1.5)
As pointed out in [11], when κ = 0, the inviscid 2D QG possesses mathematical structures
remarkably similar to those of 3D Euler; when κ > 0 and β = 1, the dissipative 2D QG is the
dimensionally correct analogue to the 3D Navier–Stokes equations. Therefore the dissipation
is called subcritical, critical and supercritical when β > 1, β = 1 and β < 1, respectively. Re-
cently, 2D QG has been intensively studied mathematically. See Chae and Lee [4], Constantin,
D. Córdoba and Wu [7], Constantin, Majda and Tabak [11], Constantin and Wu [12], D. Cór-
doba [13], A. Córdoba and D. Córdoba [14], D. Córdoba and Fefferman [15], Friedlander [17],
Ju [19–24], Majda and Tabak [29], Resnick [31], M. Schonbek and T. Schonbek [33], and the
references therein. Besides its mathematical interests, see, e.g., Pedlosky [30] for the background
in geophysical fluid dynamics.
Global existence of weak L2 solutions of 2D QG for κ  0 has been obtained by Resnick [31].
However, uniqueness of weak solution is still open.
For inviscid case (κ = 0), local well-posedness in Hk , for integer k  3, has been obtained in
Constantin, Majda and Tabak [11].
For subcritical dissipative case, global existence and uniqueness of strong solutions are
roughly settled. See Constantin and Wu [12]. For this case, existence of the compact global
attractor for strong solutions in Hs(R2) (s > 2 − β) is positively resolved as well. See Ju [21].
For critical dissipative case, Constantin, Córdoba and Wu [7] first obtained global existence
of H 1 solutions with small ‖θ0‖∞. Recently, more complete results on local and global exis-
tence of strong solutions for both critical and supercritical dissipative cases were obtained by
A. Córdoba and D. Córdoba [14] and Ju [20]. These results roughly settle the problem of local
existence with arbitrarily large initial data and global existence with small initial data. Among
other things, in [20], global large solution in Hs (s > 2 − β) is obtained when ‖θ0‖L2 is small.
In Ju [19], the problem of uniqueness of all the above strong solutions is positively resolved as
well. These results are obtained in Sobolev spaces.
As indicated in Constantin, Córdoba and Wu [7], same as for 3D NSE and Euler, the problem
of global regularity of the H 1 solutions to (critical and supercritical) dissipative and inviscid 2D
QG is challenging. In [11], a Beale–Kato–Majda-type blow-up condition was obtained in Sobo-
lev space. Recently, this result was extended further to the Triebel–Lizorkin spaces by Chae [3].
In this paper, using the “vorticity” formulation of 2D QG, equation for ∇⊥θ , we obtain three
types of sufficient geometric conditions which yield the (unique) global H 1 regularity for the
solution. Notice that ∇⊥θ is tangent to the level curves of θ = constant, which is analogous to
the 3D vorticity which is tangent to the vortex lines. Therefore, it plays a similar role of vorticity
as in 3D Euler and NSE as pointed out by Constantin, Majda and Tabak in [11].
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discussion for the reason mentioned above. We also denote ω := ∇⊥θ . However, we caution the
reader that, in physical sense, the true vorticity for 2D QG flow should in fact be ∇ × u, which
we refrain from discussing in the following, though the two are very closely related via Riesz
transforms.
We study three situations for the region with intensive “vorticity” ∇⊥θ : smoothness of direc-
tion of intensive ∇⊥θ vector field, sparseness of volume structure of intensive ∇⊥θ vector field
and local isotropy property of intensive ∇⊥θ vector field. We focus mainly on the dissipative case
with the critical dissipation. However, two of our three main results cover as well the inviscid
case. These geometric conditions for H 1 solutions give the global regularity of smooth solution
for 2D QG equations with critical dissipation which is of the main interests of this paper. See the
detailed discussion about this in the following paragraph.
In order to approach the study of the problem of global regularity of the weak solution
with smooth initial data, one needs to recognize the suitable “strong” solution to be identified
with “regularity.” This important issue was discussed in full details for 3D Navier–Stokes in
Constantin and Foias [10] where it was shown that the strong solutions in the functional class
L∞(0, T ;V )∩L2(0, T ;D(A)) yield the same smoothness as initial data, where V is the standard
closed subspace in H 1 of the divergence-free vector fields and A is the standard Stokes operator.
See also Temam [35]. Indeed, for 3D Navier–Stokes, the functional class L∞(0, T ;V ) is enough.
See Foias, Guillopé and Temam [16] for a more involved discussion. However, for the 2D QG
equation with dissipation, the functional class L∞(0, T ;H 1) seems not enough. Fortunately, we
can show that the “strong” solutions in the functional class L∞(0, T ;H 1)∩L2(0, T ;H 3/2) will
yield the same smoothness as initial data for the 2D QG equation with critical dissipation. This
important regularity result lays the key foundation for our later discussion of geometrical con-
ditions for global regularity of the 2D QG equation with critical dissipation. In Section 2, we
provide a detailed discussion on the issue of regularity of the strong solutions and prove some
more general results about this. The key technique involved in proving these results makes use of
an important commutator estimate proved by Kenig, Ponce and Vega [28] which generalizes the
version of Kato and Ponce [27]. In [27], the commutator estimate played a crucial role in dealing
with 3D Euler and Navier–Stokes equations. In [28], the generalized commutator estimate was
used to treat the well-posedness problem for the Korteweg–De Vries equation. Recently, the au-
thor [20] succeeded in solving the local well-posedness problem for dissipative 2D QG equation
in Sobolev space using the same type commutator estimate of Kenig, Ponce and Vega. Simi-
lar but different idea was recently used successfully by the author [21] in obtaining the global
compact attractor for the 2D QG equation with subcritical dissipation.
The remaining part of this paper is organized in the following way. In Section 3, we first give
a brief review on the subject of geometric constrain for the control of singularity of solutions of
2D QG. We then introduce the main results of this paper on the geometric constraints which give
the global regularity of the solutions of 2D QG equations. We also make several relevant remarks
about these results. In Sections 4–6, we will present the detailed proofs of the main theorems.
2. Regularity of strong solutions
We recall the following important commutator and product estimates:
Lemma 2.1 (Commutator and product estimates). Suppose that s > 0 and p ∈ (1,+∞). If
f,g ∈ S , the Schwarz class, then
N. Ju / J. Differential Equations 226 (2006) 54–79 57∥∥Λs(fg)− fΛsg∥∥
Lp
C
(‖∇f ‖Lp1 ‖g‖Hs−1,p2 + ‖f ‖Hs,p3 ‖g‖Lp4 ) and∥∥Λs(fg)∥∥
Lp
 C
(‖f ‖Lp1 ‖g‖Hs,p2 + ‖f ‖Hs,p3 ‖g‖Lp4 )
with p2,p3 ∈ (1,+∞) such that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
.
Remarks. The above lemma has been proved in Kenig, Ponce and Vega [28] with Λ be-
ing replaced by J = (1 − )1/2 and the homogeneous Hs,p spaces being replaced by non-
homogeneous ones. In the proof, the method of Kato and Ponce [27] is used which utilizes the
results of Coifman and Meyer [5]. This lemma can be proved to be still valid for Λ by making
use of a dilation argument, as pointed out by Kato in [26]. It is also clear that the lemma is valid
whenever the corresponding left-hand side terms are all finite.
We shall use as well the following useful Sobolev inequality.
Lemma 2.2. Suppose that q > 1, p ∈ [q,+∞) and
1
p
+ σ
2
= 1
q
.
Suppose that f ∈ S ′ is such that fˆ is a function. Then, there is a constant C  0 such that
‖f ‖Lp  C
∥∥Λσf ∥∥
Lq
.
Remark. This lemma can be proved using the well-known boundedness property of the Riesz
potential operator (see, e.g., Stein [34]). A detailed proof of this lemma when q = 2 can be found
in M. Schonbek and T. Schonbek [33]. This proof can be easily modified to prove the more
general case as stated above.
Now we state and prove the following important regularity theorem which will play the critical
role in our later discussion. Notice also that the condition given in the following theorem is both
sufficient and necessary for most situations.
Theorem 2.1. Suppose that κ > 0, β ∈ (0,2), θ0 ∈ Hs , s > 0 and that for some T > 0, the weak
solution θ to Eq. (1.2) satisfies:
T∫
0
∥∥Λθ(t)∥∥2
L4/β dt < ∞. (2.1)
Then, the solution θ is unique and
θ ∈ L∞([0, T ];Hs)∩L2(0, T ;Hs+β/2). (2.2)
Moreover, if s = 2 − β/2, then (2.1) is equivalent to (2.2); if s > 2 − β/2 and θ0 ∈ L2, then (2.1)
is also equivalent to (2.2).
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(
u · ∇(Λsθ),Λsθ)= 0.
Multiplying (1.2) with Λ2sθ and taking the inner product in L2, we have
1
2
d
dt
∥∥Λsθ∥∥2
L2 + κ
∥∥Λs+β/2θ∥∥2
L2 = −
(
Λs(u · ∇θ)− u · ∇(Λsθ),Λsθ).
Notice that Λs and ∇ are commutable. We have
∣∣(Λs(u · ∇θ)− u · ∇(Λsθ),Λsθ)∣∣= ∣∣(Λs(u · ∇θ)− u · (Λs∇θ),Λsθ)∣∣
 C
∥∥Λs(u · ∇θ)− u · (Λs∇θ)∥∥
L2
∥∥Λsθ∥∥
L2 .
Now we can use the commutator estimate. That is, for any p1,p2 > 2 and
1
p1
+ 1
p2
= 1
2
,
we have
∥∥Λs(u · ∇θ)− u · (Λs∇θ)∥∥
L2  C
(‖∇u‖Lp1∥∥Λsθ∥∥Lp2 + ∥∥Λsu∥∥Lp2 ‖∇θ‖Lp1 )
 C‖Λθ‖Lp1
∥∥Λsθ∥∥
Lp2 , (2.3)
where we have used (1.5) in the last inequality.
Now, select
p1 = 4
β
, p2 = 42 − β .
Then, by Lemma 2.2, we have the following Sobolev inequality:
∥∥Λsθ∥∥
Lp2  C
∥∥Λs+β/2θ∥∥
L2 .
By (2.3) and the above inequalities we immediately obtain the following estimate:
∣∣(Λs(u · ∇θ)− u · (Λs∇θ),Λsθ)∣∣ C‖Λθ‖L4/β∥∥Λs+β/2θ∥∥L2∥∥Λsθ∥∥L2 .
Then,
1
2
d
dt
∥∥Λsθ∥∥2
L2 + κ
∥∥Λs+β/2θ∥∥2
L2 = C‖Λθ‖L4/β
∥∥Λs+β/2θ∥∥
L2
∥∥Λsθ∥∥
L2
 κ
2
∥∥Λs+β/2θ∥∥2
L2 +
C
κ
‖Λθ‖2
L4/β
∥∥Λsθ∥∥2
L2
where we have used Cauchy–Schwarz inequality.
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d
dt
∥∥Λsθ∥∥2
L2 + κ
∥∥Λs+β/2θ∥∥2
L2 
C
κ
‖Λθ‖2
L4/β
∥∥Λsθ∥∥2
L2 ,
with which we can formally prove the desired a priori estimates (2.2) using Gronwall’s inequality.
To finish the proof rigorously, we can make use of the standard method of retard mollification to
first obtain as above the uniform a priori bounds for the mollified solutions, and then pass to the
limit to obtain the same bounds for the weak solution θ . Since this is a standard approach, it is
therefore omitted for simplicity of presentation. Now, uniqueness of the solution θ follows from
Ju [19,20]. This finishes the proof of the first part of the theorem.
Next, we prove the second part of the theorem. If s = 2 − β/2, then, by Lemma 2.2, we have
‖Λθ‖L4/β  C
∥∥Λsθ∥∥
L2 .
If s > 2 − β/2, then, by the Gagliardo–Nirenberg inequality, we have
‖Λθ‖L4/β  C‖θ‖1−γL2
∥∥Λsθ∥∥γ
L2
 C‖θ0‖1−γL2
∥∥Λsθ∥∥γ
L2
,
where γ = 4−β2s ∈ (0,1).
Using the above two inequalities, we can finish the proof the second part of the theorem. 
Analogous to the Navier–Stokes equation (see [10,35]), for the 2D QG equation with criti-
cal dissipation (β = 1), we can call a solution θ ∈ L∞(0, T ;H 1) ∩ L2(0, T ;H 3/2) as a strong
solution to the 2D QG equation with critical dissipation (β = 1).
An immediate corollary of Theorem 2.1 is that for any given θ0 ∈ Hs , if θ is a strong solution
of 2D QG equation with critical dissipation (β = 1) on [0, T ], then θ is at least as regular as θ0
is and there is no blow-up of ‖θ‖Hs . More precisely, we have the following important theorem.
Theorem 2.2. Suppose that κ > 0, β = 1, θ0 ∈ Hs , s > 0 and that for some T > 0, the weak
solution θ to Eq. (1.2) satisfies:
T∫
0
∥∥Λ3/2θ(t)∥∥2
L2 dt < ∞. (2.4)
Then, the solution θ is unique and
θ ∈ L∞([0, T ];Hs)∩L2(0, T ;Hs+1/2). (2.5)
Moreover, if s = 3/2, then (2.4) is equivalent to (2.5); if s > 3/2 and θ0 ∈ L2, then (2.4) is also
equivalent to (2.5).
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Geometric conditions for global regularity of 3D incompressible flow have been much inter-
ested both mathematically and numerically. See Constantin [6] for an insightful review on this
subject. In [11], among other things, the following theorem is proved on the geometric constraints
for regularity of solutions of 2D QG.
Theorem 3.1 (Constantin–Majda–Tabak). Suppose θ0 ∈ L2 ∩ L∞ is smooth and θ is a solution
to the inviscid 2D QG which is smooth for (x, t) ∈R2 × [0, T ). Assume Ω0 is smoothly directed.
Then
sup
OT (Ω0)
∣∣∇θ(x, t)∣∣< ∞,
where OT (Ω0) := {(x, t): x ∈ X(Ω0, t), t ∈ [0, T ]} and the particle trajectory X(q, t) is the
solution of dX
dt
= u(X, t).
In Theorem 3.1, the following definition of a smoothly directed set is used.
Definition 3.1. A set Ω0 is said smoothly directed if
sup
q∈Ω0
T∫
0
∣∣u(X(q, t), t)∣∣2 dt < ∞; (3.1)
and there exists a constant ρ > 0 such that
sup
q∈Ω∗0
T∫
0
∥∥∇ξ(·, t)∥∥2
L∞(Bρ(X(q,t))) dt < ∞, (3.2)
where Bρ(X) is the ball of radius ρ centered at X,
Ω∗0 :=
{
q ∈ Ω0:
∣∣∇θ0(q)∣∣ = 0},
and we use the following notions:
ξ(x, t) := ω(x, t)|ω(x, t)| , ω(x, t) := ∇
⊥θ(x, t) := (−∂2θ, ∂1θ)T.
The underlying ideas of [11] were later properly adjusted in Constantin, Fefferman and Ma-
jda [9] yielding a result similar to Theorem 3.1 for the 3D incompressible Euler under additional
technical assumptions. However, since the local maximum norm estimates and contour dynam-
ics were used, this method could not include the dissipation term. By a different method using
energy norm estimate for the vorticity, Constantin and Fefferman [8] proved an elegant theorem
for the 3D incompressible Navier–Stokes, which says that if in the region of intensive vorticity
the direction of the vorticity is Lipschitz continuous then the solution cannot blow up in H 1 in
finite time. This gives a simple geometric condition compared with the more involved conditions
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tiful results was recently further improved from Lipschitz continuity to the 12 -Hölder continuity
by Beirao da Veiga and Berselli [2].
A natural question to ask here is whether or not a Constantin–Fefferman type result holds as
well for the critical and supercritical dissipative 2D QG equation. Unfortunately, due to the weak
dissipation presented in 2D QG in these cases, the lack of several needed a priori estimates and
other involved technical details, a direct application of the method of Constantin and Fefferman
in [8] seems unsuccessful for the interested critical and supercritical dissipative cases. In this
paper, with more involved computation and more careful analysis incorporating as well some
ideas of [11], we are able to obtain the following desired Constantin–Fefferman-type theorem
for the critical dissipative 2D QG equation, which says that if in the region (and nearby) of
intensive “vorticity” ω, the direction ξ of “vortex” line is Lipschitz continuous and the twisting
of “vortex” line is not too violent, then there will be no blow-up of ‖ω‖L2 . This result is given in
the following Theorem 3.2, which is the first of our main results on geometric constraints.
Theorem 3.2. Suppose θ0 ∈ L2 ∩ H 1 and θ is a solution of the 2D QG equation with critical
dissipation (κ > 0, β = 1) which is smooth in [0, T ∗) and θ(t) ∈ H 1 for a.e. t ∈ [0, T ∗). Suppose
there exist positive constants K , ρ and Ω such that for |y| ρ and |ω(x, t)|Ω ,∣∣ξ(x + y, t)− ξ(x, t)∣∣K|y|, ∣∣∇ × ξ(x + y, t)∣∣K, t ∈ [0, T ∗). (3.3)
Then θ ∈ L∞([0, T ∗];H 1)∩L2(0, T ∗;H 3/2). Therefore, there is no blow-up for θ and θ can be
extended smoothly beyond T ∗.
The proof of Theorem 3.2 will be presented in Section 4. Several important remarks are in
order:
Remarks.
1. By Ju [23], if θ0 ∈ L2 ∩H 1, then there exists a time instance T = T (θ0) > 0 such that θ(t) ∈
L∞([0, T ];H 1). Let T∗ be the supremum of such time instance T . Therefore, Theorem 3.2
proves that T ∗ < T∗. This remark applies to Theorems 3.3 and 3.4 as well.
2. Theorem 3.2 is still valid if we replace Ω by a non-negative function M(t) such that
M(t)
∥∥Λ1/2θ(t)∥∥2
L2 , t ∈ [0, T ∗).
This is evident from the proof given in Section 4.
3. Notice that, in R2,
∇ × ξ = curl ξ
can be viewed as a scalar. The conditions in (3.3) indicate that the directions of “vortex”
lines are relatively smooth in the Lipschitz sense or that the twisting of “vortex” lines is not
too violent.
4. Instead of (3.3), one could assume the following stronger condition
sup
∣∣∇ξ(x + y)∣∣K, (3.4)|y|ρ, |ω(x,t)|Ω
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and has a finer geometric meaning.
5. Theorem 3.2 does not require condition on u as required in (3.1) for Theorem 3.1, nor the
condition θ0 ∈ L∞ as needed for Theorem 3.1.
6. Due to the weak dissipation, it is not clear if a similar result is also valid for the case with
supercritical dissipation. It is not clear either if the Lipschitz continuity can be further relaxed
in the case with just critical dissipation.
7. By the results of [11,14,19,20], provided that θ0 is smooth enough, a T ∗ exists such that θ is
equally smooth on [0, T ∗) and the solution is unique.
8. The proofs of Theorems 3.2–3.4 will be given in the following sections, where we prove
that the solutions will not blow-up at time T ∗ in Sobolev space H 1. Here, we show how
we can extend the solution θ smoothly beyond the time T ∗ using the results of Section 2,
especially Theorem 2.2. Notice that from the following proofs of Theorems 3.2–3.4, we can
see that, in addition to the boundedness of θ ∈ L∞(0, T ∗;H 1), condition (2.4) is indeed
always satisfied for the case with critical dissipation. Then, by Theorem 2.2, the solution θ
will be in L∞([0, T ];Hs) for s > 0 if θ0 ∈ Hs . If we assume that θ0 is smooth, say θ0 ∈ Hs
with s > 2 − β , then θ(T ∗) ∈ Hs . Therefore, by the local existence and uniqueness theorem
of Ju [20], we can extend θ beyond T ∗ in the same space Hs . Thus, the time T ∗ is not a
critical time in the space Hs .
9. Finally, we remark that indeed, for the above main results of this section, Theorems 3.2–3.4,
we only need to assume θ0 to be smooth enough so that the quantities used in the proofs are
well defined.
The above results state that if the direction of vorticity field is well aligned in the intensive
vorticity region, then the 2D QG active scalar θ is regular in H 1. Numerical simulations and
experiments show that for 3D incompressible flows at large Reynolds number, intensive vor-
ticity also tends to concentrate in sparse geometrical regions. This calls for the study of the
sparseness of regions with intensive vorticity as a mechanism of suppression of finite time singu-
larity. Recently, interesting analytical results were obtained by Grujic´ [18] and Ruzmaikina and
Grujic´ [32] for 3D Navier–Stokes. Motived by works in this direction, in this paper, we study
spareness conditions for intensive vector field ω = ∇⊥θ which would yield non blow-up results.
As the second main result of this section, we obtain another set of geometric conditions which
give the H 1 regularity of θ as stated in the following Theorem 3.3. Similar conclusions under
suitable spareness conditions are obtained for both inviscid and the critically dissipative cases.
To state our theorem clearly, first of all, let us define the following notion:
Ωt
(
M(t)
) := {x ∈R2: ∣∣ω(x, t)∣∣M(t)}, for M(t) > 0, t > 0,
which denotes the region in the fluid where relatively intensive vorticity takes place.
In the following Theorem 3.3, we assume that for every t ∈ (0, T ), the set Ωt(M(t)) has the
sparseness structure in the following sense:
Ωt
(
M(t)
)= ⋃
γ∈Γ
Vγ (t), ∀t ∈ (0, T ), (3.5)
where Γ is some index set and {Vγ (t)} satisfies the following properties:
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2. dist(Vγ1(t),Vγ2(t))R(t), ∀γ1 = γ2, γ1, γ2 ∈ Γ .
Now we are ready to state Theorem 3.3. In the following, for two positive functions f and g
on (0, T ), f (t) ∼ g(t) means there is a constant c  1 such that g(t)/c  f (t)  cg(t) for all
t ∈ (0, T ).
Theorem 3.3. Suppose that Ωt(M(t)) has the above assumed spareness structure.
1. If θ0 ∈ L2 ∩ H 1 and θ is a solution of the 2D QG equation with critical dissipation (κ > 0,
β = 1) which is smooth in [0, T ∗) and
M ∈ L1(0, T ∗), r(t) = O
(‖Λ1/2θ(t)‖2
L2
‖∇ω(t)‖L∞
)
, R(t) ∼ O(1), (3.6)
then θ ∈ L∞([0, T ∗];H 1)∩L2(0, T ∗;H 3/2). Therefore, there is no blow-up for θ and θ can
be extended smoothly beyond T ∗.
2. If θ0 ∈ L∞ ∩H 1 and θ is a solution of the 2D QG equation with critical dissipation (κ > 0,
β = 1) which is smooth in [0, T ∗) and
M(t) = O
( ‖Λ1/2θ(t)‖2
L2
ln‖∇ω(t)‖L∞
)
, r(t) = O
(‖Λ1/2θ(t)‖2
L2
‖∇ω(t)‖L∞
)
,
R(t) ∼ O
(
1
‖Λ1/2θ(t)‖2
L2
)
, (3.7)
then θ ∈ L∞([0, T ∗];H 1)∩L2(0, T ∗;H 3/2). Therefore, there is no blow-up for θ and θ can
be extended smoothly beyond T ∗.
3. If θ0 ∈ L∞ ∩H 1 and θ is a solution of the inviscid 2D QG equation (κ  0) which is smooth
in [0, T ∗) and
M ∈ L1(0, T ∗), r(t) = O
(
1
‖∇ω(t)‖L∞
)
, R(t) ∼ O(1), (3.8)
then θ ∈ L∞([0, T ∗];H 1), i.e., there is no blow-up in H 1. Furthermore, if κ > 0 and β = 1,
then θ ∈ L∞([0, T ∗];H 1)∩L2(0, T ∗;H 3/2). Therefore, there is no blow-up for θ and θ can
be extended smoothly beyond T ∗.
The proof of Theorem 3.3 will be presented in Section 5. Now we make several important
remarks.
Remarks.
1. Theorem 3.3 is still valid if ‖Λ1/2θ(t)‖2
L2
in conditions (3.6) and (3.7) is replaced by an
arbitrary positive constant C. This is evident from the proof given in Section 5.
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∥∥∇ω(t)∥∥
L∞  c0 > 0, t ∈ (0, T ∗).
(Otherwise, in the proof of the theorem, the term ‖∇ω(t)‖L∞ would not present any trouble
for us and then, in fact, r(t) can be chosen as any positive number.)
Consequently, from the condition given in (3.8), we can assume that r(t)  R(t). This as-
sumption will be used in the proof of the theorem to be provided in Section 5. The same
assumptions can be made for conditions (3.6) and (3.7) as well. Indeed, by the Gagliardo–
Nirenberg inequality, we have
∥∥Λ1/2θ∥∥
L2 C‖∇ω‖1/6L∞‖θ‖5/6L2 .
Therefore, by (3.6), we have
r(t) = O
(
1
‖∇ω(t)‖2/3L∞
)
;
similarly, by (3.7), we have
r(t) = O
(
1
‖Λ1/2θ(t)‖2
L2
‖∇ω(t)‖1/3L∞
)
.
In both cases, we have used the fact that ‖θ(t)‖L2  ‖θ0‖L2 .
3. From Theorem 3.3, we have an estimate about the small length scale of vortex structure:
i.e.,
diam
(
Vγ (t)
)
 r(t).
We have seen that the above Theorems 3.2 and 3.3 give some geometric conditions on the vec-
tor field ω which yield H 1 regularity of solution θ . These geometric conditions are of anisotropic
type in their characteristic. In the following Theorem 3.4, which is the last of our main results,
we give an interesting isotropic type geometric condition which also yields non-blow-up of θ in
H 1-norm.
To state the theorem, we define the flux of the orthogonal projections of ω by
Iρ,i(x, t) =
∫
|y|ρ
(
ω(x + y, t) · ei
)
(yˆ · ei) dy|y|2 ,
where e2 = ξ(x, t) = (ξ1, ξ2)T and e1 = ξ⊥(x, t) = (−ξ2, ξ1)T. We also denote the difference
between Iρ,1 and Iρ,2 as
Iρ(x, t) = Iρ,1(x, t)− Iρ,2(x, t). (3.9)
It is easy to see that Iρ(x, t) measures degree of isotropy of ω.
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∇y ·
(
yˆ⊥
|y|2
)
= 1|y|2 ∇y ·
(
yˆ⊥
)+ yˆ⊥ · ∇y
(
1
|y|2
)
≡ 0,
and by the Stokes theorem, we have
2∑
i=1
Iρ,i(x) =
∫
|y|ρ
ω(x + y) ·
[ 2∑
i=1
(yˆ · ei)ei
]
dy
|y|2 =
∫
|y|ρ
ω(x + y) · yˆ dy|y|2
= −
∫
|y|ρ
∇θ(x + y) yˆ
⊥
|y|2 dy = −
∫
|y|ρ
∇ ·
(
θ(x + y) yˆ
⊥
|y|2
)
dy
=
∫
|y|ρ
∇ ×
(
θ(x + y)yˆ
|y|2
)
dy =
∫
|y|=ρ
θ(x + y)yˆ
|y|2 · d ly = 0.
Therefore, we have the following interesting cancellation property:
Iρ,1(x)+ Iρ,2(x) = 0. (3.10)
This cancellation property will be of key importance to our next theorem.
Theorem 3.4. Suppose θ0 ∈ H 1, the non-negative function M ∈ L1(0, T ∗).
1. If θ is a solution of the 2D QG equation with critical dissipation (κ > 0, β = 1) which is
smooth in [0, T ∗), ρ(t) ρ0 > 0 and
T ∗∫
0
∥∥Iρ(·, t)∥∥L∞(Ωt (M(t))) dt < ∞, or
T∫
0
∥∥Iρ(·, t)∥∥2L4(Ωt (M(t))) dt < ∞,
then θ ∈ L∞([0, T ∗];H 1)∩L2(0, T ∗;H 3/2). Therefore, there is no blow-up for θ and θ can
be extended smoothly beyond T ∗.
2. If θ0 ∈ L∞ and θ is a solution of the inviscid 2D QG equation (κ  0) which is smooth in
[0, T ∗) and for the non-negative function ρ(t), ρ−1 ∈ L1(0, T ∗) and
T ∗∫
0
∥∥Iρ(·, t)∥∥L∞(Ωt (M(t))) dt < ∞,
then θ ∈ L∞([0, T ∗];H 1), i.e., there is no blow-up in H 1. Furthermore, if κ > 0 and β = 1,
then θ ∈ L∞([0, T ∗];H 1)∩L2(0, T ∗;H 3/2). Therefore, there is no blow-up for θ and θ can
be extended smoothly beyond T ∗.
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1. Notice that if we assume that there are positive constants ρ and C and a non-negative func-
tion M(t) such that M ∈ L1(0, T ∗) and
∣∣Iρ(x, t)∣∣C, x ∈ Ωt(M(t)), t ∈ [0, T ∗), (3.11)
then the conditions in the above Theorem 3.4 for M , ρ and Iρ are all satisfied.
In [32], when dealing with the 3D Navier–Stokes equations, an isotropic condition similar
to (3.11) but of different type was given for the regularity of the solution in H 1, which was
imposed on I ir (x, t), i = 1,2,3, such that for any t ∈ (0, T ), x ∈ Ωt(M(t)) and r  1,
∣∣I ir (x, t)− I jr (x, t)∣∣ C, i, j = 1,2,3, (3.12)
for some constant C > 0, where I ir (x, t) are defined as
I ir (x, t) =
∫
|y|=r
(∇ ×ω(x + y, t) · ei)(yˆ · ei) dSy,
e1 = ξ(x, t) and {ei}32 is any orthonormal base for the plane which is orthogonal to ξ(x, t)
in R3. See [32] for more details.
Here, for 2D QG equation, we make use of an isotropic condition imposed on ω rather than
on ∇ × ω. It worths pointing out that similar condition imposed on ∇ × ω as used in [32]
would not work here for 2D QG equation.
2. Interestingly, instead of (3.12), a new isotropic condition on ω for 3D Navier–Stokes equa-
tions which is similar to the one given via (3.9) on ω for 2D QG equation has been found in
Ju [25]. Similar to the condition given in Theorem 3.4 of this paper, the new isotropic condi-
tion for 3D Navier–Stokes equations makes use of a cancellation property different from the
one used in [32]. Since this new condition is imposed on ω rather than ∇ × ω, it applies to
less smooth solutions than the one given in [32].
3. Finally, we remark that for both Theorems 3.3 and 3.4, we can cover the inviscid 2D QG
equation; while no similar results are available for 3D Euler equation.
4. The proof of Theorem 3.2
For β = 1, we have
θt (x, t)+ u(x, t) · ∇θ(x, t)+ κΛθ(x, t) = 0. (4.1)
Multiplying (4.1) by θ and taking inner product in L2, we have
1
2
d
dt
∫
2
∣∣θ(x, t)∣∣2 dx + κ ∫
2
∣∣Λ1/2θ ∣∣2 dx = 0.
R R
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∥∥θ(t)∥∥2
L2 + κ
t∫
0
∥∥Λ1/2θ(τ )∥∥2
L2 dτ = ‖θ0‖2L2 . (4.2)
In particular,
∞∫
0
∥∥Λ1/2θ(t)∥∥2
L2 dt < +∞. (4.3)
If T∗ = +∞, we are done. For the definition of T∗, see Remark 1 immediately after Theo-
rem 3.2. Therefore, in the following, we suppose T∗ < +∞. We will show by a contradiction
that T ∗ < T∗. If otherwise, let us suppose that
T∗  T ∗. (4.4)
We will then proceed to get a contradiction to the definition of T∗.
Taking ∇⊥ on Eq. (4.1), we have
∂ω
∂t
+ u · ∇ω + κΛω = (∇u)w. (4.5)
Multiplying (4.5) by ω and taking inner product in L2, we have
1
2
d
dt
∫
R2
∣∣ω(x, t)∣∣2 dx + κ ∫
R2
∣∣Λ1/2ω∣∣2 dx = ∫
R2
(
(∇u)ω)ωdx = ∫
R2
(
S(x, t)ω
)
ωdx. (4.6)
In the above equation, we denote the stress tensor S as
S(x, t) := 1
2
(∇u(x, t)+ (∇u(x, t))T).
Define the stretching rate α as
α(x) := (S(x)ξ(x))ξ(x) = ξ(x)TS(x)ξ(x).
By [11], α(x) can be expressed as follows:
α(x) = PV
∫ (
yˆ · ξ⊥(x))(ξ(x + y) · ξ⊥(x))∣∣ω(x + y)∣∣ dy|y|2 .
Split the integral of the right-hand side of Eq. (4.6) into two terms:
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∫
R2
(
S(x, t)ω(x, t)
)
ω(x, t) dx =
∫
|ω(x,t)|Ω
(
S(x, t)ω(x, t)
)
ω(x, t) dx
+
∫
|ω(x,t)|Ω
(
S(x, t)ω(x, t)
)
ω(x, t) dx.
Now, for the first term, we have∣∣∣∣
∫
|ω(x,t)|Ω
(
S(x, t)ω(x, t)
)
ω(x, t) dx
∣∣∣∣Ω‖∇u‖L2‖ω‖L2 CΩ‖ω‖2L2 . (4.7)
For the second integral with |ω(x, t)|Ω , we have∫
|ω(x,t)|Ω
(
S(x, t)ω(x, t)
)
ω(x, t) dx =
∫
|ω(x,t)|Ω
∣∣ω(x, t)∣∣2α(x, t) dx.
The following manipulations are elementary:
(
yˆ · ξ⊥(x))(ξ(x + y) · ξ⊥(x)) |ω(x + y)||y|2
= (yˆ · ξ⊥(x))(∇⊥θ(x + y) · ξ⊥(x)) 1|y|2 =
(
yˆ · ξ⊥(x))(∇θ(x + y) · ξ(x)) 1|y|2
= ∇y ·
(
(yˆ · ξ⊥(x))θ(x + y)
|y|2 ξ(x)
)
− θ(x + y)∇y ·
(
yˆ · ξ⊥(x)
|y|2 ξ(x)
)
= ∇y ·
(
(yˆ · ξ⊥(x))θ(x + y)
|y|2 ξ(x)
)
− θ(x + y)(ξ⊥(x) · ∇y)
(
yˆ
|y|2
)
· ξ(x)
− θ(x + y)ξ(x) · ξ⊥(x)× curl
(
yˆ
|y|2
)
= ∇y ·
(
(yˆ · ξ⊥(x))θ(x + y)
|y|2 ξ(x)
)
− θ(x + y)(ξ⊥(x) · ∇y)
(
yˆ
|y|2
)
· ξ(x),
where, in the last equality, we have used the fact that
∇ ×
(
yˆ
|y|2
)
= −∇ ·
(
yˆ⊥
|y|2
)
= 0.
Therefore, by the Stokes theorem, we have∣∣∣∣PV
∫
|y|ρ
(
yˆ · ξ⊥(x))(∇⊥θ(x + y) · ξ⊥(x)) dy|y|2
∣∣∣∣

∫ ∣∣yˆ · ξ⊥(x)∣∣∣∣θ(x + y)∣∣∣∣ξ(x)∣∣ dly|y|2 + limR→∞
∫ ∣∣yˆ · ξ⊥(x)∣∣∣∣θ(x + y)∣∣∣∣ξ(x)∣∣ dly|y|2|y|=ρ |y|=R
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∫
|y|ρ
∣∣θ(x + y)ξ⊥(x)∣∣∣∣∣∣∇y
(
yˆ
|y|2
)∣∣∣∣∣∣ξ(x)∣∣dy

∫
|y|=ρ
|θ(x + y)|
|y|2 dly + limR→∞
∫
|y|=R
|θ(x + y)|
|y|2 dly + CPV
∫
|y|ρ
|θ(x + y)|
|y|3 dy, (4.8)
where the first two terms on the right-hand side of the above inequality are line integrals along
the circle |y| = ρ and |y| = R, respectively.
Using Fubini’s theorem, we have
∫
ω(x,t)Ω
∣∣ω(x)∣∣2 ∫
|y|=ρ
|θ(x + y)|
|y|2 dly dx

∫
|y|=ρ
1
|y|2
∫ ∣∣ω(x)∣∣2∣∣θ(x + y)∣∣dx dly  C‖ω‖L2‖ω‖L4‖θ‖L4
∫
|y|=ρ
dly
|y|2
 C
ρ
‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 , (4.9)
where in the last inequality we have estimated using Lemma 2.2 with p = 4, q = 2 and σ = 1/2.
Such estimates will be used again for several times in the following discussion.
It can be shown that, for any t ∈ [0, T∗),
lim
R→∞
∫
|y|=R
∣∣θ(x + y, t)∣∣ dly|y|2 C
(‖θ0‖L2 + ∥∥Λθ(t)∥∥L2) limR→∞R−3/2 = 0. (4.10)
Indeed, by the Cauchy–Schwarz inequality, we have
∫
|y|=R
∣∣θ(x + y, t)∣∣dly  CR1/2
( ∫
|y|=R
∣∣θ(x + y, t)∣∣2 dly
)1/2
.
Moreover, using a trace theorem (see, e.g., [1]), we have, for all t ∈ [0, T∗),
( ∫
|y|=R
∣∣θ(x + y, t)∣∣2 dly
)1/2
 C
∥∥θ(·, t)∥∥
W 1,2(B(x,R))  C
∥∥θ(t)∥∥
W 1,2(R2)
 C
(∥∥θ(t)∥∥
L2 +
∥∥θ(t)∥∥
H 1
)
< +∞,
where B(x,R) = {z ∈R2: |z−x| <R} and W 1,2 denotes the Sobolev space of square integrable
functions with square integrable first order partial derivatives.
Combining the above two inequalities, we have proved (4.10).
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∫
ω(x,t)Ω
∣∣ω(x)∣∣2 ∫
|y|ρ
|θ(x + y)|
|y|3 dy dx

∫
|y|ρ
dy
|y|3
∫ ∣∣ω(x)∣∣2∣∣θ(x + y)∣∣dx  C‖ω‖L2‖ω‖L4‖θ‖L4
∫
|y|ρ
dy
|y|3
 C
ρ
‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 . (4.11)
Thus, by (4.9)–(4.11), we have
∣∣∣∣
∫
ω(x)Ω
∣∣ω(x)∣∣2PV ∫
|y|ρ
(
yˆ · ξ⊥(x))(∇⊥θ(x + y) · ξ⊥(x)) dy|y|2 dx
∣∣∣∣
 C
ρ
‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 . (4.12)
For the case when |ω(x)|Ω and |y| ρ, we need to use the geometric assumptions given
in (3.3). Using the first geometric assumption of (3.3), we have the following estimates:
∣∣∣∣PV
∫
|y|ρ
(
yˆ · ξ⊥(x))(ξ(x + y) · ξ⊥(x)) |ω(x + y)||y|2 dy
∣∣∣∣
=
∣∣∣∣PV
∫
|y|ρ
(
yˆ · ξ⊥(x))(ξ(x + y)− ξ(x) · ξ⊥(x)) |ω(x + y)||y|2 dy
∣∣∣∣
KPV
∫
|y|ρ
|ω(x + y)|
|y| dy = KPV
∫
|y|ρ
(∇⊥θ(x + y)) · ξ(x + y)
|y| dy
= −KPV
∫
|y|ρ
(∇θ(x + y)) · ξ⊥(x + y)
|y| dy
= −KPV
∫
|y|ρ
∇y ·
(
θ(x + y)ξ⊥(x + y)
|y|
)
dy
+KPV
∫
|y|ρ
θ(x + y)∇y ·
(
ξ⊥(x + y)
|y|
)
dy.
Applying the Stokes theorem again to the first term of the right-hand side of the above in-
equality, we have
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∣∣∣∣PV
∫
|y|ρ
(
yˆ · ξ⊥(x))(ξ(x + y) · ξ⊥(x)) |ω(x + y)||y|2 dy
∣∣∣∣
 lim
ε→0
∫
|y|=ε
|θ(x + y)|
|y| dly +
∫
|y|=ρ
|θ(x + y)|
|y| dly +PV
∫
|y|ρ
∣∣θ(x+y)∣∣∣∣∇y · ξ⊥(x+y)∣∣dy|y|
+
∣∣∣∣PV
∫
|y|ρ
θ(x + y)ξ⊥(x + y) · ∇y
(|y|−1)dy∣∣∣∣. (4.13)
We treat the two line integral terms of the right-hand side of (4.13) as follows: Using Fubini’s
theorem as before, we have
∫
|ω(x)|Ω
∣∣ω(x)∣∣2 ∫
|y|=ρ
|θ(x + y)||ξ(x + y)|
|y| dly dx

∫
|y|=ρ
dly
|y|
∫ ∣∣ω(x)∣∣2∣∣θ(x + y)∣∣dx  ∫
|y|=ρ
dly
|y| ‖ω‖L2‖ω‖L4‖θ‖L4
= 2π‖ω‖L2‖ω‖L4‖θ‖L4  C‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L4 . (4.14)
Using Fatou’s lemma and Fubini’s theorem as before, we have
∫
|ω(x)|Ω
∣∣ω(x)∣∣2 lim
ε→0
∫
|y|=ε
|θ(x+y)||ξ(x+y)|
|y| dly dxC‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 . (4.15)
To deal with the third term of the right-hand side of (4.13), we need to use the second geometric
assumption of (3.3). We approach as follows:
∫
|ω(x)|Ω
∣∣ω(x)∣∣2 ∫
|y|ρ
∣∣θ(x + y)∣∣∣∣∇y · ξ⊥(x + y)∣∣dy|y| dx

∫
|y|ρ
dy
|y|
∫ ∣∣ω(x)∣∣2∣∣θ(x + y)∣∣∣∣∇y · ξ⊥(x + y)∣∣dx K
∫
|y|ρ
dy
|y|
∫ ∣∣ω(x)∣∣2∣∣θ(x + y)∣∣dx
 2Kπ‖ω‖L2‖ω‖L4‖θ‖L4 CK‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 . (4.16)
Handling the last term of the right-hand side of (4.13) is somewhat trickier. Notice that
ξ(x + y) = ξ(x)+ (ξ(x + y)− ξ(x)).
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PV
∫
|y|ρ
θ(x + y)ξ⊥(x + y) · ∇y
(
1/|y|)dy
= PV
∫
|y|ρ
θ(x + y)ξ(x + y) · yˆ⊥ dy|y|2 = PV
∫
|y|ρ
θ(x + y)(ξ(x + y)− ξ(x)) · yˆ⊥ dy|y|2
+ PV
∫
R2
θ(x + y)ξ(x) · yˆ⊥(x) dy|y|2 − PV
∫
|y|ρ
θ(x + y)ξ(x) · yˆ⊥ dy|y|2 . (4.17)
Now we deal with the three terms of the right-hand side of (4.17) one by one. Using the first
geometric assumption of (3.3) again, we have∣∣∣∣PV
∫
|y|ρ
θ(x + y)(ξ(x + y)− ξ(x)) · yˆ⊥ dy|y|2
∣∣∣∣KPV
∫
|y|ρ
|θ(x + y)|
|y| dy.
Therefore, by Fubini’s theorem, we have
∫
|ω(x)|Ω
∣∣ω(x)∣∣2∣∣∣∣PV
∫
|y|ρ
θ(x + y)(ξ(x + y)− ξ(x)) · yˆ⊥ dy|y|2
∣∣∣∣dx
K
∫
|ω(x)|Ω
∣∣ω(x)∣∣2PV ∫
|y|ρ
|θ(x + y)|
|y| dy KPV
∫
|y|ρ
dy
|y|
∫ ∣∣ω(x)∣∣2∣∣θ(x + y)∣∣dx
 CKρ‖ω‖L2‖ω‖L4‖θ‖L4  CKρ‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 . (4.18)
Notice that∣∣∣∣PV
∫
|y|ρ
θ(x + y)ξ(x) · yˆ⊥ dy|y|2
∣∣∣∣ PV
∫
|y|ρ
|θ(x + y)
|y|2 dy
 PV
( ∫
|y|ρ
dy
|y|4
)1/2
‖θ‖L2 
√
π
ρ
‖θ‖L2 .
Therefore, for the third term of the right-hand side of (4.17), we have
∫
|ω(x)|Ω
∣∣ω(x)∣∣2∣∣∣∣PV
∫
|y|ρ
θ(x + y)ξ(x) · yˆ⊥ dy|y|2
∣∣∣∣dx 
√
π
ρ
‖ω‖2
L2‖θ‖L2 . (4.19)
Finally, to deal with the second term of the right-hand side of (4.17), we approach as follows:
PV
∫
θ(x + y)ξ(x) · yˆ⊥ dy2 = ξ(x) · PV
∫
yˆ⊥θ(x + y)
2 dy = ξ(x) · u(x).|y| |y|
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∫
|ω(x,t)|Ω
∣∣ω(x, t)∣∣2PV ∫ θ(x + y, t)ξ(x, t) · yˆ dy|y|2
∣∣∣∣
=
∣∣∣∣
∫
|ω(x,t)|Ω
∣∣ω(x, t)∣∣2ξ(x, t) ·u(x, t) dx∣∣∣∣‖ω‖L2‖ω‖L4‖u‖L4 C‖ω‖L2∥∥Λ1/2ω∥∥L2‖θ‖L4
 C‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2 
κ
2
∥∥Λ1/2ω∥∥2
L2 +
C
κ
∥∥Λ1/2θ∥∥2
L2‖ω‖2L2 . (4.20)
Combining the above estimates, (4.13)–(4.20), we have∣∣∣∣
∫
ω(x)Ω
∣∣ω(x)∣∣2PV ∫
|y|ρ
(
yˆ · ξ⊥(x))(∇⊥θ(x + y) · ξ⊥(x)) dy|y|2 dx
∣∣∣∣
C
(
1 +K +K2 + ρK2)‖ω‖L2∥∥Λ1/2ω∥∥L2∥∥Λ1/2θ∥∥L2 + K
√
π
ρ
‖ω‖2
L2‖θ‖L2 . (4.21)
Now, by (4.6), (4.7), (4.12) and (4.21), we obtain
1
2
d
dt
‖ω‖2
L2 + κ
∥∥Λ1/2ω∥∥2
L2  C
(
1 + 1
ρ
+K +K2 + ρK2
)
‖ω‖L2
∥∥Λ1/2ω∥∥
L2
∥∥Λ1/2θ∥∥
L2
+
(
CΩ + K
√
π
ρ
)
‖ω‖2
L2‖θ0‖L2, (4.22)
where we have used the fact that ‖θ‖L2  ‖θ0‖L2 . See the a priori estimate (4.2).
Using Young’s inequality, we deduce from (4.22) that
1
2
d
dt
‖ω‖2
L2 + κ
∥∥Λ1/2ω∥∥2
L2 
C
κ
(
1 + 1
ρ
+K +K2 + ρK2
)2∥∥Λ1/2θ∥∥2
L2‖ω‖2L2
+ κ
2
∥∥Λ1/2ω∥∥
L2 +
(
CΩ + K
√
π
ρ
)
‖ω‖2
L2‖θ0‖L2 .
Therefore,
d
dt
‖ω‖2
L2 + κ
∥∥Λ1/2ω∥∥2
L2 
C
κ
(
1 + 1
ρ
+K +K2 + ρK2
)2∥∥Λ1/2θ∥∥2
L2‖ω‖2L2
+
(
CΩ + K
√
π
ρ
)
‖ω‖2
L2‖θ0‖L2 . (4.23)
By (4.23), noticing the a priori estimate (4.3), we can obtain immediately that θ ∈
L∞([0, T∗];H 1) via Gronwall’s inequality. Especially, we have θ(T∗) ∈ H 1. Hence, by Re-
mark 1 after Theorem 3.2, there exists a T > 0 such that θ(t) ∈ H 1 for t ∈ [0, T∗ + T ), which
contradicts the definition of T∗. So, hypothesis (4.4) is not valid. Therefore, Theorem 3.2 is
proved.
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As in the proof of Theorem 3.2, we need to estimate the right-hand side of (4.6). We separate
the integral into three terms as follows:∫
PV
∫ (
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
=
∫
PV
∫
|y|r(t)
+
∫
PV
∫
r(t)|y|R(t)
+
∫
PV
∫
|y|R(t)
. (5.1)
Notice that from the remarks following Theorem 3.3, we can assume that r(t)  R(t). As
in estimate (4.12), we can prove the following estimate for the last term of the right-hand side
of (5.1).∫
PV
∫
|y|>R
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx  CR ‖ω‖L2
∥∥Λ1/2θ∥∥
L2
∥∥Λ1/2ω∥∥
L2 .
(5.2)
Using (4.8), we can easily obtain∣∣∣∣PV
∫
|y|R
(
yˆ · ξ⊥(x, t))(ω(x + y, t) · ξ⊥(x, t)) dy|y|2
∣∣∣∣ CπR ‖θ‖L∞  CπR ‖θ0‖L∞,
where we have used the fact that ‖θ‖L∞  ‖θ0‖L∞ . See, e.g., [31].
Therefore, we can estimate the last term of the right-hand side of (5.1) alternatively as follows:∫
PV
∫
|y|>R
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx  CR ‖θ0‖L∞‖ω‖2L2 . (5.3)
For the first term of the right-hand side of (5.1), we estimate as follows:
PV
∫
|y|r
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2
= PV
∫
|y|r
(
yˆ ·ω⊥(x, t))(ω(x + y, t)−ω(x, t)) ·ω⊥(x, t) dy|y|2

∣∣ω(x, t)∣∣2‖∇ω‖L∞PV
∫
|y|r
dy
|y| = 2π‖∇ω‖L∞r
∣∣ω(x, t)∣∣2.
Therefore,∣∣∣∣
∫
PV
∫ (
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
∣∣∣∣ 2πr‖∇ω‖L∞‖ω‖2L2 . (5.4)|y|r
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separate it into two terms:
∫
PV
∫
r(t)<|y|<R(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
=
∫
Ωt (M(t))
PV
∫
r(t)<|y|<R(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
+
∫
Ωt (M(t))c
PV
∫
r(t)<|y|<R(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx.
For the first term, |ω(x, t)|  M(t), i.e., x ∈ Ωt(M(t)). Therefore, for all y with |y| ∈
(r(t),R(t)), we have x + y ∈ Ωt(M(t))c , i.e.,
∣∣ω(x + y, t)∣∣M(t), ∀x ∈ Ωt(M(t)), |y| ∈ (r(t),R(t)).
Thus
∫
Ωt (M(t))
PV
∫
r(t)<|y|<R(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
M(t)
∫ ∫
r(t)<|y|<R(t)
∣∣ω(x, t)∣∣2 dy|y|2 dx  2πM(t) ln
(
R(t)
r(t)
)∥∥ω(t)∥∥2
L2 .
For the second term, x ∈ Ωt(M(t))c , i.e., |ω(x, t)|M(t). So,
∫
Ωt (M(t))c
PV
∫
r(t)<|y|<R(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
M(t)
∫ ∫
r(t)<|y|<R(t)
∣∣ω(x, t)∣∣∣∣ω(x + y, t)∣∣ dy|y|2 dx
M(t)
∫
r(t)<|y|R(t)
dy
|y|2
∫ ∣∣ω(x, t)∣∣∣∣ω(x + y, t)∣∣dx  2πM(t) ln(R(t)
r(t)
)∥∥ω(t)∥∥2
L2 .
Therefore,
∫
PV
∫
r(t)<|y|<R(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
 4πM(t) ln
(
R(t)
r(t)
)∥∥ω(t)∥∥2
L2 . (5.5)
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d
dt
‖ω‖2
L2 + κ
∥∥Λ1/2ω∥∥2
L2 
C
κR2(t)
∥∥Λ1/2θ∥∥2
L2‖ω‖2L2 + 2πr(t)‖∇ω‖L∞‖ω‖2L2
+ 4πM(t) ln
(
R(t)
r(t)
)∥∥ω(t)∥∥2
L2 .
Now, by the above inequality with condition (3.6), the a priori estimate (4.3) and Gronwall’s
lemma, we can prove the first part of Theorem 3.3.
By (5.3)–(5.5), we have
d
dt
‖ω‖2
L2 + κ
∥∥Λ1/2ω∥∥2
L2 
C
κR(t)
‖θ0‖L∞‖ω‖2L2 + 2πr(t)‖∇ω‖L∞‖ω‖2L2
+ 4πM(t) ln
(
R(t)
r(t)
)∥∥ω(t)∥∥2
L2 .
With the above inequality and Gronwall’s lemma, if κ > 0, we can use condition (3.7) and
the a priori estimate (4.3) to prove the second part of Theorem 3.3; if κ = 0, we can use condi-
tion (3.8) to prove the third part of Theorem 3.3.
6. The proof of Theorem 3.4
As in the proof of Theorem 3.2, we need to estimate the right-hand side of (4.6). We separate
the integral into three terms as follows:
∫
PV
∫ (
S(x, t)ω(x, t)
) ·ω(x, t) dx
=
∫
|ω(x,t)|M(t)
(
S(x, t)ω(x, t)
) ·ω(x, t) dx
+
∫
|ω(x,t)|M(t)
PV
∫
|y|ρ(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
+
∫
|ω(x,t)|M(t)
PV
∫
|y|ρ(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx. (6.1)
As for (4.7), we have
∣∣∣∣
∫
|ω(x,t)|M(t)
(
S(x, t)ω(x, t)
)
ω(x, t) dx
∣∣∣∣ CM(t)‖ω‖2L2 . (6.2)
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∣∣∣∣
∫
PV
∫
|y|ρ
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
∣∣∣∣
 C
ρ
‖ω‖L2
∥∥Λ1/2θ∥∥
L2
∥∥Λ1/2ω∥∥
L2 
κ
4
∥∥Λ1/2ω∥∥2
L2 +
C
κρ2
∥∥Λ1/2θ∥∥2
L2‖ω‖2L2 . (6.3)
Similar to (5.3), alternatively we have
∣∣∣∣
∫
PV
∫
|y|ρ
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
∣∣∣∣ Cρ ‖θ0‖L∞‖ω‖2L2 . (6.4)
Now we need to deal with the second term of the right-hand side of (6.1).
By the cancellation property (3.10), we have
Iρ,1(x, t) = 12
(
Iρ,1(x, t)− Iρ,2(x, t)
)= 1
2
Iρ(x, t).
Therefore,
∣∣∣∣
∫
|ω(x,t)|M(t)
PV
∫
|y|ρ(t)
(
yˆ ·ω⊥(x, t))(ω(x + y, t) ·ω⊥(x, t)) dy|y|2 dx
∣∣∣∣
 1
2
∫
|ω(x,t)|M(t)
∣∣ω(x, t)∣∣2∣∣Iρ(t)(x, t)∣∣dx.
We can estimate the right-hand side of above inequality either as
∫
|ω(x,t)|M(t)
∣∣ω(x, t)∣∣2∣∣Iρ(t)(x, t)∣∣dx  sup
t∈[0,T ∗]
∥∥Iρ(t)(·, t)∥∥L∞(Ωt (M(t)))∥∥ω(t)∥∥2L2 , (6.5)
or as ∫
|ω(x,t)|M(t)
∣∣ω(x, t)∣∣2∣∣Iρ(t)(x, t)∣∣dx

∥∥Iρ(·, t)∥∥L4(Ωt (M(t)))∥∥ω(t)∥∥L4∥∥ω(t)∥∥L2  Cκ
∥∥Iρ(·, t)∥∥2L4(Ωt (M(t)))∥∥ω(t)∥∥2L2 + κ4
∥∥ω(t)∥∥2
L4
 C
κ
∥∥Iρ(·, t)∥∥2L4(Ωt (M(t)))∥∥ω(t)∥∥2L2 + κ4
∥∥Λ1/2ω(t)∥∥2
L2 . (6.6)
Now, combining the above estimates (6.2)–(6.6), putting them into (4.6) via (6.1) yields sev-
eral differential inequalities for corresponding cases. Finally, using Gronwall’s lemma and the
conditions imposed in Theorem 3.4, we can finish the proof easily as before.
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