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ABSTRACT
We present a systematic study of periodic X-ray sources in the Limiting Window (LW), a
∼70 arcmin2 field representative of the inner Galactic bulge and the target of ∼1 Ms Chandra
observations. Using the Gregory-Loredo algorithm, which applies Bayes’s theorem to the
phase-folded light curve and is well-suited for irregularly sampled X-ray data, we detect 25
periodic signals in 23 discrete sources, among which 15 signals are new discoveries and
two sources show dual periods. The vast majority of the 23 periodic sources are classified as
magnetic cataclysmic variables (CVs), based on their period range, X-ray luminosities, spectral
properties, and phase-folded light curves that are characteristic of spinmodulation.Meanwhile,
there is a paucity of non-magnetic CVs seen as periodic sources, which can be understood as
due to a low detection efficiency for eclipsing sources. Under reasonable assumptions about
the geometry of magnetic CVs and a large set of simulated X-ray light curves, we estimate the
fraction of magnetic CVs in the inner Galactic bulge to be .23%, which is similar to that in
the solar neighborhood. There is an apparent lack of long-period (&3.3 hours) CVs in the LW,
when contrasted with the range of known CVs in the solar neighborhood. We suggest that this
might be an age effect, in the sense that CVs in the inner bulge are more evolved systems and
have substantially shrunk their orbits.
Key words: Galaxy: bulge — Stars: novae, cataclysmic variables — X-rays: binaries
1 INTRODUCTION
Mass-transferring, close binaries, which involve a black hole (BH),
a neutron star (NS) or a white dwarf (WD) accreting from a com-
panion star, are among the first objects discovered in the X-ray sky
and now understood to be ubiquitous in the local universe, in par-
ticular our own Galaxy (Fabbiano 2006). As such, X-ray binaries
can serve as a useful probe of their parent stellar populations.
Due to their relative dimness in the quiescent state, well-studied
examples of cataclysmic variables (CVs), close binaries consisting
of a WD accretor and a main-sequence or sub-giant donor, mainly
reside in the solar neighborhood. Popular catalogs of CVs now
include more than one thousand sources, most with well determined
physical properties of the binary system (Downes et al. 2001; Ritter
& Kolb 2003). Most known CVs have an orbital period between
1–12 hours. The evolution of CVs is driven by angular momentum
loss (AML) that leads to a gradual shrinking of the binary orbit.
The dominant AML mechanism in systems of long orbital periods
(Porb & 3 hours) is magnetic braking, whereas in short-period CVs
(Porb . 2 hour) the AML is driven by gravitational radiation. There
exists a “period gap” between about 2–3 hours, within which mass
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transfer is largely suppressed and few CVs are found. CVs also
exhibit a minimum orbital period of ∼80 minutes, which is the
result of the donor becoming a degenerate star due to cumulative
mass loss.
CVs are dubbed magnetic or non-magnetic, according to
whether the WD has a strong surface magnetic field. Magnetic CVs
can be further divided into polars and intermediate polars (IPs), de-
pending on the level of synchronization between the orbital period
(Porb) and spin period (Pspin) of the WD. Polars have a near-perfect
synchronization, Pspin/Porb ' 1, a result of magnetic coupling ow-
ing to a strongmagnetic field (& 10MG on theWD surface). IPs, on
the other hand, have weaker surface magnetic fields (typically 1–10
MG) and are thus less synchronized (Pspin/Porb ' 0.01 − 1). Em-
pirically, the fraction of magnetic CVs (polars plus IPs) is ∼20%
among all known CVs in the solar neighborhood (Ritter & Kolb
2003), while the intrinsic fractionmight be somewhat lower (∼16%;
Pretorius et al. 2013). However, the origin of the strong magnetic
field in CVs remains unclear.
While historically the CV phenomenon roots on the optical
band, X-ray observations have been providing complementary and
crucial knowledge about CVs, since the first CV detection in the
X-ray band (SS Cyg, Rappaport et al. 1974; Stellingwerf 1978).
CVs exhibit persistent X-ray luminosities ranging between 1029 −
1034 erg s−1, with short-term and long-term variability. X-rays from
© 2020 The Authors
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a CV are almost exclusively produced near the WD surface (Hellier
2001; Mukai 2017). In the case of non-magnetic CVs (dominated
by dwarf novae [DNe]), accretion proceeds through a disk, releasing
about half of the gravitational energy in heating the disk and the
other half in a boundary layer between theWD surface and the inner
edge of the disk, where the accreted material drastically decelerates
and forms a shock. It is the post-shock plasma that produces the
optically-thin thermal X-ray emission. In the case of magnetic CVs,
the accreted material is constrained by magnetic field lines, landing
near themagnetic poles in the form of an accretion stream or curtain,
creating an accretion shock, and producing copious X-rays in the
post-shock plasma. This particular geometry of magnetic CVs often
leads to spin-orbital modulations on the X-ray light curve, which
can be a useful diagnostic of magnetic CVs.
The advent ofChandra observations have opened up the possi-
bility of detecting even the least luminous CVs in the inner Galactic
regions, which is inaccessible to optical observations and suffers
from strong crowding effect. In particular, it has been suggested
that thousands of discrete X-ray sources detected in the innermost
degree of the Galactic center are predominantly CVs (Wang et al.
2002; Muno et al. 2003a, 2006, 2009; Zhu et al. 2018). Toward
a so-called Limiting Window (LW) of relatively low line-of-sight
extinction, which samples the inner Galactic bulge at a projected
distance of ∼ 1.◦4 from the Galactic center, deep Chandra observa-
tions also resolved several hundreds of discrete sources (Revnivtsev
et al. 2009), the majority of which are thought to be CVs and coro-
nally active binaries (ABs).
The physical nature of the CVs in the Galactic center and LW,
however, remains elusive. It has been suggested that the majority
of detected CVs in the Galactic center are IPs, based on several ar-
guments: (i) Their typical X-ray spectra showing a hard continuum
and significant Fe lines are characteristic of IPs (Muno et al. 2004,
2009); (ii) The extended 20âĂŞ40 keV emission from the Galactic
center, recently discovered by NuSTAR (Perez et al. 2015), is con-
sistent with originating from thousands of IPs having an average
WD mass of 0.9 M (Hailey et al. 2016); (iii) Eight sources in the
Galactic center are found to show periodic flux modulations, with
periods consistent with magnetic CVs (Muno et al. 2003b). Simi-
larly, ten periodic sources were identified in the LW and suggested
to be polars due to their period distribution (Hong et al. 2012). The
prevalence of magnetic CVs in the Galactic center and the inner
Galactic bulge appears at odds with the low fraction (∼20%) of
magnetic CVs in the solar neighborhood. This may indicate that
either the inner Galaxy hosts a significantly different population of
CVs, or a large number of non-magnetic CVs thereof still awaits
discovery. Indeed, based on the measured Fe line ratios in the cu-
mulative spectrum of resolved X-ray sources in the Galactic center
and the LW, Zhu et al. (2018) found evidence that at least a fraction
of these sources are likely DNe (see also Xu et al. 2016).
In this work, we revisit the deep Chandra observations of the
LW, employing a novel technique, known as the Gregory-Loredo
period searching algorithm (Gregory & Loredo 1992), to detect
periodic sources. We will show that this enables us to find more
periodic X-ray sources than previous work using the same dataset
(Hong et al. 2012), and that from the classification of these sources
the fraction of magnetic CVs in the LW can be reasonably esti-
mated. The rest of this paper is structured as follows. In Section 2,
we describe the preparation of the X-ray data and the construction
of a raw list of X-ray sources in the LW. We then provide in Sec-
tion 3 a brief overview of various period searching methods, with
an emphasis on the advantage of the Gregory-Loredo algorithm.
We also provide an outline of the algorithm’s basic principles, sup-
plementing in the Appendix the mathematical formulae in detail.
This section is closed with an evaluation of the efficiency and com-
pleteness of the Gregory-Loredo algorithm by using a large set of
simulated periodic light curves. Section 4 is devoted to the period
searching results, followed by an X-ray spectral analysis of the 23
confirmed periodic sources as presented in Section 5. A compari-
son with previous work, an attempt to classify the detected periodic
sources based on their observed properties, and implications on the
bulge population of CVs are addressed in Section 6. A summary of
this study is given in Section 7.
2 X-RAY DATA PREPARATION
2.1 Chandra observations
The LW towards the inner Galactic bulge has been extensively ob-
served by Chandra with its Advanced CCD Imaging Spectrometer
(ACIS). A total of 13 ACIS-I observations were taken, three in 2005
and ten in 2008, resulting in a total exposure of 982 ks. A log of
these observations is given in Table 1. A number of previous studies
have made use of all or part of these observations, which primar-
ily focused on the identification of discrete X-ray sources and the
quantification of their statistical properties (Revnivtsev et al. 2009;
van den Berg et al. 2009; Hong et al. 2009; Revnivtsev et al. 2011;
Hong 2012; Morihana et al. 2013; Wevers et al. 2016).
We downloaded and uniformly reprocessed the archival data
with CIAO v4.10 and CALDB v4.8.1, following the standard proce-
dure1. The CIAO tool reproject_aspect was employed to align the
relative astrometry among the individual observations, by matching
the centroids of commonly detected point sources. ObsID 9502,
which has the longest exposure (164.1 ks), served as the reference
frame. The level 2 event file was created for each ObsID, with the
arrival time of each event corrected to the Solar System barycenter
(i.e., Temps Dynamique Barycentrique time) by using the CIAO
tool axbary. We then constructed a merged event list, reprojecting
all events to a common tangential point, [R.A., Decl.]=[267.86375,
29.58475]. The individual observations cover a similar field-of-
view (FoV) of ∼70 arcmin2, due to their similar aimpoints and
roll angles. The FoV is illustrated in Figure 1, which displays the
merged 2–8 keV counts image. We have examined the light curve of
each ObsID and found that the instrumental background was quies-
cent for the vast majority of time intervals. Hence we preserved all
the science exposures for source detection and subsequent timing
analysis, taking the advantage of uninterrupted signals within each
observation.
2.2 Source detection
It is known that the LW suffers from moderate line-of-sight absorp-
tion, NH ≈ 7× 1021 cm−2 (Revnivtsev et al. 2011), which obscures
X-ray photons with energies . 1 keV. Here we focus on sources
prominent in the 2–8 keV band, which are most likely CVs located
in the Galactic bulge. This will also facilitate a direct comparison
with the CVs found in the Nuclear Star Cluster (Zhu et al. 2018),
the line-of-sight column density of which, NH ∼ 1023 cm−2, is only
transparent to photons with energies &2 keV.
Source detection was performed following the procedures de-
tailed in Zhu et al. (2018). Briefly, we first generated for each ob-
servation an exposure map as well as point-spread function (PSF)
1 http://cxc.harvard.edu/ciao
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Table 1. Chandra observations of the Limiting Window
ObsID Start Time Nominal R.A. Nominal Decl. Roll angle Exposure Mode
UT (◦) (◦) (◦) ks
6362 2005-08-19 16:15 267.86875 -29.58800 273 37.7 FAINT
5934 2005-08-22 08:16 267.86875 -29.58800 273 40.5 FAINT
6365 2005-10-25 14:55 267.86875 -29.58800 265 20.7 FAINT
9505 2008-05-07 15:29 267.86375 -29.58475 82 10.7 VFAINT
9855 2008-05-08 05:00 267.86375 -29.58475 82 55.9 VFAINT
9502 2008-07-17 15:45 267.86375 -29.58475 281 164.1 VFAINT
9500 2008-07-20 08:11 267.86375 -29.58475 280 162.6 VFAINT
9501 2008-07-23 08:13 267.86375 -29.58475 279 131.0 VFAINT
9854 2008-07-27 05:53 267.86375 -29.58475 278 22.8 VFAINT
9503 2008-07-28 17:37 267.86375 -29.58475 275 102.3 VFAINT
9892 2008-07-31 08:07 267.86375 -29.58475 275 65.8 VFAINT
9893 2008-08-01 02:44 267.86375 -29.58475 275 42.2 VFAINT
9504 2008-08-02 21:23 267.86375 -29.58475 275 125.4 VFAINT
maps with enclosed count fraction (ECF) of 50% and 90%. Both
the exposure and PSF maps were weighted by a fiducial spectrum,
which is an absorbed bremsstrahlung with a plasma temperature of
10 keV and a column density of NH = 1022 cm−2, representative
of the X-ray sources in the LW. We then reprojected the individual
exposure maps to form a stacked exposure map in the same way as
for the merged counts image; the PSF maps were similarly stacked,
weighted by the corresponding exposure map. Next, we employed
wavdetect to identify discrete sources in the merged 2–8 keV counts
image, supplying the algorithm with the stacked exposure map and
the 50%-ECF PSF map and adopting a false-positive probability
threshold of 10−6. This resulted in a raw list of 847 independent
sources in the 2–8 keV band. The source centroid derived from
wavdetect was refined using a maximum likelihood method that
iterates over the detected counts within the 90% enclosed counts
radius (ECR). Starting from this step we include counts detected in
the 1–8 keV band to maximize the signal from potential sources in
the LW. Then, for each ObsID, source counts were extracted from
the 90% ECR, while background counts were extracted from a con-
centric annulus with inner-to-outer radii of 2–4 times the 90% ECR,
excluding any pixel fallingwithin 2 times the 90%ECR of neighbor-
ing sources. Crowding of X-ray sources is not a general concern for
the LW, but in a few cases the source extraction region was reduced
to 50% ECR due to otherwise overlapping sources. The total source
and background counts were obtained by summing up the individ-
ual observations. Photometry (i.e., net photon flux and its error)
for individual sources were calculated using the CIAO tool aprates,
which takes into account the local effective exposure, background
and ECF. We consider a significant detection for a given source in
a given ObsID if the photon flux is greater than 3 times the statis-
tical error. We further define for each source an inter-observation
variability index, VI = Smax/Smin, where Smax and Smin are the
maximum and minimum photon fluxes among all the significant de-
tections, respectively. This implicitly requires significant detections
in at least two observations.
3 PERIOD SEARCHING METHOD
In this section, we first provide our motivation of employing the
Gregory-Loredo (GL) algorithm, followed by an outline of its basic
principles (Section 3.1). We then describe our application of the
GL algorithm to the Chandra data of the LW (Section 3.2). This
is complemented by a set of simulations to evaluate the detection
(in)completeness of periodic signals (Section 3.3).
3.1 The Gregory-Loredo Algorithm
There exists in the literature a variety of period searching methods,
which can be broadly divided into three categories according to
their working principles.
The traditional method is based on Fourier transform and its
power density spectra, which includes the classical Schuster pe-
riodogram (Schuster 1898), the Fourier analysis with unequally-
spaced data (Deeming 1975), the correlation-based method (Edel-
son & Krolik 1988), among others.
Another widely-used method seeks to fit the data with a pe-
riodic model in the frequency space, employing statistics such as
least-squares residuals to define the likelihood function and then
selecting the frequency that maximizes the likelihood. The famous
Lomb-Scargle periodogram (Lomb 1976; Scargle 1982, hereafter
LS) belongs to this category. Note that when adopting trigonometric
functions, the least-squares method falls into the Fourier transfor-
mation category. Another variant is to replace the least-squares
residuals with polynomial fits, such as that used in Schwarzenberg-
Czerny (1996).
The last category is the phase-folding method. For each trial
period the time-tagged data is folded as a function of phase, and
the best-fit period is found by optimizing the cost function through
the frequency space. The cost function is designed to evaluate how
much the phase-folded light curve deviates from constant. Methods
belonging to this category use diverse cost functions. Several widely
known examples are the Epoch Folding (EF) algorithm (Leahy et al.
1983), the Phase Dispersion Minimization (Stellingwerf 1978), and
the GL algorithm (Gregory & Loredo 1992).
In X-ray studies, the detection of periodic signals is often
involved with irregularly and sparsely sampled data. When working
in frequency space, such a sampling can lead to spurious signals
and heavy contamination to the real signal. Phase-folding methods,
on the other hand, can minimize the effect of irregular data since
the cost function excludes the dead time and can compensate for
observation gaps. Moreover, the number of detected source counts
is often only moderate. While one can in principle apply binning to
create photometric light curves, it comes at the price of potentially
losing temporal information. Phase-folding methods, on the other
MNRAS 000, 000–000 (2020)
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Figure 1. 2–8 keV counts image of the Limiting Window, combining 13 Chandra/ACIS-I observations. Locations of the 23 periodic sources are marked with
colored circles (magenta: ten sources previously reported by Hong et al. 2012; red: thirteen newly discovered in this work). Source numbering is the same as
in Table 2. In particular, 1/14 and 21/22 are the two sources each showing two periodic signals.
hand, directly handle individual events and thus can maximally
incorporate the temporal information.
Most X-ray sources in the LW share the characteristics of irreg-
ular sampling and limited source counts. Therefore, it is appropriate
to employ the GL algorithm, which applies the Bayesian probability
theorem to the phase-folded light curve, to search for periodic sig-
nals in the LWsources.We provide a brief summary inmathematical
form of Bayes’s theorem and the GL algorithm in Appendix A. The
key of this algorithm is the multiplicity of the phase distribution of
events (i.e., detected counts),
Wm(ω, φ) = N!n1! n2! n3! · · · nm!
. (1)
Here N represents the total number of counts of a given source,
ni(ω, φ) is the number of counts falling into the ith of m phase bins,
given the frequency ω and phase φ, satisfying
m∑
i=1
ni(ω, φ) = N .
The multiplicity is the number of ways that the binned distribution
could have arisen by chance. It can be easily shown that the more
the values of ni differ from each other, the smaller the multiplicity.
In other words, the more the stepwise model defined by the m phase
bins deviates from constant, the more likely there exists a periodic
signal, the probability of which is inversely proportional to the
multiplicity.
In general, the GL algorithm takes the following steps:
(i) Compute the multiplicity for all sets of (m, ω, φ) (Eqn. 1).
In this work, the highest value of m is set to be 12.
(ii) Given m, integrate over the (ω, φ) space and calculate the
so-called “odds ratio” using Bayes’s theorem (Eqn. A16). The “odds
ratio” determines the ratio of probabilities between a periodicmodel
MNRAS 000, 000–000 (2020)
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and a non-periodic (constant) model. The range of ω depends on
the source of interest and is further addressed in Section 3.2.
(iii) Sum up the normalized odds ratios of eachm to determine
the probability of a periodic signal (Eqn. A20). If this probability
exceeds a predefined threshold (default at 90%), a periodic signal
is favored.
(iv) Finally, compare all the odds ratios integrated over the φ
space (0–2pi), finding the value of ω with the highest odds ratio,
which then gives the period P = 2pi/ω (Eqn. A21).
In reality, due to random flux variability that typically exist in
accretion-powered sources, the assumption of a constant baseline
flux, as designed by the GL algorithm, may not be strictly satisfied.
However, as the variability index (Section 2.2) indicates, the major-
ity of LW sources exhibit only moderate long-term flux variation,
and because of their intrinsic faintness, their short-term flux varia-
tion is dominated by statistical fluctuations, i.e., the Poisson process
that is integrated in the GL algorithm.
3.2 Application to the LW
We apply the GL algorithm to search for periodic signals in the LW
sources. For a given source, the 1–8 keV counts within the 90%
ECR of individual ACIS-I observations are extracted to form a time
series. In addition, we supply for each source the information of
“epoch”, i.e., the start time and end time of each ObsID. This infor-
mation is used to compensate for the uneven distribution of exposure
over the phase bins (see Eqn. A17 for the exact treatment). Since
the GL algorithm determines the probability of a periodic signal
against a constant light curve, there is no need to separately account
for the background level, which is absorbed into the constant. Nev-
ertheless, we have measured the local background (Section 2.2) for
each periodic source as a consistency check (see Section 4).
As mentioned in Section 3.1, the GL algorithm folds the time
series at a trial frequency (or period). In practice, the resolution and
range of frequency must be compromised between efficiency and
computational power. Thus we restrict our analysis on three period
ranges: (300, 3000), (3000, 10000) and (10000, 50000) sec, with
a frequency resolution of 10−7, 10−8 and 10−9 Hz, respectively.
After finding a tentative period in a certain period range, the GL
algorithm is run a second time, but with a narrow interval around the
identified period excluded, to ensure that a possible second period
within the same range will not be missed. The period ranges are
chosen based on the expectation that most, if not all, detectable
periodic X-ray sources in the LW should be CVs. The orbital period
distribution of CVs is known to exhibit a minimum at ∼82 minutes,
a gap between 2–3 hours, and a maximum around 12 hours (Knigge
et al. 2011). The second and third period ranges well cover these
characteristic periods, whereas the first range probes the spin period
of fast rotating IPs. Given the timespan of ∼ 108 sec between the
first and last ACIS-I observations, the chosen frequency resolutions
are optimal for an efficient search of periodic signals.
3.3 Detection completeness
For a given period searching algorithm, the detection rate depends
mainly on the number of observed counts, the intrinsic shape of
the light curve, as well as the observing cadence. To quantify the
detection rate and hence gain insight on the nature of the periodic
sources in the LW, we perform simulations following the merit
of Cicuttin et al. (1998). Two functional forms of light curve are
considered: a sinusoidal function and a piecewise function. While
these are admittedly idealized shapes, they can represent realistic
light curves, e.g., the former resulted from rotational modulation
and the latter due to eclipse. A sinusoidal light curve follows,
λ(t) = λ0[1 + A0sin(ωt + φ)], (2)
where ω = 2pi/P, A0 is the relative amplitude of variation, and
λ0 is the mean count rate which may include contribution from a
constant background. The phase φ can be arbitrarily set at zero.
For a direct comparison with observations, we relate λ0 to the total
number of counts, C = λ0Texp, where Texp is the exposure time.
This holds since Texp is much longer than the modulation period
(P). The simulations are run with a selected number of parameters
due to constraints in computational power. Specifically, we adopt
C=50, 100, 200, 300, 400 and 500, A0=0.5, 0.6, 0.7, 0.8 and 0.9,
and P=554, 5540 and 45540 sec, resulting in a total of 6x5x3=90
combinations. The chosen periods are representative of the actually
searched ranges (Section 3.2), whereas the adopted total counts well
sample the range of observed counts in the LW sources.
We thus simulate 100 light curves for each combination of
parameters. The photon arrival time, taking into account the exact
start and end times of the 13 ACIS-I observations, is simulated with
the Poisson process according to the time-dependent count rate of
Eqn. 2, and is further randomly modified by an amount of 3.2 sec
to mimic the effect of ACIS frame time. The simulated light curve
is then searched for a periodic signal using the GL algorithm in the
same manner as for the real data (Section 3.2). We count a valid
detection if the identified period has a detection probability greater
than 90% and its value is consistent with the input period to within
1%. We notice that in a small fraction of simulated light curves of
the shortest input period (554 sec), the second harmonics (i.e., 2
times the true period) is detected with an even higher probability
than the true period. We also consider such cases a valid detection
as long as the true period itself fulfills the above criteria.
The detection rate for a given combination of parameters is
taken to be the fraction of the 100 simulated light curves having
a valid detection. The top, middle and bottom panels of Figure 2
show the result of the three test periods, respectively, in which sev-
eral trends are apparent. First and intuitively, for a given period
and amplitude, higher total counts would lead to higher detection
rates, while for given total counts, a higher amplitude also leads to a
higher detection rate. The simulation results confirm these expecta-
tions. Second, for the same total counts and amplitude, the detection
rate is generally higher for a longer period. This can be understood
as due to a statistical behavior in the multiplicity (Eqn. 1), which
has a lower value for a longer period. This holds for both the sinu-
soidal and piecewise light curves. Lastly, for total counts of 50, the
detection rate is almost always below 10% regardless of the period
and amplitude.
The piecewise function, which mimics an eclipse against an
otherwise constant flux, takes the form of
λ(t) =
{
λ0 φ(t) ∈ [0, (1 − w)pi) ∪ ((1 + w)pi, 2pi],
f λ0 φ(t) ∈ [(1 − w)pi, (1 + w)pi],
(3)
where w accounts for the eclipse width (duration) in phase space,
and f characterizes the relative depth of the eclipse (0 ≤ f ≤ 1;
f = 0 corresponds to total eclipse). Here themid-eclipse is assumed
to occur at φ = pi. Again, λ0 can be related to the total counts as
C = [1 − (1 − f )w]λ0Texp. We set f = 0.1 and w = 0.1 in our
simulations, which are not atypical of eclipsing CVs. We test three
values of the period, P=5258, 15258 and 45258 sec and adopt trial
count rates λ0 = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15 and 20 × 10−4 cts s−1.
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Figure 2. Detection rates as a function of relative variation amplitude,
based on simulated sinusoidal light curves. The top, middle and bottom
panels are for modulation period of 554, 5540 and 45540 sec, respectively.
The different colored symbols and lines represent different values of total
counts, as labeled.
For each combination of parameters, 100 simulated light curves
are again generated and fed to the GL algorithm. The resultant
detection rate is shown in Figure 3. As expected, the detection rate
is generally higher for a longer period. It can also be seen that for
total counts below ∼300, the detection rate is .10% regardless of
the period; only when total counts exceed ∼1500, the detection rate
becomes 100% for all test periods. Since only a few sources in the
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Figure 3. Detection rates as a function of total counts, based on simu-
lated piecewise light curves. Different colored symbols and lines represent
different periods, as labeled.
raw list have total counts more than 1500, we expect a relatively low
detection rate of eclipsing sources in the LW.
We have also run simulations to estimate the rate of false de-
tection, which refers to the detection of a periodic signal from an
intrinsically non-periodic (e.g., constant) light curve. Considering
that most LW sources can have a low-amplitude long-term variation,
we approximate a non-periodic light curve with a sinusoidal func-
tion with P=5 yr and A0=0.5. Simulated light curves are generated
with totals counts from 50 to 5000 and fed to the GL algorithm. No
false detection of periodic signals, at any value between 300–50000
sec, is found. Therefore, it seems safe to conclude that the false
detection rate is negligible for the GL algorithm applied to the LW
data.
4 PERIOD SEARCHING RESULTS
According to the simulations in Section 3.3, a periodic signal is
hard to detect in LW sources with total counts C < 100, even in the
case of high variation amplitudes. Therefore, we restrict our period
searching to sources with 1–8 keV total counts C ≥ 100, which
include 667 of the 847 sources in the raw list. Among these 667
sources, 25% (4%) have C ≥ 500 (1000).
Adopting a probability threshold of 90%, we initially find 48
tentative periodic signals from the three searched period ranges.
However, it is necessary to filter spurious detections, which may be
caused by several effects:
(i) By design, the ACIS is dithered to distribute photons over
more CCD pixels to avoid pile-up and to fill CCD gaps. The dither
period is 706.96 s in pitch and 999.96 s in yaw 2. Any signal detected
at these two periods and their harmonics are thus excluded. These
are mostly found in sources located close to CCD gaps, where
dithering significantly reduces the number of detected counts in a
periodic fashion.
A related concern is how ditheringwould affect the detection of
genuine periods. We run simulations to test this effect. Specifically,
we generate simulated sinusoidal light curves with P = 5072.97 sec
and C = 293. This choice is motivated by one particular periodic
2 https://cxc.harvard.edu/ciao4.4/why/dither.html
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source (#5 in Table 2), which has a fractional detector coverage of
0.74 (in other words, 26% of the intrinsic flux is lost due to dither-
ing into the CCD gap), the lowest among all valid periodic sources.
The dithering effect is mimicked by artificially removing the sim-
ulated counts according to a probability distribution calculated by
the CIAO tool dither_region. No difference is found in the resultant
detection rate, compared to that without dithering.
(ii) In certain sources, multiple detections can be caused by
second and third harmonics of the same intrinsic signal (i.e., 2 and
3 times the true period). These can be easily identified by the sign of
double-peak or triple-peak in the phase-folded light curve, provided
that the intrinsic signal has a single-peaked structure.
However, the intrinsic structure might be double-peaked, in
which case it is more difficult to distinguish between the true period
and the sub-harmonic (i.e., half the true period, same below), in
particular when the two peaks have a similar strength and width. In
reality, the double-peaked shape can occur in IPs producing hard
X-rays near both magnetic poles (see Section 6.2 for more discus-
sions). When viewed from certain angle, the two poles alternatively
drift across the front side of the WD, producing the double-peaked
X-ray light curve. The modulation period in this case must be the
spin period of the WD, typically under one hour. The few tentative
detections showing a double-peaked light curve all have a corre-
sponding period longer than 3 hours, far beyond the empirical range
of spin periods of IPs. These are probably second harmonics rather
than a genuine spin period. Hence we assume that there is no sub-
harmonic in the LW sources and always take the lowest period as
the true period. This assumption is supported by our extensive sim-
ulations presented in Section 3.3, in which no sub-harmonic (the
true period is known before hand) is found.
(iii) Strong flux variations or outbursts occupying one partic-
ular observation can also cause a fake periodic signature. This is
because the GL algorithm, which analyzes the phase-folded light
curve, can be fooled if there were too many photons found in a
single observation, producing excess in certain phase bins. In this
case the algorithm may “think” there exists a period especially in
the range of (10000, 50000) sec. Among the sources with tentative
periods, four exhibit a variability index VI> 10, indicating strong
variations. We thus reanalyze their light curves using two subsets
of observations: those covering only the outburst and those exclud-
ing the outburst. For three of them, the tentative period cannot be
recovered in either subset and thus is probably a fake signal. The
remaining source is retained since its period can be recovered in
both the outbursting and quiescent subsets.
The above filtering thus results in 25 valid periodic signals in
23 sources. Among them, 10 signals were previously reported by
Hong et al. (2012) and are confirmed here with the GL algorithm,
while the remaining 15 periods are new discoveries (a comparison
between our work and Hong et al. (2012) is further addressed in
Section 6.1).
The basic information of these periodic sources are listed in Ta-
ble 2, sorted by the order of increasing period. The source locations
are marked in Figure 1.
There are two sources each exhibiting dual periods, hence we
have assigned each of them two IDs: #1/#14 and #21/#22. The
phase-folded light curves at the two modulation periods are shown
for source #1/#14 in the upper panels of Figure 4 and for source
#21/#22 in the upper panels of Figure 5. The number of phase bins,
between 20 to 50, is chosen to optimally display substructures in the
light curve. While the GL algorithm does not rely on quantifying
the local background, for comparison we plot in these panels the
estimated background level (yellow strip, the width of which rep-
resents 1σ Poisson error). We defer discussions on the light curve
shape, which contains important information on the nature of the
periodic source, to Section 6.2.
The phase-folded light curves are complemented by the long-
term, inter-observation light curve, shown in the lower left panel of
Figures 4 and 5, and by the source spectrum (see Section 5), shown
in the lower right panel of Figures 4 and 5. Similar figures of the
remaining 21 sources are presented in Appendix B.
5 X-RAY SPECTRAL ANALYSIS
We perform spectral analysis for all 23 confirmed periodic sources
to gain insight on their nature. Source and background spectra are
extracted from the same regions as described in Section 2.2, along
with the ancillary response files (ARFs) and redistribution matrix
files (RMFs), by using the CIAO tool specextract. The spectra from
individual observations are then coadded to form a combined spec-
trum of a given source, with the corresponding ARFs and RMFs
weighted by the effective exposure. Further, the spectrum is adap-
tively binned to achieve a minimum of 20 counts and a signal-to-
noise ratio (S/N) greater than 2 per bin. The resultant spectra are
analyzed using XSPEC v12.9.1.
Since these sources are expected to be CVs, we adopt a
fiducial phenomenological spectral model, which consists of a
bremsstrahlung continuum and three Fe lines (Zhu et al. 2018; Xu
et al. 2019). Wemodel each line with a Gaussian profile, fixing their
line centroid at 6.40, 6.68 and 6.97 keV, respectively, and adopting
a zero line width. All model components are subject to an unknown
line-of-sight absorption (phabs in XSPEC).
It turns out that the plasma temperature (Tb) is not well con-
strained in most sources, due to a moderate spectral S/N and the
insufficient sensitivity of Chandra at energies above 8 keV. Hence
for such cases we fix Tb at 40 keV, which is typical of IPs when their
hard X-ray (up to tens of keV) spectra are available (Xu et al. 2016;
Hailey et al. 2016). Setting a lower value of Tb, for instance, at 20
keV, does not affect our following conclusions.
Physically, the three lines (hereafter referred to as the 6.4, 6.7
and 7.0 keV lines) correspond to Fe I Kα, FeXXVKα and FeXXVI
Lyα, respectively, which are among the most commonly detected
emission lines in CV spectra. The latter two lines, in particular,
arise from the post-shock plasma near the WD surface, and their
flux ratio (I7.0/I6.7) has proven to be a robust tracer of the plasma
temperature, hence also a good indicator of theWDmass (Fujimoto
& Ishida 1997; Ezuka& Ishida 1999; Xu et al. 2016). Unfortunately,
due to the limited number of counts, the Fe lines are insignificant in
most of the 23 sources. Only one source, #21 (same as #22), shows
a significant (≥ 3σ) line at all three energies. The 7.0 and 6.7 keV
lines have a flux ratio of I7.0/I6.7 = 0.91+1.22−0.56 (90% errors), but
the uncertainty is too large for a meaningful constraint on the WD
mass. Three additional sources (#2, #20 and #23) show a significant
6.7 keV only.
Results of the spectral analysis are summarized in Table 3. We
have also derived the 1–8 keV unabsorbed luminosity based on the
best-fit model and assuming a uniform distance of 8 kpc (Reid et al.
2009). It is noteworthy that source #24 has an absorption column
density of 4+2−1 × 1021 cm−2, significantly lower than the expected
column density of the LW, NH ≥ 7 × 1021 cm−2 (Revnivtsev et al.
2011). Hence this source is quite likely located in the foreground,
and its true luminosity can be substantially lower than that listed in
Table 3. Moreover, #24 is the only source that shows a large flux
variation, with VI = 23.6 (Table 2). A close examination of its long-
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Table 2. Basic information of the periodic X-ray sources in the Limiting Window
ID R.A. Decl. Period Prob. C CB VI H-ID Harmonics Class
LW ◦ ◦ s %
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
1† 267.77173 -29.61332 853.83 0.90277 202 95.5 1.92 - - IP
2 267.76657 -29.57529 3820.83 0.99222 902 116.4 1.94 - - IP?
3 267.82829 -29.63660 4728.90 1.00000 394 58.3 2.13 H6 Third IP?
4 267.94766 -29.70427 4886.79 0.99994 784 413.2 1.90 H8 - polar?
5 267.86255 -29.61859 5072.97 0.99933 293 12.9 2.34 - Second polar?
6 267.84831 -29.63212 5130.57 1.00000 437 47.2 2.51 H2 Second polar?
7 267.86651 -29.58575 5144.97 0.99880 335 19.8 2.48 - Second IP?
8 267.90982 -29.55845 5158.75 1.00000 121 30.6 2.30 - Second polar?
9 267.88075 -29.48562 5231.49 0.94949 347 188.4 1.65 - - polar?
10 267.91616 -29.66900 5252.93 0.91425 211 134.8 - - - polar?
11 267.83116 -29.61651 5261.93 1.00000 438 28.0 1.46 H10 Second IP?
12 267.73141 -29.49721 5334.76 0.99952 760 603.4 1.25 - Second polar?
13 267.96901 -29.58142 5501.16 0.99094 512 124.9 2.89 - - polar?
14† 267.77173 -29.61332 5608.21 0.96821 202 95.5 1.92 - Third IP
15 267.89161 -29.46508 6335.85 1.00000 823 322.6 2.09 H5 Second polar?
16 267.89024 -29.55369 6597.55 1.00000 487 24.3 4.30 H9 Second polar?
17 267.87162 -29.49011 7448.98 0.99999 535 157.3 1.76 H3 Second polar?
18 267.78806 -29.58177 7756.19 0.99941 214 54.5 4.76 - Second IP?
19 267.88203 -29.49922 8546.28 1.00000 3402 132.7 3.27 H4 Second IP?
20 267.82785 -29.50770 8844.82 0.90987 263 89.9 1.82 - Second IP?
21‡ 267.96375 -29.55290 9877.52 0.99992 1963 153.1 1.44 - - IP
22‡ 267.96375 -29.55290 10342.30 1.00000 1963 153.1 1.44 H1 - IP
23 267.84487 -29.57680 12002.70 1.00000 307 13.8 1.86 H7 Second polar?
24 267.90974 -29.71112 42219.03 1.00000 1039 343.0 23.6 - - DN?
25 267.83142 -29.65992 47317.12 0.98850 138 77.0 - - - AB?
Notes: (1) Source sequence number assigned in the order of increasing period. The same source with dual periods is marked
by † and ‡. (2) and (3) Right Ascension and Declination (J2000) of the source centroid. (4) The modulation period determined
by the GL algorithm. (5) The probability of the periodic signal defined by Eqn. A20. (6) The number of total counts in the 1-8
keV band. (7) The number of estimated background counts. (8) The long-term variability index, defined as VI = Smax/Smin,
where Smax and Smin are the maximum and minimum photon fluxes among all the valid detections. Sources #10 and #25
have no measurable VI. (9) The ID of previously detected periodic signals as given in table 2 of Hong et al. (2012). (10)
Significant harmonics, if present. (11) Tentative source classification.
term light curve indicates that it experienced an outburst caught by
ObsID 9892 and 9893, two observations separated by 1 day. There-
fore we have analyzed two additional spectra of #24, one extracted
from ObsID 9892 and 9893 and the other from the remaining obser-
vations. The best-fit plasma temperature is 6+8−2 keV and 4
+10
−2 keV
in the outburst and quiescent state, respectively. The outburst has a
1–8 keV unabsorbed luminosity of 56+7−7 × 1031 erg s−1, compared
to 3.6+0.8−0.8 × 1031 erg s−1 in the quiescent state, again for a distance
of 8 kpc.
6 DISCUSSION
In this section, we discuss the most significant implications of our
results. We first provide a comparison between our work and Hong
et al. (2012) (Section 6.1). Then, we try to classify the periodic
sources based on their temporal and spectral properties, demon-
strating that the majority of these sources are most likely magnetic
CVs (Section 6.2). Lastly, we attempt to constrain the fraction of
various CV sub-classes in the Galactic bulge (Section 6.3).
6.1 Comparison with previous work
We have detected 25 periodic signals from 23 sources in the LW
(Table 2). Our detections fully recover the 10 periodic signals from
10 sources found by Hong et al. (2012). As illustrated in the left
panel of Figure 6, the measured periods of these 10 signals from
the two studies agree with each other to within 0.7% and show no
systematic bias. The remaining 15 periods are new detections. Since
our work and Hong et al. (2012) have used the same set of Chandra
observations, this difference must be owing to the different period
searching methods employed.
Hong et al. (2012) employed the LS periodogram, which, as
described in Section 3.1, handles the photometric light curve, while
the GL algorithm processes the phase-folded light curve with tol-
erance for observation gaps. We have applied the LS periodogram
to our data in essentially the same way as Hong et al. (2012) and
confirmed that only those 10 periods found in their work can be
detected by this method. The other 15 periods do not result in a
significant detection in the LS periodogram, mainly due to its low
efficiency with low-count sources. The detection rate never exceeds
20% for net counts . 150, according to the simulations presented
in figure 7 of Hong et al. (2012).
For comparison, we provide an estimate on the detection rate
of the 10 periodic signals that are detected in this work as well as
by Hong et al. (2012), when using the GL algorithm. For practical
purposeswe assume an intrinsic sinusoidal shape (Eqn. 2), forwhich
the total counts and period are taken directly from the observed
values, whereas the relative amplitude (A0) is taken from Hong
et al. (2012), which was based on the Rayleigh statistics (Buccheri
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Figure 4. Upper panels: The 1–8 keV phase-folded light curves of source #1/#14 at the two modulation periods. The green dashed line represents the mean
count rate, whereas the yellow strip represents the local background, the width of which represents 1σ Poisson error. Lower left: the 1–8 keV long-term,
inter-observation light curve. Arrows represent 3σ upper limits. Lower right: Source spectrum and the best-fit model. See text for details.
et al. 1983; Muno et al. 2003b). For each of the 10 signals, 100
simulated light curves are produced and fed to the GL algorithm.
Again, we take the 90% probability threshold and a period accuracy
of 1% to define a valid detection. The percentage of valid detections
is plotted in the right panel of Figure 6, along with the detection
rate of the LS periodogram taken from Hong et al. (2012). Clearly,
the GL algorithm works better in almost all cases compared to the
LS periodogram.
6.2 Classifying the periodic X-ray sources
While it is generally difficult to unambiguously identify the nature
of an X-ray source without knowing its optical counterpart, which
is the case for most LW sources, the X-ray temporal and spectral
properties of the 23 periodic sources contain useful information that
actually allow for a reasonable classification for many of them.
First of all, all but one (#25) of these sources are found in the 1–
8 keV luminosity range of 1031 − 1033 erg s−1, assuming a distance
of 8 kpc (Table 3), which is typical of CVs. On the contrary, coro-
nally active binaries (ABs), which are thought to have a substantial
contribution to the detected X-ray sources in the LW (Revnivtsev
et al. 2009), generally have unabsorbed X-ray luminosities below
1031 erg s−1 (Sazonov et al. 2006). This stems from the empirical
fact that the coronal X-ray emission from low-mass stars saturates
at ∼10−3 of the bolometric luminosity (Güdel 2004). The X-ray
spectra of these periodic sources are less informative, since except
in a few cases they lack the unambiguous sign of Fe lines due to the
moderate S/N (Section 5), which otherwise would be another char-
acteristic signature of CVs (e.g., Xu et al. 2016). Nevertheless, most
of these sources do show a hard continuum that is again typical of
CVs. Furthermore, the vast majority of the detected periods fall be-
tween 1.1–3.3 hours, consistent with the range of short-period CVs
in the solar neighborhood (Ritter & Kolb 2003), i.e., those having
an orbital period between the so-called period minimum and the
upper bound of the period gap, as illustrated in Figure 7. Therefore,
the global X-ray properties point to CVs dominating the detected
periodic sources, a conclusion also drawn by Hong et al. (2012).
It will then be interesting to ask towhich sub-class of CVs these
periodic sources belong. The phase-folded light curves may provide
useful hints to this question. In magnetic CVs, including polars and
IPs, their spin modulations can give rise to a characteristic light
curve. For polars, let us consider the simplistic situation in which
hard X-rays (photon energy &1 keV) are produced in only one of
the two magnetic poles3. Denoting i the angle between the line-of-
sight and the spin axis, β the angle between the spin and magnetic
3 In this picture, accretion can still take place in the other pole at an even
much higher accretion rate, producing quasi-black-body emission peaking
at the soft X-ray and extreme ultraviolet bands (Hellier 2001).
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Figure 5. Similar to Figure 4, but for source #21/#22.
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Figure 6. Comparison between the period (left) and detection rate (right) of the 10 signals commonly found by the GL algorithm (this work) and the LS
periodogram (Hong et al. 2012).The H-ID is the sequence number given in Hong et al. (2012), same as listed in column 6 of Table 2.
axes, and  the magnetic colatitude of the accretion column, when
i + β +  > 90◦, the two poles will alternately drift across the
front side of the WD. The resultant light curve will look like that
of source #6 , #8 and #10, with nearly half of the cycle showing a
valley of near-zero hard X-ray flux (Heise et al. 1985). The periods
of these sources are consistent with the period range of known polars
(for polars the orbital and spin periods are equal; Figure 7). This
so-called “two-pole” behavior becomes more complicated if some
hard X-rays were also produced near the second pole, in which case
the “valley” is partially filled, resulting in a light curve like that of
#4, #5, #9, #12, #13, #15 ,#16, #17, and #23. On the other hand, if
i+β+ < 90◦, the hard X-ray-emitting pole would be always visible
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Table 3. X-ray spectral properties of the periodic sources
ID NH Tb EW6.7 I6.7 χ2/d.o.f L1−8
(1) (2) (3) (4) (5) (6) (7)
LW 1022 cm−2 keV keV 10−7 ph cm−2 s−1 1031 erg s−1
1† 0.5+0.8−0.3 40 (fixed) - - 0.72/8 2.0
+0.7
−0.6
2 2.2+0.5−0.5 21
+57
−10 0.6
+1.2
−0.3 2
+1
−1 0.86/78 26
+3
−2
3 1.4+0.4−0.3 40 (fixed) - - 0.98/35 7
+1
−1
4 1.2+0.7−0.5 11
+53
−5 - - 0.91/27 25
+3
−5
5 1.0+0.3−0.2 40 (fixed) - - 1.00/35 6.2
+0.9
−0.8
6 1.8+0.6−0.5 7
+12
−3 - - 1.12/42 10
+1
−1
7 1.6+0.6−0.5 42
+43
−32 - - 0.86/39 7
+1
−1
8 2+2−1 40 (fixed) - - 0.93/7 2.0
+0.6
−0.5
9 1+1−1 21
+96
−20 - - 1.10/7 4
+1
−1
10 3+7−2 40 (fixed) - - 0.85/5 2
+2
−1
11 1.9+0.4−0.3 40 (fixed) - - 1.22/47 11
+1
−1
12 6+10−4 40 (fixed) - - 0.78/6 8
+6
−3
13 0.9+0.3−0.2 40 (fixed) - - 1.15/38 9
+1
−1
14† 0.5+0.8−0.3 40 (fixed) - - 0.72/8 2.0
+0.7
−0.6
15 1.5+0.5−0.4 40 (fixed) - - 1.16/42 14
+2
−2
16 0.9+0.2−0.2 40 (fixed) - - 1.43/51 9.4
+0.9
−0.9
17 2.7+0.6−0.5 40 (fixed) - - 0.75/36 13
+2
−2
18 2.0+0.9−0.7 40 (fixed) - - 0.53/14 5
+1
−1
19 1.8+0.1−0.1 40 (fixed) - - 0.95/185 93
+4
−4
20 2+2−1 4
+28
−3 - 1.4
+0.9
−0.8 1.04/12 6
+2
−2
21‡ 2.8+0.3−0.2 40 (fixed) 0.6
+0.2
−0.2 3
+2
−1 1.10/147 67
+4
−3
22‡ 2.8+0.3−0.2 40 (fixed) 0.6
+0.2
−0.2 3
+2
−1 1.10/147 67
+4
−3
23 1.8+0.4−0.4 40 (fixed) 1.2
+0.7
−0.6 1.3
+0.8
−0.6 1.43/37 10
+1
−1
24 0.4+0.2−0.1 5
+4
−2 - - 1.19/55 10
+1
−1
25 1+3−1 2
+2
−1 - - 0.80/2 0.8
+0.3
−0.3
Notes: (1) Source sequence number as in Table 2. †#1 and #14 are the same source with two different
periods; ‡#21 and #22 are the same source with two different periods. (2) Line-of-sight absorption
column density. (3) The bremsstrahlung temperature. Fixed at a value of 40 keV if the spectrum
provides no significant constraint to this parameter. (4) Equivalent width of the 6.7 keV line. (5)
Integrated flux of the 6.7 keV line. (6) χ2 and degree of freedom of the best-fit model. (7) 1–8 keV
unabsorbed luminosity for a distance of 8 kpc, corrected for the enclosed-energy fraction. Quoted
errors are at the 90% confidence level.
(the so-called “one-pole” behavior), producing a roughly constant
light curve, although under certain condition (β < i) dips can be
present due to obscuration by the accretion stream (Hellier 2001).
The “one-pole” case generally does not favor a robust detection of
the period.
IPs share the above two-pole and one-pole behavior. In addi-
tion, orbital modulation can result in obscuration by the companion
star, by the accretion stream, or by the “disc overflow” in the pres-
ence of an truncated accretion disk (Norton et al. 1996). Thus the
light curve shape of IPs is often complex and can exhibit both si-
nusoidal variations and dips. Examples of this kind are found in
sources #3, #7, #11, #18 and #20, although we cannot rule out the
possibility of “one-pole” polars obscured by the accretion stream.
We also consider source #19 a likely IP, for it has the highest X-
ray luminosity (9.3 × 1032 erg s−1) among all sources. Notably,
its sinusoidal-like variation also has the lowest amplitude (∼20%)
among all sources, which might be due to orbital modulation by a
disc overflow.
The most robust identification of IPs is to detect both the spin
and orbital periods. Among our sources, #1/#14 and #21/#22 show
dual periods. For #1, the period is 853.8 sec and the corresponding
phase-folded light curve is consistent with the two-pole behavior
(Figures 4). This is naturally understood in terms of a spin modu-
lation. In the meantime, the phase-folded light curve of #14 shows
a dip at phase 0.9–0.1, which may be understood as obscuration by
the accretion stream, i.e., an orbital modulation. The corresponding
orbital period of 5608.2 sec is reasonable for an IP. The two periods
of #21 and #22 differ by only 5% from each other (9877.5 sec vs.
10342.3 sec). The light curve of #22 exhibits a prominent narrow
dip near phase 0.5 (Figure 5). This is a clear sign of eclipse when
viewed from a high inclination, thus the period of #22 should be the
orbital period. On the other hand, the light curve of #21 resembles
the two-pole behavior and is best understood as due to spin modula-
tion. In this regard, source #21/#22 is probably an IP or a so-called
asynchronous polar.
It is worth asking, if some of the aforementioned sources (e.g.,
#3, #7, #11, #18, #19, #20) were indeed IPs, why only their or-
bital period is detected. One plausible explanation is that their spin
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Figure 7. The period distribution of the LW sources (black histogram), in comparison with the spin (purple) and orbital (green) periods of IPs, the orbital
period of polars (blue), and the orbital period of DNe from the catalog of Ritter & Kolb (2003), version 7.20. Note that a cut of 300 sec is applied for the spin
period, to be consistent with the lower bound of our period searching. The period gap of CVs is delineated by a pair of vertical solid lines, and the period
minimum is marked by a vertical dashed line, the values of which are taken from Knigge et al. (2011).
period, presumably below ∼1 hour, escapes detection due to a rela-
tively lowdetection efficiency.Our simulations (Section 3.3) suggest
that for moderate total counts and moderate variation amplitude, the
detection rate is generally low for short periods. This effect may ap-
ply in all those six candidate IPs except #19, which has total counts
of 3402. Perhaps this source has a very low spin modulation due
to the “one-pole” behavior. On the other hand, source #2, which
has not been discussed so far, shows a period of 3820.8 sec, sig-
nificantly lower than the canonical orbital period minimum of ∼82
minutes determined from both observations (Gänsicke et al. 2009)
and theoretical modelling (Knigge et al. 2011). Thus this period is
more likely the spin period. In this regard, a spike-like feature in
the phase-folded light curve of #2 may be caused by a bright spot
on the WD surface. The unseen orbital modulation may be due to a
low inclination angle.
In DNe (i.e., non-magnetic CVs), hard X-rays are produced in
the boundary layer near theWD surface, in which case spin modula-
tion is essentially absent and orbital modulation is also expected to
be weak, unless the inclination angle is sufficiently large to allow for
a total eclipse. Among the 25 periodic signals, no clear sign of total
eclipse is seen except for the case of #22. However, we have argued
in the above that source #21/#22 is an IP given the dual periods.
Therefore, we probably have not detected any eclipsing DN among
the periodic sources. This is consistent with the low detection rates
for eclipse predicted by our simulations in Section 3.3.
The nature of source #24, which has the second longest pe-
riod (42219.0 sec), deserves special attention. At a glance, it has a
sinusoidal-like light curve similar to that of #19, which is indicative
of an IP. However, the spectrum of #24, characterized by a plasma
temperature of 5+4−1 keV, is both too soft for an IP (Xu et al. 2016)
and too high for an AB (Güdel 2004). While this temperature is
not atypical of polars, the period of #24 is much larger than that of
any previous known polars (Figure 7). This leads us to consider #24
a DN, which is consistent with it having experienced an outburst.
In this case, its low-amplitude (∼35%) light curve may be due to
a broad absorption dip (phase 0.8-0.3), similar to that seen in the
X-ray light curve of the famous DN, Z Chamaleontis (Nucita et al.
2011). Such a dip was suggested to be caused by the absorption of
dense gas clouds as the result of disk overflow. Therefore, we seem
to have caught one DN among the periodic sources, although this
source is quite likely located in the foreground (Section 5).
Lastly, we remark on source #25, for which we have found
no satisfying classification. This source has an unabsorbed 1–8 keV
luminosity of 0.8×1031 erg s−1, the lowest among all 23 sources. Its
X-ray spectrum, characterized by a best-fit plasma temperature of
2 keV (notably with large uncertainties; Table 3), is also the softest
among all sources. Together these values argue against a CV, but
are more typical of ABs. Moreover, the phase-folded light curve of
#25 suggests that the X-ray flux drops to the background level for
nearly half of the 47317-sec period (Figure B1). Asmentioned in the
above, this may be due to a polar producing hard X-rays from only
one pole. However, we consider such a case rather unlikely, since
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the corresponding period again greatly exceeds the empirical range
of known polars. Alternatively, the light curve can be explained by
a total eclipse lasting for nearly half cycle, suggesting an AB system
viewed nearly edge-on. However, this would require the obscuring
star to have a size not much smaller than the orbital separation
and in the meantime negligible X-ray emission. One possibility is
that this system consists of a Sun-like star and an A-star, the latter
producing no significant X-rays due to a very weak surfacemagnetic
field (Güdel 2004). An orbital separation of 4 R estimated from
the period is compatible with such a system.
In summary, based on the X-ray properties of the periodic
sources, in particular their phase-folded light curves, we identify
12 candidate polars, 2 probable plus 7 candidate IPs, one likely
DN and one possible AB. Admittedly, polars and IPs share similar
characteristics in their phase-folded light curves, as described above.
Hence some of the polar candidates may turn out to be IPs, and vice
versa. Moreover, the non-detection of the spin period (or orbital
period in the case of #2) brings about substantial uncertainty in the
IP identification.
It is also noteworthy that only two long (> 3.5 hours) periods
are found among the 22 orbital periods (3 probable spin periods
subtracted), and in fact neither of them are genuine CVs in the
LW (#24 is a foreground source and #25 is likely an AB). On
the contrary, long-period magnetic CVs (IPs plus polars) occupy a
fraction of ∼30% in all magnetic CVs in the solar neighborhood,
according to the catalog of Ritter & Kolb (2003), version 7.20,
although this catalog is likely biased toward luminous (thus long-
period) CVs. A recent census of CVs within 150 pc from the Sun
based onGaia distances also finds that long-period CVs account for
a fraction of 17% (Pala et al. 2020). The lack of long-period CVs
in the LW cannot be due to a selection effect of the GL algorithm,
because our simulations in Section 3.3 predict that the detection rate
is generally higher for longer periods. Hong et al. (2012) noticed
the narrow period distribution (1–3 hours) of the 10 sources they
detected and the similarity with the period distribution of polars
in the solar neighborhood (Figure 7), on the basis of which they
suggested that all these 10 sources are polars.We nowprovide strong
evidence that at least one of these 10 sources is an IP, given its dual
periods (#21/#22). We suggest that the absence of long-period CVs
could be due to an age effect, in the sense that CVs in the LW (inner
Galactic bulge) are predominantly old and have substantially shrunk
their orbits, while CVs in the solar neighborhood can comprise of
younger populations and have presently wider orbits.
6.3 CV populations in the inner Galactic bulge
In the previous section, we have classified, with a varied degree of
confidence, the 23 periodic sources, finding that the vast majority
of them are either polars or IPs. Based on this classification, we
now take one step forward to place constraints on the fraction of
different sub-classes of CVs in the inner Galactic bulge, provided
that the LW is a representative field.
The observed number of a given sub-class, for instance, polars,
can be expressed as,
Ndet,polar = Pdet × g × αpolar × Ntot, (4)
where Ntot is the total number of CVs in the LW, αpolar is the
intrinsic fraction of polars among all CVs, g is a geometric factor
that determines the detectability of a periodic signal due to spin
and/or orbital modulations, and Pdet is the detection rate given
the available data and the GL algorithm. Here we take Ntot = 600
(= 667 × 90%), effectively subtracting 10% of all LW sources with
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Figure 8. Comparison between the number of predicted and actually de-
tected polars, as a function of detected source counts.
1–8 keV total counts great than 100, which is roughly the fractional
contribution from the cosmic X-ray background in the LW (Zhu
et al. 2018). This implicitly assumes that all 600 sources are CVs
and that CVs with similar or larger total counts have been detected
in 100% completeness.
We further assume that the substantial sinusoidal variation oc-
curs only in the “two-pole” situation, that is, only one pole produces
the hard X-rays and for this pole i + β +  > 90◦. Adopting an 50%
probability to fulfill each of these two conditions, this allows us to
take gpolar = 50% × 50% = 25%.
In reality, Pdet depends on the period, variation amplitude
and total counts (Section 3.3). Without a priori information about
period and amplitude, we make use of our simulation results to
estimate Pdet with the following approximations: (i) The short and
long orbital periods (below or above 3.2 hours) are represented
by P=5540 sec and P=45540 sec, respectively. A weight of 82%
(18%) is assigned to the short (long) period, roughly according to the
period distribution of solar neighborhood polars; (ii) the amplitude
is evenly sampled between 0.5 to 0.9, neglecting the contribution
from any lower amplitudes (i.e., Pdet = 0 in this case); (iii) the
observed source counts are grouped into different bins, from C=75
to 3575 cts at a step of 100 cts. Then in each bin the number of
polars is predicted to be,
N idet,polar = gpolar × αpolar × Pidet × N i, (5)
where N i is the intrinsic number of sources in the ith bin, satisfy-
ing
∑
N i = Ntot = 600. N idet,polar is constrained by the number of
actually detected polars in a given bin. We take
∑
N idet,polar = 19,
effectively counting all the periodic sources except the two probable
IPs, one possible AB and one foreground DN (Section 6.2). Figure 8
compares the number of detected and predicted polars as a func-
tion of total counts, which apparently agree well with each other.
The required normalization of the predicted numbers is such that
αpolar ≈ 18%. Strictly speaking, this value is an upper limit, since
a fraction of the 19 periodic sources could be IPs and gpolar may
have been underestimated. For comparison, the fraction of polars is
13.5% among all known CVs in the solar neighborhood (Ritter &
Kolb 2003). This lends support to our above working assumptions.
A similar approach can be applied to constrain the fraction of
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IPs, by evaluating the detectability of spinmodulation.We still adopt
gIP = 25% for detectable two-pole behavior. The detection rate of
the GL algorithm is now represented by our simulations having a
test period of P = 554 sec, which is suitable for the spin period.
In Section 6.2, we identify three periods as probable spin period
of IPs (#1, #2 and #21). Hence, according to their total counts, we
estimate the fraction of IPs to be αIP ≈ 5% in the LW. This is to
be contrasted with 8.6%, the observed fraction of IPs in the solar
neighborhood (Ritter & Kolb 2003).
The above estimates thus imply that .23% of all CVs in the
LW are magnetic (polars plus IPs), although we shall note that
in our approach the assumed geometry for polars and IPs are not
mutually complementary. By face value, the fraction of magnetic
CVs in the LW is similar to that in the solar neighborhood (∼23%).
However, we shall caution that both the LW sources and the Ritter
& Kolb (2003) catalog are subject to substantial selection bias. The
recent volume-limited sample of CVs within 150 pc from the Sun
(Pala et al. 2020) suggests a remarkably higher fraction of 36% for
magnetic CVs, although the size of this sample is still small (42 in
total).
We now turn to the fraction of non-magnetic CVs.As discussed
in Section 6.2, at most one DN is found among the periodic sources.
Due to the general absence of spin modulation and weak orbital
modulation on the X-ray light curve, the most likely cause of a
prominent periodic signature in a DN should be a total eclipse.
The geometry of a WD eclipse is relatively well defined, given the
inclination angle (i), the WD radius (RWD), the radius of the donor
star (R2) and the orbital separation (a), together satisfying:
a × cosi ≤ RWD + R2. (6)
Physically motivated values of R2 and a can be obtained from
synthesis simulations of CVs (Knigge et al. 2011), while RWD is
fixed at a value corresponding to MWD = 0.75 M . Assuming
that the inclination angle is evenly distributed between 0◦–90◦, the
probability of eclipsing, gDN, is derived and plotted as a function of
orbital period (related to a via Kepler’s third law) in Figure 9. gDN
ranges between 0.20−0.24 for long-period CVs and 0.12−0.20 for
short-period CVs.
We then utilize the simulation results for eclipse (Figure 3) to
estimate the detection probability using the GL algorithm. Specif-
ically, we assign a weight of 83% (17%) for the representative
period of 5258 (15258) sec for cases below (above) the period gap.
These fractions are again taken from the statistics of solar neighbor-
hood DNe (Ritter & Kolb 2003). A substantial uncertainty lies in
the total counts. The X-ray luminosity of DNe are typically below
1032 erg s−1 (Xu et al. 2016), hence we consider only the detection
rates for total counts below 575, very roughly equaling to this lumi-
nosity threshold. Requiring that the number of detectable eclipsing
DNe is no larger than one, we thus place an upper limit of ∼62%
for αDN, the intrinsic fraction of DNe in the LW.
This value is apparently incompatible with our naive anticipa-
tion. It is expected that non-magnetic CVs comprise of ∼80% of all
CVs, if the percentage of ∼23% for magnetic CVs estimated in the
above is correct, or if the inner Galactic bulge has a similar frac-
tion of non-magnetic CVs as in the solar neighborhood. We should
caution that the estimate of αDN is rather sensitive to the presumed
fraction of short/long periods, since the detection rate of eclipse
depends sensitively on the period (Figure 3). For instance, raising
the weight of short-period DNe to 91% will bring αDN to a value
of 77%. A larger fraction of short-period DNe in the Galactic bulge
than in the solar neighborhood is plausible, as pointed out in Sec-
tion 6.2, if bulge CVs are predominantly old. Synthesis simulations
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Figure 9. Probability of eclipsing CVs. The break around 3.2 hours results
from different mechanisms of angular momentum loss above and below
the period gap (Knigge et al. 2011). The overall descending trend with
decreasing periods is due to the faster shrinking of the donor radius than
the shrinking of the orbit. The reverse trend within the period gap results
from the system evolving as a detached binary with a decreasing period and
nearly unchanged donor radius.
of CVs suggest that the evolution timescale above the period gap is
only 0.24 Gyr from the onset of mass transfer (Knigge et al. 2011).
We may reverse the above argument by emphasizing that no single
long-period (above 4 hours) DN is detected in the inner bulge (pre-
cluding source #24, which is located in the foreground), despite a
moderate-to-high detection rate predicted for long-period eclipsing
sources. Indeed, the presence of merely 20 long-period CVs with
C ≈ 500 in the inner bulge are sufficient to produce one detection
of eclipsing source, according to the probability in Figure 9 and the
detection rates in Figure 3.
7 SUMMARY
We have searched for periodic X-ray sources in the Limiting Win-
dow, utilizing∼1MsChandra observations and theGregory-Loredo
algorithm. We have also generated a large set of simulated light
curves, based on idealized sinusoidal and piecewise functions, to
evaluate the detection completeness of the GL algorithm. Our main
findings include:
• We have detected 23 periodic sources with 25 signals, among
a parent list of 667 discrete X-ray sources in the LW. Among them,
10 signals were previously found by Hong et al. (2012) using the
Lomb-Scargle periodogram, whereas the remaining 15 signals are
new discoveries. This underscores the advantage of the GL algo-
rithm in dealing with relatively faint sources and irregular X-ray
observations.
• The vast majority of the 23 periodic sources are classified
as magnetic CVs, based on their period range, X-ray luminosities,
spectral properties and phase-folded light curves. In particular, dual
periods are found in two sources, providing strong evidence that
they are IPs.
• In addition, one source is classified as a DN, based on its long
period, soft X-ray spectrum and an outburst caught by the Chandra
observations. However, its low line-of-sight absorption indicates
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that it is most likely a foreground source. Another source, which
has the longest period among all, could be an eclipsing AB, in view
of it soft X-ray spectrum, low X-ray luminosity and phase-folded
light curve characterized by a wide dip.
• Based on the number of tentatively classified periodic sources,
a simplified geometry involved in different CV sub-classes, and the
detection completeness evaluated from our simulations, we are able
to provide meaningful constraints on the fraction of polars and IPs
in the inner Galactic bulge, which is .18% and 5%, respectively.
This suggests that the fraction of magnetic CVs (polars plus IPs) in
the inner bulge is similar to that in the solar neighborhood. On the
other hand, the lack of candidate periodic DNe in the inner bulge
and the low detection completeness expected for eclipsing sources
result in a large uncertainty in the estimated fraction of DNe.
• The apparent lack of long-period CVs in the LW suggests an
intrinsically different period distribution, in the sense that CVs in
the inner bulge are predominantly old and have substantially shrunk
their orbits.
It will be interesting to further compare the period distribution of the
LW CVs with that of other stellar populations, especially in dense
environments including globular clusters and the Galactic center.
We will present such a study in future work, utilizing the techniques
developed in this work.
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APPENDIX A: A BRIEF INTRODUCTION TO THE
GREGORY-LOREDO ALGORITHM
The basic rules for Bayesian probabilities are the sum rule,
p(Hi |I) + p(H¯i |I) = 1, (A1)
and the product rule,
p(Hi,D |I) = p(Hi |I) · p(D|Hi, I) = p(D |I) · p(Hi |D, I). (A2)
From Eqn. A2 we can derive Bayes’s theorem,
p(Hi |D, I) = p(Hi |I) · p(D |Hi, I)p(D|I) . (A3)
The symbols here follow Gregory & Loredo (1992). Specifically, p
is the Bayesian posterior probability, Hi denotes the i-th hypothesis,
D for the data, and I for the ensemble of all hypotheses, i.e., all the
models used. The GL algorithm employs a stepwise function to
detect periodic signal. Each model has (m + 2) parameters: the
angular frequency ω = 2pi/P (P is the period), the phase parameter
φ, and m values of rk , which denotes the count rate in each phase
bin where k=1 to m. In the following we replace Hi by Mi to denote
the model where i represents the number of bins in the stepwise
model. Then the Bayes’s theorem can be written as,
p(Mi |D, I) = p(Mi |I) · p(D |Mi, I)p(D|I) . (A4)
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We can write I = M1 + M2 + M3 + · · · , where “+” stands for “or”.
Thus the proposition (Mi , I) is true if and only if model Mi is true,
i.e., (Mi , I) = Mi . The GL algorithm defines an odds ratio for model
comparison,
Oi j =
p(Mi |D, I)
p(Mj |D, I) =
p(Mi |I)
p(Mj |I) ·
p(D |Mi)
p(D |Mj ) . (A5)
Note that M1 means a constant model, while Mi (i = 2, 3, 4...Nmod,
where Nmod is the total number of models considered) represents
a periodic model. The probability for each model can be deduced
from Eqn. A5,
p(Mi |D, I) = Oi1 · p(M1 |D, I), (A6)
thus
p(M1 |D, I) =
∑Nmod
j=1 p(Mj |D, I)∑Nmod
j=1 O j1
=
1∑Nmod
j=1 O j1
. (A7)
Substituting Eqn. A7 into Eqn. A6, we have
p(Mi |D, I) = Oi1∑Nmod
j=1 O j1
. (A8)
Then the probability of a periodic signal is
p(Mm(m > 1)|D, I) =
∑mmax
m=2 Om1
1 +
∑mmax
m=2 Om1
, (A9)
where mmax is the maximum value of m. The odds ratio can be
calculated from the probability of the model,
Om1 =
p(Mm |D, I)
p(M1 |D, I)
. (A10)
Using Bayes’s theorem (Eqn. A4),
Om1 =
p(Mm |I) · p(D |Mm)
p(M1 |I) · p(D |M1)
. (A11)
Following the assignment by Gregory & Loredo (1992), we assume
that the periodic and aperiodic signals have the same probability.
Then the priors for the models can be written explicitly as,
p(M1 |I) = 12, (A12)
p(Mm |I) = 12ν , ν = mmax − 1. (A13)
For astronomical data of Poisson distribution, it can be shown
that (Equation 5.27 in Gregory & Loredo 1992),
p(D|Mm) = ∆t
N (m − 1)!N!γ(N + 1, Amax)T
2piAmax(N + m − 1)!TN+1 ln(ωhi/ωlo)
×
∫ ωhi
ωlo
dω
ω
×
∫ 2pi
0
dφ
mN
Wm(ω, φ),
(A14)
where ωlo and ωhi are the lower and upper bounds of the frequency
range, and T is the total duration of observing intervals. It should
be emphasized that the above equation holds for the case in which
the period and phase are both unknown. Substituting m = 1 into
Eqn. A14, we have
p(D |M1) = ∆t
NN!γ(N + 1, Amax)T
AmaxN!TN+1
. (A15)
Substituting Eqns. A12, A13, A14 and A15 into Eqn. A11, the odds
ratio can be written as follows, which is the same as Equation 5.28
in Gregory & Loredo (1992),
Om1 =
1
2piν ln(ωhi/ωlo)
(
N + m − 1
N
)−1
×
∫ ωhi
ωlo
dω
ω
×
∫ 2pi
0
dφ
mN
Wm(ω, φ)
(A16)
Astronomical data are often subject to observational gaps. This
may result in unevenly covered phase bins, leading to spurious
detections especially at low frequencies. Gregory & Loredo (1992)
provides a solution to this problem, by introducing a weighting
factor
S(ω, φ) =
m∏
j=1
s
−n j
j
, (A17)
sj (ω, φ) =
τj (ω, φ)
T/m , (A18)
where τj (ω, φ) denotes the exposure time in each phase bin. Then
the odds ratio should be modified as,
Om1 =
1
2piν ln(ωhi/ωlo)
(
N + m − 1
N
)−1
×
∫ ωhi
ωlo
dω
ω
×
∫ 2pi
0
dφ
S(ω, φ)mN
Wm(ω, φ) .
(A19)
Ultimately, the probability of a periodic signal is,
p(periodic) =
∑mmax
m=2 Om1
1 +
∑mmax
m=2 Om1
. (A20)
The posterior probability as a function of the frequency,
Om1(ω) = 12piν
(
N + m − 1
N
)−1
×
∫ 2pi
0
dφ
S(ω, φ)mN
Wm(ω, φ) , (A21)
can be solved to find the period P = 2pi/ω, when Om1(ω) takes the
maximum value.
APPENDIX B: ADDITIONAL FIGURES OF THE
PERIODIC X-RAY SOURCES
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Figure B1. Each row shows one periodic source. Left: The 1–8 keV phase-folded light curve at the modulation period. The green dashed line represents the
mean count rate, whereas the yellow strip represents the local background, the width of which represents 1σ Poisson error. Middle: the 1–8 keV long-term,
inter-observation light curve. Arrows represent 3σ upper limits. Right: Source spectrum and the best-fit model.
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Figure B2. Continued
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