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HIGHER RAMANUJAN EQUATIONS II:
PERIODS OF ABELIAN VARIETIES AND TRANSCENDENCE QUESTIONS
TIAGO J. FONSECA
Abstract. In the first part of this work, we have considered a moduli space Bg classifying prin-
cipally polarized abelian varieties of dimension g endowed with a symplectic-Hodge basis, and
we have constructed the higher Ramanujan vector fields (vkl)1≤k≤l≤g on it. In this second part,
we study these objects from a complex analytic viewpoint. We construct a holomorphic map
ϕg : Hg −→ Bg(C), where Hg denotes the Siegel upper half-space of genus g, satisfying the system
of differential equations 1
2pii
∂ϕg
∂τkl
= vkl ◦ ϕg, 1 ≤ k ≤ l ≤ g. When g = 1, we prove that ϕ1 may be
identified with the triple of Eisenstein series (E2, E4, E6), so that the previous differential equations
coincide with Ramanujan’s classical relations concerning Eisenstein series. We discuss the relation
between the values of ϕg and the fields of periods of abelian varieties, and we explain how this
relates to Grothendieck’s periods conjecture. Finally, we prove that every leaf of the holomorphic
foliation on Bg(C) induced by the vector fields vkl is Zariski-dense in Bg,C. This last result implies
a “functional version” of Grothendieck’s periods conjecture for abelian varieties.
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1. Introduction
1.1. In the first part of this work ([14]) we have considered for any integer g ≥ 1 a smooth moduli
stack Bg over Z classifying principally polarized abelian varieties of dimension g endowed with a
symplectic-Hodge basis of its first algebraic de Rham cohomology, and we have constructed a family
(vkl)1≤k≤l≤g of g(g + 1)/2 commuting vector fields on Bg, the higher Ramanujan vector fields. We
have also proved that Bg ⊗ Z[1/2] is representable by a smooth quasi-projective scheme Bg over
Z[1/2]. In particular, the set of complex points Bg(C) has a natural structure of a quasi-projective
complex manifold.
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2 TIAGO J. FONSECA
In this second part, we consider the differential equations defined by the higher Ramanujan
vector fields, and we study their complex analytic solutions. Let
Hg := {τ ∈Mg×g(C) | τT = τ , Im τ > 0}
be the Siegel upper half-space of genus g. This is a complex manifold of dimension g(g + 1)/2
admitting the holomorphic coordinate system (τkl)1≤k≤l≤g, where τkl : Hg −→ C is the holomorphic
map associating to τ ∈ Hg its entry in the kth row and lth column. Using the universal property
of Bg(C), we shall construct a holomorphic map
ϕg : Hg −→ Bg(C)
satisfying the system of differential equations
1
2pii
∂ϕg
∂τkl
= vkl ◦ ϕg, 1 ≤ k ≤ l ≤ g.(1.1)
When g = 1, the Siegel upper half-space H1 is the Poincare´ upper half-plane H = {τ ∈ C |
Im τ > 0}, and the classical theory of elliptic curves provides an isomorphism
B1 ⊗ Z[1/6] ∼= Z[1/6, e2, e4, e6, (e34 − e26)−1],
under which the vector field v11 becomes the “classical” Ramanujan vector field (cf. [14] Section 6)
v :=
e22 − e4
12
∂
∂e2
+
e2e4 − e6
3
∂
∂e4
+
e2e6 − e24
2
∂
∂e6
.(1.2)
In this situation, the holomorphic map ϕ1 gets identified with
τ 7−→ (E2(τ), E4(τ), E6(τ)),
where E2, E4, E6 : H −→ C are the classical (level 1) Eisenstein series normalized by E2k(+i∞) = 1,
and we obtain Ramanujan’s original relations between Eisenstein series:
1
2pii
dE2
dτ
=
E22 − E4
12
,
1
2pii
dE4
dτ
=
E2E4 − E6
3
,
1
2pii
dE6
dτ
=
E2E6 − E24
2
.
1.2. As explained in the introduction of [14], questions in Transcendental Number Theory consti-
tute our main source of motivation for the study of these higher dimensional analogs of Ramanujan’s
equations. We shall illustrate this point by relating the values of ϕg with Grothendieck’s periods
conjecture on abelian varieties. In order to fully motivate a precise statement of our result, let
us digress into a discussion of periods of abelian varieties and Grothendieck’s conjecture on the
algebraic relations between them.
Let X be a complex abelian variety and k ⊂ C be the smallest algebraically closed subfield of
C over which there exists an abelian variety X0 such that X is isomorphic to X0 ⊗k C as complex
abelian varieties (cf. Lemma 5.1). By a period of X, we mean any complex number of the form∫
γ
α
where α is an element of the first algebraic de Rham cohomology H1dR(X0/k) and γ ∈ H1(X0(C),Z)
is the class of a singular 1-cycle. We define the field of periods P(X) of X as the smallest subfield
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of C containing k and all the periods of X.1 Equivalently, P(X) may be regarded as the field of
rationality of the comparison isomorphism
H1(X0(C),C) = Hom(H1(X0(C),Z),C)
∼−→ H1dR(X0/k)⊗k C.
A central problem in the theory of transcendental numbers is to determine, or simply to estimate,
the transcendence degree over Q of the field of periods P(X).
In a first approach, one might observe that any algebraic cycle in some power Xn of X induces an
algebraic relation between its periods (cf. [12] Proposition I.1.6). Broadly speaking, Grothendieck
conjectured that every algebraic relation between periods of an abelian variety can be “explained”
through algebraic cycles on its powers.
A convenient way of giving a precise formulation for Grothendieck’s conjecture is by means of
Mumford-Tate groups. Let X be a complex abelian variety, and denote by H the Q-Hodge structure
of weight 1 with underlying Q-vector space given by H1(X(C),Q), and Hodge filtration F 1H given
by H0(X,Ω1X/C) ⊂ H1dR(X/C) ∼= H1(X(C),Q) ⊗Q C. The decomposition HC = F 1H ⊕ F 1H
corresponds to the morphism of real algebraic groups
h : C× −→ GL(HR),
where h(z) acts on F 1H by a homothety of ratio z−1, and on F 1H by a homothety of ratio z−1. The
Mumford-Tate group MT(X) of X is defined as the smallest Q-algebraic subgroup of GL(H) such
that h factors through MT(X)R. It can also be interpreted as the smallest Q-algebraic subgroup
of GL(H)×Gm,Q fixing all Hodge classes in twisted mixed tensor powers of the Q-Hodge structure
H (cf. [12] I.3).
The following formulation of Grothendieck’s periods conjecture (GPC) for abelian varieties is a
specialization of the “generalized Grothendieck’s periods conjecture” proposed by Andre´ ([1] 23.4.1;
see also [20] Historical Note pp. 40-44 and [16] footnote 10).
Conjecture (Grothendieck-Andre´). For any complex abelian variety X, we have
trdegQP(X)
?≥ dim MT(X).
It follows from Deligne [11] (cf. [12] Corollary I.6.4) that we always have the upper bound
trdegQP(X) ≤ dim MT(X) + trdegQk,
where k is the smallest algebraically closed subfield of C over which X may be defined. In partic-
ular, if X is definable over the field of algebraic numbers Q — the case originally considered by
Grothendieck — the above conjectural inequality becomes the conjectural equality
trdegQP(X) ?= dim MT(X).
In the case g = 1, the Mumford-Tate group of a complex elliptic curve E may be easily computed.
Its dimension only depends on the existence or not of complex multiplication, and GPC predicts
1This definition is not standard. Usually, one starts with an abelian variety X defined over a subfield K ⊂ C, and
one defines K-periods in terms of H1dR(X/K). Our “absolute” definition considering a minimal algebraically closed
field of definition is convenient for our purposes and will be justified in the sequel.
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that
trdegQP(E)
?≥
{
2 if E has complex multiplication
4 otherwise.
Even in this minimal case, GPC is not yet established in full generality — only the complex
multiplication case is understood; see below. Nevertheless, an approach that has been proved
fruitful for obtaining non-trivial lower bounds in the direction of GPC relies on a modular description
of the fields of periods of elliptic curves, which we now recall.
Let E be a complex elliptic curve and let j ∈ C be its j-invariant. Then E admits a model
E : y2 = 4x3 − g2x− g3
with g2, g3 ∈ Q(j), and we can consider the algebraic differential forms defined over Q(j)
ω :=
dx
y
, η := x
dx
y
.
They form a (symplectic-Hodge) basis of the first algebraic de Rham cohomology H1dR(E/Q(j)). If
(γ, δ) is any basis of the first singular homology group H1(E(C),Z), we may consider the periods
ω1 =
∫
γ
ω, ω2 =
∫
δ
ω, η1 =
∫
γ
η, η2 =
∫
δ
η.
We may assume moreover that the basis (γ, δ) is oriented, in the sense that their topological
intersection product γ ∩ δ = 1.
The field of periods of E is given by
P(E) = Q(j)(ω1, ω2, η1, η2),
where Q(j) denotes the algebraic closure of Q(j) in C. Now, observe that ω1 6= 0 and let
τ :=
ω2
ω1
.
As the basis (γ, δ) of H1(E(C),Z) is oriented, the complex number τ is in H. By the classical
theory of modular forms, we have
E2(τ) = −12
( ω1
2pii
)( η1
2pii
)
, E4(τ) = 12g2
( ω1
2pii
)4
, E6(τ) = −216g3
( ω1
2pii
)6
.
Finally, Legendre’s periods relation and the definition of j show that P(E) is an algebraic extension
of the field Q(2pii, τ, E2(τ), E4(τ), E6(τ)), and we obtain
trdegQP(E) = trdegQQ(2pii, τ, E2(τ), E4(τ), E6(τ)).(1.3)
In this way, the problem of estimating the transcendence degree of fields of periods of elliptic
curves translates into the problem of estimating the transcendence degree of values of some analytic
functions. Accordingly, the theorem of Nesterenko [29] asserts that, for any τ ∈ H,
trdegQQ(e
2piiτ , E2(τ), E4(τ), E6(τ)) ≥ 3.
As an immediate consequence, we obtain
trdegQQ(2pii, τ, E2(τ), E4(τ), E6(τ)) ≥ trdegQQ(E2(τ), E4(τ), E6(τ)) ≥ 2
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for any τ ∈ H. Equivalently, by equation (1.3), for any complex elliptic curve E, we obtain the
uniform bound
trdegQP(E) ≥ 2,
which is sharp when E has complex multiplication. This last result had already been previously
established by Chudnovsky (cf. [8]) via elliptic methods.2
1.3. In this paper, we generalize the modular description (1.3). Namely, let g ≥ 1 be an integer
and, for any τ ∈ Hg, let Xτ be the complex abelian variety given by the (polarizable) complex torus
Cg/(Zg + τZg). We shall prove that, for any τ ∈ Hg, the field of periods P(Xτ ) is an algebraic
extension of Q(2pii, τ, ϕg(τ)) (the residue field in A
1
Q ×Q Symg,Q×QBg,Q of the complex point
(2pii, τ, ϕg(τ)), where Symg denotes the group scheme of symmetric matrices of order g × g); in
particular, we obtain
trdegQP(Xτ ) = trdegQQ(2pii, τ, ϕg(τ)).
This generalized modular description raises the question of whether it is possible to adapt
Nesterenko’s methods to this higher dimensional setting. Guided by this problem, we are nat-
urally lead to study the higher Ramanujan foliation, namely, the holomorphic foliation on Bg(C)
generated by the higher Ramanujan vector fields.
We shall prove that every leaf of the Ramanujan foliation on Bg(C) is Zariski-dense in Bg,C.
This property of a foliation plays an important role, at least in the case in which leaves are one
dimensional (where it implies Nesterenko’s D-property), in the “multiplicity estimates” appearing
in applications of differential equations to transcendental number theory (cf. [7], [28], [29]).
The Zariski-density of the image of ϕg : Hg −→ Bg(C) in Bg,C also implies the a priori stronger
result that its graph
{(τ, ϕg(τ)) ∈ Symg(C)×Bg(C) | τ ∈ Hg}
is Zariski-dense in Symg,C×CBg,C (cf. [3] where a similar question is investigated in the context of
Thetanullwerte). This can be seen as an analog — but not a complete generalization by the lack of
the modular parameter q — of Mahler’s result [21] on the algebraic independence of the holomorphic
functions τ , e2piiτ , E2(τ), E4(τ), and E6(τ), of τ ∈ H. It can also be interpreted as a “functional
version” of GPC: loosely speaking, it says that there is no algebraic relation simultaneously satisfied
by the periods of every (principally polarized) abelian variety other than the relations given by the
polarization data.
The above Zariski-density results will rely on a characterization of the leaves of the higher
Ramanujan foliation in terms of an action by Sp2g(C). In fact, from the complex analytic viewpoint,
the complex manifold Bg(C) and the higher Ramanujan vector fields admit a simple description in
terms of algebraic groups.
Namely, we shall explain how to realize Bg(C) as a domain (in the analytic topology) of the
quotient manifold Sp2g(Z)\Sp2g(C), and we shall prove that under this identification the higher
2We should also point out that the modular parameter e2piiτ , ignored in our discussion, has a geometric interpre-
tation. Namely, it is a period of a certain 1-motive naturally attached to E. We refer to [2] (cf. [1] 23.4.3) for further
discussion on these matters.
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Ramanujan vector field vkl is induced by the left invariant holomorphic vector field on Sp2g(C)
associated to
1
2pii
(
0 Ekl
0 0
)
∈ Lie Sp2g(C),
where Ekl is the symmetric matrix of order g× g whose entry in the kth row and lth column (resp.
lth row and kth column) is 1, and whose all other entries are 0.
Furthermore, the solution ϕg : Hg −→ Bg(C) of the higher Ramanujan equations is identified to
τ 7−→
[(
1g τ
0 1g
)]
∈ Sp2g(Z)\Sp2g(C),
where 1g denotes the identity matrix of order g × g. This enables us to obtain every leaf of the
higher Ramanujan foliation as the image of a holomorphic map ϕδ : Uδ −→ Bg(C) defined on
some explicitly defined open subset Uδ ⊂ Hg obtained from ϕg via a “twist” by some element
δ ∈ Sp2g(C).
In the case g = 1, the above twisting procedure may be illustrated as follows. Let
δ =
(
a b
c d
)
∈ SL2(C),
let Uδ = {τ ∈ H | cτ + d 6= 0}, and define a holomorphic map ϕδ : Uδ −→ B1(C) ⊂ C3 by
ϕδ(τ) =
(
(cτ + d)2E2(τ) +
12c
2pii
(cτ + d), (cτ + d)4E4(τ), (cτ + d)
6E6(τ)
)
Then one may easily check that ϕδ satisfy the differential equation
1
2pii
dϕδ
dτ
= (cτ + d)−2v ◦ ϕδ
where v is the classical Ramanujan vector field defined by (1.2).
1.4. As acknowledged in [14], our definition of the moduli stack Bg was inspired by Movasati’s
point of view on the Ramanujan vector field in terms of the Gauss-Manin connection on the de
Rham cohomology of the universal elliptic curve (cf. [24] 4.2), which corresponds to the case g = 1
of our construction.
After I completed a first version this article, H. Movasati has kindly indicated to me that a
number of its results and constructions has some overlap with his article [25]. In this work, he
considers complex analytic spaces U classifying lattices in maximal totally real subspaces of some
given complex vector space V0 (i.e. subgroups of V0 generated by a C-basis of V0) satisfying suitable
compatibility conditions with a fixed Hodge filtration F •0 on V0, and a fixed polarization ψ0; these
spaces come equipped with a natural analytic right action of the complex algebraic group
G0 = {g ∈ GL(V0) | gF i0 = F i0 for every i, and g∗ψ0 = ψ0}.
For the particular case where V0 = C
2g,
F •0 = (F
0
0 = V0 ⊃ F 10 = Cg × {0} ⊃ F 20 = 0),
and ψ0 is the standard (complex) symplectic form ([25] 5.1), the space U becomes the analytic
moduli space Bg(C), investigated in the present article. Of course, the algebraic group G0 coincides
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with our Pg(C), and the action of G0 on U gets identified with the action of Pg(C) on Bg(C) defined
in [14] under U ∼= Bg(C).
In [25] 3.2, Movasati also describes U as a quotient ΓZ\P , where P is the space of “period
matrices” and ΓZ is some explicitly defined discrete group. In our particular case, P may be
identified with our Bg (cf. Proposition 6.6) and ΓZ = Sp2g(Z). Moreover, the map Hg −→ P
defined in [25] p. 584 coincides with our ϕg : Hg −→ Bg(C) constructed via the universal property
of Bg(C).
In his article, Movasati explicitly states the problem of algebraizing U — i.e. finding the algebraic
variety T over Q, in his notations — and the action of G0. This is solved “by definition” in our
construction, which also shows that T , here called Bg,Q, is smooth and quasi-projective. Movasati
actually conjectures that the complex manifoldBg(C) admit a unique structure of complex algebraic
variety (in analogy with the Baily-Borel theorem) and that it is actually quasi-affine. On his web
page3, Movasati also indicates a construction of what we call “higher Ramanujan vector fields”
with slightly different normalizations (cf. [14] Proposition 5.7).
1.5. Acknowledgments. This work was supported by a public grant as part of the FMJH project,
and is part of my PhD thesis under the supervision of Jean-Benoˆıt Bost. I thank Mikolaj Fraczyk
for sharing his insights on Zariski-density matters and for his interest in this work. I also thank
Hossein Movasati for his kind remarks on a first version of this article, and for making me aware
of his work on this circle of questions.
1.6. Terminology and notations. Besides the terminology and notations of [14], we shall con-
sider the following.
1.6.1. Let M be a complex manifold. Every holomorphic vector bundle pi : V −→M may be seen
as a (commutative) relative complex Lie group over M . We shall occasionally identify V with its
corresponding locally free sheaf of OM -modules of holomorphic sections of pi.
1.6.2. If R is any ring, we denote the constant sheaf with values in R over some complex manifold
M by RM . A local system of R-modules over M is a locally constant sheaf L of R-modules over
M . The dual of L is denoted by L∨ := HomR(L,RM ).
The e´tale´ space of a local system of R-modules L over M will be denoted by E(L); this is a
topological covering space over M whose fiber at each p ∈M is naturally identified to Lp.
1.6.3. Let m,n ≥ 1 be integers. The set of matrices of order m × n over a ring R is denoted by
Mm×n(R). We shall frequently adopt a block notation for elements in M2n×2n(R):(
A B
C D
)
= (A B ; C D),
where A,B,C,D ∈Mn×n(R).
The transpose of a matrix M ∈ Mm×n(R) is denoted by MT ∈ Mn×m(R). For 1 ≤ i ≤ n,
ei ∈Mn×1(R) denotes for the column vector whose entry in the ith line is 1, and all the others are
3See “What is a Siegel quasi-modular form?” in http://w3.impa.br/~hossein/WikiHossein/WikiHossein.html.
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0. The identity matrix in Mn×n(R) is denoted by 1n. For every 1 ≤ i ≤ j ≤ n, we denote by Eij
the unique symmetric matrix (Eijkl)1≤k,l≤n ∈Mn×n(R) such that
Eijkl =
{
1 if (k, l) = (i, j) or (k, l) = (j, i)
0 otherwise.
The symmetric group Symn is the subgroup scheme of Mn×n consisting of symmetric matrices.
The symplectic group Sp2n is defined as the subgroup scheme of GL2n such that for every affine
scheme V = SpecR
Sp2g(V ) = {M ∈ GL2n(R) |MJMT = J}
where
J :=
(
0 1n
−1n 0
)
.
Remark 1.1. As J2 = −12n, the condition MJMT = J is equivalent to M−1 = −JMTJ ; thus
MJMT = J if and only if MTJM = J . In particular, if we write
M =
(
A B
C D
)
∈M2n×2n(R)
for some A,B,C,D ∈ Mn×n(R), then M is in Sp2n(R) if and only if one of the following two
conditions is satisfied
(1) ABT = BAT, CDT = DCT, and ADT −BCT = 1n.
(2) ATC = CTA, BTD = DTB, and ATD − CTB = 1n.
Finally, the Siegel parabolic subgroup Pn of Sp2n consists of matrices (A B ; C D) in Sp2n such
that C = 0.
1.6.4. Let K be a subfield of C and X be an algebraic variety over K (i.e. a reduced separated
scheme of finite type over K). For any complex point x : Spec C −→ X, if x ∈ X denotes the point
in the image of x, and k(x) denotes its residue field, we put
K(x) := k(x).
Let us remark that
trdegKK(x) = min{dimY | Y is an integral closed K-subscheme of X such that x ∈ Y (C)}.
2. Analytic families of complex tori, abelian varieties, and their uniformization
In this section we briefly transpose some of the standard theory of complex tori to a relative
situation, that is, we shall consider analytic families of complex tori. To both simplify and shorten
our exposition, we shall assume that the parameter space is smooth (i.e. a complex manifold); this
largely suffices our needs.
Most of the material included in here, and in the following section, is well known to experts —
and may be even considered as “classical” — but we could not find a convenient reference in the
literature.
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2.1. Relative complex tori. Let M be a complex manifold.
Definition 2.1. A (relative) complex torus over M is a relative complex Lie group pi : X −→ M
over M such that pi is proper with connected fibers. A morphism of complex tori over M is a
morphism of relative complex Lie groups over M .
As any compact connected complex Lie group is a complex torus, every fiber of pi in the above
definition is a complex torus.
In general, for any relative complex Lie group pi : X −→M over M , we may consider its relative
Lie algebra LieM X; this is a holomorphic vector bundle over M whose fiber at each p ∈ M is the
Lie algebra LieXp of the complex torus Xp := pi
−1(p). Moreover, there exists a canonical morphism
of relative complex Lie groups over M
exp : LieMX −→ X
restricting to the usual exponential map of complex Lie groups at each fiber.
Lemma 2.2. Let pi : X −→ M be a complex torus over M . Then exp : LieM X −→ X is a
surjective submersion, and the sheaf of sections of the relative complex Lie group ker(exp) over M
is canonically isomorphic to
R1pi∗ZX := (R1pi∗ZX)∨.
This follows from the classical case where M is a point via a fiber-by-fiber consideration (cf. [26]
I.1). Note that R1pi∗ZX is a local system of free abelian groups over M whose fiber at p ∈ M is
given by the first singular homology group H1(Xp,Z).
Definition 2.3. Let V be a holomorphic vector bundle of rank g over M . By a lattice in V , we
mean a subsheaf of abelian groups L of OM (V ) such that
(1) L is a local system of free abelian groups of rank 2g,
(2) for each p ∈M , the quotient Vp/Lp is compact.
It follows from Lemma 2.2 that, for any complex torus pi : X −→ M of relative dimension g,
R1pi∗ZX may be canonically identified to a lattice in LieM X.
Conversely, if V is a holomorphic vector bundle of rank g over M and L is a lattice in V , then
the e´tale´ space E(L) of L is a relative complex Lie subgroup of V over M and X := V/E(L) is a
complex torus over M of relative dimension g. Furthermore, the relative Lie algebra LieM X gets
canonically identified with V and, under this identification, E(L) is the kernel of the exponential
map exp : LieM X −→ X.
Remark 2.4. The above reasoning actually proves that the category of complex tori over M of
relative dimension g is equivalent to the category of couples (V,L) where V is a holomorphic vector
bundle of rank g over M and L is a lattice in V ; a morphism (V,L) −→ (V ′, L′) in this category is
given by a morphism of holomorphic vector bundles ϕ : V −→ V ′ such that ϕ(E(L)) ⊂ E(L′).
In what follows, we shall drop the notation E(L) and identify a local system with its e´tale´ space.
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2.2. Riemann forms and principally polarized complex tori. Let M be a complex manifold
and pi : X −→M be a complex torus over M .
Definition 2.5. A Riemann form over X is a C∞ Hermitian metric4 H on the vector bundle
LieM X over M such that
E := ImH
takes integral values on R1pi∗ZX .
Observe that E is an alternating R-bilinear form. We also remark that the Hermitian metric H
is completely determined by E: for any sections v and w of LieM X we have H(v, w) = E(v, iw) +
iE(v, w). In particular, by abuse, we may also say that E is Riemann form over X.
Definition 2.6. With the above notations, we say that the Riemann form E is principal if the
induced morphism of local systems
R1pi∗ZX −→ (R1pi∗ZX)∨ ∼= R1pi∗ZX
γ 7−→ E(γ, )
is an isomorphism.
Definition 2.7. Let M be a complex manifold. A principally polarized complex torus over M of
relative dimension g is a couple (X,E), where X is a complex torus over M of relative dimension
g and E is a principal Riemann form over X.
Example 2.8. Let g ≥ 1 and consider the Siegel upper half-space
Hg := {τ ∈Mg×g(C) | τ = τT, Im τ > 0}.
If g = 1, we denote H := H1; this is the Poincare´ upper half-plane. Let us consider the trivial
vector bundle V := Cg ×Hg over Hg and let L be the subsheaf of OHg(V ) given by the image of
the morphism of sheaves of abelian groups
(Zg ⊕ Zg)Hg −→ OHg(V ) = O⊕gHg
(m,n) 7−→ m+ τn
where m and n are considered as column vectors of order g. Then L is a lattice in V and we denote
by
pg : Xg −→ Hg
the corresponding complex torus over Hg of relative dimension g (cf. Remark 2.4). Let Eg be
imaginary part of the Hermitian metric over V given by
(v, w) 7−→ vT(Im τ)−1w.
One may easily verify that Eg takes integral values on L and that γ 7−→ Eg(γ, ) induces an
isomorphism L
∼−→ L∨. We thus obtain a principally polarized complex torus (Xg, Eg) over Hg of
relative dimension g.
4Our convention is that Hermitian forms are anti-linear on the first coordinate and linear on the second.
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2.3. The category Tg of principally polarized complex tori of relative dimension g. Let
Man/C denote the category of complex manifolds. We define a category Tg fibered in groupoids
over Man/C as follows.
(1) An object of the category Tg consists in a complex manifold M and a principally polarized
complex torus (X,E) over M of relative dimension g; we denote such an object by (X,E)/M .
(2) Let (X,E)/M and (X
′, E′)/M ′ be objects of Tg. A morphism
F/f : (X
′, E′)/M ′ −→ (X,E)/M
in Tg is a cartesian diagram of complex manifolds
X ′ X
M ′ M
F
f

preserving the identity sections of the complex tori and such that E′ = f∗E under the
isomorphism of holomorphic vector bundles LieM ′ X
′ ∼−→ f∗ LieM X induced by F . We
may also denote (X ′, E′) = (X,E)×M M ′.
(3) The structural functor Tg −→ Man/C sends an object (X,E)/M of Tg to the complex
manifold M , and a morphism F/f as above to f .
Example 2.9. We define an action of Sp2g(Z) on the object (Xg, Eg)/Hg of Tg
Sp2g(Z) −→ AutTg
(
(Xg, Eg)/Hg
)
γ 7−→ Fγ/fγ
as follows. Recall that an element γ = (A B ; C D) ∈ Sp2g(R) acts on Hg by
fγ : Hg −→ Hg
τ 7−→ γ · τ := (Aτ +B)(Cτ +D)−1.
For γ as above, consider the holomorphic map
F˜γ : C
g ×Hg −→ Cg ×Hg
(z, τ) 7−→ ((j(γ, τ)T)−1z, γ · τ)
where
j(γ, τ) := Cτ +D ∈ GLg(C).
If γ ∈ Sp2g(Z), then for every τ ∈ Hg we have
F˜γ,τ (Z
g + τZg) = Zg + (γ · τ)Zg,
so that F˜γ induces a holomorphic map Fγ : Xg −→ Xg. One easily verifies that
Xg Xg
Hg Hg
Fγ
pg pg
fγ
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is a cartesian diagram of complex manifolds preserving the identity sections and the Riemann forms
Eg, i.e. it defines a morphism Fγ/fγ : (Xg, Eg)/Hg −→ (Xg, Eg)/Hg in Tg. Finally, the formula
j(γ1γ2, τ) = j(γ1, γ2 · τ)j(γ2, τ)
implies that Fγ/fγ is in fact an automorphism of (Xg, Eg)/Hg in Tg and that γ 7−→ Fγ/fγ is a
morphism of groups.5
2.4. De Rham cohomology of complex tori. Let M be a complex manifold and pi : X −→M
be a complex torus over M of relative dimension g.
2.4.1. For any integer i ≥ 0, we define the ith analytic de Rham cohomology sheaf of OM -modules
by
HidR(X/M) := Ripi∗Ω•X/M ,
where Ω•X/M is the complex of relative holomorphic differential forms. If M is a point, we denote
HidR(X) := HidR(X/M).
Remark 2.10. IfM is a point, the analytic de Rham cohomologyHidR(X) is canonically isomorphic
to the quotient of the complex vector space of C∞ closed i-forms over X with values in C by the
subspace of exact i-forms (cf. [12] I.1 p. 16).
The arguments in [5] 2.5 prove, mutatis mutandis, that there is a canonical isomorphism of
OM -modules given by cup product
i∧
H1dR(X/M) ∼−→ HidR(X/M),
and that H1dR(X/M) is (the sheaf of sections of) a holomorphic vector bundle over M of rank
2g. Moreover, the canonical OM -morphism pi∗Ω1X/M −→ H1dR(X/M) induces an isomorphism of
pi∗Ω1X/M onto a rank g subbundle of H1dR(X/M) that we denote by F1(X/M).
Analogously, it follows from the arguments of [19] that H1dR(X/M) is equipped with a canonical
integrable holomorphic connection
∇ : H1dR(X/M) −→ H1dR(X/M)⊗OM Ω1M ,
the Gauss-Manin connection.
Furthermore, the formation of H1dR(X/M), F1(X/M), and ∇, are compatible with every base
change in M .
5Actually, it follows from Proposition 3.4 below (see also Remark 3.5) that γ 7−→ Fγ/fγ is an isomorphism of
groups.
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2.4.2. There is a canonical comparison isomorphism of holomorphic vector bundles
c : HomZ(R1pi∗ZX ,OM ) ∼= R1pi∗ZX ⊗Z OM ∼−→ H1dR(X/M)(2.1)
identifying the the local system of C-vector spaces HomZ(R1pi∗ZX ,CM ) ∼= R1pi∗CX with the
subsheaf of H1dR(X/M) consisting of horizontal sections for the Gauss-Manin connection ([9] I
Proposition 2.28 and II 7.6-7.7). The induced pairing
H1dR(X/M)⊗Z R1pi∗ZX −→ OM
α⊗ γ 7−→ c−1(α)(γ) =:
∫
γ
α
is given at each fiber by “integration of differential forms” (cf. Remark 2.10).
Remark 2.11. In particular, for any section γ of R1pi∗ZX , any C∞ section α of the vector bundle
H1dR(X/M), and any holomorphic vector field θ on M , we have
θ
(∫
γ
α
)
=
∫
γ
∇θα.
Recall that R1pi∗ZX may be naturally identified with a lattice in the holomorphic vector bundle
LieM X. Accordingly, the dual bundle (LieM X)
∨ gets naturally identified with a holomorphic
subbundle of HomZ(R1pi∗ZX ,OM ).
Lemma 2.12. With notations as above, the comparison isomorphism (2.1) induces an isomorphism
of the holomorphic vector bundle (LieM X)
∨ onto F1(X/M).
This also follows from a fiber-by-fiber argument: if M is a point, by identifying H1dR(X) with
the C∞ de Rham cohomology with values in C (Remark 2.10), the subspace F1(X) gets identified
with the space of (1, 0)-forms in H1dR(X), and these correspond to HomC(LieX,C) under the de
Rham isomorphism (cf. [4] Theorem 1.4.1).
2.4.3. If X admits a principal Riemann form E, then, by linearity, we may define a holomorphic
symplectic form 〈 , 〉E on the holomorphic vector bundle H1dR(X/M) over M (cf. [14] Appendix
A) by
〈E(γ, ), E(δ, )〉E := 1
2pii
E(γ, δ)
for any sections γ and δ of R1pi∗ZX , where E(γ, ) and E(δ, ) are regarded as sections of H1dR(X/M)
via the comparison isomorphism (2.1).
Since every section of R1pi∗ZX is horizontal for the Gauss-Manin connection ∇ on H1dR(X/M)
under the comparison isomorphism (2.1), the symplectic form 〈 , 〉E is compatible with ∇: for
every sections α, β of H1dR(X/M), and every holomorphic vector field θ on M , we have
θ〈α, β〉E = 〈∇θα, β〉E + 〈α,∇θβ〉E .(2.2)
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2.5. Relative uniformization of complex abelian schemes. Let U be a smooth separated
C-scheme of finite type and (X,λ) be a principally polarized abelian scheme over U of relative
dimension g. Denote by p : X −→ U its structural morphism. Then the associated analytic space
Uan is a complex manifold, and the analytification pan : Xan −→ Uan of p is a complex torus over
Uan of relative dimension g.
Since the analytification of the coherent OU -module H1dR(X/U) is canonically isomorphic to
H1dR(Xan/Uan), the symplectic form 〈 , 〉λ on H1dR(X/U) defined in [14] 2.2 induces a symplectic
form 〈 , 〉anλ on the holomorphic vector bundle H1dR(Xan/Uan) over Uan.
Lemma 2.13. Let γ and δ be sections of R1p
an∗ ZXan, and let α and β be sections of H1dR(Xan/Uan)
such that γ = 〈 , α〉anλ and δ = 〈 , β〉anλ under (the dual of) the comparison isomorphism (2.1).
Then
(1) The formula
Eλ(γ, δ) :=
1
2pii
〈α, β〉anλ
defines a Riemann form over Xan.
(2) The holomorphic symplectic forms 〈 , 〉Eλ and 〈 , 〉anλ over H1dR(Xan/Uan) coincide.
Proof. We can assume U = Spec C, so that (X,λ) is a principally polarized complex abelian variety.
Recall from [14] 2.2 that we have constructed an alternating bilinear form Qλ on H
1
dR(X/C)
∨,
and that the bilinear form 〈 , 〉λ over H1dR(X/C) is obtained from Qλ by duality. Therefore, to
prove (1), it is sufficient to prove that, under the identification of H1(X
an,Z) with an abelian
subgroup of H1dR(X/C)
∨ via (the dual of) the comparison isomorphism (2.1), for any elements γ
and δ of H1(X
an,Z),
Eλ(γ, δ) :=
1
2pii
Qλ(γ, δ)
is in Z, and that the induced morphism
H1(X
an,Z) −→ Hom(H1(Xan,Z),Z)(∗)
γ 7−→ Eλ(γ, )
is an isomorphism of abelian groups.
Note that, with this definition, (2) is automatic, since for any γ, δ ∈ H1(Xan,Z) we have
〈Eλ(γ, ), Eλ(δ, )〉Eλ =
1
2pii
Eλ(γ, δ) =
1
(2pii)2
Qλ(γ, δ) =
1
(2pii)2
〈Qλ(γ, ), Qλ(δ, )〉anλ
= 〈 1
2pii
Qλ(γ, ),
1
2pii
Qλ(δ, )〉anλ = 〈Eλ(γ, ), Eλ(δ, )〉anλ .
where we identified the vector space H1dR(X/C) with H1dR(Xan) via the canonical analytification
isomorphism.
Now, the topological Chern class c1,top : Pic(X) −→ H2(Xan,Z), defined via the exponential
sequence
0 −→ ZXan −→ OXan −→ O×Xan −→ 0
f 7−→ exp(2piif)
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and the de Rham Chern class c1,dR : Pic(X) −→ H2dR(X/C) (cf. [14] 2.2) are related by the
following commutative diagram (cf. [10] 2.2.5.2)
Pic(X) H2dR(X/C)
H2(Xan,Z) H2(Xan,C)
c1,top
c1,dR
−2pii
where the arrow H2dR(X/C) −→ H2(Xan,C) ∼= Hom(H2(Xan,Z),C) is given by the comparison
isomorphism.
If L is an ample line bundle on X inducing λ, then Qλ = c1,dR(L) under the identification
H2dR(X/C) with the vector space of alternating bilinear forms on H
1
dR(X/C)
∨ (cf. [14] proof of
Lemma 2.1). By the commutativity of the above diagram, we see that Eλ = −c1,top(L) under the
identification of H2(Xan,Z) with the module of alternating (integral) bilinear forms on H1(X
an,Z).
This proves that Eλ takes integral values.
To prove that (∗) is an isomorphism, we simply use the fact that λan is an isomorphism of Xan
onto its dual torus, hence the determinant of the bilinear form on H1(X
an,Z) induced by c1,top(L)
is 1 (cf. [4] 2.4.9). 
Thus, for any smooth separated C-scheme of finite type U and any principally polarized abelian
scheme (X,λ) over U of relative dimension g, the above construction gives a principally polarized
complex torus (Xan, Eλ) over U
an of relative dimension g.
Recall from [14] 3.1 that we denote by Ag,C the moduli stack over C of principally polarized
abelian schemes of relative dimension g over C-schemes. Let SmVar/C be the full subcategory of
Sch/C consisting of smooth separated C-schemes of finite type, and Asmg,C be the full subcategory
of Ag,C consisting of objects (X,λ)/U of Ag,C such that U is an object of SmVar/C.
We can summarize this paragraph by remarking that we have constructed a “relative uniformiza-
tion functor” Asmg,C −→ Tg making the diagram
Asmg,C Tg
SmVar/C Man/C
(strictly) commutative, where SmVar/C −→ Man/C is the classical analytification functor U 7−→
Uan.
Remark 2.14. One can prove that the above diagram is “cartesian” in the sense that it induces an
equivalence of categories between Asmg,C and the full subcategory of Tg formed by the objects lying
above the essential image of the analytification functor SmVar/C −→ Man/C (cf. [10] Rappel 4.4.3
and [6] Theorem 3.10). In particular, for any object U of SmVar/C and any principally polarized
complex torus (X ′, E) over Uan of relative dimension g, there exists up to isomorphism a unique
principally polarized abelian scheme (X,λ) over U of relative dimension g such that (X ′, E)/Uan is
isomorphic to (Xan, Eλ)/Uan in Tg(Uan). In this paper, we shall only need this algebraization result
when U = Spec C, which is classical (cf. [26] Corollary p. 35).
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3. Analytic moduli spaces of complex abelian varieties with a symplectic-Hodge
basis
In this section we consider some moduli problems of principally polarized complex tori, regarded
as functors
T opg −→ Set
where Tg is the category fibered in groupoids over the category of complex manifolds Man/C defined
in 2.3.
Recall that we denote by Bg the smooth quasi-projective scheme over Z[1/2] representing the
stack Bg ⊗Z Z[1/2] (see [14] Theorem 4.1). We shall prove in particular that the complex manifold
Bg(C) = B
an
g,C is a fine moduli space in the analytic category for principally polarized complex
abelian varieties of dimension g endowed with a symplectic-Hodge basis.
3.1. Descent of principally polarized complex tori. Let M be a complex manifold and (X,E)
be a principally polarized complex torus over M of relative dimension g.
If M0 is another complex manifold and M −→M0 is a holomorphic map, we say that (X,E) de-
scends to M0 if there exists a principally polarized complex torus (X0, E0) over M0 and a morphism
(X,E)/M −→ (X0, E0)/M0 in Tg.
Lemma 3.1. With the above notations, suppose that there exists a proper and free left action of a
discrete group Γ on M . If the action of Γ on M lifts to an action of Γ on (X,E)/M in the category
Tg, then (X,E)/M descends to a principally polarized complex torus over the quotient Γ\M .
Sketch of the proof. Consider X as a pair (V,L), where V is a holomorphic vector bundle over M
of rank g, and L is a lattice in V (cf. Remark 2.4). Then, to every γ ∈ Γ there is associated a
holomorphic map ϕγ : V −→ V making the diagram
V V
M M
ϕγ
γ
commute, and compatible with the vector bundle structures. It follows from the commutativity of
this diagram that the action of Γ on V is also proper and free. Thus, there exists a unique holo-
morphic vector bundle structure on the complex manifold Γ\V over Γ\M such that the canonical
holomorphic map V −→ Γ\V induces a vector bundle isomorphism of V onto the pullback to M
of the vector bundle Γ\V over Γ\M .
Analogously, one descends the lattice L to a lattice in Γ\V (consider the e´tale space, for instance),
and the bilinear form E on V to a bilinear form on Γ\V , which is seen to be a principal polarization
a posteriori. 
3.2. Integral symplectic bases over complex tori. Let M be a complex manifold and (X,E)
be a principally polarized complex torus over M of relative dimension g. We denote by pi : X −→M
its structural morphism.
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Definition 3.2. An integral symplectic basis of (X,E)/M is a trivializing 2g-uple (γ1, . . . , γg, δ1, . . . , δg)
of global sections of R1pi∗ZX which is symplectic with respect to the Riemann form E, that is,
E(γi, γj) = E(δi, δj) = 0 and E(γi, δj) = δij
for any 1 ≤ i ≤ j ≤ g.
Example 3.3. Consider the principally polarized complex torus (Xg, Eg) over Hg of Example 2.8
and recall that a section of R1pg∗ZXg is given by a column vector of holomorphic functions on Hg
of the form τ 7−→ m+ τn, for some sections (m,n) of (Zg ⊕Zg)Hg . We can thus define an integral
symplectic basis
βg = (γ1, . . . , γg, δ1, . . . , δg)
of (Xg, Eg)/Hg by
γi(τ) := ei and δi(τ) := τei
for any τ ∈ Hg.
Let (X ′, E′)/M ′ and (X,E)/M be objects of Tg with structural morphisms pi′ : X ′ −→ M ′ and
pi : X −→ M . If F/f : (X ′, E′)/M ′ −→ (X,E)/M is a morphism in Tg, then the isomorphism of
vector bundles
LieM ′X
′ ∼−→ f∗LieMX(3.1)
induced by F identifies the lattice R1pi
′∗ZX′ with f∗R1pi∗ZX . If γ is a section of R1pi∗ZX , we
denote by F ∗γ the section of R1pi′∗ZX′ mapping to f∗γ under (3.1). As the isomorphism (3.1) also
preserves the corresponding Riemann forms, for any integral symplectic basis (γ1, . . . , γg, δ1, . . . , δg)
of (X,E)/M , the 2g-uple of global sections of R1pi
′∗ZX′ given by
F ∗β := (F ∗γ1, . . . , F ∗γg, F ∗δ1, . . . , F ∗δg)
is an integral symplectic basis of (X ′, E′)/M ′ .
Proposition 3.4 (cf. [4] Proposition 8.1.2). The functor T opg −→ Set sending an object (X,E)/M
of Tg to the set of integral symplectic bases of (X,E)/M is representable by (Xg, Eg)/Hg , with
universal integral symplectic basis βg defined in Example 3.3.
Proof. Let (X,E)/M be an object of Tg with structural morphism pi : X −→ M , and let β =
(γ1, . . . , γg, δ1, . . . , δg) be an integral symplectic basis of (X,E)/M . Let W be the real subbundle
of LieM X generated by γ1, . . . , γg. Since E is the imaginary part of a Hermitian metric, for any
nontrivial section γ of W , we have E(γ, iγ) 6= 0. As W is isotropic with respect to E, it follows
that LieM X = W ⊕ iW as a real vector bundle. In particular, γ := (γ1, . . . , γg) trivializes LieM X
as a holomorphic vector bundle. Hence, if δ := (δ1, . . . , δg), then there exists a unique holomorphic
map τ : M −→ GLg(C) such that δ = γτ , where γ and δ are regarded as row vectors of global
holomorphic sections of LieM X.
Let A := (E(γk, iγl))1≤k,l≤g ∈Mg×g(C). Since
δ = γ Re τ + iγ Im τ ,
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the matrix of E in the basis β is given by(
0 A Im τ
−(A Im τ)T (Re τ)TA Im τ − (Im τ)TAT Re τ
)
.
Using that β is symplectic with respect to E, and that A is symmetric and positive-definite (recall
that E is the imaginary part of a Hermitian metric), we conclude that τ factors through Hg ⊂
GLg(C).
Finally, writing X as the quotient of LieM X by R1pi∗ZX , we see that τ lifts to a unique morphism
in Tg
F/τ : (X,E)/M −→ (Xg, Eg)/Hg
satisfying F ∗βg = β. 
Remark 3.5. We may define a left action of the group Sp2g(Z) on the functor T opg −→ Set of
integral symplectic bases, considered in the above proposition, as follows. Let (X,E)/U be an
object of Tg and β be an integral symplectic basis of (X,E)/U . Let γ = (A B ; C D) ∈ Sp2g(Z),
and consider β = (γ1, . . . , γg, δ1, . . . , δg) as a row vector of order 2g; then we define
γ · β := ( γ1 · · · γg δ1 · · · δg )
(
DT BT
CT AT
)
The morphism
Fγ/fγ : (Xg, Eg)/Hg −→ (Xg, Eg)/Hg
defined in Example 2.9 is the unique morphism in Tg satisfying
F ∗γ βg = γ · βg.
3.3. Principal (symplectic) level structures.
3.3.1. Let U be a scheme, and X be an abelian scheme over U . Recall that, for any integer n ≥ 1,
we may define a natural pairing, the so-called Weil pairing,
X[n]×Xt[n] −→ µn,U ,
where µn,U denotes the U -group scheme of nth roots of unity (cf. [26] IV.20).
Fix an integer n ≥ 1, and let ζn ∈ C be the nth root of unity e 2piin . For any scheme U over
Z[1/n, ζn], and any principally polarized abelian scheme (X,λ) over U of relative dimension g, by
identifying Xt[n] with X[n] via λ, and µn,U with (Z/nZ)U via ζn, we obtain a pairing
eλn : X[n]×X[n] −→ (Z/nZ)U .
The formation of eλn is compatible with every base change in U . Moreover, e
λ
n is skew-symmetric
and non-degenerate (cf. [26] IV.23).
Since, for any integer n ≥ 3, there exists a fine moduli space Ag,1,n over Z[1/n] for principally
polarized abelian varieties of dimension g endowed with a full level n-structure (see [27] Theorem
7.9, and the following remark; see also [22] The´ore`me VII.3.2), there also exists a fine moduli space
Ag,n over Z[1/n, ζn] for principally polarized abelian varieties (X,λ) of dimension g endowed with a
symplectic basis of X[n] for the pairing eλn (cf. [13] IV.6). The scheme Ag,n is quasi-projective and
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smooth over Z[1/n, ζn], with connected fibers. In the sequel, we denote the universal principally
polarized abelian scheme over Ag,n by (Xg,n, λg,n), and the universal symplectic basis of Xg,n[n] by
αg,n.
3.3.2. Let (X,E)/M be an object of Tg with structural morphism pi : X −→ M . For any integer
n ≥ 1, by an integral symplectic basis modulo n of (X,E)/M , we mean a 2g-uple of global sections
of the local system of Z/nZ-modules
R1pi∗(Z/nZ)X = R1pi∗ZX/nR1pi∗ZX
which is symplectic with respect to the alternating Z/nZ-linear form on R1pi∗(Z/nZ)X induced by
E.
Remark 3.6. Every integral symplectic basis of (X,E)/M induces an integral symplectic basis
modulo n of (X,E)/M . Conversely, since the natural map Sp2g(Z) −→ Sp2g(Z/nZ) is surjective,
locally on M , every integral symplectic basis modulo n of (X,E)/M can be lifted to an integral
symplectic basis of (X,E)/M .
The notion of integral symplectic bases modulo n is compatible with the notion of principal
level n structures of 3.3.1 in the following sense. Let (X,λ)/U be an object of Asmg,C (see 2.5)
with structural morphism p : X −→ U . The e´tale´ space of the local system R1pan∗ (Z/nZ)Xan is
canonically isomorphic to the n-torsion Lie subgroup Xan[n] of Xan. Under this identification, the
pairing eλn on X[n] coincides, up to a sign, with the reduction modulo n of the Riemann form Eλ (cf.
[26] IV.23 and IV.24), and thus an integral symplectic basis modulo n of (Xan, Eλ)/Uan canonically
corresponds to a symplectic trivialization of Xan[n] with respect to eλn.
3.3.3. Let Γ(n) the kernel of the natural map Sp2g(Z) −→ Sp2g(Z/nZ). Recall that for any n ≥ 3
the induced action of Γ(n) on Hg is free ([26] IV.21 Theorem 5) and proper.
The following proposition is well known.
Proposition 3.7. For any integer n ≥ 3, the complex manifold Ag,n(C) = Aang,n,C is canonically
biholomorphic to the quotient of Hg by Γ(n), and the functor T opg −→ Set sending an object
(X,E)/M of Tg to the set of integral symplectic basis modulo n of (X,E)/M is representable by
(Xang,n,C, Eλg,n)/Aang,n,C.
Proof. As the action of Γ(n) on Hg is proper and free, the quotient
Ag,n := Γ(n)\Hg
is a complex manifold, and the canonical holomorphic map Hg −→ Ag,n is a covering map with Ga-
lois group Γ(n). Moreover, since the action of Γ(n) on Hg lifts to an action of Γ(n) on (Xg, Eg)/Hg in
the category Tg, the principally polarized complex torus (Xg, Eg) over Hg descends to a principally
polarized complex torus (Xg,n, Eg,n) over Ag,n (Lemma 3.1).
Let βg be the integral symplectic basis modulo n of (Xg, Eg)/Hg obtained from βg by reduction
modulo n. Then βg is invariant under the action of Γ(n), and thus it descends to an integral
symplectic basis modulo n of (Xg,n, Eg,n)/Ag,n , say βg,n.
The object (Xg,n, Eg,n)/Ag,n of Tg so constructed represents the functor in the statement with
βg,n serving as universal symplectic basis modulo n. Indeed, let (X,E)/M be an object of Tg, and
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β be an integral symplectic basis modulo n of (X,E)/M . By Remark 3.6, there exists an open
covering M =
⋃
i∈I U
i and, for each i ∈ I, an integral symplectic basis βi of (X,E)/U i lifting β.
By Proposition 3.4, we obtain for each i ∈ I a morphism F i
/f i
: (X,E)/U i −→ (Xg, Eg)/Hg in Tg
satisfying (F i)∗βg = βi. Finally, by construction, for any i, j ∈ I, the compositions of F i/f i and F j/fj
with the projection (Xg, Eg)/Hg −→ (Xg,n, Eg,n)/Ag,n agree over the intersection U i ∩ U j ; hence
they glue to a morphism
F/f : (X,E)/M −→ (Xg,n, Eg,n)/Ag,n
satisfying F ∗βg,n = β, and uniquely determined by this property.
To finish the proof, it is sufficient to show that (Xang,n,C, Eλg,n)/Aang,n,C is isomorphic to (Xg,n, Eg,n)/Ag,n
in the category Tg. By the compatibility of principal level n structures with integral symplectic
bases modulo n, there exists a unique morphism in Tg
F/f : (X
an
g,n,C, Eλg,n)/Aang,n,C −→ (Xg,n, Eg,n)/Ag,n
such that F ∗βg,n is the integral symplectic basis modulo n of (Xang,n,C, Eλg,n)/Aang,n,C associated to
αg,n (the universal principal level n structure of (Xg,n, λg,n)/Ag,n). Since complex tori (over a point)
endowed with a principal Riemann form are algebraizable (cf. Remark 2.14), the holomorphic map
f : Ag,n(C) = A
an
g,n,C −→ Ag,n
is bijective. As the complex manifolds Ag,n and Ag,n(C) have same dimension, f is necessarily a
biholomorphism ([15] p. 19). 
3.4. Symplectic-Hodge bases over complex tori.
3.4.1. Let M be a complex manifold and (X,E) be a principally polarized complex torus over
M of relative dimension g. As in [14] Definition 2.4, by a symplectic-Hodge basis of (X,E)/M ,
we mean a 2g-uple b = (ω1, . . . , ωg, η1, . . . , ηg) of global sections of the holomorphic vector bundle
H1dR(X/M) such that ω1, . . . , ωg are sections of the subbundle F1(X/M), and b is symplectic with
respect to the holomorphic symplectic form 〈 , 〉E .
It follows from Lemma 2.13 that this notion of symplectic-Hodge basis is compatible with its
algebraic counterpart ([14] Definition 2.4) via the “relative uniformization functor” in 2.5.
3.4.2. Consider Siegel parabolic subgroup of Sp2g(C)
Pg(C) =
{(
A B
0 (AT)−1
)
∈M2g×2g(C)
∣∣∣∣ A ∈ GLg(C) and B ∈Mg×g(C) satisfy ABT = BAT} .
Note that Pg(C) is a complex Lie group of dimension g(3g + 1)/2.
Let (X,E) be a principally polarized complex torus of dimension g. If b = (ω η) is a symplectic-
Hodge basis of (X,E), seen as a row vector of order 2g with coefficients in H1dR(X), and p =
(A B ; 0 (AT)−1) ∈ Pg(C), then we put
b · p := ( ωA ωB + η(AT)−1 )
It is easy to check that b · p is a symplectic-Hodge basis of (X,E), and that the above formula
defines a free and transitive action of Pg(C) on the set of symplectic-Hodge bases of (X,E).
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3.4.3. For a complex manifold M , let us denote by Man/M the category of complex manifolds
endowed with a holomorphic map to M .
Lemma 3.8 (cf. [14] Corollary 3.4). Let M be a complex manifold and (X,E) be a principally
polarized complex torus over M of relative dimension g. The functor
Manop/M −→ Set
M ′ 7−→ {symplectic-Hodge bases of (X,E)×M M ′}
is representable by a principal Pg(C)-bundle B(X,E) over M .
Proof. Let us denote by pi : V −→M the holomorphic vector bundleH1dR(X/M)⊕g over M . For any
p ∈ M , the fiber pi−1(p) = Vp is the vector space of g-uples (α1, . . . , αg), with each αi ∈ H1dR(Xp).
Let B be the locally closed analytic subspace of V consisting of points v = (α1, . . . , αg) of V such
that
L := Cα1 + · · ·+ Cαg
is a Lagrangian subspace of H1dR(Xpi(v)) with respect to 〈 , 〉Epi(v) satisfying
F1(Xpi(v))⊕ L = H1dR(Xpi(v)).
By [14] Proposition A.7. (2), a symplectic-Hodge basis (ω1, . . . , ωg, η1, . . . , ηg) of a principally
polarized complex torus is uniquely determined by (η1, . . . , ηg). In particular, for each p ∈M , the
fiber Bp = B ∩ Vp may be naturally identified with the set of symplectic-Hodge bases of (Xp, Ep).
Thus, it follows from 3.4.2 that B is a principal Pg(C)-bundle over M ; in particular, it is a
complex manifold. We also conclude from the above paragraph that B represents the functor in
the statement. 
Remark 3.9. The above construction is compatible, under analytification, with its algebraic coun-
terpart. Namely, let U be a smooth separated C-scheme of finite type, and (X,λ) be a principally
polarized abelian scheme over U . The complex manifold B(Xan, Eλ) over U
an constructed in
Lemma 3.8 is canonically isomorphic to the analytification of the scheme B(X,λ) over U con-
structed in [14] Corollary 3.4.
Recall that we denote by (Xg, λg) the universal principally polarized abelian scheme over Bg,
and by bg the universal symplectic-Hodge basis of (Xg, λg)/Bg .
Proposition 3.10. The functor T opg −→ Set sending an object (X,E)/M of Tg to the set of
symplectic-Hodge bases of (X,E)/M is representable by (X
an
g,C, Eλg)/Bang,C, with universal symplectic-
Hodge basis bg.
Proof. By Lemma 3.8, there exists a complex manifold Bg := B(Xg, Eg) over Hg representing the
functor
Manop/Hg −→ Set
M 7−→ {symplectic-Hodge bases of (Xg, Eg)×Hg M}
Let (XBg , EBg) = (Xg, Eg)×Hg Bg. Note that the principally polarized complex torus (XBg , EBg)
over Bg is equipped with a universal symplectic-Hodge basis bBg , and with an integral symplectic
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basis βBg obtained by pullback from βg via the canonical morphism (XBg , EBg)/Bg −→ (Xg, Eg)/Hg
in Tg.
We now remark that (XBg , EBg)/Bg represents the functor T opg −→ Set sending an object
(X,E)/M of Tg to the cartesian product of the set of symplectic-Hodge bases of (X,E)/M with
the set of integral symplectic bases of (X,E)/M , with (bBg , βBg) serving as a universal object.
Thus, for any element γ ∈ Sp2g(Z), there exists a unique automorphism Ψγ/ψγ of (XBg , EBg)/Bg
in Tg such that Ψ∗γbBg = bBg and Ψ∗γβBg = γ · βBg (where the left action of Sp2g(Z) on integral
symplectic bases is defined as in Remark 3.5).
As the functor Bg : Aopg −→ Set is rigid over C ([14] Lemma 4.3), we see that
(1) γ 7−→ Ψγ/ψγ is in fact an action of Sp2g(Z) on (XBg , EBg)/Bg in the category Tg, and
(2) the action γ 7−→ ψγ of Sp2g(Z) on the complex manifold Bg is free; it is also proper since
it lifts the action on Hg.
Let M be the quotient manifold Sp2g(Z)\Bg and descend (XBg , EBg) to a principally polarized
complex torus (X,E) over M . Since bBg is invariant under the action of Sp2g(Z), we can descend it
to a symplectic-Hodge basis b of (X,E)/M . As in the proof of Proposition 3.7, we may check that
(X,E)/M represents the functor in the statement, with b serving as universal symplectic-Hodge
basis.
To finish the proof, we must prove that (X,E)/M is isomorphic to (X
an
g,C, Eλg)/Bang,C in Tg. For
this, it is sufficient to remark that, by the universal property of (X,E)/M , there exists a unique
morphism in Tg
F/f : (X
an
g,C, Eλg)/Bang,C −→ (X,E)/M
satisfying F ∗b = bg, and that the holomorphic map
f : Bg(C) = B
an
g,C −→M
is bijective since principally polarized complex tori (over a point) are algebraizable (cf. Remark
2.14); then f is necessarily a biholomorphism ([15] p. 19). 
4. The higher Ramanujan equations and their analytic solution ϕg
Fix an integer g ≥ 1. Let us consider the holomorphic coordinate system (τkl)1≤k≤l≤g on the
complex manifold Hg, where τkl : Hg −→ C associates to any τ ∈ Hg its entry in the kth row and
lth column. To this system of coordinates is attached a family (θkl)1≤k≤l≤g of holomorphic vector
fields on Hg, defined by
θkl :=
1
2pii
∂
∂τkl
.
Let (vkl)1≤k≤l≤g be the family of holomorphic vector fields on Bg(C) induced by the higher
Ramanujan vector fields on Bg defined in [14] 5.3.
Definition 4.1. Let U be an open subset of Hg. We say that a holomorphic map u : U −→ Bg(C)
is a solution of the higher Ramanujan equations if
θklu = vkl ◦ u
for every 1 ≤ k ≤ l ≤ g.
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In this section, we construct a global holomorphic solution
ϕg : Hg −→ Bg(C)
of the higher Ramanujan equations. In view of the universal property of the moduli space Bg(C)
(Proposition 3.10), the holomorphic map ϕg will be induced by a certain symplectic-Hodge basis
of the principally polarized complex torus (Xg, Eg) over Hg.
4.1. Definition of ϕg and statement of our main theorem. Recall that the comparison iso-
morphism (2.1) identifies the holomorphic vector bundle (LieHg Xg)
∨ over Hg with F1(Xg/Hg)
(Lemma 2.12). Moreover, it follows from the construction of Xg in Example 2.8 that LieHg Xg is
canonically isomorphic to the trivial vector bundle Cg ×Hg over Hg. Under this isomorphism, we
define the holomorphic frame
(dz1, . . . , dzg)
of F1(Xg/Hg) as the dual of the canonical holomorphic frame of Cg ×Hg.
Theorem 4.2. For each 1 ≤ k ≤ g, consider the global sections of H1dR(Xg/Hg)
ωk := 2pii dzk, ηk := ∇θkkωk
where ∇ denotes the Gauss-Manin connection on H1dR(Xg/Hg). Then,
(1) The 2g-uple
bg := (ω1, . . . ,ωg,η1, . . . ,ηg)
of holomorphic global sections of H1dR(Xg/Hg) is a symplectic-Hodge basis of the principally
polarized complex torus (Xg, Eg)/Hg .
(2) The holomorphic map
ϕg : Hg −→ Bg(C)
corresponding to bg by the universal property of Bg(C) is a solution of the higher Ramanujan
equations (Definition 4.1).
The main idea in our proof is to compute with a C∞ trivialization of the vector bundleH1dR(Xg/Hg).
In the next subsection we develop some preliminary background.
4.2. Preliminary results. Consider the complex conjugation, seen as a C∞ morphism of real
vector bundles over Hg,
H1dR(Xg/Hg) −→ H1dR(Xg/Hg)
α 7−→ α
induced by the comparison isomorphism (2.1), and denote dz¯k := dzk for every 1 ≤ k ≤ g. We may
check fiber by fiber that the 2g-uple of C∞ global sections of H1dR(Xg/Hg)
(dz1, . . . , dzg, dz¯1, . . . , dz¯g)
trivializes H1dR(Xg/Hg) as a C∞ complex vector bundle over Hg.
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For 1 ≤ i ≤ j ≤ g and 1 ≤ k ≤ g, let us define
ηijk := ∇θijωk,
so that
ηk = η
kk
k .
Proposition 4.3. Consider the notations in 1.6.3. For every 1 ≤ i ≤ j ≤ g and 1 ≤ k ≤ g, we
have
ηijk =
g∑
l=1
eTkE
ij(Im τ)−1el Im dzl
as a C∞ section of H1dR(Xg/Hg), where Im dzl := (dzl − dz¯l)/2i.
Proof. For 1 ≤ i ≤ j ≤ g and 1 ≤ k, l ≤ g, let λijkl and µijkl be the C∞ functions on Hg with values
in C defined by the equation
ηijk =
g∑
l=1
(λijkldzl + µ
ij
kldz¯l).
We must prove that λijkl + µ
ij
kl = 0 and that λ
ij
kl =
1
2ie
T
kE
ij(Im τ)−1el.
Let us consider the integral symplectic basis βg = (γ1, . . . , γg, δ1, . . . , δg) of R1pg∗ZXg defined in
Example 3.3. For every 1 ≤ i ≤ j ≤ g and 1 ≤ k, l ≤ g, we have (cf. Remark 2.11)∫
γl
ηijk =
∫
γl
∇ ∂
∂τij
dzk =
∂
∂τij
∫
γl
dzk =
∂
∂τij
δkl = 0
and ∫
δl
ηijk =
∫
δl
∇ ∂
∂τij
dzk =
∂
∂τij
∫
δl
dzk =
∂
∂τij
τkl = E
ij
kl.
Thus, by definition of λijkl and µ
ij
kl, we obtain
0 =
∫
γl
ηijk =
g∑
m=1
(
λijkm
∫
γl
dzm + µ
ij
km
∫
γl
dz¯m
)
= λijkl + µ
ij
kl
and
Eijkl =
∫
δl
ηijk =
g∑
m=1
(
λijkm
∫
δl
dzm + µ
ij
km
∫
δl
dz¯m
)
=
g∑
m=1
λijkm(τml − τml) = 2i
g∑
m=1
λijkm(Im τ)ml.
In matricial notation, if we put λij := (λijkl)1≤k,l≤g ∈Mg×g(C), then we have shown that
2iλij Im τ = Eij
The assertion follows. 
Specializing to the case i = j = k in the above proposition, we obtain the following formulas.
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Corollary 4.4. For any 1 ≤ k ≤ g, we have
ηk =
g∑
l=1
((Im τ)−1)kl Im dzl.
In particular, ηk is the unique global section of H1dR(Xg/Hg) satisfying∫
γl
ηk = 0 and
∫
δl
ηk = δkl
for every 1 ≤ l ≤ g. In other words, ηk may be identified with Eg(γk, ) under the comparison
isomorphism (2.1).
Since every section of R1pg∗ZXg = (R1pg∗ZXg)
∨, seen as a section of H1dR(Xg/Hg) via the
comparison isomorphism (2.1), is horizontal for the Gauss-Manin connection, we obtain the next
corollary.
Corollary 4.5. For any 1 ≤ k ≤ g, the global section ηk of H1dR(Xg/Hg) is horizontal for the
Gauss-Manin connection:
∇ηk = 0.
Our next goal is to use the duality given by the Riemann form Eg to express dzl in terms of C
∞
sections of LieHg Xg.
Lemma 4.6. Let 1 ≤ k ≤ g, and denote by τk the k-th column of τ ∈ Hg. Then
dzk = −Eg(i Im τk, ) + iEg(Im τk, )
as a C∞ section of H1dR(Xg/Hg) under the comparison isomorphism (2.1).
Proof. Note that Im τk = (Im τ)ek. Let γ be a section of R1pg∗ZXg . As Im τ is symmetric and
γ = Re γ + i Im γ, we have
−Eg(i Im τk, γ) + iEg(Im τk, γ) = − Im(i Im τkT(Im τ)−1γ) + i Im(Im τkT(Im τ)−1γ)
= Im(ieTk (Im τ)(Im τ)
−1γ) + i Im(eTk (Im τ)(Im τ)
−1γ)
= Re(eTk γ) + i Im(e
T
k γ)
= eTk γ = dzk(γ).

4.3. Proof of Theorem 4.2. We prove parts (1) and (2) separately.
Proof of Theorem 4.2 (1). As each ωk is by definition a section of F1(Xg/Hg), to prove that bg is
a symplectic-Hodge basis of (Xg, Eg)/Hg it is sufficient to show that it is a symplectic trivialization
of H1dR(Xg/Hg) with respect to the holomorphic symplectic form 〈 , 〉Eg . For this, we claim that
it is enough to prove that
〈ωi,ηj〉Eg = δij(∗)
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for every 1 ≤ i ≤ j ≤ g. Indeed, by Corollary 4.5 and by the compatibility (2.2), equation (∗)
implies that 〈ηi,ηj〉Eg = 0 (apply ∇θii). Since we already know that F1(Xg/Hg) is Lagrangian,
this proves indeed that bg is a symplectic trivialization of H1dR(Xg/Hg).
Fix 1 ≤ i ≤ j ≤ g. By Corollary 4.4, we have
ηj =
g∑
l=1
((Im τ)−1)jl Im dzl,
thus
〈ωi,ηj〉Eg = 2pii
g∑
l=1
((Im τ)−1)jl〈dzi, Im dzl〉Eg .
Now, using Lemma 4.6, we obtain
〈dzi, Im dzl〉Eg = 〈−Eg(i Im τi, ) + iEg(Im τi, ), Eg(Im τl, )〉Eg
= −〈Eg(i Im τi, ), Eg(Im τl, )〉Eg + i〈Eg(Im τi, ), Eg(Im τl, )〉Eg
=
1
2pii
(−Eg(i Im τi, Im τl) + iEg(Im τi, Im τl))
=
1
2pii
Im(i Im τTi (Im τ)
−1 Im τl)
=
1
2pii
eTi (Im τ)el =
1
2pii
(Im τ)il.
Therefore, since Im τ is symmetric,
〈ωi,ηj〉Eg =
g∑
l=1
((Im τ)−1)jl(Im τ)li = δij .

Let M be a complex manifold and (X,E) be a principally polarized complex torus over M of
relative dimension g. Let us denote by ∇ the Gauss-Manin connection on H1dR(X/M). To any
symplectic-Hodge basis b = (ω1, . . . , ωg, η1, . . . , ηg) of (X,E)/M we can associate a morphism of
OM -modules (cf. [14] Theorem 5.4)
c : TM −→ Γ2(F1(X/M)∨)⊕H1dR(X/M)⊕g
θ 7−→ (κ(θ),∇θη1, . . . ,∇θηg)
where
κ : TM −→ Γ2(F1(X/M)∨)
θ 7−→
g∑
i=1
〈 , ηi〉E ⊗ 〈 ,∇θωi〉E
is the Kodaira-Spencer morphism defined as in [14] 5.1.2.6
6Recall that Γ2(F1(X/M)∨) denotes the submodule of symmetric tensors in F1(X/M)∨ ⊗F1(X/M)∨.
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This construction is compatible with base change: if M ′ is another complex manifold, (X ′, E′)
is a principally polarized complex torus over M ′ of relative dimension g, and b′ is a symplectic-
Hodge basis of (X ′, E′)/M ′ , then for any morphism F/f : (X ′, E′)/M ′ −→ (X,E)/M in Tg such that
F ∗b = b′, the diagram
TM ′ f
∗TM
Γ2(F1(X ′/M ′)∨)⊕H1dR(X ′/M ′)⊕g f∗(Γ2(F1(X/M)∨)⊕H1dR(X/M)⊕g)
Df
c′ f∗c
∼
commutes.
Remark 4.7. Applying the above construction to the universal symplectic-Hodge basis bg of
(Xang,C, Eλg)/Bang,C , we obtain the analytification c
an
g,C of the morphism cg defined in [14] Theorem
5.4.
Part (2) in Theorem 4.2 will be an easy consequence of the following characterization.
Proposition 4.8. Let U ⊂ Hg be an open subset and u : U −→ Bg(C) be the holomorphic map
corresponding to a principally polarized complex torus (X,E) over U endowed with some symplectic-
Hodge basis b = (ω1, . . . , ωg, η1, . . . , ηg). Then the following are equivalent:
(1) u is a solution of the higher Ramanujan equations.
(2) For every 1 ≤ i ≤ j ≤ g, we have
c(θij) = u
∗cang,C(vij)
where c : TU −→ Γ2(F1(X/U)∨) ⊕ H1dR(X/U)⊕g is the morphism defined above for the
symplectic-Hodge basis b of (X,E)/U , and vij are the higher Ramanujan vector fields on
Bg(C).
(3) For every 1 ≤ i ≤ j ≤ g, we have
(i) ∇θijωi = ηj, ∇θijωj = ηi, and ∇θijωk = 0, for k /∈ {i, j}
(ii) ∇θijηk = 0, for 1 ≤ k ≤ g.
Proof. The equivalence between (1) and (2) follows from the commutativity of the diagram
TU u
∗TBang,C
Γ2(F1(X/U)∨)⊕H1dR(X/U)⊕g u∗
(
Γ2(F1(Xang,C/Bang,C)∨)⊕H1dR(Xang,C/Bang,C)⊕g
)c
Du
u∗cang,C
∼
and the injectivity of u∗cang,C (cf. [14] Theorem 5.4).
The same argument in the proof of [14] Proposition 5.7 proves the equivalence between (2) and
(3). 
Proof of Theorem 4.2 (2). By Proposition 4.8, it is sufficient to prove that, for every 1 ≤ i ≤ j ≤ g,
we have
(i) ∇θijωi = ηj , ∇θijωj = ηi, and ∇θijωk = 0, for k /∈ {i, j}
(ii) ∇θijηk = 0, for 1 ≤ k ≤ g.
Now, (i) follows directly from Proposition 4.3, and (ii) is the content of Corollary 4.5. 
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4.4. The case g = 1. We now explicitly describe the holomorphic map ϕ1 : H −→ B1(C). For
every k ≥ 1, let us denote by E2k : H −→ C the classical (level 1) Eisenstein series of weight 2k
normalized by E2k(+i∞) = 1.
Proposition 4.9. Let ϕ1 : H −→ B1(C) be the holomorphic map defined in Theorem 4.2 for g = 1.
Then
(1) Under the identification B1 ∼= Spec Z[1/2, b2, b4, b6,∆−1] of [14] Theorem 6.2, we have
ϕ1(τ) =
(
E2(τ),
1
2
θE2(τ),
1
6
θ2E2(τ)
)
,
where θ = 12pii
d
dτ .
(2) Under the identification of [14] Remark 6.3, we have
ϕ1(τ) = (E2(τ), E4(τ), E6(τ)).
Proof. By the change-of-coordinates formulas in [14] Remark 6.3, it is sufficient to prove (2). For
every τ ∈ H, we denote by Xτ the complex elliptic curve defined by the equation
y2 = 4x3 − E4(τ)
12
x+
E6(τ)
216
.
Recall that there is an isomorphism
Fτ : X1,τ
∼−→ Xτ (C)
z 7−→
{((
1
2pii
)2
℘τ (z) :
(
1
2pii
)3
℘′τ (z) : 1
)
if z 6= 0
(0 : 1 : 0) if z = 0
where ℘τ denotes the Weierstrass ℘-function associated to the lattice Z + τZ ⊂ C. Furthermore,
we have (cf. [18] A1.3.16)
η1 = ∇θω1 =
1
2pii
℘τ (z)dz − E2(τ)
12
ω1.
Let ϕ : H −→ B1(C) be given by ϕ(τ) = (E2(τ), E4(τ), E6(τ)). Then, for every τ ∈ H, the
isomorphism
Φτ : X1,τ
∼−→ X1,ϕ(τ)(C)
z 7−→
{((
1
2pii
)2
℘τ (z)− E2(τ)12 :
(
1
2pii
)3
℘′τ (z) : 1
)
if z 6= 0
(0 : 1 : 0) if z = 0
satisfies
Φ∗τ
(
dx
y
)
= ω1 and Φ
∗
τ
(
x
dx
y
)
= η1.
By making τ vary in H, we obtain a morphism Φ/ϕ : X1 −→ Xan1,C in T1. Since Φ∗(dx/y, xdx/y) =
b1, we must have ϕ = ϕ1 by definition of ϕ1. 
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5. Values of ϕg and transcendence degree of fields of periods of abelian varieties
Let X be a complex abelian variety (resp. a complex torus). For any subfield k of C, we say
that X is definable over k if there exists an abelian variety X0 over k such that X is isomorphic to
X0 ⊗k C as a complex abelian variety (resp. isomorphic to X0(C) as a complex torus).
Lemma 5.1. For any complex abelian variety X (resp. polarizable complex torus), there exists a
smallest algebraically closed subfield k of C over which X is definable.
Proof. Let g be the dimension of X, and let λ : X −→ Xt be any polarization on X (not necessarily
principal). If λ is of degree d2, then the isomorphism class of the couple (X,λ) defines a complex
point x ∈ Ag,d,1(C), where Ag,d,1 denotes the coarse moduli space over Q of abelian varieties of
dimension g endowed with a polarization of degree d2 (cf. [27] Theorem 7.10). Let k be the algebraic
closure in C of the residue field Q(x) (see 1.6.4).
It is clear that X is definable over k. To prove that k is the smallest algebraically closed subfield
of C with this property, let k′ be any algebraically closed subfield of C over which there is an abelian
variety X ′ such that X is isomorphic to X ′ ⊗k′ C. As k′ is algebraically closed, the polarization
λ on X descends to a polarization λ′ on X ′ such that (X,λ) and (X ′, λ′) ⊗k′ C are isomorphic
as polarized complex abelian varieties7. Thus the morphism x : Spec C −→ Ag,d,1 factors through
Spec k′, which implies that Q(x) ⊂ k′. As k′ is algebraically closed, we obtain k ⊂ k′. 
Definition 5.2. Let X be a complex abelian variety, k be the smallest algebraically closed subfield
of C over which X is definable, and fix a k-model X0 of X. The field of periods P(X) of X is
defined as the smallest subfield of C containing k and the image of pairing
H1dR(X0/k)⊗H1(X0(C),Z) −→ C
α⊗ γ 7−→
∫
γ
α
given by “integration of differential forms” (cf. 2.4.2).
Note that P(X) does not depend on the choice of X0.
This section is devoted to the proof of the following theorem.
Theorem 5.3. Let g ≥ 1 be an integer. With notations as in Example 2.8 and Theorem 4.2, for
every τ ∈ Hg the field of periods P(Xg,τ ) of the polarizable complex torus Xg,τ := Cg/(Zg + τZg)
is an algebraic extension of Q(2pii, τ, ϕg(τ)). In particular,
trdegQQ(2pii, τ, ϕg(τ)) = trdegQP(Xg,τ ).
5.1. Period matrices. Let us consider the general symplectic group; namely, the subgroup scheme
GSp2g of GL2g over Spec Z such that, for every affine scheme V = SpecR, we have
GSp2g(V ) =
{(
A B
C D
)
∈M2g×2g(R)
∣∣∣∣ A,B,C,D ∈Mg×g(R) satisfyABT = BAT, CDT = DCT, and ADT −BCT ∈ R×1g
}
.
7This follows from the fact that, for any abelian varieties X and Y over a field K, the functor Schop/K −→ Set given
by U 7−→ HomGpSch/U (X ×K U, Y ×K U) is representable by an e´tale K-scheme.
30 TIAGO J. FONSECA
We can define a morphism of group schemes
ν : GSp2g −→ Gm
as follows: if s = (A B ; C D) ∈ GSp2g(V ), then ν(s) ∈ R× satisfies ADT −BCT = ν(s)1g. Note
that Sp2g is the kernel of ν.
We denote by GSp∗2g the open subscheme of GSp2g defined by the condition A ∈ GLg(R) in the
above notations.
Let (X,E) be a principally polarized complex torus of dimension g, and b = (ω1, . . . , ωg, η1, . . . , ηg)
(resp. β = (γ1, . . . , γg, δ1, . . . , δg)) be a symplectic-Hodge basis (resp. an integral symplectic basis)
of (X,E).
Definition 5.4. The period matrix of (X,E) with respect to b and β is defined by
P (X,E, b, β) :=
(
Ω1 N1
Ω2 N2
)
∈M2g×2g(C),
where
(Ω1)ij :=
∫
γi
ωj (N1)ij :=
∫
γi
ηj
(Ω2)ij :=
∫
δi
ωj (N2)ij :=
∫
δi
ηj .
Note that P (X,E, b, β) is simply the matrix of the comparison isomorphism (2.1) with respect
to the bases b of H1dR(X) and (E( , δ1), . . . , E( , δg), E(γ1, ), . . . , E(γg, )) of Hom(H1(X,Z),C).
Remark 5.5. In particular, let (X,λ) be a principally polarized complex abelian variety, k be the
smallest algebraically closed subfield of C over which X is definable, and (X0, λ0) be a k-model of
(X,λ). Then, if b is any symplectic-Hodge basis of (X0, λ0), and β is any integral symplectic basis
of (Xan, Eλ), the field of periods P(X) of X is generated over k by the coefficients of the period
matrix P (Xan, Eλ, b, β).
Lemma 5.6. For any (X,E, b, β) as above, we have
(1) P (X,E, b, β) ∈ GSp2g(C) and ν(P (X,E, b, β)) = 2pii,
(2) Ω1 ∈ GLg(C) (i.e. P (X,E, b, β) ∈ GSp∗2g(C)) and Ω2Ω−11 ∈ Hg.
Proof. Knowing that P (X,E, b, β) is a base change matrix with respect to symplectic bases, (1) is
simply a rephrasing of Lemma 2.13 and (2) is a particular case of the classical Riemann relations
(cf. proof of Proposition 3.4). 
5.2. Auxiliary lemmas. We shall need the following auxiliary results.
Lemma 5.7. The morphism of schemes
GSp∗2g −→ Gm ×Z Symg ×Z Pg
s 7−→ (ν(s), τ(s), p(s))
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where
τ
(
A B
C D
)
:= CA−1 and p
(
A B
C D
)
:=
(
A−1 −BT
0 AT
)
is an isomorphism.
Proof. We simply remark that(
λ, Z,
(
X Y
0 (XT)−1
))
7−→
(
X−1 −Y T
ZX−1 (λ1g − ZX−1Y )XT
)
is an inverse to the morphism defined in the statement. 
Lemma 5.8. Let F : (X,E) −→ (X ′, E′) be an isomorphism of principally polarized complex
tori of dimension g, β = (γ1, . . . , γg, δ1, . . . , δg) be an integral symplectic basis of (X,E) and b
′ be
a symplectic-Hodge basis of (X ′, E′). We denote by F∗β the integral symplectic basis of (X ′, E′)
given by pushforward in singular homology. Then the symplectic-Hodge basis
b = (ω1, . . . , ωg, η1, . . . , ηg) := F
∗b′ · p
(
1
2pii
P (X ′, E′, b′, F∗β)
)
of (X,E) satisfy ∫
γi
ηj = 0,
∫
δi
ηj = δij
for every 1 ≤ i, j ≤ g.
The proof this lemma is a straightforward computation.
5.3. Proof of Theorem 5.3. Let Ag be the coarse moduli space associated to the Deligne-
Mumford stack Ag −→ Spec Z (which exists as an algebraic space by the Keel-Mori theorem,
cf. [31] Theorem 11.1.2). We recall that Ag is a quasi-projective scheme over Spec Z (cf. [22] VII
The´ore`me 4.2) endowed with a canonical morphism Ag −→ Ag inducing, for every algebraically
closed field k, a bijection of Ag(k) with the set of isomorphism classes of principally polarized
abelian varieties over k.
Since any principally polarized complex torus (X,E) of dimension g is algebraizable, (X,E)
defines an isomorphism class in the category Ag(C) that we shall denote [(X,E)]. Let
jg : Hg −→ Ag(C)
τ 7−→ [(Xg,τ , Eg,τ )].
The next result follows immediately from our proof of the Lemma 5.1.
Lemma 5.9. For any τ ∈ Hg, the smallest algebraically closed subfield over which Xg,τ is definable
is given by the algebraic closure in C of the residue field Q(jg(τ)).
Proof of Theorem 5.3. Let τ ∈ Hg and fix any integer n ≥ 3. The principally polarized complex
torus (Xg,τ , Eg,τ ) endowed with the integral symplectic basis modulo n induced by βg,τ (cf. Remark
3.6) defines a complex point u(τ) ∈ Ag,n(C) in the fine moduli space Ag,n over Z[1/n, ζn] of
principally polarized abelian varieties of dimension g endowed with a symplectic basis of its n-
torsion subscheme (cf. 3.3).
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Let (Xg,n, λg,n) denote the universal principally polarized abelian scheme over Ag,n. Then, by
the remark following [14] Definition 2.4, there exists a Zariski open neighborhood U ⊂ Ag,n,Q
of u(τ) over which (Xg,n,Q, λg,n) admits a symplectic-Hodge basis b. Let us denote by (X,λ) =
(Xg,n,Q, λg,n)×Ag,n,Q U the restriction of (Xg,n,Q, λg,n) to U .
In the following, fiber products will be taken with respect to Q. The symplectic-Hodge basis b
of (X,λ)/U induces an isomorphism of principal Pg-bundles over U
Pg,Q × U
∼−→ B(X,λ)
(p, u) 7−→ bu · p,
where B(X,λ) is the U -scheme defined in [14] Corollary 3.4. By composing this isomorphism with
the isomorphism in Lemma 5.7, we obtain the isomorphism of Q-schemes
f : GSp∗
2g,Q
× U −→ Gm,Q × Symg,Q ×B(X,λ)
(s, u) 7−→ (ν(s), τ(s), bu · p(s)).
Note that the canonical morphism h : B(X,λ) −→ Bg,Q ∼= Bg,Q is quasi-finite, since it fits into
the cartesian diagram of Deligne-Mumford stacks
B(X,λ) Bg,Q
U Ag,Q
h

where the bottom arrow U −→ Ag,Q is given by the composition of the open immersion U ⊂ Ag,n,Q
with the (canonical) finite e´tale morphism Ag,n,Q −→ Ag,Q.
In particular, by composing f with h, we obtain a quasi-finite morphism of Q-schemes
q : GSp∗
2g,Q
× U −→ Gm,Q × Symg,Q ×Bg,Q
given on geometric points by
q(s, u) = (ν(s), τ(s), [(Xu, λu, bu · p(s))])
where [(Xu, λu, bu · p(s))] denotes the isomorphism class in Bg(k(u)) of (Xu, λu, bu · p(s)), and k(u)
denotes the residue field of u ∈ U .
Let F : (Xg,τ , Eg,τ )
∼−→ (Xanu(τ), Eλu(τ)) be the isomorphism of principally polarized complex tori
corresponding, by the universal property of Ag,n, to the reduction of the integral symplectic basis
βg,τ modulo n, and put
s(τ) :=
1
2pii
P (Xanu(τ), Eλu(τ) , bu(τ), F∗βg,τ ) ∈ GSp∗2g(C).
It follows from Corollary 4.4 and Lemma 5.8 that F ∗bu(τ) · p(s(τ)) = bg,τ , so that
[(Xu(τ), λu(τ), bu(τ) · p(s(τ)))] = [(Xg,τ , Eg,τ , bg,τ )] = ϕg(τ).
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Thus, by Lemma 5.6, we obtain
q(s(τ), u(τ)) =
(
1
2pii
, τ, ϕg(τ)
)
∈ Gm(C)× Symg(C)×Bg(C).
To finish the proof, it is sufficient to show that P(Xg,τ ) is an algebraic extension of Q(s(τ), u(τ)).
For this, let
h : Ag,n,Q −→ Ag,Q
be the canonical map; then h(u(τ)) = jg(τ). As h is finite (in fact, it identifies Ag,Q with the
quotient Sp2g(Z/nZ) \ Ag,n,Q), the residue field Q(u(τ)) is a finite extension of Q(jg(τ)). Then,
it follows from Corollary 5.9 that Q(u(τ)) is contained in the smallest algebraically closed field
of C over which Xg,τ is definable (namely, the algebraic closure in C of Q(jg(τ))). Finally, since
2pii ∈ P(Xg,τ ) by Lemma 5.6 (1), the assertion follows from Remark 5.5. 
6. Group-theoretic interpretation of Bg(C) and of the higher Ramanujan vector
fields
In this section we shall explain how to realize the complex manifold Bg(C) as a domain (in the
analytic topology) of the quotient manifold Sp2g(Z)\ Sp2g(C) (Corollary 6.7).
We shall also give an explicit expression for the higher Ramanujan vector fields, and for the
holomorphic map ϕg : Hg −→ Bg(C), under this group-theoretic interpretation. For this, recall
that the Lie algebra of Sp2g(C) is given by
Lie Sp2g(C) =
{(
A B
C D
)
∈M2g×2g(C)
∣∣∣∣BT = B, CT = C, D = −AT} .
For 1 ≤ k ≤ l ≤ g, let us consider the left invariant holomorphic vector field V˜kl on Sp2g(C)
corresponding to
1
2pii
(
0 Ekl
0 0
)
∈ Lie Sp2g(C);
it descends to a holomorphic vector field Vkl on the quotient Sp2g(Z)\ Sp2g(C).
Theorem 6.1. Let (vkl)1≤k≤l≤g be the higher Ramanujan vector fields on Bg(C). Under the
identification of Bg(C) with an open submanifold of Sp2g(Z)\ Sp2g(C) of Corollary 6.7, we have:
(1) For every 1 ≤ k ≤ l ≤ g,
vkl = Vkl|Bg(C).
(2) The solution of the higher Ramanujan equations ϕg : Hg −→ Bg(C) is given by
ϕg(τ) = Sp2g(Z)
(
1g τ
0 1g
)
∈ Sp2g(Z)\Sp2g(C).
As an example of application, we shall prove the following easy consequence of the above theorem.
Corollary 6.2. The image of ϕg : Hg −→ Bg(C) is closed for the analytic topology.
34 TIAGO J. FONSECA
6.1. Realization of Bg(C) as an open submanifold of Sp2g(Z)\ Sp2g(C). Let Bg = B(Xg, Eg)
be the principal Pg(C)-bundle over Hg associated to the principally polarized complex torus
(Xg, Eg)/Hg as defined in Lemma 3.8, so that the fiber of Bg −→ Hg over τ ∈ Hg is given by
the set of symplectic-Hodge bases of (Xg,τ , Eg,τ ).
We shall first realize Bg as a “period domain” in Sp2g(C). For this, let us introduce the following
convenient modification of period matrices (Definition 5.4).
Definition 6.3. Let (X,E) be a principally polarized complex torus of dimension g, and b (resp.
β) be a symplectic-Hodge basis (resp. an integral symplectic basis) of (X,E). Let
P (X,E, b, β) =
(
Ω1 N1
Ω2 N2
)
∈ GSp2g(C)
be the period matrix of (X,E) with respect to b and β. We define
Π(X,E, b, β) :=
(
N2
1
2piiΩ2
N1
1
2piiΩ1
)
∈ Sp2g(C)
Observe that this matrix is indeed symplectic by Lemma 5.6.
We define a holomorphic map Π : Bg −→ Sp2g(C) as follows. Let q be a point in Bg lying above
τ ∈ Hg, and corresponding to the symplectic-Hodge basis b of (Xg,τ , Eg,τ ), then
Π(q) := Π(Xg,τ , Eg,τ , b, βg,τ )
where βg is the integral symplectic basis of (Xg, Eg)/Hg defined in Example 3.3.
Remark 6.4. Alternatively, recall that Hg may be regarded as the moduli space for principally
polarized complex tori of dimension g endowed with an integral symplectic basis (Proposition 3.4).
In particular, as already remarked in the proof of Proposition 3.10, points in Bg correspond to
isomorphism classes [(X,E, b, β)] of quadruples (X,E, b, β), where (X,E) is a principally polarized
complex torus of dimension g, and b (resp. β) is a symplectic-Hodge basis (resp. integral symplectic
basis) of (X,E). Under this identification, the map Π : Bg −→ Sp2g(C) is given by [(X,E, b, β)] 7−→
Π(X,E, b, β).
Let us consider the moduli-theoretic interpretation of Bg of the above remark, and recall that
Bg is endowed with a natural left action of the discrete group Sp2g(Z) given by(
A B
C D
)
· [(X,E, b, β)] =
[(
X,E, b, β ·
(
DT BT
CT AT
))]
(cf. Remark 3.5), and a right action of the Siegel parabolic subgroup Pg(C) ≤ Sp2g(C) given by
[(X,E, b, β)] · p = [(X,E, b · p, β)],
where both β and b are regarded as row vectors of order 2g.
Let us denote by P ′g the subgroup scheme of Sp2g consisting of matrices (A B ;C D) such that
B = 0. A simple computation proves the following equivariance properties of Π : Bg −→ Sp2g(C).
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Lemma 6.5. Consider the isomorphism of groups
Pg(C)
∼−→ P ′g(C)
p =
(
A B
0 (AT)−1
)
7−→ p′ :=
(
(AT)−1 0
2piiB A
)
.
Then, for any q ∈ Bg, γ ∈ Sp2g(Z), and p ∈ Pg(C), we have
Π(γ · q) = γΠ(q) and Π(q · p) = Π(q)p′
in Sp2g(C).
Let us now consider the Lagrangian Grassmannian, namely the smooth and quasi-projective
C-scheme of dimension g(g + 1)/2 obtained as the quotient of complex affine algebraic groups
Lg := Sp2g,C/P
′
g,C.
The complex manifold Lg(C) = Sp2g(C)/P
′
g(C) may be naturally identified with the quotient of
M := {(Z1, Z2) ∈Mg×g(C)×Mg×g(C) | ZT1 Z2 = ZT2 Z1, rank(Z1 Z2) = g}
by the right action of GLg(C) defined by matrix multiplication:
(Z1, Z2) · S := (Z1S,Z2S).
We denote the class in Lg(C) of a point (Z1, Z2) ∈M by (Z1 : Z2). The canonical map
pi : Sp2g,C −→ Lg
is then given on complex points by
pi
(
A B
C D
)
= (B : D).
Proposition 6.6. Let ι : Hg −→ Lg(C) be the open embedding given by ι(τ) = (τ : 1g). Then the
diagram of complex manifolds
Bg Sp2g(C)
Hg Lg(C)
Π
pi
ι
is cartesian. That is, Π : Bg −→ Sp2g(C) induces a biholomorphism of Bg onto the open subman-
ifold
pi−1(ι(Hg)) =
{(
A B
C D
)
∈ Sp2g(C)
∣∣∣∣D ∈ GLg(C), BD−1 ∈ Hg}
of Sp2g(C), and makes the above diagram commute.
Proof. The commutativity of the diagram in the statement is easy (cf. proof of Proposition 3.4).
In particular, if q, q′ ∈ Bg satisfy Π(q) = Π(q′), then they lie above the same point τ ∈ Hg. Let b
(resp. b′) be the symplectic-Hodge basis of (Xg,τ , Eg,τ ) corresponding to q (resp. q′). Since period
matrices are base change matrices for the comparison isomorphism, and
Π(Xg,τ , Eg,τ , b, βg,τ ) = Π(Xg,τ , Eg,τ , b
′, βg,τ ),
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it is clear that b = b′. This proves that Π is injective.
Observe that Bg and Sp2g(C) are complex manifolds of same dimension. Thus, to finish our
proof, it suffices to check that Π(Bg) = pi
−1(ι(Hg)) ([15] p. 19). Let s ∈ pi−1(ι(Hg)), and let
τ ∈ Hg be such that ι(τ) = pi(s). Fix any q ∈ Bg lying above τ ∈ Hg. Then, there exists a unique
p′ ∈ P ′g(C) such that s = Π(q)p′. Hence, by Lemma 6.5, s = Π(q · p) ∈ Π(Bg). 
Recall from Proposition 3.10 that the canonical map
Bg −→ Bg(C)
[(X,E, b, β)] 7−→ [(X,E, b)](6.1)
induces a biholomorphism
Sp2g(Z)\Bg ∼−→ Bg(C).
Furthermore, note that Lemma 6.5 implies that the action of Sp2g(Z) on Sp2g(C) by left multipli-
cation preserves the open subset Π(Bg).
Corollary 6.7. The map Π : Bg −→ Sp2g(C) induces a biholomorphism of Bg(C) onto the open
submanifold of Sp2g(Z)\ Sp2g(C)
Sp2g(Z) \Π(Bg) = {Sp2g(Z)s ∈ Sp2g(Z)\Sp2g(C) | pi(s) ∈ ι(Hg)}.
6.2. Proof of Theorem 6.1 and of Corollary 6.2. We prove parts (1) and (2) of Theorem 6.1
separately.
Proof of Theorem 6.1 (1). It is sufficient to prove that the solutions of the differential equations
defined by vkl and by Vkl coincide. More precisely, let U be a simply connected open subset of Hg,
and u : U −→ Bg(C) be a solution of the higher Ramanujan equations (Definition 4.1); we shall
prove that, for any lifting
Bg
U Bg(C)
u˜
u
of u, the holomorphic map h := Π ◦ u˜ : U −→ Sp2g(C) is a solution of the differential equations
θklh = V˜kl ◦ h, 1 ≤ k ≤ l ≤ g.(6.2)
where θkl =
1
2pii
∂
∂τkl
.
By the universal property of Bg, the holomorphic map u˜ corresponds to a principally polarized
complex torus (X,E) over U , of relative dimension g, endowed with a symplectic-Hodge basis
b = (ω1, . . . , ωg, η1, . . . , ηg) and an integral symplectic basis β = (γ1, . . . , γg, δ1, . . . , δg). For τ ∈ U ,
let us write
h(τ) =
(
N2(τ)
1
2piiΩ2(τ)
N1(τ)
1
2piiΩ1(τ)
)
∈ Sp2g(C)
where Ω1,Ω2, N1, N2 : U −→Mg×g(C) are holomorphic.
Now, since u is a solution of the higher Ramanujan equations, it follows from Proposition 4.8
(3) that, for every 1 ≤ i ≤ j ≤ g,
HIGHER RAMANUJAN EQUATIONS II 37
(i) θijΩ1 = N1E
ij , θijΩ2 = N2E
ij
(ii) θijN1 = 0, θijN2 = 0.
As U is connected, (ii) implies that N1 and N2 are constant. Thus, (i) implies that
1
2piiΩ1 − N1τ
and 12piiΩ2−N2τ are also constant. In other words, there exists a unique element s ∈ Sp2g(C) such
that
h(τ) = s
(
1g τ
0 1g
)
for every τ ∈ U . Finally, since each V˜kl is left invariant, it is easy to see that h is a solution of the
differential equations (6.2). 
Lemma 6.8. For any τ ∈ Hg, we have
Π(Xg,τ , Eg,τ , bg,τ , βg,τ ) =
(
1g τ
0 1g
)
.
Proof. Let us write
Π(Xg,τ , Eg,τ , bg,τ , βg,τ ) =
(
N2(τ)
1
2piiΩ2(τ)
N1(τ)
1
2piiΩ1(τ)
)
.
By definition of βg and of bg, it is clear that Ω1(τ) = 2pii1g and that Ω2(τ) = 2piiτ . That N1(τ) = 0
and N2(τ) = 1g is a reformulation of Corollary 4.4. 
Proof of Theorem 6.1 (2). By definition, ϕg is given by the composition of
Hg −→ Bg
τ 7−→ [(Xg,τ , Eg,τ , bg,τ , βg,τ )]
with the canonical map Bg −→ Bg(C). The result now follows from Lemma 6.8. 
Proof of Corollary 6.2. Consider the subgroup
Ug(C) :=
{(
1g Z
0 1g
)
∈M2g×2g(C)
∣∣∣∣ZT = Z} ≤ Sp2g(C).
The statement is equivalent to asserting that the image of Ug(C) ⊂ Sp2g(C) in the quotient
Sp2g(Z)\ Sp2g(C) is closed, or, equivalently, that Sp2g(Z) · Ug(C) ⊂ Sp2g(C) is closed. Let us
consider the (holomorphic) map
f : Sp2g(C) −→Mg(C)×Mg(C)(
A B
C D
)
7−→ (A,C).
Now, one simply remarks that
Sp2g(Z) · Ug(C) = f−1(f(Sp2g(Z))).
Since f(Sp2g(Z)) ⊂ Mg(Z) ×Mg(Z), and Mg(Z) ×Mg(Z) is a closed discrete subset of Mg(C) ×
Mg(C) for the analytic topology, we conclude that Sp2g(Z) · Ug(C) is closed in Sp2g(C). 
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7. Zariski-density of leaves of the higher Ramanujan foliation
Let us denote by Rg the subbundle of the holomorphic tangent bundle TBg(C) generated by
the higher Ramanujan vector fields vij , 1 ≤ i ≤ j ≤ g. Since the vector fields vij commute
([14] Corollary 5.10), Rg is an integrable subbundle of TBg(C). Hence, by holomorphic Frobenius
Theorem, Rg induces a holomorphic foliation on Bg(C); we call it the higher Ramanujan foliation.
Using the group-theoretic interpretation of Bg(C) of Section 6, we shall also provide an explicit
parametrization of every leaf L ⊂ Bg(C)8 of the higher Ramanujan foliation (see Proposition 7.7
for a precise statement).
Our main results in this section are the following Zariski-density statements.
Theorem 7.1. Every leaf L ⊂ Bg(C) of the higher Ramanujan foliation is Zariski-dense in Bg,C,
that is, for every closed subscheme Y of Bg,C, if Y (C) contains L, then Y (C) = Bg(C).
In particular, we obtain that the image of the solution of the higher Ramanujan equations
ϕg : Hg −→ Bg(C) is Zariski-dense in Bg.
Concerning the image of ϕg, we can actually derive the following a priori stronger result.
Corollary 7.2. The set {(τ, ϕg(τ)) ∈ Symg(C)×Bg(C) | τ ∈ Hg} is Zariski-dense in Symg,C×CBg,C.
The proof of both Zariski-density results will rely on the following elementary lemma.
Lemma 7.3 (Fibration method). Let p : X −→ S be a morphism of separated C-schemes of finite
type and let E ⊂ X(C) be a subset. If, for every s ∈ p(E), the set E ∩ Xs is Zariski-dense in
Xs := p
−1(s), and one of the following conditions is satisfied,
(i) p(E) = S(C),
(ii) p is open (in the Zariski topology) and p(E) is Zariski-dense in S,
then E is Zariski-dense in X.
Proof. Let U be a non-empty Zariski open subset of X; we must show that E ∩ U is non-empty.
In both cases (i) and (ii) above, there exists a closed point s ∈ p(E) ∩ p(U). Since E ∩ Xs is
Zariski-dense in Xs and U ∩ Xs is a non-empty open subset of Xs, there exists a closed point
x ∈ E ∩ U ∩Xs ⊂ E ∩ U . 
7.1. Characterization of the leaves of the higher Ramanujan foliation.
7.1.1. Let Ug be the unipotent subgroup scheme of Sp2g defined by
Ug(R) =
{(
1g Z
0 1g
)
∈M2g×2g(R)
∣∣∣∣ZT = Z}
for any ring R.
The Lie algebra of Ug(C) is given by
LieUg(C) =
{(
0 Z
0 0
)
∈M2g×2g(C)
∣∣∣∣ZT = Z} ,
8By definition, a leaf of the higher Ramanujan foliation on Bg(C) is a maximal connected immersed complex
submanifold of Bg(C) that is everywhere tangent to Rg.
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and admit as a basis the vectors
1
2pii
(
0 Ekl
0 0
)
∈ LieUg(C), 1 ≤ k ≤ l ≤ g,
inducing the higher Ramanujan vector fields on the quotient Sp2g(Z)\ Sp2g(C) (Section 6). In
particular, under the realization of Bg(C) as an open submanifold of Sp2g(Z)\Sp2g(C) of Corollary
6.7, the higher Ramanujan foliation on Bg(C) is induced by the foliation on Sp2g(C) defined by
Ug(C), i.e. the foliation whose leaves are left cosets of Ug(C) in Sp2g(C).
It follows from the above discussion that, under the identification of Bg (resp. Bg(C)) with an
open submanifold of Sp2g(C) (resp. Sp2g(Z)\ Sp2g(C)) via Π (cf. Proposition 6.6 and Corollary
6.7), for any leaf L of the higher Ramanujan foliation on Bg(C), there exists δ ∈ Sp2g(C) such
that L is a connected component of the image of δUg(C) ∩Bg in Bg(C) under the quotient map
Sp2g(C) −→ Sp2g(Z)\ Sp2g(C). We shall provide a more precise result in Proposition 7.7.
7.1.2. We may also obtain an explicit parametrization of every leaf. For this, let us consider
Symg(C) = {Z ∈ Mg×g(C) | ZT = Z} as an open subset of the Lagrangian Grassmannian Lg(C)
(cf. discussion preceding Proposition 6.6) via
Symg(C) −→ Lg(C)
Z 7−→ (Z : 1g),
so that the embedding ι : Hg −→ Lg(C) defined in Proposition 6.6 is given by the restriction of
Symg(C) −→ Lg(C) to Hg. Furthermore, let
ψ : Symg(C) −→ Sp2g(C)
Z 7−→
(
1g Z
0 1g
)
.
Remark 7.4. Under the obvious identification of Symg(C) with LieUg(C), the map ψ is simply
the exponential exp : LieUg(C) −→ Ug(C) ⊂ Sp2g(C).
Now, the action of Sp2g(C) on itself by left multiplication descends to a left action of Sp2g(C)
on Lg(C) given explicitly by(
A B
C D
)
· (Z1 : Z2) = (AZ1 +BZ2 : CZ1 +DZ2).
For any δ ∈ Sp2g(C), let us define
ψδ : δ
−1 · Symg(C) ⊂ Lg(C) −→ Sp2g(C)
p 7−→ δ−1ψ(δ · p).
Then ψδ induces a biholomorphism of δ
−1 · Symg(C) onto the closed submanifold δ−1Ug(C) ⊂
Sp2g(C).
We put
Uδ := {τ ∈ Hg | δ · (τ : 1) ∈ Symg(C) ⊂ Lg(C)} = (δ−1 · Symg(C)) ∩Hg.
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Equivalently, if δ = (A B ; C D), then
Uδ = {τ ∈ Hg | Cτ +D ∈ GLg(C)}.
Definition 7.5. For any δ ∈ Sp2g(C), we define a holomorphic map ϕδ : Uδ −→ Bg(C) ⊂
Sp2g(Z)\ Sp2g(C) by
ϕδ(τ) := Sp2g(Z)ψδ(τ)
for any τ ∈ Uδ.
Note that ψδ(Uδ) = δ
−1Ug(C) ∩Bg ⊂ Sp2g(C) by Lemma 6.5. In particular, the image of ϕδ is
indeed in Bg(C) . Moreover, if δ ∈ Ug(C), then Uδ = Hg and ϕδ = ϕg (cf. Theorem 6.1 (2)).
Lemma 7.6. For any δ ∈ Sp2g(C), Uδ is a dense connected open subset of Hg.
Proof. Let δ = (A B ; C D) ∈ Sp2g(C). By definition, Uδ is the complement in Hg of the
codimension 1 analytic subset {τ ∈ Hg | det(Cτ + D) = 0}. It is thus a dense open subset of
Hg. Since Hg is a connected open subset of an affine space, it follows from Riemann’s extension
theorem (cf. [17] Proposition 1.1.7) that Uδ is connected. 
Proposition 7.7. For every δ ∈ Sp2g(C), the image of the map ϕδ : Uδ −→ Bg(C) is a leaf of the
higher Ramanujan foliation on Bg(C), and coincides with the image of δ
−1Ug(C) ∩ Bg in Bg(C)
under the quotient map Sp2g(C) −→ Sp2g(Z)\ Sp2g(C). Moreover, every leaf is of this form.
Proof. Let δ ∈ Sp2g(C). It was already remarked above that ψδ(Uδ) = δ−1Ug(C)∩Bg; by definition,
ϕδ(Uδ) is the image of ψδ(Uδ) under the quotient map Sp2g(C) −→ Sp2g(Z)\ Sp2g(C). In particular,
since the higher Ramanujan foliation on Bg(C) is induced by the foliation on Sp2g(C) defined by
Ug(C) (cf. 7.1.1), to prove that ϕδ(Uδ) is a leaf of the higher Ramanujan foliation it is sufficient to
prove that it is connected. This is an immediate consequence Lemma 7.6.
Conversely, if L ⊂ Bg(C) is a leaf of the higher Ramanujan foliation, then it follows from 7.1.1
that there exists δ ∈ Sp2g(C) such that L is a connected component of the image of δ−1Ug(C) ∩
Bg in Bg(C) under the quotient map Sp2g(C) −→ Sp2g(Z)\ Sp2g(C). By the last paragraph,
δ−1Ug(C) ∩Bg = ψδ(Uδ) is connected, and we conclude that L = ϕδ(Uδ). 
Remark 7.8. The holomorphic maps ϕδ : Uδ −→ Bg(C) are immersive but not injective in general.
For instance, if δ = 12g, then one easily verifies that ϕg(τ) = ϕg(τ
′) if and only if τ ′ ∈ Ug(Z) · τ .
Thus ϕg induces a biholomorphism of the quotient Ug(Z)\Hg onto the closed submanifold ϕg(Hg)
of Bg(C).
Remark 7.9. There exist non-closed leaves of the higher Ramanujan foliation on Bg(C). Take for
instance
δ =
(
x1g −1g
1g 0
)
where x ∈ R r Q. Using the classical fact that the orbit of (x, 1) in R2 under the obvious left
action of SL2(Z) is dense in R
2, one may easily deduce that the leaf L ⊂ Bg(C) given by the
image of δUg(C) ∩Bg under the quotient map Sp2g(C) −→ Sp2g(Z)\ Sp2g(C) has a limit point in
Bg(C)rL. In particular, the “space of leaves” of the higher Ramanujan foliation on Bg(C), which
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may be identified with Sp2g(Z)\Sp2g(C)/Ug(C) by Proposition 7.7, is not a Hausdorff topological
space.
The dynamics of the higher Ramanujan foliation in the case g = 1 was thoroughly studied by
Movasati in [23].
7.1.3. In the sequel, it will be useful to obtain a description of ϕδ purely in terms of the universal
property of Bg(C). Let δ = (A B ; C D) ∈ Sp2g(C) and define a holomorphic map pδ : Uδ −→
Pg(C) by
pδ(τ) = pδ,τ :=
(
(Cτ +D)−1 − 12piiCT
0 (Cτ +D)T
)
∈ Pg(C).
The proof of the next lemma is a straightforward computation using the equations defining the
symplectic group (cf. Remark 1.1).
Lemma 7.10. For every τ ∈ Uδ ⊂ Hg, we have
ψδ(τ) = ψ(τ)p
′
δ,τ
in Sp2g(C), where p
′
δ,τ denotes the image of pδ,τ in P
′
g(C) under the isomorphism defined in Lemma
6.5.
In particular, by Lemma 6.5 and Lemma 6.8, if Bg is regarded as the moduli space of principally
polarized complex tori of dimension g equipped with a symplectic-Hodge basis and an integral
symplectic basis, we have
ψδ(τ) = [(Xg,τ , Eg,τ , bg,τ · pδ,τ , βg,τ )] ∈ Bg(7.1)
for every τ ∈ Uδ. Composing with the canonical map Bg −→ Bg(C), we obtain
ϕδ(τ) = [(Xg,τ , Eg,τ , bg,τ · pδ,τ )] ∈ Bg(C)(7.2)
for every τ ∈ Uδ.
7.2. Auxiliary results. Our next objective is to prove that the leaves of the higher Ramanujan
foliation on Bg(C) are Zariski-dense in Bg,C. We collect in this subsection some auxiliary results.
In the last analysis, our proof is a reduction to the fact that Sp2g(Z) is Zariski-dense in Sp2g,C
(Lemma 7.13).
Recall that for every τ ∈ Hg and
δ =
(
A B
C D
)
∈ Sp2g(C)
we put
j(δ, τ) := Cτ +D ∈Mg×g(C),
so that Uδ = {τ ∈ Hg | j(δ, τ) ∈ GLg(C)}.
The proof of the next lemma is a simple computation.
Lemma 7.11. For δ1, δ2 ∈ Sp2g(C), we have j(δ1δ2, τ) = j(δ1, δ2 · τ)j(δ2, τ). In particular, if
τ ∈ Uδ2 and δ2 · τ ∈ Uδ1, then τ ∈ Uδ1δ2.
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Lemma 7.12. Let δ ∈ Sp2g(C), γ ∈ Sp2g(Z), and τ ∈ Uδγ ⊂ Hg. Then γ · τ ∈ Uδ and ϕδγ(τ) =
ϕδ(γ · τ).
Proof. That γ · τ ∈ Uδ is a direct consequence of Lemma 7.11 and the fact that j(γ, τ) ∈ GLg(C)
(this is true for any γ ∈ Sp2g(R) and τ ∈ Hg). Under the group-theoretic interpretation, we have
ϕδγ(τ) = Sp2g(Z)ψδγ(τ) = Sp2g(Z)(δγ)
−1ψ((δγ) · τ)
= Sp2g(Z)δ
−1ψ(δ · (γ · τ)) = Sp2g(Z)ψδ(γ · τ) = ϕδ(γ · τ).

Lemma 7.13. The set Sp2g(Z) ⊂ Sp2g(C) is Zariski-dense in Sp2g,C.
Proof. Let Sp∗2g be the open subscheme of Sp2g defined by Sp
∗
2g(R) = {(A B ; C D) ∈ Sp2g(R) | A ∈
GLg(R)} for any ringR. We may define an isomorphism of schemes Sp∗2g ∼−→ Symg ×Z Symg ×ZGLg
by (
A B
C D
)
7−→ (CA−1, ABT, A).
Since Symg ×Z Symg ×ZGLg may be identified to an open subscheme of the affine space A2g
2+g
Z ,
we see that Symg(Z)× Symg(Z)×GLg(Z) is Zariski-dense in Symg,C×C Symg,C×CGLg,C. Thus
Sp∗2g(Z) is Zariski-dense in Sp
∗
2g,C. Finally, since Sp2g,C is an irreducible scheme, we conclude that
Sp2g(Z) is Zariski-dense in Sp2g,C. 
Lemma 7.14. Let τ ∈ Hg and p ∈ Pg(C). Then there exists δ ∈ Sp2g(C) such that τ ∈ Uδ and
p = pδ,τ .
Proof. Let A ∈ GLg(C) and B ∈Mg×g(C) such that
p =
(
A B
0 (AT)−1
)
.
One easily verifies, using the equation ABT = BAT, that
δ :=
(
AT −ATτ
−2piiBT A−1 + 2piiBTτ
)
∈M2g×2g(C)
is in Sp2g(C) and satisfies the required conditions in the statement. 
Lemma 7.15. For every δ ∈ Sp2g(C) and τ ∈ Hg, the subset
Sδ,τ := {pδγ,τ ∈ Pg(C) | γ ∈ Sp2g(Z) such that j(δγ, τ) ∈ GLg(C)}
of Pg(C) is Zariski-dense in Pg,C.
Proof. Let V be the unique open subscheme of Sp2g,C such that
V (C) = {γ ∈ Sp2g(C) | j(δγ, τ) ∈ GLg(C)}
and let h : V −→ Pg,C be the morphism of C-schemes given on complex points by h(γ) = pδγ,τ
(note that V and Pg,C are reduced separated C-schemes of finite type). It follows from Lemma
7.14 that h is surjective on complex points, thus a dominant morphism of schemes.
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Now, we remark that Sδ,τ = h(Sp2g(Z) ∩ V ). Since Sp2g,C is irreducible and Sp2g(Z) is Zariski-
dense in Sp2g,C by Lemma 7.13, Sp2g(Z)∩V is also Zariski-dense in Sp2g,C. Hence, as h is dominant
and continuous for the Zariski topology, Sδ,τ is Zariski-dense in Pg,C. 
7.3. Proof of Theorem 7.1 and Corollary 7.2. Recall from 5.3 that we denote the coarse
moduli scheme of Ag by Ag, and that we have a canonical map jg : Hg −→ Ag(C) associating to
each τ ∈ Hg the isomorphism class of the principally polarized complex torus (Xg,τ , Eg,τ ).
Proof of Theorem 7.1. By Proposition 7.7, we must prove that, for every δ ∈ Sp2g(C), the image
of ϕδ : Uδ −→ Bg(C) is Zariski-dense in Bg,C.
Let
$g : Bg,C −→ Ag,C
be the composition of the forgetful functor pig : Bg,C ∼= Bg,C −→ Ag,C with the canonical morphism
Ag,C −→ Ag,C. Note that $g acts on complex points by sending an isomorphism class in Bg(C)
of a principally polarized complex abelian variety endowed with a symplectic-Hodge basis to the
isomorphism class in Ag(C) of the same principally polarized complex abelian variety.
By Lemma 7.3, we are reduced to proving that, for every x ∈ Ag(C), the set
ϕδ(Uδ) ∩$−1g (x)
is Zariski-dense in $−1g (x) ⊂ Bg,C. Indeed, by surjectivity of $g on the level of complex points,
this proves in particular that $g(ϕδ(Uδ)) = Ag(C) (cf. condition (i) in Lemma 7.3).
Let (X,λ) be a representative of the isomorphism class x. The set of complex points of the
C-scheme $−1g (x) can be identified with the set of isomorphism classes of objects of the category
Bg(C) lying over (X,λ); we denote these isomorphism classes by [(X,λ, b)]. Then, we recall that
C-group scheme Pg,C acts transitively on $
−1
g (x) by
[(X,λ, b)] · p := [(X,λ, b · p)].
Thus, if τ ∈ Hg satisfies jg(τ) = x, we can define a surjective morphism of C-schemes9
fτ : Pg,C −→ $−1g (x)
p 7−→ ϕg(τ) · p.
Now, let γ ∈ Sp2g(Z) be such that j(δγ, τ) ∈ GLg(C). By Lemma 7.12, we have γ · τ ∈ Uδ and
ϕδγ(τ) = ϕδ(γ · τ). Thus, by formula (7.2), we obtain
fτ (pδγ,τ ) = ϕg(τ) · pδγ,τ = ϕδγ(τ) = ϕδ(γ · τ).
This proves that
Sδ,τ = {pδγ,τ ∈ Pg(C) | γ ∈ Sp2g(Z) such that j(δγ, τ) ∈ GLg(C)} ⊂ f−1τ (ϕδ(Uδ) ∩$−1g (x)).
By Lemma 7.15, Sδ,τ is Zariski-dense in Pg,C. Hence, as fτ is surjective and continuous for the
Zariski topology, we conclude that ϕδ(Uδ) ∩$−1g (x) is Zariski-dense in $−1g (x). 
9Actually, as the automorphism group of a complex principally polarized abelian variety is finite ([26] IV.21
Theorem 5), the stabilizer of ϕg(τ) is a finite subgroup scheme of Pg,C. Therefore, fτ is a finite surjective morphism.
We shall not use this fact in our proof.
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Proof of Corollary 7.2. It is clear that Symg(Z) is Zariski-dense in Symg,C. Thus, by Theorem 7.1
and Lemma 7.3 (ii) applied to the projection on the second factor
Symg,C ×C Bg,C −→ Bg,C,
it suffices to prove that for every N ∈ Symg(Z) and τ ∈ Hg we have ϕg(τ +N) = ϕg(τ). This was
already observed in Remark 7.8. 
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