Social media such as those residing in the popular photo sharing websites is attracting increasing attention in recent years. As a type of user-generated data, wisdom of the crowd is embedded inside such social media. In particular, millions of users upload to Flickr their photos, many associated with temporal and geographical information. In this paper, we investigate how to rank the trajectory patterns mined from the uploaded photos with geotags and timestamps. The main objective is to reveal the collective wisdom recorded in the seemingly isolated photos and the individual travel sequences reflected by the geo-tagged photos. Instead of focusing on mining frequent trajectory patterns from geo-tagged social media, we put more effort into ranking the mined trajectory patterns and diversifying the ranking results. Through leveraging the relationships among users, locations and trajectories, we rank the trajectory patterns. We then use an exemplar-based algorithm to diversify the results in order to discover the representative trajectory patterns. We have evaluated the proposed framework on 12 different cities using a Flickr dataset and demonstrated its effectiveness.
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as Flickr, Facebook, and YouTube host overwhelming amounts of photos and videos. In such a media sharing community, image or video files are contributed, tagged, and commented by users all over the world. Extra information can be incorporated within social media, such as geographical information captured by GPS devices. Studying such social media attracts both academic and industrial interests, and it has been a hot research area in recent years [31, 11, 30, 29, 3, 9, 27] .
The goal of this paper is to explore the common wisdom in photo sharing community. We study millions of personal photos in Flickr, which are associated with user tags and geographical information. The geographical information is captured by low-cost GPS chips in cell phones and cameras, and often saved in the header of image files. Going beyond the recent work on using Flickr photos to match tourist interests in terms of locations [30, 29, 3] , this paper focuses on trajectory patterns. We would like to discover trajectory patterns interesting to two kinds of users. First, some users are interested in the most important trajectory patterns. When they visit a new city, they would like to follow those trajectories that concentrate on popular locations that lots of people are interested in. Second, some users are interested in exploring a new place in diverse ways. They are not only interested in the most important trajectories, but also eager to explore other routes to cover the entire area. Instead of focusing on how to mine frequent trajectory patterns, in this paper we put more effort into ranking the mined trajectory patterns and diversifying the ranking results. Trajectory pattern ranking helps the first kind of users who are interested in top important trajectories, while diversification helps the second kind of users that are willing to explore the diverse routes. There are some studies on trip planning using Flickr. In [9, 8] , Choudhury et al. formulated trip planning as directed orienteering problem. In [27] , Lu et al. used dynamic programming for trip planning. In [23] , Kurashima et al. recommended tourist routes by combining topic models and Markov model. However, diversified trajectory pattern ranking has not been investigated in geo-tagged social media before. In this paper, after aggregating the trajectories by pattern mining, we investigate the problem of ranking trajectory patterns and diversifying the ranking results.
Trajectory mining has been investigated in many datasets including animal movement [26] , hurricane tracking [26] , urban traffic [17, 16] , human travel history [36, 35] , etc.. Giannotti et al. developed a spatialtemporal pattern mining paradigm that discovers trajectory patterns [17] . In this paper, we mine trajectory patterns from geo-tagged social media, where trajectory patterns are represented by a sequence of locations according to temporal order. Usually the pattern mining result is a set of mined patterns with their frequencies. However, this kind of representation has several disadvantages. First, there are too many trajectory patterns in the result. It is difficult for users to go through all the patterns in the list to discover the interesting ones. As a result, the interesting trajectory patterns are buried in the massive result set. Second, if we only return the top frequent trajectory patterns as results, the results may not be interesting to all users. One reason is that top frequent trajectory patterns are usually short and not informative. Third, many trajectory patterns are similar, so redundant information exists in the results. Many frequent trajectory patterns share common subpatterns, so it is not interesting to output all of them. To overcome the above problems, we propose an algorithm to rank trajectory patterns by considering the relationships among users, locations and trajectories, and introduce an exemplar-based algorithm to diversify trajectory pattern ranking results. This paper is organized as follows. In Section 2, we formulate our problem of diversified trajectory pattern ranking in geo-tagged social media. In Section 3, we introduce how to apply pattern mining technique in geo-tagged social media. We show how to rank the trajectory patterns in Section 4 and discuss diversification of trajectory pattern ranking results in Section 5. We demonstrate the effectiveness of our methods in Section 6, summarize related work in Section 7, and conclude the paper in Section 8.
Problem Definition
In geo-tagged social media sites such as Flickr, a large collection of photos is uploaded by users. Each photo is taken by a user at specific location and time. The location is annotated by GPS coordinate (x, y), where x refers to longitude and y refers to latitude. Here are a few definitions used in this paper. Definition 2.3. Trajectory pattern is a sequence of locations whose frequency is no smaller than minimum support. The sequence frequency is defined as the number of users visiting the locations according to the order in the sequence. In this paper, we only discuss the trajectory patterns without duration constraints.
The problem of diversified trajectory pattern ranking in geo-tagged social media is formulated as given a collection of geo-tagged photos along with users, locations and timestamps, how to rank the mined trajectory patterns with diversification into consideration.
Our framework consists of three main components: (1) extracting trajectory patterns from the photo collection, (2) ranking the trajectory patterns by estimating their importance according to user, location and trajectory pattern relations, and (3) diversifying the ranking result to identify the representative trajectory patterns from all the candidates. We will explain these components one by one. Though geo-tagged social media is taken as an example, our technique can be applied to other trajectory pattern ranking scenarios.
Trajectory Pattern Mining Preliminary
In this section, we introduce how to mine frequent trajectory patterns in geo-tagged photo collections such as those in Flickr. Since the GPS coordinates of photos are at a very fine granularity, we need to detect locations before extracting trajectory patterns. This process is similar to discovering ROI (region of interest) in [17] . With the detected locations, we can generate the trajectories for each user according to his visiting order of the locations during the same day. Then we can mine the frequent trajectory patterns using sequential pattern mining. If a trajectory pattern repeats frequently, we consider it as a frequent trajectory pattern.
Location Detection
We cluster the photo GPS coordinates to detect the locations. The location clustering process should satisfy the following criteria: (1) The close-by points should be grouped together, (2) clustering should accommodate arbitrary shapes, and (3) the clustering parameters should be easy to set according to the application scenario. Considering all the aspects, we use the mean-shift algorithm [7, 10] to extract locations. Mean-shift is an iterative procedure that shifts each data point to the average of data points in its neighborhood.
where S is the set of all the data points. The difference m(x) − x is the mean shift. x → m(x) is performed for all s ∈ S simultaneously to move the data point to its sample mean and this process repeats until convergence. In our case, the location of a photo is considered as a data point. If one user takes multiple photos at the same place, it is only counted as one point. Here we use a flat kernel function and set the bandwidth λ as 0.001. 0.001 in GPS coordinate is approximately 100m. We assume that a reasonable extent for typical locations is around 100 meters in diameter, so we use 0.001 as the bandwidth for mean-shift clustering. We use a flat kernel as follows. 
Location Description

Sequential Pattern Mining
After the location clustering step, we generate the trajectories according to the visiting order of the locations. We use the PrefixSpan algorithm [28] to extract the frequent sequential patterns and treat them as trajectory patterns. Given a set of sequences, sequential pattern mining algorithm will find all the sequential patterns whose frequencies are no smaller than the minimum support. The frequency of a pattern is defined as the number of sequences subsuming the pattern. In this paper, we set the minimum support threshold as 2 to collect as many trajectory patterns as possible for ranking. Here we show a sequential pattern mining example.
Example. Given 5 sequences in Table 2 and a minimum support of 2, we find the following three patterns: londoneye → bigben has a frequency of 4, since it is 
londoneye → bigben → tatemodern contained in sequences 1, 2, 3 and 5. londoneye → bigben → trafalgarsquare has a frequency of 2, since it is contained in sequences 1 and 2. londoneye → tatemodern has a frequency of 2, since it is contained in both sequences 4 and 5.
After clustering 883 locations in London in the previous stage, we generate 4712 trajectories. We mine 1202 trajectory patterns from these trajectories and list the top frequent trajectory patterns in London in Table 3 , where the location descriptions are generated in Section 3.2. From Table 3 , we find that the most frequent trajectory patterns contain important locations but reveal limited information. These frequent patterns are short and not informative, so we need a better ranking mechanism to organize the mined patterns.
Trajectory Pattern Ranking
In this section, we discuss how to rank the mined trajectory pattern without considering diversification. First, we discuss the needs of trajectory pattern ranking and introduce the general idea about our ranking strategy. Second, we describe our ranking algorithm in detail. Third, we analyze the complexity of the algorithm and give the convergence proof. 
General Idea
In the previous stage, we extract all the frequent sequential patterns as trajectory patterns. In this way, the common movement behaviors are extracted from the data collection. However, there are too many trajectory patterns and it is difficult for users to browse all the candidates. Therefore, a ranking mechanism is needed for these trajectory patterns. We can simply rank all these trajectory patterns by their frequencies as in Table 3 , where frequency refers to the number of users visiting the sequence. As one can see in Table 3 , all the top ten trajectory patterns ranked by frequency are of length 2. Although the top frequent trajectory patterns cover the important locations such as londoneye, bigben and tatemodern, they are not informative for the reason that people are more interested in the sequential order of locations. In order to derive better importance measure of a trajectory pattern, we need to consider more aspects about geo-tagged social media. In geo-tagged social media, relationships among users, locations and trajectories are embedded in the dataset as illustrated in Figure 1 . Specifically, a trajectory is a sequence of locations visited by users, and its importance should be influenced both by users and locations. Here we propose a ranking algorithm to explore such relations. The assumptions that we make here are listed as follows.
A trajectory pattern is important if many impor-
tant users take it and it contains important locations, 2. a user is important if the user takes photos at important locations and visits the important trajectory patterns, and 3. a location is important if it occurs in one or more important trajectory patterns and many important users take photos at the location.
Ranking Algorithm
We denote the importance scores of users, locations and trajectory patterns as P U , P L and P T . P U , P L and P T are all vectors. Each element in the vector is the importance score of the corresponding unit. The relationship between P U , P L and P T are as follows according to the above assumptions.
is the trajectory-user matrix, and its entry indicates the ownership of a trajectory for a user. M U L is the user-location matrix indicating whether a user takes a photo at a location. M LT is the location-trajectory matrix indicating whether a location is contained in a trajectory or not. We summarize the trajectory pattern ranking algorithm in Algorithm 1. The importance scores of users, locations and trajectories mutually enhance each other according to the assumptions until convergence.
Algorithm 1 Trajectory pattern ranking
3. Output the ranked list of trajectory patterns in the decreasing order of P * T , i.e., the converged P T . To illustrate the updating procedure, we use a toy example with 3 users and 4 trajectory patterns to characterize how P L , P U , and P T evolve in each iteration in Table 4 . Note that the importance scores are normalized for better understanding. Trajectory patterns with user and location information. Location sequence   T1  U1  L1, L2, L3  T2  U1  L3, L4  T3  U2  L1, L3  T4  U3  L3, L4 Importance scores updating process. We list the trajectory pattern ranking result in London in Table 5 . Although the trajectory pattern frequencies are low, they are visited by important users and cover important locations. Compared with the top frequent trajectory patterns in Table 3 , the trajectory patterns ranked by our model are more informative.
Trajectory index User index
In Algorithm 1, not only can we estimate the importance of trajectories, but we can also get the location importance according to P L . The top locations according to P L from London are listed in Table 6 . The user count of the locations stands for the number of the users visiting the location. We find that the location importance is not determined by user count alone. For example, horseguards is important for trajectory pattern ranking even though it only has a user count of 25. The reason is that horseguards is on the popular trajectory from bigben to trafalgarsquare.
Convergence and Complexity
We find that Algorithm 1 is a normalized power iteration method to detect the eigen vector of M T · M for the largest eigen value if P (0) T is not orthogonal to it. Therefore, the convergence of the algorithm is guaranteed according to convergence property of normalized power iteration method [21] .
In Algorithm 1, each iteration requires the multiplication of M T · M and P L , so it need O(|E|), where |E| is the number of nonzero elements in M T · M . In total, the time complexity of the algorithm is O(k|E|), where k is the iteration number.
Trajectory Pattern Diversification
In this section, we discuss the diversification of trajectory pattern ranking results. First, we discuss why we need to diversify the ranking results. Second, we propose an exemplar-based algorithm to discover representative trajectory patterns. Third, we analyze the algorithm complexity and give some discussion.
General Idea
Although our algorithm in Section 4 works well in ranking trajectory patterns, the results may not satisfy the needs of all the people. Take the top ranked trajectory patterns in London in Table 5 as an example, the results are useful for people who are new to London, because it clearly illustrates the popular routes together with important sites such as londoneye, bigben, and tatemodern. However, for others who want to explore more areas in London, the result in Table 5 is highly concentrated in only a few regions. Besides, some trajectories are very similar. For example, in Table 5 , Trajectory 1 (londoneye → bigben → downingstreet → horseguards → trafalgarsquare) and Trajectory 5 (westminster → bigben → downingstreet → horseguards → trafalgarsquare) are almost the same except the starting points. If we recommend both Trajectory 1 and Trajectory 5 in top ten ranked results, it may not be so useful. To overcome the problem, we need to diversify the trajectory pattern ranking results in order to identify the representative trajectory patterns. To generate diversified result, we would like to have three properties on the diversification algorithm. First, similar trajectory patterns need to be aggregated together. Second, good exemplars of trajectory patterns need to be selected. Third, those trajectory patterns ranked highly in our ranking algorithm should get higher priority to be exemplars.
Diversification Algorithm
Since we value diversified trajectories, we need a measure to model how different or how similar two trajectories are. The measure should penalize the trajectories that have common sub-patterns. Therefore, we defined the similarity between two trajectories i and j based on the longest common subsequence(LCSS) as follows. where m is the length of trajectory i and n is the length of trajectory j. Rest(i) the subsequence of i without the first element. s i is the first element in trajectory i. Based on the defined similarity, we would like to detect the exemplary trajectory patterns, which provide a discrete or heavily quantized description of the whole dataset. The similarity measure LCSS(i, j) can be viewed as how well trajectory i represents trajectory j. Suppose trajectory i is represented by an exemplar trajectory r(i), we can see that trajectory i becomes an exemplar if r(i) = i. The sets {r(i)|1 ≤ i ≤ N } are all the representative trajectory patterns. The optimal set of exemplars corresponds to the ones for which the sum of similarities of each point to its exemplar is maximized.
There are several ways of searching for the optimal exemplars such as vertex substitution heuristic pmedian search and affinity propagation [14] . Here we use Frey and Dueck's affinity propagation algorithm to discover the trajectory pattern exemplars. Affinity propagation considers all data points as potential exemplars and iteratively exchanges messages between data points until it finds a good solution with a set of exemplars. There are two kinds of messages. One type is called "responsibility" message, while the other type is called "availability" message. Responsibility message r(i, k) is sent from trajectory i to candidate exemplar k, which reflects the accumulated evidence for how wellsuited candidate k is to serve as the exemplar for trajectory i. Availability message a(k, i) is sent from candidate exemplar k to trajectory i, which represents the accumulated evidence for how appropriate trajectory i to choose candidate k as its exemplar. In each iteration, we update the responsibility message for all the trajectory and exemplar candidate pairs and let all candidate exemplars compete for ownership of the trajectories. The responsibility score is derived from LCSS similarity scores and availability scores from the trajectory to other potential exemplars as follows.
where s is the similarity score that is LCSS similarity between trajectories. (2) 5 londoneye → royalfestivalhall → tatemodern 6 oldstreet(1) → oldstreet (2) 7 piccadillycircus → soho → oldcomptonstreet 8 londonbridge → cityhall → towerbridge 9 gherkin → lloyds → londonbridge → southwark 10 leicestersquare → chinatown Meanwhile, we update availability message for all the pairs to determine whether a candidate exemplar is a good representative of the trajectory. The availability score is aggregated from the responsibility scores from the exemplar to other trajectories.
Self-availability score is updated as follows.
We exchange the messages between trajectories until a set of trajectory exemplars are identified. In the end, r(i) = arg max k [r(i, k) + a(k, i)]. Trajectory i becomes an exemplar if r(i) = i.
To incorporate the information of ranking results in Section 4, we can give higher ranked trajectories larger self-similarity scores in message passing. Specifically, in responsibility update process, the trajectory with higher self-similarity will have larger responsibility value, which means the trajectory is more appropriate to serve as the exemplars. In this way, the important trajectories identified by our ranking algorithms are more likely to be exemplars.
We list the diversified trajectory patterns in London in Table 7 . We find that the results in Table 7 are much more diverse than those in Table 5 . Instead of being limited to the top locations, the results in Table 7 cover many other interesting trajectory patterns. For example, the routes 2, 4 and 6 are three trajectory patterns to explore the street art such as graffiti in Shoreditch. Besides the popular trajectory patterns such as bigben → downingstreet → horseguards → trafalgarsquare, several other interesting trajectory patterns in different areas of London such as londonbridge → cityhall → towerbridge and gherkin → lloyds → londonbridge → southwark are also discovered.
Discussion
In the above exemplar-based algorithm, each iteration updates the message among all the trajectory and exemplar candidate pairs. Since each trajectory can be an exemplar candidate, the time complexity is O(N 2 T ), where N T is the number of the trajectory patterns. Therefore, the total complexity is O(kN 2 T ), where k is the iteration number of message passing.
The algorithm satisfies the three desired properties for diversification. First, since we use LCSS to calculate the similarity between trajectories, similar trajectory patterns will be aggregated together. For example, Trajectory 1 (londoneye → bigben → downingstreet → horseguards → trafalgarsquare) and Trajectory 5 (westminster → bigben → downingstreet → horseguards → trafalgarsquare) in Table 5 are unlikely to be output together because they have a large similarity. Second, affinity propagation does a good job to find high-quality exemplars, so good representative trajectory patterns are selected. Third, those trajectory patterns ranked highly in our ranking algorithm have high preference scores, so they have higher priority to be exemplars.
Experiments
In this section, we describe the experiments to demonstrate the effectiveness of our methods. We propose some measures to evaluate our methods quantitatively and present top ranked trajectory patterns in different cities. We also make use of our trajectory pattern ranking result to recommend locations according to current trajectories.
Data Set and Baseline Methods
We crawled images with GPS records using Flickr API 2 . The GPS location for each image is represented by a two dimensional vector of longitude and latitude. Each
To demonstrate the effectiveness of our methods, we compare the performance of the following methods.
1. FreqRank: Rank trajectory patterns by sequential pattern frequency as in Section 3.3.
2. ClassicRank: The method used in [36] to mine classic travel sequences. The classical score of a sequence is the integration of the following three aspects. 1) The sum of hub scores of the users who have taken this sequence.
2) The authority scores of the locations contained in this sequence.
3) These authority scores are weighted based on the probability that people would take a specific sequence. We calculate the user hub score and the location authority score using M U L .
3. TrajRank: Rank trajectory patterns using our method as in Section 4.
4. TrajDiv: Diversify trajectory patterns using our method as in Section 5.
Comparison of Trajectory Pattern Ranking
To evaluate the results of trajectory pattern ranking, we follow [36] to label the trajectory patterns using three scores (i.e., highly interesting (2), interesting (1), not interesting (0)). We use NDCG(normalized discounted cumulative gain) to compare the performances of the different methods.
where IDCG p is the DCG p value of ideal ranking list. rel i is the i-th trajectory's score. We show the comparison of trajectory pattern ranking in Figure 2 . The results are compared based on the NDCG@10. From Figure 2 , we find that TrajRank performs the best on average, which means the ranking mechanism considering the relationship among user, location and trajectory pattern works well. FreqRank and ClassicRank lie between TrajDiv and TrajRank. TrajDiv does not perform as well as other methods, because TrajDiv focuses on selecting the most representative trajectory patterns instead of choosing the most important ones and it trades importance for coverage.
Comparison of Trajectory Pattern Diversification
To evaluate the results of diversification of trajectory pattern ranking, we use two measures to compare different methods. One is location coverage, i.e., the number of covered locations in the top results. A good set of representative trajectory patterns should cover more locations. The other measure is trajectory coverage based on the edit distances [6] between different trajectory patterns. The trajectory coverage score is calculated by the summation of the edit distance of each trajectory pattern in the dataset to the closest one in the top result. The score is normalized by the summation of the edit distance of each trajectory pattern to the closest one in the dataset. The larger the trajectory coverage score is, the more representative the result list is.
The location and trajectory coverage of the top 10 results are shown in Figure 3 and Figure 4 . The location coverage of ClassicRank is good, but its trajectory coverage is poor. The coverage of TrajRank is low for the reason that it focus on several important locations without diversification. Compare with other methods, TrajDiv covers much more locations and its trajectory coverage is also much higher than other methods. It indicates that TrajDiv selects more representative trajectory patterns than other methods. In other words, TrajDiv gives a more comprehensive view of the trajectory patterns. In Figure 5 , we show the top ranked trajectory patterns mined by TrajRank for several cities. In Figure 5 (a), people in London first visit London Eye and then go to Big Ben. Next they will go along the Parliament St. to Downing 6.5 Location Recommendation Based on Trajectory Pattern Ranking Trajectory pattern ranking leads to many interesting applications such as location recommendation based on current trajectory. We can consider the current trajectory as the prefix of the extracted trajectory patterns and rank the next location according to the ranking scores of the trajectory patterns (i.e., prefix + next potential location). In Table 9 , we list some location recommendations based on current trajectory in London. For example, if you take London Eye as the starting point, you can go to many places of interest. If you visit London Eye and Big Ben, your next destination can be in the Trafalgar Square direction. If you start from London to Tate Modern, the recommendation includes South Bank and Tower Bridge, which means you can either go along River Thames to Tower Bridge or go back to South Bank.
Top Ranked Trajectory Patterns
Related Work
In this section, we discuss the related work to our study including trajectory mining, GPS data mining, search result diversification and social media spatial mining.
Trajectory Mining. Many research studies have been done in trajectory mining area, such as trajectory clustering [26] , classification [25] , outlier detection [24] , etc.. Trajectory clustering is closely related to our task. Various trajectory clustering algorithms have been developed for the applications like traffic flow, animal movement, hurricane track, etc. Many similarity measure between trajectories have been proposed [34, 5, 2, 6] . In this paper, we use longest common subsequence(LCSS) to calculate the similarity between different routes. Instead of calculating the similarity between trajectories directly, Lee et al. proposed a partition and group framework called TRACLUS to discover the common sub-trajectory in [26] . After they obtain the distance between partitioned trajectories, a density-based clustering algorithm DBSCAN [13] is applied. Gaffney et al. [15] proposed a model-based clustering method using EM algorithm, where trajectories are represented by a regression mixture model. In this paper, we use an exemplar-based algorithm to select the representative exemplars to diversify the trajectory patterns.
GPS data mining. Lots of GPS-related data have been generated with the increasing prevalence of GPS devices. Zheng et al. mined the interesting locations and travel sequences from GPS trajectories in [36] . They modeled location histories with a tree-based hierarchical graph (TBHG) and used a HITS-based inference model to infer the interest of a location and a user travel experience. Classical travel sequence among locations are extracted based on both the interests of these locations and travel experiences. In [35] , Zheng et al. made use of GPS log data to recommend location and activity through a collective matrix factorization method. Different from GPS log dataset, the data used in this paper is sparser. GPS logging devices can record the movement continuously, while in our setting only a limited number of uploaded photos with sporadic geoinformation are available. Therefore, those techniques used in GPS log data mining cannot be applied to our case directly. In this paper, we mine the frequent sequential patterns as the consolidated representation of trajectory patterns. Search result diversification. There are many studies in diversifying search results [18, 1, 32] . However, most of search result diversification studies focus on diversifying results in Web search or recommendation system. How to apply these techniques into trajectory pattern ranking is not straightforward. In this paper we adopt longest common sub-sequence(LCSS) as the similarity measure and use an exemplar-based algorithm to diversify the trajectory pattern ranking results.
Social media spatial mining. [22, 19, 20] . Silva et al. [12] also proposed a system for retrieving multimedia travel stories by using location data. In this paper, we explore trajectory pattern ranking in Flickr photo dataset. Some studies focus on mining trip information based on the sequence of locations. Popescu et al. [30, 29] showed how to extract clean trip related information from Flickr metadata. They extracted the place names from Wikipedia and generated the trip by mapping the photo tags to location names. In this pa- we apply trajectory pattern mining in geo-tagged social media. We solve the problem of diversified trajectory pattern ranking, which has not been investigated before.
Conclusion and Future Work
In this paper, we investigate the problem of trajectory pattern ranking and diversification based on geo-tagged social media. We extract trajectory patterns from Flickr geo-tagged photos using sequential pattern mining and propose a ranking strategy that considers the relationships among user, location and trajectory. To diversify the ranking results, we use an exemplar-based algorithm to discover the representative trajectory patterns. We test our methods on the photos of 12 different cities from Flickr and show our methods outperform the baseline methods in trajectory pattern ranking and diversification. The results in this paper also point to several interesting future directions. First, so far we apply our methods to the metropolitan areas and it would be interesting to mine meaningful trajectory patterns outside big cities. Second, it is interesting to incorporate the duration constraints in our trajectory pattern ranking and diversification framework. Third, we plan to consider the semantic correlations between the locations in addition to current algorithms. It will be interesting to incorporate our previous work on geological annotation [4] and the current mining algorithms.
A Location description generation
Given location L, we assume that the tags of the photos in location L are generated from a background model B and a corresponding location model θ L . The background model B is represented by a tag distribution p(t|B) where t p(t|B) = 1, while the location model θ L is represented by another tag distribution p(t|θ L ) where t p(t|θ L ) = 1. Given the photo collection C L of location L, we want to find p * (t|θ L ) that maximizes the following likelihood.
where t is tag and c(t, L) is the count of the users that contribute tag t in location L. Here we use the count of the users instead of the count of the photos for the reason that one user may take many photos at the same location. Therefore, the count of the users is better to represent the popularity of the tag for the specific location. λ is the tradeoff between the background model B and the location model θ L . We set λ as 0.8 empirically here. p(t|B) can be obtained by considering the tags in all the locations, i.e., p(t|B) = c(t) t c(t) where c(t) is the count of the users that contribute tag t in the whole collection, and p * (t|θ L ) that maximizes the above likelihood can be estimated by EM algorithm. We introduce hidden variable z t , where z t = 1 means that tag t is from background B and z t = 0 means that tag t is from location model θ L .
In E-step,
In M-step, p(t|θ L ) = c(t)(1 − p(z t = 1|t)) t c(t)(1 − p(z t = 1|t)) We calculate p * (t|θ L ) for location L and use the top tags to annotate location L. The descriptions for top locations in London is listed in Table 1 . From Table 1 , we can find that the tags such as uk and london are not included in the top tags for the location with the above smoothing.
