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supplying energy subject to constraints on static behaviour of the generating units. It is assumed that the amount of power to be supplied by a given set of committed units is constant for a given interval of time. However, to avoid shortening of the life of their equipment, plant operators, try to keep thermal gradients inside the turbine within safe limits. This mechanical constraint is usually translated into a limit on the rate of increase of the electrical output. Such ramp-rate constraints lead to the construction of dynamic economic dispatch (DED) problem, which is an extension of conventional ED problem.
DED refers to the problem of determining minimum cost of dispatch of generators for a given horizon of time, taking into consideration the constraints imposed on system operation by the generator ramp-rate limitations. To solve DED problem, generators are modeled using input-output curves in most of the power system operation studies. Traditionally an approximate quadratic function used to model the generator input-output curves [1, 2] . But, the generating units with multi-valve steam turbines exhibit a greater variation in the fuelcost functions; and thus the natural input-output curve is non-linear and non-smooth due to the effect of multiple steam admission valves (known as valve-points effect) [3, 4] . Besides, generating units may have certain prohibited operation zones (POZs) due to limitations of machine components or instability concerns. Hence, considering the effect of valve-points and POZs in generators' cost function, makes the DED a non-convex optimization problem.
Lots of optimization methods including classical and heuristic algorithms were applied to solve DED problem. Due to non-convexity of the DED problem, application of classical methods like Lagrangian relaxation [5] and dynamic programming [6] are restricted.
In recent years, Maclaurin series approximation has been applied to model the valve-point effects [7] [8] [9] but it has been shown that this method leads to non-optimal solution.
More recent works have been around artificial intelligence (AI) methods, such as artificial neural networks (ANN), simulated annealing (SA), genetic algorithms (GA), differential evolution (DE), particle swarm optimization (PSO), evolutionary programming (EP), tabu search (TS), and hybrid methods. Optimization methods based on AI have shown better performance in solving the DED problem with capability of modeling more realistic objective functions and constraints. In [10] hybrid EP and sequential quadratic programming (SQP) method has been proposed to solve non-convex DED problem. Chiou [11] proposed a variable scaling hybrid differential evolution (VSHDE) method for large scale 2 DED problems. DE algorithms have received attention in solving DED problems [12] [13] [14] [15] [16] [17] [18] . Other heuristic search methods have been applied to solve DED problems in the past decade. These include GA [1] , quantum GA (QGA) [19] , artificial immune system method [20] , artificial bee colony algorithm (ABC) [21] , PSO [16, 17, 22, 23] , multiple TS (MTS) algorithm [24] , enhanced cross-entropy method [25] , and SA algorithm [26] . Hybrid methods such as hybrid artificial immune systems and SQP [27] , hybrid EP and SQP method [10, 23] , hybrid swarm intelligence based harmony search algorithm [3] , hybrid seeker optimization algorithm (SOA) and SQP [28] , hybrid Hopfield neural network (HNN) and quadratic programming (QP) [29, 30] , adaptive hybrid DE algorithm [31] , hybrid PSO and SQP [32] , and artificial immune system (AIS) [33] are found to be effective in solving complex optimization problems such as DED problem.
In this paper, an imperialist competition algorithm (ICA) is proposed to solve constrained non-convex DED problems. ICA is recently proposed by Atashpaz-Gargari and Lucas [34] . This algorithm is inspired by the imperialistic competition. Application of ICA to benchmark and large scale DED test cases show that ICA is capable to find better results comparing with other heuristic algorithms. The rest of the paper is organized as follows:
In Section 2 the mathematical formulation of the DED problem is given, considering POZs, ramp-rate limits, valve-point effects and transmission losses. Section 3 proposes the ICA and describes its implementation on DED problems. Section 4 is devoted to case studies and numerical results. In this section, four application cases are studied, and the corresponding comparisons with the recently applied methods are presented. Conclusions are finally outlined in Section 5.
Dynamic Economic Dispatch Problem Formulation
The objective function of DED problem is to minimize the total production cost over the operating horizon, which can be written as:
where C it (in $/hr) is the production cost of unit i at time t, N is the number of dispatchable power generation units and P it (in MW) is the power output of ith unit at time t.
T is the total number of hours in the operating horizon. The production cost of a generation unit considering valve-point effects is defined as:
where a i , b i and c i are the fuel cost coefficients of the ith unit, e i and f i are the valvepoint coefficients of the ith unit. The units of the above coefficients are ($/M W 2 hr),
(in MW) is the minimum capacity limit of unit i. The added sinusoidal term in the production cost function reflects the effect of valve-points. The DED problem is non-convex and non-differentiable considering valve-point effects [35] .
The objective function of the DED problem (1) should be minimized subject to the following constraints:
1. Real power balance
Hourly power balance considering network transmission losses is written as:
where P loss (t) and P D (t) (both in MW) are total transmission loss and total load demand of the system at time t, respectively. System loss is a function of units power production and the topology of the network which can be calculated using the results of load flow problem [32] or Kron's loss formula known as B− matrix coefficients [29] . In this work, B− matrix coefficients method is used to calculate system loss, as follows:
2. Generation limits of units:
where P max i (in MW) is the maximum power outputs of ith unit.
4
3. Ramp up and ramp down constraints: The output power change rate of the thermal unit must be in an acceptable range to avoid undue stresses on the boiler and combustion equipments [36] . The ramp rate limits of generation units are stated as follows:
where U R i is the ramp up limit of the ith generator (MW/hr) and DR i is the ramp down limit of the ith generator (MW/hr). Considering ramp rate limits of unit, generator capacity limit (5) can be rewritten as follows:
Prohibited Operation Zones limits (POZs):
Generating units may have certain restricted operation zone due to limitations of machine components or instability concerns. The allowable operation zones of generation unit can be defined as:
where P l i,j and P u i,j are the lower and upper limits of the jth prohibited zone of unit i, respectively. M i is the number of prohibited operation zones of unit i.
Imperialist Competition Algorithm
The ICA was first proposed in [34] . It is inspired by the imperialistic competition. It starts with an initial population called colonies. The colonies are then categorized into two groups namely, imperialists (best solutions) and colonies (rest of the solutions). The imperialists try to absorb more colonies to their empire. The colonies will change according to the 5 policies of imperialists. The colonies may take the place of their imperialist if they become stronger than it (propose a better solution). This algorithm has been successfully applied to PSS design [37] and data clustering [38] and unit commitment [39] . The flowchart of proposed algorithm which is the same as [34] for solving the DED problem is depicted in Fig.1 . The imperialist competition algorithm is very strong in pattern recognition. This aspect is used in this paper to find the optimal generating schedule of thermal units over a given period. The objective function (OF ) is defined as summation of total cost (1)) and penalties for constraint violations.
where β 1 , β 2 and β 3 are penalty parameters. P itc refers to power production of unit i at time t in colony c. P lim it and P pozlim it are constraint violation indicator and defined as follows.
The steps of the proposed ICA for minimization problems are described as follows:
Step 1. An initial set of colonies with the size of N c should be created.
Step 2. The objective function is calculated for each colony using (2) and the power of each colony is set as follows:
Step 3. The N imp strongest colonies are kept as the imperialists and the power of each imperialist i.e. IP i , is set as follows:
Step 4. Assign the colonies to each imperialist according to calculated IP i . This means the number of colonies owned by each imperialist is proportional to its power, i.e. IP i .
Step 5. The colonies are moved toward their imperialist using crossover and mutation operators.
Step 6. Exchange the position of a colony and the imperialist if it is stronger (CP c > IP i ).
If there are several colonies better than th imperialist then the imperialist will be replaced by the best of them.
Step 7. Compute the empire's power, i.e. EP i for all empires as follows:
where w 1 and w 2 are weighting factors which are selected in a way that the algorithm will not be trapped into a local Minima. For this reason, the value of w 1 is selected as a number about 10 to 20% and w 2 = 1 − w 1 .
Step 8. Pick the weakest colony and give it to one of the best empires (select the destination empire probabilistically based on its power (EP i )).
Step 9. Eliminate the empires that have no colony.
Step 10. If more than one empire remained then go to Step. 5
Step 11. End.
It should be noted that the N c and N imp are given constants and are determined by the expert who uses the algorithm. Typically 10 to 20% of N c would be a good choice for N imp . The steps of the algorithm is shown in Fig.1 . The operating schedule of each country (for all operating periods) is binary coded as described in Fig.2 . There is a column for each generating unit and for each time period, there is a row containing the binary values. The generation value in time t of unit i is calculated as follows: suppose that the row t in the column corresponding to unit i is vec = [string of binary values].
where N is the number of generating units. The binary coding of each country (which may become an imperialist or not) can be helpful in easily using the crossover and mutation operators of GA.
Case Studies and Numerical Results
In this section, the proposed ICA is applied to four test systems with different number of generating units. By computational experiments, the following parameters are found suitable as follows: N c = 100; crossover probability = 0.6, mutation probability=0.2, w 1 = 0.15, w 2 = 0.75 For all cases, The dispatch horizon is selected as one day with 24 dispatch periods where each period is assumed to be one hour. In this paper he stopping criteria is P1   Pt  Pn  t=1  t=2  t=3  t=4  t=5  t=6  t=7  t=8  t=9  t=10  t=11  t=12  t=13  t=14  t=15  t=16  t=17  t=18  t=19  t=20  t=21 
Case 1: Five unit system
The first test system is a 5-unit test system. The data for this system is provided in [26] .
In this test system, transmission losses and ramp rate constraints are considered. The hourly load profile for this case is presented in last column of Table 1 .
The DED problem of 5-unit system is solved using the proposed algorithm. The valvepoint effects, transmission losses, ramp rate constraints and generation limits are considered in this system. The prohibited operating zones are not considered in this test case for the sake of comparison of results with those reported in literature using different methods. Table 1 shows the obtained results for this system.
These results are compared with several methods presented in recent literature in terms of minimum cost, mean cost, and maximum cost over 100 runs in Table 2 . The maximum iteration number is selected to be 200. The convergence characteristic of the proposed algorithm is depicted in Fig. 3 .
By investigating the results presented in Table 2 , it can be observed that the obtained results outperform the other cited methods for 5-unit test case. Table 1 : Optimal solution of 5-unit using proposed algorithm. 
Case 2: Ten unit system without transmission loss
The second test system is ten-unit test system. In this case, generators capacity limits, ramp rate constraint and valve-point effects are considered. The transmission losses are ignored in this case for sake of comparison. The data for this system is adapted from [26] .
The hourly load profile for this case is presented in last column of Table 3 . Table 3 shows the obtained results for 10-unit system without considering transmission losses. The minimum cost, mean cost, and maximum cost of obtained optimal results are compared with results of previously developed algorithms such as differential evolution (DE) [14] , hybrid EP and SQP [10] , Hybrid PSO-SQP [32] , deterministically guided PSO (DGPSO) [23] , modified hybrid EP-SQP (MHEP-SQP) [40] , improved PSO (IPSO) [16] , Hybrid DE (HDE) [41] , Improved DE (IDE) [15] , artificial bee colony algorithm (ABC) [21] , modified differential evolution (MDE) [17] , covariance matrix adapted evolution strategy (CMAES) [42] , artificial immune system (AIS) [20] , hybrid swarm intelligence based harmony search algorithm (HHS) [3] , improved chaotic particle swarm optimization algorithm (ICPSO) [43] , hybrid artificial immune systems and sequential quadratic programming (AIS-SQP) [27] , hybrid SOA-SQP algorithm [28] , chaotic sequence based differential evolution algorithm (CS-DE) [12] , chaotic differential evolution (CDE) method [18] , adaptive hybrid differential evolution algorithm (AHDE) [31] , and enhanced cross-entropy method (ECE) [25] in Table 4 . The maximum iteration number and number of trails are selected to be 200 and 100, respectively. The convergence characteristic of the proposed algorithm is depicted in Fig. 4 . It can be observed that the obtained results with ICA algorithm is less than those of reported in literature. 
Case 3: Ten unit system with transmission loss
The data for this case is similar to Case 2. In this case, the transmission losses also considered. The B− matrix coefficients of this system can be found in [26] which is given in perunit (100 MW base). The proposed algorithm applied to ten-unit test case with taking into account the transmission losses. The corresponding generation dispatch is presented in Table 5 . The minimum cost, mean cost, and maximum cost of obtained optimal results over 100 runs are compared with the results of Evolutionary Programming (EP) [40] , hybrid EP-SQP (EP-SQP) [40] , modified hybrid EP-SQP (MHEP-SQP) [40] , Genetic Algorithm (GA) [21] , Particle Swarm Optimization (PSO) [21] , improved PSO (IPSO) [16] , enhanced cross-entropy method (ECE) [25] , artificial bee colony algorithm (ABC) [21] and artificial immune system (AIS) [20] in Table 6 .
The convergence characteristic of the proposed algorithm is depicted in Fig. 5 .
Case 4: 54 unit system
In this case, a 54-unit test system is employed. The data of this system is adopted from [44] . The Valve-point effects and POZs are considered here. Hence this is a large non-13 Table A .1 for the load demand which is also given in Table A. 1. Beside the ICA, two different algorithms (GA [1] and PSO [45] ) are used for optimal dispatch of this system. For GA algorithm, mutation and selection rates are 0.2 and 0.5, respectively. For PSO algorithm cognitive and social parameters are equal to 1 and 2.5 , respectively. The maximum iteration number for PSO and GA are same as ICA. The obtained results over 25 trial runs are compared in Table 7 .
The minimum cost obtained using ICA is 1807081.174 $/day, whereas for the case of GA and PSO algorithms the minimum costs are 1834373.494 $/day and 1832121.861 $/day, respectively. With assumption that the daily load profile is same as studied day during the entire year, it means that using ICA will result in 9,139,850.75 $ annual saving comparing to PSO and 9,961,696.80 $ annual saving comparing to GA. It should be mentioned that in a practical power system the daily load profile is changing and DED problem should be solved for each day separately and the numbers are provided just for illustration of the economic effect of better solution. It is observed that the performance of the proposed method is better for large scale test cases too, and the proposed method can be used for scheduling of practical large power systems. The Convergence characteristics of the ICA algorithm compared with PSO and GA for this case are given in Fig. 6 . The maximum iteration number for this case is selected to be 800. test systems show that the proposed method can obtain better quality solution with higher precision and convergence property, so it provides a new and efficient approach to solve large-scale constrained DED problem. 
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