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Flows of the couplings of a theory of an N -component (complex) scalar field coupled to electro-
dynamics are investigated using the functional renormalization group formalism in d dimensions
in covariant gauges. We find charged fixed points for any number of components in d = 3, in
accordance with the findings of [G. Fejos and T. Hatsuda, Phys. Rev. D 93, 121701 (2016)] for
N = 1. It is argued that the appropriate choice of the regulator matrix is indispensable to obtain
such a result. Ward-Takahashi identities are analyzed in the presence of the regulator, and their
compatibility with the flow equation is investigated in detail.
I. INTRODUCTION
Analyses of the phase transition in scalar electrody-
namics (also known as the Abelian Higgs model) have a
long history. It first became of interest via the Coleman-
Weinberg mechanism, which is now a textbook example
of how radiative corrections can generate spontaneous
symmetry breaking in 3+1 dimensions [1]. The same
mechanism lead to the conclusion that in the dimension-
ally reduced theory, which describes a superconductor
close to its critical point, only first order transitions may
occur [2]. The original argument was backed by renor-
malization group (RG) analyses using the  expansion,
which showed no infrared (IR) stable fixed point and
concluded the absence of critical behavior in the system.
When one considered the N -component extension of the
scalar field, one found traces of charged fixed points (i.e.,
those with nonzero gauge coupling), but the necessary
condition in d = 3 turned out to be N ≥ 183 [3], which
certainly did not apply for superconductors.
Later on, based on a duality argument, it was shown
that the superconducting phase transition might be of
second order after all [4]. A disordered field theory,
dual to the original Abelian Higgs model, predicted that
the system is capable of showing critical behavior, given
that the ratio of the gauge and scalar couplings is small
enough. This result was also confirmed by separate
Monte Carlo simulations [5–7], and the transition was
conjectured to belong to the XY universality class [8, 9].
The two component case was also studied in [10, 11], and
the question of the order of the transition in Ginzburg-
Landau-type models has also drawn attention in systems
with various symmetries and interactions [12–14].
Going back to the conventional superconductor, the or-
der of the transition, however, could not be understood
properly from a RG point of view. In a series of papers
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there were promising attempts to find IR stable charged
fixed points that could describe the second order nature
of the superconducting transition [15–22], but it is be-
lieved that the fixed point structure is not well under-
stood quantitatively.
In this paper we present a study of obtaining the
flows of the couplings in the N -component Abelian Higgs
model via the functional renormalization group (FRG)
approach in arbitrary dimensions d, based on our ear-
lier results [23] for N = 1. FRG is a generalization of
the Wilsonian RG in the sense that, in general, not only
flows of individual couplings are considered, but also that
of the complete quantum effective action itself [24, 25].
The contents to be presented here are most closely re-
lated to [17, 18], with several differences featured. The
most important one is that these earlier works tackled
the problem of gauge symmetry violation (due to the mo-
mentum cutoff) via the background field formalism, while
we are presenting a method, where only one gauge field
is included, and gauge symmetry violation is taken care
by appropriate gauge fixing and consistency conditions.
(Recently this direction is also under investigation in,
e.g., [26].) Furthermore, as opposed to the earlier stud-
ies, we do not rely on any numerics at all, our results are
completely analytic. A related difference lies in the inclu-
sion of different variants of Litim’s IR regulator [27], as
opposed to smooth ones employed in [17, 18]. This turns
out to be a crucial point in our reasoning about the ex-
istence of charged fixed points. A main advantage of the
FRG framework is that one is free to choose between IR
regularization schemes, which opens up the possibility of
optimizing the RG flows leading to more reliable approx-
imate solutions. We will argue that such an investigation
is required for finding the same structure of tricritical and
IR fixed points for any value of N in d = 3.
The question of the Ward-Takahashi identities (WTIs)
and gauge symmetry violation is also of particular impor-
tance. Approximate solutions of the RG flows should not
violate the WTIs to be physically trustworthy. It is well
known that in FRG the WTIs are unavoidably spoiled by
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2the regulator terms, but ultimately should recover when
fluctuations are integrated out. The problem is that even
though any WTI modified by the regulator is compati-
ble with the flow equation of the effective action in the
sense that if they are satisfied at a given scale then they
are satisfied at all scales [28, 29], truncations may ruin
the virtue of the construction and one has to solve the
flow equation and the WTIs simultaneously by dividing
operators into WTI dependent and independent classes
[29–31]. It turns out that in the present case the situa-
tion is not that complicated, and the modified WTIs are
compatible with our approximation of the flow equation.
The structure of the paper is as follows. In Sec. II, we
introduce the model, the gauge fixing, and the truncation
scheme. We also establish the general framework of the
modified Ward-Takahashi identities (mWTI). Sec. III
consists of three parts: first we calculate the flow equa-
tions of couplings and wave function renormalizations,
and discuss how to accommodate the flow equation and
the used ansatz for the effective action by choosing ap-
propriate gauge fixing. Second, we investigate and draw
attention on the appropriate choice of the regulator ma-
trix, and third, we present the fixed point analysis itself.
Sec. IV is devoted for evaluating the mWTI in the back-
ground of classical gauge and scalar fields, where we show
that besides boundary conditions, the flow equation and
the mWTI contain the same information on the flows of
the couplings. The reader finds conclusions in Sec. V.
II. MODEL AND METHOD
A. N-component Abelian Higgs model
The model we are investigating is a theory of an
N -component complex scalar field equipped with U(1)
gauge symmetry. In d-dimensional Euclidean space the
classical action takes the following form:
S =
∫
x
L =
∫
ddx
[1
4
FijFij + (Diφ
a)†Diφa
+m2φ†aφa +
λ
6
(φ†aφa)2
]
, (1)
where Di = ∂i − ieAi is the covariant derivative with
Ai being the gauge field (i = 1, ...d), Fij = ∂iAj − ∂jAi
is the U(1) field strength tensor, φa is an N -component
complex scalar (a = 1, ...N), and m2 and λ > 0 are con-
stants. The Lagrangian is invariant under the following
gauge transformation:
δφa(x) = ieθ(x)φa(x), δAi(x) = −∂iθ(x), (2)
where θ(x) is an infinitesimal spacetime dependent pa-
rameter. It is convenient to separate the φa fields as
φa = (σa + ipia)/
√
2, where σa and pia are real. We
employ the Rξ gauge fixing condition by adding the fol-
lowing term to L:
L gf = 1
2ξ
(∂iAi + ξeσ˜
apia)2, (3)
where ξ is the gauge fixing parameter, and σ˜a is a freely
adjustable field. It will be useful to tune σ˜a to the classi-
cal field corresponding to σa. The derivative of the gauge
fixing condition (3) with respect to the gauge transforma-
tion parameter is field dependent; therefore, ghost fields
(c∗, c) have to be introduced. The corresponding dynam-
ics is described by
L gh = c∗(−∂2 + ξe2σ˜aσa)c. (4)
In the FRG formalism one derives an evolution equa-
tion for the scale-dependent effective action Γk, which
incorporates fluctuations with momenta higher than the
course graining scale k. Following the procedure of the
standard perturbative renormalization, we rescale the
fields and the charge as follows:
φa → Z1/2φ,k φa, Ai → Z1/2A,kAi, e→
Ze,k
Z
1/2
A,kZφ,k
e, (5)
where the Zi,k (i = φ,A, e) are scale-dependent rescal-
ing factors. The scale-dependent effective action is then
approximated with the form of (1) [and by adding (3)
and (4)], but with scale-dependent couplings and field
rescalings:
Γk =
∫
x
Lk =
∫
ddx
[
ZA,k
4
FijFij + Zφ,k(Dˆiφ
a)†Dˆiφa
+
Zφ,km
2
k
2
φ†aφa +
Z2φ,kλk
6
(φ†aφa)2
+
ZA,k
2ξk
(∂iAi + ξk
Ze,k
ZA,k
eσ˜apia)2
+ c∗(−∂2 + ξk
Z2e,k
ZA,kZφ,k
e2σ˜aσa)c
]
, (6)
where Dˆi = ∂i − iZe,kZφ,k eAi, and we have also allowed the
gauge fixing parameter (ξk) to flow. In order to pre-
serve gauge invariance, one needs Dˆiφ
a = Diφ
a, which
can be achieved by Ze,k = Zφ,k. This equality is indeed
a consequence of the Ward-Takahashi identities, but in
the FRG scheme it represents a subtle issue, and we will
address the question in Sec. IV. At this point we only
assume that Ze,k = Zφ,k ≡ Zk. Now, expression (6) in
terms of the collection of fields Φ = (Ai, σ
a, pia, c∗, c) is
the following:
Γk[Φ] =
∫
x
Lk =
∫
x
[
ZA,k
2
Ai[−∂2δij + ∂i∂j(1− ξ−1k )]Aj
+
Zk
2
σa(−∂2 +m2k)σa +
λkZ
2
k
4!
(
(σa)2 + (pia)2
)2
+
Zk
2
pia
(
(−∂2 +m2k)δab +
ξkZk
ZA,k
e2σ˜aσ˜b
)
pib
+
1
2
Zke
2AiAi
(
(σa)2 + (pia)2
)
− Zke∂iAi(σa − σ˜a)pia − 2ZkepiaAi∂iσa
+ c∗
(
− ∂2 + ξk Zk
ZA,k
e2σ˜aσa
)
c
]
. (7)
3The scale-dependent Γk effective action obeys the follow-
ing RG-evoution equation [25]:
∂kΓk =
1
2
∫
Tr [(Γk,2 +Rk)−1∂kRk], (8)
where Γk,2 = δ
2Γk/δΦ
†δΦ is the second derivative ma-
trix, and Rk is the so-called regulator, which appears by
adding a regulating term,∫
Φ†RkΦ (9)
to the action (1), and which plays the role of suppressing
low momentum fluctuations. The dimension of the ma-
trices is d+ 2N + 2. Note that, one is allowed to switch
basis between (σa, pia)↔ (φ†a, φa) for conventional pur-
poses. It is common to rewrite (8) as
∂kΓk =
1
2
∂˜k
∫
Tr log(Γk,2 +Rk), (10)
where ∂˜k acts only on Rk. The structure of this form
indicates that the change of the effective action with re-
spect to the coarse graining scale k is given by one-loop
diagrams made up by dressed propagators with the in-
clusion of the regulator.
The evaluation of the flow equation (10) is done via
the spectral decomposition of the (Γk,2 +Rk) matrix. In
terms of eigenvalues γ
(i)
k,2 of Γk,2, assuming a quasilocal
expansion of Γk (i.e., Γk is considered as an integral of
a local density function that depends on fields and their
derivatives), we can always rewrite (10) as (evaluating
the eigenvalues explicitly in Fourier space)
∂kΓk =
1
2
∂˜k
∫
x
∫
q
2N+d+2∑
i=1
log[γ
(i)
k,2(q) +R
(i)
k (q)], (11)
where we have chosen the Rk matrix such that it diago-
nalizes together with Γk,2, and the corresponding eigen-
values are R
(i)
k . Note that in the rhs of (11), contributions
of Grassmannian fields have to be taken into account with
an additional minus sign.
We are interested in the flows of the couplings and wave
function renormalizations. To extract the corresponding
information we have to evaluate the right-hand side of
(11) in an appropriate background of a classical field,
and identify the operators whose k derivative appears in
the left-hand side via the ansatz (7). The identifiable
operators and the corresponding classical fields that are
need to be imposed are the following:
Zkm
2
k
2
σaσa,
Z2kλk
4!
(σaσa)2 ←→

σa = const. 6= 0
pia = 0
Ai = 0
(12a)
Zk
2
σa(−∂2)σa ←→

∂jσ
a 6= 0
pia = 0
Ai = 0
(12b)
ZA,k
2
Ai(−∂2δij + ∂i∂j)Aj ←→

σa = 0
pia = 0
∂jAi 6= 0.
(12c)
Using these identifications first one obtains the flows of
combinations Zkm
2
k and Z
2
kλk, then the flow of Zk itself.
This leads to the flows of m2k, λk, and finally one gets
the flow of ZA,k directly. Since the flowing charge can be
defined as e2k = e
2/ZA,k, once the former quantities are
given, one is able to search for fixed points.
B. Modified Ward-Takahashi identities
Before we start to evaluate the flow equation in the
background of various classical fields, it is worth estab-
lishing the general framework of the (modified) Ward-
Takahashi identities in the Abelian Higgs model.
Ward-Takahashi identities play an important role in
quantum electrodynamics as gauge invariance is encoded
in them after losing explicit gauge symmetry due to the
gauge fixing term. One may emphasize the identity be-
tween matter field and charge-rescalings (Zφ,k = Ze,k)
and the fact that only the transverse component of the
gauge propagator receives radiative corrections. In the
FRG formalism, this is all lost due to the regulator term,
which breaks gauge invariance explicitly. Nevertheless,
one can derive mWTIs including additional contributions
arising from the regulator, which have to function as con-
sistency relations at intermediate scales, and become the
regular Ward-Takahashi identities in the k → 0 limit.
It is easy to show that the flow equation and the mWTI
are compatible with each other in the sense that if at
a certain scale the system is on a trajectory where the
mWTI is satisfied, then it will remain true throughout
the flow. It is argued, however, that introducing trun-
cations may ruin the aforementioned virtue of the flow
equation and the standard recipe is to introduce inde-
pendent operators evolving via the flow equation and use
mWTI for dependent ones [29–31].
The standard derivation of the Ward-Takahashi iden-
tities is as follows. Assuming that the functional integral
measure is invariant under gauge transformations, for a
given set of fields Φ, one has
δZ[J ] = δ
∫
DΦˆe−(S[Φˆ]+
∫
JΦˆ) = 0, (13)
where Z[J ] is the partition function, δ denotes an in-
finitesimal gauge transformation, and note that we have
introduced the fluctuating fields as Φˆ. Using the nota-
tion of the effective action, Γ[Φ] ≡ − logZ[J ] − ∫ JΦ,
(13) leads to
〈δS[Φˆ]〉 −
∫
x
〈δΦˆ(x)〉 δΓ
δΦ(x)
= 0, (14)
where 〈...〉 refers to the average
〈...〉 =
∫
DΦˆ(...)e−(S[Φˆ]+JΦˆ), (15)
4and J = J [Φ] is a function of Φ through the relation
J [Φ] = −δΓ[Φ]/δΦ. Note that 〈δS〉 6= 0 due to the ex-
plicit breaking of gauge symmetry via gauge fixing. In
the FRG framework, a regulator term quadratic in the
fields is added to the Lagrangian; thus, we have the sub-
stitution
S −→ S +
∫
xy
Φ†(x)Rk(x, y)Φ(y). (16)
Furthermore, the effective action generating 1PI dia-
grams changes as
Γ −→ Γk +
∫
xy
Φ†(x)Rk(x, y)Φ(y), (17)
where Γk obeys the flow equation (8). Applying the sub-
stitutions (16) and (17) on the Ward-Takahashi identity
(14), one arrives at the modified Ward-Takahashi iden-
tity:
〈δS[Φˆ]〉 −
∫
x
〈δΦˆ(x)〉 δΓk
δΦ(x)
=
− 〈δ
∫
xy
Φˆ†(x)Rk(x, y)Φˆ(y)〉+∫
x
〈δΦˆ(x)〉 δ
δΦ(x)
∫
yz
Φ†(y)Rk(y, z)Φ(z). (18)
This identity can be considered as a master equation for
individual (modified) Ward-Takahashi identities, which
can be obtained by projecting both sides onto various
operators. For example, if the regulator is missing and
thus the right-hand side of (18) is zero, a projection onto
∼ Ai leads to the absence of radiative corrections of the
longitudinal photon, or ∼ φ†aφb shows the identity Ze =
Zφ. In Sec. IV, we discuss in detail how these identities
are modified due to the regulator terms.
III. RENORMALIZATION GROUP ANALYSIS
A. Flow equations
Now we are in a position to determine the γ
(i)
k,2 eigenval-
ues. First, we assume a spacetime dependent expectation
value for σa, which covers both cases (12a) and (12b). As
announced already, we set the freely adjustable field σ˜
(introduced via the gauge fixing term) as σ˜a = σa. This
choice considerably makes calculations easier, as the mix-
ing term betweenAi-pi
a reduces to∼ piaAi∂iσa. This also
means that for a background where σa 6= 0, one does not
need to go Fourier space in σa to establish the quasilo-
cal expansion of (11). One just evaluates all momentum
space propagators in a constant background of σa, ∂iσ
a
and obtain naturally Γk as an integral of a local function
in direct space.
Using the notation σaσa = σ2, the second deriva-
tive matrix Γk,2 can be constructed from (7), and up
to O((∂jσ)2), the eigenvalues in Fourier space turn out
to be the following:
γ
(1)
k,2(q) = ZA,kq
2/ξk + Zke
2σ2 − 4e
2Z2k(qˆj∂jσ)
2
q2(Zk − ZA,k/ξk) + Zk(m2k + Zkλkσ2/6 + ξkZke2σ2/ZA,k − e2σ2)
,
γ
(2)
k,2(q) = ZA,kq
2 + Zke
2σ2 −
4e2Z2k
(
(∂jσ)
2 − (qˆi∂jσ)2
)
q2(Zk − ZA,k) + Zk(m2k + Zkλkσ2/6 + ξkZke2σ2/ZA,k − e2σ2)
,
γ
(3)
k,2(q) = ZA,kq
2 + Zke
2σ2, [ multiplicity : d− 2]
γ
(d+1)
k,2 (q) = Zk(q
2 +m2k + Zkλkσ
2/2),
γ
(d+2)
k,2 (q) = Zk(q
2 +m2k + Zkλkσ
2/6), [ multiplicity : 2(N − 1)]
γ
(d+2N)
k,2 (q) = Zk(q
2 +m2k + Zkλkσ
2/6 + ξk
Zke
2
ZA,k
σ2) +
4e2Z2k(∂jσ)
2
q2(Zk − ZA,k) + Zk(m2k + Zkλkσ2/6 + ξkZke2σ2/ZA,k − e2σ2)
+ [4e2Z2k(qj∂jσ)
2(ξ−1k − 1)ZA,k]× [q2(Zk − ZA,k) + Zk(m2k + Zkλkσ2/6 + ξkZke2σ2/ZA,k − e2σ2)]−1
× [q2(Zk − ZA,k/ξk) + Zk(m2k + Zkλkσ2/6 + ξkZke2σ2/ZA,k − e2σ2)]−1,
γ
(d+2N+1)
k,2 (q) = q
2 + ξk
Zk
ZA,k
e2σ2, [ multiplicity : 2] (19)
where qˆi = qi/|q|. The first three eigenvalues originate
from the timelike, longitudinal, and transverse polariza-
tions of the photon, respectively. The fourth and fifth
terms are the heavy and light (Nambu-Goldstone) modes,
while the sixth is associated with the only direction of the
pia field that receives an additional mass contribution via
the gauge fixing term. The last term is the inverse ghost
propagator.
5We still need to define the regulator matrix Rk. The
next subsection is devoted for discussions on the ap-
propriate choice, but at the moment we just let it be
a Litim-type function in every sector. Precisely speak-
ing, the Rk regulator matrix is defined such that it
diagonalizes as Γk,2, and (in Fourier space) a function
R
(i)
k (q) ≡ Z(i)k Rk(q) ≡ Z(i)k (k2 − q2)Θ(k2 − q2) is associ-
ated to each eigenmode, where Z
(i)
k is the coefficient of
q2 in the ith mode in (19). Note that, we will neglect
the effect of ∂˜k on the Z
(i)
k coefficients; it produces next-
to-leading order contributions of the flows in terms of λk
and e2k. Having that in mind, one uses
∂kR
(i)
k ≈ 2kZ(i)k Θ(k2 − q2), (20)
then evaluates the integral in (11) (note that the ghosts
appear with a negative sign due to their Grassmannian
nature), and after expanding the obtained expression in
σ and ∂jσ, compares the result with (7) to identify the
operators given in (12a) and (12b). One is then provided
with the following flow equations:
k∂k(m
2
kZk) = −
2
3d
Ωd
k2−d
[
3(d− 1)e2k + (N + 1)λk
]
Zk,
(21a)
k∂k(λkZ
2
k) =
4
3d
Ωd
k4−d
[
18(d− 1)e4k + 6ξke2kλk
+ (N + 4)λ2k
]
Z2k , (21b)
k∂kZk =
8
d(d− 2)
Ωd
k4−d
(d− 1 + ξk)e2kZk, (21c)
which have been evaluated for m2k = 0 (i.e., in the
critical point). We have also introduced the notation
Ωd =
∫
Ω
(2pi)−d ≡ 2/[(4pi)d/2Γ(d/2)] (here Γ denotes Eu-
ler’s gamma function). Combining (21b) with (21c) we
get
k∂kλk =
4
3d(d− 2)
Ωd
k4−d
[
18(d− 1)(d− 2)e4k
+ 6e2kλk(2− 2d− (4− d)ξk)
+ λ2k(d− 2)(N + 4)
]
. (22)
The latter shows that the change in the self-coupling de-
pends on the gauge fixing parameter unless the dimension
is set to d = 4. This peculiar statement originates from
the fact that gauge symmetry cannot be maintained due
the cutoff-type regularization that FRG enforces us to
apply by construction. This should not imply that the
flow of λk is arbitrary, as ξk will be determined by a
consistency relation between the flow equation and the
applied ansatz for Γk.
In the following, we evaluate (11) in a classical field
where the only nonvanishing component is Ai(x). Since
we are looking for the operator of (12c), it is not neces-
sary to list all eigenvalues. Contributions arise from N
identical copies of σa− pia sectors that mix the following
way:
Γσ
apia
k,2 (x, y) = Zk
(−∂2 +m2k + e2A2i −e∂iAi − 2eAi∂i
e∂iAi + 2eAi∂i −∂2 +m2k + e2A2i
)
× δ(x− y). (23)
We may calculate the eigenvalues γ
(i)
k,2 as before, or just
simply make use of the identity Tr log = log det. Plug-
ging (23) into (10) we get
∂k Γk|A = N
2
∂˜k
∫
log[Z2k(−∂2 +m2k + e2A2i +Rk)2
+Z2k(e∂iAi + 2eAi∂i)
2]
=
N
2
∂˜k
[ ∫
log[Z2k(−∂2 +m2k +Rk)2]
+
∫
log[1 + 2e2(−∂2 +m2k +Rk)−1A2i ]
+
∫
log[1 + e2[(−∂2 +m2k +Rk)−1(∂iAi +Ai∂i)]2
]
,
(24)
where we have omitted the functional unit matrices (delta
functions) for the sake of compactness. Note that, the
regulator is again constructed in the same fashion as
above (i.e., associating individual regulators to eigen-
modes); it turns out to be just adding ZkRk in the diag-
onal components of (23). The first term in (24) does not
contribute to the flow of Ai dependent operators, thus
can be discarded. The second and third terms can be
expanded up to O(A2) and evaluated readily in Fourier
space:
∂kΓk|A = Ne
2
2
∫
p
Ai(p)Aj(−p)∂˜k
[∫
q
2δij
q2 +m2k +Rk(q)
−
∫
q
(p+ 2q)i(p+ 2q)j
[q2 +m2k +Rk(q)][(q + p)
2 +m2k +Rk(q + p)]
]
+O(A4). (25)
For m2k = 0, the integrals combine into the following form
in real space (see details in Appendix A):
∂kΓk|A = 1
2
(
− 4Ne
2(d− 2)
d(d+ 2)
Ωd
k3−d
)∫
x
A2i (x)
+
1
2
(
− 8Ne
2
d(d+ 2)
Ωd
k5−d
)
×
∫
x
Ai(x)
(
− ∂2δij + ∂i∂j d− 2
2
)
Aj(x)
+ O(A4, ∂4A2). (26)
First we notice that a mass term appeared for the pho-
ton, which was not present in (7). By adding the term
1
2
∫
x
m2A,kA
2
i (x) to (7) we get
∂km
2
A,k = −
4Ne2(d− 2)
d(d+ 2)
Ωd
k3−d
. (27)
6The appearance of the photon mass is again related to
the breaking of gauge symmetry by the regulator. It is
important to stress that, if at the UV scale it is adjusted
to
m2Λ,A = −
4Ne2
d(d+ 2)
ΩdΛ
d−2, (28)
then at k = 0 it disappears as it should. Therefore,
we can think of this phenomenon as an artifact of the
formalism, which, after taken care of at the UV scale,
does not have any physical effect in the infrared.
The second observation is that the flowing component
of the gauge propagator is not transverse, as one would
expect from perturbation theory (note that in perturba-
tion theory no fluctuations affect the longitudinal part, as
opposed to what we obtain here). The reason is the same
as above; the regulator also violates the Ward-Takahashi
identities, as we discussed in Sec. II (see also Sec. IV.
in detail). One observes that consistency between the
ansatz (7) and the flow equation (26) requires the choice
ξk = 2/(4− d), (29)
which should also be used in (22). (29) is inapplicable for
d = 4, in which case consistency requires ξk to flow as the
gauge wave function renormalization: ξk = const. ×ZA,k
(choice of the constant is completely arbitrary). This is
in accordance with perturbation theory.
Finally, we identify the flow of the photon wave func-
tion renormalization as
∂kZA,k = − 8Ne
2
d(d+ 2)
Ωd
k5−d
. (30)
Since the connection between the bare and flowing
charges is e2k = e
2/ZA,k (note that e
2
Λ ≡ e2), we get
∂ke
2
k =
8Ne4k
d(d+ 2)
Ωd
k5−d
. (31)
B. Role of the regulator
In the previous subsection we evaluated the flow equa-
tion by diagonalizing the matrix Γk,2 + Rk. First, we
calculated the eigenvalues of Γk,2 and only after that de-
fined the matrix Rk such that each eigenvalue received a
contribution of a Litim-type function, i.e.,
R
(i)
k (q) = Z
(i)
k Rk(q) = Z
(i)
k (k
2 − q2)Θ(k2 − q2). (32)
It is easy to see that even if we decide to fix the shape
regulator by the Litim function Rk(q), a separate choice
of regularization is also legitimate. By this we mean that
we could have added the following term to the classical
action in advance to diagonalizing Γk,2:∫
Φ†RkΦ ≡
ZA,k
2
∫
q
Ai(q)Rk(q)
(
δij +
qiqj
q2
(1− ξ−1k )
)
Aj(−q)
+ Zφ,k
∫
q
φ†a(q)Rk(q)φa(−q) +
∫
q
c∗(q)Rk(q)c(−q),
(33)
which would have led the flow equation to
∂kΓ
R2
k =
1
2
∂˜k
∫
x
∫
|q|<k
2N+d+2∑
i=1
log[γ
(i)
k,2(k)], (34)
instead of
∂kΓ
R1
k =
1
2
∂˜k
∫
x
∫
|q|<k
2N+d+2∑
i=1
log[γ
(i)
k,2(q)− Z(i)k (q2 − k2)],
(35)
the latter being a direct consequence of (11) (the super-
scripts of Γk distinguish different regulators). The differ-
ence between the two approaches is that while in (35) the
regulator only changes the Gaussian quadratic momen-
tum dependence to k2, in (34) it completely eliminates
q, and everywhere replaces it with k.
Looking at (19) one observes that if σ 6= 0, ∂jσ = 0,
then there is no additional q dependence apart from the
Gaussian part, and all eigenvalues (19) take the form of
γ
(i)
k,2 = Z
(i)
k q
2 + const. , therefore
γ
(i)
k,2(q)− Z(i)k (q2 − k2) = γ(i)k,2(k). (36)
This case is of no interest as the two regularization proce-
dures turn out to be equivalent. However, when ∂jσ 6= 0,
the two sides of (36) differ, and so does the corresponding
prediction of the flow equation, that is the k dependence
of the scalar wave function renormalization Zk. At this
point one has to decide which choice is more reliable.
Since only the flow of Zk differs in the two cases, for-
mally we can consider ∂jσ 6= 0 but set σ = 0 to obtain
∂kZk. The eigenvalues of (19) that contribute are
γ
(1)
k,2(q) = ZA,kq
2/ξk − 4e
2Z2k(∂jσ)
2
(Zk − ZA,k/ξk)q2 cos
2 θ,
(37a)
γ
(2)
k,2(q) = ZA,kq
2 − 4e
2Z2k(∂jσ)
2
(Zk − ZA,k)q2 (1− cos
2 θ),
(37b)
γ
(d+2N)
k,2 (q) = Zkq
2 +
4e2Z2k(∂jσ)
2
(Zk − ZA,k)q2
− 4e
2Z2k(1− ξ−1k )ZA,k(∂jσ)2
(Zk − ZA,k)(Zk − ZA,k/ξk)q2 cos
2 θ.
(37c)
7Here we denoted the angle between qj and ∂jσ by θ.
Plugging (37a), (37b), and (37c) into (34) and (35), we
arrive at a series representation of ∂kΓk in terms of ∂iσ.
Detailed calculations can be found in Appendix B; here
we just state that by taking the leading order term in the
obtained expansions we get
∂k logZ
R1
k =
8e2k
d(d− 2)
Ωd
k5−d
(d− 1 + ξk),
(38a)
∂k logZ
R2
k =
16e2k
d2
Ωd
k5−d
(d− 1 + ξk).
(38b)
By obtaining (38a) we have reproduced (21c), but we
see that the predictions for Zk differ in the two regular-
ization procedures. Comparing (38a) and (38b) we get
∂k logZ
R1
k /∂k logZ
R2
k = d/2(d − 2). It is worth noting
that for d = 4, Z R1k = Z
R2
k , which is no surprise as in
d = 4 the β functions are universal. For d < 4 (d > 4)
we get Z R1k > Z
R2
k (Z
R1
k < Z
R2
k ).
The fact that two regularizations lead to different pre-
dictions is clearly due to the truncation of the effective
action (7). If one was able to solve the flow equation
exactly, there would be no regulator dependence whatso-
ever, but (38a) and (38b) show that in the current ap-
proximation one has to make a choice regarding the two
regularization schemes. We decide by looking at the con-
vergence properties of the series representations in ques-
tion [see (B4) and (B5) in Appendix B]. One observes
that while both cases lead to alternating series, in case
of R1, the absolute value of the coefficients is decreasing
as we proceed to higher orders, as opposed to that of
R2. This shows that if one is to take a finite truncation
[which is certainly what we are doing in (7) by keeping
only the leading order term], the former (i.e., regulator
R1) should be taken as a better approximation since one
neglects terms that gradually carry less contribution.
C. Fixed points
It is a four-dimensional space of coupling constants and
mass parameters (λk, e
2
k,m
2
k,m
2
A,k) in which one is look-
ing for fixed points. We emphasize that it is not necessary
to determine the complete map of trajectories of the sys-
tem in order to find fixed points, as for this purpose one
may use approximate flow equations that are valid when
k → 0. First of all, the photon mass m2A,k is clearly non-
physical, but we saw in the previous subsection that it
dies out as k → 0. Therefore, for a fixed point analysis
it is safe to set m2A,k = 0 and analyze the flows accord-
ingly (as we assumed it implicitly when deriving the RG
equations of the couplings and wave function renormal-
izations). Because of a similar argument, one may choose
m2k = 0, as it corresponds to the temperature parame-
ter. This does not mean that the flow of m2k is neglected,
to the contrary, it does flow, but the initial conditions
λ−k
e−2k
(λ−
−
,e−2
*
) (λ−+,e−2*)
(λ−WF,0)
(0,0)
FIG. 1. Structure of the renormalization group flows in d = 3.
Two charged fixed points appear for every N . Arrows point
from UV to IR.
are considered to be set in a way that it approaches zero
when k → 0 (this signals the critical point). By these
considerations, one is looking for the fixed point struc-
ture in the (λk, e
2
k) plane via the following equations [see
(22) and (31)]:
k∂kλk =
4
3d(d− 2)
Ωd
k4−d
[18(d− 1)(d− 2)e4k
− 12de2kλk + (d− 2)(N + 4)λ2k], (39a)
∂ke
2
k =
8Ne4k
d(d+ 2)
Ωd
k4−d
, (39b)
where we used the consistency condition ξk(4−d) = 2 in
(39a). The d = 4 case is special as there no ξk dependence
appears, and we directly get
k∂kλk|d=4 = 54e
4
k − 18e2kλk + (N + 4)λ2k
24pi2
, (40a)
∂ke
2
k|d=4 =
Ne4k
24pi2
. (40b)
Note that (40a) and (40b) are the standard results of per-
turbation theory. Since fixed points are found in terms of
dimensionless variables λ¯k = λkk
d−4, e¯2k = e
2
kk
d−4, Eqs.
(39a) and (39b) should be rewritten as
βλ ≡ k∂kλ¯k = (d− 4)λ¯k + 4Ωd
3d(d− 2)
×[18(d− 1)(d− 2)e¯4k − 12de¯2kλ¯k + (d− 2)(N + 4)λ¯2k],
(41)
βe2 ≡ k∂ke¯2k = (d− 4)e¯2k +
8NΩd
d(d+ 2)
e¯4k.
(42)
For uncharged fixed points one solves (41) with e2k ≡ 0
and obtains
λ¯G = 0, λ¯WF =
3d(4− d)
4(N + 4)Ωd
. (43)
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FIG. 2. Fixed points as a function of N in d = 3. Arrows
point into directions where N is increasing.
Note that, λ¯G and λ¯WF correspond to the Gaussian and
Wilson-Fisher fixed points, respectively. For the latter,
one has to have d < 4 due to stability reasons, which
remains as a necessary condition for the existence of
charged fixed points, as e2k > 0. (42) shows that charged
fixed points may exist on the line of
e¯2k = e¯
2
∗ ≡ d(d+ 2)(4− d)/8NΩd, (44)
which indeed appear if one solves (41) with (44) as a
constraint:
λ¯± = 3d
(4− d)(2d(d+ 2) + (d− 2)N)±√∆
8(d− 2)N(N + 4)Ωd , (45)
where
∆ = (d2 − 6d+ 8)2N2
− 2(d− 4)2(d− 2)(d+ 2)(4 + (d− 3)d(d+ 2))N
− 4(d− 4)2(d+ 2)2(d2(2d− 11) + 16d− 8). (46)
In particular, in d = 3 one has
λ¯G|d=3 = 0, λ¯WF|d=3 = 9
4(N + 4)Ω3
,
λ¯±|d=3 = 9(30 +N ±
√
(20−N)2 + 100)
8N(N + 4)Ω3
, (47)
with
e¯2∗|d=3 =
15
8NΩ3
. (48)
At N = 1 we reproduce the results of [23], where it has
already been reported that this structure can describe
the superconducting phase transition, see the UV→IR
flows in Fig. 1. We also see in Fig. 2 that, as opposed to
the standard results of the  expansion, the current fixed
point structure remains valid for every N .
The region of the parameter space that is attracted by
the fixed point (λ+, e¯
2
∗) can be uniquely characterized by
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  25  50  75  100  125  150
κk
N
κ+
κ
-
FIG. 3. Flow diagram of the Ginzburg-Landau parameter κk
in d = 3. Arrows point from UV to IR. Above the line of κ−
the phase transition is of second order.
the Ginzburg-Landau parameter κ2k ≡ λ¯k/6e¯2k. The RG
flow of κ2k is
k∂kκ
2
k =
8Ω3
15
e¯2k
(
5(N + 4)κ2k − (N + 30)κk + 5
)
,(49)
which shows that κk has two fixed points (note that,
κk > 0, since λk > 0 and e
2
k > 0):
κ± =
√
30 +N ±√(20−N)2 + 100
10(N + 4)
, (50)
where κ+ is stable, while κ− is unstable, see also Fig. 3.
That is if κk > κ−, the RG flows drive the system toward
the IR fixed point (λ+, e¯
2
∗) and it undergoes a second
order transition. However, if κk < κ−, the transition
cannot be continuous and presumably it is of first order.
For N = 1 we get κ− ≈ 0.62/
√
2, in accordance with [23]
and in decent agreement with Monte Carlo simulations
[7].
We close this section by drawing attention on the im-
portance of the use of the R1 regulator. Had we cho-
sen R2, the flow of the wave function renormalization
Zk would have received a multiplicative factor of 2/3
[see (38)]. This would have affected the flow of the
self-coupling λk and changed the positions of the fixed
points. A short calculation leads to the conclusion that
this change is so dramatic that the charged fixed points
disappear if N ≤ N crit = 68. Since one expects the ex-
istence of these fixed points even for N = 1, this shows
the importance of optimizing the flows through the regu-
lator choice, and in addition to the arguments presented
in the previous subsection, backs the choice of regulator
R1 instead of R2.
9IV. EVALUATION OF THE MODIFIED
WARD-TAKAHASHI IDENTITIES
In this section we evaluate the modified Ward-
Takahashi identities. One is interested in the anomalous
contributions of the IR regulator, and the relationship
between these identities and the flow equation. A priori
there is no reason to expect that after truncating the ef-
fective action their compatibility (given in the full theory)
remains [29, 32]. Also, we have made use of the equality
Ze,k = Zφ,k, which was put in the flow equations by hand,
but might be violated due to the regulator. The master
equation of the mWTI, Eq. (18), is therefore evaluated
for two projections, ∼ Ai (gauge identity) and ∼ φ†aφb
(scalar identity), respectively.
In what follows we restore the difference between Zφ,k
and Ze,k, and use the basis of (φ
†a, φa) instead of (σa, pia).
The ansatz of Γk [based on (6)] is
Γk =
∫
x
[
ZA,k
2
Ai
(
− ∂2δij + ∂i∂j(1− ξ−1k )
)
Aj
+ Zφ,kφ
†a(−∂2 +m2k)φa +
λkZ
2
φ,k
6
(φ†aφa)2
− iZe,keAi(∂iφ†aφa − φ†a∂iφa) +
Z2e,k
Zφ,k
e2AiAiφ
†aφa
+
√
2e∂iAiZe,kσ˜
a=φa + ξk
Z2e,k
ZA,k
eσ˜aσ˜b=φa=φb
+ c∗(−∂2 + ξk
√
2Z2e,k
ZA,kZφ,k
e2σ˜a<φa)c
]
. (51)
A. The gauge identity
First, we are looking for the renormalization of the
gauge propagator; therefore, we need to project (18) onto
the operator ∼Ai. One is free to work in the symmetric
phase; thus, we set σ˜a = 0, which completely decouples
the ghost fields (c∗, c). Let us begin with calculating the
left-hand side of (18). It is convenient to work in Fourier
space. First, one gets
〈δS[Φˆ]〉 = 1
2ξ
〈δ
∫
x
(
∂iAˆi(x)
)2〉
=
i
ξ
∫
p
θ(−p)p2piAi(p), (52)
and an almost identical term comes from the second term
of the lhs of (18). One arrives at
lhs = i
∫
p
θ(−p)p2piAi(p)
[
1
ξ
− ZA,k
ξk
]
. (53)
Note that if the rhs of (18) was zero, we would get ξk =
const. × ZA,k, which agrees with the expectations based
on perturbation theory.
However, the rhs due to the regulator is nonzero, and
the O(Ai) piece of it is carried solely by scalar fluctua-
tions. The corresponding term that has to be evaluated is
the scalar regulator
∫
Zφ,kφˆ
†aRkφˆa, and using the trans-
formation properties (2), we get
〈δ
∫
xy
Zφ,kφˆ
†a(x)Rk(x, y)φˆa(y)〉 =
iZφ,ke
∫
p
θ(−p)
∫
q
〈φˆ†a(q)φˆa(q + p)〉 ×
[Rk(p+ q)−Rk(q)] . (54)
Using this identity in the rhs of (18) we get
rhs = −iZφ,ke
∫
p
θ(−p)
∫
q
(
〈φˆ†a(q − p)φˆa(q)〉c
−〈φˆ†a(q)φˆa(q + p)〉c
)
Rk(q), (55)
where the connected two-point function is
〈φˆ†a(p′)φˆb(p)〉c = 〈φˆ†a(p′)φˆb(p)〉
− 〈φˆ†a(p′)〉〈φˆb(p)〉, (56)
which has to be evaluated in the presence of a classical
field Ai. From (51), after inverting the corresponding
two-point vertex, in the desired accuracy
〈φˆ†a(p′)φˆb(p)〉c|A = 1
Zφ,k
(
p2 +Rk(p)
)δ(p− p′)δab
+
Ze,k
Z2φ,k
eAi(p− p′)(p+ p′)i(
p2 +Rk(p)
)(
p′2 +Rk(p′)
)δab
+ O(A2). (57)
The easiest way to obtain (57) is to recall that for oper-
ators Γ
(0)
k,2 and P ,
(Γ
(0)
k,2 − P )−1 = (Γ(0)k,2)−1
(
1 +
∞∑
n=1
(
P (Γ
(0)
k,2)
−1)n),(58)
(also known as the Neumann series) and consider the
propagator mixing as perturbation P . Note that, in
(58) multiplications have to be considered both in the
functional and matrix sense. Inserting (57) into (55), at
m2k = 0, we get
rhs = iNe2
Ze,k
Zφ,k
∫
p
θ(−p)Ai(p)
×
∫
q
2(2q + p)iRk(q)
[q2 +Rk(q)][(q + p)2 +Rk(q + p)]
. (59)
A straightforward calculation (see Appendix A for de-
tails) leads to
rhs = iΩd
4Ne2
d(d+ 2)
Ze,k
Zφ,k
∫
p
θ(−p)Ai(p)
× (kd−2pi − kd−4p2pi +O(p5))+O(A2). (60)
First, one notices (similarly as in Sec. III) that there is no
term in (53) that would correspond to the first term in the
bracket in (60). It shows the sign of a photon mass, which
was left out from (51) and thus has no correspondence in
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(53). If one adds 12
∫
x
m2A,kA
2
i (x) to (51), then the mWTI
tells that
m2A,k = −
4Ne2
d(d+ 2)
Ze,k
Zφ,k
Ωdk
d−2, (61)
which, by assuming Ze,k = Zφ,k, gives the same result as
the flow equation (27), including the boundary condition
(28). Second, matching (60) with (53), the other term in
the bracket of (60) shows that the following consistency
condition has to be satisfied:
ZA,k
ξk
− 1
ξ
=
4Ne2
d(d+ 2)
Ze,k
Zφ,k
Ωd
k4−d
. (62)
Applying the operator k∂k on (62),
k∂kZA,k
ξk
− ZA,k k∂kξk
ξ2k
=
4Ne2(d− 4)
d(d+ 2)
Ze,k
Zφ,k
Ωd
k4−d
+ O(e4) (63)
and we see that it is compatible with the corresponding
flow equation (26), provided ξk satisfies the following.
The choice d = 4 shows that ξk = const. ×ZA,k (just as
if the regulator was absent), while d 6= 4 leads to (30) if
ξk = 2/(4− d) (64)
is satisfied as a fixed point, and given that Ze,k = Zφ,k.
This is in an exact agreement with what we found when
analyzing the compatibility of the flow equation and the
ansatz of the effective action.
B. The scalar identity
Now we investigate the validity of the Ze,k = Zφ,k
relation, which originally can be proven by projecting
the WTI [lhs of (18)] onto ∼ φ†aφb. For this projection
δS gives no contribution, and the lhs of (18) is just the
well-known Ward-Takahashi identity:
lhs = i
∫
p
θ(−p)
∫
q
φ†a(q)φb(q + p)
×
[
eΓabk (q + p)− eΓabk (q)− piΓabi,k(p, q)
]
, (65)
where Γabk is the scalar inverse connected two-point func-
tion, and Γabi,k is the A
i-φ†a-φb vertex (in Fourier space).
One reads off from the ansatz (51) that (at m2k = 0)
Γabk (q) = Zφ,kq
2δab, Γabi,k(p, q) = Ze,ke(p+ 2q)iδ
ab, which
leads (65) to
lhs = −ie
∫
p
θ(−p)
∫
q
φ†s(q)φs(q + p)
× (p2 + 2p · q)(Ze,k − Zφ,k). (66)
If there was no regulator, we would get Zφ,k = Ze,k,
but contributions may again appear from the rhs of (18).
These anomalous terms can arise solely from the scalar
regulator, and one has to again evaluate (55), but now
calculated in the presence of a classical field φa (and by
setting the gauge field Ai = 0). To simplify calculations,
we work in R2 regularization, and require the freely ad-
justable field σ˜a in the gauge fixing condition to be zero,
σ˜a = 0, even though throughout the paper we set it equal
to σa.
The reason is that by adding (3) into the Lagrangian,
one implicitly assumes that φa is real, and introduces
asymmetry between σa ↔ pia, i.e., breaks orthogonal in-
variance. If pia is set to zero, this makes no problem,
but a direct calculation of the flow of Ze,k (this is to be
done in Appendix C) requires nonzero expectation value
for both σa and pia. We thus work with σ˜a = 0, which
does not introduce asymmetry and maintains orthogonal
invariance, and this way we can indeed confirm compati-
bility of the flow equation and the mWTI. We note that
these restrictions should not affect the conclusions to be
drawn at the end of this subsection.
For indices that correspond to different directions than
that of the classical field φs, we have (at m2k = 0)
〈φˆ†a(p′)φˆb(p)〉c|φ = 1
Zφ,k
(
p2 +Rk(p)
)δ(p− p′)δab
+
λk
3
∫
l
φ†s(l − p)φs(l − p′)(
p′2 +Rk(p′)
)(
p2 +Rk(p)
)δab
+ O(φ4). (67)
These propagators do not give any contribution when
evaluating the traces in (55), which can be seen by per-
forming a simultaneous, q → −q, l → l + p variable
change in the second term of the bracket of (55). For the
direction s that corresponds to the symmetry breaking, a
more careful treatment is necessary. First, one notes that
the coefficient of∼ φ†sφs receives an extra factor of 2, but
more importantly, the corresponding φˆs fluctuating field
mixes with the gauge fields. For calculating the (con-
nected) two-point function in question, a (d+2)× (d+2)
submatrix of δ2Γk/δΦ
†Φ needs to be inverted (spanned
by the fluctuating fields Aˆi, φˆ
s and its conjugate φˆ†s).
Treating the propagator mixing as perturbation, using
(58), we get
〈φˆs†(p′)φˆs(p)〉c|φ = 1
Zφ,k
(
p2 +Rk(p)
)δ(p− p′)
+
2λk
3
∫
l
φ†s(l − p)φs(l − p′)(
p′2 +Rk(p′)
)(
p2 +Rk(p)
)
+
4e2
ZA,k
Z2e,k
Z2φ,k
∫
l
f(p, p′; l)φ†s(l − p)φs(l − p′)
+O(φ4). (68)
where
f(p, p′; l) =
l2(p · p′)− (l · p)(l · p′)
l2(l2 +Rk(l))(p2 +Rk(p))(p′2 +Rk(p′))
+
ξk
4
(l2 − 2l · p)(l2 − 2l · p′)
l2(l2 +Rk(l))(p2 +Rk(p))(p′2 +Rk(p′))
.
(69)
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Similarly as described above, the first two terms of (68)
do not contribute in (55), but it turns out that the third
one does. By performing the following series of variable
changes in (68): q → −q, q → q− l, l→ l+ q for the first
term, and q → −q, q → q − l + p, l → l + p + q for the
second term, we arrive at the following expression:
rhs = (−i) 4e
3
ZA,k
Z2e,k
Zφ,k
∫
p
θ(−p)
∫
q
φ†s(q)φs(q + p)
×
∫
l
Rk(l)
(
f(l − p, l; l + q)− f(l, l + p; l + p+ q)
)
.
(70)
The l integral has to be expanded in terms of p and q to
let the combination (p2 + 2p · q) emerge, in accordance
with (66). After a straightforward calculation, we arrive
at
rhs = (−i) 4e
3
ZA,k
Z2e,k
Zφ,k
∫
p
θ(−p)
∫
q
φ†s(q)φs(q + p)
× ξk
4k6
(
p2 + 2p · q +O(q2, p2q, p3)) ∫
l
Rk(l). (71)
Since
∫
l
Rk(l) = 2k
d+2Ωd/d(d + 2), matching (71) with
(66) we get
Ze,k/Zφ,k − 1 =
Z2e,k
Z2φ,k
2e2k
d(d+ 2)
ξkΩdk
d−4. (72)
The mWTI shows that in fact Ze,k 6= Zφ,k, except for
ξk ≡ 0 [28]. This can only be satisfied at d = 4, as we
already had a constraint ξk = 2/(4− d) for d 6= 4. Note
that, (72) is not due to any discrepancy between the flow
equation and the mWTI, since by applying k∂k to (72),
we get
k∂k
(
Ze,k
Zφ,k
)
=
Z2e,k
Z2φ,k
2e2k(d− 4)
d(d+ 2)
ξkΩdk
d−4 +O(e4),(73)
which is in accordance with the flow equation (see Ap-
pendix C).
We wish to emphasize that one cannot give up the con-
straint ξk = 2/(4− d) in favor of ξk = 0, as the former is
required by inner consistency between the flow equation
and the ansatz of Γk itself, and it is also a necessary con-
dition to build compatibility between the gauge identity
and the flow equation. Concerning the violation of the
Ze,k = Zφ,k identity, there is no discrepancy between the
mWTI and the flow equation; they lead to compatible
results. We thus conclude that a possible way to circum-
vent the problem is what we did in Sec. II. in the first
place, i.e., to project the flow equation onto a subspace of
coupling flows, where the identity Ze,k = Zφ,k is imposed
by hand.
V. CONCLUSIONS
In this paper we investigated the renormalization
group flows of the couplings of the Abelian Higgs model
with an N -component complex scalar field. We showed
that a careful choice of the IR regularization scheme is
necessary to find such an approximate solution of the
flow equation that displays two charged fixed points for
arbitrary N in d = 3 dimensions. We found that one of
them is IR stable and thus capable of describing a second
order phase transition, in particular, the superconduct-
ing transition for N = 1. The other, being a tricritical
fixed point controls the region of the parameter space
that is attracted by the former one. The applied regula-
tor has the property that it modifies eigenvalues of the
propagators only in the respective Gaussian parts, and
completely leaves the remaining momentum dependence
untouched. We argued that this choice leads to better
convergence properties of the effective action in terms of
the derivative expansion.
Gauge symmetry and the corresponding Ward-
Takahashi identities were also analyzed in detail. First,
we found that in order to accommodate the flow equa-
tion and the applied ansatz of the effective action, except
for d = 4, one has to fix the gauge fixing parameter as
ξk ≡ 2/(4 − d). The necessity of such a choice could be
also explained via the violation of the Ward-Takahashi
identity of the longitudinal photon due to IR regulator
terms. We have also found violation of the Ze,k = Zφ,k
(scalar) identity, which is only cured by a choice of ξk ≡ 0,
if d 6= 4. This leads to the conclusion that the gauge and
scalar Ward-Takahashi identities cannot be satisfied at
the same time (except for d = 4). Since the ξk = 2/(4−d)
gauge is necessary from the point of view of the inner con-
sistency between the flow equation and the applied ansatz
(and similarly, compatibility between the flow equation
and the mWTI), a possible strategy is to solve the flow
equation in a subspace where Ze,k = Zφ,k is imposed by
hand.
Our findings also showed that the flow equation and
the modified Ward-Takahashi identities are compatible
with each other. It is important to stress that the latter
contains more information on the couplings, as one is
free to extract the boundary conditions at the UV scale
Λ from them.
It would be interesting to improve the current trunca-
tion of the effective action, and include higher order terms
in the derivative expansion. One would also need to op-
timize the flow and find the appropriate choice of regula-
tor for those improved truncations. The current method,
conveniently skipping any reference to background gauge
fields might also be applicable to other scalar theories
with U(1) gauge symmetry, and one might also be inter-
ested in the case of non-Abelian gauge groups, in partic-
ular in investigating anomalous violation of the WTIs in
general dimension d.
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Appendix A. CALCULATION OF LOOP
INTEGRALS
In this appendix we calculate two loop integrals. The
first one appeared in calculating the flow of the effective
action in a classical field Ai; see (25). The other one is
related to the gauge mWTI; see (60).
Let us begin with (note that m2k is set to zero)
I1(p) = I1(0) + ∆I1(p) =
∂˜k
∫
q
[
2δij
q2 +Rk(q)
− (p+ 2q)i(p+ 2q)j
[q2 +Rk(q)][(q + p)2 +Rk(q + p)]
]
.
(A1)
First we calculate I1(0).
I1(0) = ∂˜k
∫
q
[
2δij
q2 +Rk(q)
− 4qiqj
[q2 +Rk(q)]2
]
= −
∫
|q|<k
4k2δij − 16qiqj
k5
= −δij
k5
∫
|q|<k
(4k2 − 16q2/d), (A2)
where we used that
∫
q
f(q2)qiqj =
∫
q
f(q2)q2δij/d. Then,
I1(0) = − d− 2
d(d+ 2)
4
k3−d
Ωdδij , (A3)
where Ωd = 2/[(4pi)
d/2Γ(d/2)]. The piece with momen-
tum dependence is
∆I1(p) =∫
|q|<k
[
4k(p+ 2q)i(p+ 2q)j
k4[p2 + 2|p||q|x+ q2 +Rk(p+ q)] −
16kqiqj
k6
]
,
(A4)
where x = cos θ, θ being the angle between pi and qi.
We split the first term into two parts, depending on the
regulator being zero or nonzero. Since Rk is defined as
Rk(q) = (k
2− q2)Θ(k2− q2), Rk(p+ q) is nonzero only if
q2 − 2|p||q|x+ p2 − k2 < 0 (A5)
is satisfied. That is, if |q| < q+ ≡ k − |p|x + x2−12k p2 +
O(p3). Note that, since we are looking for an expansion
in p (i.e., p can be considered infinitesimal), if x < 0, then
(A5) is always satisfied (because |q| < k). Therefore,
(A4) can be written as
∆I1(p) =
4
k5
∫
|q|<k
(p+ 2q)i(p+ 2q)jΘ(x < 0)
+
4
k5
∫
|q|<q+
(p+ 2q)i(p+ 2q)jΘ(x > 0)
+
4
k3
∫
q+<|q|<k
(p+ 2q)i(p+ 2q)j
p2 + 2|p||q|x+ q2 Θ(x > 0)
− 16
k5
∫
|q|<k
qiqj . (A6)
This can be reformulated as
∆I1(p) =
4
k5
∫
|q|<k
(p+ 2q)i(p+ 2q)j
+
4
k3
∫
q+<|q|<k
(p+ 2q)i(p+ 2q)jΘ(x > 0)
×
[
1
p2 + 2|p||q|x+ q2 −
1
k2
]
− 16
k5
∫
|q|<k
qiqj .
(A7)
Performing the radial integral, and expanding all terms
up to O(p2), (A7) leads to
∆I1(p) =
4kd−5
d
pipj
∫
Ω
1− 16kd−5p2
∫
Ω
x2qˆiqˆjΘ(x > 0),
(A8)
where
∫
Ω
=
∫
dΩ(2pi)−d, and qˆi = qi/|q|. Since x = cos θ
can be written as x = qˆipˆi, the second term in (A8) needs
the evaluation of the integral∫
Ω
qˆiqˆj qˆkqˆlΘ(x > 0). (A9)
The Θ function simply restricts the surface integral to a
half-(unit)sphere. Because of symmetry, under the inte-
gral it can be substituted as Θ(x > 0)→ 1/2. One then
makes use of the identity∫
Ω
qˆiqˆj qˆkqˆl =
Ωd
d(d+ 2)
(δijδkl + δikδjl + δilδjk),(A10)
and arrives at
∆I1(p) =
8Ωdk
d−5
d(d+ 2)
(d− 2
2
pipj − p2δij
)
. (A11)
This results in
I1(p) = −4Ωdk
d−3
d(d+ 2)
(d− 2)δij
− 8Ωdk
d−5
d(d+ 2)
(
p2δij − d− 2
2
pipj
)
+O(p4),(A12)
which leads to (26).
The second integral we are performing in this appendix
is
I2,i(p) =
∫
q
[
(2q + p)i
[q2 +Rk(q)][(q + p)2 +Rk(q + p)]
− (2q − p)i
[q2 +Rk(q)][(q − p)2 +Rk(q − p)]
]
Rk(q),
(A13)
which arises after plugging (57) into (55) at m2k = 0.
Since Rk(q) = Rk(−q), after performing a q → −q vari-
able change in the second term, we get
I2,i(p) =
∫
q
2(2q + p)iRk(q)
[q2 +Rk(q)][(q + p)2 +Rk(q + p)]
.
(A14)
13
First, we exploit that Rk(q)/[q
2 +Rk(q)] = 1− q2/k2, if
|q| < k, and then split the integral similarly as above:
I2,i(p) =
2
k2
∫
|q|<k
(2q + p)i(1− q2/k2)
+ 2
∫
q+<|q|<k
(2q + p)i(1− q2/k2)Θ(x > 0)
×
[
1
q2 + p2 + 2|q||p|x −
1
k2
]
. (A15)
Performing the radial integral, and then expanding ev-
erything up to O(p3) one arrives at
I2,i(p) =
4kd−2
d(d+ 2)
pi
∫
Ω
1− 8k
d−4
3
p3
∫
Ω
qˆix
3Θ(x > 0)
+ O(p5). (A16)
Under the integral we again substitute Θ(x > 0)→ 1/2,
and after making use of (A10), we get
I2,i(p) =
4Ωdk
d−2
d(d+ 2)
pi − 4Ωdk
d−4
d(d+ 2)
p2pi +O(p5).(A17)
This completes the derivation as (A17) leads to (60).
Appendix B. CALCULATIONS WITH
DIFFERENT REGULATORS
In this part of the Appendix we evaluate the two forms
of the flow equation related to regulator choices R1 and
R2 [i.e., (34) and (35)]. We introduce the following no-
tations for the eigenvalues (37):
γ
(i)
k,2(q) = Z
(i)
k q
2 +
A
(i)
k
q2
(∂jσ)
2 +
B
(i)
k
q2
(∂jσ)
2 cos2 θ,(B1)
where the k-dependent constants Z
(i)
k , A
(i)
k , and B
(i)
k can
be read off from the respective expressions. Let us ana-
lyze (35) first. Plugging (B1) into (35), after performing
the radial integral, we get
∂kΓ
R1
k |∂jσ =
∫
x
∫
Ω
∑
i=1,2,d+2N
∞∑
n=0
(−1)nkd−1−4n
(d− 2n)(Z(i)k )n
× (A(i)k +B(i)k cos2 θ)n(∂jσ)2n
−
∫
Ω
pik−d−1
2 sin(dpi/2)
(
A
(i)
k +B
(i)
k cos
2 θ
Z
(i)
k
)d/2
(∂jσ)
d.
(B2)
The angular integrals can be performed analytically, but
for compactness we left them undone. First, one notes
that if d is even, in the sum of the right-hand side the
term for which n = d/2 is divergent. Note that, since if
d → 2n, sin(dpi/2) ≈ (−1)npi(d − 2n)/2, this is always
canceled by the last term; thus, the expression is well
defined. If d is odd, then the sum is finite, but we are left
with the second term being non analytic in ∂jσ. Without
proof, we expect that these type of terms vanish, once one
goes to higher orders in ∂jσ in the eigenvalues (B1). This
expectation is based on the analyticity of the effective
action, and on the fact that the result of integrals∫ k
0
dqqd−1
(
k2 + const. × [(∂iσ)2/q2]m
)−1
(B3)
contains a term proportional to (∂iσ)
d for all m [all re-
maining contributions are of O((∂iσ)2j), j ≥ m]. That is
to say, for calculating the term O((∂jσ)d) in (B2), one
should go to all orders in (B1) in terms of ∂jσ. Since Γk
is an analytic function of ∂jσ, these terms should ulti-
mately add up to zero when d is odd.
(B2) can be summarized as
∂kΓ
R1
k |∂jσ =
∫
x
∫
Ω
∑
i=1,2,d+2N
∑
n 6=d/2
(−1)nkd−1−4n
(d− 2n)(Z(i)k )n
× (A(i)k +B(i)k cos2 θ)n(∂jσ)2n. (B4)
On the other hand, for (34) one arrives at
∂kΓ
R2
k |∂jσ =
∫
x
∫
Ω
∑
i=1,2,d+2N
∑
n
(−1)n2kd−1−4n
d(Z
(i)
k )
n
× (A(i)k +B(i)k cos2 θ)n(∂jσ)2n. (B5)
The obtained results are very much alike, but neverthe-
less different. For the prediction of the wave function
renormalization, we have to take the n = 1 term in each
sum, which leads to (38a) and (38b).
Appendix C. FLOW OF Ze,k
Throughout the paper we assumed that Ze,k = Zφ,k,
but the mWTI in Sec. IV revealed that it can only be
maintained at ξk = 0. Here we show that the same result
can be obtained directly from the flow equation. In order
to calculate k∂kZe,k, one has to project the flow equation
(10) onto the operator ∼ σapiaAi. The appropriate pro-
jection of the lhs of (10) is
k∂kΓk|σapiaAi(p,−p) = 2iepik∂kZe,k, (C1)
where we set the gauge momentum to zero for simplicity.
The corresponding terms in the rhs are
14
(−i) Z
3
e,ke
3
ZA,kZ2φ,k
∂˜k
[ ∫
l
2(2p− l)2(l − p)i + 2(1− ξk)(2p · l − l2)2(l − p)i/l2(
l2 +Rk(l)
)(
(p− l)2 +Rk(p− l)
)2 + (2p− l)i − (1− ξk)(2p · l − l2)li/l2(l2 +Rk(l))((p− l)2 +Rk(p− l))
]
,
(C2)
which has to be expanded up to O(p) to arrive at
k∂kZe,k
Ze,k
=
e2k
Z2e,k
Z2φ,k
[
16(d− 1)
d2
− 2
d2
3d2 + 4d− 16
d+ 2
ξk
]
Ωdk
d−4.
(C3)
The flow of Zφ,k slightly changes for the choice σ˜
a = 0,
and an analogous calculation as of Sec. III leads to
k∂kZφ,k
Zφ,k
= e2k
Z2e,k
Z2φ,k
[
16(d− 1)
d2
− 2
d2
4d2 − 16
d+ 2
ξk
]
Ωdk
d−4.
(C4)
Note that, (C4) agrees with (C3) for d = 4, but otherwise
one gets
k∂k
(
Ze,k
Zφ,k
)
=
Z3e,k
Z3φ,k
2e2k(d− 4)
d(d+ 2)
ξkΩdk
d−4, (C5)
which is compatible with the mWTI [see (73)], but note
that, a multiplicative factor of Ze,k/Zφ,k appeared in the
rhs of (C5) compared to (73). A similar factor appears
when one confronts the flow equation and the mWTI re-
garding the gauge identity. Nevertheless, the arguments
presented in this appendix also shows that the only choice
to maintain the scalar identity (i.e. Ze,k = Zφ,k) is to
take ξk = 0.
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