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Abstract
We study the problem of distributed plurality consensus among n nodes, each of which initially
holds one of k opinions. The goal is to eventually agree on the initially dominant opinion. We first
describe our algorithm for the synchronous case and then extend it to the following asynchronous
model. Every node is equipped with a random Poisson clock that ticks at constant rate. Upon
a tick, the node may open constantly many communication channels to other nodes. The time
for establishing a channel is exponentially distributed with constant mean. Once the channel
is established, nodes may exchange messages and update their opinions. A simple clustering
algorithm is used and each cluster contains a designated leader. These cluster leaders coordinate
the progress of the distributed computation. We show that for k < n1/2−ε, ε constant, and
initial multiplicative bias α ≥ 1 + k logn√
n
· log k all but an 1/ logO(1) n fraction of nodes converge
towards the initial plurality opinion in O(log logα k · log k + log logn) time whp., and all nodes
have the initial plurality opinion after additional O(logn) time whp. To achieve this result, we
first derive an algorithm for a system with a designated leader, and then extend our approach to
a distributed system without a leader.
1 Introduction
Reaching consensus is a fundamental problem in distributed computing. It has a multitude
of applications, from distributed databases [Gif79] to game theory [DP94], network analysis
[FKW13, Pel14, LM15] and distributed community detection [CG10, KPS13, RAK07].
In our work, we are given a complete graph Kn of n nodes. Each node starts with one
initial opinion from a set of k possible opinions. We will also refer to opinions as colors.
Nodes interact with each other, based on some model of communication, and update their
opinions accordingly. If eventually all nodes agree on one opinion, we say this opinion wins,
and the process converges. We are interested in plurality consensus, that is, the opinion
with the largest initial support should win with high probability1, assuming a sufficiently
large bias towards the initial plurality opinion. In this paper, we consider two different
communication models and are interested in simple protocols that converge in these models
as fast as possible.
1 The expression with high probability (whp.) refers to a probability of at least 1− n−Ω(1).
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2 Fast Consensus Protocols
1.1 Related Work
Synchronized Protocols: From Pull Voting to Plurality Consensus. Plurality consensus
in synchronized models has one of its roots in randomized rumor spreading. Two papers
by Hassin and Peleg [HP01] and Nakata et al. [NIY99] have considered the so-called pull
voting process. This process runs in synchronous rounds during which each player contacts
a neighbor uniformly at random and adopts its opinion. They show that in the setting
where each node is initially assigned one of two possible opinions the probability for one
opinion to win is proportional to the number of edges incident at nodes supporting this
opinion. Furthermore, Hassin and Peleg [HP01] have shown that the number of rounds until
the two-opinion pull voting process converges on general graphs can only be bounded by
O
(
n3 logn
)
. Tighter bounds have been shown in [CEOR13, BGKM16, KMS16].
The expected convergence time for pull voting is at least Ω(n) on many graph classes.
However, for many fundamental problems in distributed computing, such as information
dissemination [KSSV00] or aggregate computation [KDG03], much more efficient solutions
are known on these graphs. Therefore, Cooper et al. [CER14] introduced the two choices
voting process. In this process, every node is allowed to contact two neighbors chosen
uniformly at random. If the neighbors’ opinions coincide, this opinion is adopted, otherwise
the node keeps its opinion. They show in random d-regular graphs a convergence time of
O(logn) whp., provided the initial bias is large enough. In [CER+15], these results have
been extended to general expander graphs. In [CRRS17], more than two initial opinions have
been considered and the following bound on the convergence time in regular expanders was
shown. If the initial additive bias between the largest and second largest opinion is at least
Cnmax{√logn/c1, λ2} where λ is the absolute second eigenvalue of the matrix Adj(G)/d
and C is a suitable constant, then the largest opinion wins in O(n/c1 log(c1/(c1 − c2)) + logn)
rounds whp.
In addition to the results described above, further variants of pull voting have been
studied. See, e.g., the work by Abdullah and Draief [AD15] on five-sample voting or the more
general analysis of multi-sample voting by Cruise and Ganesh [CG14] on the complete graph.
Making the step from pull voting to plurality consensus, Becchetti et al. [BCN+14]
described a simple dynamics on the clique for k opinions. In their protocol, each node
samples three opinions and adopts the majority, breaking ties uniformly at random. They
need O(log k) memory bits and prove a tight running time of Θ(k · logn) for this protocol,
given a sufficiently large absolute bias. More recently, a detailed study and comparison of
the two-choices process and the 3-majority processes has been performed by Berenbrink et al.
[BCE+17]. They proved a separation in the running time of these two processes when the
number of initial opinions is high. In another recent paper, Becchetti et al. [BCN+15] adopt
the 3-state population protocol from [AAE08] and generalize the protocol to k opinions.
They provide a bound on the running time in terms of the so-called monochromatic distance,
a measure that depends on initial opinion distribution.
In [BFGK16] the authors propose two plurality consensus protocols. Both assume a com-
plete graph and realize communication via the random phone call model. The first protocol
is very simple and, whp., achieves plurality consensus within O
(
log(k) · log logγ n+ log logn
)
rounds using Θ(log log k) bits of additional memory. The second, more sophisticated protocol
achieves plurality consensus within O
(
log(n) · log logγ n
)
rounds using only 4 overhead bits.
Here, γ denotes the initial ratio between the plurality opinion and the second-largest opinion.
They require an initial absolute gap of ω
(√
n log2 n
)
. At the heart of their protocols lies the
use of the undecided state, originally introduced by Angluin et al. [AAE08]. In [EFK+16], a
similar protocol is presented. The authors combine the two choices protocol with push-pull
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rumor spreading and achieve essentially the same run time. Another similar protocol for
plurality consensus is introduced in [GP16], which achieves similar time and memory bounds.
Towards Asynchronous Protocols: From Population Protocols to Poisson Clocks. Pop-
ulation protocols are a model of asynchronous distributed computations. In the basic variant,
nodes are modeled as finite state machines. The protocol runs in discrete time steps, where
in each step a pair of nodes is chosen (adversarially or randomly) to interact. The interacting
nodes update their states according to a simple deterministic rule. See [AAER07, AR07] for
a detailed model description.
Angluin et al. [AAE08] proposed a three state population protocol to solve majority, which
is consensus for two opinions. If the larger opinion initially has size at least n/2+ω(
√
n logn),
their protocol converges after O(n logn) interactions. To allow for an easier comparison with
the synchronous model, the run time of asynchronous algorithms is commonly divided by n
[AGV15]. To make this explicit, we sometimes refer to this as parallel time. This parallel
time is based on the intuition that, in expectation, each node interacts once within n time
steps.
Draief and Vojnović [DV10] and Mertzios et al. [MNRS14] analyzed two similar four-state
majority protocols. Their protocols solve exact majority in general graphs and always
return the majority opinion, independently of the initial bias, however, require O
(
n2 · logn)
interactions in the clique. More recently, upper and lower bounds for exact majority have
been considered in [AGV15, AAE+17, AAG18]. The currently best known protocol from
[AAG18] requires O(logn) states and O
(
log2 n
)
parallel time, which is tight w.r.t. the states
and almost tight w.r.t. the run time.
There is a multitude of further related models which differ in various criteria, such as,
e.g., the consensus requirement, the time model, or the underlying graph. The following is
merely an overview over some variants. In one common variant of the voter model [AF02,
CEOR13, DW83, HP01, HL75, LN07, Lig12, BCE+17], the authors are interested in the
time it takes for the nodes to agree on any arbitrary opinion. The 3-state protocol from
[AAE08] for two opinions in the complete graph has been adapted to a continuous time
model [PVV09]. In [AD15], majority on special graphs given by a degree sequence has been
considered. Further protocols such as [DV12] guarantee convergence to the majority opinion.
Cooper et al. [CDFR16] considered Discordant voting processes, where they assume that
only pairs of nodes which have different opinions are selected for an interaction. Berenbrink
et al. [BFK+16] solve plurality consensus in general graphs and for general bias using load
balancing. However, when the initial bias is small and the number of opinions is polynomial
in n, their run time becomes substantial.
1.2 Models and Results
In this paper we present several algorithms for plurality consensus in synchronous and
asynchronous models. The algorithms are simple and fast; however, in the asynchronous case
we have to elect some leader nodes first in order to coordinate the actions between the nodes.
In the following, we describe our communication models.
Synchronous Model. In this standard model, we assume that every node has access to a
global clock which ticks exactly once per time step. Whenever the clock ticks, each node
is allowed to contact a constant number of nodes chosen independently and uniformly at
random. Then, the node updates its own opinion according to the information provided by
the sampled nodes. We assume that contacting a node and acquiring information from it is
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an atomic operation which does not require additional time. Thus, every node samples a
set of constantly many nodes, processes the received information, and updates its opinion
within one time step in parallel. The algorithm we present in this model as well as its time
complexity are very similar to the ones in [BFGK16, GP16, EFK+16]. However, we think
that in order to understand the principle behind our algorithms in the asynchronous case, it
is helpful to provide the corresponding algorithm in the synchronous case first.
Asynchronous Model. In this model we assume that every node is equipped with a random
Poisson clock that ticks in expectation once per time step (cf. [BGPS06, FPS12]). Then, the
node may choose up to a constant number of nodes, either chosen randomly or from a set of
addresses known locally, and open communication channels to these nodes. In contrast to
the synchronous case, we assume that after initiating a call, it requires time to build up a
connection to the sampled node. This time is – in our case – an exponentially distributed
random variable with constant parameter λ. Once the channel is established, the nodes
can exchange messages, and we assume in our model that for such an exchange of messages
no additional time is required. This reflects the fact that under some circumstances the
time required for opening a communication channel may dominate the time required for the
entire communication. E.g., in peer-to-peer networks, random walks are commonly used to
select random nodes (see, e.g., [VF06]), which requires substantially more time than the
actual (direct) communication with the selected node. Also in classical networking the initial
three-way handshake and, possibly, name lookup or key-exchange for encryption may cause a
long initial delay in comparison to the time required for passing messages over an established
channel. In Section 5, we briefly discuss how to extend this model such that some results
carry over to the case where the time required for the actual communication is also a random
variable.
Our Results – Synchronous Model. We present an algorithm that solves plurality consensus
whp. in time O(log(k) · log logα k + log logn), where k ≤ n1/2−, for some constant  > 0
is the number of different opinions at the beginning and α > 1 + k · logn · log k/√n is the
initial ratio between the largest and second largest opinion. Throughout the execution of
our algorithm, the nodes go through several stages we call generations, and at any time step
each node is in one of these generations. There is a sequence of predefined time steps {ti}i≥0
at which each node v is allowed to perform a so-called two choices step. That is, if the two
sampled nodes are in the same generation (denoted by i), this generation is at least as high
as v’s generation, and they have the same opinion, then v adopts this opinion and sets its
generation to i+ 1. At all other time steps (or if the condition for performing two choices
steps is not fulfilled) the node just adopts the opinion and the generation of the sampled
node with higher generation (if both are in the same generation, then one of them is chosen
arbitrarily). We call such a step a propagation step.
At every ti, i ≥ 1 a new generation i is born with high probability. The sequence of
time steps {ti}i≥0 is chosen such that throughout the steps ti, ti + 1, . . . ti+1 − 1 the latest
generation created at ti grows to a linear number of nodes. Then, at time ti+1 the two
choices step guarantees that whp. a new generation i+ 1 is born and a certain number of
nodes switches to this generation. Also, one can show that the ratio between the largest and
second largest opinion becomes higher and higher in later generations. These two properties
together imply the result of the synchronous case.
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Our Results – Asynchronous Model. If in the asynchronous case one aims for an O(logn)
algorithm (in which the nodes have to pass multiple phases), then it is not possible to strictly
synchronize the actions of the nodes within different phases of the algorithm as long as the
number of phases is ω(1). This follows from the fact that synchronization within one phase
usually requires Θ(logn) time, since the clock of a node may not tick at all within a time
frame of  logn,  small, with reasonably high probability. In [EFK+17] this problem has
been approached by using so-called weak synchronization; i.e., only n(1− o(1)) nodes have
been synchronized within one phase, and the remaining nodes have been taken care of at the
end, when almost all nodes agreed on one opinion. However, the initial ratio between the
first and second opinion that could be handled by the algorithm was quite high (i.e., not less
than 1 + 1/ logO(1) n) and several gadgets were used to achieve this weak synchronization,
which resulted in a complex algorithm. Here, we adopt the approach described above for the
synchronous case. Again, we use generations to group the nodes that already went through
a certain number of stages.
The difference between [EFK+17] and this paper is two-fold. First, using the generation
approach, we think that the algorithm becomes simpler, and we can tolerate a much smaller
initial bias. Second, in the model of this paper we assume time delays (we call latencies) when
a communication channel is to be established between two nodes. While in [EFK+17] the
authors dealt with Poisson clocks only, and thus could sequentialize the process in the analysis
– due to the memoryless property of these clocks, this sequentialization is not possible in the
model of this paper anymore. Note that due to the edge latencies, the delays between the
actions of the nodes do not follow an exponential distribution, and the memoryless property
is also not given.
We first present an algorithm where we assume that there is one leader in the system.
This leader has a restricted amount of memory and if a node sends a request to this node,
then it answers with the values stored in this memory. More precisely, the leader has a value
for the highest generation allowed to be created in the system (initially set to 1), and it
stores a bit which indicates whether the nodes should perform two-choices or propagation
steps (initially allowing two choices, see synchronous case). We show that for k ≤ n1/2−
opinions, where  can be any small constant, and bias (i.e., the ratio between the largest and
second largest opinion) α > 1 + k logn log k/
√
n in time O(log logα k log k+ log logn) all but
a 1/polylogn fraction of the nodes has the initial dominant opinion whp. Consensus can be
reached after O(logn) additional time whp.
Our algorithm basically mimics the synchronous procedure. When a node ticks (and
the node is not blocked by another communication attempt from a previous tick) then it
contacts two randomly chosen nodes and the leader. If the leader’s bit allows two-choices
and the generation provided by the leader is higher than the generation of the node, then
this node performs a two-choices step – as described in the synchronous case – provided that
the information sent by the leader the last time they communicated was the same. The last
condition ensures that for any newly created generation all two-choices steps are performed
before any propagation steps occur. Once the leader allows the creation of a new generation
and thus sets its bit to two-choices, it starts counting the number of so-called incoming signals
sent out by some nodes. After a linear number of signals have been received, it sets its bit to
propagation. This ensures that for a constant time frame the nodes promote themselves to a
new generation only using the two-choices mechanism and thus a new generation of a certain
size is created by the two-choices mechanism only.
If a node receives a bit from the leader which allows propagation, it performs a propagation
step – as described in the synchronous case – if the information provided by the leader the
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last time they communicated was the same. Again, this ensures that no two-choices steps
are executed within the propagation stage. When a node contacts a leader, it sends its
generation number to it so that the leader has a good approximation of the nodes being
in the highest generation created so far. Once a certain (linear) number of nodes are in
the highest generation created so far, the leader allows the nodes to promote themselves to
a higher generation and the bit is again set such that two-choices steps are allowed to be
performed by the nodes. These alternating two choices/propagation stages are repeated until
it can be guaranteed that the last generation created is monochromatic whp.
Finally, the algorithm described above is extended to a distributed system without a
leader. First, we partition almost all nodes in clusters of size polylogn. During this procedure,
in all these clusters leaders emerge. Then, these leaders act in a distributed manner to
coordinate the actions of the nodes, and we derive an algorithm that mimics the procedure
designed for the single leader case. At the end, we obtain the same result as in the previous
case – however, without assuming the existence of a leader.
2 Synchronous case
2.1 Main Results
We first present a randomized distributed protocol that efficiently solves plurality consensus
in the synchronous model. We are given a complete graph on n nodes, where initially every
node is assigned one of k opinions. We define the initial bias α as the initial ratio among the
first and the second dominant opinion. If the number of opinions is not too large and the
initial bias is not too small, we guarantee fast convergence in the following theorem. The
protocol is formally specified in Algorithm 1.
I Theorem 1. Let k be the number of opinions such that 2 ≤ k ≤ nε for any 0 < ε < 1/2,
and let2 α > 1+ k logn√
n
· log k. For a complete graph Kn and k opinions with initial bias α, Al-
gorithm 1 converges towards the initially dominant opinion in O(log logα k · log k + log logn)
steps whp.
In the statement of Theorem 1, the restrictions on the number of opinions and the size of
initial bias depend on each other and both affect the running time. In related work, the
initial bias is sometimes rather measured as an absolute initial difference among the two
most-dominant opinions, however, one can easily express one notion in terms of the other.
By imposing additional restrictions on parameters α and k, one may give more specific run-
ning times. For instance, if the bias from Theorem 1 is increased to α ≥ 1+ 1polylog(n) , the the-
orem gives us a running time O(log logn · log k). Taking this further, if k ≤ exp
(
log logn
log log logn
)
and α ≥ 1 + 1log log logn−1 , we get a running time of order O(log logn).
A crucial concept introduced by our approach is the notion of generation gen(v) of a node
v, initially set to gen(v) = 0 for all nodes. Intuitively, for the nodes of higher generation
the probability of having the initial majority opinion will be higher. In fact, we will show
that after some threshold generation value G∗, any node of generation at least G∗ will have
the same opinion, and this opinion is the initial largest opinion, whp. For most of the time
steps of the execution of Algorithm 1, the algorithm uses simple pull voting to overwrite the
2 Note that our analysis also holds for α > 1 + Ak
√
logn√
n
· log k for a sufficiently large A. For simplicity,
we used here the slightly weaker version.
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Algorithm 1 The basic synchronous procedure.
Require: a vertex v ∈ V (G)
1: sample neighbors v′ and v′′ u.a.r.
2: wlog. assume gen(v′) ≥ gen(v′′)
3: if t ∈ {ti}i∈[G∗] and gen(v) ≤ gen(v′) = gen(v′′) and col(v′) = col(v′′) then
4: gen(v)← gen(v′) + 1
5: col(v)← col(v′)
6: else if gen(v′) > gen(v) then
7: gen(v)← gen(v′)
8: col(v)← col(v′)
current node’s opinion with the sampled one, as long as the sampled generation is higher
than the current node’s generation (see Line 6, cf. [BFGK16, GP16, EFK+16]). That said,
note that there is a predefined sequence of time steps {ti}i∈N in which the algorithm (see
Line 3 of Algorithm 1) allows the nodes to perform a so-called two-choices steps, introducing
a higher generation to the system whp.
2.2 Model, Definitions, and Conventions
We have k opinions, where 2 ≤ k ≤ nε with ε < 12 , and we assume that the initial bias α is
bounded by α > 1 + k·logn√
n log k . The analysis is parametrized by a positive constant γ ∈ [0, 1]
which determines the threshold of the generation density needed to create the next generation.
The value of γ may be considered a fixed constant throughout the analysis. Empirical data
show that the value 12 works well for reasonable input sizes, while too high values increase
the time, and too small values decrease the stability.
Let gt(i) be the fraction of nodes of generation i at time t, let cj,i,t correspond to the
fraction of vertices of color j inside some fixed generation i, at a fixed time t, and let
αi,t = ca,i,tcb,i,t be the ratio between a dominant and a second-dominant color in given generation
i, where a and b are the dominating two colors in generation i at time t. Also define
pi,t =
∑
j c
2
j,i,t as the probability that two distinct vertices of the same generation i are at
time t of the same color. Note 1k ≤ pi,t ≤ 1, but we will also use the following, slightly better
lower-bound.
I Remark 2. In generation i (regardless of time t), we have pi,t ≥ α
2
i,t+k−1
(αi,t+k−1)2 .
Proof. First note that the lower-bound on pi,t is attained in case when all but the first opinion
are of the same cardinality, i.e., cj,i,t = ca,i,tαi,t , for any j 6= a, and hence ca,i,t =
αi,t
αi,t+k−1 .
But in such a case by definition
pi,t =
∑
j
c2j,i,t =
k − 1
(αi,t + k − 1)2
+
(
αi,t
αi,t + k − 1
)2
. J
Set Xi =
2 ln
(
α2
i−1
0 +k−1
)
−ln
(
α2
i
0 +k−1
)
−ln γ
ln(2−γ) + 2. Intuitively, Xi corresponds to the length of a
life-cycle of an i-th generation, i.e., the number of steps needed whp. from the time when the
i-th generation is created until it populates a γ-fraction of the total number of nodes. As we
show in Section 2.4, after a new i-th generation is born, in the subsequent next Xi − 1 steps,
whp. it grows to be of size at least γn. For i ≥ 1 define a time ti =
∑i−1
j=0Xj + 1, which
corresponds to the time when i-th generation is born, i.e., the smallest time with gti(i) 6= 0.
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Note that for any i, the value of Xi is bounded by O(log k). The total number of generations
is set to G∗ =
⌊
log lognα−1
⌋
.
Unless the base of logarithms throughout the text is explicitly given, logn = log2 n while
lnn = loge n. We say a b if ∃ε > 0 : a · nε ≤ b. We say that a ∼ b if a 6 b and a 6 b.
2.3 Concentration of Opinions
In this section we show that for any t ∈ [ti, ti+1 − 1], the value of αi,t is close to α2i0 . Among
the relevant time values, Lemma 4 is focused on the initial value of the bias αi,ti at the birth
of i-th generation. But first we demonstrate the bias-concentration in the first time step.
I Example 3. For time t1 = 1, both ca,1,1 and cb,1,1 are modeled by B
(
n, c2a,0,0
)
and
B
(
n, c2b,0,0
)
, respectively. For big enough δ = o(1), it follows from Chernoff bounds that
whp.
α1,1 =
B
(
n, c2a,0,0
)
B
(
n, c2b,0,0
) whp.> n · c2a,0,0(1− δ)
n · c2b,0,0(1 + δ)
≥ α20,0 · (1− 2δ).
Example 3 nicely shows the reason of why the bias is squared in each subsequent generation,
as well as why we should expect to be careful with small values of the second-dominant color.
In the next lemma, we show the growth of the bias for the cases when cb,·,· is reasonably
large.
I Lemma 4 (t = ti−1→ ti.). Whenever the bias is not very big at the creation of generation
i, its value αi,ti is very close to α2i−1,ti−1. In particular, if αi−1,ti−1 
√
n, then we have
αi,ti ≥ α2i−1,ti−1 · (1− 2δ),
where
δ =
√
6 logn
n
·max(k, αi−1,ti−1).
Proof. For easier notation, instead of writing αi,ti , αi−1,ti−1, gti−1(i−1), ca,i−1,ti−1, cb,i−1,ti−1,
in this proof we use letters α′, α, g, ca, cb, respectively. For generation i, similarly as in Exam-
ple 3, we model ca,i,ti and cb,i,ti by 1n ·B
(
n, (g · ca)2
)
and 1n ·B
(
n, (g · cb)2
)
, respectively.
First assume that α < k, which implies ca ≥ cb ≥ 1α+k−1 = Θ
( 1
k
)
, so that in this case
δ = k
√
6 logn
n . Together with the assumption g ≥ γ, it follows
α′ =
B
(
n, (gca)2
)
B
(
n, (gcb)2
) whp.> c2a(1− δ)
c2b(1 + δ)
(1)
= α2 ·
(
1− 2δ1 + δ
)
≥ α2 · (1− 2δ). (2)
where the probability that (1) holds is, by the union bound, bounded to
1− exp
(
−n(δgca)
2
2
)
− exp
(
−n(δgcb)
2
3
)
≥ 1− 2
n2
. (3)
Now assume k ≤ α  √n. In this case, we have ca ≥ cb ≥ 1α+k−1 = Ω
( 1
α
)
, and also
δ = α
√
6 logn
n . The statement follows very similarly along the lines of (2). J
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While the lemma above correctly bounds the variance from expectation from below, it allows
the choice of an error term δ = n−ε in a strong way, i.e. by choosing too small value of ε, the
distance from expectation α2i−1,ti−1 · 2n−ε could possibly become non-negligible compared to
α2i−1,ti−1. This effect is particularly apparent in the very beginning of our process, where our
bias have the smallest value. In the analysis below, we will hence carefully select appropriate
value of δ, whenever using the lemma above.
The next lemma deals with the initial bias of αi,ti in the case when αi−1,ti−1 is asymp-
totically similar to
√
n.
I Lemma 5. If αi−1,ti−1 ∼
√
n, then we have
√
n αi,ti . Furthermore if αi−1,ti−1 
√
n,
then all nodes in generation i are of the same color a, whp.
Proof. We use notions of α and cb as in Lemma 4. In both cases we use the fact that, for a
given bias α, the value of cb is maximized whenever all non-dominant colors are of the same
cardinality, i.e.
cb ≤ 1
α
. (4)
For the first statement we assume that α ∼ √n and notice that the number of nodes of
color b in generation i at time ti may be modeled by ncb,i,ti ∼ B
(
n, c2b
)
, with expectation
µ < 1. Setting the parameter δ = nε for 0 < ε < 12 , the Chernoff bound whp. implies
B
(
n, c2b
) ≤ 1 + δ, with probability at least
1− exp
(
−n
1+ε
3α2
)
≥ 1− exp
(
n
ε/2
)
.
The bound on αi,ti may be derived accordingly
αi,ti ≥
1− cb,i,ti(k − 1)
cb,i,ti
≥ 1
cb,i,ti
− k + 1
≥ n1 + nε − k + 1 ∼ n
1−ε.
For the proof of the second statement, assume now αi−1,ti−1 ≥ n1/2+ε for some ε > 0 and
again notice that the number of nodes of color b in generation i at time ti may be modeled
by ncb,i,ti ≺ B
(
n, c2b
)
, with expectation bounded as
µ = nc2b ≤
n
α2
∼ n−2ε,
where we used (4). In this case, setting δ = n−ε′ with ε < ε′ < 2ε assures that µ(1 + δ) 1,
with probability at least
1− exp
(
−n
2ε′−2ε
3
)
which is tending to zero with the desired speed. J
The above two lemmas only describe the growth of the bias upon the creation of generation.
Below, we argue that after we establish the value of the initial bias for any generation, that
value will not change significantly during time interval [ti + 1, ti+1 − 1]. While studying the
bias propagation through the time interval [ti + 1, ti+1 − 1], we first consider what happens
in an arbitrary time step.
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I Lemma 6 (One step of the growth phase). At a fixed time t let i denote the current highest
generation and assume that t 6= ti. Then αi,t+1 remains close to αi,t, in particular, whp.
αi,t+1 ≥ αi,t · (1− δ),
where again
δ =
√
6 logn
n
·max(k, α).
Proof. For easier notation, instead of writing αi,t, αi,t+1, gt(i), ca,i,t, cb,i,t, we use letters
α, α′, x, ca, cb. First assume that α < k, which implies ca ≥ cb ≥ 1α+k−1 = Θ
( 1
k
)
, so that in
this case δ = k
√
6 logn
n . Notice that an increase of nodes of opinion j in time t→ t+ 1 may
be modeled by B(n(1− x), x · cj,i,t). In particular, α′ may be expressed as
αi,t+1 =
ca,i,t+1
cb,i,t+1
= n · x · ca +B(n(1− x), x · ca)
n · x · cb +B(n(1− x), x · cb)
whp.
>
nx
nx
· ca + (1− x)ca(1− δ)
cb + (1− x)cb(1 + δ)
= αi,t ·
(
1− (1− x)2δ2 + δ
)
> αi,t · (1− δ). (5)
Observe that from x ≥ γ2k and cb = Ω
( 1
k
)
, it follows that
δ2nxca ≥ δ2nxcb = Ω(logn),
and the second line holds with probability at least
1− exp
(−n(1− x) · x · caδ2
2
)
− exp
(−n(1− x) · x · cbδ2
3
)
> 1− 2
n2
.
Now assume k ≤ α  √n. In this case, we have ca ≥ cb ≥ 1α+k−1 = Θ
( 1
α
)
, and also
δ = α
√
6 logn
n . The proof is done along the lines of (5), where one need to observe that in
this case we have
δ2nxca ≥ δ2nxcb ≥ α2 · γ
2
k
· 1
α+ k − 1 = Ω(logn). J
Concluding Concentration Statements
For arbitrary but fixed i, we now compare the bias αi,ti with αi,ti+1−1. In some sense we
accumulate the error from Lemma 6 (Xi − 1) times. The Corollary 7 bounds the overall
error from Lemma 6 and Lemma 4.
I Corollary 7. If αi,ti 
√
n, then whp. αi+1,ti+1 is very close to its expected value α2i,ti , in
particular there exists ε > 0 such that whp. we have
αi+1,ti+1 ≥ α2i,ti ·
(
1− n−ε).
Proof. Set δ = max(k, αi,ti) ·
√
6 logn
n , as required by Lemma 4 and Lemma 6, and observe
that the former lemma implies
αi,ti+1−1 ≤
√
αi+1,ti+1
(1− 2δ) .
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On the other hand, by applying Lemma 6 precisely Xi − 1 times, we get
αi,ti+1−1 ≥ αi,ti+1−2(1− δ)
> αi,ti+1−3(1− δ)2 > . . .
> αi,ti(1− δ)Xi−1 > αi,ti(1− 2δ)(Xi−1)/2.
Note that Lemma 6 is used at most
max
i
Xi − 1 ≤ ln k − ln γln(2− γ) − 1 < ln k
times, hence it follows
αi+1,tg+1 > α
2
i,ti(1− 2δ)
(Xi+1)/2
> α2i,ti(1− δ · ln k) > α2i,ti
(
1−max(k, α) ·
√
6 logn
n
log k
)
.
The claim follows by the fact that both k  √n and αi,ti 
√
n, hence
max(k, α) ·
√
6 logn
n
log k  1. J
Putting everything together, we observe that the bias is guaranteed to be well concentrated
throughout the certain fraction of logn generations, however this fraction depends on k. We
formalize the statement in the following proposition, while the case when the bias grows over
the threshold k even sooner is considered separately in Lemma 11.
I Proposition 8. Set δ = k ·
√
6 logn
n log k. Then either αi−1,ti−1 > k or we have
αi,ti > (α0,0 · (1− δ))2
i
.
Proof. Assume αi−1,ti−1 ≤ k. Using Corollary 7 observe
αi,ti ≥ α2i−1,ti−1 · (1− δ)
≥ α2i0,0 ·
i−1∏
j=0
(1− δ)2j = α2i0,0 · (1− δ)2
i−1
> (α0,0 · (1− δ))2
i
. J
We may now determine the number of generations needed, such that the bias increases
till k. In other words, this is a number i, such that (α0,0 · (1− δ))2
i
> k. Setting δ as in
proposition above, this requires at most
log log klog(α0,0 · (1− δ))
of generations to increase the bias till k.
It is important to point out that, in order for the Proposition 8 to make sense, we need the
error-term not to overweight our bias. To deal with this issue, notice that by our restriction
on the initial bias we have that
α0,0 · (1− δ) >
(
1 + k logn√
n
· log k
)
·
(
1− k ·
√
6 logn
n
log k
)
= 1 + Θ
(
k logn√
n
· log k
)
, (6)
which again resembles to our initial bound on α0,0.
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2.4 Time to Increase a Generation
In this section we upper-bound the time needed to increase the number of nodes in a
generation to γn. For the i-th generation we denote this time by Xi. The content of this
section is summarized by the following 1.
I Proposition 9. We have gti+1−1(i) ≥ γ for any i, whp.
Proof. Let ε < 1−logn k2 be a small positive constant, i.e. z =
√
k
n · nε = o(1). We prove
the statement by induction on i. Since g0(0) = 1, the statement clearly holds for i = 0.
To prove the induction step, we first focus on the initial cardinality of the generation i.
Clearly, by definition gti−1(i) = 0 and at time ti − 1 any node of generation i − 1 will
be promoted as a result of Line 3 of Algorithm 1, hence n · gti(i) may be modeled by
B
(
n, (gti−1(i− 1))2pi−1,ti−1
)
. Keep in mind that pi−1,ti−1 corresponds to the probability
that the two nodes sampled in a time-step just before i-th generation appeared are of the
same color, conditioned by an event that they are both of generation i− 1. We first show
that if gti−1(i) ≥ γ, then whp. we have gti(i) ≥ γ2pi−1,ti−1(1− z). Indeed,
n · gti(i) ∼ B
(
n, (gti−1(i− 1))2 · pi−1,ti−1
)
& B
(
n, γ2pi−1,ti−1
)
whp.
≥ nγ2pi−1,ti−1(1− z)
where in the second line we used the induction hypothesis gti−1(i − 1) ≥ γ. Note that
pi−1,ti−1 >
1
k implies nγ2pi−1,ti−1 · z2 ≥ γ2n2ε and the last line is true with probability at
least
1− exp
(−γ2n2ε
2
)
≥ 1− exp(−nε),
for n large enough.
We proceed by showing that, as long as x ≤ γ, the growth in each additional step is
bounded below by a multiplicative factor of (2 − γ). The analysis is similar as in pull
broadcasting, in particular, for any j ∈ [ti, ti+1], setting x = gj(i) and x′ = gj+1(i), we will
show that whp.
x′ ≥ (2− γ) · x ·
(
1− n− 12+ε
)
. (7)
To obtain this result observe that the nodes that are promoted to a generation i+ 1 as a
result of Line 6 only, which may be modeled by X ∼ B(n(1− x), x). Assuming x ∈
[
γ2
k , γ
]
,
we bound X using Chernoff bounds with µ = (1− x)nx. We have
P (X < µ(1− z)) ≤ exp
(−µz2
2
)
= exp
(−(1− x)xkn2ε
2
)
≤ exp
(−(1− γ)γ2n2ε
2
)
≤ exp(−nε) = o(1),
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for big enough n, and the statement follows by
x′ ∼ x+ 1
n
B(n(1− x), x)
whp. ≥ x+ µ(1− δ)
n
≥ (2− x) · x · (1− z), (8)
with probability at least 1− exp(−nε), where in the first line we crudely assume that the
vertices of generation less then i which ticked in time t sampled a node of generation i with
probability x < 2x− x2. Since we are looking at the expression (8) on the interval
[
γ2
k , γ
]
only, the statement (7) follows.
It remains to show that, after initial step, Xi − 1 =
ln
(
α2
i−1
0 +k−1
)2
α2i0 +k−1
−ln γ
ln(2−γ) + 1 steps suffices
for the exponential growth from (7) to increase the cardinality of arbitrary fixed generation i
from the value close to γ2pi−1,ti−1 at time ti, to the value greater then γ, at time ti +Xi− 1.
Now, using Proposition 8 we may derive
pi−1,ti−1 ≥
α2i−1,ti−1 + k − 1
(αi−1,ti−1 + k − 1)2
∼ α
2i
0 + k − 1(
α2
i−1
0 + k − 1
)2 ,
so in fact Xi ≤ 2 − ln γpi−1,ti−1ln(2−γ) . Let us now redefine x = gti(i) ≥ γ2pi−1,ti−1 and x′ =
gti+1−1(i). Indeed whp.
x′ ≥ (2− γ)Xi−1(1− z)Xi−1 · x
≥ (2− γ) · exp(− ln γpi−1,ti−1)x(1− z)Xi−1
≥ (2− γ) · γ
2pi−1,ti−1
γpi−1,ti−1
· (1− z)Xi−1
≥ (2− γ)γ(1− z)Xi
≥ (2− γ)γ
(
1−
(
2 + ln k − ln γln(2− γ)
)
z
)
,
from where the result follows by the fact that there exists a fixed C > 0 such that
x′
γ
= (2− γ)(1−O(n−C logn))→ 2− γ > 1
as n→∞.
Throughout the Xi time steps, our concentration analysis was shown to be accurate with
probability at least 1 − exp(−nε). Hence, we have that giX(i) ≥ γn for any i is accurate
with probability at least
1−
(
2 + ln k − ln γln(2− γ)
)
· exp(−nε) = 1− o(1). J
2.5 Required Number of Generations
Since the bias is well concentrated within initial O(logn) generations, this means that the
generations are indeed a reliable measure of how close some node is to the consensus, as
long as we do not need more then O(logn) of them. In this section, we determine how many
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generations is needed in order for the bias to grow enough so that we claim that the graph is
in consensus. The analysis is parametrized by the initial bias.
We start by an easy application of Proposition 8, which describes how many generations
are needed to reach a bias of n.
I Corollary 10. Let i be the smallest integer such that αi,ti > k. Then, for an initial bias
α > 1 + k logn√
n
· log k, we have
i ≤ 1 + log logα k
generations, whp.
Proof. Set G = 1 + log logα0 k and set δ = k ·
√
6 logn
n log k, as in Proposition 8. Note that
by (6), the error term 1− δ is negligible compared to the initially required bias, i.e.
Ω(α0 · (1− δ)) = Ω(α0).
Also, notice that by Proposition 8, after G generations we have
αG > (α · (1− δ))2
G
= k2(1− δ)2 logα0 k > k,
which concludes the proof of our claim. J
It remains to ask how many generations we need after reaching a bias of order k, which
we consider in a separate lemma.
I Lemma 11. Let i be the smallest integer such that αi,ti ≥ k. Then, after an additional
j = log logk n generations, all nodes in generation i+ j are of the same color.
Proof. From now onwards, in order to bound number of remaining generations needed from
above, we only look at the fraction of the dominant color. In this case, the dominant color is
not shrinking and it is easy to see that the concentration problems from above may not occur
here, hence we rather give a simple proof concerning the expected value of the dominant
color fraction and omit the concentration constants here.
We denote our color by a, while it’s index represents a generation. Clearly, we have
ai+1 ≥ a
2
i∑
i c
2
i
≥ a
2
i
a2i + (1− ai)2
, (9)
and the dominant color is minimized in the next step if and only if all non-dominant colors,
except the second-dominant, already disappeared in generation i. For any integer l > i,
we hence have aj+1 ' a
2
i
a2
i
+(1−ai)2 , and in particular ai ≥ kk+1 . But then, by (9), it follows
ai+1 ≥ k2k2+1 , and by induction we easily get
ai+j ≥ 1− 11 + k2j ,
and the claim follows. J
2.6 Overall Running Time Analysis
Supposing that G∗ = log logα0 n generations suffice for our consensus, as a consequence of
the above sections, one may accurately predict that after T =
∑log logα0 n
i=0 Xi steps, at least a
γ fraction of nodes will be of high generation (and hence of good color). In the next lemma
we will show that the rest of the n ·∑j<i gt(j) vertices propagate to a generation of at least
i in the consecutive O(log logn) time steps.
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I Lemma 12. Suppose for some time T that gT (i) ≥ γ. Then whp.
∑
j≥i gT+s(j) = 1
whenever
s ≥ log γlog 3/2 + log logn
Although this proof follows the general ideas of pull broadcasting, we include it here for the
sake of completeness.
Proof. Let Rt :=
∑
j≥i gt(j) and St =
∑
j<i gt(j), let s1 be the minimal number of steps
needed so that RT+s1 > 12 and let s2 be the minimal time needed so that ST+s1+s2 <
1
n . To
prove that
∑
j≥i gT+s(j) = 1 it is enough to show that s1 + s2 ≤
log 12γ
log 3/2 + log2 log2 n, whp.
Notice that for t ∈ [T, T + s1), we have Rt+1 ∼ Rt + 1nB(nSt, Rt), hence E(Rt+1) =
Rt(2−Rt) where whp. it holds that
Rt+1 ≥ Rt(2−Rt)
(
1− n−ε0)
≥ 32 ·Rt
(
1− n−ε0),
which implies that s1 ≤ log γlog 3/2 , whp.
Now suppose that t ∈ [T + s1, T + s2] and consider the value of s2 such that ST+s1+s2 < 1n .
Similarly, the value of St+1 may be modeled by St+1 ∼ 1nB(nSt, St), hence E(St+1) = S2t , in
particular St+1 ≤ S2t · (1− nε0) whp.. Using also the fact that initially ST+s1 < 12 , the value
of s2 may be upper-bounded by s2 ≤ log2 log2 n. J
Using all the above mentioned pieces, the proof of the main theorem follows along the lines
below.
Proof of Theorem 1. Given an initial bias α0 ≥ 1 + k logn√n · log k , let
Xi =
2 ln
(
α2
i−1
0 + k − 1
)
− ln
(
α2
i
0 + k − 1
)
− ln γ
ln(2− γ) + 2
and let G∗ = log2 logα n be the number of generations needed so that αG∗ > n− 1 whp. In
addition, let A = log γlog 3/2 + log2 log2 n be the value from Lemma 12. Then, using Corollary 10,
Proposition 9, and Lemma 12 we have after
T ≤
G∗∑
i=0
Xi +A
time steps that gT (G∗) = 1, whp. Clearly, as i increases, Xi decreases. To simplify the
further notions let
T1 be the time needed for the bias to reach value k,
T2 correspond to the time needed for the bias to reach value close to n, and
A be the time needed for all remaining nodes to reach generation log logα0 n.
Since log logα0 n = log logα0 k + log logk n, we crudely estimate T1 + T2 =
∑G∗
i=0Xi as
T1 + T2 <
dlog logα0 ke∑
i=1
X0 +
dlog logk ne∑
i=1
Xlog logα0 k,
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where whp. we have
X0 = O(log k), (10)
while
Xlog logα0 k ≈when n big
ln 4− ln γ
ln(2− γ) + 2 = O(1). (11)
The total time equals to the sum of above mentioned quantities, each of which is upper-
bounded by the following complexity classes.
T1 = O(log k · log logα k), see (10),
T2 = O(1 · log logk n), see (11) and Lemma 11,
A = O(log logn), see Lemma 12.
Since clearly T2 < A, we safely omit it from the final asymptotic estimate, which implies the
claim from the main theorem. J
3 Asynchronous Model with a Centralized Leader
The main difference in the asynchronous case is that we cannot predict precisely when the
new generation is born. Also, there is no predefined time when the nodes should switch
between two-choices and propagation steps. This is now governed by the states of a leader.
This leader determines the time of the creation of a new generation.
In the asynchronous Poisson clock model full convergence cannot be achieved in o(logn)
time, since there always exist nodes which do not tick even once in o(logn) time with constant
probability. However, if we only aim for partial convergence, this bound can be avoided.
We therefore investigate algorithms which satisfy the so called ε-convergence. A system is
said to have ε-converged, if at least an (1− ε) fraction of nodes have the initially dominant
opinion. Recall that we say a b if ∃ε > 0: a · nε ≤ b, and a ∼ b if a 6 b and a 6 b.
I Theorem 13. Let k be the number of opinions such that 2 ≤ k  √n and let α >
1 + k logn√
n
· log k. For a complete graph Kn and ε = 1/logO(1) n, Algorithm 2 guarantees
ε-convergence towards the initially dominant opinion in time O(log logα k · log k + log logn)
whp. Within additional O(logn) time, all nodes have the initially dominant opinion whp.
3.1 Edge Latencies
Recall that each node is equipped with a random Poisson clock, and upon a tick, the node
may preform an operation. Nodes are labeled by addresses, and a node may establish a
communication channel to either a random node from a network, or to a known address
(e.g., the leader). The leader is predefined and all nodes know its address. Each established
communication channel is bi-directional and allows sending or receiving small packets of at
most O(logn) bits. We assume that the computation is executed instantly and atomically
(except for opening communication channels), either when a node ticks or when it receives a
message through a communication channel. After the communication is finished, the channel
is closed. All nodes are aware of n and they are able to throw a biased random coin.
Time in our model is measured continuously, by using two related units. The time
step corresponds to the basic measure of time, and the time unit defined below consists of
several, but constantly many time steps. Observe that we take into account two types of
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asynchronicity, the waiting time between two local operations (ticking time) and the length
of the local operation (latency time). In the following, we give an overview over the variables
used in our analysis.
We denote the random variable for the Poisson clock of a node as T1. W.l.o.g., T1 ticks
once per time step in expectation.
The waiting time for establishing communication between two nodes (also called latency)
is determined by an exponentially distributed random variable T2 with parameter λ.
Apart from opening communication channels, we assume that the other operations are
executed instantly and atomically. While waiting for a communication channel to be
established, nodes are locked and do not perform any actions, except for sending out a
0-signal (see Lines 1 and 2 of Algorithm 2). If a non-locked node ticks, we say that this
tick is good.
In any execution of our algorithm any node waits for up to three connections, two for the
random samples and one for the leader. Note that the signal sent to the leader in Line 1
of Algorithm 2 does not need a confirmation and thus has no waiting time (however, it
needs time for the signal to reach the destination).
At each good tick a node opens a connection to the leader after having received responses
of two random nodes3. We denote the accumulated latency time by T ′2 = max(T2, T2)+T2.
Observe that T ′2  T2 + T2 + T2 = λΓ(3, 1). For a fixed node, the waiting time between
two consecutive good ticks is distributed as T1 + T ′2 . Define T3 to be the total waiting
time between two good ticks together with the time needed to establish the three
communication channels after the second tick, and let F : (0,∞) 7→ [0, 1] be a CDF of T3.
In particular T3 ∼ T ′2 + T1 + T ′2  λΓ(6, 1) + Γ(1, 1)  Γ(7, β), where β = min(1, λ), and
F(t) = P (T3 < t). Note that, by our assumptions on T1 and T2, also T3 has finite mean
and variance.
For the purposes of this analysis we define a time unit to consist of C1 = F−1(0.9) time
steps. We then get that for any time interval T of length t the complete procedure is
executed within that interval T with probability at least 0.9.
I Remark 14. Let β = min(1, λ). Then the length of a time unit C1 is at most C1 < 103β .
Proof. By definition, CDF of gamma distribution Γ(α, β) with integral shape is
F (x, α, β) = e−βx
∞∑
i=α
(βx)i
i! >
(βx)α
α! . (12)
It is clear that F (x, α, β) > 0.9 is satisfied by plugging x ≤ α
√
0.9α!
β into (12). Since in our
case T3 is majorized by a gamma distribution Γ(7, β), it is enough to set C1 to at most
7√0.9·7!
β <
10
3β . J
The length of time unit assures that within any particular time unit a big fraction of
nodes perform Lines 1-15 in Algorithm 2, while at the same time the signals to the leader
from a large fraction of nodes have already been committed. The described model is very
general, so we make an example for the case when both T1 and T2 are governed by Poisson
clocks.
3 In our analysis, we assume that the channels to the two random nodes and the leader are established one
after the other, but the communication with these three nodes is perfomred concurretly after the three
channels have been established. A slightly more detailed analysis has to be applied if the information of
the two random nodes is pulled before the leader is contacted.
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Figure 1 The values of F−1(0.9), parametrized by the expected latency waiting time 1
λ
, in case
when T2 is distributed exponentially.
I Example 15. Assuming E(α) stands for exponentially distributed r.v. with parameter α,
we have T1 = E(1) and we set T2 = E(λ). In this case, one may calculate
E(T3) = 1 + 3
λ
and calculating F(t) shows that the value F−1(0.9) grows linearly with 1λ , as expected.
While the precise expression F(t), i.e., CDF of a waiting time T3 is not very informative to
include here as an expression, Figure 1 shows the values of F−1(0.9), parametrized by the
expected latency waiting time 1λ .
Additional Notions and Differences from the Synchronous Case. In order to avoid re-
peating Section 2.5, the constants in the asynchronous case are set such that we may use the
analysis of the number of needed generations in similar way as in the synchronous case. The
number of the needed generations is again parametrized by an initial bias, as described by
Corollary 10.
We use the same notation as in the synchronous case, however in what follows, the time is
continuous and expressed in terms of time units. We define gt(i) to be the fraction of nodes
of generation i at time t, let cj,i,t correspond to the fraction of vertices of color j inside some
fixed generation i, at a fixed time t, and let αi,t = ca,i,tcb,i,t be the ratio between a dominant and
a second-dominant color in given generation i, where a and b are the dominating two colors
in generation i at time t. Also define pi,t =
∑
j c
2
j,i,t as the probability that two distinct
vertices of the same generation i are at time t of the same color, and let ti(χ) correspond to
the point in time, when generation i globally reached cardinality at least χ · n. Define ti as
the number of time units when generation i first appeared.
3.2 Our Procedure
We analyze the procedure defined in Algorithm 2, which is run atomically at each node,
asynchronously. While the idea of the algorithm is the same as in the synchronous case,
we introduce a couple of additions which allow us to use similar ideas in the asynchronous
setting. Since some of these additions are far from realistic, we relax them in the next section.
The leader does not operate based on any clock, but just receives signals from nodes.
On each request, the leader performs a simple incrementation-based operation described in
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Algorithm 2 The basic asynchronous procedure of a non-leader node.
Require: a non-leader vertex v ∈ V (G) ticked
1: send 0-signal to the leader
2: if not locked, then locked← True, else break!
3: contact v′, v′′, sampled u.a.r . takes time
4: contact leader, read his gen and prop, . takes time
5: if l.gen and l.prop coincide with gen and prop from leader then
6: if gen− 1 = gen(v′) = gen(v′′) and col(v′) = col(v′′) and ¬prop then
7: col(v)← col(v′)
8: gen(v)← gen
9: else if ∃v¯ ∈ {v′, v′′} : gen(v) < gen(v¯) and (gen(v¯) < gen or prop) then
10: col(v)← col(v¯)
11: gen(v)← gen(v¯)
12: if gen(v) has increased, notify leader with v.gen-signal
13: else
14: update own l.gen and l.prop with gen and prop
15: locked← False
Algorithm 3. The purpose of the leader is to keep the relevant values of gen and prop, which
are always publicly available to anyone. In essence, number gen represents the currently
highest allowed generation in the system, initially set to 1, while a Boolean variable prop,
initially set to false, contains information regarding whether or not nodes are allowed to
propagate their opinion to gen-th generation in a pull-based approach.
The basic procedure of a non-leader node, described in Algorithm 2, is similar to the
algorithm for the synchronous case, with modified conditions for both types of generation-
promotions4. Instead of specifying the time steps in Line 9 and Line 6 of Algorithm 2 (as it
was done in the synchronous case in Line 6 and Line 3 in Algorithm 1), we use the state of the
leader for the nodes to decide when to perform a two-choices or a propagation step. To avoid
an interleaving of the two different promotion mechanisms (two-choices and propagation),
the nodes store the last-seen state of the leader (l.prop and l.gen) and compare it with the
current state.
Whenever a node opens a communication channel (which might take some time), it is
locked until it has finished the execution of Lines 1-15. In that way, no other lines except
Line 1 (sending a signal to the leader) can be executed if further ticks occur. Although
contacting a node and establishing a communication channel implies a waiting time of T2,
sending a signal (Line 1 and Line 12) is different. When we say that a node v sends a signal
to its leader, v does not wait for the reply (nothing is locked), but carries on with the next
instruction. Such a signal will still need a time of T2 to reach the destination, however, this
time does not affect the execution of the algorithm by v.
In the execution of our algorithm, we assume that the values α0 and k are known to
the nodes. If the nodes are only aware of certain bounds on these values, then in the
corresponding lines of the algorithm these bounds are used instead.
The following invariants can be observed from Algorithm 2.
In any stage of the algorithm, no node can achieve the generation value higher then gen
4 In the algorithm, C3 is a large enough constant to be specified later
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Algorithm 3 The behavior of the leader node.
Require: an i-signal
1: if i = 0, increment t
2: if t = C3 · n then . allow propagation
3: prop← True
4: if i = gen then
5: increment gen_size
6: if gen_size ≥ ⌈n2 ⌉ and gen < ⌈log lognα0−1⌉ then . allow next generation
7: increment gen
8: t← 0
9: prop← False
from the leader (see Line 6 and Line 9).
A necessary condition for a promotion of an arbitrary node v via Line 9 is that prop = True
before the relevant node v¯ was sampled (cf. Line 5).
Suppose that node v is promoted to a generation i as a consequence of Line 6. Then the
promotion occurred during the time the leader was in prop = False and gen = i.
Whenever the leader sets prop to True while at gen = i, no node may be promoted to
generation i as a consequence of Line 6 anymore (cf. Line 5).
3.3 Analysis of the Algorithm
In this section we analyze the algorithm. We first bound the time needed for a newly created
generation to reach a certain size using two-choices steps only. Then, we bound the time
needed for the algorithm to increase the size of this generation to n/2 by propagation steps
and the color fractions in generation i− 1 during the time the new generation i is growing
by two-choices steps. After that we show that the color fractions in the new generation are
highly concentrated during the propagation steps. These results are then used to show that
whp. from one generation to the next the ratio α of the largest and second largest opinion
becomes squared (up to some small error term). From this, we can compute (Corollary 24)
how many generations have to be traversed in order to obtain the first monochromatic
generation whp. In Lemma 25, we conclude the proof.
In our setting, the r.v. pi,t, cj,i,t, and αi,t are well concentrated around their expectation
(see further below). Hence, we will use them without the notion of time (but subject to the
conditions mentioned in the statements below). Also, as in the synchronous case, we will
treat the case when the bias is large separately.
In our analysis, we consider in this version the case k  n1/4 and α0,0 = 1 +
ω(k2 logn log k/
√
n). For the other cases of k and α0,0 tighter bounds are needed in the
error terms of Lemma 20, Corollary 21, and Lemma 23. To obtain these bounds, the
exact probability for specific loads in a Pólya-Eggenberger urn has to be considered (see
e.g. Theorem 3.1 in [Mah08]), and the tighter bounds lead then to the statement of the
theorem in the omitted case.
Time to Increase a Generation. We first show that for an arbitrary but fixed generation i
we have ti+1 − ti = O(− log pi,t) whp. Starting from time ti, in Proposition 16 we show that
within constant time units the condition in Line 2 of Algorithm 3 becomes satisfied, and by
that time gen_size ≥ pi9 n whp. Then, we argue that t′′ = O(log k) steps are needed such
that the i-th generation exceeds n2 , whp.
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I Proposition 16. For a fixed generation i, let t′ > 0 be the time (i.e., the number of time
units) required after time ti for the counter in Line 2 of Algorithm 3 to reach C3n ticks. The
following statements are true:
a) The two-choices phase lasts roughly two time units such that we have whp.
2 < t′ < 2 ·
(
1 + logn√
n
)
. (13)
b) Whp., we have ti + t′ ≥ ti
(pi,t
9
)
.
Proof. We prove the claims separately.
a) Let t′ be the amount of time units needed for the leader to count to C3n signals, where
C3 = C1
(
2 + logn√
n
)
, and let T = t′C1 be the corresponding number of time steps.5 By
the displacement theorem (see for instance the book by Kingman [Kin93]), we may assume
that the 0-signals arriving to the leader are distributed by a perfect Poisson clock with
rate n.
Let T ′ = C3n be the total number of the received ticks. Alongside the lines of [BGPS06,
Lemma 1], we have
P
(∣∣∣∣T − T ′n
∣∣∣∣ > δT ′n
)
< 2 exp
(
−δ
2T ′
2
)
,
where we will use δ = 2
√
logn
n , so that the probability of bad event is at most
1
n2 . This
implies that whp.
T ∈
[
T ′
n
(1− δ), T
′
n
(1 + δ)
]
,
with the lower bound
T
whp.
> C1
(
2 + logn√
n
)(
1− 2
√
logn
n
)
> 2C1.
For the upper-bound we obtain
T < C1
(
2 + logn√
n
)(
1 + 2
√
logn
n
)
= 2C1 ·
(
1 + logn√
n
)
and the expression (13) follows readily.
b) We want to show that the counting time of our leader (i.e., t′ time units) suffices for the
generation i to grow to contain at least pi−1,t9 -th fraction of nodes. To this end, define a
modified process, where we set t′ to precisely two time units. Since this is a lower bound
on the actual value, and since in the time interval t ∈ [ti, ti + t′] the value of gt(i) can
only grow monotonously, it is enough to show that the modified process achieves the
desired value of gt(i) at time ti + 2.
Similarly as in the original process, at time t < ti clearly gt(i) = 0, however for our
modified process during the time interval [ti, ti + 2], any node of generation i is guaranteed
to be promoted to i as a result of two-choices condition only. For the mentioned time
interval we note the following statements, each of which is easy to show.
5 Note that the scaling factor between time units and time steps is by definition C1.
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i) At each such execution of Algorithm 2, we have gt(i− 1) ≥ 12 − pi−1,t9 .
ii) Hence the probability that any fixed node v first spends one execution to refresh the
value of gen, and uses next execution to sample two nodes of the same opinion from
generation precisely i− 1, is equal to at least 0.81 · pi,t
( 1
2 − pi,t9
)2
>
pi,t
8.2 .
iii) Considering all this, the value of gt′(i) may be minorized by
1
n
B
(
n,
pi,t
8.2
) whp.
>
pi,t
8.2 −
√
pi,t
8.2 ·
logn
n
>
pi,t
9 ,
which concludes our claim. J
The next proposition deals with the time required in Algorithm 3 once the condition in
Line 2 is fulfilled until the condition in Line 6 is fulfilled. For the sake of the analysis, we
assume that after the two-choices phase an extra time unit is used, which allows roughly
9/10 of the nodes to update their leader information accordingly. For the remaining of this
phase, it is enough to just consider these informed nodes.
I Proposition 17. For arbitrary generation i, let ti + t′ be the time when the two-choices
phase was concluded. Then after additional t′′ = log 92pi,t /log 1.4 time units, the cardinality
of the i-th generation exceeds n/2 whp., i.e., gti+t′+t′′(i) ≥ 12 .
Proof. Define t′ similarly as in Proposition 16 and first observe the growth in arbitrary time
unit. By the construction, for any t ∈ [ti + t′, ti( 12)], the i-th generation will only grow
by propagationsteps. We define x = gt(i) and x′ = gt+1(i), where by Proposition 16 we
have that x ≥ pi,t9 . If during the time interval [t, t+ 1], an arbitrary node v (i) arrived from
generation at most i− 1, (ii) had an updated leader-information, (iii) sampled a node from
generation i, and (iv) executed a complete operation in the mentioned time-unit, then surely
v increased its generation to i. In fact, it is enough to only consider such promotions which
may be modeled directly as
x′ ≥ x+ 1
n
B(n, (1− x) · 0.9 · x · 0.9)
whp.
> x+ x(0.81− 0.81 · x)
(
1− logn√
n
)
> 1.4 · x,
where in the first line we crudely assume that the vertices of generation less then i which ticked
twice within a time interval [t, t+ 1] sampled a node of generation i only with probability x.
To prove that gT ′+t′(i) ≥ 0.5, it is enough to iterate the above process t′′ times. Indeed,
gt′+t′′(i) ≥ 1.4t′′ · pi,t9 ≥
1
2 . J
Together, Proposition 16 and Proposition 17 yield the following corollary which states
that the time needed to globally increment a generation is of the same order as in the
synchronous model.
I Corollary 18. Whp., ti+1 ≤ ti + 2 + 2 logn√n + log1.4 92pi,t = ti +O(− log pi,t).
Concentration Results. We now show that in our setting the random variables pi,t,cj,i,t,
and αi,t are well concentrated around their expectation. We therefore use them without
the notion of time, as long as we use them with respect of the conditions mentioned in the
statements below. Similarly to the synchronous model we treat the case when the bias is
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large separately. We therefore assume throughout this section that cb > logn√n (unless stated
otherwise).
The main difference to the asynchronous case is that we cannot predict precisely when
the new generation is born. The birth is defined by the cardinality of the previous-largest
generation, rather than by a global time given in advance. Another difference is that during
the time units of two-choices, the ratio may change slightly (unlike in the synchronous case).
For these reasons, the analysis of concentration of opinion requires a modified approach. We
start with the concentration of r.v. cj,i, for arbitrary color j.
Concentration of Color Fractions. As usual, define t′ such that ti+ t′ is the time whenever
the leader allows propagation, see Line 2. In order to claim that the distribution of opinions
is well-concentrated during the generation life-cycle, we proceed with the following lemma.
I Lemma 19. For any color j and time t ∈ [ti, ti + t′], we have
cj,i−1,t ∈ [cj,i−1,ti − z, cj,i−1,ti + z],
with z = 2e−3C1
√
logn
n and probability at least 1− 1n2 .
Proof. At time t ∈ [ti, ti + t′], some nodes from generation i − 1 appear, and some leave,
potentially changing the values ca,i−1,t and cb,i−1,t, and affecting the newly created members
of generation i. In this analysis we show that the deviation of values ca,i−1,ti and cb,i−1,ti
throughout the time interval [ti, ti + t′] remains small. The main ingredients for the Azuma
concentration results are the following:
We need to estimate the minimal possible cardinality of generation i − 1, at any time
t ∈ [ti, ti + t′]. For the purposes of this bound it is enough to crudely use the fact that
during t′C1 time steps, some nodes did not tick at all. In particular, the probability for
arbitrary node not to tick even once is at least
exp(−C1t′) > e−2C1
(
1− C1 4 logn√
n
)
,
which gives us a lower estimate of at least e−3C1n.
The number of nodes from generations at most i− 2 that is added to generation i− 1 is
at most n/2.
For arbitrary color, all color fractions in generation i− 1 change at most n times, while
the sequence of these fractions for any fixed color, and also the corresponding sequence of
biases form a martingale. Hence, the length l of our martingale is at most 3n/2.
The difference c of any two consecutive values of color fraction (for any color) cannot
exceed c ≤ 1
e−3C1n .
For any color j, the above assumptions allow us to use Azuma inequality in order to
upper-bound ∆j := |cj,i−1,ti − cj,i−1,ti+t′ |. In particular, we have the following
P (∆i ≥ z) ≤ 2 exp
( −z2
2l · c2
)
≤ 2 exp
(−z2e−6C1n
2
)
= 2 exp(−2 logn) ≤ 2
n2
. J
I Lemma 20. For any color j and time t ∈ [ti + t′, ti+1], we have
cj,i,t ∈ [cj,i,ti+t′ − z, cj,i,ti+t′ + z],
with z = 18k
√
logn
n and probability at least 1− 1n2 .
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Proof. The proof follows from Azuma inequality, similarly as the proof of the Lemma 19,
with the following particulars.
Throughout time t ∈ [ti + t′, ti+1], nodes are only added to the generation i. The change
of the value ci,j,t is determined by whether the newly promoted node is of color j or not.
The minimal possible cardinality of generation i is its initial cardinality at time ti + t′,
which is guaranteed to be at least pi−1,ti−19 -th fraction of n.
The number of nodes from generations at most i− 1 that is promoted to generation i
during our interval is at most
n(1− gti+t′(i)) < n,
which corresponds to the length l of our martingale.
The difference c of any two consecutive values of color fraction (for any color) cannot
exceed c ≤ 9pi−1,ti−1n ≤
9k
n .
For any color j, the above assumptions allow us to use Azuma inequality in order to
upper-bound ∆′j := |cj,i−1,ti − cj,i−1,ti+t′ |. In particular, we have the following
P
(
∆′j ≥ z
) ≤ 2 exp( −z22l · c2
)
≤ 2 exp
( −z2n
162 · k2
)
= 2 exp(−2 logn) ≤ 2
n2
. J
Concentration of pi,t. The following corollary follows easily.
I Corollary 21. Let z be as defined in Lemma 20. For any color j and time t ∈
[ti−1 + t′, ti + t′], we have
pj,i−1,t ∈ [pj,i−1,ti − 3z, pj,i−1,ti + 3z],
with probability at least 1− 1n2 .
Concentration of the Bias. Using the fact that the colors are well concentrated, we show
that for any fixed generation i and t ∈ [ti + t′, ti+1), the value of αi,t is concentrated around
its expected value α2i0 . We first estimate the value of αi,ti+t′ in Lemma 22, which describes
the bias of generation i at the time when the propagation phase for the i-th generation begins
I Lemma 22 (Time ti → ti + t′.). Let ti + t′ correspond to the time when the propagation
phase for i-th generation begins. Then the value of αi,ti+t′ is very close to α2i−1,ti . In
particular,
αi,ti+t′ ≥ α2i−1,ti ·
(
1− 5 ·max(k, αi−1,ti)
√
logn
n
)
.
Proof. For αi,ti+t′ , we upper bound the number of a-colored nodes and lower bound number
of b-colored nodes, in generation i − 1, at time ti + t′. By the above lemma, ca,i,ti+t′
may be minorized by B
(
N , (ca,i−1,ti − z)2
)
/(ngti+t′(i)) while cb,i,ti+t′ may be majorized by
B
(
N , (cb,i−1,ti + z)2
)
/(ngti+t′(i)), where N = O(n) is the number of events where some
node from generation less then i ticked during [ti, ti + t′] time interval and sampled both
vertices from generation i−1. Also, we have n ·cb,i−1,ti ≥ nαi−1,ti+k−1 which is asymptotically
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Θ
(
n
max(k,αi−1,ti)
)
, as in Lemma 6. Setting accordingly z′ = max(k, αi−1,ti)
√
6 logn
n and
z = 2
e3C1
√
logn
n , it follows that
αi,ti+t′ ≥
B
(
N , (ca,i−1,ti − z)2
)
B
(
N , (cb,i−1,ti + z)2
)whp.> (ca,i−1,ti − z
cb,i−1,ti + z
)2
· 1− z
′
1 + z′
=
(
αi−1,ti − zcb,i−1,ti
1 + zcb,i−1,ti
)2
· 1− z
′
1 + z′ ≥
(
αi−1,ti
1 + 2zcb,i−1,ti
)2
·
(
1− 2z
′
1 + z′
)
= α2i−1,ti ·
(
1− 2z
cb,i−1,ti + 2z
)(
1− 2z
′
1 + z′
)
≥ α2i−1,ti ·
(
1− 2z
cb,i−1,ti
)
(1− 2z′) ≥ α2i−1,ti ·
(
1− 5 ·max(k, αi−1,ti)
√
logn
n
)
,
where the second line follows by cb,i−1,ti > log
2 n√
n
and high-probability statement in the first
line is true, by the union bound, with probability at least 1− 4n2 . J
We now consider the propagation phase. The concentration result is now given in Lemma 23.
It follows from repeating the process t′′ = log 92pi,t /log 1.4 times.
I Lemma 23. Assume k ≥ αi−1,ti . Whp., αi,ti+1 is close to its expected value α2i−1,ti , i.e.,
αi,ti+1 ≥ α2i−1,ti
(
1−O
(
k2
√
logn
n
)
))
.
Proof. Set t′i = ti + t′ and z = 18k
√
logn
n as in Lemma 20 and note that
αi,ti+1
whp.
>
ca,i,t′
i
− z
cb,i,t′
i
+ z > αi,t
′
i
(
1− 2z
cb,i,t′
i
)
> αi,t′
i
(
1− 36k2 ·
√
logn
n
)
. J
The case for αi−1,ti > k is similar, but yields a less restrictive bound, and we omit the proof.
We now show that the bias is well-concentrated in roughly the first log
√
n generations.
I Corollary 24. Let αi = αi,ti+t′ for i > 0 be the bias at the time when generation i
concluded the two-choices phase, let δ = O
(
k2
√
logn
n log k
)
and assume αi ≤ k. Then for
i ≤ log logα0 k we have αi > (α0 · (1− δ))2
i
whp.
Furthermore, let i be the smallest generation such that αi > k. Then i ≤ 1 + log logα0 k whp.
Proof. Using Lemma 23 observe
αi ≥ α2i−1 · (1− δ) ≥ · · · ≥ α2
i
0 ·
i−1∏
j=0
(1− δ)2j
= (α0 · (1− δ))2
i
,
which concludes the first part of our claim.
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Now set G = 1 + log logα0 k and note that, similarly as in the Synchronous case, the error
term 1− δ is negligible compared to the initially required bias, and by what we showed above
it follows that after G generations we have
αG > (α · (1− δ))2
G
= k2(1− δ)2 logα0 k > k,
which concludes the proof of our claim. J
Putting everything together, we first established that, as long as the bias is smaller then
roughly
√
n, the time needed to increase the generation by one is similar to the one in the
synchronous model, i.e., around O(− log pi) = O(log k). Furthermore, we have shown that
the variance of the bias through the generations cannot hurt our result.
Now we consider the case when there exists one large dominating color while even the
second-dominant color has a very small cardinality. While this case is easy to resolve, one
cannot use the same approach as before. However, in order to show the following lemma, it
turns out that it is enough to track the cardinality of the dominant color.
I Lemma 25. If cb,i−1,ti < log2 n/
√
n, then within the following
⌈
1
1
2−logn k
⌉
= O(1) of
subsequent generations, we obtain a monochromatic generation whp.
Proof. So we have cb < log
2 n√
n
and ca > 1− k log
2 n√
n
= 1−O(n−δ) for some δ > 0. Since we
don’t have the concentration results for cb or any other color, we estimate the movement of
ca directly.
For two consequent generations, let a = ca,i−1,ti = 1− ε and let a′ be the expected value
of ca,i,ti+1 . We clearly have
a′ >
a2
1 + 2a2 − 2a =
1− 2ε+ ε2
1− 2ε+ 2ε2 >
1− 2ε
1− 2ε+ ε2
= 11− ε −
ε
(1− ε)2 = 1−
(
ε
1− ε
)2
,
and by setting ε′ such that a′ = 1− ε′, assuming ε < 14 we get
ε′ <
(
ε
1− ε
)2
<
ε2
1− 2ε < ε
2(1 + 4ε) < 2ε2.
Starting from ε0 < k log
2 n√
n
, in expectation, after another i > log logn−1log 12ε0
generations we have
εi ≤ (2ε0)
2i
2 ≤ 1n . Note that k  n1/2 implies k log
2 n√
n
 1, hence logn−1log 12ε is a constant,
converging towards 11
2−logn k
. J
Once a generation is monochromatic, any later generation is monochromatic as well. Assuming
half of the nodes are in this monochromatic generation, it is easy to see that after additional
O(log logn) time units, all but n/polylogn nodes will be promoted to the monochromatic
generation, and within the subsequent O(logn) time steps full consensus is reached.
4 Decentralized System with Multiple Leaders
In the previous section, we assumed the presence of a designated leader node and every node
was aware of the address of this leader. While there exist distributed protocols to efficiently
elect a leader, this centralized approach violates the distributed computing paradigm and
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has several drawbacks. Most notably, a huge number of requests is induced on the leader in
each time step and thus the leader becomes the bottleneck of the execution of the protocol.
Furthermore, the system becomes highly vulnerable against attacks, since an adversary can
compromise the entire computation by taking over the leader. Clearly, this single leader case
can be viewed as a large shared memory system, in which every node can access the content
of the shared memory. However, in many distributed applications there is no shared memory.
Moreover, if the majority of the nodes try to access the memory within short time frames,
then the bottleneck issue mentioned above still remains. We therefore propose the following
approach to resolve these problems.
Multiple Leaders. Instead of having one pre-defined leader, we use a set of cluster leaders.
We assume that the execution of the protocol runs in two parts, where in the first part we
use a distributed clustering algorithm (see Section 4.1) to cluster the nodes into groups of
roughly poly logn nodes each. In each of these clusters, one node becomes the cluster leader,
and all other nodes know their cluster leader’s address. In that way, we no longer have one
designated leader, but O(n/ poly logn) decentralized cluster leaders. Note that the use of
multiple leaders is beneficial in many ways. Most importantly, the strengths of a distributed
approach such as resilience against limited adversarial attacks and there is an upper bound
on the communication load of the nodes. Furthermore, the load is fairly balanced among the
cluster leaders. Once the clustering is done, nodes may perform a similar (simple) algorithm
as in the single-leader case.
Our Result. The communication model (Poisson clock at each node, latency time for
establishing a communication channel between two nodes) is the same as in the single leader
case. As in the previous section, it holds that within o(logn) time we can only achieve
partial convergence. We show that the approach from the single-leader case carries over to
the model with n/polylogn cluster leaders, and the algorithm in the multi-leader case mimics
the algorithm in the single leader case. Furthermore, all interactions of nodes in Algorithm 4
are based on cluster leaders sampled uniformly at random from the entire system, and hence
there do not exist correlations between the opinions of nodes and the states of their own
cluster leaders. This allows us to apply the same analysis as in the single-leader case to the
distributed system with multiple cluster leaders. Formally, we show the following result.
I Theorem 26. Let k be the number of opinions such that 2 ≤ k  √n and let α >
1 + k logn√
n
· log k. For a complete graph Kn, our algorithm 1/logO(1) n-converges towards
the initially dominant opinion in O(log logα k · log k + log logn) steps whp. After O(logn)
additional steps, all nodes have the initially dominant opinion whp.
4.1 Clustering Algorithm
In the first part, all but an O(1/polylogn)-fraction of nodes are partitioned into clusters,
each containing a distinguished node which we also call a leader. Similarly as in Section 3,
the task of a leader is to receive signals from its cluster and act upon them.
The clustering works as follows. At the beginning, each node flips a coin and with
probability 1/ logc n, the node becomes a leader, where c is a sufficiently large constant.
The other nodes are followers. Whenever the clock of a node ticks, this node establishes
communication channels to its own leader (if any), and to three other nodes chosen uniformly
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at random6. These neighbors send the address of their leaders to the node they were contacted
by, and then one of these leaders is called that node. If a follower (not assigned to a cluster
so far) contacts a leader, then it joins the cluster of that leader as long as the cluster has
size less than logc−1 n. The leader nodes keep track of the size of their clusters, and if a
follower joins the cluster of some leader, then this leader notifies the follower that his request
to join was successful (recall that establishing a communication channel requires time, but
the exchange of messages is instant). The nodes in a cluster keep sending 0-signals to their
leader at each tick of their individual Poisson clocks, which enables the leader to count the
time (similar to the single leader case).
Once the size logc−1 n is reached, the leader starts counting 0 signals, and rejects
any further request until its counter reaches value c2 logc−1 n · log logn. As soon as the
c2 logc−1 n · log logn’th signal is received, the leader starts accespting further followers to
its cluster. However, only the first logc−1 n nodes keep sending 0-signals. After additional
c3 logc−1 n log logn received 0-signals, the node switches to the consensus protocol (i.e., the
leader changes in consensus mode), and informs all leaders about this fact (see next subsection
for broadcasting among leaders). If a leader with a cluster of size at least logc−1 n receives
such a message, then it switches to consensus mode, and broadcasts this message further
for constant many time steps. After the consensus protocol has started, and the constant
time elapsed, the node will disregard any such message. If followers of clusters with size less
than logc−1 n meet a node in consensus mode, then they notify their leader about this fact,
and none of the nodes of this cluster switches to consensus mode until they are informed by
the others to do so (at the time when almost all nodes reached consensus). Thus, only the
leaders that have a cluster of size logc−1 n by the time they receive the message to switch to
consensus mode will participate in the consensus process described in Section 4.4.
As we show in the next subsection, broadcasting any information to leaders with clusters
of size at least logc−1 n takes only constant time, provided that almost all nodes are contained
in such a cluster. Our clustering algorithm yields the following theorem.
I Theorem 27. In a complete graph of size n, after C log logn time steps there are at least
n− n/ logC′ n nodes that are contained in clusters of size at least logc−1 n, where C and C ′
are constants, and all the leaders of these clusters are in consensus mode by that time whp.
Furthermore, if we denote by tf the time at which the first such leader switched to consensus
mode and by tl the last such leader, then tl − tf = O(1) whp. The other leaders (and their
followers) will not participate in the consensus protocol described in Section 4.4 whp.
Proof. As described in the algorithm, every node flips a coin and becomes a leader with
some probability 1/ logc n. Using simple Chernoff bounds, it follows that there will be
n(1± o(1))/ logc n leaders whp. We assume in this proof that all nodes flip their coins at the
beginning, and flipping a coin is not related to the ticks of the clocks; however, this could
also be relaxed by assuming that the nodes flip their coins at their first tick, and the result
of the theorem would not change. Let the set of leaders be denoted by L.
First, we show that within c log logn time there will be at least |L|(1 − 1/ log2C′ n)
leaders having at least c′ log logn members in its cluster whp, where C ′ and c′ are constants
depending on c. As in the single leader case, we call a time unit the period of time in which
a node performs a complete execution of one clustering step with probability 9/10. That is,
6 It would be enough, to just contact one randomly selected node. However, in order to select the same
number of nodes as in the algorithm, we allow here the selection of three randomly chosen neighbors as
well.
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in this case a time unit is the time needed for a node to perform a good tick and to establish
connections to a leader and two randomly chosen nodes with probability 9/10. We know
that a time unit has constant length. We divide now the time frame of length c log logn into
a sequence of non-overlapping time units. Having in mind that for a time frame of length at
least c(1− o(1)) log logn no leader will have more than logc−1 n members in its cluster, there
will be whp 9n/10 · (1− o(1)) nodes communicating with another node in a time unit of the
sequence of time units defined above. Thus, a leader is contacted with probability at least
1−
(
1− 1
n
)9n/10·(1−o(1))
= 1− e−9(1−o(1))/10.
Using Chernoff bounds, we obtain that in Θ(log logn) time units, all but |L|(1− 1/ log2C′ n)
leaders have been contacted by at least c′ log logn other nodes whp, where the constant
hidden in Θ(log logn) governs C ′ and c′. Thus, choosing c accordingly we obtain our claim.
We consider now the next (c2 − c) log logn time steps and, again, we divide the time into
a sequence of time units. As long as no cluster has larger size than logc−1 n, in each time
unit 9n/10 · (1− o(1)) nodes try to join a cluster. Let Lv be the cluster of a leader v, and we
assume that |Lv| ≥ c′ log logn at the beginning of the sequence of time units defined above.
We call a time unit successful, if the size of the clsuter grows by a factor of 3/2 in this time
unit or the cluster has size logc−1 n at the end of the time unit. As before, we know that
within a time unit, a node of the cluster is contacted with probability at least
1−
(
1− 1
n
)9n/10·(1−o(1))
= 1− e−9(1−o(1))/10.
Using simple Chernoff bounds, we obtain that a time unit is successful with probability at
least 1 − 1/ log2C′ n, where C ′ depends on the size of that cluster at the beginning of the
time unit, i.e., in the first time unit of the sequence, C ′ depends on c′. Hence, if there are
enough time units in the sequence of length Θ(log logn), then there will be (c− 1) log logn
successful time units for Lv, with probability at least 1− 1/ log2C
′−1 n. Thus, the expected
number of clusters, for which the number of successful time units is less than (c− 1) log logn,
is less than |L|/ log2C′−2 n. Note that these events are not independent between clusters.
However, applying the method of bounded differences, we obtain that at most |L|/ logC′ n
clusters have size less than logc−1 n at the end of this sequence of time units, whp, provided
the constant c is large enough.
During the next c3 log logn time steps all but at most a 1/ logC
′+1-fraction of the nodes
are placed among clusters (note that all the clusters with sizes at least logc−1 n nodes start
accepting further nodes after additional O(c2 log logn) steps).
Now we consider the time when the first cluster switches to the consensus algorithm. We
show that within constant time, a cluster has either size logc−1 n and participates in the
consensus process, or the cluster will not participate in the clustering process till the point
in time when the last generation is created whp. By this time, at most |L|/ logC′ n clusters
have size less than logc−1 n whp. Assume that c is chosen such that clusters of size at least
logc−2 n receive the broadcast message in constant time whp, according to Theorem 28. We
consider all the clusters of size less than logc−2 n at the time the first leader switches to
the consensus mode faulty clusters. Clearly, whp it requires time Θ(log logn) for a faulty
cluster to increase its size to logc−1 n [KSSV00], and if we denote by f the number of faulty
clusters, then all but O(f) clusters become informed (i.e., the leader knows that a cluster
leader switched to the consensus mode) within O(1) time whp [KSSV00]. Now, by pull all
non-faulty clusters become informed within additional O(1) time whp (see last paragraph
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in the proof of Theorem 28). This non-faulty clusters either will not participate in the
consensus procedure (if their size is less than logc−1 n), or they switch to consensus mode.
After additional O(1) time all clusters stop sending the message according to the description
of our algorithm. The clusters, which were faulty at the time the first cluster leader switched
to consensus mode, will whp not be able to increase their size to logc−1 n within constant
time, and hence none of these clusters will switch to consensus mode during this broadcast
procedure. J
4.2 Broadcasting among Clusters
The broadcasting procedure is very similar to the asynchronous variant of push and pull
considered by Fountoulakis et al. [FPS12]. In this paper it is shown that in the Chung-Lu
model almost all nodes become informed within constant time whp., if the nodes perform
push-pull operations at each tick of a local Poisson clock with rate 1. In [FPS12], the authors
make use of the structure of the Chung-Lu model to show their result. Here we use the
structure of the clusters to obtain a very similar result.
The broadcasting protocol works as follows. Assume, we have n − n/ logC′ n nodes
organized in clusters of size at least logc−1 n. We call such nodes active. Furthermore,
assume that an (arbitrary but fixed) leader has a message to be distributed to all leaders of
active nodes. In the sequel we call a leader informed if it has this message.
If an active node ticks, then it contacts its own leader and two additional nodes. From
these nodes, it requests the addresses of their leaders (if any)7, which are then contacted. If
one of the three leaders is informed, then the other two become informed as well. Remember,
establishing a communication channel also requires some time. We use here that if the
clusters have sizes at least logc−1 n, where c is sufficiently large, then whp. at each time in
every (active) cluster there will be at least one node that contacts three leaders and exchanges
all the necessary information between them within some time 1/ logc
′
n, where c′ < c is some
constant depending on c. This, however, can be seen as a standard pull algorithm between
leaders with an accelerated rate. Since a message is spread in a complete graph of size n
in (synchronous or asynchronous) time O(logn) whp., the result follows. However, it is
necessary here to ensure that at each time there are enough active nodes. Thus, we obtain
the following theorem.
I Theorem 28. If there are n−n/ logC′ n nodes organized in clusters of size at least logc−1 n,
c large enough, and one of the leaders of these clusters has a message, then this message can
be broadcasted to all the leaders of these clusters in O(1) time whp.
Proof. As described above, we first show that in a cluster of size logc−1 n there will be at
any time a node which exchanges the information between the three contacted leaders within
a time frame of 1/ logn whp. Then, we can apply the result of [KSSV00] in the asynchronous
case (see e.g. [EFK+16]) with an accelerated rate, and obtain the result.
To show the first statement, we proceed as in the single leader case. The accumulated
latency for establishing the communication channel to the own leader, the two randomly
sampled nodes, and then to the leaders of these nodes is described by T ′′2  5T2 and the
waiting time between two good ticks is distributed as T1 + T ′′2 . Then, at an arbitrary but
fixed time t, let T w2 be the random variable describing the time needed after t for a fixed
7 The broadcasting also works if always just one leader is provided (if the chosen node(s) are clustered,
otherwise clearly no leader is sent).
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node v to have a good tick, and establish connections to all nodes needed for the exchange
of information between the three leaders. Then,
T w2  T ′′2 + T1 + T ′′2
 T1 + 10T2
Since T1 and T2 have exponential distribution with constant mean, P [T w2 < 1/ logn] =
Ω(1/ log12 n). Applying Chernoff bounds over the nodes of a cluster of size logc−1 n with c
large enough, we obtain the first statement.
For the second statement, consider the graph, in which the nodes are the clusters (nodes
that are not clustered are also nodes of this graph), and there are edges between all pairs of
clusters. A cluster is chosen for communication with probability proportional to its size. If
a synchronous push-pull algorithm is executed on this graph with f faulty nodes, then in
time O(logn) all except O(f) nodes become informed whp. [KSSV00]. Here, all clusters of
size less than logc−1 n (or non-clustered nodes from the original graph) are considered faulty
nodes. Dividing now the time into time frames of length 1/ logn, and assuming that each
non-faulty cluster connects to exactly one other cluster in an 1/ logn time frame, we obtain
that all except O(f) non-faulty clusters receive the message within constant time. If c is
large enough, then in a time frame of 1/ logn some Θ(logn) nodes of a non-faulty cluster
establish connections to their own leader and some other leaders. This implies that after
additional constant time, all non-faulty clusters are informed whp. J
4.3 Adapted Definitions
The conditions in the multi-leader algorithm are adapted from the single-leader case such
that they allow us to re-use most of the analysis from Section 3. Each node is equipped with
the following variables:
self (containing its unique address),
the current generation gen and color col,
a leader’s address leader, initially set to null,
a flag finished, indicating a local awareness of some nodes containing the final opinion.
A leader node, when acting as a regular node, is aware of the fact that it is a leader, i.e.,
it behaves like a regular node and just has leader set to its own address. However, when
reacting to a signal, a leader node has access to additional public variables gen, state and
finished. Furthermore, it privately stores
card ∈ N, the precise cardinality of the cluster, initially set to 1, of size O(log logn) bits
gen− size ∈ N, the cardinality of the latest generation in the cluster, of size at most
log(card) = O(log logn) bits.
Let G∗ = dlog logα ne be the number of the required generations, parametrized by the initial
bias α. As in the single-leader case, we fix γ = 0.5.
The notions of ti or ti(j) in this section are defined analogously to the single-leader case,
and they are always used in the context of a particular cluster in order to resolve ambiguity.
Furthermore, we will use the following variables analogously to the single-leader case.
λ – the rate of the exponentially distributed r.v. governing the latency time T2
n′ – the size of the current cluster (the cluster is clear from the context). Note that
n′ > log12 n according to Section 4.1.
λ – the rate-parameter of the latency Poisson clock for r.v. T2
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C1 – the number of time steps in a time unit, see Section 3.1
C2 = Cbr + 1 + 2C1 – the threshold for the sleeping-condition when counting ticks
C3 = 2Cbr + 1 + 5C1 – the threshold for the propagation-condition when counting ticks
4.4 Our Procedure After the Clustering
Th main difference between the single leader and multi leader case is in the way how Θ(n/logn)
leaders of different clusters with limited "range of view" work together and emulate the
algorithm given in Section 3.
The algorithm works as follows. At each tick of the clock of a node v, this node contacts
its leader and samples three other nodes (we call v1, v2, and v3) chosen uniformly at random.
Two of these nodes are asked for their current opinion and generation, and v3 is asked for the
address of its leader; then – after receiving the required information from all three nodes –
the leader of v3 is also contacted. As in the single leader case, the actions of v depend on the
generation number and propagation bit of this leader sampled randomly (but not necessarily
uniformly at random). If the information provided by v1 and v2 together with the state of
the leader of v3 and the state obtained by v at the previous communication with a leader
allows two choices, then a two choices step is performed as in Algorithm 2. That is, if the
following conditions are fulfilled
v1 and v2 are in the same generation i and have the same opinion
the highest generation allowed by the leader of v3 is i + 1 and this leader allows two
choices
the value gen stored by v from the previous communication with a leader is also i+ 1
and two choices were also allowed by this leader
then v takes the opinion of v1 and v2, and sets its generation number to i+ 1. If according
to the information received from these nodes a propagation step is to be performed, then v
executes a propagation step (cf. again Algorithm 2). Also, a 0-signal and an eventual notice
about the incrementation of v’s generation number are sent to the own leader.
Similarly to Algorithm 3, if the number of nodes in the highest allowed generation in the
cluster of a leader exceeds a certain value, then this leader increases the generation number
by 1 and starts allowing two choices steps. Moreover, this information is then propagated
to all leaders in the system using the broadcast procedure as described in the previous
subsection. Also, the leader starts counting the received 0-signals to measure time. After a
certain (constant) time elapsed, where this constant is significantly larger than the constant
needed to broadcast a message among leaders, the leader switches to a sleeping mode for
some constant time. In this time frame, the leader just counts the 0-signals, but will not
allow two choices or propagation to the highest generation for the nodes which contact this
leader during this time (see description of the procedure above for non-leader nodes). Then,
the leader starts allowing propagation, and the nodes which cantact it will act as described
in the paragraph above. The broadcasting procedure initiated after increasing the generation
number and the sleeping period after the constant two choices period guarantee that whp all
leaders of clusters above a certain size will be mostly synchronized during the time the nodes
execute two choices or propagation steps, respectively.
This algorithm basically mimics the algorithm of the single leader case, and it leads to
Theorem 26.
The following sub-procedure resets the parameters whenever leader’s generation is in-
creased, depending on the received signal. These signals may be of type (i, j), 0 ≤ j ≤ 3,
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Algorithm 4 The basic procedure of a node after clustering. The in_sync(·, ·) checks
whether the appropriate public variables stored in both nodes correspond.
Require: a vertex v with leader 6= null ticked
1: send (0, 3, ·)-signal to leader
2: if not locked then locked← True else break!
3: contact v1, v2, v3, sampled u.a.r., inquire respective parameters . takes time
4: contact own leader, and l (leader of v3), and inquire gen and state . takes time
5: if finished, then propagate col and also set finished to all samples.
6: if ∃v′ among the sampled nodes, such that finished(v′), then
7: col← col(v′) and finished← True
8: if gen(l) = 0, unlock and break! . non-active cluster sampled
9: if ∃i ∈ {1, 2} : gen < gen(vi) = gen(l) and l.state = 3 then and in_sync(l, vi)
10: col← col(vi)
11: gen← gen(vi)
12: send (gen, 3, True)-signal to own leader
13: else if gen ≤ gen(vi) = gen(l)− 1 and all pairs among v1, v2, l are in_sync, then
14: col← col(v′)
15: gen← gen(v′) + 1
16: send (gen, 1, True)-signal to own leader
17: else . generation not changed
18: send (gen(l), l.state, False)-signal to own leader
19: update v.tmp_state and v.tmp_gen, corresponding to the own leader
20: if gen = dlog logα ne then finished← True
21: locked← False
i ∈ Z+, which intuitively describe the leaders expected state and generation. Depending on
the type of the signal, the behavior of the leader is described in Algorithm 5.
Note that a (0, 3)-signal may only be sent in Line 1 of Algorithm 4, and observe that such
signal is sent at any tick of T1, hence distributed as Poisson(1). By the memoryless property
of the Poisson distribution, we conclude that also the arrival times at the corresponding
leader are distributed accordingly, i.e. as Poisson
( 1
card
)
.
Finally, observe that in this extended algorithm with multiple leaders, three leaders
are contacted. We adjust the definitions and bounds regarding the latency time and the
definition of time unit accordingly such that
T ′2 = max(T2, T2, T2) + max(T2, T2), and
T3 ∼ T ′2 + T1 + T ′2 
Γ(6, 1)
λ
+ Γ(1, 1)  Γ(7, β),
where we still assume β = min(1, λ).
Dealing With Synchronicity. For any fixed generation, each cluster goes through the
following phases, see also Figure 2: a) the two-choices phase, b) the sleeping phase, and c) the
propagation phase. While the nodes may be highly dis-synchronized in a given time-step (a
node may wait logn time units before ticking), this is not the case for the leaders. Indeed,
each leader is contacted whenever any of its (at least log12 n) followers ticks, and therefore
we expect the leaders to be much better synchronized.
The following lemma follows from the fast broadcasting among the
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Algorithm 5 The description of the signals, received by leader.
Require: an (i, s, hasChanged)-signal
1: if (i, s)
lex
> (gen, state) then . if member ahead
2: (gen, state)← (i, s)
3: if s = 1 then t← 0 else t← C1 · card · Cs
4: if i = 0 then
5: increment t
6: if t = C1 · card · C2 then . start sleeping
7: state← 2
8: else if t = C1 · card · C3 then . allow propagation
9: state← 3
10: if i = gen and hasChanged = True then
11: increment gen_size
12: if 0 < gen ≤ dlog logα ne and gen_size =
⌈
card ·
(
1
2 +
1√
logn
)⌉
then
13: increment gen
14: t← 0, gen_size← 0
15: state←1
clusters, and basically allows us to synchronize all leaders whenever a new generation is
formed.
I Lemma 29. Let t′ be the time when the slowest cluster allows generation i. Whp., t′− ti ≤
Cbr, where Cbr = O(1).
While this result seems surprising, it follows from the fact that in our asynchronous setting
with cluster leaders broadcasting messages can be done rapidly. Indeed, in order to inform a
cluster, it suffices that one single informed node contacts any node in that cluster, which
then informs its leader. Note that a similar observation has been made by Fountoulakis
et al. [FPS12] for a related model.
We now consider the deviance in synchronization due to tick-counters.
I Proposition 30. For a fixed leader in generation i in a cluster of size n′, let t > 0 be the
number of time units required after time ti until the counter in Line 6 of Algorithm 5 reaches
C · n′ · C1 ticks. Then
C − 2
C1
< t′ < C
(
1 + 1√
logn
)
. (14)
Proof. Let T = t′C1. We focus on the time TC1 time units, when our leader counts to
C · n′ · C1. Note that the leader is counting all the ticks, including the ones that arise from
the time when the counter was not yet initiated. When lower-bounding the counting-time
we will crudely subtract all these ticks. Note that the total number of such ticks is at most
n′. Let the total number good ticks be denoted by T ′. Clearly, we have
C1C − 2
C1
≤ T
′
n′
≤ C1C
Alongside the lines of [BGPS06, Lemma 1], we have
P
(∣∣∣∣T − T ′n′
∣∣∣∣ > δT ′n′
)
< 2 exp
(
−δ
2T ′
2
)
,
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Expected
Fast leader(s)
Slow leader(s)
tˆ0 tˆ1 tˆ2 tˆ3 tˆ4 tˆ5
Two-Choices
Phase
Sleeping
Phase
Propagation
Phase
time
, , : Phase Changes
Figure 2 The diagram of asynchronicity before propagation phase.
where we will use δ = 14√
n′
, so that the probability of bad event is at most
2 exp
(
− T
′
2
√
n′
)
< 2 exp
(
−2 log
2 n
logn
)
= 2
n2
.
The lower bound follows from T ′n > C1C − 1C1 , which implies
T >
T ′
n
− δ T
′
n
> CC1 − 1
C1
− CC1 −
1
C1
4
√
n′
> CC1 − 2
C1
.
For the upper-bound we use T ′n < C1C, and obtain
T ′ < CC1(1 + δ)
and the expression (14) follows readily. J
Several corollaries follow, as we may now calculate maximal time difference of clusters
allowing sleeping, as well as propagation, for arbitrary fixed generation.
I Proposition 31. Fix a generation i and observe the following statements regarding the
flow of Algorithm 5. Note that all the states mentioned correspond to generation i.
a) When the fastest leader starts sleeping, every cluster have been doing two choices for at
least one time unit.
b) Let t′′ correspond to the number of time units from the time when the first leader dozed
off, till the time when all of them were asleep. Then t′′ ≤ Cbr + 2C1 + 1√logn = O(1).
c) The first leader does not wake up before every other leader (already) starts sleeping.
Proof. We prove the statements separately.
a) Proposition 30, together with C2 = Cbr + 1 + 2C1 implies that for arbitrary leader, the
two-choices phase lasts at least Cbr + 1 time units. From Lemma 29 it follows that all
leaders started with their two-choices phase within a difference of at most Cbr time units,
hence the conclusion.
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b) From Proposition 30 we know that the difference in the length of the two-choices phase
may not exceed 2C1 +
1√
logn
time units. Also, the synchronization which is initiated at
time ti lasts Cbr time units only. Summing the two gives the desired bound.
c) Since the time difference form b) is bounded above by Cbr + 2C1 +
1√
logn
, we must
guarantee that the sleeping time of any node is bounded below by the same number
of time units. To check whether the constant C3 is big enough, it is hence enough to
multiply value above with (1 + 1/√logn), and add it to C2.
For clarity, the flow of the algorithm is depicted in Figure 2, in which
tˆ1 < tˆ0 + Cbr
tˆ2 > tˆ0 + Cbr + 1
tˆ3 < tˆ0 + Cbr + 1 +
2
C1
+ 1√
logn
tˆ4 > tˆ0 + Cbr + 1 +
3
C1
tˆ5 < tˆ0 + 2Cbr + 1 +
5
C1
+ 1√
logn
J
Time to Go Through a Generation-Cycle. From the proposition above we satisfied some
important invariants which allow us to use similar analysis as in Section 3. Indeed, while
the vertices may be far from synchronized, the leaders behave quite synchronized in several
aspects, in particular:
For any fixed generation i, whp. the leaders of all clusters will be allowing two-choices
phase for at least one time unit, at the same time.
For any fixed generation i, whp. no node may be promoted to i as a result of two-choices
after the first node have been promoted to i as a result of propagation.
The time interval from whenever the fastest leader allowed generation i, till the time when
the slowest leader allowed propagation is bounded above by 3 + 5C1 +
1√
logn
< 4 = O(1)
time units, after which time all leaders allow propagation.
Any time some node gets new color and generation, this outcome is determined by the global
generation/color distribution and the same statements regarding the concentration of color
fractions ci,j,t, probability pi,t or bias αi,t hold, by the same arguments.
I Corollary 32 (Concentration statements as in Section 3.3). Fix a generation i, let and let
z = 2e−3C1
√
logn
n , and let ti + t′ be the time when the last leader woke up. Then, for any
time t ∈ [ti, ti + t′], with probability at least 1− 1n2 , we have
pj,i−1,t ∈ [pj,i−1,ti − 3z, pj,i−1,ti + 3z]
and
cj,i−1,t ∈ [cj,i−1,ti − z, cj,i−1,ti + z],
for any color j. In addition, if cb,i−1,ti > log
2 n√
n
, then
αi,ti+t′ ≥ α2i−1,ti ·
(
1− 8k
e3C1
√
logn
n
)
.
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Using precisely the same arguments as in Proposition 16, we have the following proposition.
I Proposition 33. Fix a generation i and let t′′ be the (global) time, such that in interval
[t′′, t′′ + 1], all leaders allowed two-choices. Then we (globally) have t′′ + 1 ≥ ti
(pi,t
9
)
, whp..
Since any leader went to sleep only after t′′ (as defined above), we reach the same situation
as in a single-leader case.
I Corollary 34. Fix a generation i and arbitrary leader l, and let tˆ′′correspond to the time
when l started sleeping. Then gtˆ′′(i) ≥ pi,t9 . In particular, no promotion to i as a result of
propagation is possible, before globally pi,t9 -th fraction of nodes is in generation i.
We are now ready to proceed with the speed of propagation. Note that, for every cluster, the
propagation phase at least 4 time units after the introduction of the corresponding generation.
The analysis of the growth in the propagation phase is described by Proposition 17 in
Section 3.3. Since we have the same initial guarantee, the proof is precisely the same, so we
omit it here, and just restate its corollary.
I Corollary 35. For Xi = 4 +
log 92pi
log 1.45 = O(log
1
pi
), it holds that ti+1 ≤ ti +Xi, whp.
Taking now into account that Lemmas 19-25 also hold in this decentralized case, by using
the same arguments as in the previous section, we obtain the theorem.
4.5 Complexity Parameters of the Decentralized System
Recall that the algorithm in the multi-leader case mimics the algorithm from the single-
leader case, provided the distributed clustering has been successful. Therefore, with some
minor adjustments, the analysis from Section 3 carries over to the multi-leader case, and in
particular to Algorithm 4.
Communication and Memory Complexity of our Procedure. In what follows we argue
various complexity properties of our procedure. In particular, we will argue that the drawbacks
from the single leader case (e.g., the large communication load on the leader) are effectively
mitigated.
memory complexity: The total memory per node is bounded by O(logn) bits.
message complexity: In general, the messages have length at most O(logn) bits.
In the partitioning phase, we need to transmit addresses in the network, which are of
size O(logn) bits.
Leader messages consist of the current generation and the current state. While the
latter is a constant, the former is of order O
(
log log lognα0−1
)
.
Non-leader messages when reporting the membership in a cluster are of constant size.
Non-leader messages when reporting the promotion to a new generation are of size
O(log log lognα0−1 ) bits.
congestion: The number of requests per node in a given time unit does not asymptotically
exceed O(poly logn).
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5 Summary and Conclusion
We analyzed the problem of distributed plurality consensus in a complete graph, in which
initially every node holds one of k distinct opinions. In a first step we considered the standard
synchronous model, and derived a fast algorithm to solve plurality consensus in this model.
Then, we assumed that every node is equipped with a random Poisson clock with rate 1
and for establishing communication channels between nodes delays occur, which follow an
exponential dstribution with constant mean. In this model we first assumed that the system
has a leader, and derived an efficient algorithm under these conditions. Then, we extended
our single leader approach to a distributed system without a leader.
There are a number of open questions left. In our analysis, we assumed that establishing
a communication channel takes time, but exchanging information through an established
channel is instant. This can easily be relaxed in the single leader case by contacting the
leader after each potential update of opinions and generation number, and the updates are
committed only, if the state of the leader has not been changed in the meantime. However, it
is not clear whether this idea can directly be applied to the system without a leader. It would
also be interesting to see whether it is possible to consider a more general asynchronous
model instead of the Poisson clocks and the exponential distribution of the delays, while
preserving the results of our theorems.
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