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We revisit the puzzling ﬁnding that labour market performance appears to deteriorate, as
suggested by negative time trends in empirical matching functions. We investigate whether
these trends simply arise from omitted variable bias. Concretely, we consider the omission
of job seekers beyond the unemployed, the omission of inﬂows as opposed to stocks, and
the failure to account for vacancy dynamics. We ﬁrst build a model of all labour market ﬂows
and use it to construct series for these ﬂows from aggregate data on the U.S. labour market.
Using these series, we obtain a measure for employed and non-participating job seekers.
When we thus include all job seekers, the estimated time trend remains unchanged. We
similarly obtain measures for inﬂows into unemployment and vacancies. When these are
included, the magnitude of the time trend is halved but remains signiﬁcant. When we
account for basic vacancy dynamics, the estimated time trend can be fully explained by
omitted variable bias. As suggested by this result, we present evidence that empirical
matching functions can be interpreted as versions of the law of motion for vacancies: the
coefﬁcients in matching functions coincide with the coefﬁcients in the law of motion after
correcting for omitted variable bias.
Zusammenfassung
Wir betrachten die scheinbar abnehmende Leistungsfähigkeit des Arbeitsmarktes, angedeutet durch
negative Zeittendenzen in empirischen Matchingfunktionen. Wir untersuchen, ob diese Tendenzen
schlicht aus Verzerrungen aufgrund ausgelassener Variablen entstehen. Im Einzelnen berücksich-
tigen wir ausgelassene andere Arbeitssuchende neben den Arbeitslosen, ausgelassene Zugän-
ge neben den Bestandszahlen und ignorierte Dynamik der Vakanzen. Wir erstellen zunächst ein
Modell aller Übergänge auf dem Arbeitsmarkt und konstruieren damit Zeitreihen anhand von US-
Arbeitsmarktdaten. Mithilfe dieser Reihen ermitteln wir Angaben zur Menge der Arbeit suchenden
Beschäftigten und Nichterwerbspersonen. Die geschätzte Zeittendenz einer Matchingfunktion, die
diese Arbeitssuchenden miteinbezieht, bleibt unverändert. Wir ermitteln weiter Angaben zu den Zu-
gängen in Arbeitslosigkeit und Vakanzen. Werden diese miteinbezogen, so halbiert sich die Größe
der Zeittendenz; sie bleibt aber signiﬁkant. Sobald wir jedoch die Dynamik der Vakanzen berück-
sichtigen, können wir die geschätzte Zeittendenz vollauf mit Verzerrungen aufgrund ausgelassener
Variablen erklären. Wir präsentieren erste Hinweise darauf, dass empirische Matchingfunktionen
folglich als Versionen des Bewegungsgesetzes für Vakanzen interpretiert werden können: Die Ko-
efﬁzienten in den Matchingfunktionen stimmen mit denen im Bewegungsgesetz überein, wenn die
Verzerrung durch ausgelassene Variablen korrigiert wird.
JEL classiﬁcation: J63, J64
Keywords: matching function, time trend, labour market performance, omitted variable
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The performance of labour markets has typically been described by matching functions as
known from the work of Pissarides (see Pissarides (2000), for example). The standard
matching function relates the number of matches H in a labour market, i.e. hirings, to
the stocks of vacancies V and unemployed job seekers U: H = m(V;U). It is almost
always estimated using a Cobb-Douglas speciﬁcation. In many cases, a time trend is also
included to examine how labour market performance has changed over time, so that H =
m(V;U;t). Petrongolo/Pissarides (2001) report that a time trend was included in 7 of the 16
studies of the aggregate matching function that they survey. Overall, the empirical results in
these studies clearly suggest that there is a highly signiﬁcant negative time trend, implying
that labour market performance appears to deteriorate over time. At the disaggregate
level of occupations, Fahr/Sunde (2004) likewise ﬁnd signiﬁcant negative time trends in
most cases, and not a single instance of a positive time trend; their ﬁndings are conﬁrmed
by Stops/Mazzoni (2010). Indeed, deteriorating labour market performance might have
assumed the status of a stylised fact in labour economics, driven by the nearly ubiquitous
ﬁnding of negative time trends and closely related ﬁndings on shifting Beveridge curves
(see e.g. Jackman/Layard/Pissarides (1989)).
The literature has not reached a consensus on why labour market performance appears
to be steadily deteriorating. Probably, institutional changes play an important role (see
Nickell/Nunziata/Ochel (2005) for an overview). For example, if the unemployment beneﬁt
becomes more generous, then unemployed job seekers can afford to reject job offers with
comparatively low wages that they would otherwise have accepted. This way, a rise in the
unemployment beneﬁt leads to fewer matches than before at any given level of vacancies
and unemployed job seekers. Empirically, this will register as a decrease in labour market
performance. However, estimation procedures can account for institutional changes, and
they seem to explain but a part of the negative time trends (see Petrongolo/Pissarides
(2001)). At the same time, the forces that improve labour market performance may be
harder to account for, although such forces most likely exist. For example, over the last
two decades, the increasing use of the internet in job search and recruitment might have
accelerated matching at any given level of vacancies and unemployed (see Kuhn/Mansour
(2011)). Therefore, the common ﬁnding of negative time trends has remained puzzling.
In this paper, we examine whether the negative time trend arises as a merely statistical
product: the estimate of the time trend may be biased downwards, so that a seemingly
negative time trend appears when the actual time trend is zero or even positive. Such
a negative time trend then would not correspond to any actual changes in labour market
performance. We hypothesise speciﬁcally that estimates for the time trend in matching
functions suffer from omitted variable bias. To our knowledge, this potential explanation
for the negative time trend has not been advanced before. We consider two variables
that are omitted by the standard matching function H = m(V;U;t) although they might
be relevant in the true matching process between unemployed and vacancies: other job
seekers (employed or non-participating) and current inﬂows into vacancies and unemploy-
ment. We thirdly investigate the consequences when basic vacancy dynamics are ignored.
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estimated time trend. To this end, we build a comprehensive model of labour market ﬂows,
which allows us to construct data series that are otherwise unavailable.
Our ﬁndings are directly related to the studies that have established the result of a negative
time trend: the omissions we consider are all pervasive among the aggregate matching
functions listed in Petrongolo/Pissarides (2001). Omissions from the matching function
as such have received some attention. Broersma/van Ours (1999) highlight the error that
results when measures of matches and job seekers do not correspond, e.g. precisely be-
cause employed job seekers are omitted. Mumford/Smith (1999) argue that matches in-
volving unemployed job seekers should not be analysed in isolation from matches involving
employed job seekers. Sunde (2007) analyses the problems that arise when only regis-
tered vacancies are observed alongside unemployed job seekers. However, none of these
papers explores the consequences for the time trend. Rather, where they at all propose
any solutions to the problem of omitted variables, they rely on unique data sets and can
therefore hardly be replicated.1
Closest to this paper is work by Gregg/Petrongolo (2005). Their analysis includes mea-
sures of inﬂows into vacancies and unemployment (while also making the other two omis-
sions). Estimating unemployment and vacancy outﬂow equations, they do not ﬁnd a nega-
tive time trend in the vacancy outﬂow equation. They then speculate that an increase over
time of the vacancy stock relative to the vacancy inﬂow might be linked to the negative time
trend in a standard matching function. Even more interestingly for us, the magnitude of the
signiﬁcant negative time trend they report for the unemployment outﬂow equation roughly
halves as they move from the standard model of random matching to a model with inﬂows.
Where we analyse inﬂows as a potential source of omitted variable bias in a matching
function, we present a similar ﬁnding. We can also conclude that the omission of other job
seekers does not seem to generate any part of the time trend, as it remains unchanged
when they are included. By contrast, when we investigate how the law of motion for va-
cancies affects the estimated time trend, we are able to explain its entire magnitude as a
consequence of omitted variable bias. In fact, our results raise the possibility that empirical
matching functions reﬂect merely the law of motion for vacancies, a link that appears to be
unknown in the literature.
Below we proceed as follows. In section 2, we describe our data, ﬁnd a negative time trend
using the common approach, and offer a critique of previously advanced explanations for
this ﬁnding. In section 3, we propose an empirical model of labour market ﬂows. We
then use series constructed from the model to examine whether the time trend arises from
the omission of job seekers beyond the unemployed. Section 4 similarly considers the
omission of inﬂows into unemployment and vacancies as a potential source of omitted
variable bias. Finally, section 5 explores the consequences for the estimated time trend
and matching functions more generally when the law of motion for vacancies is ignored.
Section 6 collects our conclusions.
1 For example, to implement Sunde’s (2007) approach, one needs to observe whether the job seeker in a
match was previously unemployed or employed and whether the vacancy was registered or not.
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2.1 Data
We use two data sets. The ﬁrst is the Job Openings and Labor Turnover Survey (JOLTS)
from the U.S. Bureau of Labor Statistics.2 Following the Bureau, JOLTS is a sample of
around 16,000 observations collected on a monthly basis from establishments across the
United States. These establishments may be ﬁrms in the private non-agricultural sectors
or government bodies at the local, State, and Federal levels. Data collection started in
December 2000 and continues to date. We will use the observations from January 2001
to February 2011, giving us T = 122 monthly observations. Here lie the ﬁrst advantages
of this data set for our purposes: we are not aware of any major institutional changes
over this period that would likely reduce the efﬁciency of matching, thereby leading to a
negative time trend. Rather, we can imagine that an ongoing shift towards internet-based
recruitment and job search over this period increased labour market efﬁciency. Another
advantage is the monthly frequency of the data, which should allow us to largely avoid the
issue of aggregation bias and any consequences for the time trend.
Establishments participating in JOLTS report information on their hirings, vacancies, and
separations. Following the deﬁnitions of the Bureau of Labor Statistics, hirings in period
t (where the period is a month) are deﬁned as the number of workers added to the ﬁrm’s
payroll in period t. This includes seasonal workers and rehired staff after a layoff at least a
week earlier, but does not include staff from temporary help agencies or similar contractors.
A vacancy in period t is deﬁned as an unﬁlled position, part-time or full-time, on the last
business day of period t. An unﬁlled position exists if a speciﬁc position is currently not
held by anyone but could be taken up within 30 days, and if the ﬁrm engages in recruitment
efforts to ﬁll the position. This does not include positions that must be ﬁlled internally, nor
positions for which somebody has been hired but work has not yet begun. Here lies a
further advantage of the JOLTS data: these deﬁnitions, the use of payroll changes where
possible, and the census-like way of data collection ensure that measurements are good,
even exceptionally good in the case of vacancies. Therefore, in contrast to many other data
sets, measurement error is unlikely to be a major problem in JOLTS.
The second data set we use is the U.S. Current Population Survey (CPS), conducted by the
Census Bureau and beginning in 1940. The information in the CPS comes from a monthly
representative survey of around 60,000 U.S. households (thus around 110,000 individuals).
Based on responses about activities of the household members during the reference week,
which is normally the week including the 12th of the month, the individuals’ labour market
status according to CPS deﬁnitions is inferred. A person from age 16 who holds a job is
classiﬁed as employed, be it full-time, part-time, or temporary work. A person from age
16 is classiﬁed as unemployed if the person does not currently hold a job but would be
available for work and, unless on temporary lay-off, has actively sought work for at least
four weeks. This deﬁnition matches the economic deﬁnition of unemployment rather well,
so that there should not be major measurement error from this source. Finally, a person
2 The data used for this version of the paper were obtained after the revisions to JOLTS in early 2011.
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Variable mean st. dev. min. max.
Ht 4829 870 2705 6243
Vt 3679 809 2038 5691
TSt 4855 909 3059 8125
Et 140669 3402 135701 146584
Ut 9262 2894 6023 15628
U
QS
t 5998 2228 3628 10866
ULR
t 3265 692 2273 4966
U<5
t 2787 231 2297 3522
Nt 77414 3932 70083 86216
Ht=Ut 0.579 0.209 0.178 0.972
Vt=Ut 0.449 0.187 0.134 0.945
Figures are monthly levels given in thousands, except
Ht=Ut and Vt=Ut. Sources: CPS and JOLTS, 01/2001
to 02/2011.
from age 16 neither classiﬁed as employed nor classiﬁed as unemployed is deemed not to
be participating in the labour force. The sum total of individuals thus classiﬁed corresponds
to the non-institutional civilian population from the age of 16, as people in institutions such
as prisons and in the army are disregarded.
The CPS underwent a major re-design in 1994, but all the series we will use begin later and
have been collected under the same standards. It is worth noting that the deﬁnitions used
for these classiﬁcations appear to accord with the deﬁnitions used for the JOLTS data.3 For
example, workers on temporary lay-off are counted as unemployed in the CPS, and the
recall of a temporarily laid-off worker is counted as a hiring in JOLTS. For both the JOLTS
and the CPS data, table 1 offers descriptive statistics for the variables and derived variables
that we will employ, over the period from January 2001 to February 2011. From JOLTS, we
use the series on hires (Ht), vacancies (Vt), and total separations (TSt). Et, Ut, and Nt
denote CPS series on the stocks of workers who are respectively employed, unemployed,
and not participating in month t. We obtain the series U
QS
t by adding CPS stocks of
currently unemployed job leavers and job losers, and ULR
t by adding currently unemployed
labour force entrants and re-entrants. While we use several of the CPS series on the
unemployment stock by unemployment duration, we report here only the most relevant,
the stock U<5
t of currently unemployed individuals who have been in this state for less than
5 weeks.
2.2 Some observations from a standard analysis
The most widely used matching function relates the ﬂow of hirings Ht to stocks of vacancies
Vt and unemployed job seekers Ut:
Ht = m(Vt;Ut)
3 For further details and comparisons, data deﬁnitions for both JOLTS and CPS data can be obtained from
http://www.bls.gov/bls/glossary.htm.
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dependent seas. adj.
variable vt ut t t const. dum. R2
(1) ht 0.845* 0.302* – -0.0018* -1.087 no 0.64
s.e. 0.106 0.106 – 0.0004 1.764
(2) ht 0.298* -0.172* – -0.0008* 7.384* yes 0.95
s.e. 0.059 0.055 – 0.0002 0.949
(3) ft – – 0.772* -0.0016* 0.172* no 0.93
s.e. – – 0.026 0.0004 0.023
(4) ft – – 0.750* -0.0017* -0.039 yes 0.98
s.e. – – 0.013 0.0002 0.021
* Signiﬁcant at 1% level.
where m() is the matching function. We focus on the canonical Cobb-Douglas speciﬁca-





where  is the elasticity of matches with respect to the stock of vacancies,  is the elasticity
of matches with respect to job seekers, K is a constant,  is the coefﬁcient of time t, and t
is random error. When the constant is interpreted as the speed of matching (see e.g. Linde-
boom/van Ours/Renes (1994)), the time trend t will indicate how the performance of the
labour market has changed over time. In particular, a negative value for  implies that over
time fewer hirings result from given stocks of vacancies and unemployed, so that labour
market performance deteriorates.
In logarithms, equation (1) returns a linear model equation:
ht = K + vt + ut + t + t (2)
where the lower-case letters ht, vt, and ut denote logarithms. Given time series on Ht, Vt,
and Ut, equation (2) can be estimated. As this equation is linear, OLS will give the best
results provided the assumptions of the Gauss-Markov theorem hold. Line (1) in table 2
reports results for such a regression. Because a strong element of seasonality may be
expected in the data, we can also extend the model in equation (2) by a full set of monthly
dummies to account for seasonality, with December as reference category:
ht = K + vt + ut + t +
X
i=month
iDi + t (3)
The results are reported in line (2) of table 2. While the results in line (1) suggest plausible
values for the elasticities  and , the negative result for  in line (2) does not make much
sense: it would mean that a rise in job seekers leads to a fall in hirings.
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doubling the inputs Vt and Ut in equation (1) will then ceteris paribus also double Ht if
 +  = 1. The F-test statistic for this hypothesis is 0:51 from F(1;118), while the critical
value from F1;100 is 3:94 at the 5% signiﬁcance level, so that we fail to reject this hypothesis.









and then linearise this to obtain
ft = K + t + t + t (5)
where ft = ln(Ht=Ut) is the logarithm of the job-ﬁnding rate of the unemployed and t =
ln(Vt=Ut) is the logarithm of market tightness Vt=Ut: the more vacancies there are relative
to job seekers, the tighter is the labour market. Line (3) in table 2 gives the results for
a regression based on this equation. They plausibly suggest an elasticity  = 0:772 for
vacancies and 1    = 0:228 for unemployed job seekers. This time, extending the model
in equation (5) by monthly dummies does not lead to implausible results, as line (4) shows.
Finally, and importantly for this paper, all regressions that produced plausible estimates
also indicate a highly signiﬁcant negative time trend of about equal magnitude.4
It is well known that the assumptions of the Gauss-Markov theorem might not apply to the
model in equation (1), so that OLS should not be used. A lot of attention has been devoted
to the issue that hirings are measured as the total ﬂow in a period but then regressed on
stocks that change during this period, not least as an immediate consequence of hirings
(see Petrongolo/Pissarides (2001) for an overview). Another issue is endogeneity bias
that might arise because ﬁrms choose to open more vacancies when labour market perfor-
mance is particularly high, in the sense that t is particularly large. Such endogenous ﬁrm
behaviour would generate a correlation between t and the explanatory variable Vt (see
Borowczyk-Martins/Jolivet/Postel-Vinay (2011)).
In order to avoid such problems, one might use an instrumental variable (IV) approach.
To this end, we employ a generalised method of moments estimator with a robust weight
matrix. The regression in line (5) of table 3 estimates a model like in equation (2) but instru-
ments vt and ut respectively by vt 1 and ut 3; the correlation coefﬁcients are respectively
rvt;vt 1 = 0:85 and rut;ut 3 = 0:98. If we used ut 1 as instrument instead, the correlation
with the instrumented ut would be almost perfect. The results are poor: the estimated
elasticities in line (5) appear far too high. When monthly dummies are included in line (6),
the estimated coefﬁcient of ut is close to 0 and insigniﬁcant. The regression in line (7)
instruments only ut by ut 3 and produces results close to those in line (1) of table 2. When
only vt is instrumented, the results are equally implausible as in line (5). This could mean
that ut 3 is a good instrument while vt 1 is not; but since the results in line (7) are close to
4 We have also run the regression in line (3) as a rolling-window regression with 60 months covered by
the window. Monthly dummies are disregarded here due to the reduced number of observations for each
regression. The point estimate for the time trend is negative in almost all instances. If taken at face value,
this would indicate that labour market performance is almost always declining, not just its long-run average.
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dependent seas.
variable vt ut t t const. dum. R2
(5) ht 1.704* 1.034** – -0.0035* -14.667 no 0.50
s.e. 0.574 0.506 – 0.0011 9.211
(6) ht 0.494* 0.017 – -0.0013* 4.115 yes 0.94
s.e. 0.136 0.122 – 0.0003 2.183
(7) ht 0.907* 0.353* – -0.0021* -2.033 no 0.67
s.e. 0.121 0.126 – 0.0004 2.072
(8) ht 0.481* 0.006 – -0.0012* 4.315* yes 0.94
s.e. 0.069 0.067 – 0.0002 1.145
(9) ft – – 0.777* -0.0016* 0.179* no 0.93
s.e. – – 0.028 0.0003 0.025
(10) ft – – 0.754* -0.0017* -0.034 yes 0.99
s.e. – – 0.010 0.0002 0.025
GMM with a robust weight matrix was used in all cases for estimation.
* Signiﬁcant at 1% level.
** Signiﬁcant at 5% level.
those in line (1), it also appears that a good instrument only for ut either does not help, or
that there was no problem in regression (1) to begin with. In any case, also the results in
line (7) give way to an insigniﬁcant estimated coefﬁcient of ut when monthly dummies are
included in line (8).
Line (9) in table 3 estimates the speciﬁcation with CRS in equation (5) but instruments t
by t 1 (rt;t 1 = 0:96), and line (10) estimates this speciﬁcation with monthly dummies.
In both cases, the results are remarkably close to the results in lines (3) and (4) of table 2
based on OLS. The results also seem to change little with the inclusion of monthly dum-
mies. The time trends are without exception negative and signiﬁcant at the 1% signiﬁcance
level, with almost identical magnitudes. It thus appears that the CRS speciﬁcation deliv-
ers plausible and particularly robust results across the estimations considered here. This
paper will therefore often focus on this speciﬁcation.
In turn, the results for the matching function speciﬁcations that do not assume CRS are not
satisfactory: while line (7) gives the results closest to the estimates that one would expect,
this regression neither includes monthly dummies nor instruments for vt. Hence it is likely
to suffer from the endogeneity bias mentioned above because the vacancy data in JOLTS
counts job openings on the last business day of the month, so that vt is not pre-determined.
This failure of the standard matching function to materialise in the JOLTS data should be
in and of itself suspicious. The results for the CRS speciﬁcation do not counterbalance this
failure, as they might reﬂect as little as a positive correlation between the job ﬁnding rate
and market tightness, rather than a structural relationship between hirings, jobseekers, and
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Figure 1: Autocorrelation of the regression residuals
vacancies. Whatever problem affects the standard matching function here, it might also be
the source of the negative time trend.
In particular, the residuals in all regressions considered above indicate that misspeciﬁcation
may be an issue. Panel (a) in ﬁgure 1 calls for the inclusion of monthly dummies to account
for seasonality. Panel (b) shows that strong autocorrelation remains also with dummies in-
cluded. While these two panels depict the residuals for the CRS speciﬁcation, the residuals
for the standard matching function behave very similarly. Such autocorrelation may reﬂect
an omitted variable that affects hirings similarly over a number of periods. With IV regres-
sion, the residuals of the standard and CRS speciﬁcations are respectively depicted by
panels (c) and (d). They suggest that the instrumentation did not ﬁx the problem.
2.3 An assessment of previous hypotheses
It has often been suggested that a growing share of long-term unemployed is responsi-
ble for the negative time trend. Underlying this hypothesis is the idea that long-term un-
employed may be less employable than short-term unemployed, due to the loss of skills
over time or due to stigmatisation, or that long-term unemployed become discouraged
and search less intensively than short-term unemployed. In any case, counting long-term
unemployed towards job seekers with the same weight as short-term unemployed would
overstate the measure of job seekers. If, in addition, the share of long-term unemployed
grows over time, then the measure of job seekers is increasingly overstated over time.
When there is no corresponding tendency in hirings, this generates a negative time trend
in the standard matching function.
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portion  of long-term unemployed ULT
t be perfect substitutes for short-term unemployed
UST
t . The linearised standard matching function then becomes
ht = K + vt + ln(UST
t + ULT
t ) + t + t
As it is not clear how  should be determined, we take a radical approach here and set
 = 0. We thus assume that an unemployed job seeker is a perfect substitute for a newly-
unemployed up to a certain unemployment duration, and not a substitute at all from then
on. We then consider three different cut-off durations: 5 weeks, 15 weeks, and 27 weeks.
The relevant measures of unemployed job seekers are easily obtained from the CPS data
on stocks of unemployed with duration of less than 5 weeks, 5 to 14 weeks, 15 weeks or
longer, and 27 weeks or longer.5
Even this radical approach, however, does not produce conclusive evidence. When the
cut-offs 5 weeks, 15 weeks, and 27 weeks are used in OLS regressions without monthly
dummies, the time trends are respectively  0:0009,  0:0011, and  0:0013 (all signiﬁcant
at the 2% signiﬁcance level). First, it is worth noting that there is a signiﬁcant negative
time trend even when only newly unemployed are considered. The magnitude of this time
trend does exhibit a tendency to increase as more long-term unemployed are counted in.
Yet this result is not robust: as soon as monthly dummies are included, the magnitude of
the time trend exhibits the reverse tendency, while the estimates of  are negative and
signifcant, much like in line (2) of table 2. Nor do we ﬁnd a clear pattern when we instru-
ment vacancies and the respective unemployment measure by lagged values (be it one
or three lags in the case of unemployment). Hence it appears that a growing share of
long-term unemployed might at best explain a part of the time trend. This conclusion is in
line with Blanchard/Diamond (1990) who ﬁnd no evidence that short-term and long-term
unemployed should at all be treated differently in the matching function.
The efﬁciency of matching might also seemingly deteriorate when, for example, unemploy-
ment beneﬁts increase and unemployed job seekers consequently raise their reservation
wages, rejecting a greater share of the job offers they receive. A tendency for workers to
become more picky over time would then translate into a negative time trend. To see this,
consider the matching function
m(z;V;U) = p(z)C(V;U) (6)
where z is a reservation productivity level, p(z) is the probability that the match productivity
exceeds z, and C() is the ’contact function’ capturing a meeting technology. C() could
be any matching function speciﬁcation that does not distinguish between contacts and
actual matches, including the speciﬁcation in equation (1). Yet any of these contacts only
leads to a match with probability p(z). If z increases over time, reﬂecting that agents
become pickier, then the same number of contacts in the labour market will lead to fewer
matches. Where a matching function does not distinguish between contacts and matches,
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As data on p(z) cannot be obtained, it is not easy to assess any empirical link between se-
lectivity and the time trend. Attempts to account for the generosity of unemployment insur-
ance, where quantiﬁable, have failed to explain the time trend (see Petrongolo/Pissarides
(2001)). An evaluation of such exogenous changes to institutions is beyond the scope of
this paper. However, changes in selectivity can also arise endogenously from changes in
labour market conditions: when unemployed workers understand that they are more sought
after, they might become more picky. It is straightforward to argue theoretically, as we do in
appendix A using the model in Stevens (2007), that workers’ selectivity z is likely to depend
positively on market tightness. As a ﬁrst empirical test for such endogenous selectivity, we
can rank our T = 122 observations by the level of Vt=Ut (in descending order). With an
intercept dummy DL
t equal to 1 if Vt=Ut falls into the bottom half of the ranking and oth-
erwise DL
t = 0, we repeat the regression in line (4) of table 2. If endogenous selectivity
is important, matching should be quicker when Vt=Ut is low, so that the coefﬁcient of DL
t
is positive and signiﬁcant. However, we ﬁnd an insigniﬁcant coefﬁcient estimate of almost
exactly 0, and no change to the other estimates.6
Worse, even if there was a positive link between selectivity and market tightness, this would
imply a positive time trend for the time period under consideration: as panel (a) in ﬁgure
2 depicts, market tightness has tended to fall between January 2001 and February 2011.
The correlation between t and time is accordingly  0:60. We therefore conclude that the
negative time trend is likely not generated by an increase of workers’ pickiness over time.
In an oft-cited contribution, Bleakley/Fuhrer (1997) investigate the inward shift of the Bev-
eridge curve for the U.S. in the late 1980s. Such shifts may capture the same changes as
time trends in matching functions do. Indeed, among three potential explanations for the
observed shift, Bleakley/Fuhrer (1997) ﬁrst advance changes in matching efﬁciency. In this
rare instance, their estimation of a standard Cobb-Douglas matching function produces a
positive time trend, corresponding to the observed inward shift. While they conclude that
shifts in the parameters K and  can equally well account for the time trend, they only
speculate about the economic reasons behind this trend.
The second explanation they consider concerns changes in labour force growth: a per-
manently lower inﬂow of labour market entrants into unemployment would reduce unem-
ployment levels at given vacancy levels and thus shift the Beveridge curve inwards. As
Bleakley/Fuhrer (1997) offer a primarily graphical argument, we evaluate it using exactly
corresponding graphs. Panel (b) in ﬁgure 2 suggests that this argument cannot explain the
negative time trend we found above for the period January 2001 to February 2011. The
slight tendency for labour force growth to fall over this period would, following this logic,
again lead to a positive time trend.
Finally, Bleakley/Fuhrer (1997) point to a decrease in labour market “churning”, measured
6 Sedláˇ cek (2010) jointly estimates vacancies and the speed of matching. He ﬁnds a procyclical speed of
matching on the U.S. labour market (albeit for an earlier time period than considered here). To conﬁrm this
ﬁnding, our crude empirical test would have to produce a negative and signiﬁcant coefﬁcient estimate for
D
L
t because market tightness is procyclical.
IAB-Discussion Paper 03/2012 14(a) Ratio of vacancies (from JOLTS) to unemployed (from the CPS)
(b) Percentage change of the labour force, based on CPS data on employment and unemployment stocks
(c) Hirings (grey line) and separations (black line) in percent of the working-age population, based on ﬂow data
from JOLTS and a stock from the CPS
Figure 2: Graphical evaluation of previous explanations for negative time trends
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decreases, there will be simultaneously lower levels of vacancies and unemployment,
amounting to an inward shift of the Beveridge curve. Panel (c) in ﬁgure 2 shows that
“churning” also decreased over the period considered here. For this to explain the negative
time trend, the matching function would have to exhibit increasing returns to scale, so that
a simultaneous fall in Ut and Vt disproportionately reduces Ht. The fragility of the standard
matching function in our regressions above makes it hard to say much about the returns to
scale. In fact, section 3.4 below ﬁnds evidence that, after an appropriate modiﬁcation, an
IV regression suggests constant returns to scale.
In conclusion, previous attempts to explain the phenomenon of negative time trends have
had limited success. In this paper, we theoretically and empirically examine three potential
explanations that, to the best of our knowledge, have not been investigated before. We ﬁnd
that negative time trends can thus be fully explained.
3 Bias from the omission of other job seekers
3.1 Theory
While most studies take the stock of unemployed workers to be the stock of job seekers,
we also want to account for job seekers who currently hold a job or do not count towards
the labour force. Because vacant jobs may be taken up just as well by such workers,
the matching function will only be speciﬁed correctly if the stocks of employed and non-
participating workers also enter. Several papers, for example Broersma/van Ours (1999)
and Sunde (2007), have found that the estimated elasticities and returns to scale will be
biased if only the stock of unemployed workers is used. However, the consequences for the
estimated time trend have apparently not received any attention. To ﬁll this gap, this section
will investigate to what extent a negative time trend may result from omitted variable bias
when employed and non-participating job seekers are omitted from the matching function.
We consider a more general matching function that relates the ﬂow of hirings Ht to stocks
of job seekers Jt and vacancies Vt:
Ht = m(Jt;Vt) = m(Ut + t(Et + Nt);Vt)
The parameter t denotes the average search intensity of employed and non-participating
workers, relative to unemployed workers whose search intensity is normalised to 1. As-




t eK+t+t = V

t [Ut + t(Et + Nt)]
 eK+t+t (7)
Since most studies in the literature either assume CRS or ﬁnd evidence of CRS, let us also
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ft = K + t + t + (1   )xt + t (8)
where
xt = ln
Ut + t(Et + Nt)
Ut
However, suppose a matching function is estimated that only includes unemployed workers
and thereby omits xt :
ft = K0 + 0t + 0t + t (9)
The textbook treatment of omitted variable bias in the context of multivariate regression
leads to a simple expression for the expectation of the estimated coefﬁcient ^ 0:
E(^ 0) =  + (1   ) (10)
where  is the coefﬁcient of t in an OLS regression of xt on the other explanatory variables.
3.2 Measurement
In order to avoid this bias, stocks of employed and non-participating job seekers should
also be included in the matching function. Since only some of these workers seek jobs,
these stocks have to be weighted by t, which requires information on ﬂows between labour
market states, in particular the various ﬂows that generate matches. In principle, the CPS
gross ﬂow data provide such information for the U.S. labour market. These ﬂows are
obtained by comparing responses of individuals surveyed repeatedly in the CPS: if they
report a different labour market status than the last time they were surveyed, this will count
as a transition, and the sum of such transitions gives the respective ﬂow. However, until
recently the BLS did not even publish these ﬂows because they were inconsistent with
changes in the stocks.
As the gross ﬂow data derive only from changes in labour market state, they cannot offer
any series for the important ﬂow of job-to-job transitions. In addition, two serious issues
with the available ﬂows have been discovered. Firstly, when individuals leave or enter the
CPS sample, a comparison of their responses cannot be made, and these observations on
transitions do not seem to be missing at random. Secondly, an individual’s labour market
status may be recorded incorrectly for some reason. While such classiﬁcation errors might
well cancel out in the data on stocks, they accumulate in the data on ﬂows. For example,
a constantly unemployed individual may be classiﬁed as employed once, generating a
spurious transition, and is likely later classiﬁed correctly again, which generates a second
spurious transition.7
Abowd/Zellner (1985) and Poterba/Summers (1986) ﬁnd that the CPS gross ﬂow data
therefore very substantially overestimate the actual labour market ﬂows, and they propose
7 These problems apparently extend to ﬂow data based on similar surveys. For example, the Australian data
used by Mumford/Smith (1999) suffer from much the same problems.
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from various problems. In any case, matching function regressions that rely on unadjusted
CPS gross ﬂow data should be treated very cautiously, including Bleakley/Fuhrer (1997)
and studies as recent as Jolivet (2009). Nagypál (2008) points out that, due to the re-
design of the CPS in 1994, the adjustment procedures cannot be used for data after 1994.
She even ﬁnds that the incidence of classiﬁcation error has grown after the re-design.8
Since the re-design the CPS has also asked employed individuals whether they still work for
the same employer as before. Fallick/Fleischman (2004) use this information to construct
a series for job-to-job transitions. From comparisons with other data sets, Nagypál (2008)
ﬁnds that this method might overstate job-to-job transitions by as much as 30%. Moreover,
the issue remains that missing observations are not missing at random. Finally, even if
these defaults were corrected, this will not allow us to construct series for the other labour
market ﬂows of interest. Unfortunately, weights for employed and non-participating job
seekers in the matching function cannot be determined from job-to-job transitions alone.9
An alternative approach is to develop models that, given some more reliable data such as
CPS stocks, allow to construct ﬂow data. Shimer (2005) builds a job ladder model that
allows the construction of some ﬂows (within employment and between unemployment
and employment) from CPS data on stocks, but without using the CPS gross ﬂow data.
While the model is set in continuous time and thereby avoids time aggregation issues,
its main drawback is the limitation to employment and unemployment as the only labour
market states, which precludes in particular that matches may arise from non-participating
job seekers. Adding non-participation would greatly increase this model’s complexity and
probably render it intractable.10
The approach we take in the next section is to build a simple but comprehensive accounting
model of the labour market that treats all ﬂows as unknowns. From the model’s solutions,
series for the unknown ﬂows can be constructed using only the CPS data on stocks and
some ﬂow data from JOLTS. The JOLTS ﬂow data are also collected by the CPS inter-
viewers, but derive from changes in ﬁrms’ payrolls and are thus likely free of the problems
plaguing the CPS gross ﬂow data: misclassiﬁcation is much less likely to happen because
ﬁrms have strong incentives to maintain correct payrolls. At the same time, the JOLTS data
are equally regularly updated and equally easily available as CPS data. Therefore, such an
accounting model has the potential to give both a more comprehensive and a more accu-
rate view of the labour market than a standard job ladder model. Indeed, Nagypál’s (2005)
results strongly suggest that standard job ladder models cannot explain the observed job-
to-job transitions. We thus hope that our alternative approach stimulates further effort in
this direction.
8 Fujita/Ramey (2006) propose a correction for the problem of missing observations, extending the method
of Abowd/Zellner (1985). However, they apparently do not deal with the problem of classiﬁcation error.
9 Shimer (2005) discusses a method that uses information from the March supplement to the CPS on jobs
held over the previous year. It appears that this method involves still more problems.
10 In Shimer (2007), a model that includes all three labour market states is built and solved numerically, but
the model requires data on ﬂows to construct instantaneous transition rates. That is, this model does not
produce any series for the ﬂows, it rather takes the CPS gross ﬂow data as an input without any adjustment,
despite the serious issues in these data. Similarly, a very limited model in Nagypál (2008) takes adjusted
CPS gross ﬂows as inputs to obtain estimates for two transition rates.
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To explicitly account for job-to-job transitions and other ﬂows, we assemble a comprehen-
sive model of the empirical ﬂows on the labour market. The model exists of accounting
equations that link CPS data on stocks to JOLTS data on ﬂows. In principle, this suffers
from a time aggregation problem - if an agent’s spell between two movements on the labour
market is short enough, it might not have been recorded in the monthly CPS data. How-
ever, this issue has typically been discussed in the context of quarterly data, which are
much more affected by this problem. As we would view, for example, sufﬁciently short
spells in unemployment between two jobs more as an actual job-to-job transition, not too
much seems lost when many spells shorter than a month are not counted. In any case,
Burdett/Coles/van Ours (1994) ﬁnd that effects from time aggregation are the lower the
higher the frequency of the data. Their ﬁndings suggest that such bias is unlikely to be a
problem for matching function regressions based on monthly data. Another potential prob-
lem could be that the CPS data do not count very short spells while the JOLTS series on
ﬂows do; we return to this issue below.
Each worker in the model over the age of 16 is always in one of three labour-market states:
employment (E), unemployment (U), and non-participation (N). Let EUt denote the ﬂow
of workers in period t from employment to unemployment, and similarly for all other ﬂows
between states. Recall that Et, Ut, and Nt denote the CPS stocks of workers in each state
in period t, and that we can distinguish within unemployment the stock U
QS
t of workers
who are unemployed following quits or forced separations and the stock ULR
t of unem-
ployed labour-force entrants or re-entrants. As before, the length of period t is a month, in
accordance with our monthly data. The JOLTS data in turn provide us with series on hires
(Ht) and on total separations (TSt).
Those who are already in the labour force at age 16 or are still in the labour force beyond
the age of 65 make up a small share of the total labour force at any point in time. The
vast majority of workers in the labour force have come from state N after the age of 15
and return to that state before the age of 66. Hence, we can pretend that all ﬂows into the
working-age labour force originate in N, and all ﬂows out of the working-age labour force
lead to state N. Therefore, the growth of the working-age population directly only affects N
and is then passed on to other states through the ﬂows that originate in N. In principle, all
unemployed must then have come from either employment or non-participation. However,
Ut diverges slightly from the sum U
QS
t + ULR




t such that their sum equals Ut, while the ratio U
QS
t =ULR







































move into employment during period t at the same average rate UEt=Ut 1 (the job-ﬁnding
rate), and also move into non-participation at the same average rate UNt=Ut 1. We can
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U
QS+
















t 1 equals the inﬂow of workers from quits
or lay-offs during period t, EUt, minus the outﬂow from the existing stock U
QS+
t 1 at rate
(UEt + UNt)=Ut 1. Equation (12) says the same for unemployed workers who were
previously not participating.
We next link the JOLTS series to the ﬂows in our model. As hirings include workers from
any of the three labour market states, we know
Ht = EEt + UEt + NEt (13)
Likewise, following a separation, workers can move to any labour market state:11
TSt = EEt + EUt + ENt (14)
In our data, the difference Ht   TSt does not level with changes in Et. This discrepancy
cannot be due to time aggregation issues, as very short employment relations would con-
tribute equally to Ht and TSt and therefore leave Ht   TSt unaffected. Rather, Ht and
TSt reﬂect changes in ﬁrms’ payrolls, while Et is obtained from surveyed households and
therefore also counts self-employed individuals.12 Since self-employed do not match with
ﬁrms, they should not feature in a matching model of the labour market. We therefore use
Ht TSt throughout to measure changes in employment, but we do not write down another
stock-ﬂow equation for these changes, as this equation would simply combine equations
(13) and (14) and would thus not be independent.
To close the model, one can also write down a stock-ﬂow equation for changes in non-
participation. If we neglected for a moment that Nt does not correspond to the ﬂows in
our model because Nt does not include the self-employed, we could write
Nt = Pt + (ENt + UNt)   (NEt + NUt)
where Pt denotes the growth of the working-age population. However, this equation




t + Ht   TSt + Nt = Pt
the equation for Nt would be a combination of equations (11), (12), (13) and (14). In-
stead, we obtain another independent equation using the CPS series on the stock of work-
11 Given that changes in the population only affect state N in our model, deaths and emigration (taken into
account by TSt) are thought of as a part of ENt.
12 A CPS series for employment without self-employed is apparently not publicly available. Discrepancies
between Ht   TSt and Et will also arise if they are measured on different days of the month.
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t . As our model
disregards very short unemployment spells for the reasons mentioned above, this stock of
newly unemployed represents the inﬂows into unemployment during the month:
U<5
t = EUt + NUt (15)
Equations (11) through (15) form a system of ﬁve equations in the following seven un-
knowns: EEt, UEt, NEt, ENt, EUt, NUt, and UNt. To turn this into an exactly identiﬁed
system, we make an identifying assumption. From the discussion in the last subsection,
recall the CPS gross ﬂow data that are plagued by measurement errors. Denote the CPS
series for the ﬂow from employment to non-participation by EN t and the reverse ﬂow by
NEt. Due to measurement error, they differ by proportions pEN
t and pNE
t from the true
ﬂows ENt and NEt, respectively. Thus we have







Our identifying assumption is that EN t and NEt respectively differ from ENt and NEt by
roughly equal average proportions, E(pEN
t )  E(pNE
t ). Then the ratio of the averages of





















Panel (a) in ﬁgure 3 shows how the ratio of EN t to NEt has evolved from 2001 to mid-
2011. The ratio has ﬂuctuated relatively little around a particularly stable average just
above 1, and the ratio of the averages over this period is accordingly 1:05. Hence, one
would expect the convergence in equation (16) to happen quickly, so that we can rely




t=1 ENt  1
T
PT
t=1 NEt. As nothing can be inferred about the variation of ENt and
NEt, we use these averages in each period.
Under the identifying assumption, subtracting equation (14) from equation (13) leads the
averages of ENt and NEt to cancel out:
Ht   TSt = UEt   EUt (17)
A single step has thus eliminated the three unknowns EEt, NEt, and ENt. Together
with equations (11), (12), and (15), we now have a system of four equations in the four
unknowns UEt, EUt, NUt, and UNt. In turn, it will be impossible to separately identify the
three unknowns just eliminated, which is in fact not necessary: we will only need the sum
NEt + EEt, which we denote by SEt for short, to estimate a general matching function.
This sum can be obtained from equation (13) once UEt has been identiﬁed.13
13 Using a CPS series for the stock of discouraged workers (i.e. workers who are considered non-participating
after a spell in unemployment that did not lead to a job), one could write down an additional independent
equation that would allow to identify NEt separately. However, we found that this approach produces most
implausible results. One problem with this CPS series might be that it is unclear when those remaining in
non-participation cease to be discouraged workers.
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tute for NUt, which leads to
Ht   TSt + U<5






Next, we sum equations (17) and (11) to obtain
Ht   TSt + U
QS+






We then solve equations (18) and (19) respectively for UNt and equate the resulting ex-
pressions. Then one can solve for the only remaining unknown:






















We next obtain EUt from equation (17) as






















and subsequently NUt from equation (15) as
NUt = U<5


























































Finally, given the results for UEt and EUt, equations (13) and (14) respectively return
EEt + NEt = Ht   UEt; EEt + ENt = TSt   EUt (23)
Table 4 gives the descriptive statistics of the time series that we can thus construct for
the ﬂows. Panel (b) in ﬁgure 3 depicts the series for UEt, EUt, and SEt. It is worth
noting that the correlation between SEt and market tightness is 0:73, in line with theoretical
results on procyclical endogenous search by employed job seekers (see Burgess (1993),
for example).
We can now investigate how it matters that the JOLTS series for Ht and TSt also count
very short spells while the CPS series might not: the analytic solutions for UEt and EUt
include the term Ht   TSt, so that such spells should cancel out, as every transitory spell
in employment counts equally towards Ht and TSt. Only the values for EEt + NEt and
EEt + ENt are thus affected and might be overestimated relative to the other ﬂows.
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Variable mean st. dev. min. max.
U
QS+
t 5997 2229 3615 11038
ULR+
t 3265 692 2260 4937
UEt 1779 695 -110 3182
EUt 1786 251 1235 2668
NUt 1002 115 691 1148
UNt 946 746 -332 3205
SEt 3042 945 1036 5680
All ﬁgures are monthly levels in thousands.
(a) The ratio of CPS gross ﬂows from employment to non-participation (EN t) and from non-participation to
employment (NEt)
(b) The constructed series: the ﬂows from non-participation and employment to employment (SEt; top black
line), from unemployment to employment (UEt with interpolation of low outliers; bottom black line), and from
employment to unemployment (EUt; grey line). Levels in thousands
Figure 3: Assumption and result of the empirical model of labour market ﬂows
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The series constructed from our empirical model enable us to estimate matching functions
that account for all job seekers. We thereby offer a new empirical strategy to make such an
estimation possible for the U.S. labour market. By using data on CPS stocks and JOLTS
ﬂows, this strategy is not limited to a rare data set, as in Anderson/Burgess (2000), nor
does it, as in Jolivet (2009), rely on the CPS gross ﬂow data (unadjusted for the prob-
lems discussed above). Like these contributions, however, we assume that the relative
rates at which different job seekers transit into employment depend on their relative search
intensities. Recall that  is deﬁned as the average search intensity of employed and non-
participating job seekers relative to unemployed job seekers, whose search intensity is









With the series constructed from our model, we can now calculate t and assemble the
measure Jt of total job seekers, which allows us to estimate the log-linear model in equation
(7). However, UEt and SEt together make up hirings Ht, so that the deﬁnition of t makes
Jt a potentially endogenous explanatory variable when we try to estimate equation (7).
Line (11) in table 5 reports the OLS results.14 The insigniﬁcance of the coefﬁcient for jt
is counter-intuitive; this might reﬂect endogeneity bias. To avoid such bias, we instrument
vt and jt respectively by vt 1 and jt 1 in line (12), which produces plausible signiﬁcant
coefﬁcients (the correlation between jt and its instrument being rjt;jt 1 = 0:65).15 These
results support the hypothesis of CRS: the Wald test statistic is 0:20 from 2(1), while the
critical value at the 5% signiﬁcance level is 3:84. Therefore, we can impose the restriction








which is done in line (13) of table 5 using OLS. In line (14), the same model is estimated
using ln(Vt 1=Jt 1) as an instrument for ln(Vt=Jt) (where the correlation coefﬁcient is
0:89). The results of these two regressions do not differ much; they are signiﬁcant and
plausible in both cases.
From the plausible estimation results in lines (12) through (14), the estimate that emerges
for  is exactly the same as we found using only unemployed job seekers (see section 2.2).
In particular, regressions (13) and (4) are both plausible and directly comparable, yet also
produce the same estimated time trend  0:0017. Regressions (14) and (10) are likewise
plausible and comparable and also give  0:0017 as the estimate for . Such comparisons
suggest that the omission of employed and non-participating job seekers does not generate
14 Since t is calculated using lagged values of Et and Nt, the timing is only aligned in the IV regressions in
table 5. However, aligning the timing in the OLS regressions produces only marginally different results. Fur-
ther, while most of the following regressions include constructed data, we do not adjust the standard errors,
as any such attempt would inevitably increase them. Then estimated time trends might be insigniﬁcant only
due to the higher standard errors, while they might be signiﬁcant if collected data were used.
15 To replicate these results, insigniﬁcant dummies for July, October, and November should be dropped.
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estimator dependent seas.
and T variable vt jt ln(Vt=Jt) t const. dum. R2
(11) OLS ht 0.498* 0.060 -0.0011* 3.801* yes 0.93
101 0.034 0.061 0.0002 0.810
(12) IV ht 0.612* 0.324* -0.0016* 0.295 yes 0.90
90 0.050 0.095 0.0002 1.321
(13) OLS ln(Ht=Jt) 0.647* -0.0017* -0.294* yes 0.97
101 0.018 0.0002 0.037
(14) IV ln(Ht=Jt) 0.634* -0.0017* -0.292* yes 0.97
90 0.018 0.0002 0.037
GMM with a robust weight matrix was used in the case of IV estimation.
* Signiﬁcant at 1% level.
** Signiﬁcant at 5% level.
the time trend. This conclusion is conﬁrmed when we estimate equation (8) with seasonal
dummies and still obtain ^  =  0:0017. Using the result 1  ^  = 0:2647 from this regression
to quantify the bias, equation (10) gives the expectation of the estimated time trend in the
speciﬁcation without xt as  0:0015. Hence there is practically no bias from the omission
of other job seekers.
Finally, note that regressions with all job seekers are based on fewer observations because
recurrent outliers in the JOLTS data (December and January) generate extreme outliers in
UEt and thus in t. Using an interpolated series for UEt led results to deteriorate, so that
these outliers were simply dropped. To ensure that this does not affect our conclusions
about the time trend, we repeated the regressions in lines (3) and (4) of table 2 using the
same 101 observations as for the estimation with all job seekers. The estimated time trends
were essentially the same as with all 122 observations ( 0:0015 in both cases), so that our
comparisons are not invalidated by the difference in observations.
4 Bias from the omission of ﬂows
4.1 Theory
A growing number of papers suggest that the ﬂows into job seekers and vacancies should
also feature in the matching function, not just the stocks. The reason for the coexistence of
vacancies and unmatched job seekers might be that no mutually acceptable matches can
be formed among these vacancies and job seekers. If this is the case, then the inﬂows of
new vacancies and job seekers are central to the matching process: existing job seekers
match with the ﬂow of new vacancies, while existing vacancies match with the ﬂow of new
job seekers. Where such stock-ﬂow matching happens, a canonical matching function as
in equation (1) is likely to suffer from omitted variable bias because it neglects the ﬂows of
new vacancies and job seekers, and this might affect the estimated time trend.
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function that includes stocks as well as inﬂows. Their analysis suggests the model
ht = K + vt + ut + t + ~ vt + ~ ut + t (25)
where ~ vt and ~ ut respectively denote the logarithm of the inﬂow into vacancies and unem-
ployed job seekers. If  6= 0 or  6= 0, the estimate for  when ﬂows are omitted will be
biased and inconsistent:
E(^ 0) =  + ~ v + ~ u (26)
where ~ v and ~ u are the coefﬁcients of t in regressions of ~ vt and ~ ut, respectively, on all
included explanatory variables.
To the best of our knowledge, only Gregg/Petrongolo (2005) discuss time trends in the
context of stock-ﬂow matching. Their somewhat different approach is to estimate separate
models for the outﬂows from the stocks of vacancies and unemployment. They argue that
stock-ﬂow matching implies
UEt = g(Ut;Vt; ~ Vt;t) (27)
for some function g() that is increasing in Ut, Vt, and ~ Vt. As explained in Coles/Petrongolo
(2008), ~ Ut is not included because newly unemployed job seekers are expected to match
primarily with existing vacancies, thus hardly affecting job seekers in the stock of unem-
ployment who match primarily with the ﬂow of vacancies. We can estimate equation (27)
using the series for UEt from our model, while Gregg/Petrongolo (2005) can apparently
not distinguish between UEt and UNt in their data and therefore have to use the sum as
dependent variable.
We can also extend the stock-ﬂow reasoning to non-participating and employed job seekers
here, using our constructed series. Let Ot = t(Et + Nt) denote these other job seekers.
Those in Ot who are at risk of becoming unemployed can be thought of as an inﬂow
into unemployment; they match primarily with existing vacancies in Vt, typically before
they are counted towards the stock of unemployed. To the extent that they compete with
unemployed job seekers for vacancies in Vt, Ut might also play a role. Others in Ot remain
in their current status and wait for a suitable vacancy to appear; they thus match primarily
with vacancies in ~ Vt. The ﬂow of hirings from Ot, which is SEt, should obey
SEt = q(Ot;Ut;Vt; ~ Vt;t) (28)
for some function q() that is non-increasing in Ut but increasing in Ot, Vt, and ~ Vt.
Gregg/Petrongolo (2005) ﬁnd signiﬁcant negative time trends only in the outﬂow from un-
employment, and the magnitude appears to halve as they switch from a model of random
matching to a model of stock-ﬂow matching. They attribute the negative time trend in stan-
dard matching functions to a rise over time of Vt relative to ~ Vt. This view thus seems
analogous to the familiar argument about the share of long-term unemployed (see section
2.3): Vt largely consists of vacancies that have not been taken up before and are thus less
likely to be taken up than those in ~ Vt. A growing share of ‘long-term vacancies’ would bias
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distinguish between short-term and long-term vacancies.
4.2 Empirical evaluation
In this section, we estimate equations (25) through (28) for the U.S. labour market. The
empirical model we built in section 3.3 allows us to do this without additional data. Recall
from equation (15) that we identiﬁed the total inﬂow into unemployment, ~ Ut, with U<5
t . Next,
the spirit of the model implies a further accounting equation:
Vt = ~ Vt   Ht (29)
Assuming that vacancies are only closed when ﬁlled, the change in vacancies is given by
the difference in the inﬂow into vacancies and hires. As Vt and Ht are known from the
JOLTS data, this implies a series for ~ Vt. We can now estimate equation (25), and the OLS
results are reported in line (15) of table 6. While the estimated coefﬁcients of ut and ~ ut are
negative and signiﬁcant, that of vt is insigniﬁcant, and that of ~ vt is positive and signiﬁcant.
With the exception of the insigniﬁcance of vt, these results accord qualitatively with the
results in Coles/Smith (1998). They interpret the ﬁnding of a negative coefﬁcient for ~ ut,
which appears recurrent in estimated stock-ﬂow matching functions, as a crowding-out
effect among the unemployed.
The estimated time trend in line (15) is very low and only signiﬁcant at the 5% signiﬁcance
level. However, this regression is not necessarily reliable because it ignores the endogene-
ity of ~ vt, which is constructed from equation (29) and therefore depends itself on hirings.
We employ three-stage least squares (3SLS) to account for this endogeneity. The second
equation of the simultaneous equations system is a linear regression model of ~ vt deter-
mined by ht, vt, and vt 1 (plus a time trend and seasonal dummies). Because logarithms
and levels are very highly correlated, this regression model would reﬂect the relationship
between levels in equation (29). This empirical formulation of equation (29) appears to be
borne out by the data, as we discuss in detail in section 5.2 below.
The results of the 3SLS estimation in line (16) of table 6 suggest a signiﬁcant positive
coefﬁcient for vt. As in line (15), the estimated coefﬁcients of ut and ~ ut are both neg-
ative and signiﬁcant, while the estimated coefﬁcient of ~ vt is positive and signiﬁcant. We
obtain analogous results in line (17) where we include vt 1 and ut 1 rather than vt and
ut. To estimate the exact speciﬁcation employed by Coles/Smith (1998), one can repeat
the regression in line (17) with ln(Ht=Ut 1) as dependent variable and obtain the same
qualitative results (with a coefﬁcient near  1 for ut 1). All these results are thus in exact
qualitative accordance with the results in Table 3 in Coles/Smith (1998).
Lines (16) and (17) report negative estimated time trends that are again signiﬁcant at the
1% signiﬁcance level. Their magnitude of  0:0007 is much lower than before, around
half of the magnitude we found using either a standard approach or a model with all job
seekers. This indicates that a substantial part of the estimated time trend in standard
matching functions may be due to the omission of inﬂow measures. We reach the same






















































































































































































































































































































































































































































































































































































































































































IAB-Discussion Paper 03/2012 28conclusion based on equation (26): taking the estimate  0:00028 in line (15) as the true
value of , we obtain E(^ 0) =  0:00078 for the time trend in a standard matching function.
That is, if inﬂow measures are omitted, the resulting bias will increase a negative time trend
of very small magnitude in the stock-ﬂow matching function to roughly half the magnitude
estimated for the standard matching function. However, the other half of the time trend in
the standard matching function remains as unexplained as the fact that there is apparently
a negative time trend also in the stock-ﬂow matching function.
The hypothesis of CRS (here  +  +  +  = 1) is soundly rejected for the regressions
in line (16) and (17). We nevertheless include a CRS speciﬁcation here because it has
been considered in the literature (see for example model 2 in Gregg/Petrongolo (2005)).
We therefore want to estimate the model







while accounting for the endogeneity of ln(~ Vt=Ut). To this end, we divide equation (29) by
Ut and make this the basis for a linear second equation that now endogenously determines
ln(~ Vt=Ut). When we then apply 3SLS to the system, we obtain the results in line (18) of
table 6. These results are poor, a likely consequence of the invalid CRS assumption.
In lines (19) and (20), we estimate the models in equation (27) and (28), respectively. For
simplicity, we assume that g() and q() can also be written in a log-linear form. In line
(19), we employ 3SLS as before, while the simultaneous equations system estimated for
line (20) includes a third equation that determines ot, which is also potentially endogenous
by construction.16 The estimates in line (19) are all signiﬁcant and signed as expected.
Interestingly, the estimated time trend is strongly negative and signiﬁcant. In line (20), a
signiﬁcant positive estimate might have been expected for the coefﬁcient of vt where the
results indicate a zero coefﬁcient instead. The other estimates from this regression, all
signiﬁcant at the 1% signiﬁcance level, are in line with our expectations. The constant has
in both cases been dropped by the estimation procedure.
In conclusion, it appears that the magnitude of the estimated negative time trend roughly
halves when the ﬂows into unemployment and vacancies are included as explanatory vari-
ables in the matching function. At the same time, the evidence in this section clearly sug-
gests that a signiﬁcant negative time trend remains. In other words, the approach based
on stock-ﬂow matching does not fully account for the time trend in standard matching func-
tions. The next section thus goes a step further in order to explain the entire time trend.
16 Ot is itself determined by SEt through t. Using equation (24),






A logarithmic transformation of the latter formulation returns the third equation of the system.
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5.1 Theory
The estimation of the matching function might be affected by vacancy dynamics that me-
chanically link H to V and ~ V , independently of any structural relationships H = m(V;U;t)
or, as in the previous section, H = m(V;U; ~ V ; ~ U;t). To see this, let us recall the law of
motion for vacancies that we have speciﬁed in equation (29) and rewrite it as
Ht = ~ Vt   Vt + Vt 1 (30)
Hence the law of motion for vacancies implies a competing model for the determination of
hires, and the model shares one explanatory variable with a standard matching function
and two explanatory variables with a stock-ﬂow matching function. This raises the possibil-
ity that, when we intend to estimate a matching function, our results are in fact driven by the
relationship in equation (30). Recall that this relationship roughly holds as an accounting
identity provided only few vacancies disappear without being ﬁlled, so that the relationship
might well manifest strongly in empirical results.
Suppose the extreme case that equation (30) holds exactly while the standard matching
function simply does not exist, so that there is no structural relationship H = m(V;U;t).
Then the estimation of a standard matching function would in fact be an estimation of
equation (30) that omits ~ Vt and either Vt or Vt 1. Since one of the latter is always included
and Vt is highly autocorrelated, the coefﬁcients of the included variables would always be
biased by these omissions. In particular, the variables t and Ut with a true coefﬁcient 0 in
equation (30) could appear to have signiﬁcant explanatory power.
To abstract from the difference between levels and logarithmic values, we note again that
the coefﬁcient of the correlation between them is almost 1 and take
ht = ~ vt~ vt   vtvt + vt 1vt 1 + t + t (31)
to be the true model instead of equation (30). We include a time trend here because,
if e.g. Vt grows over time, so will the discrepancy Vt   vt. This tendency might lead to
a time trend that does not reﬂect any real changes, but only the inappropriate logarithmic
transformation. For the same reason, the coefﬁcients ~ vt, vt, and vt 1 will not necessarily
equal 1,  1, and 1, respectively. When we then estimate a standard matching function as
ht = K + vt + ut + 0t + t
under the maintained assumption that this function does not exist (K =  =  = 0 = 0),
we expect to obtain the following coefﬁcients:
E(^ ) =  vt + ~ vt~ vt + vt 1vt 1 (32)
E(^ ) = ~ vt~ vt + vt 1vt 1 (33)
E(^ 0) =  + ~ vt~ vt + vt 1vt 1 (34)
IAB-Discussion Paper 03/2012 30where ~ vt and vt 1 are the respective coefﬁcients of vt in auxiliary regressions of ~ vt and
vt 1 on all included explanatory variables; ~ vt, vt 1, ~ vt, and vt 1 are deﬁned analo-
gously. The expected coefﬁcients are thus the sum of the ’true’ coefﬁcient in equation
(31) and the bias induced by the omission of ~ vt and vt 1. For the case that a stock-ﬂow
matching function as in equation (25) is estimated instead, we can express the expected
coefﬁcients in the same fashion, noting that equation (25) does not omit ~ vt.
5.2 Empirical evaluation
To evaluate the role that vacancy dynamics play for our previous empirical results, let us
ﬁrst explore to what extent equation (30) is supported by our data. In order to account for
the endogeneity of ~ vt, we instrument it by ~ vt 3, as the correlation coefﬁcient r~ vt;~ vt 3 = 0:56
is somewhat higher than that for other lagged values. The results in line (21) of table 7
suggest that the coefﬁcients of vt, vt 1, and ~ vt are all signiﬁcant at the 1% signiﬁcance
level and that vt enters negatively, exactly as one would expect given equation (30).
These qualitative results appear to be robust over various similar speciﬁcations. For ex-
ample, ht 1 is also strongly correlated with ~ vt and can thus be used as an alternative
instrument (r~ vt;ht 1 = 0:44). Line (22) reports the results for a regression that is otherwise
the same as in line (21). The estimates are now even closer to the coefﬁcients in equation
(30):  1, 1 and 1 for vt, vt 1, and ~ vt, respectively. Indeed, when we test the hypothesis
~ vt +vt +vt 1 = 1 for regressions (21) and (22), we respectively obtain Wald test statis-
tics of 0:37 from 2(1) and 2:41 from 2(1). The critical value at the 5% signiﬁcance level
being 3:84, we fail to reject this hypothesis.
Also in line with equation (30), almost all seasonal dummies and the constants in lines (21)
and (22) are insigniﬁcant. Hence we run a regression without them in line (23), using OLS
in this case to prepare later results, and the pattern we found persists. Line (23) thus uses
the exact speciﬁcation in equation (31) and ﬁnds strongly supportive evidence for this spec-
iﬁcation. In line (24), we repeat this OLS regression with a constant and seasonal dummies
included. In analogy to speciﬁcations with CRS, we ﬁnally divide through equation (30) by
Ut, write down a modiﬁed model corresponding to equation (31), and estimate it without a
constant and seasonal dummies. The estimated coefﬁcients in line (25) fully conﬁrm our
previous results.
That regressions (21) to (25) bear out equation (30) is not wholly surprising, given that
~ Vt was constructed to ﬁt this relationship. In appendix B, however, we also ﬁnd strong
evidence for it using series from Germany, none of which we construct. It thus appears
indeed that few vacancies disappear without being ﬁlled, so that equation (30) is very likely
to hold approximately. The fact that we can replicate the results in Coles/Smith (1998)
using our constructed series on ~ Vt (see section 4) also leads us to trust our results. While
a time trend cannot play a role in equation (30), the results in lines (23) and (24) include
signiﬁcant negative time trends, albeit of very small magnitude. We would attribute this to
the correlation of time and such discrepancies as Vt   vt introduced by the (invalid) use of
logarithms in equation (31). Another possible source of these trends is the endogeneity of
~ vt that regressions (23) and (24) ignore.











































































































































































































































































































































































































































































































































































































































































































































































































































































































































IAB-Discussion Paper 03/2012 32As in the previous sections, we ask whether the negative time trend in the standard match-
ing function can be explained by the omission of variables that, by equation (30), also
determine hirings. In contrast to previous sections, however, we do not compare different
speciﬁcations of the matching function in this case. Rather, equation (30) is based on an
altogether different theoretical motivation. The key question is therefore whether the re-
sults obtained when we estimate a matching function do indeed reﬂect a matching function
or the law of motion for vacancies instead. An answer to this question should perhaps
not be based on the investigation of just one estimated coefﬁcient. Therefore, we explore
how well each relevant coefﬁcient can be explained when we regard equation (30) as the
true data-generating process, the regression in line (24) as its empirical counterpart, and
the coefﬁcients estimated for the standard matching function accordingly as described by
equations (32) through (34).
Line (26) of table 7 ﬁrst recalls the OLS estimates for the standard matching function from
line (2) in table 2. Line (27) reports the coefﬁcients we would expect based on equations
(32) through (34), and the expected constant is found analogously. The ’predicted’ coefﬁ-
cients in line (27) are all very close to the coefﬁcients actually obtained in line (26). There is
even a virtual match for the time trend, suggesting that the trend only arises in the match-
ing function because vacancy dynamics are ignored. We next repeat this exercise for the
stock-ﬂow matching function. In line (28) we ﬁrst report the OLS results for a speciﬁcation
of the stock-ﬂow matching function that is analogous to lines (16) and (17) in table 6. Line
(29) then gives the coefﬁcients ’predicted’ in the same fashion as before. Again the ’pre-
dicted’ and the actual coefﬁcients hardly differ, while the time trends even match. The OLS
results in line (15) of table 6 can also be predicted well.
Let us ﬁnally consider the standard matching function with CRS. Line (30) recalls the results
in line (4) of table 2. In this context, we regard the regression in line (25) as the empirical
counterpart of the true data-generating process and use it to ’predict’ coefﬁcients for the
standard matching function with CRS, which are reported in line (31). They are close to
the estimated coefﬁcients but not as close as before. This is likely due to the absence of
a constant and of seasonal dummies in line (25). Similarly, when we use the regression
in line (23) instead of line (24) as the true benchmark above, the predictions for both the
standard and the stock-ﬂow matching functions become marginally worse.
Across the speciﬁcations of the matching function considered here, the estimated time
trends are very well ’predicted’. Therefore, they can apparently be interpreted as the sum
of a time trend in the empirical law of motion for vacancies and omitted variable bias. The
former is almost 0 and is typically insigniﬁcant in table 7. We have also argued that this
time trend does not correspond to any real changes. The omitted variable bias arises
for two reasons. Firstly, vt, vt 1, and ~ vt all turn out to be important determinants of ht.
Secondly, time as an explanatory variable is correlated with all these determinants; the
correlation coefﬁcients for our data are rt;vt =  0:45, rt;vt 1 =  0:46, and rt;~ vt =  0:37.
Hence the estimated coefﬁcient of time will be biased whenever any of them is omitted, as
it happens in matching functions. Given that the biased estimate we expect in matching
functions coincides with the estimate we obtain, we conclude that taking the law of motion
for vacancies into account can fully explain the time trends in matching functions.
























































































































































































































































































































IAB-Discussion Paper 03/2012 34The close match between virtually all estimated and ’predicted’ coefﬁcients further sug-
gests that the equations used for the prediction, such as equations (32) through (34), are
accurate. These equations were based on the hypothesis that K =  =  = 0 = 0 in the
standard matching function, and similarly for the stock-ﬂow matching function. We ﬁnd no
evidence against this hypothesis. It thus appears that the variables in matching functions
do not play any other role than reﬂecting the law of motion for vacancies. We reach the
same conclusion where we perform the same exercise in appendix B with the data from
Germany, so that our results here are likely not driven by the way ~ Vt is constructed.
It is worth noting that the reverse prediction, i.e. the coefﬁcients in the law of motion pre-
dicted by the coefﬁcients in the matching function, is very poor. For example, we could
regard the stock-ﬂow matching function estimated in line (28) as the true data-generating
process and view the law of motion estimated in line (24) as a stock-ﬂow matching func-
tion where ut 1 and ~ ut are omitted while vt is included instead. Applying the same type
of formula as before, we obtain the following ’predictions’ for the coefﬁcients in line (24):
E(^ vt) =  0:025, E(^ vt 1) = 0:255, E(^ ~ vt) = 0:535, and E(^ ) =  0:0006. These values
are not nearly close to the coefﬁcients estimated in line (24). The prediction is also very
poor when we regard the standard matching function as true data-generating process.
We can also use more conventional F-tests to investigate which variables determine hir-
ings. Consider an OLS regression that includes vt, vt 1, ~ vt, ut 1, and ~ ut, a time trend,
a constant, and seasonal dummies. Call this the unrestricted model. Then we can test
whether ut 1 and ~ ut are irrelevant, as equation (30) implies, by testing a restriction on their
coefﬁcients  and . The null hypothesis is  =  = 0; if it is true, the explanatory power
of the unrestricted regression should not be signiﬁcantly higher than that of the restricted
regression where ut 1 and ~ ut are dropped. In other words, if ht is only determined by the
law of motion for vacancies, dropping ut 1 and ~ ut will not make a difference as long as vt,
vt 1, and ~ vt remain. The F-test statistic is 0:05 from F(2;103) and the critical value at the 5%
signiﬁcance level from a F(2;100) is 3:09. We therefore fail by a large margin to reject H0;
nothing appears to be missed for the explanation of ht when ut 1 and ~ ut are dropped. We
can similarly test whether vt has something to add even when vt 1 is also included. That
is, we now consider the restriction that the coefﬁcient of vt in the unrestricted model is 0,
so that it can be dropped and a stock-ﬂow matching function remains. The F-test statistic
is 234:01 from F(1;103), while the critical value at the 1% signiﬁcance level from a F(1;100) is
6:90. We can therefore soundly reject the hypothesis that vt may be dropped without a sig-
niﬁcant loss of explanatory power. These F-tests thus fully conﬁrm our earlier conclusions:
the variables in the law of motion for vacancies, and only these variables, determine ht.
Our ’prediction’ exercise above has gone beyond coarse F-tests in so far as it discusses
the magnitude of the coefﬁcients, not just whether they differ from 0, and argues that the
coefﬁcients reﬂect exclusively the law of motion. We perform the same two F-tests also for
the German data in appendix B, with the same test results.
Finally, there are some more regression diagnostics that better accord with or point to the
law of motion for vacancies. Recall from ﬁgure 1 that the residuals of standard match-
ing functions, also with CRS, exhibit systematic autocorrelation, which often indicates a
misspeciﬁed regression model. By contrast, panels (a) to (c) in ﬁgure 4 do not seem to
IAB-Discussion Paper 03/2012 35suggest as strong an autocorrelation in the residuals of the law of motion for vacancies
(except for the autocorrelation across quarters and years). Panels (d) to (f) in this ﬁgure
point to a linear relationship between ft and market tightness or ln(~ Vt=Ut). While linearity
makes perfect sense with equation (30), one would expect concavity in a matching func-
tion: matches always involve one vacancy and one job seeker, so that increasing only
the number of vacancies should eventually run into decreasing returns. Further, equation
(30) exhibits constant returns to scale: the coefﬁcients necessarily sum to exactly 1. This
would be in line with the numerous ﬁndings of CRS in estimated matching functions. Last,
the very fact that matching functions feature an otherwise unexplained negative time trend
while vacancy dynamics do not points to the latter as the driver of empirical results.
6 Conclusions
The common ﬁnding of a negative time trend in empirical matching functions suggests that
labour market performance deteriorates over time. Especially for recent years, this result
is at odds with improvements one would expect due to new information and communica-
tion technologies. Attempts to explain the time trend by real economic changes have had
limited success. Therefore, we consider the possibility that the estimated time trend is
negative as a result of downward bias. We investigate bias generated by the omission of
job seekers beyond the unemployed, by the omission of inﬂow measures, or by ignoring
vacancy dynamics.
Using recent U.S. labour market data and an empirical model that accounts for all labour
market ﬂows, we can construct series for employed and non-participating job seekers and
for various ﬂow measures, on which reliable data are unavailable. The constructed series
enable us to estimate matching functions that do not make the omissions we examine here.
Since these constructed series seem by and large plausible and deliver estimation results
in line with comparable studies, they may also prove useful for future empirical analyses.
It turns out that the inclusion of employed and non-participating job seekers does not af-
fect the magnitude of the estimated time trend. When inﬂow measures are included in
the matching function, this magnitude drops by about 50%, but the time trend remains
signiﬁcant. When we account for vacancy dynamics, however, we can explain the entire
magnitude of the estimated time trend by omitted variable bias. These results suggest that
the ﬁnding of deteriorating labour market performance may well be a statistical illusion.
Our further examination of the role of vacancy dynamics even raises doubts about the em-
pirical matching function as such: regarding the estimated coefﬁcients in the law of motion
for vacancies as true, we can precisely predict each estimated coefﬁcient in the matching
function as the sum of the true coefﬁcient and omitted variable bias. By contrast, the re-
verse prediction is not nearly accurate. It thus appears possible that empirical matching
functions ultimately only reﬂect the law of motion for vacancies. Given that the empiri-
cal matching function features as a central structural relation in many models relevant for
policy, this possibility needs to be assessed by further research.
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While the following theoretical arguments apply very generally, we present them in the same set-up
as Stevens (2007) (with exogenous search intensity) who points to the potential empirical conse-
quences when endogenous selectivity is ignored. Time is continuous and all workers are either
unemployed and searching or employed and not searching. Only when an unemployed worker
meets a ﬁrm the productivity y of this potential match is realised as a random draw from the contin-
uous distribution function F(y) and observed by the ﬁrm and the worker. The value of search to an
unemployed worker is given by




where r is the common discount rate, b is the unemployment beneﬁt as a ﬂow payoff, S(y) is the
expected surplus generated by a match,  2 (0;1) is the surplus share the worker obtains, and
m(z;V;U) is the matching function. Similarly for the value to a ﬁrm of offering a vacancy:
rY V =  c +
m(z;V;U)
V
(1   )S(y) (36)
where c is the ﬂow cost of the ﬁrm’s recruitment efforts. The only non-standard feature in this set-
up is the dependence of the matching function on the joint reservation productivity z, so that only
matches with y  z are actually concluded:
z = rY U + rY V
In words, the match is not concluded when y is so low that at least one agent prefers to continue
searching. In the generalised matching function in equation (6), the probability that a contact leads
to a match is therefore p(z) = 1   F(z). Assuming free entry of ﬁrms while the mass of workers is






which allows us to substitute for S(y) in equation (35). Noting that z = rY U when rY V = 0, we
thus obtain






Hence endogenous selectivity, captured by z, depends positively on market tightness.
B Vacancy dynamics in German data
To check the results we have obtained with U.S. data, here we look at German data provided by
the Federal Employment Service (Bundesagentur für Arbeit). We have series on Ut and ~ Ut from
registered unemployed job seekers. We use a series on the outﬂow of registered unemployed
into employment as our dependent variable and denote it UEt. This outﬂow is the appropriate
dependent variable when only unemployed job seekers are considered, as hirings would also count
other job seekers. However, some observations in this series have been estimated by the data
provider. We obtain series on Vt and ~ Vt from the source data of the BA-Stellenindex or BA-X.
This vacancy measure is designed to account for both registered and unregistered vacancies. The
vacancy data have only been collected since January 2004, which limits our observations here to
T = 71 (up to November 2009). All series are seasonally unadjusted.























































































































































































































































































































































































































































































IAB-Discussion Paper 03/2012 38In line (A1) of table 8, we ﬁrst verify that equation (30) roughly holds for the logarithms of the series
even though ~ Vt has not been constructed to ﬁt it. Line (A2) ﬁnds particularly strong evidence after
scaling all series by Ut, despite the inclusion of a constant and of seasonal dummies. We next
estimate a standard matching function with CRS in line (A3). Line (A4) reports the coefﬁcients
we would expect based on the hypothesis that line (A2) is the empirical counterpart of the true
data-generating process. These coefﬁcients closely match the estimated coefﬁcients in line (A3).
We ﬁnally estimate a stock-ﬂow matching function in line (A5) and ﬁnd insigniﬁcant estimated coef-
ﬁcients of ut 1 and ~ ut as well as, implausibly, a signiﬁcant negative estimated coefﬁcient of vt 1.
This contrasts with the results in Fahr/Sunde (2009) who estimate stock-ﬂow matching functions for
Germany. The discrepancies might arise primarily from their use of registered vacancies that had
weak explanatory power in our analyses, so that the estimated coefﬁcient of vt is insigniﬁcant in
their regressions. We suspect that ut and ~ ut then proxy for actual vacancies in their regressions
and only thereby become signiﬁcant.
To test which variables are relevant, we ﬁrst run an unrestricted regression that includes all the
variables in regression (A5) as well as vt. With the null hypothesis that ut 1 and ~ ut may be ex-
cluded from the regression, the F-test statistic is 1:88 from F(2;52) and the critical value at the 5%
signiﬁcance level from a F(2;50) is 2:79. We thus fail to reject the null hypothesis; ut 1 and ~ ut may
be dropped. Let us now adopt the null hypothesis that vt can be excluded. With the F-test statistic
equal to 6:78 from F(1;52) and the critical value at the 5% signiﬁcance level from a F(1;50) equal to
4:03 in this case, we reject the null hypothesis.
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