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Problem: In disaster emergency response management, the efficient coordination of a
team of field units is an essential issue. It is crucial for the team in applying an
intelligent software agent that assists an incident commander in action planning, task
scheduling, and decision making in crisis response. Our motivation is to address this
requirement.
Objective: This thesis intends to develop a GIS-based intelligent assistant agent that
supports an incident commander’ s decisions in coordination of disaster crisis response
operations.
Method: The methodology is to define a big scope and decompose the main research
question into several some research questions. Seven chapters are provided that each
one addresses a challenging problem regrading to the main problem. Each chapter
includes a significant contribution for a research question addressed by this chapter.
Results: This thesis achieved seven contributions. They include as follows: 1) design of
a GICoordinator that integrates geoinformatics with artifice intelligent techniques in
order to provide sufficient tools for support of an IC, 2) a data model that models and
formulates the strategic planning and scheduling problem, 3) intelligent algorithms
that aim to (I) automatically calculate a set of feasible alternatives for strategic
decision making and (II) autonomously identify a subset of assigned agents that should
be released from their threads in order to refine a strategic decision, 4) automated
algorithm that aims to assign location-based temporal macro tasks to field unites that
the result includes (I) a macro task/action schedule, (II) an overall execution time of
tasks execution and, (III) a right time for revising a strategic decision, 5) A* search
algorithm that aims to (I) optimize the the strategic decision-making problem by
selecting the best choice from the a set of alternatives and (II) estimate a minimum
overall time which the team needs to achieve the objective, 6) A simulator that
provides a flexible and efficient framework for C# developers who want to develop,
simulate, and evaluate community of a number of instances of the GICoordinator, and
7) simulate spatially distributed intelligent assistants that each one runs on a tablet
computer and assists the field units in distributed task distribution/allocation among
the team members.
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Problem: Efficient coordination of a team of field units is an essential issue in disaster
emergency response management. It is crucial for the team in applying intelligent sys-
tems that assists/supports the IC (incident commander) and collaborates with human in
this issue. Development of this IC support system requires a multidisciplinary approach
of several sub-contributions.
Objective: The purpose of this chapter is to design requirements of spatial intelligent
coordinators. It aims to state a number research questions that address significant
challenges in the main research question.
Method: This chapter analyzed and discussed the responsibilities of an IC in centralized
coordination of field units.
Results: Seven key research questions were proposed. Each one address a challenge
that requires a contribution that is the considerable importance in developing an ideal
solution.
Conclusion: A framework was defined as a road map that states what necessary con-
tributions we should achieve in order to develop a GIS-based intelligent assistant agent
that can support the IC in efficient coordination.
1.2 Background
Review of the past disasters shows that efficient coordination is an important and essen-
tial issue in emergency/crisis response operations. A responder team that comprises an
1
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IC (incident commander) and several field/operational units is faced with the problem
of carrying out spatially dispersed tasks under evolving execution circumstances in a
manner that achieves a joint objective in a minimum time. Coordination is the act of
managing interdependencies among activities performed to achieve a goal. The IC plays
a crucial role in controlling and coordinating actions of field units because inefficient
coordination results in idle agents, conflict between actions, or redundant activities.
Effective coordination is hard and challenging to be achieved because of the complexity
of this domain. Disaster emergency response is characterized an a dynamic, spatial,
uncertain environment that includes uncertainty and ambiguity information about tasks,
uncertainty in outcomes of actions, multiple actors, time pressure, limited resources, task
flow, distributed information, etc.
An IC support system is a complex system. Development of this system requires a
multidisciplinary approach of planning, scheduling, simulation, system development,
resource allocation, decision making techniques, etc. The focus point is on intelligent
systems that assist human, especially the IC, and collaborate with him in problem
solving.
In the recent decade, multi-agent systems have been used for crisis/emergency manage-
ment systems.There is much literature in coordination of disaster emergency operations,
and each one addresses a specific problem with specific requirements and assumption.
According to this problem domain, We address a new problem with new ideas. Some
research questions as research challenges are considerable to be addressed.
An ideal solution for the coordination problem is required a number of contribution-
s/issues. It is important to identify these significant difficulties in the main research
question. The purpose of this chapter is to design requirements of spatial intelligent
coordinators by decomposing this research questions into several key research questions.
1.3 Motivation
Imagine that an earthquake disaster has occurred in an urban area which is displayed in
Fig. 1.1. Urban search and rescue (USAR) aims to rescue the greatest number of people
who are trapped under the debris of damaged buildings, which are spatially distributed
in the area, in the shortest amount of time. To save a victim in a certain spatial location,
a sequence of dependent tasks should be accomplished, and each type of task requires a
set of certain capabilities, a considerable amount of time, or an amount of resources.
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Figure 1.1: A GIS map of the initial state of the world.
A USAR team of four field units, which are called agents, has been assigned to five
operational areas which are presented by five road segments displayed in Fig. 1.1. An
agent can have a number of different actions that each action provides a set of capabilities
which is required to do a task or several tasks simultaneously. It was assumed these
agents are free (or idle) and are located in the incident command post.
Shortest distances among six road segments are calculated using GIS. To do spatially
distributed tasks, agents need to move from one location to another through the road
network with the moving speed equal to 20. These data are used by the IC in decision
making. These data are provided and are updated by a relevant team or organization
whose activities are to clear road blockages.
A set of LoTeM tasks (Location-based Temporal Macro tasks) are associated to each
road segment. Simply, a LoTeM task is an aggregative task of all tasks with the same
task type which are spatially located within a geographic area such as road segment,
city block, etc [10]. Imagine that twelve LoTeM tasks are located to five segments at
the time 0. Information of these tasks forms the big picture that the IC observes from
the task environment.
Fig. 1.2 presents a flow work which is used by incident commanders for coordination of
their teams. It states the action planning and scheduling techniques that include objec-
tive selection and decomposing it into sub-goals, grouping available units into coalitions
and assigning them to the sub-goals, allocation of the units to tasks, and adaption of
the made decisions.
The domain of disaster emergency/crisis response is a complex environment. Therefore,
in order to maximize the global payoff, it is important to support the IC in this work
flow. The main research question is that how to develop a spatial intelligent coordinator
that supports/assists an IC in this work flow?
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1.4 Literature Review
First, we appreciate all previous works that enabled us to define a new problem that
includes some new ideas.
The incident commander system is a disaster management tool based on a series of
rational bureaucratic principles for disaster responses [4]. Basic system objectives and
plans are established at or near the top of the hierarchy and used as bases for decisions
and behaviors at lower levels. Unfortunately, FEMA provides a set of useful manuals
and guidelines about practices but it does not make explicit the design requirements
and algorithms for making incident action plans.
DEFACTO incorporates artificial intelligence, 3D visualization and human-interaction
reasoning into a unique high fidelity system for training incident commanders. Key
aspect focuses on adjustable autonomy that refers to an agent‘s ability to dynamically
change its own autonomy, possibly to transfer control over a decision to a human or
another agent [16]. Adjustable autonomy is different with strategic planning problems
which incident commanders try to solve.
DrillSim is a multi-agent simulation and modeling system for testing IT solutions; it aims
to play out a disaster response activity where agents might be either computer agents
or real people [1]. In ALADDIN, decentralized systems aim to gather information from
variety of heterogeneous sources in order to take informed action; it considers different
aspects such as data fusion, decision making, machine learning, and system architecture
[5]. A spatio-temporal task allocation algorithm to human groups is proposed for rescue
operations management [17]. The goal of the RoboCupRescue simulation project is to
build a simulator of rescue teams (fire-fighting, police, ambulance) acting in large urban
disasters to to minimize damages caused by earthquake such as civilians buried, buildings
on fire and blocked roads [7]. FireGrid is a task-centric collaborative community to
pursue research for developing realtime response systems using the Grid; it addresses
response process in the built environment, where sensor grids in large-scale buildings
are linked to super-real time grid-based simulations [3]. The problem of distributed
coordination among field units is addressed by the coordinators project [2]. WIPER is
intends to provide emergency planners and responders with an integrated system that
will help to detect possible emergencies, as well as to suggest and evaluate possible
courses of action to deal with the emergency [15]. However, these works have significant
contributions for the domain of emergency response management, unfortunately they
do not address the whole problem which is addressed by this chapter.
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1.5 Problem Statement
To get a better insight of the problem, Fig. 1.2 presents the work flow of coordination
within a team during disaster emergency response operations. Our focus is on respon-
sibilities of the IC of a team. The following subsections describe input data that make
up the problem space.
Figure 1.2: Work flow of multi-agent coordination in a disaster response team.
1.5.1 The Problem Domain
Review of the past earthquake disasters recognizes the importance of efficient emer-
gency response. Urban search and rescue (USAR) are considered as the major part of
disaster emergency response operations that their objective is to reduce number of fatal-
ities in the first few days after disaster. A number of different teams and organizations
such as Red Crescent Society rapid response teams, INSARAG teams, volunteer teams,
fire-fighting teams, medical services, or road-clearing bulldozers are involved in these
operations to respond to crisis situations or support activities of responder teams.
The domain of emergency/crisis response is concerned with reducing number of fatalities
in the first few days after disaster (natural or human-made), and USAR (Urban Search
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and Rescue) has a significant issue in this domain. USAR operations involves four task
types: (1) reconnaissance and assessment by collecting information on the extent of
earthquake damage, (2) search and locate victims trapped in collapsed structures, (3)
extract and rescue trapped victims, and (4) transport and dispatch injured survivors
to hospitals and refuges; Rescue tasks, also, are classified into three categories: light,
medium, and heavy rescue according to their capabilities requirements.
Teams are often organized hierarchically that this is especially true for command and
control organizations in the military and emergency response. A disaster response team
such as a firefighting team, Volunteers group, medical emergency services, or INSARAG
has a hierarchical structure which is composed of an incident commander in the top level
of the team and some agents in the down node of the hierarchy.
Different disasters e.g. flood, fires, landslide, and tsunami disasters include different
tasks that should be considered in the problem statement. Although the earthquake
disaster response domain may include different types of task, our focus is on the USAR
operations. Chapter 3 is dedicated to description of this domain. It is possible to model
and present other task types in the problem definition.
1.5.2 Agents
In this paper, a field person or robot is called an agent. In real domains, a team of agents–
field units or robots – is faced with the problem of carrying out geographically dispersed
tasks under evolving execution circumstances in a manner that achieves a high-level
objective in a minimum time. These agents are spatially distributed in a geographic
environment, have different capabilities, move from one location to another, perceive
their local environment, execute strategic decisions made by their incident commander
(IC), have partial information of the world‘s state, make fully decisions about their own
actions, coordinate their actions with each other, cooperate with each other, perform
various tasks, and report to the operations center; In addition, there is an uncertainty
in actions duration and outcome of actions. Role of the IC is to coordinate and control
agents because he has a global and big picture of the world’s state.
1.5.3 Tasks
Tasks form a local view that an agent percepts from the surrounding environment. Task,
which are carried out by agents, are spatially distributed among in the area among
geographic objects (building, road segments, city blocks, or zones). Each task may
require one capability or several synchronous capabilities, entail various dependencies,
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have dynamic and temporal quantities, and take considering time to be completed.
Agents have incomplete and uncertain information about tasks (spatial distribution,
quantity, and duration of tasks), and new tasks may be revealed by actions of agents in
time and space.
1.5.4 Location-based Temporal Macro Tasks
A part of the district 17 of the city of Tehran was chosen to be the case study whose area
equals to 0.62 square kilometers. Geographic layers of this area, which are prepared in
GIS, were exported to the spatial database.
A LoTeM ( Location-based Temporal Macro) task is an aggregative task that aggregates
a subset of tasks that has two criteria: 1) identified tasks are from a same task type and
2) theses tasks are spatially contained within a specific geographic object (or adjacent
to a road segment) to which this LoTeM task is located. LoTeM tasks are encoded by
geographic information. They provide the global picture of the tasks environment for
the IC.
In a definite time, a LoTeM task contains two variables: 1) an ”enabled” number of
tasks and 2) a ”not yet enabled” number of tasks. The enabled variable states that
how many available tasks are observed, discovered, or revealed within an associated
geographic object. Agents can do only tasks which have become enabled. The not yet
enabled amount states that how many homogeneous tasks are estimated to be revealed
or discovered at future. These two amounts have dynamic and uncertain quantities that
may vary over time because some agents accomplish the enabled part while other agents
may reveal the another part. These amounts give an estimation of a total duration and
total capabilities which are required to do this task type in a geographic area.
There are interdependencies between LoTeM tasks which are associated with a specific
location. For example, reconnaissance LoTeM task (enabled amount plus not yet enabled
amount) can enable the not yet enabled part of the search LoTeM task within the same
geographic area.
1.5.5 Centralized Coordination
In the organization theory [6], strategic management consists of four basic elements:
environmental scanning, strategy formulation, strategy implementation, and evaluation
and control in order to achieve organizational objectives. Strategic planning is a co-
ordination approach for managing tasks relationships by objectives (goal selection and
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goal decomposition) and grouping people into units. For example, the incident com-
mand system (ICS) is a top-down approach that applies strategic/macro planning for
coordination of actions of operational unites. The NIMS ICS system makes an incident
action plan in five phases: 1) understand the situation, 2) establish incident objectives
(priorities, objectives, strategies, tactics/ tasks), 3) develop an action plan, 4) prepare
and disseminate the plan, 5) continually execute, evaluate, and revise the plan.
1.5.6 Assumption
Efficient coordination is challenging and difficult to be achieved because of the complex-
ity of the environment and situations. A complex approach is required to be used in
this domain. Therefore, our methodology is to specify a number of sub-challenges that
require significant contributions to address the main research question. As a result, in
order to achieve this high-level goal, it is important and necessary to identify some key
research questions related to development of the ideal system.
• The decision-maker is the IC, therefore coordination is a centralized approach but
execution of tasks is distributed among agents.
• Tasks information that forms the IC‘s global perception has the spatial, macro,
dynamic, and temporal characteristic; it means that these data should be used in
related algorithms.
• Planning, task assignment, and scheduling techniques in multi-agent systems are
used for problem solving.
• Methods which are applied should partially constrain agents with macro decisions
and permit agents to adapt their activities and make their own tactical (micro)
decisions according to real situations.
• Because of the geographic characteristic of the problem, GIS (geographic infor-
mation systems) are required to support human decisions by providing a set of
proper tools for management, analysis, modeling, and visualization of geographic
information and location-based information.
• A mixed-initiative system can be proper system for the IC.
• This system does not focus on gathering, integrating, fusing, or mining data and
information. So a information system should provide required information for this
system.
• IC and field units are equipped to advanced devices that enable them to share
information.
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1.6 Requirements
This section is dedicated to seven subsection that each one presents a research question
and requires a contribution.
1.6.1 Design a GIS-based Assistant Software Agent for the IC
This issue addresses the components 1-10 presented in Fig. 1.2. It aims to design an
intelligent software system for the IC. It assists and collaborates with the human in
strategic planning and macro tasks assignment for centralized multi-agent coordination
[11].
1.6.2 Design a Data Model
This issue addresses the components 2-10 presented in Fig. 1.2. It aims to 1) com-
pletely analyze and describe the problem and 2) model, formulate, and present data of
the problem completely. A data model presents elements of the problem, properties,
relationships, and interaction among these elements with regard to problem data mod-
eling. This data model is important to support development of an appropriate system
[10].
1.6.3 Develop Intelligent Algorithms for Assignment of Agents to Hu-
man Strategy
A high-level strategy specification enables an I.C. to express and encode his intuition
and initiative for multi-agent planning problems solving. A strategy partitions and
decomposes a complex problem into a set of small problems under human supervision.
A strategy contains a set of parallel, interdependent, and prioritized threads. A thread
is a subproblem that is composed of a unique ranking, a subset of agents, a subset of
task types, and a subset of geographic area.
This issue addresses the components 4,8,9,10 presented in Fig. 1.2. These algorithms
have two key issues: 1) automatically calculate and present a set of feasible alternatives
for selecting a choice as a strategic decision in execution of the human strategy in a
definite time and 2) autonomously and timely identify a subset of assigned agents that
should be released from their threads in order to revise a strategic decision to the new
situation [13].
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1.6.4 Develop an Automated Algorithm for Assignment of Location-
based Temporal Macro Tasks to Agents
This issue addresses the component 6 presented in Fig. 1.2. This algorithm is required
to dynamically assign spatial-temporal macro tasks to agents under human strategic de-
cisions in centralized scheduling in order to minimize the overall time of tasks execution.
Two main results are achieved by running this algorithm (1) a feasible macro action
schedule and (2) an adaption time of the strategic decision [12].
1.6.5 Develop A* Search Algorithm for Optimal Strategic Decision
Making in Spatial Multi-agent Planning
This issue addresses the component 5 presented in Fig. 1.2. This algorithm aims to
select the best alternative in a strategic decision-making problem in order to minimize
the overall time of tasks execution. Results support human decisions and assist the IC
to evaluate the quality of his strategy, refine it, or define a better strategy [8].
1.6.6 Simulation of an Organization of Spatial Intelligent Agents
This issue addresses the component 1, 16, 17 presented in Fig. 1.2. Simulation of
a society of software agents is an essential problem for implement and evaluation of
distribution algorithms for decentralized coordination among these agents. It addresses
the problem of development of GIS-based assistant software agents that these agents are
embedded in a society and aim to coordinate multiple incident commanders as human
planners in planning and scheduling. An agent, with which an incident commander is
equipped, is required to 1) provide GIS tools for its human, 2) interact with human, 3)
communicate with other agents, 4) manage geographic information, 5) contain problem-
solving algorithms, and 6) contain distributed coordination techniques. It is required to
develop these social agents and simulate an environment/society of these agents [14].
1.6.7 Simulation of Intelligent Mobile GIS
This issue addresses the components 11,12, 13 presented in Fig. 1.2. It aims to simulate
a society of distributed intelligent mobile GIS. A human as a field unit is equipped
with a SpDI2A and forms a human-agent team. Human-agent teams cooperate with
each other in order to optimize coordination of field units by distributing and allocating
tasks among them in time and space efficiently and sufficiently. [9].
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1.7 Conclusion
This chapter analyzed the coordination problem within a disaster response team from
the IC’s point of view. It decomposed this complex problem into subproblems and
designed a number of requirements for development of spatial intelligent coordinators
for incident commanders.
This chapter proposed seven key research questions that address research questions
as seven research challenges which are considerable importance in developing an ideal
solution for the addressed problem. This framework presents a road map that states
what necessary sub-issues/contributions we should achieve in order to develop GIS-based
intelligent assistant agents. It specified a research plan for future works.
The future work is to extend the designed requirements and specify new sub-problems
that should be addressed. Three ideas are considerable for future works in this domain:
1) develop distributed intelligent mobile GIS for filed units for distribution of tasks
among themselves, 2) simulate a spatial agent-based model of teamwork in a disaster
responder team, and 3) allocate refuges to location-based tasks under a human strategic
decision.
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Chapter 2
Design a GIS-based Assistant
Software Agent for Incident
Commander
2.1 Abstract
Problem: This chapter addresses the design of an intelligent software system for the IC
(incident commander) of a team in order to coordinate actions of agents– field units or
robots –in the domain of emergency/crisis response operations.
Objective: This chapter proposes GICoordinator (Gis-based Intelligent Coordinator).
It is a GIS-based assistant software agent that assists and collaborates with the human
planner in strategic planning and macro tasks assignment for centralized multi-agent
coordination.
Method: Our approach to design GICoordinator was to: analyze the problem, design a
complete data model, design an architecture of GICoordinator, specify required capabil-
ities of human and system in coordination problem solving, specify development tools,
and deploy.
Result: The result was an architecture/design of GICoordinator that contains system
requirements.
Findings: GICoordinator efficiently integrates geo-informatics with artifice intelligent
techniques in order to provide a spatial intelligent coordinator system for an IC to
efficiently coordinate and control agents by making macro/strategic decisions. Results
define a framework for future works to develop this system.
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2.2 Introduction
The domain of emergency/crisis response is concerned with reducing number of fatalities
in the first few days after disaster (natural or human-made), and USAR (Urban Search
and Rescue) has a significant issue in this domain. A disaster response team, which
contains an IC and several agents, is faced with the problem of carrying out geographi-
cally dispersed tasks under evolving execution circumstances in a manner that achieves
a high-level objective in a minimum time. Agents need to efficiently coordinate their
actions with each other in order to maximize the objective function. Effective coordi-
nation is an essential ingredient for efficient emergency response management but it is
difficult to achieve.
It is important for the IC, who has a big picture of the state of the world, to coordinate
and control agents. His main role is to make a strategic action plan, allocate tasks to
agents, decide on actions of agents, and schedule activities of agents in time and space.
To propose an ideal system, some requirements should be considered as follows. The
decision-maker is the IC, therefore coordination is a centralized approach but execution
of tasks is distributed among agents. Tasks information that forms the IC‘s global per-
ception has the spatial, macro, dynamic, and temporal characteristic; it means that these
data should be used in related algorithms. Planning, task assignment, and scheduling
techniques in multi-agent systems are used for problem solving. Methods which are ap-
plied should partially constrain agents with macro decisions and permit agents to adapt
their activities and make their own tactical (micro) decisions according to real situations.
Because of the geographic characteristic of the problem, GIS (geographic information
systems) are required to support human decisions by providing a set of proper tools
for management, analysis, modeling, and visualization of geographic information and
location-based information. A mixed-initiative system can be proper system for the IC.
This requires an ideal intelligent software system to assist the IC and collaborate with
him in strategic planning and tasks assignment to agents according to the assessed
requirements.
Although there is much literature [4], [2], [1] in planning, coordination, task assign-
ment, human-machine collaboration, problem-solving algorithms, and decision making
under uncertainty, unfortunately, the discussed requirements have not been thoroughly
addressed by the previous works.
Designing an ideal approach is an important phase in system development. As a result,
in order to develop an ideal system, this chapter aims to design GICoordinator. GICo-
ordinator is a GIS-based assistant software agent that assists and collaborates with the
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human planner in strategic planning and macro tasks assignment in the mixed-initiative
approach, which was dissussed in Section 1.5. This chapter summarizes phases that
make up this system.
2.3 System Design
This section is dedicated to phases which are important to design the GICoordinator.
2.3.1 Analyze the Problem
First step is to completely analyze and describe the problem stated in Fig. 1.2. Essen-
tial dimensions that compose this problem include: the problem domain, the structure
of a team, geographic information, macro tasks, requirements, assumptions, the goal
function, the strategic action plan, and the macro task schedule [3].
2.3.2 Design the Architecture of GICoordinator
The architecture of GICoordinator is designed based on integration of three key com-
ponents as Fig. 2.1 shows. According to Fig. 1.2, Table 2.1 defines the required
functionalities of GICoordinator and human according to the analyzed problem. The
following subsections briefly describe some important capabilities.
Figure 2.1: The architecture of GICoordinator
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Table 2.1: System Requirements: the Desirable Capabilities of GICoordinator and
Human with regard to the problem stated in Fig. 1.2
Component Functionalities
Human
1- Specify high-level strategies for coordination
of agents
2- Revise and refine strategies
Spatial Database
3- Organize data (geographic, location-based,
and non-geographic) of the problem
4- Integrate the software agent with GIS
5- Support information sharing with agents and
with other information systems, and support
integration of information systems
GIS
6- Support human decisions by providing tools
for geospatial reasoning, geographic information
management and visualization
7- Support the software agent by providing GIS
analysis
8- Interact with human
Software Agent
9- Assign agents (field units) to human
high-level strategies in strategic planning
10- Assign geospatial-temporal macro tasks to
agents in centralized scheduling
11- Adapt and revise the strategic decision
12- Adapt and revise the schedule
13- Search for an optimal plan
14- Allocate resources (refuges) to damage
points under human strategies
15- Adjust and refine human strategies
16- Provide an interface to interact with human
17- Percept and observe the environment via
the spatial database
2.3.2.1 Provide GIS Analysis
GICoordinator provides geo-technologies and geo-informatics that support human deci-
sions and increase functionality of the software agent. Three significant purposes are of
importance: (1) visualization of information via 3D maps or thematic maps e.g. display
spatial distribution of tasks, states of macro tasks, action plans, and tasks schedule,
(2) geospatial reasoning that includes spatial relationships analysis, network analysis,
proximity analysis, etc, and (3) information management that includes retrieval, insert,
query, update, and manipulate information of spatial database. It enables the IC to
interact with geographic information, and it supports human decisions by providing a
better situational awareness.
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GICoordinator requires necessary information for computation because it is mainly focus
on multi-agent coordination techniques. Different types of information are provided by
distributed systems. Therefore GICoordinator requires another capability to gather,
integrate, mine, or fuse data from distributed databases. This version of GICoordinator
does not include this functionality.
2.3.2.2 Strategic Planning
It is an approach in an organizational structure to make a strategic plan that states that
how agents can get from the current state of the world through a sequence of actions to
a desired goal state. Strategic planning in a disaster response team includes (1) specify a
response objective (a high-level strategy) for the team and decompose it into prioritized
sub-goals (threads), (2) make a strategic decision by assignment of agents to threads,
and (3) evaluate and adapt a strategic decision to new crisis situations.
This capability calculates a set of right choices for making a strategic decision either in
execution of the human strategy or in adaption of current assignments. These choices
are presented for the IC to select the best choice according to his intuition or to delegate
the system to search for the optimal one. Moreover, the system autonomously releases
right agents from a right thread in a right time during tasks execution in order to revise
the strategic decision.
2.3.2.3 Centralized Scheduling
This capability is required to dynamically assign spatial-temporal macro tasks to agents
under human strategic decisions in centralized scheduling in order to minimize the overall
time of tasks execution. Two main results are achieved by running this algorithm: (1)
a feasible schedule and (2) an adaption time. A schedule is composed of a number of
macro decisions that specify: (1) what task type is going to be done, (2) who (a subset
of agents) are assigned to do this assignment, (3) where (a macro geographic object)
contains a subset of tasks, (4) when operations start, (5) when operations finish, (6) how
many tasks are estimated to be done, and (7) what task types and how many of them
are estimated to be revealed in this location after to finish this job.
2.3.2.4 State-Space Search
This capability calculates an optimal strategic plan, a complete schedule, and a overall
minimum time of tasks execution. It evolves assignment of agents to threads from an
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initial state to a specified goal state. Results state that how and when agents can reach
a defined objective. These results support human decisions and assist the IC to evaluate
the quality of his strategy, refine it, or define a better strategy.
2.3.2.5 Resource Allocation
This capability optimally allocates available refuges to rescued people in medical trans-
portation operations according to human strategic decisions. Results state that which
injured persons should be transported to which refuges in order to optimize an objective
function.
2.3.2.6 Adjustment of Human Strategies
It is difficult for an IC to specify a good strategy and timely revise it during emergency
management. An IC may specify a bad or wrong high-level strategy that leads to a very
big catastrophe with significantly severe consequences. This capability recommends
human for adjustment and refinement of his strategy in real-time.
System should resolve trade-off of resource/role assignments and reflect feed back from
actual damaged area. This system requirement should consider them. Machine learning
algorithms can provide proper solution. We will devote a chapter to this functionality.
2.3.3 Design the Data Model
It is important to model, formulate, and present data of the problem completely. The
data model presents elements of this problem, properties, relationships, and interaction
among these elements with regard to problem data modeling. This data model is impor-
tant to support development of GICoordinator and implementation of the capabilities
designed for this system [3].
The designed data model only formulates the planning & scheduling problem which the
IC is faced, although spatially distributed agents can observe, gather, and report many
types of information from their local environment to the incident center. Uncertainties
are presented by proper attributes of classes of this data model, and they are used by
related algorithms.
This data model formulates and present any USAR operations and similar crisis opera-
tions. It, also, formulates a team of different agents. The size of a team and the size of
disaster scenario are scalable, but it is important to model any required information in
the data model.
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Table 2.2: Methodology for Development of the GICoordinator
Component Tools
Spatial Database Microsoft Spatial SQL Server, GeoDatabase,
the data model
GIS ArcGIS, .NET Programming
Software Agent C#.NET Programming, ArcObjects, the data
model
2.3.4 Development tools
There are many tools and approaches that can be used to implement and develop a
system. In our methodology, Table 2.2 shows required tools that were used to develop
GICoordinator. It states that how each component should be implemented and devel-
oped.
We applied the C#.Net programming language for developing GICoordinator. Algo-
rithms, the structure of the system, and rules were implemented in the program. All
system requirements, which are defined in Table 2.1, were implemented by the developer
using the specified development tools.
There is a key concern in development of GICoordinator. The designed data model
was used to develop his system, and there are interdependencies among functions of the
system. All functions should be run in an integrated system. Any change in the data
model may cause that the system does not work.
2.3.5 Deploy
GICoordinator is deployed in two ways. First one is to calculate an feasible strategic plan
& schedule, which partially specify actions of agents, by the human-system collaboration
before execution. Second one is to use this system for automated and autonomous
adaption/refinement of macro/strategic decisions to new situations during execution
and in real time.
As Fig. 2.1 shows, the GIS and the software agent have a connection to the spatial
database. In oder to run GICoordinator, the spatial database, whose structure is based
on the designed data model, has to contain essential information of the initial state of
the world. These data can insert or modified by the human via the user-interface that
GICoordinator provides for human-system interaction [3].
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2.4 Conclusion
The design of GICoordinator was discussed in this chapter. The key insight is (1)
support human decisions with geo-spatial intelligent software system, (2) provide A.I.
techniques for strategic planning, macro tasks assignment, scheduling, and automated
adaption of these decisions in central multi-agent coordination, (3) involve human in the
loop and enable collaboration between human and system for decision making. Future
works will be to address the defined capabilities of GICoordinator by several papers.
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Chapter 3
Data Model for Strategic
Planning and Scheduling
3.1 Abstract
Problem: Strategic action planning and scheduling (SAP) in coordination of a disaster
response team includes objective selection and decomposing it into sub-goals, grouping
available units into coalitions and assigning them to the sub-goals, allocation of the
units to tasks, and adaption of the made decisions. SAP is the major responsibility of
the incident commander of a team for coordination of operational units actions during
disaster crisis/emergency response management by making macro/strategic decisions.
Objective: This chapter intends to completely model, formulate, and present data of
the SAP problem. This data model is used to support design and development of an
appropriate approach for SAP.
Method: The methodology was to analyze and study the SAP problem. A SAP problem
is composed of six essential dimensions: the problem domain, geographic information,
geospatial-temporal macro tasks, strategic action planning, strategic action scheduling,
and the structure of a team.
Result: The contribution of this chapter is the SAP problem data model. It is designed
as an UML class diagram consisting of entity types, attributes, and relationships with
regard to SAP problem data modeling.
Conclusion: To evaluate the quality of SAP data modeling, the SAP problem data
model was used in proposing and developing an intelligent assistant software system
that assists and collaborates with an incident commander for SAP. Results shown five
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Figure 3.1: Organizational structure of a disaster response team.
new findings: 1) a complete data model of the SAP problem, 2) present and summarize
tasks information in geographic objects, 3) express and encode humans’ intuition as a
human high-level strategy guidance for SAP, 4) formulate a strategic action plan, and
5) integrate strategic action schedules information with other entities.
3.2 Introduction
Review of the past disasters recognizes the importance of efficient emergency response.
Urban search and rescue (USAR) are considered as the major part of disaster emergency
response operations that their objective is to reduce number of fatalities in the first few
days after disaster [10]. A number of different teams and organizations such as Red
Crescent Society rapid response teams, INSARAG teams, volunteer teams, fire-fighting
teams, medical services, or road-clearing bulldozers are involved in these operations to
respond to crisis situations or support activities of responder teams.
A disaster response team is a hierarchical organization because its structure essentially
consists of two levels. The down level or the operational level includes a number of
different field units who are rational and semi-autonomous agents. Their roles are to
perceive their local environment, follow and execute decisions made by the top level of
the team, make their own decisions, coordination their actions with other units, accom-
plish tasks according their plan, and report to the incident commander post on their
local observations. An incident commander is located at the top node in the hierarchy
and has a global view of the enviroment. His or her important role as a human planner
is to make action plans and schedules for field units. Therefore, a team has an organi-
zational structure composed of cooperative agents distributed in different levels. Fig.
3.1 shows the structure of a team and characteristics of the two levels.
Effective coordination is a crucial issue for emergency response management [6]. Co-
ordination is difficult and hard because of characteristics which this domain includes
such as: uncertainty in information, time, limited resources, task flow uncertainty, etc
[5]. The coordination theory states that coordination is the act of managing interde-
pendencies among activities performed to achieve a goal [23]. Coordination in disaster
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emergency response includes management of task flow (tasks and interdependent rela-
tionships), recourse, information, decision, and responder [6]. Inefficient coordination
results in “idle” units (gents), conflict between actions, or “redundant” activities that
operations take a very long duration to be completed.
Planning and scheduling provide two major mechanisms of coordination for managing
task dependencies and shared resources [6], [5],[23]. Crisis response systems should
utilize these mechanisms in formulating crisis management [14], [17]. An approach to
coordination in agent-based systems is to engage the agents in multi-agent planning and
scheduling [34]. The problem of how agents should get from the current state of the
world through a sequence of actions (a plan) to the desired goal state states a planning
problem in multi-agent systems. The scheduling problem in multiagent systems is the
problem of suitable assignment of limited resources (agents) to time-consuming tasks
within a specified time window and coping with a set of constraints over time in order
to maximize an optimization criterion.
In the organization theory, strategic management consists of four basic elements: envi-
ronmental scanning, strategy formulation, strategy implementation, and evaluation and
control in order to achieve organizational objectives [12]. Strategic planning is a coordi-
nation approach for managing tasks relationships by objectives (goal selection and goal
decomposition) and grouping people into units [23]. For example, the incident com-
mand system (ICS) is a top-down approach that applies strategic/macro planning for
coordination of actions of operational unites. The NIMS’ ICS system makes an incident
action plan in five phases: 1) understand the situation, 2) establish incident objectives
(priorities, objectives, strategies, tactics/tasks), 3) develop an action plan, 4) prepare
and disseminate the plan, 5) continually execute, evaluate, and revise the plan [3],[1],[9].
Strategic action planning and scheduling (SAP) is a cordination mechanism (manage-
ment of tasks flow and shared resources) within a team. SAP includes objective selection
and decomposing it into sub-goals, grouping available units into coalitions and assign-
ing them to the sub-goals, allocation of the units to tasks, and adaption of the made
decisions. In another word, to solve a SAP problem results in three types of decisions: a
high-level strategy, a strategic action plan, and a strategic action schedule. SAP versus
tactical decision-making, which is done by units, makes macro decisions for activities of
the team that constrain and limit micro activities of field units in the down level. SAP,
therefore, is a critical issue in a team. Fig. 3.2 shows The workflow of SAP which is
done in the top level of a team. The SAP problem will be discussed in Section 3.
SAP is the key task of incident commanders as human planners of teams for coordina-
tion of operational units’ actions during disaster emergency response management. As a
result, it is important and necessary to develop any appropriate approach for SAP. How-
ever, several approaches which most of them are based on the multiagent systems have
been developed for coordination of disaster/crisis emergency response [1],[36],[29],[11],
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Figure 3.2: The work flow of strategic action planning and scheduling in a team.
[18],[7],[2],[35], [22],[15], unfortunately they do not provide appropriate solutions for
SAP.
According to SAP, limitation and caps identified in the related works are classified into
four categories.
1. Automated planning systems vs. human-machine collaboration. Automated plan-
ning systems do not let human planners be involved in SAP. These systems are
not mixed with human’s intuition and do not collaborate with human for SAP.
The main obstacle is scale as it is currently infeasible for a fully automated system
to effectively reason about all the possible futures that may arise during execu-
tion of tasks in a complex environment [21]. Mixed-initiative planning systems
are systems in which humans and machine collaborate in the development and
management of plans by providing capabilities each one does best [4]. In general,
they can often produce better solutions for complex problems.
2. Tactical decisions vs. strategic ones. Tactical decisions (action plan and schedule)
concern the down level and exactly specify micro actions of agents (units). But,
it is impossible for incident commanders to fully specify this type of decisions for
agents.
3. Micro tasks information vs. macro one. These systems uses micro tasks for make
a global view of the SAP problem while the top level does not access to micro
tasks information. Operations centers gather information and data from different
resources and integrate them to make a global picture of the environment. Thus,
incident commanders have inaccessible, global, and uncertain information of the
state of whole tasks environment, but agents have direct, complete, and accurate
information about their local environment’s state.
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4. Non-geographic information vs. geospatial one. Related works are not integrated
with geographic information systems (GIS) and neglect the importance of geo-
graphic information in SAP. Because the SAP problem has the geospatial aspect,
it requires GIS. GIS provide sufficient tools for incident commanders to analyze,
visualize, and manage geographic and location-based information [16], [11].
With regard to the limitations addressed in previous works, it is required to propose,
develop, apply any appropriate approach (intelligent software system) for SAP. An ideal
system collaborates with human (incident commander) to make strategic decisions with
regard to macro tasks information and geographic information. The first critical phase
to achieve this goal is to model data of the SAP problem.
SPA problem data modeling is the objective of this chapter. It is important and nec-
essary to completely model, formulate, and present data of the SAP problem in order
to support development of any appropriate approach for SAP. The data model is one of
the most critical tasks in the entire systems development process [26]. The data model
is a major determinant of system development costs, system flexibility, integration with
other systems and the ability of the system to meet user requirements. A data model
presents elements of a problem, their properties, and relationship and interaction among
these elements. Two research questions arise in this chapter. What is the SAP problem?
What is the SAP problem data model?
The contribution of this chapter is the SAP problem data model. It is designed as an
UML class diagram consisting of entity types, attributes, and relationships with regard
to SAP problem data modeling. This data model was used for three purposes: 1) imple-
ment a geo-database, 2) design and develop an assistant software agent (GICoordinator),
and 3) implement a geographic information system. Five main characteristics which our
contribution includes are as follows.
1. The SAP problem data model. It models and formulates the SAP problem. This
data model is important and essential to implement desirable features of an assis-
tant software agent for SAP successfully.
2. Geospatial-temporal macro (GTM) tasks information. The SAP data model presents
and summarizes tasks information in different geographic objects (buildings, city
blocks, etc) and extract tasks information from one geographic layer for another
layer regarding spatial topology relationships between layers. A geospatial-temporal
macro task is the accumulation of all tasks (enabled tasks and disenabled tasks)
with a same task type that they are spatially contained within the geographic
object of this macro task in a specific time.
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3. Human high-level strategy guidance. The SAP problem data model formulates
and encodes humans’ intuition as a human high-level strategy guidance for SAP.
It enables human planner to express and specify their intuition for the intelligent
assistant system to make strategic action plans and schedules in a collaborate
approach.
4. Strategic action plan. This data model formulates a strategic action plan and
integrate with other entities. To execute the strategy, i.e., make optimal assign-
ments/allocations of agents to threads results in a strategic plant which is presented
by this data model.
5. Strategic action schedule. The SAP data model integrates and presents temporal
assignments (allocation) of agents to GTM tasks. An instance of a strategic action
schedule determines: 1) location of a macro task assigned, 2) the task type of the
macro task, 3) start time, 4) finish time, 5) amount of done tasks, and 6) a set of
agents allocated to this GTM task.
3.3 Review the Related Works
3.3.1 Comparison Criteria
Different data models have been developed to address different problems. Each one aims
to address a number of characteristics & aspects that an approach requires in solving
a specific problem. It is obvious that various problems requires various data modeling
according to their demands and requirements. In fact, complexity and efficiency of a
data model is dependent to a characteristic/requirements of a problem. For an example,
number of teams, level of hierarchy, recourses management, role of filed units in planning
and scheduling, complex structure of tasks, etc affect formulation and presentation of a
problem.
With regard to the importance of SAP, this chapter discussed the SAP problem and
proposed the SAP data model for formulating and modeling this problem. Their com-
pleteness are compared according the the six characteristics: 1) geographic information,
2) macro tasks environments, 3) human-machine collaboration, 4) strategic action plan-
ning, 5) strategic action scheduling, 6) and the IC (top level of the team).
The question is that whether there is a previously developed data model that can com-
pletely model this problem? A perfect data model should consider six main character-
istics: 1) the decision-maker is the IC, who is located in the top level of a team, 2)
geographic and location based information should be modeled, 3) tasks have spatial,
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Table 3.1: Features of the related works with regard to SAP data modeling.
Features
Related works 1 2 3 4 5 6
[29] B A B B B -
[36] A A A B - B
[18] A A B B B B
[2] B B B B B B
[22] A B B A A B
[11] A A A C - -
[35] A B B A - -
Features Description:
1: Decision-Maker Level. A- Top (IC), B-
Down
2: Information. A- Geographic, B- Non-
Geographic 3: Tasks Scale. A- Macro, B- Mi-
cro
4: Approach. A- Human-Machine Collabora-
tion, B- Automated, C- Human
5: Plan Type. A- Strategic, B- Tactical
6: Schedule Type. A- Strategic, B- Tactical
macro, and temporal characteristics, 4) human intuition should be mixed/involved in
the problem-solving techniques, 5) a plan includes strategic/macro decisions, and 6) a
schedule includes strategic/macro decisions.
This comparison will show the originality of the SAP data model.
3.3.2 Review
This section reviews and compare some related works and their deficiencies and limita-
tions with regard to SAP data modeling. Table 3.1 summarizes the features of these
works according to the SAP problem data modeling.
A simple conceptual model of spatial coordination in an USAR team was designed
and used in development of spatially distributed intelligent assistant agents and geo-
simulation of an USAR scenario [29]. In this data model, a damaged building contains
a group of search and rescue tasks that each search task can release or discover a rescue
task. Each task should be assigned to one proper field unit. This data model focuses on
distributed coordination among agents by allocating and distributing micro tasks. This
approach is not applicable for SAP.
A conceptual model was designed by [36] for human group task allocation in rescue man-
agement. It was used to implement a greedy spatio-temporal task allocation algorithm
in GIS environment. This model contains spatial and non spatial layers (parcels, net-
works, damage points, tasks, field personnel, task-list, distributed tasks, and cost). This
data model is applied by an automated information system that assigns segment-based
Chapter 3. Data Model for Strategic Planning and Scheduling 30
tasks to field units. However this approach contain macro tasks, unfortunately it does
not consider interdependencies among tasks and each macro tasks can be assigned to
only one unit.
The goal of the RoboCupRescue simulation project is to build a simulator of rescue teams
acting in large urban disasters [18]. Rescue agents try to minimize damages caused by
earthquake such as civilians buried, buildings on fire and blocked roads. In this project,
there are the three different teams and six types of agents: 1) a fire station with several
fire brigades, 2) a police station with several police forces, and 3) an ambulance center
with several ambulance teams. Although this approach contains an IC for each team,
but the made decisions are tactical/micro and tasks presented are micro. It, also, does
not involve human in the planning loop, and each field agent has a specific capability.
The C-TAEMS [2] modeling language, which is an adaptation of the TAEMS [7], for-
mulates and models distributed multi-agent coordination problems. It was used for
development of the COORDINATORS program by different approaches [? ],[20]. A C-
TAEMS problem instance contains a set of agents and a hierarchically decomposed task
structure. Each agent has a set of activities known as methods that they can perform.
Nodes in the graph are either complex tasks, which each one is composed of a group of
tasks and/or methods, or executable methods as leaf nodes which are executed once by
a specified agent. Each node may have temporal constraints on the earliest start time
and the deadline and non-local effect dependencies that represent hard (enables and
disables) and soft (facilitates and hinders) relationships. Methods have probabilistic
outcomes for duration, quality, and cost.
STaC adapted the C-TAEMS to involve human’s intuition in multiagent coordination
[22]. It integrated human strategy guidance with the C-TAEMS to enable human-agent
collaboration to improve efficiency of the COORDINATOR project. Unfortunately this
approach formulates location-based and micro tasks, and thus tasks assignments made
by this approach have the tactical feature. Geographic Information Systems are used
for integrating, analyzing and visualizing geospatial data. Emergency management uses
geo-information technologies in all five phases of the emergency management process,
i.e. planning, mitigation, preparedness, response, and recovery [9]. For example, three
collaborative geo-information platforms were developed by to 1) allow synchronous and
asynchronous collaboration between decision makers, 2) support GIS use by mobile emer-
gency management teams, and 3) provide open standards-based web portal technologies
[11]. Although GIS is used by incident commander systems, they are not enough for
SAP. They are required to be integrated with other systems for strategic action planning
and scheduling.
DEFACTO incorporates state of the art artificial intelligence, 3D visualization and
human-interaction reasoning into a unique high fidelity system for training incident
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Figure 3.3: The SAP problem.
commanders [35]. Key aspect focuses on adjustable autonomy that refers to an agent’s
ability to dynamically change its own autonomy, possibly to transfer control over a deci-
sion to a human or another agent. DEFACTO is comprised of various transfer-of-control
strategies. Unfortunately this approach is not related to SAP.
ICS is a disaster management tool based on a series of rational bureaucratic principles
for disaster responses. It provides a set of rules and practices to guide the actions of
the various organizations responding to disaster, and creates the necessary division of
labor and coordination mechanisms among them [3]. Basic system objectives and plans
are established at or near the top of the hierarchy and used as bases for decisions and
behaviors at lower levels. The incident commander assesses the situation, identifies con-
tingencies, develops objectives, ascertains resource needs, and generates an initial action
plan [1]. Unfortunately, FEMA provides a set of useful guidelines about practices [9]
but it does not make explicit the design requirements for information systems to make
incident action plan.
3.4 Analyze the SAP Problem
The SAP problem is composed of a number of different dimensions. Fig. 3.3 shows the
conceptual model of components that form the SAP problem. This section analyze and
describe these dimensions.
3.4.1 The Problem Domain
USAR is the problem domain chose by this chapter because of its major role in earth-
quake disaster response. The global goal of USAR operation is to rescue the greatest
number of people who are trapped under the debris of damaged buildings in the shortest
amount of time.
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USAR tasks involves a sequence of dependent tasks: (1) reconnaissance and assess-
ment by collecting information on the extent of damage; (2) search and locate victims
trapped in collapsed structures; and (3) extract and rescue trapped victims; and (4)
transport/dispatch injured survivors to hospitals or refuges. Rescue tasks, also, them-
selves are classifies into three categories: light rescue, medium rescue, and heavy rescue.
In addition, there are other supporting tasks such as road-clearing tasks and fire-fighting
tasks that facilitate and support USAR tasks.
To save a person, it is necessary to define a set of the USAR tasks. Sometimes several
persons are trapped by a destroyed building. USAR tasks are location-based entities
that are distributed in an extensive geographical area.
To accomplish each task needs a considering duration and a specific capability or several
synchronous capabilities. Capability requirements determine what agents are allowed to
to do what tasks.
In this domain, coordination is managing task flow. The “Enabling” dependency be-
tween tasks specifies that when a task is done completely, it makes possibility of perform-
ing another dependent task. In other words, time that a disenabled task gets enabled is
dependent to the finishing time of a task that makes it enabled or released. For example,
the rescue of a trapped person is dependent to the search of that person.
3.4.2 Disaster Response Teams
A variety of responsible or supporting teams are involved in disaster emergency response
and crisis management such as Red Crescent Society rapid response teams, INSARAG
teams [13], volunteer teams, fire-fighting teams, medical services, or road-clearing bull-
dozers. Fig. 3.1 shows the organizational structure of a team. A team is essentially
composed of an IC in the top level of the team and several agents (field units) in the
down level. They cooperate with each other to achieve objectives of the team.
3.4.2.1 Operational units (agents)
Operational or field units/personals of the team are considered geospatial, mobile, and
semiautonomous agents that are distributed in a geographic area. Their main role is to
do tasks using their capabilities in the operational area.
Agents may possess heterogeneous capabilities that allow them to engage in doing tasks
for which they can provide required capability. Moreover, agents execute their ca-
pabilities with different speed. They are categorized according their capabilities and
performance into several agent types: (1) “Reconnaissance”, (2) “Canine Search”, (3)
“Electronic Search”, (4) “light Rescue”, (5) “Medium Rescue”, (6) “Heavy Rescue”, (7)
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volunteer etc.
Agents are required to coordinate their actions with each other for three reasons. First
reason is to manage interdependencies among actions of agents because of dependency
relationships between tasks. Second one is to manage redundant actions for doing joint
tasks. Third reason is to manage agents as shared resources which are assigned to time-
consuming tasks. Efficient coordination minimizes the operation time in which all tasks
are accomplished.
3.4.2.2 Incident commander (IC)
An Incident commander is a human planner who is located at the top node in the
hierarchy of the team. His or her main role is to plan and schedule actions of agents for
coordination of disaster response management. Fig. 3.2 shows the activity diagram of
an IC in a team according to SAP.
The IC has inaccessible, global, and uncertain information about the environment’s
state. His perception/observation of disaster situation is global that is different with
agents’ perception of their local environment.
3.4.3 Geographic Information
The problem domain is done in a geographical environment which includes different ge-
ographic layers such as buildings, city blocks, road network, etc. Each layer is composed
of geographic objects. These layers provide base layers to which to geo-locate tasks
information, agents, strategic action plan and schedule information.
There are topological relationships between spatial objects of geographic layers [8] e.g.
each building is contained within a specific city block while that building is adjacent to
a certain road segment.
3.4.4 Geospatial-Temporal Macro Tasks (GTM Tasks)
Macro tasks information forms the global view/perception of ICs from the tasks envi-
ronment. A macro task is the accumulation of all tasks (enabled tasks and disenabled
tasks) that are from a same task type and are spatially contained within a specific geo-
graphic object in a definite time. Topological relationships between geographic objects
enable the ICs to extract and present macro tasks information for different geographic
layers.
A macro task indicates the total number of capability requirement for doing a set of
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Figure 3.4: The task flow diagram of geospatial-temporal macro tasks of a geographic
object in a definite time.
homogenous tasks. It gives an estimation of number of required teams and an estima-
tion of operation duration. Because of the temporal environment, the enabled amount
and the disenabled mount of macro tasks vary over time. It leads to a series of discrete
temporal macro tasks.
Four sources generate tasks information: 1) estimate and forecast, 2) observe and gather
tasks data directly, 3) information shared by other teams, and 4) fuse and integrate in-
formation.
Macro tasks have the “enabling” dependency among themselves in the USAR problem
domain. Fig. 3.4 shows a task flow of six GTM tasks which are defined for a geographic
object. It is clear for e.g. both “Reconnaissance” enabled tasks and “Reconnaissance”
disenabled tasks can release and discover “Search” tasks which are disenabled.
3.4.5 Strategic Action Planning
The goal of SAP is to coordinate agents of a team by a strategic action plan which is
made by the IC of the team using global vision.
The concept of SAP proposed by this chapter is close to incident action planning process
[9], [12]. An incident action plan (IAP) It is built by an incident command system on
five phases: (1) Understand the situation; (2) Establish incident/response objectives
(priorities, objectives, strategies, tactics, tasks, and work assignments); (3) Develop the
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plan; (4) Prepare and disseminate the plan; (5) Execute, evaluate, and revise the plan.
SAP assigns/allocates a subset of agents to a subset of GTM tasks. SAP includes two
phases: (1) to specify human high-level strategy guidance and (2) to execute and adapt
the specified strategy [22].
A strategic action plan constrains and limits behaviors and actions of agents. It is
obvious that a strategic action plan strongly influences performance of the team. IC, so,
plays a major role in defining good strategy, smartly executing strategies, monitoring
the situation, and refining and adjusting strategies to adapt crisis situation.
3.4.5.1 High-level strategy
High-level strategy guidance enables an IC as a human planner to express and encode
his or her intuition for SAP. A strategy is composed of a set of parallel threads which
are prioritized from high to low according to their importance. Furthermore, threads
can operate in parallel during execution based on agent availability. A thread, itself,
is composed of a unique ranking, a sub-team (a subset of agents), a sub-objectives (a
subset of task types), and sub-locations (a subset of geographic objects). Agents may
engage in several threads because of restricted resources.
A strategy decomposes a difficult and complex problem into simpler problems that can
be solved by traditional AI techniques and automated systems. In another word, high-
level strategy guidance partitions and decomposes the whole problem space into a set
of small problems under human supervision. Decomposition of a coordination problem
into some threads generates two new types of interdependency among threads: 1) agents
who are shared among threads and 2) “enabling” dependencies that are formed among
GTM tasks of threads.
3.4.5.2 Strategic action plan
A strategic action plan is the problem of appropriate assignments of agents to threads in
a definite time. Because agents are shared among threads, an agent should be allocated
to only one thread in a time. As a result, it is necessary for the IC to dynamically
execute the specified strategy and adapt the made strategic plan regarding new disaster
situation and availability of agents by optimally assigning agents to threads or smartly
releasing agents from their thread into the next thread.
Assignment of a specific thread to a specific agent forces that agent to adapt his behaviors
and actions regarding the thread definition. The made strategic plan will be sent from
operation center (incident command post) to each agents so that they can make their
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own tactical plan/decision for distributed multiagent coordination for doing tasks in the
tactical level.
3.4.6 Action/Tasks Schedule
Strategic action scheduling estimates operation time (makespan) and assign (allocate)
agents to time-consuming GTM tasks according to the made strategic action plan.
Strategic action scheduling does not fully schedule detailed actions of agents for do-
ing tasks in the tactical level.
The structure of a strategic action schedule contains assignment (allocation) informa-
tion as follows: (1) location (geographic object) of the GTM task; (2) task type of the
macro task; (3) start time; (4) finish time; (5) amount of tasks which are going to be
done during this duration; (6) a set of agents who are assigned to this schedule; and
(7) amount of dependent tasks which will be released/discovered within this location.
The key point is that strategic action scheduling can be applied to different geographic
layers.
Because of the geospatial, temporal, and macro aspects of tasks, strategic action schedul-
ing takes into account eight rules. (1) More than one agent can be assigned to a GTM
task, in fact, assigned agents form a coalition to execute this decision cooperatively; (2)
Assignments are dynamic. It means that over time, new agents can join the coalition
which have been scheduled for the GTM task; (3) Agents assigned to a GTM task are
kept for that task until all task are accomplished; (4) Scheduling should follow the made
action strategic plan; (5) Agents need a considering amount of travel time to reach a
GTM task by moving from one point to another via the road network; (6) heteroge-
neous agents provides different capabilities which are required for heterogeneous tasks;
(7) A coalition formed by many and professional agents can do a GTM task faster than
another coalition; (8) GTM tasks may have a dynamical number of enabled tasks and
a dynamical number of disenabled tasks because some agents may complete some tasks
while other agents may release new tasks.
3.5 Data Modeling of the SAP Problem
3.5.1 Background to Data Modeling
The software engineering uses the data model in two related senses: 1) description
of the objects represented by a computer system together with their properties and
relationships and 2) a collection of concepts and rules used in defining data models.
The main aim of data models is to support the development of information systems
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by providing the definition and format of data. Data models are categorized to four
types: 1) database model, 2) data structure diagram, 3) entity-relationship model, 4)
geographic data model, 5) generic data model, and 6) semantic data model.
Data Structure Diagram is a diagram of the conceptual data model which documented
the entities and their relationships, as well as the constraints that connects to them.
That are several data modeling languages (and data modeling diagrams) that include
the Unified Modeling Language (UML). The UML is a standardized general-purpose
modeling language in the field of software engineering. It includes a set of graphic
notation techniques to create visual models of object-oriented software-intensive systems.
3.5.2 The SAP Data Model
The SAP data model is the contribution of this chapter. Data modeling of the SAP
problem, which was analyzed in the previous section, results in a SAP data model. Fig.
3.5 and Fig. 3.6 show the UML class diagram of this data model. Classes and rela-
tionships are presented in Fig. 3.5, and the attributes of these classes are shown in Fig.
3.6.
3.5.3 Describe the SAP Data Model
To have a better understand of the SAP data model, detailed information is given by
the following subsections. It helps us to get better insight of classes, relationship among
classes, and types of information provided by a certain class. It provides basic and
fundamental knowledges for us to design and implement problem-solving algorithms.
Future works such as [30? ] need to know how to get and extract required data from
the data model, how to design algorithms, how to deal with a database that support the
SAP information, etc.
We classified the designed classes into the eight groups to model, formulate, and present
the eight dimensions of the SAP problem as Table 3.2 shows.
3.5.3.1 Urban search and rescue domain
Modeling the problem domain is done using the “taskType”, “capabilityType”, and
“taskDependency” classes. Instances of these classes are initially defined by human
users.
The “capabilityType” class is used to define a set of capability types which the problem
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Figure 3.5: The SAP data model based on an UML class diagram: classes and
relationships.
.
domain requires. Capabilities are applied for two purposes: 1) capabilities are required
by tasks and 2) each agent provides a subset of capabilities. The “capabilityType” class
connects the “taskType” class with the “agentCap” class. It, so, enables the system to
identify or recognize what agents are eligible to take part in carrying out what tasks.
The “taskType” class defines all types of task which the problem domain includes. A
task type needs a collection of capabilities (List <string> CapTypeIds) to do it. A
specific task type may need either only one definite capability or several synchronous
(simultaneous) capabilities in order to accomplish one unit of this task-type in a con-
sidering duration of time (the “duration” attribute). Duration of a task type includes
uncertain information with the “p” probability.
The “taskDependency” class states dependency relationships among task types. It ab-
stractly formulates all interdependencies among GTM tasks that are contained within a
geo-object in common. The “enabling” dependency and the “facilitating” dependency
between tasks are considered in coordination of agents.
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Figure 3.6: The SAP data model based on an UML class diagram: Attributes of
classes.
3.5.3.2 Team
The aim of this dimension is to model the structure of a disaster response team using
four classes: “agentCap”, “agentType”, “agent”, and “team”. The IC of a team initially
specifies the structure of his team.
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Table 3.2: Grouping the classes of the SAP data model with regard to the components
that constitute the SAP problem.
















4- Geospatial-Temporal Macro Tasks
macroTask
temporalMacroTask
5- Human High-level Strategy Guidance
thread
strategy
6- Strategic Action Plan threadAssignment
7- Strategic Action Schedule
temporalMacroTaskAssignment
legalAssignment
8- States of the World stateNode
The “agentCap” class formulates all kinds of capabilities (skills or actions) which agents
may possess within the team in the problem domain. An instance of the “agentCap”
class indicates that how many (the “amount” attribute) of what capability or capabili-
ties (List <string> CapTypeIds) are done with what speed.
The “agentType” class classifies agents according to their capabilities into different agent
types. An agent type may have one capability type or several ones (List <agentCap>
AgentCaps). It, also, indicates that in a time, an agent can select and use one capability
type of its all capability types as its action.
The goal of the “agent” class is to present all agents which the team consists of. An
agent has a certain agent type that specifies its capabilities domain. Because of uncer-
tainty in data, approximate and real time location (“realtimeLocationId”) of agents is
defined by an adjacent segment (street segment).
The down level of the team is composed of a number of agents (List<agent>Agents team).
Because a team includes a subset of goals in a part of the disaster-affected area, the
“team” class is associated with the “zone” and “taskType” classes.
3.5.3.3 Geospatial information
The “building”, “cityBlock”, “segment”, “zone”, and “shortestPath” classes organize
some important geographic layers. The major role of GIS, here, is to provide efficient
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tools for the incident command post to implement, develop, share, and manage a geospa-
tial database that contains geographic information and location-based data.
Instances of these classes are geospatial objects which are distributed in the area. These
classes enable six goals: 1) geo-visualize geographic information on GIS thematic maps,
2) present and manage non-spatial information which is associated to geographic in-
formation, 3) present spatial relationships, 4) compose a set of macro tasks for each
geographic object, 5) integrate tasks information from one layer for another, and 6)
view and percept tasks information in different geographic scales. Each geographic ob-
ject comprises a set of macro tasks (List <macroTask> ).
Each instances of the “shortestPath” class indicates a shortest distance that is between
centers of two segments in a road network in a definite time. GIS calculates these in-
stances for the road network. Blockage states of roads change over time because some
blocked roads are cleared by road-clearing teams (bulldozers).
3.5.3.4 Geospatial-Temporal macro tasks
The “macroTask” and “temporalMacroTask” classes model and formulate geospatial-
temporal macro (GTM) tasks.The Directed Acyclic Graph (DAG) was applied to present
GTM tasks. A set of tasks with dependencies can be modeled by a DAG that is a directed
graph with no directed cycles [19]. A task represents a vertex in the DAG; a directed
edge (u,v) represents the dependency between two tasks and implies that task u must
be completed before task v. Other complement information such as costs, duration, and
deadline can be defined for each vertex.
A macro task has a definite task type. An macro task is composed of a set of temporal
macro tasks (List <temporalMacroTask> TemporalMacroTasks) that specify a series of
quantitative information of these accumulated tasks which are located within a definite
geographic object (the “geoObjectId” attribute).
An instance of the “temporalMacroTask” class specifies quantitative information about
its macro task. It defines how many enabled tasks (the “enabledAmount” attribute) and
how many disenabled tasks (the “disenabledAmount” attribute) with a specific task-type
are observed or estimated in a specific time (the “updatedTimeG0” attribute). Any
change in quantitative information (“enabledAmount” or “disenabledAmount”) leads
to a new instance of “temporalMacroTask”. An instance of this class may contain one
instance of the “temporalMacroTaskAssignment” which is calculated by strategic action
scheduling algorithms.
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3.5.3.5 Human high-level strategy
The “strategy” and the “thread” classes express and encode human high-level strategy
guidance. These classes enable the IC to specify a high-level strategy which is used in
strategic action planning.
A strategy is composed of a collection of threads (List <thread> Threads) that encode
and formulate human’s intuition. A strategy partitions a complex planning problem into
some interdependent, parallel, and prioritized threads.
A thread defines a sub-problem. It essentially comprises four attributes: 1) the “threa-
dId” attribute: a unique ranking id that shows its priority among other threads, 2) the
“AgentIds defined“attribute: a subset of agents who are permissible to act in the thread
domain, 3) the “TaskTypeIds defined” attribute: a subset of task types that define a
goals domain, and 4) the “ZoneIds defined” attribute: a subset of zones that define a
geographic scope. Associations of the “thread” class with the “agent”, “taskType”, and
“zone” classes are necessary relationships to model this dimension.
3.5.3.6 Strategic action plan
The “threadAssignment” class formulates a strategic action plan. Assignment (alloca-
tion) of agents to threads results in a strategic action plan. This process is done either
by the related algorithm or by human planners.
A strategic action plan is enclosed by the “stateNode” class that it enables the system
to extract information of start time or finish time of the made strategic action plan.
For each thread, there is an instance of the “threadAssignment” class in a definite
time. This class is associated with a subset of permissible agents (List <string> Agen-
tIds assigned) who are assigned to this thread.
It is important to take into account three facts. 1) An agent can be associated with one
thread in a time. 2) Thread assignment is not a scheduling problem. 3) Agents, who are
assigned to a particular thread, are responsible for doing a subset of tasks which their
thread defines.
3.5.3.7 Strategic action schedule
The “temporalMacroTaskAssignment” and “legalAssignment” classes model a strategic
action schedule. Instances of these classes are calculated by strategic action scheduling
algorithms.
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An entity of the class “temporalMacroTask” class can comprise an entity of the “tem-
poralMacroTaskAssignment” class. This class consists of four properties: 1) the “start-
Time” attribute: start time of operation, 2) the “finishTime” attribute: finish time of
operation, 3) the “doneAmount” attribute: a number of tasks which are estimated to be
done, and 4) the “LegalAssignments assigned” attribute: a subset of legal assignments.
The “legalAssignment” class is associated with the “temporalMacroTaskAssignment”
class and the “agent” class. A legal assignment states an assignment of an agent to
a GTM task. This class class includes other detailed information such as maximum
capability which an assigned agent can provide for the GTM or time which an assigned
agent can start doing the GTM tasks.
3.5.3.8 State of the world
The “stateNode” class is used to model and simulate states of the environment. This
class is used by search algorithms to find an optimal strategic action plan.
The class includes dynamic elements of the SAP problem. A state node essentially
includes five properties: 1) start time, 2) finish time, 3) a team, 4) a strategic action
plan that is made and valid during its duration, 5) the segments with their own macro
tasks for strategic action scheduling, and 6) the parent node id.
3.6 Evaluation of the SAP Data Model
3.6.1 Objective of Evaluation
It is necessary to evaluate the quality of the SAP problem data model especially from the
completeness point of view. The completeness factor refers to whether the data model
contains all information required to support the required functionality of the system
[26]. We consider some questions including 1) whether this data model is applicable?,
2) how to use the SAP?, 3) how data are produced by who (human, algorithms, or other
information systems) and when?, 4) how to present/visualize the data, 5) whether this
data model successful satisfies the defined requirement, 6) how a system or problem-
solving algorithms can be developed using this model, and etc?
This section aims to show that the SAP data model is practical, useful, and efficient
in development of SAP problem-solving approaches. The evaluation consists of several
steps that include proposing, developing, and applying the GICoordinator [30] for a
simulated scenario. This section dedicated to description of these steps.
Chapter 3. Data Model for Strategic Planning and Scheduling 44
3.6.2 GICoordinator: A GeoSpatial Intelligent Coordinator
GICoordinator, as a GIS-based intelligent assistant system, assists an incident comman-
der in coordination of a team of field units in the domain of disaster emergency response
in especial in urban search & rescue operations [30]. This spatial intelligent system
supports the IC with intelligent algorithms for action planning and task scheduling for
centralized coordination of a team in a dynamic and spatial environment [31? ]. Also,
it applies a spatial database for geographic and location-based information management
and uses GIS functions to support development of these spatial intelligent algorithms.
An IC is equipped with a computer that runs an instance of GICoordinator. An commu-
nity (society or organization) of distributed GICoordinators presents distributed teams
[32]. A simple version of this agent has been developed for the field units [? ].
Development of the proposed approach includes development of the GICoordinator, de-
velopment of a spatial database, implementation of a base GIS, and integration GIS with
the GICoordinator. The SAP problem data model was applied by an object-oriented
programming language to develop the GICoordinator. The SAP problem data model
was implemented by the Microsoft SQL server to develop a base spatial database for
achieving four objectives: 1) organize data (geographic information and non-geographic
information) , 2) implement a base GIS, 3) integrate GIS with the GICoordinator, and 4)
support human-GICoordinator interaction. A base GIS was connected to the database
to provide efficient GIS tools for the IC. Integration of the GIS with the GICoordinator
is done by this database which is shared between them.
3.6.3 Simulation of a SAP Problem
Simulation, as a method, enables us to apply the proposed approach for a SAP problem
data model simulated for an USAR scenario. Simulation includes the following steps:
1) prepare geospatial information, 2) define the domain problem, 3) initiate a team, and
4) estimate GTM tasks using some loss estimation models [24],[25]. Related data are
defined or initialized by the human planner and are inputted to the spatial database.
A part of the district 17 of the city of Tehran was chosen to be the case study whose area
equals to 0.62 square kilometers. Geographic layers of this area, which are prepared in
GIS, were exported to the spatial database. Shortest distances among centers of road
segments and topology relationships among geographic information were extracted using
abilities of GIS.
Next step was to define information of the USAR domain, which is composed of five
task types. Table 3.3 presents the task types and their capabilities requirements.
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Table 3.3: Task types of the problem domain.
Capability Requirements
Task-Types ∆ t C0 C1 C2 C3 C4 C5
T0 10 1 0 0 0 0 0
T1 20 0 1 0 0 0 0
T2 30 0 0 1 0 0 0
T3 70 0 0 0 1 0 0
T4 110 0 0 0 0 1 0















Table 3.4: Agent types and their features
Capabilities
Agent-Types speed C0 C1 C2 C3 C4 C5
A0-Reconnaissance
4 1 0 0 0 0 0
1 0 0 0 0 0 1
A1-CanineSearch
1 1 0 0 0 0 0
3 0 2 0 0 0 0
A2-ElectronicSearch
1 1 0 0 0 0 0
2 0 1 0 0 0 0
A3-SlightRescue
1 1 0 0 0 0 0
1 0 1 0 0 0 0
4 0 0 1 0 0 0
A4-MediumRescue
1 0 0 1 0 0 0
2 0 0 0 1 0 0
1 0 1 0 1 0 0
A5-HeavyRescue
1 0 0 0 1 0 0
3 0 0 0 0 1 0
A6-Ambulance 1 0 0 0 0 0 4
A7-Volunteer
1 0 0 0 0 0 1
1 0 0 1 0 0 0
A flexible team was initiated for USAR. It consists of 12 agents. Table 3.4 shows the
agents and capabilities which they provide. It was assumed that all agents are free and
are located in the incident command post in this snapshot. Location of agents is dis-
played in Fig. 3.7.
Final step was to estimate (simulate) macro tasks which are distributed in the area
and are summarized and aggregated based on street segments. It was done in two steps:
1) estimate GTM tasks geo-located to buildings and 2) extract GTM tasks information
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Figure 3.7: A thematic map of distribution of “search” macro tasks of the segments.
for segments using GTM tasks of buildings . First, GICoordinators executed a sim-
ple loss estimation algorithm to generate GTM tasks information for buildings. Then,
an integration information algorithm was executed by GICoordinator to extract GTM
tasks information of segments by summarizing and integrating GTM tasks information
of buildings. Finally, the simulated operational area includes 1144 damaged buildings
containing 5401 macro tasks, 53 roads segment including 297 macro tasks, and 4 oper-
ational zones with only 24 macro tasks. Fig. 3.7 shows a map of the simulated SAP
problem.
For an example, Fig. 3.8 shows a map which highlights a segment and several buildings
that are adjacent to the segments. 210 macro tasks estimated/observed for 43 buildings
are integrated to extract at most 6 macro tasks of USAR operation for the segment ‘s316’
at the time 0. The “T3-MediumRescue” macro task means that 4 medium rescue tasks
(for rescuing 4 persons who have been located by search teams) are released and are
ready to be done by appropriate teams along this segment, but 14 those are not enabled
but are estimated to be released/discovered by “Search” operation. It is estimated that
all of the 74 search tasks (17 enabled amount plus 57 disenabled amount) have to be
accomplished in order to release (get enabled) all of the 35 disenabled rescue tasks.
Fig. 3.9 presents an algorithm to extract GTM tasks information for a definite seg-
ment by integrating GTM tasks information of building which are near this segment. In
real world, city blacks have spatial topological relationships with zones objects.
3.6.4 Visualize the Simulated SAP Problem
Abilities and analytical tools of the GIS enable the IC to visualize and analyze the SAP
problem information in order to get better awareness/perception of the global situation.
In additional, the GICoordinator provides some data integration and information fusion
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Figure 3.8: A GIS map of the macro tasks of the segment “se279”.
algorithms/tools applied to the database.
Fig. 3.7 and Fig. 3.10 present GIS-created thematic maps of the simulated SAP
problem. It consists of the zones layer, the segments layers, location of 12 heterogeneous
agents, and spatial distribution of macro tasks. This map models and presents the
environment/situation which the IC is faced for coordination of actions of agents in
order to accomplish tasks in a minimum time.
3.6.5 Apply the System for Strategic Action Planning and Scheduling
There are two significant benefits to apply the GICoordinator for strategic action plan-
ning problems: 1) human-machine collaboration for making a new strategic action plan
& schedule and 2) automated update of the made strategic action plan. GICoordinator
tries to provide a solution for the work flow presented in Fig. 3.2.
3.6.5.1 High-level strategy guidance specification
SAP, which results in a new strategic action plan and a new strategic action schedule, is
done by collaboration between the GICoordinator and the IC. First, the IC specifies a
strategy after he or she perceives the problem space using the GIS. Strategy information
is inputted into the GICoordinator via the provided interface.
Table 3.5 shows the human’s strategy for coordination of the team. The strategy is
composed of four threads that formulate and encode the human’s intuition and initiative
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Figure 3.9: A algorithm for integrating macro tasks information of buildings in order
to extract new macro tasks information for a road segment.
for coordination of agents. The first thread states that the top-ranking objective for the
team is to do reconnaissance operation located in two operational zones zo1, zo2. To
accomplish this objective and do relevant tasks, any subset of the six agents ag0A0,
ag1A0, ag2A1, ag3A1, ag4A2, ag5A2 is allowed to be assigned to this objective. The
second thread expresses the second-ranking objective that is to carry out all search
operation contained within the same operational zones; and any coalition composed of
the six agents ag2A1, ag3A1, ag4A2, ag5A2, ag6A3, ag7A3 are permitted to be allocated
to this thread. The third thread specifies that three kinds of rescue operation should
be performed within the zone 1 and the zone 2. To achieve this objective, any subset
of six agents can be assigned to this thread-definition. The last thread presents the
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Figure 3.10: Using GIS for 3D visualization of agents, buildings, street networks
(segments), city blocks, and zones geographic layers that compose the region 17 of
Tehran.
low-ranking goal which the IC defined for the team. It states that all five task-types of
USAR which are within two zones 3 and 4 can be done by any subsets of six agents.
The four thread-definitions partition the SAP problem into four prioritized, parallel,
and dependent sub-problems.
To specify the four threads, the IC takes into account two important facts: 1) agents
availability and 2) enabled tasks. The agents shared among threads and the tasks
dependencies among thread-definitions make the four threads interdependent completely
or partially. For an example, agent “ag4A2”, who has the different capabilities, is
defined and shared among the first, second, and fourth thread-definitions. Rules let this
agent, first, be assigned to the first thread-definition, and then this thread releases this
agent into the second thread as the next, specific, and lower-ranking thread-definition.
Consequently, it takes time for the agent “ag4A2” to become available for the fourth
thread in order to accomplish its objective. For another example, the second thread is
completely dependent to the first one. Reconnaissance operations specified by the first
one release/enable the search operation defined by the second one. Agents assigned to
the third thread have to wait for agents who can release/discover their rescue tasks by
accomplishing search operation defined by the the second thread-definition.
There is an interesting point that the actions domain of a definite agent such as “ag10A5
is limited and identified by thread-definitions in time, space, and goal. For example, the
third thread lets this agent do only three types of rescue operations within only two
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Table 3.5: A high-level strategy composed of 4 threads which is specified by the
incident commander for strategic action planning and scheduling.





























zones 1 and 2. If this autonomous agent is assigned to third thread-definition, he will
have a partial autonomy.
3.6.5.2 Optimal assignments of agents to threads
The second step for SAP and making a strategic action plan is to execute the human-
specified strategy by optimally assigning the 12 free (released) agents to the 4 threads
according to the SAP problem information and the human’ strategy. Quality of thread-
assignments affects the operation time (makespan) for the whole problem. Therefore,
the key question arises here: which idle agents should be assigned to which thread in
this time? Is it a smart choice for a thread to keep a maximum number of available
agents for itself and release unwanted agents into the next thread?
Because this decision-making is difficult for the human (IC), the GICoordinator runs
a set of sophisticated search algorithms to find an optimal solution for this problem.
Calculated information includes three types of information: 1) a number of temporal
sets of strategic action plans (the “threadAssignment” class), 2) a number of temporal
sets of strategic action schedules (“temporalMacroTaskAssignment” and “legalAssign-
ment”), and 3) overall operation time. These data update the spatial database and are
presented for the IC to evaluate and understand the evolution of the defined strategy.
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Table 3.6: Two temporal strategic action plans (allocation of agents to threads)
calculated by the assistant software agent.



















This functionality of the GICoordinator supports the IC to make a good strategy by
refining and adjusting his strategy.
Table 3.6 shows two temporal and optimal strategic plans by optimal assignments of
agents to the threads. They are computed by the GICoordinator. The first strategic
plan is made for the current time “0”; it states that the GICoordinator has decided to
assign ag0A0, ag1A0, ag2A1, ag3A1, ag4A2, ag5A2 as a maximum and possible number
of agents to the first thread, and then it released the remained agents into the second
thread-definition. But, it calculated that the best decision is to keep only the agent
“ag7A3” for this thread and send others to the next thread. All available agents are
assigned to the last thread. The search algorithms estimate that the current strategic is
valid until time 579, and the second new strategic plan made should start at this time.
The GICoordinator adapted the strategic plan with the updated states of the world.
The result is to release the agents ”ag0A0”, ”ag1A0” from their thread.
Strategic action plans of the agents are extracted from the SAP problem data. E.g. the
strategic action plan of the agent ”ag2A1” states that this agent, first, is sent to the
zone 1 and 2 to do reconnaissance operation from time 0 until 560, and then it has to
attend the fourth thread to perform five types of USAR operation located in the the
zone 3 ,4 from time 579 to time 596. This plan estimates that this agent will not be
used by the team in USAR after this time anymore.
3.6.5.3 Strategic action scheduling
The GICoordinator calculates a new strategic action schedule by assignment of GMT
tasks to agents. Whenever a new strategic action plan is made, the GICoordinator runs
a set of heuristic algorithms to assign macro tasks of segments to agents considering the
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Figure 3.11: A graph of temporal assignment of agents to macro tasks of segment
“se279” as a strategic action schedule.
simulated SAP data and the strategic plan. These algorithms change the state of the
worlds (agents, tasks).
We selected the segment “se279” to present an example of strategic schedule information.
Fig. 3.11 shows temporal assignments of agents to macro tasks located in this segment.
Using the GIS, information of strategic action schedules of agents is visualized on
thematic 3D map to make a good vision of the SAP problem.
3.6.6 Automated adaption of the strategic action plan
Uncertain and dynamic situations in USAR environment disturb the current strategic
action plan, which is made for the current time and is executed by the agents. It is
necessary to refine and adapt this strategic plan to new situations. Therefore, three key
questions arise in this requirement: 1) is a right time to release agents from their thread
and make a new strategic plan? 2) Which agent should leave its thread-definition? 3)
Which thread is required to release its agents?
The role of the GICoordinator is to continuously and autonomously monitor the SAP
problem data, which are updated over time, in order to address these questions. If
the strategic plan is required to be adapted, the GICoordinator will re-make optimal
thread-assignments according to the updated the SAP problem.
The applied this feature in its search algorithms to recognize the right time for releasing
agents from their thread.
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3.7 Discussion
The SAP problem data modeling follows two objectives: 1) formulate and model the
SAP problem for coordination of a disaster response team and 2) provide a framework
to support development of intelligent software systems for making strategic action plans
& schedules.
Efficiency of proposed approaches is dependent on two main criteria: 1) quality of data
and 2) efficiency of algorithms. The SAP problem data model enables and supports
implementation and development of these main criteria.
The SAP problem data model can be considered an appropriate framework or approach
to be used for modeling other related SAP problems. Although this chapter focused and
analyzed a specific SAP problem, the designed SAP problem data model can be modified
and refined to address new requirements such as fire fighting teams, flood evacuation
operations, resource allocation problems, medical emergency transportation operation,
road-clearing vehicles, coordination problem among distributed ICs of multiple teams,
new types of information, tactical decision making, or even military operations com-
mander.
GTM tasks include uncertainty, simplicity, and approximation information because tasks
are abstracted from a low geographic layer into a higher one. But they are important
and useful for an IC to reach two goals: 1) efficient visualization of situation awareness
and 2) fast but approximate calculation/estimation.
The grammar of threads, which encodes human’s intuitions for solving complex prob-
lems, is essentially composed of the four types of information in the designed SAP
problem data model. It makes possible to formulate other insights of ICs e.g. specifica-
tion of new constrains or specification of the type of actions scheduling.
The “threadAssignment” class models information of allocation of coalitions to sub-tasks
in sub-locations for a duration. Because of spatial topology relationships between geo-
graphic objects, strategic action plans can be extracted for different geographic layers.
Information of this class can be integrated with internal beliefs and behaviors of agents.
The SAP problem data model enables an information system to extract and mine new
information from the database and display them for ICs. In addition, it can be used
in development of disaster management system [28] and incident commander decision
support systems.
3.8 Results
Fig. 3.5 and Fig. 3.6 show the contribution of this chapter. The SAP problem data
model addresses the two research questions stated in section 1. It includes five new
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findings that denote the contribution and originality of this chapter.
First finding is to analyze the SAP problem and design the SAP data model for model-
ing the SAP problem data. The SAP problem data model is important and critical for
develop any approach for strategic action planning in a team for coordination of disaster
emergency response management.
Second one is to model geospatial-temporal macro tasks by the “macroTask” and “tem-
poralMacroTask” classes and integrate with other classes. They are used for five pur-
poses: 1) present a set of tasks summarized and distributed in geographic objects, 2)
extract and integrate tasks information from one geographic layer for another layer
according to their spatial topological relationships, 3) organize and manage temporal
changes in tasks and estimate their effects on dependent tasks, 4) create thematic maps
and extract new information, and 5) use for strategic action scheduling.
Third finding is to encode and formulate human high-level strategy guidance by the
“thread” and the “strategy” classes and integrate them with the data model. These
classes enable human agents engage in the planning process and collaborate with an
automated information system. These two classes integrate human’s intuition and ini-
tiative in the data model and enable the automated system to apply them for making
an optimal strategic action plan.
Next finding is the “threadAssignment” classes to model a high-level strategic action
plan. This class constrains agents’ behaviors by allocating them to threads.
The “temporalMacroTaskAssignment” and the “legalAssignment” classes are the fifth
finding. These classes present a strategic action schedule and are integrated with other
classes to form a complete data model of the SAP problem.
3.9 Conclusion
The SAP problem data model tried to model the strategic planning problem in coor-
dination of an emergency response team during emergency response management. It
is required to develop intelligent software systems that collaborate with the humans
to address the SAP problem by good strategy specification, optimally strategic action
planning, and automated adaption. This data model is a focus on a specific problem,
but it can be refined to address other ICs’ requirements.
Future work includes three directions. First one is to address the problem-solving al-
gorithms that intend to make strategic action plans and schedules. The proposed ap-
proaches will use the SAP data model. Second work may be to improve the SAP problem
with regard to new requirements or demands e.g. resource allocation problem, coordi-
nation of distributed teams, or integrating the SAP data model with field units decision
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support systems, The last idea is to integrate the spatial database of the GICoordina-
tor with information systems and develop proper algorithms for data data/information
extraction and integration in order to get required information for this system from
distributed data warehouses.
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Chapter 4
Intelligent Algorithms for
Assignment of Field Units to
Human Strategy
4.1 Abstract
Problem: Multi-agent coordination is an important issue in the domain of disaster emer-
gency response operations where a a team of agents (field units or robots) aims to achieve
a joint objective. Therefore the responsibility of incident commander is to 1) specify
a good strategy composed of a number of threads (a set of prioritized sub-problems),
2) appropriately assign/allocate agents to these threads as a strategic decision for con-
straining agents to specific threads, and 3) timely release proper agents from assigned
threads in order to adapt a strategic decision to the new situation.
Objective: The purpose of this chapter is to present an intelligent algorithm that assists
the human in multi-agent coordination by providing two key issues: 1) automatically
calculate and present a set of feasible alternatives for selecting a choice as a strategic
decision in a definite time and 2) autonomously and timely identify a subset of assigned
agents that should be released from their threads in order to refine a strategic decision.
Method: This algorithm expands a decision tree from an state node in which a thread
(or several threads) has received a set of new agents either from the IC or from the
higher thread. Each thread, which is associated with one level of the decision tree with
a number of nodes, calculates a set of efficient coalitions using all available agents and
generates a new node per a coalition to show which agents are allocated to this thread and
which ones are released into the lower thread. In real time, this algorithm continuously
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observes and monitors the task environment to identify a subset of assigned agents that
can not provide any efficient capabilities for their threads and should be released into
next threads.
Results: To get better insight, this chapter applied this algorithm for the coordination
problem of a team in a simulated search & rescue scenario in an earthquake disaster-
affected area where the team’s goal is to save trapped people who are distributed in five
operational zones. The result was an infinite set of alternative scenarios per a human-
defined strategy. The calculated alternatives were presented for the IC to select a choice
according to his intuition or to delegate the system to search for the optimal one.
4.2 Introduction
Review of the past disasters (natural or human-made) shows that coordination of disaster
emergency/crisis response operations is a significant and essential issue. A responder
team such as INSARAG (International Search and Rescue Advisory Group) [7] that
comprises an IC (Incident Commander) and several field/operational units, which are
called agents in this chapter, is faced with the problem of carrying out spatially dis-
persed tasks under evolving execution circumstances in a manner that achieves a joint
objective in a minimum time. Coordination is the act of managing interdependencies
among activities performed to achieve a goal [11]. To maximize the global payoff, five
types of coordination are considerable to be manged within the team: 1) tasks depen-
dencies, 2) actions dependencies, 3) redundant actions, 4) information sharing, and 5)
agents allocation [15]. Inefficient coordination results in idle agents, conflict between
actions, or redundant activities, and consequently operations take a very long duration
to be completed. Effective coordination is hard and challenging because of character-
istics which this domain includes such as: uncertainty in outcome of actions of agents,
incomplete information of tasks information, time pressure, limited resources, task flow,
etc [4].
Coordinating a team of different agents is the crucial issue within a team that their aim
is to achieve a joint objective in the domain of disaster emergency response operations.
Centralized multi-agent coordination is the key role of an IC in a team. Three main
responsibilities of the IC include making three types of important decisions: 1) select a
global objective and specify a strategy composed of a number of threads which are a set
of prioritized sub-problems, 2) make a strategic decision by allocation of agents to these
threads for constraining actions of agents to assigned threads, 3) identify a proper time
in which the made strategic decision should be adapted to new situations by identifying
a subset of assigned agents that should be released from their threads and be sent to
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next threads [13], [14]. Human decisions define macro behaviors of the team because
they do not explicitly specify micro actions which should be done by agents. A strategic
decision specifies a domain of actions of agents in order to maximize the global payoff.
Calculation of feasible alternatives for making a strategic decision is a essential process.
These alternatives enables the IC to understand what sufficient options are available in
a time. In addition, in a real-time situation, identifying a right time in which to revise
a strategic decision is a hard and challenging problem for the IC. These two issues are
key for efficient coordination. It is an important issue to caBut it is a difficult and
challenging problem for human because of the complexity of crisis emergency response.
Also a full automated system can not provide any proper solution for this problem and
is not considered a reliable approach for the human.
As a result, it is important and necessary to develop an ideal approach based on mixed-
initiative approaches in which an intelligent system assists the IC in multi-agent coor-
dination and collaborates with him in decision making. This chapter focuses on two
sub-problems and the proposed issues will address them: 1) how to assist the IC and
collaborate with human in appropriate assignment of agents to threads? and 2) how to
support human in the adaption of a thread assignment to the new crisis situation in a
right time?
However, many works have been developed for multiagent coordination especially for
planning, scheduling, tasks assignment, action coordination, decision making, or opti-
mization; unfortunately they do not provide a proper solution for the problem addressed
by this chapter. There are deficiencies which are categorized as follows:
• They aim to fully specify micro actions of agents. But, it is impossible for an I.C
to exactly make all decisions and define detailed actions of agents who are located
in an uncertain and dynamic environment. These agents, which are human or
robots, select and do a best action based on perception they have from their local
environment with detailed information.
• They are automated systems that do not involve human in the loop. The main
obstacle is scale as it is currently infeasible for a fully automated system to ef-
fectively reason about all the possible futures that may arise during execution of
tasks in a complex environment.
The purpose of this chapter is to present an autonomous algorithm. Two main issues
are of importance to apply this algorithm in the centralized multi-agent coordination by
the IC: 1) automated calculation of a set of feasible alternatives for selecting a choice
as the strategic decision in a definite time and 2) autonomous adaption of a strategic
Chapter 4. Intelligent Algorithms for Assignment of Field Units to Human Strategy 63
decision in a right time by identifying a right subset of agents that should be released
from a right subset of threads.
This chapter is organized as follows. To get better insight, section II provides our
motivation in this chapter by introducing a simulated urban search & rescue scenario in
which the IC of a team of four agents is faced with the coordination problem of agents.
Section III reviews some related works. The problem is stated in Section IV in more
detail. The approach and the proposed algorithm are presented in Section V. Section
VI is dedicated to achieved results. Finally, we have a conclusion.
4.3 Motivation
Imagine that an earthquake disaster has occurred in an urban area which is displayed
in Fig. 4.1. Urban search and rescue (USAR) as a major function of disaster emergency
response operations aims to rescue the greatest number of people who are trapped under
the debris of damaged buildings in the shortest amount of time. To save a victim in a
certain spatial location, a sequence of three dependent location-based tasks should be
accomplished simply, and each type of task requires a set of definite capabilities and
a considerable amount of time. Table 4.I lists these task types and their capabilities
requirements. We ignore the deadline for tasks in this chapter.
Figure 4.1: A GIS map of spatial distribution of location-based temporal macro tasks in five
operational zones (road segments) of the disaster-affected area and location of the disaster
response team in the initial state.
A team of four agents has been assigned to five operational areas which are presented by
five road segments displayed in Fig. 4.1. Actions which an agent can do are presented
by capabilities that this agent possesses. An agent can have different capabilities which
are required by tasks. In a time, this agent can execute an action with a definite speed.
Table 4.II lists characteristics of these agents. It was assumed the agents are free (or
idle) and are located in the incident command post.
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Table 4.1: Three Task Types of the Problem Domain.
Task-Type ∆ t Capability Requirements
(minute) C0 C1 C2
T0 5 1 0 0
T1 20 0 1 0









Table 4.2: Capabilities/Abilities of Four Agents.
action Number of Capabilities
Field Unit ID speed C0 C1 C2
a0 2 1 0 0
a2 1 1 0 0
2 0 1 0
a6 1 0 1 0
2 0 0 1
a7 1 0 1 0
2 0 0 1
Shortest distances among six road segments are calculated by GIS and are presented
in Table 4.III. To do spatially distributed tasks, agents need to move from one location
to another through the road network with the moving speed equal to 20. To make the
problem simple, these variables do not change over time. These data are used by the IC
in decision making. This table and related information are provided and are updated
by relevant teams or organization whose activities are to clear road blockages.
Table 4.3: The Shortest Paths (given in meter) among Road Segments in the Geographic
Area Visualized in Fig. 4.1.
s2 s1 s3 s4 s5 s6
s2 0 225 447 764 364 625
s1 225 0 370 687 418 548
s3 447 370 0 343 452 221
s4 764 687 343 0 618 224
s5 364 418 452 618 0 476
s6 625 548 221 224 476 0
A set of LoTeM tasks (Location-based Temporal Macro tasks) are associated to each
road segment. Simply, a LoTeM task is an aggregative task of all tasks with the same
task type which are spatially located within a geographic area such as road segment, city
block, etc [13]. Table 4.IV shows that twelve LoTeM tasks are located to five segments
at the time 0. Information of these tasks forms the big picture that the IC observes from
the task environment. For example, the 10th LoTeM task states that the proximity of
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the the road segment ”s5”, five light rescue tasks are estimated to be revealed and six
tasks are available and ready to be done. Also, it is estimated that if the 9th LoTeM task
(2 not yet enabled amount plus 5 enabled amount) is completely accomplished, five light
rescue tasks will be revealed in the same road segment. Finally, all these information
is presented for the IC in order to provide a timely situational awareness of the world’s
state.
Table 4.4: A Set of Location-based Temporal Macro Tasks which Are Associated with Five
Road Segments Displayed in Fig. 4.1.
No. Location Task-Type Not Yet Enabled Enabled
(Road S.) Amount Amount
1 s1 T0 0 25
2 s1 T2 0 4
3 s2 T1 0 5
4 s2 T2 10 5
5 s3 T0 0 15
6 s3 T1 8 0
7 s3 T2 2 8
8 s5 T0 0 10
9 s5 T1 2 5
10 s5 T2 5 6
11 s4 T1 0 18
12 s4 T2 10 2
First step in coordination of agents by the IC is to specify a strategy. The joint ob-
jective that the IC selects for the team is to rescue all victims distributed in the five
operational areas. Table 4.V presents the human strategy composed of three threads in
order to achieve the defined goal. Thread 1 states that first priority of the team is to
do reconnaissance and search operations at three geographic areas {s3, s4, s5}, and any
appropriate subset (sufficient coalition) of four agents {a0, a2, a6, a7} can be assigned
to this thread in order to accomplish tasks which are spatially distributed within these
areas. The human strategy, also, has defined the agent a2 for three threads. To specify
a strategy, the IC takes into account two important facts: 1) agents availability and
2) enabled tasks. Agents shared among threads and tasks dependencies among threads
make threads interdependent completely or partially. For an example, the search LoTeM
task of the first thread enables/reveals the light rescue LoTeM task of the second thread.
Table 4.5: An Example of Human Strategy with Three Threads Specified by the IC for
Centralized Multi-agent Coordination.
Thread Id a sub- a sub-Goal a sub-
Location (Task Type) Team
1 s3, s4, s5 T0, T1 a0, a2, a6, a7
2 s3, s4, s5 T2 a2, a6, a7
3 s1, s2 T0, T1, T2 a0, a2, a6, a7
The second step in multi-agent coordinating is to execute the human strategy by as-
signment (or allocation) of these agents to threads. We assume that the IC has sent
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four free agents to the thread 1. To distribute agents among threads, the IC applies two
simple methods: 1) select a sufficient subset of available agents for a thread for which
this subset provides a maximum amount of capabilities and 2) select a sufficient subset
of available agents for a thread for which this subset provides a minimum but sufficient
amount of capabilities. The results is a set of two alternatives for selecting a choice as
the final strategic decision as Table 4.VI shows this set. A choice e.g. the 1st alternative
is selected by the IC, and its information is disseminated. This decision constrains all
four agent to the thread 1, so agents are allowed to only do any reconnaissance or search
tasks which are distributed in {s3, s4, s5}.
In this step, the IC is faced with the following questions:
• What alternatives are available for making a choice?
• How to calculate a set of feasible alternatives?
• When to calculate these alternatives?
Table 4.6: Two Kinds of Assignment of Agents (AoA) to the Human Strategy as Two
Alternatives for Making a Choice in Time 0.
AoA to AoA to AoA to
No. Method Thread 1 Thread 2 Thread 3
1 max a0, a2, a6, a7
2 min a2 a6 a0, a7
During operations, the IC continuously monitors the real-time state of the task environ-
ment in oder to identify a right time in which the current strategic decision should be
adapted. This requires the IC to continusely observe real-time and updated information
of the whole environment and identify a subset of assigned agents that should be released
from their threads and enter into next threads. It will result in re-running the strategic
decision making procedure. The IC is faced with the following questions:
• Is it a right time to revise/adjust the strategic decision now?
• Which agents should leave which threads?
• Which thread should receive a released agent?
4.4 Literature Review
The problem addressed by this chapter is completely studied, and also a data model is
designed for formulating the problem [13]. Design of a GIS-based intelligent software
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system, which is called GICoordinator, has been proposed for this problem, and re-
quired capabilities of this system have been defined [14]. These works provide essential
information for this chapter to design and develop any proper algorithm.
The incident commander system is a disaster management tool based on a series of
rational bureaucratic principles for disaster responses [2]. Basic system objectives and
plans are established at or near the top of the hierarchy and used as bases for decisions
and behaviors at lower levels. Unfortunately, FEMA provides a set of useful manuals
and guidelines about practices but it does not make explicit the design requirements
and algorithms for making incident action plans.
STaC is a proper approach that addresses strategic planning problems [10]. There are
two inefficiencies in this approach. First one is that STaC is based on the C TAEMS
that is not perfect for modeling the problem of this problem [13]. Second one is that
STaC selects and automatically assigns an efficient set of agents that provides threads
the minimum capabilities. This kind of decision-making sometimes is a wrong decision
for team because sometimes the best decision is to keep all useful agents to a thread.
There are a few works related to the task assignment problem in a team that are applica-
ble by an IC. A spatio-temporal task allocation algorithm to human groups is proposed
for rescue operations management [18]. The goal of the RoboCupRescue simulation
project is to build a simulator of rescue teams (fire-fighting, police, ambulance) acting
in large urban disasters to to minimize damages caused by earthquake such as civilians
buried, buildings on fire and blocked roads [8]. Unfortunately, these approaches are au-
tomated systems that do not involve human in the planning loop. In addition, decisions
made by this approaches specify actions of agents fully and explicitly.
A few related approaches aimed to be mixed by human teams. A SpDI2A (Spatially
Distributed Intelligent Assistant Agents) is mixed with a field human to form a human-
agent team; and human-agent teams aim to distribute search and rescue tasks among
themselves and assign tasks to proper teams [12]. The goal of COORDINATORS pro-
gram is to create distributed intelligent software systems that help fielded units adapt
their mission plans as the situation around them changes and impacts their plans; and a
single COORDINATOR is partnered with each tactical unit to collaborate and coordi-
nate with other tactical units to optimize needed mission changes [1], [9]. Unfortunately,
these systems address tactical decisions that are not applicable for incident commanders
for strategic planning problems.
DEFACTO incorporates artificial intelligence, 3D visualization and human-interaction
reasoning into a unique high fidelity system for training incident commanders. Key
aspect focuses on adjustable autonomy that refers to an agent’s ability to dynamically
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change its own autonomy, possibly to transfer control over a decision to a human or
another agent [17]. Adjustable autonomy is different with strategic planning problems
which incident commanders try to solve.
4.5 Problem Statement
To get a better insight of the problem, Fig. 4.2 presents the structure of the problem
with which this chapter is faced. Required data and desirable results are shows in this
figure. This section is dedicated to description of these elements.
Figure 4.2: Structure of the problem.
4.5.1 The Problem Domain
The domain of emergency/crisis response is concerned with reducing number of fatalities
in the first few days after disaster (natural or human-made), and USAR (Urban Search
and Rescue) has a significant issue in this domain. USAR operations involves four task
types: (1) reconnaissance and assessment by collecting information on the extent of
earthquake damage, (2) search and locate victims trapped in collapsed structures, (3)
extract and rescue trapped victims, and (4) transport and dispatch injured survivors
to hospitals and refuges; Rescue tasks, also, are classified into three categories: light,
medium, and heavy rescue according to their capabilities requirements.
Teams are often organized hierarchically that this is especially true for command and
control organizations in the military and emergency response. A disaster response team
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such as a firefighting team or INSARAG has a hierarchical structure which is composed
of an incident commander in the top level of the team and some agents in the down
node of the hierarchy.
4.5.2 Agents
In real domains, a team of agents– field units or robots – is faced with the problem
of carrying out geographically dispersed tasks under evolving execution circumstances
in a manner that achieves a high-level objective in a minimum time. These agents are
spatially distributed in a geographic environment, have different capabilities, move from
one location to another, perceive their local environment, execute strategic decisions
made by their incident commander (IC), have partial information of the world‘s state,
make fully decisions about their own actions, coordinate their actions with each other,
cooperate with each other, perform various tasks, and report to the operations center;
In addition, there is an uncertainty in actions duration and outcome of actions. Role of
the IC is to coordinate and control agents because he has a global and big picture of the
world’s state.
Tasks that must be performed are spatially located in geographic objects (building,
road segments, city blocks, or zones), require one capability or several synchronous
capabilities, entail various dependencies, have dynamic and temporal quantities, and
take considering time to be completed. Team members have incomplete and uncertain
information of tasks (spatial distribution, quantity, and duration of tasks), and new
tasks may be revealed by actions of agents or are discovered by them in time and space.
4.5.3 Location-based Temporal Macro Tasks (LoTeM)
Information of LoTeM tasks forms a global picture of the tasks environment for incident
commanders. A LoTeM task is an aggregative task that aggregates a subset of tasks that
has two criteria: 1) identified tasks are from a same task type and 2) theses tasks are
spatially contained within a specific geographic object (or adjacent to a road segment) to
which this LoTeM task is located. LoTeM tasks are encoded by geographic information.
In a definite time, a LoTeM task contains two variables: 1) an ”enabled” number of
tasks and 2) a ”not yet enabled” number of tasks. The enabled variable states that
how many available tasks are observed, discovered, or revealed within an associated
geographic object. Agents can do only tasks which have become enabled. The not yet
enabled amount states that how many homogeneous tasks are estimated to be revealed
or discovered at future. These two amounts have dynamic and uncertain quantities that
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may vary over time because some agents accomplish the enabled part while other agents
may reveal the another part. These amounts give an estimation of a total duration and
total capabilities which are required to do this task type in a geographic area.
There are interdependencies between LoTeM tasks which are associated with a specific
location. For example, reconnaissance LoTeM task (enabled amount plus not yet enabled
amount) can enable the not yet enabled part of the search LoTeM task within the same
geographic area.
4.5.4 Human Strategy
Work flow of multi-agent coordination by the IC is presented in Fig. 4.3. Fist step
is to define a strategy. Strategy specification enables an IC as a human to express
and encode his intuition and initiative for multi-agent coordination and action planning
in order to achieve a global objective. A human strategy partitions and decomposes a
complex problem into a finite set of prioritized sub-problems [10], [13]. A human strategy
specification is composed of a set of threads and a thread contains a unique ranking,
a sub-team (a subset of agents), a sub-goal (a subset of task types), and sub-location
(a subset of geographic areas). Human strategy can allow agents to engage in several
threads.
Figure 4.3: Work flow of multi-agent coordination by the IC.
4.5.5 Feasible Alternatives
Execution of a strategy is the strategic decision-making process. It is the problem of
assignment/allocation of available agents to threads in an explicit time. An strategic
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decision states which agents are assigned to which threads and constrains actions of
agents to threads. It is obvious that an agent is allocated to only one thread. A thread
receives new agents, which are called available agents, from two sources: 1) from the
higher thread that has released them or 2) from the human who has directly entered
them in to the thread.
A thread, as an autonomous entity, can select a sufficient subset of available agents and
sends unwanted ones to the lower thread; but there may be a number of these subsets.
Therefore, a set of feasible alternative scenarios may be existent that present different
kinds of distribution of agents among threads. A feasible alternative can be selected as
a strategic decision finally.
Agents flow from a higher thread to the lower thread through a human strategy. For
example, the human strategy specified in Table 4.V includes three threads as three
simple sub-problems. First, human strategy execution enters/releases e.g. the agent a0
into the thread 1. Then this agent will enter into the thread 2 after the thread 1 releases
it. Finally, this agent will reach the thread 3. Consequently, it takes time for this agent
to reach the thread 3.
4.5.6 Time for Decision Adapting
An agent assigned to a certain thread is kept by this thread till this thread releases this
agent into the next thread as an idle/available agent. The IC has to timely adjust and
adapt a strategic decision to new state of world. It is necessary to detect a right time
for releasing right agents from right threads that this procedure results in making a new
strategic decision in the new time.
4.5.7 Importance of the Problem
Calculation of feasible alternatives and adaption of a strategic decision are two impor-
tant responsibilities of an IC in multi-agent coordination. They are time-consuming
processes. They become harder and more challenging for the IC when the human strat-
egy contains several interdependent threads that require the IC to continuously revise
and re-make strategic decisions under rapidly dynamic situations and time pressure in
decision making. As a result, this chapter focuses on these two significant issues and
states two research questions:
• How to develop an automated algorithm that can calculate feasible alternatives
for making a choice whenever threads receives new agents?
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• How to develop an autonomous algorithm that can monitor the world’s state in
order to identife which agent (or a set of agents) should be released from which
thread (or several threads) within a strategist decision in a right time?
4.6 Problem Formulation
To develop these algorithm, the first step is to formulate the problem. The SAP data
model presents elements of the problem, properties, relationships, and interaction among
these elements with regard to problem data modeling [13]. This data model is used to
support development of the proposed algorithm. Fig. 4.4 shows a part of the UML class
diagram of this data model that is used in this chapter.
Figure 4.4: A part of the SAP data model that is used for the problem formulation [13].
4.7 Approach
Our approach is an automated/autonomous algorithm that assists the IC in central-
ized multi-agent coordination. Responsibilities of this algorithm are presented in Fig.
4.3. The proposed work flow shows a mix-initiative approach in which human and this
intelligent algorithm collaborates with each other on solving a complex problem. This
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algorithm includes two sub-algorithms whose pseudo codes are presented in Fig. 4.5 and
Fig. 4.6.
Figure 4.5: The automated algorithm for calculation of a finite set of feasible alternatives in
making a strategic decision.
Algorithm presented in Fig. 4.5 is an automated algorithm that calculates a finite set
of feasible alternatives in making a strategic decision. It expands a decision tree from a
node in which a thread (or several threads) has received new agents from the IC or from
the higher thread. Thread n of the strategy is associated with the level n of the decision
tree in which it receives from the higher thread a number of nodes which are leaf nodes
of the tree in fact. This thread expands the tree from all received nodes and generates
new nodes for each received node. Each node expresses which agents have been assigned
to higher threads and which agents have been sent into this thread. Finally new nodes
generated by this thread are disseminated to the lower thread.
For each node, this thread, first, extracts LoTeM tasks associated with this thread,
and then it calculates a set of efficient coalitions using all available agents (previously
assigned agents and recently received agents). A efficient coalition is composed of a
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Figure 4.6: The autonomous algorithm for adaption of a strategic decision.
subset of available agents that can provides all capabilities required by this thread with
regard the strategy definition, the state of tasks, capabilities of agents, and the problem
domain. A new node is generated per a coalition to show which agents are allocated to
this thread and which ones are going to be released into the lower thread. It is important
to remember that the state of tasks does not change and all made decisions are related
to a snapshot. A node is modeled by the ”stateNode” class of the data model presented
in Fig. 3.4.
Algorithm presented in Fig. 4.6 is an autonomous algorithm that continuously monitors
the tasks states to detect a right time in which a subset of assigned agents should be
released from their threads. In real time, this algorithm continuously observes and
monitors the task environment that changes over time. It aims to timely identify a
subset of assigned agents that can not provide any efficient capabilities for their threads
anymore. This algorithm sends these unneeded agents to a lowly prioritized thread in
the identified time. A release time indicates that the strategic decision should be refined.
This process results in re-executing the Algorithm of Fig. 4.5.
The following subsections are dedicated to description of sub-algorithms.
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4.7.1 Calculate Macro Tasks
The purpose of Algorithm presented in Fig. 4.7 is to extract LoTeM tasks which are
associated with a definite thread. This algorithms integrates the thread definition with
segments-located macro tasks in order to select a subset of segment-based macro tasks
that are located in the thread. It classifies the selected tasks according to the task types
of the problem domain and aggregates tasks of each group to calculate a new macro
task which is associated with this thread. Table 4.VII shows the achieved result form
execution of this algorithm.
Figure 4.7: The algorithm for extracting a set of macro tasks which is contained by a thread.
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Table 4.7: Temporal Macro Tasks associated with the Three Threads in the Simulated USAR
Scenario.
Location Task-Type Not Yet Enabled Enabled
(Thread) Amount Amount
Thread 1 Reconnaissance 0 25
Thread 1 Search 12 23
Thread 2 Light Rescue 17 16
Thread 3 Reconnaissance 0 25
Thread 3 Search 0 5
Thread 3 Light Rescue 10 9
4.7.2 Select Efficient Agents for a Macro Task
This algorithm aims to identify a subset of available agents that are efficient for a macro
task of a certain thread. Two proposes are considerable: 1) define whether an available
agent is allowed to be assigned to the thread and 2 ) calculate a maximum ability that
an agent can provide for a macro task. Algorithm presented in Fig. 4.8 shows that this
algorithm takes into account three criteria for selection of an agent.
Tasks require capabilities to do them and agents provide capabilities. An agent is efficient
for a task if it provides any capability or capabilities required by that task. To simply
this algorithm, we made an assumption that each task type requires a specific capability,
while agents provide different capabilities. This assumption ignores tasks that may
require simultaneous capabilities. This algorithm applies both enabled tasks and not
yet enabled tasks in computation.
4.7.3 Form Efficient Coalitions for a Thread
Algorithm presented in Fig. 4.9 aims to calculate a set of efficient coalitions for a
definite thread. An efficient coalition is a subset of efficient agents that can provide all
capabilities required this thread. In fact, an efficient coalition has ability of doing all
tasks which are contained by this thread. A coalition is a candidate whose agents will
be assigned to the thread. In coalition formation theory, performance of a coalition is a
function of capabilities of agents, quality of cooperation among agents, etc.
This algorithm engages all efficient and previously assigned agents in this process. If a
coalition is not found, the algorithm selects a coalition that contains all efficient agents;
Although this coalition does not fully provide capabilities requirements, the thread re-
quires this coalition to do possible tasks. We assume that each macro task requires one
type of capabilities.
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Figure 4.8: The algorithm for selecting the efficient agents for a macro task associated with
a thread.
4.7.4 Purify Coalitions
Algorithm presented in Fig. 4.10 aims to purify a set of coalitions. It is important for
the system to find and eliminate redundant coalitions. The role of two coalitions, which
are formed by different agents, is the same for a thread if they provide same capabilities
for the thread. Redundant coalitions cause the loop problem in search algorithms.
The central part of this algorithm is an ability matrix. This matrix is used to present
a matrix of total capabilities which all coalitions provide for all macro tasks. Rows are
donated to macro tasks, and columns are donated to coalitions. A number in a cell
shows a total capability which the relevant collation can provide for the relevant macro
task. Finally, a number as the weighted total ability is calculated for each collation.
4.7.5 Select Coalitions
This simple algorithm aims to choose a number of coalitions from the purified coalitions
for a specific according to a selection method. We consider two options: 1) sort the
coalitions according to their weighted total ability, and then select the first one and last
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Figure 4.9: The algorithm for forming a set of efficient coalitions for a thread.
one which have a minimum ability and the maximum ability and 2) select all available
agents.
4.7.6 Generate a New Node
For a certain thread, a selected coalition defines which agents should be assigned to
this thread and which ones have to leave the thread. A number of coalitions may be
calculated, and each one presents a feasible alternative for appropriate assignment of
available agents to this thread. A new node is produced per a coalition, and agents of
this coalition are assigned to the related thread and unwanted agents are assigned to
the next thread. This algorithm updates the ”ThreadAssignments node” attribute of
the node.
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Figure 4.10: The algorithm for purify the coalitions.
4.8 Implementation and Evaluation
The presented algorithms were implemented in development of two capabilities of GICo-
ordinator [14]. These two algorithm were executed for the scenario which was stated in
Section II in order to get a better understand of the algorithms. In addition, we tested
the automated algorithm on various human strategies and different number of agents in
order to calculate run time and number of generated nodes. Results are shown in the
next section.
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Figure 4.11: Expand the the decision Tree from the State Node 0 by the automated algorithm.
4.9 Result
4.9.1 Automated Calculation of Feasible Alternatives
Fig. 4.11 presents how the automated algorithm has expanded/generated a decision
tree using a state node in which four free agents have been sent to the thread 1 by the
IC in time 0 at the stated USAR scenario. Table 4.VIII shows the final result of this
algorithm that it is a collection of 10 alternative scenarios that are presented for the
IC in order to support and assist him in selecting a choice for strategic decision making
in coordination of agents. 10 new nodes were generated and each one has a different
assignment of agents to threads.
Table 4.8: A Set of Alternatives, which is Calculated by the Automated Algorithm, for
Making a Choice for Strategic Decision Making in Time 0.
Choice Thread Thread Thread
No. Assignment 1 Assignment 2 Assignment 3
1 a2 a7 a0, a6
2 a2 a6, a7 a0
3 a0, a7 a6 a2
4 a2, a7 a6 a0
5 a0, a2 a7 a6
6 a0, a2 a6, a7
7 a0, a2, a6 a2
8 a2, a6, a7 a0
9 a0, a2, a7 a6
10 a0, a2, a6, a7
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4.9.2 Autonomous Adaption of a Strategic Decision
Imagine that 6th alternative was selected by the IC or by an intelligent assistant system.
Table 4.IX shows this final strategic decision which was made in time 0. Information
of this decision was sent to four agents, which are distributed in the operational area.
According to this decision, actions of agents {a0, a2} will to do only reconnaissance
tasks and search tasks that are spatially located/distributed at proximity of three roads
{s3, s4, s5}. Also according to this decision, actions of agents {a6, a7} will to do only
light rescue tasks located at the same geographic area. This mission started at time 0.
We simulated the problem by a suitable approach [15]. An proper algorithm was used
to dynamically assign LoTeM tasks to agents in multi-agent scheduling.
Table 4.9: First Strategic Decision, which is the 6th Alternative in Time 0, for Coordination
and Control of Agents.
Thread Id Assigned Agents Start Time
1 a0, a2 0
2 a6, a7 0
3 0
Imagine that during emergency response operations, new data are reported to the op-
eration center from the agents. This center gathers and integrates data to continuous-
ly/temporally provide a timely situational awareness as a big picture for the IC. The
IC is required to adapt the current strategic decision to new situation in a right time,
therefore he has to scan and monitor the world’s state. In time 96, Table 4.X shows
updated information of the LoTem tasks.
Table 4.10: Update State of Twelve Segment-based Temporal Macro Tasks in Time 96 using
the GICoordinator [15].
No. Location Task-Type Not Yet Enabled Enabled
(Road S.) Amount Amount
1 s1 T0 0 25
2 s1 T2 0 4
3 s2 T1 0 5
4 s2 T2 10 5
5 s3 T0 0 0
6 s3 T1 0 8
7 s3 T2 2 5
8 s5 T0 0 0
9 s5 T1 0 7
10 s5 T2 5 3
11 s4 T1 0 9
12 s4 T2 5 7
The autonomous algorithm revealed that time 96 is a right time for adaption of the
strategic decision. Because according to the strategic decision and the Table 4.X, there
is no available task that the agent {a0} can do but other agents have to continue their
jobs. The result was to release the agent {a0} from the thread 1 and send it into thread 2.
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This action re-triggers the automated algorithms that the result was only one alternative
as Fig. 4.12 shows.
Figure 4.12: Autonomous adaption of the first strategic decision in Time 96 by Releasing the
agent ”a0” from thread 1 into the thread 2, and automated calculation of Feasible Alternative
for Adaption this decision.
4.9.3 Evaluation of Efficiency of the Automated Algorithm
To evaluate running time of the automated algorithm, we executed it on the same tasks
with three human strategies and different team sizes. The strategy I includes three
threads that are independent in agents. The strategy II includes three semi independent
threads. The strategy III which is a complex strategy is composed of three threads that
all agents are defined for all threads.
Table 4.XI shows results of this text. The result achieved for a scenario scenario includes
two parameters: 1) the amount of running time and 2) number of alternative which were
calculated for this scenario.
..
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Table 4.11: Evaluation of the Running Time of the Automated Algorithm.
Team All Coalitions Min-Max Coalitions
Size Strategy Run Time Nodes Run Time Nodes
4 I 27 1 31 1
8 I 44 16 38 8
12 I 51 81 43 8
4 II 29 2 28 2
8 II 42 28 41 6
12 II 101 171 41 6
4 III 51 10 38 3
8 III 106 172 40 4
12 III 922 1548 117 4
4.10 Conclusion
This chapter presented an intelligent algorithm composed of two sub-algorithms for 1)
automated calculation of feasible alternative scenarios for selecting a strategic decision in
certain time and 2) autonomously detecting a right time in which this strategic decision
should be refined by releasing a set of identified agent from their threads. In fact,
this algorithm autonomously controls which agents should be released from their thread
within a strategic decision. The role of human is to select a alternative as a strategic
decision.
A strategic decision constrains agents to threads but it does not assign tasks to agents.
A strategic decision controls the domain of activities of agents.
A coalition, which is a set of agents, is sufficient for a thread if it provides all capa-
bilities required by all tasks (enabled tasks and not yet enabled tasks) located in this
thread. A question that arises here is that which coalition among available coalitions
can accomplish this thread faster than others? This question will be addressed a future
work.
A huge number of feasible alternatives are found for a case which contains a team with
big size and a complex strategy. Selection of two coalitions that provide minimum
or maximum capabilities for a thread reduce the run time and number of generated
alternatives.
Importance of this algorithm is to assist human and collaborate with him in the flow
chart of centralized multi-agent coordination. This issue is so important and essential
especially in a situation that the human strategy defines agents for several threads.
This algorithm can be used in the multi-agent planning problem. A action plan made by
the IC is a sequence of strategic decisions that states how a team of agents can achieve
the goal.
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The future will be an search-based algorithm that aims to make a optimal decision by
selection of the best choice among available alternatives.
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Temporal Macro Tasks to Field
Units
5.1 Abstract
This chapter addresses a centralized scheduling problem in multi-agent systems by which
the incident commander (I.C.) of a disaster response team aims to coordinate actions of
field units (rational agents) in order to minimize the total operation time in uncertain,
dynamic, and spatial environments. The purpose of this chapter is to propose an intelli-
gent software system that assists the I.C. in dynamic assignment of geospatial-temporal
macro tasks to agents under human strategic decisions. This system autonomously
executes a heuristic algorithm to minimize the maximum total dependent duration ac-
cording to human high-level strategies. The result is a schedule composed of macro
decisions that each one states seven types of information: 1) what task type is going
to be done, 2) who (a subset of agents) are assigned to do this assignment, 3) where
(a road segment or zone as a macro geospatial object) contains a subset of tasks, 4)
when operations start, 5) when operations finish, 6) how many tasks are estimated to
be done, 7) what task types and how many of them are estimated to be revealed in
this location after to finish this job. This result, which is a feasible solution for the
addressed problem, permits the I.C. to coordinate agents, partially specify activities of
agents in time and space, minimize the overall execution time for all tasks, calculate a
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right time to revise a strategic decision, evaluate the efficiency of a high-level strategy,
and estimate the makespan.
5.2 Introduction
The objective of scheduling is to minimize the overall execution time for all tasks by
properly allocating tasks to the processors/machines without violating the precedence
constraints among the tasks [9]. The input of these problems is usually considered as a
directed acyclic graph (DAG) which provides precedence, dependency, priority among
tasks, cost, and other information for tasks [8]. The total run-time is called makespan
in literature.
Urban search and rescue (USAR) are considered the major function of disaster emer-
gency response operations. Its objective is to reduce number of fatalities in the first
few days after disaster [5]. The scheduling problem is an important and crucial issue
for incident commanders who try to coordinate activities of field units (rational agents)
during disaster crisis/emergency response management. It aims to specify and schedule
actions of agents by appropriately assignment/allocation of tasks to agents. Although
scheduling enables agents to accomplish tasks in the minimum overall time, it is difficult
and hard to solve this problem under uncertain, spatial, and dynamic situations.
A responder team such as INSARAG (International Search and Rescue Advisory Group)
has a hierarchical structure consisting of two levels. The down level in the hierarchy
includes rational agents. They are spatially distributed in a geographic environment,
perceive their local environment, execute strategic decisions made by the top node,
rationally make decisions about their own actions, coordinate their actions with each
other in an distributed approach, do tasks, and report to the operation center [12].
An I.C. who is located at the top node has a global and timely view/picture of whole
crisis situation. His role is to coordinate and command agents by strategic planning
and scheduling in a centralized approach. As a result, a team is a society of cooperative
agents that try to maximize the global utility of the team.
Coordination is the act of managing interdependencies among activities [11]. Coor-
dination in disaster emergency response includes management of task flow, recourse,
information, decision, and responder [3]. This chapter recognizes the importance of five
main types of coordination in a disaster response team:
1. Tasks Dependencies: The Enabling dependency between tasks specifies that
when a task is done completely, it makes possibility of performing other dependent
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tasks. In other words, time that a disenabled task gets enabled is dependent to
the finishing time of a task that makes it revealed.
2. Actions Dependencies: Heterogeneous agents can do tasks which have been
revealed by actions of other agents before. Some agents may wait till their tasks
get released by others.
3. Redundant Actions: Agents may posses overlapping capabilities that allow
them to be involved in doing same tasks. It causes conflict between actions or
redundant actions.
4. Information Sharing: Information sharing lets agents know 1) what state tasks
have, 2) what tasks are going to be done by who and when, and 3) what tasks are
estimated to be revealed when and where. These data enable a team to coordinate
agents and adapt multi-agent scheduling.
5. Agents Allocation: Agents are considered as limited resources or machines which
should be optimally scheduled and allocated to tasks.
However many approaches have been developed for scheduling problems, some challenges
have remain at the problem addressed by this chapter. We categorize these limitations
and deficiencies as follows:
• These approaches explicitly and fully schedule and specify actions of rational and
autonomous agents who are located in uncertain and dynamic environments. They
try to associate a certain task with a certain agent. They do not provide an
efficient approach for an I.C. because situational awareness which an I.C. has from
the global picture is different with perception which agents have from their local
surrounding environment.
• They are automated systems that do not involve human (the I.C.) in the loop.
The main obstacle is scale as it is currently infeasible for a fully automated system
to effectively reason about all the possible futures that may arise during execution
of tasks in a complex environment.
• They do not address scheduling problems in which macro tasks are spatially dis-
tributed in a complex environment. In addition, geospatial reasoning and geo-
information analyses play a main role in problem solving. Spatiotemporal macro
tasks and characteristics of this environment make the assignment problem harder.
This chapter addresses the capability of GICoordinator in macro action scheduling. GI-
Coordinator is a GIS-based intelligent software system that collaborates with human
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and assists the I.C. in action coordination of agents in complex situations such as dis-
aster emergency response [14]. This system autonomously executes an algorithm for
assignment of spatiotemporal macro tasks to rational agents under human strategic de-
cisions in a spatial and dynamic environment. The goal of this algorithm to minimize the
longest total dependent duration by dynamic assignment of idle agents to these tasks.
The contribution of this chapter is the heuristic algorithm that calculates a feasible so-
lution for the addressed problem. This algorithm enables us to develop this assistant
software agent that can collaborate and cooperate with an I.C. on scheduling in mul-
tiage systems for multiagent coordination. It calculates a set of macro (semi-strategic)
decisions that temporally constrain actions of agents according to the human strategy.
5.3 Literature Review
The scheduling problem for multiprocessor systems is stated as ”How can we execute a
set of tasks T on a set of processors P subject to some set of optimizing criteria C?”
A taxonomy of scheduling algorithms in parallel systems and distributed systems was
presented by [1]. Some algorithms have been developed to solve this problem [9, 20].
The algorithm presented by [7] aims to minimize maximum lateness and total delay for
multi-machine problems concerned with the scheduling of single-operation jobs. Several
heuristic algorithms were proposed by [4, 16] for assignment of n independent tasks to m
unrelated parallel machines to minimize the maximum completion time. This approach
was extended by this chapter to propose a new algorithm for the addressed problem.
To assign spatially distributed tasks to field units (agents) in USAR management, some
algorithms were suggested by [12, 19]. These algorithms involved geographic information
and geospatial analyses in properly assignment of tasks to agents.
There are several mechanisms, techniques, and algorithms for tackling task assignmen-
t/assignments to agents (human, robot, or intelligent system). They help agents to
achieve their objectives and to maximize the benefits of the system. Some works address
the tasks scheduling problems in multi-agent systems [10, 15], multi-robot systems[6],
disaster emergency teams [18], and robocup rescue simulation [2, 17].
5.4 Problem Statement
The problem addressed by this chapter has characteristics which the following subsec-
tions describe.
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5.4.1 Problem Domain
USAR has a significant issue in earthquake disaster response. The global goal is to
rescue the greatest number of people who are trapped under the debris of damaged
buildings in the shortest amount of time. USAR tasks involves a sequence of dependent
tasks: (1) reconnaissance and assessment by collecting information on the extent of
earthquake damage, (2) search and locate victims trapped in collapsed structures, and
(3) extract and rescue trapped victims, and (4) transport and dispatch injured survivors
to hospitals or refuges. Rescue tasks are classified into light rescue, medium rescue, and
heavy rescue.
USAR tasks are location-based entities that are distributed in a geographical area. A
specific task needs a specific capability or several synchronous capabilities to carry out
this task in a considering duration. Capability requirements determine what agents are
allowed to do what tasks. There is an uncertainty in tasks duration, distribution of
tasks, and outcome of tasks.
5.4.2 Agents
Field units are considered mobile, spatial, rational, heterogeneous, and semi-autonomous
agents. Their main roles are to do tasks using their capabilities. They possess different
capabilities that allow them to engage in doing tasks for which they can provide required
capability. Moreover, agents execute their capabilities with different speed. There is an
uncertainty in actions duration, speed, and outcome of actions.
The I.C. as a planning human tries to coordinate disaster response management. He or
she has inaccessible, global, and uncertain information about the environments state.
His perception/observation of disaster situation is different with agents perception of
their local environment.
5.4.3 Macro Tasks
Macro tasks information forms a global picture of the tasks environment for incident
commanders. A macro task is the aggregation of all tasks that 1) are from a same task
type and 2) are spatially contained within a specific geographic object or adjacent to
a road segment in a definite time. Macro tasks are encoded by road segments in this
chapter. Road segment are surrounded by buildings that contain USAR tasks, so a
segment contains a number of macro tasks which are located to this geographic object.
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A macro task contains two variables: 1) an enabled amount of tasks and 2) a disenabled
amount of tasks. The enabled variable states that how many homogeneous tasks are
observed, discovered, or revealed within an associated geo-object. Agents can do only
tasks which are enabled . The disenabled part states that how many homogeneous tasks
are estimated to be revealed or discovered at future. They have dynamic and uncertain
quantities that may vary over time because some agents accomplish the enabled part
while other agents may reveal the another part. These amounts give an estimation of a
total duration and total capabilities which are required to do this macro task.
There is a complex interdependency relationship among variables of macro tasks which
are associated with a geo-object. For example, reconnaissance macro tasks (enabled
amount plus disenabled amount) can reveal only the disenabled part of a search macro
task.
5.4.4 Human Strategic Decisions
A high-level strategy specification enables an I.C. to express and encode his intuition
and initiative for multi-agent planning problems solving. A strategy partitions and
decomposes a complex problem into a set of small problems under human supervision.
A strategy contains a set of parallel, interdependent, and prioritized threads. A thread
is a subproblem that is composed of a unique ranking, a subset of agents, a subset of
task types, and a subset of geographic area.
Strategic decision-making is the problem of distribution and allocation of agents among
threads in an explicit time. Because agents may be shared among threads, an agent
should be assigned to only one thread in a time; and this agent will be available for the
next thread whenever its thread does not need it and releases it. A human strategic
decision defines which agents are assigned to which threads in an explicit time. A thread
constrains and limits actions of assigned agents according to its specification. A strategic
decision is refined and adapted to new states of the world.
5.4.5 Scheduling in Multi-agent Systems
Scheduling is the problem of assignment of macro tasks to rational agents under human
strategic decisions in multi-agent systems. It does not explicitly specify actions of agents
but it partially specifies actions and dynamically constrains activities and behaviors of
agents in time and space. It allows rational agents to make and adapt their own decisions
according to calculated scheduling.
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Scheduling has a macro characteristic. More than one agent can be assigned to a macro
task simultaneously. Assigned agents form a coalition that will execute this assignment
cooperatively.
Assignments are dynamic. Over time, new agents can be assigned to a macro task to
which a set of agents have been allocated before.
Macro tasks keep assigned agents till enabled tasks are accomplished completely. Re-
leased agents can be assigned to other macro tasks.
The objective is to minimize the overall time for USAR tasks execution.
Because of spatial distribution of tasks, agents need a travel time to reach macro tasks
by moving from one location to another via a road network. In addition, streets have
varying states (blocked or cleaned) that affect shortest paths.
A coalition formed by many and professional agents can do a macro task faster than
another coalition. An efficient coalition has many capabilities that can finish a macro
task faster than another coalition.
Action scheduling is calculated with regard to a human strategic decision till this strate-
gic decision is valid. It consists of a sequence of temporal scheduling.
Scheduling changes states of macro tasks. An assignment can define how much of a
macro task is scheduled to be done, or it can define how much of another macro task
will be revealed after accomplishment.
5.5 Approach
The proposed approach which is shown in Fig. 5.1 is used by incident commanders for
multiagent coordination. The focus of this chapter is on the 4th and 7th components.
Whenever a human strategic decision, this system autonomously executes a heuristic
algorithm for dynamic assignment of spatiotemporal macro tasks to rational agents
under human strategic decisions for scheduling problem solving. This algorithm, which
is shown in Algorithm 1, is composed of 1) select efficient agents, 2) select active macro-
tasks, 3) identify the release time, 4) select idle agents, 5) nominate macro task, 6),
calculate utilities, 7) find the highest utilities, 8) assign agents to macro tasks, and 9)
calculate the earliest finish time.
This chapter applied the SAP data model [13] for presentation and formulation the
problem. It enables us to design, implement, and develop the proposed algorithm. Fig.
5.2 shows a part of this data model that presents some important information classes.
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Figure 5.1: Role of the central scheduling problem in an approach proposed for
strategic planning and scheduling in disaster response team [13].
5.5.1 Select Efficient Agents
This algorithm aims to select efficient agents for macro tasks. It is intended for two
proposes. First one is to identify which agents can be assigned to which macro tasks.
Second one is to calculate a maximum ability which an assigned agent can provide for
a macro task. Agent selection for macro tasks is important because a selected agent
states that this agent is a useful candidate who can be legally assigned to this macro
and get involved in doing tasks. This algorithm takes into account four key criteria to
select efficient agents for a definite macro task:
1. Does this macro task contain any task?
2. Does the human strategic decision allow this agent to be allocated to the location
of this macro task?
3. Does the human strategic decision allow this agent to be assigned to the task type
of this macro task?
4. Does this agent have any useful capability which is required by this macro task?
And what maximum capability is provide by this agent?
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An agent can be selected for more than one macro task, and more than one agent
can be selected for a macro task. After agent selection for a definite macro task, this
algorithm creates a set of legalAssignment elements for this macro task. A macro task
may contain a number of legalAssignment elements that express which agents are allowed
to be assigned to this macro task. A legal assignment is composed of three kinds of
Data: startT ime : a time in which a new strategic decision is made by the incident
commander. It triggers the scheduling algorithm.
g2← startT ime;
L←− Create emptyset of legalAssignment();
while true do
Select Efficient Agents();
T ←− Select Active MacroTasks();
A←− Select Idle Agents(g2);
L←− L ∪A;








U ←− Calculate Utilities();
u←− Find theHighest Utilities();









if |L| = 0 and |T | > 0 then
g2← Calculate earliestF inishT ime();
continue;
end
else if |L| > 0 and |T | = 0 then














Algorithm 1: The heuristic algorithm for dynamic assignment of spatiotemporal
macro tasks to rational agents under human strategic decisions for centralized schedul-
ing in multiagent systems
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Figure 5.2: A part of SAP data model that includes some important information
classes for this chapter.
information: 1) Id of an agent, 2) a maximum capability which the associated agent
provides with regard to capability requirements of this macro task, and 3) an estimated
time at which this agent will arrive in the location of this macro task and will be available
for it in order to start doing tasks.
An agent is efficient for a task if it provides any capability or capabilities required by
that task under the human strategic decisions. To simply this algorithm, we made
an assumption that each task type requires a specific capability, while agents provide
different capabilities. This assumption ignores tasks that may require simultaneous
capabilities. Another considerable matter in this algorithm is to use not only the enabled
tasks but also disenabled tasks. These tasks are estimated and expected to be revealed,
enabled, or discovered by other tasks at future. Because of the dynamic environment,
this algorithm enables the system to automatically and timely recognize agents who are
not efficient anymore by macro tasks.
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5.5.2 Select Active Macro Tasks
The aim of this algorithm is to select active macro tasks from the tasks environment.
It is important to identify and recognize only a subset of macro tasks to which agents
can be potentially allocated. Agents can accomplish only a part of macro tasks which
are enabled. If agents are assigned to disenabled tasks, they get inactive, so they have
to wait till tasks get discovered, revealed, or enabled by other tasks.
This algorithm applies two criteria to identify a macro task as an active one:
1. Does this macro task contain any enabled amount of tasks?
2. Does this macro task contain any ”legalAssignment”?
5.5.3 Select Idle Agents
This algorithm aims to select idle agents from the team at the current time ”g2”. Selected
agents are candidates who will be assigned to active macro tasks appropriately.
Two sources dynamically and temporally provide idles agents for this algorithm:
• Incident commander who defines and enters new agents in the team.
• Macro tasks that release their own assigned agents.
A macro task releases its agents who are expected to do enabled tasks by the time g2.
This algorithm accesses information of macro tasks and agent allocation, so it gathers all
idle agents which are released by some macro tasks at this time. A ”legalAssignment”
element is used to encode a released agent and present a last location (Id of a road
segment) in where the agent is. Finally, the algorithm adds selected agents to the
current collection called L in the algorithm.
5.5.4 Identify the Release Time
This algorithm determines that whether it is a right decision to release a subset of idle
agents right now at time ”g2”. It is import to timely adapt a strategic decision to new
situation by releasing unneeded agents from threads and sending them to other threads
that may require them. The algorithm helps the system to select a choice from two ones:
1) keep on scheduling with all idle agents under the same strategic decision or 2) stop
scheduling and let the system revise the current strategic decision.
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As Algorithm 2 shows, this algorithm takes into account two criteria to keep an idle
agent for task assignment:
• Is there any macro task for which this agent has been categorized as an efficient
agent before?
• Is it estimated that an identified macro task leaves any task (enabled tasks or
disenabled tasks) at the current time?
5.5.5 Nominate Macro Tasks
This heuristic algorithm aims to select a subset of active macro tasks. Idle agents
are going to be assigned to the nominated macro tasks. This algorithm versus search
algorithms selects the best node and extends it to reach the goal node in which all tasks
are finished.
The logic of this algorithm is to select macro tasks that have a strong effect on minimiz-
ing the makespan. This algorithm nominates macro tasks that have a longest ”total
dependent duration”. Two sources of information are important for calculation this
dynamic variable for each macro task for the current time:
Data: Lf :a set of ”legalAssignment” elements that express idle agents.
Data: S :a set of ”segment” elements that contain macro tasks.
Result: b :a boolean variable to show whether it is a right time to release a subset of idle
agents.
Ls←− Lf ;
for l ∈ Lf do
for s ∈ S do




if l ∈ t.LegalAssignments then
n← t.disenabledAmount+ t.enabledAmount− g.doneAmount;













Algorithm 2: the ”Identify theRelease Time()” algorithm that determines whether
it is a right decision to release a subset of idle agents right now
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• How many enabled tasks are contained in this macro task? or when does the
enabled part of this macro task get done according to the scheduling which has
been calculated before?
• How many dependent tasks are estimated proximately that this macro task can
reveal?
5.5.6 Calculate Utilities
This algorithm aims to calculate an utility matrix of idle agents for the nominated macro
tasks. It is important to answer this question: How much can a macro task benefit from
allocation of a specific agent? This matrix assists us to select and allocate the best
agents to macro tasks. A benefit states that how much an agent will reduce the finish
time of a macro task, if this agent is assigned to this task. This algorithm takes into
account several factors in calculation of the benefit of an definite agent for a definite
macro task:
1. Is it legal for this idle agent to be assigned to this nominated macro task?
2. When will this agent start doing tasks? The dynamic amount of this time is
dependent to three factors: 1) moving speed of this agent, 2) release time of this
agent, and 3) travel time and distance of between two locations in the road network.
3. What capability does this agent provide for this macro task? With what speed
can this agent carry out tasks?
4. How much can this agent improve performance of a coalition which has been
assigned to macro task before?
This utility matrix is used to present a matrix of utility elements which idle agents
provide for nominated macro tasks. Rows are donated to macro tasks, and columns are
donated to agents. A set of numbers in a cell shows information of an utility which the
relevant agent can provide for the relevant macro task.
5.5.7 Find the Highest Utilities
The goal of this algorithm is to determine that whether there is a subset of idle agents
who can provide a benefit-ratio higher than 10%. This algorithm uses the utility matrix
to find these agents who provide acceptable benefits for nominated macro tasks. These
agents will be assigned to related macro tasks. If a suitable agent is not found, all
nominated macro tasks will be removed by the algorithm.
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5.5.8 Assign Agents to Macro Tasks
This heuristic algorithm shown in Algorithm 3. It aims to select proper agents and assign
them to macro tasks. This algorithm uses the utility matrix and applies a minimax
algorithm to select the best agents for the best macro tasks. This algorithm selects
all agents that decrease the finish time of macro tasks more than 10%. If an agent is
allocated to a macro task, the associated row and column of the matrix is removed, and
also the assigned agent is removed from the list of idle agents.
5.5.9 Calculate the Earliest Finish Time
This algorithm aims to calculate the earliest time in which some agents will get released
and idle by some macro tasks. It updates the problem state that includes agents, tasks,
scheduling, finish time of each macro task, etc. This algorithm enables us to simulate
the problem and estimate future states of the world. A new subset of macro tasks
is identified that will be completed sooner than others. Results let other algorithms
continue scheduling.
Data: TU : a set of macroTask-Utilities that a member includes a set of ”utility” elements for
a nominated macro task.
Data: Lf :a set of ”legalAssignment” elements that express idle agents.
while |TU | > 0 do
MiN ←− ∅;
for tU ∈ TU do
U2←− Find theHighest Utilities in tU(10);
if |U2| = 0 then
MiN ←−MiN + {0};
end
else
MiN ←−MiN + {Select theMin FinishT ime in U2()};
end
end
m← Select theMax Number in MiN();







t[n].temporalMacroAssignment5←− CreateUpdate with u();
Lf ←− Lf − {a};
TU ←− TU − {Find tU(t)};
for tU ∈ TU do
tU ←− tU − {u};
end
end
Algorithm 3: Agent selection for assignment of tasks to agents
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Table 5.1: A human high-level strategic decision which is valid from time 0 and is used for
scheduling.
thread Id a set of zones a set of task types a set of agents
1 zo1, zo2 T0-Reconnaissance a0, a1, a2,
a3, a4, a5
2 zo1, zo2 T1-Search a7
3 zo1, zo2 T2-SlightRescue, a9, a11
T3-MediumRescue,
T4-HeavyRescue





5.6 Evaluation and Results
To evaluate the proposed approach, it was used for an USAR scenario simulated by GIS.
As Fig. 5.3 shows, a rapid response team which is composed of an I.C. and 12 agents
was assigned to the operational area. The global objective was to accomplish USAR
tasks by this team in a minimum time. Table 5.1 shows a strategic decision which is
used for scheduling.
Two main results are achieved by running the proposed algorithm: 1) a feasible schedule
Figure 5.3: Two thematic maps of spatial distribution of macro tasks.
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and 2) an adaption/refinement time. In addition, two minor results can be achieved:
the makespan, a total schedule.
A schedule is composed of a number of macro decisions that partially specify actions
of agents. This schedule is calculated according to a valid strategic decision shown in
Table 5.1. A macro decision contains seven types of information:
1. A task type as a sub-goal which is scheduled to be done.
2. A set of agents who are allocated to this decision and are responsible for performing
this decision.
3. A geographic object such as a road segment that presents the operational area of
this decision.
4. A time that indicates when this decision starts to be executed.
5. A time that indicates when this decision ends.
6. A quantity of tasks which are estimated to be done during this decision.
7. A quantity of tasks with different types which are estimated to be revealed in the
end of this decision at the same location.
The adaption time is extracted from the schedule. It estimates a right time in which
the current human decision will be required to be revised by the the I.C.. Also this time
states that this schedule ends in this time, and a new schedule will be calculate based
on the strategic decision adapted.
The overall time can be calculated if the scheduling algorithm and the planning algorithm
are executed in sequence as Fig. 5.1 shows. Search algorithms can apply this method
to calculate the total schedule with the estimated makespan in order to find a optimal
solution for the scheduling problem.
Results showed that 1) the first human strategic decision was expired in time 579, 2) the
total makespan is 16859, and 3) a sequence of twelve strategic decisions was made. For
an example, Fig. 5.4 shows a geo-visualization of macro actions which are scheduled for
an agent. An example of task assignment and action scheduling is presented in Fig. 5.5
for a anther data set in order to get better perception of results.
5.6.1 Discussion
This algorithm calculates a feasible, fast, and semi-optimal solution for the addressed
problem. But, results showed that this algorithm does not guarantee optimality of
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Figure 5.4: a 3D map that geo-visualizes macro actions which are scheduled for a
certain agent
Figure 5.5: An example of assignment of macro tasks to agents for another data set.
assignments because tasks list showed that some agents sometimes become idle. In an
efficient coordination, agents are busy and active. Minimizing the makespan is dependent
Chapter 5. Automated Algorithm for Assignment of Location-based Temporal Macro
Tasks to Field Units 105
to the quality of five parameters: 1) human strategy, 2) strategic decision, 3) search
algorithms, 4) scheduling algorithms, and 5) distribution coordination among agents.
The adaption time of a strategic decision is dependent to the structure of a scheduling
algorithm and other factors. If several algorithms are applied on a same data, they will
reach different results. We can not reason that the optimal assignment minimize the
adaption time.
Tasks may include deadlines that play a major role in maximizing the global utility.
Human can mange this issue by specifying a good high-level strategy.
This chapter proposed an algorithm for multi-agent scheduling. It seems a good idea to
support the human by providing a set of algorithms for the I.C. and allow him to select
a suitable algorithm for each thread. The system will apply a specific algorithm for a
thread.
This chapter studied an I.C. while disaster emergency response may involve several
incident commanders, and there are interdependencies among actions of teams. It seems
important to study the distributed coordination among distributed incident commander
and among their scheduling.
This chapter did not studied synchronized actions, the facilitating task dependency, and
resource allocations in the proposed algorithm. These subjects may be important issues
for some domains and teams.
A comprehensive approach for multiagent coordination includes a loop consisting of
scheduling, execution, monitoring, adapting, and learning. Uncertain and dynamic en-
vironments disrupt scheduling, so it is necessary to execute decisions and continuously
monitor execution and adapt scheduling to unexpected events. Learning algorithms can
provide efficient tools to improve the efficiency and performance of this system.
5.7 Conclusion
This chapter presented a heuristic and greedy algorithm that appropriately assigns macro
tasks to rational agents and schedules macro actions of agents according to the human
strategic decisions. This algorithm was used to develop GICoordinator, which assistants
the I.C. in coordinating a team of agents.
A schedule provides an I.C. a proper solution for the coordination problem in a team.
Multi-agent scheduling partially specifies actions of rational agents and constrains them
temporally and dynamically. the I.C. delegates agents to autonomously make their own
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tactical decisions(planning and scheduling) or adapt their activities under these macro
decisions.
This system executes this algorithm till the current strategic decision is valid. As a
results, this algorithm calculates a time in which this strategic decision has to be adapted
and revised. This result as useful information has two advantages: 1) It enables the I.C.
to refine this strategic decision in a right time and 2) it is used in a search algorithm
that estimates a makespan, calculate a complete solution, and find an optimal solution
for multi-agent planning and scheduling.
Macro tasks enables the system to model and present distribution of tasks in different
geographic scales. Spatial topology between spatial objects enables the system to extract
new views of tasks, and these tasks can be used for task assignment. Up to quality of
data, an I.C. can select different geographic layers such as zones or buildings and allocate
tasks to them. So the I.C. can specify and contain actions in different spatial accuracies.
Information fusion algorithms extract new useful information from scheduling results.
They provide an efficient situational awareness for an I.C. to percept states of global
environment. They support human decisions by geospatial reasoning, geo-visualization,
complex queries, etc. For example, they can answer these questions: What activities
will done in a specific zone during a specific period? When a specific task will be done
and by who? What is the task list of a specific agent?
Future works to improve the current contribution may include as follows:
1. In some cases, the tasks environment contains tasks that may require synchronous
capabilities. It means that more that one agent have to coordinate their actions in
order to provide the required capabilities for doing a specific task simultaneously.
It is important for an ideal algorithm to form a proper coalition comprising of
suitable agents and assign this task to this group.
2. Decentralized coordination of distributed schedules is a significant issue in where
multiple teams are involved in performing tasks. It is possible that there are inter-
dependencies between actions of teams. In order to maximize the joint objective,
it is necessary to apply algorithms for coordinating distributed schedules which
are made by each incident commanders.
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Making in Spatial Multi-agent
Planning
6.1 Abstract
Problem: This chapter addresses an optimization problem in spatial multi-agent plan-
ning. In order to coordinate a team of spatial agents (robots or field units) to achieve
a joint objective in the crisis response, the responsibility of an incident commander is
to specify a strategy composed of threads (a set of prioritized sub-goals), make a SD
(Strategic Decision) by appropriate assignment of agents to threads, constrain actions
of agents to allocated threads, continuously monitor the state of the world, and timely
adapt this SD to the new situation and re-make a new one. The research question of this
chapter is how to make the best strategic decision by an GIS-based intelligent assistant
system that it can guarantee to achieve an objective from the initial state in a minimum
overall time (cost)?
Objective: This chapter intends to present a state space search algorithm that can select
the best choice as the semi-optimal strategic decision from a set of previously calculated
alternatives in a definite time. In addition, it estimates a minimum overall time which
the team needs to achieve the objective.
Method: Our methodology is a A* search algorithm. It first generates a node per each
alternative, then it executes two sub-algorithms sequentially to : 1) assign tasks to
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agents according to the SD of the node until this SD requires to be adapted and 2)
calculate the h, which is an estimation of total time required by team to reach the goal,
and then f. Finally, generated nodes are added to the search space. Then a node with
minimum f is selected from the state space. If the selected node is not the goal state,
the algorithm calculates a new set of feasible alternatives for revising/adapting the SD
associated with this node; and this procedure is repeated. For the goal node, the state
space is explored to identify an initial alternative from which this gaol node is generated.
This alternative is the best SD.
Results: For a simulated problem, three results were achieved: 1) an alternative as
the best choice which was selected from a set of available alternative, 2) a time which
indicates the minimum overall time required by agents to reach the goal, and 3) an
optimal plan which was a sequence of the selected alternative and calculated strategic
decisions.
New Findings: A selected alternative is the best SD that the IC can make for the
strategic decision making problem. Results support human decisions and assists him
in action planning for spatial agents. This algorithm can be used to develop intelligent
GIS that collaborate with human for making optimal strategic/macro decisions in order
to coordinate actions of spatial agents in uncertain, dynamic, geographic environment
such as quick response management.
6.2 Introduction
Multi-agent planning is a significant issue in multi-agent systems for action coordination
[7]. Advanced algorithms is of importance for development of intelligent GIS. Strategic
decision-making provides a centralized method for the IC (incident commander) to co-
ordinate and control actions of a team of spatially distributed agents in order to achieve
a global objective in the domain of disaster crisis response [9]. The responsibility of the
IC includes: 1) specify a strategy by decomposing the whole planning problem into a set
of prioritized sub-goals or subproblems which are called threads, 2) make a SD (strategic
decision) by appropriate assignment of agents to threads, 3) disseminate information of
this SD among agents, 4) continuously monitor the world’s state and task execution,
and 5) timely adapt/revise this SD to the new situation.
A SD states which agents are assigned to which threads [1]. Because a thread is a sub-
problem, a SD does not fully specify agents’ actions but it temporally constrains agents
to threads and delegate these agents to explicitly make their own decisions about their
actions for doing tasks according to this SD. In another word, a SD which is made by the
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IC as a central planner should be executed by distributed agents. In a state of the world,
the IC is faced with a number of feasible alternatives for making a SD, that selection
of each one may have a significant effect on the coordination problem. A sequence of
strategic decisions enables a team to get from the initial state to the goal state.
In real-time, making an optimal SD is an important and essential issue for a team.
This requires the IC to select an optimal SD from a set of feasible alternatives which
is calculated for that time. A sequence of strategic decisions generates a plan, and an
optimal plan guarantees agents to achieve a joint and high-level objective in a minimum
time or maximize a global payoff through a sequence of optimal strategic decisions.
Because of uncertain and incomplete information, in real-time, the IC makes (or re-
makes or adapts) an optimal SD offline, and then agents execute this decision online,
and this procedure is repeated till the goal state is reached. The research question of
this chapter is how to select/find the best choice an optimal SD from a set of feasible
alternatives which is calculated for making a SD for a definite time?
Optimal strategic decision-making is an important optimization problem in spatial multi-
agent planning. Our motivation is to address this problem because of the following facts:
• Disaster response management is a complex environment that contains incomplete,
dynamic, geographic, and uncertain information, and efficient coordination is a
significant issue for this domain [3]. Because of this complexity, it is difficult and
hard for the IC to reason which alternative can be the best SD.
• An IC is continuously faced with the problem of re-making/revising a SD to new
crisis situations in real-time. This is difficult for human to efficiently do this
responsibility under time pressure during emergency response operations.
• Strategic decisions v.s. the tactical decisions, which are made by agents, define
the macro behavior of a team. It is essential for the IC to make the best one in
each time.
• An IC needs to approximatively estimate a minimum time in which the high-
level objective will be reached by accomplishing a sequence of optimal strategic
decisions. It enables the IC to evaluate the quality of a defined strategy in order
to adjust this strategy or respecify a better strategy.
• Under uncertainty, first, an optimal SD is made by the IC, then it is executed by
agents. The IC, who has a timely situational awareness, is required to re-make a
new SD according to the updated state of the world. This procedure is repeated
till the objective is reached by the team. It is a hard and challenging task for the
human.
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As a result, it is important and necessary to develop an intelligent assistant system
that assists human in the optimal SD making problem in complex situations such as
disaster crisis management. The role of this system is to select the best choice from a
set of alternative scenarios, which is previously calculated and available for this system
for the SD making problem. Over time, this system should autonomously re-make (or
revise) new optimal strategic decisions. In a state of the world, this system is required
to calculate and present two kinds of information: 1) one SD which is the first SD of
the optimally calculated plan and 2) an approximate estimation of total time in which
the objective will be reached by the team via this optimal plan.
This requires a proper approach especially in problem-solving methods. There is much
literature in state space search algorithms, planning, scheduling, decision making, geospa-
tial analysis, task assignment, GIS, spatial decision support systems, optimization, and
multi-agent coordination. Unfortunately these works do not thoroughly address the
problem stated by this chapter or can not provide a proper solution for this problem.
One of the most widely-used methods for problem-solving in artificial intelligence is state
space search [13]. A state-space search problem is defined by a set of states, a set of
actions (or operators) that map states to successor states, a start state, and a set of
goal states. A* finds a solution that takes the form of a sequence of actions leading in a
path from the start state to a goal state. The objective is to find a sequence of actions
that transforms the start state into a goal state, and also optimizes some measure of
the quality of the solution. One well-known heuristic search algorithm for state-space
search problems is A*. Because of the complexity of SD making, we need to integrate
some techniques in order to develop a proper algorithm for solving this problem.
The contribution of this chapter is a A* search algorithm for optimal SD making. Two
main issues are of importance to apply this algorithm in multi-agent planning: 1) select
the best choice as the optimal SD from a set of alternatives and 2) estimate a minimum
time by which the the team will reach the high-level objective. In fact, this algorithm
calculates an optimal plan whose first SD is one of these alternatives. An intelligent
assistant system that is equipped with this algorithm can support/assist human (the
IC) in SD making during disaster emergency response operations for coordination of
agents.
This chapter is organized as follows. To get better insight, section 2 provides our moti-
vation by introducing a simulated urban search & rescue scenario in which the IC of a
team of four agents is faced with the coordination problem of agents. Section 3 reviews
some related works. The approach and the proposed algorithm are presented in section
4. Section 5 is dedicated to achieved results. Finally, we have a conclusion.
Chapter 6. Search-based Algorithm for Optimal Strategic Decision Making in Spatial
Multi-agent Planning 114
6.3 Motivation
Imagine that an earthquake disaster has occurred in an urban area. Fig. 6.1 shows a GIS
map of the initial state of a disaster-affected area to the IC. This map visualizes spatial
distribution of LoTeM tasks (Location-based Temporal Macro tasks) in five operational
zones (road segments) and also the initial location of a disaster response team. Urban
search and rescue (USAR) as a major function of disaster emergency response opera-
tions aims to rescue the greatest number of people who are trapped under the debris of
damaged buildings in the shortest amount of time. To save one victim, who is located
at a damaged building in a certain spatial location, a sequence of three dependent tasks
should be accomplished, and each task requires a set of definite capabilities and a con-
siderable amount of time. Table 6.1 lists three task types and capabilities requirements
in the domain of USAR. It is obvious that USAR is required to save many people, who
are affected e.g. by earthquake disaster, by accomplishing a number of tasks. Real tasks
which are spatially distributed in the area are instances of these three task types. We
ignore the deadline for tasks in this chapter.
Figure 6.1: A GIS map of the initial state of the world to show a provide the timely situational
awareness for the IC.
Table 6.1: Three task types of the problem domain.
Task-Type ∆ t Capability Requirements
(minute) C0 C1 C2
T0 5 1 0 0
T1 20 0 1 0
T2 60 0 0 1
Capabilities Description: Task Types
Description:
C0: Reconnaissance T0: Reconnaissance
C1: Search T1: Search
C2: Light Rescue T2: Light Rescue
A team of four agents (field units) has been assigned to these five operational areas
which are presented by five road segments displayed in Fig. 6.1. Actions which a definite
agent can do are presented by capabilities that this agent possesses. An agent can have
different capabilities which are required by tasks and consequently this agent may have
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different actions. In each time, this agent can select an action from its own actions and
execute it with a definite speed. Table 6.2 lists characteristics of these agents. It was
assumed the agents are free (or idle) and are located in the incident command post.
Table 6.2: Capabilities/abilities of four agents.
action Number of Capabilities
Field Unit ID speed C0 C1 C2
a0 2 1 0 0
a2 1 1 0 0
2 0 1 0
a6 1 0 1 0
2 0 0 1
a7 1 0 1 0
2 0 0 1
Shortest distances among six road segments are calculated by GIS and are listed in Table
6.3. To do spatially distributed tasks, agents need to move from one location to another
through the road network with the moving speed e.g. equal to 20 (meter per minute).
To make the problem simple, this table does not change over time. These data are used
by the IC for decision making. This table and related information are provided and are
updated by relevant teams or organizations whose activities are to clear road blockages.
Table 6.3: The shortest distances (given in meter) among six road segments displayed in Fig.
6.1.
s2 s1 s3 s4 s5 s6
s2 0 225 447 764 364 625
s1 225 0 370 687 418 548
s3 447 370 0 343 452 221
s4 764 687 343 0 618 224
s5 364 418 452 618 0 476
s6 625 548 221 224 476 0
A set of LoTeM tasks are associated to each road segment. Simply, a LoTeM task
is an aggregative task of all tasks that are with a same task type and are spatially
located within a geographic area. Table 6.4 shows that twelve LoTeM tasks are located
to the five operational areas (segments) at the initial time 0. For example, the 10th
LoTeM task states that the proximity of the road segment ”s5”, five light rescue tasks
are estimated to be revealed/enabled at future and six tasks are available and ready to
be done by agents. There is the ”enabling” dependency between the 9th LoTem task
and 10th LoTeM task. It states and estimates that if the whole 9th LoTeM task (2 not
yet enabled amount plus 5 enabled amount) is completely accomplished, these five light
rescue tasks will be revealed in the same location. Agents can do only a subset of tasks
that has been enabled before. Finally, all these information is presented for the IC in
order to provide a timely situational awareness of the world’s state. Information of these
tasks forms the big picture that the IC observes from the task environment.
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Table 6.4: Information of a set of LoTeM tasks associated with the five road segments shown
in Fig. 6.1.
No. Location Task-Type Not Yet Enabled Enabled
(Road S.) Amount Amount
1 s1 T0 0 25
2 s1 T2 0 4
3 s2 T1 0 5
4 s2 T2 10 5
5 s3 T0 0 15
6 s3 T1 8 0
7 s3 T2 2 8
8 s5 T0 0 10
9 s5 T1 2 5
10 s5 T2 5 6
11 s4 T1 0 18
12 s4 T2 10 2
6.3.1 Spatial Multi-agent Planning by the IC
First step in coordination of agents by the IC is to specify a strategy. An joint (or high-
level) objective is a desirable state of the world that a team aims to achieve with regard
to some criteria. The objective which the IC selects is to rescue all victims distributed
in the five operational areas. It means that all light rescue tasks (enabled tasks plus
not yet enabled tasks), which are shown in Table 6.4, should be carried out. As Table
6.5 presents, the IC specifies a strategy which is composed of three threads in order to
achieve the defined goal. Thread 1 states that the first and the highest priority for the
team is to do reconnaissance and search operations at three geographic areas {s3, s4,
s5}, and any appropriate and available subset of four agents {a0, a2, a6, a7} can be
assigned to this thread in order to accomplish tasks that this thread defines/contains.
The human strategy has defined the agent a2 for three threads; it means that this agent
should be allocated to one thread via a SD, and this agent will be available for the next
thread whenever the higher thread releases this agent. To specify a strategy, the IC
takes into account two important facts: 1) agents availability for threads and 2) tasks
dependencies among threads. These factors make threads interdependent completely or
partially. For an example, the search LoTeM task of the first thread enables/reveals the
light rescue LoTeM task of the second thread. We assume that the IC has sent all these
free agents to the thread 1.
Table 6.5: The human strategy with three threads for coordination of agents’ actions
Thread Id a sub- a sub-Goal a sub-
Location (Task Type) Team
1 s3, s4, s5 T0, T1 a0, a2, a6, a7
2 s3, s4, s5 T2 a2, a6, a7
3 s1, s2 T0, T1, T2 a0, a2, a6, a7
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The second step is to execute the human strategy by appropriate assignment agents to
threads that it will result in a SD. The IC is required to make a SD in two steps: 1)
calculate a set of feasible alternative and 2) select a choice from these alternatives as
the final SD. According to the described situations in the initial state, Table 6.6 shows
a set of alternatives which has been calculated [1]. For example, if the last alternative is
selected as the final SD, this decision will constrain all four agents to the thread 1; and
it means that four agents are allowed to do any reconnaissance or search tasks which
are spatially distributed in three geographic areas {s3, s4, s5}. This decision does not
defines who should do what task, where, and when explicitly and also it does not defines
that when the defined objective will be achieved.
Table 6.6: Ten alternatives which were calculated for making a strategic decision in the initial
time 0 [1].
Choice Thread Thread Thread
No. Assignment 1 Assignment 2 Assignment 3
1 a2 a7 a0, a6
2 a2 a6, a7 a0
3 a0, a7 a6 a2
4 a2, a7 a6 a0
5 a0, a2 a7 a6
6 a0, a2 a6, a7
7 a0, a2, a6 a2
8 a2, a6, a7 a0
9 a0, a2, a7 a6
10 a0, a2, a6, a7
6.3.2 The Optimization Problem: The Optimal SD Making Problem
To do the second step, the IC is faced with some crucial questions:
• Which alternative may be the best/optimal SD in this time?
• What is the minimum overall cost (time) by which my team will probably reach
the goal state (the defined objective) according to this alternative?
The objective of the optimization problem of SD Making is to select the best alternative
as the optimal SD. It will enable a team to reach the goal state in a minimum total
time (cost) of task execution. The objective function will be as follows, and the best






∆t : total time of tasks execution
(6.1)
.
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A SD is not the problem of assignment of tasks to agents that results in a task (or action)
schedule. We should consider that a SD is not an action that changes the state of the
task environment. It defines the domain of actions of a subset of agents by assigning
this subteam to a specific thread. The scheduling problem should be solved according
to a made SD that is valid for that time.
6.4 Literature Review
Strategic planning is a coordination approach for managing tasks relationships by objec-
tives (goal selection and goal decomposition) and grouping people into units [7]. In the
organization theory, strategic management consists of four basic elements: environmen-
tal scanning, strategy formulation, strategy implementation, and evaluation and control
in order to achieve organizational objectives. [4]. This approach is used by ICS (incident
command systems) [2]. Unfortunately, these works do not state how to make optimal
decisions.
STaC is the first approach that proposed the human strategy guidance in multiagent
coordination [6]. It is used for automated adaption of strategic decision by assigns a
subset of available agents with a minimum capabilities to threads. It is a considerable
inefficiency in this approach because the optimal decision may be to assign a subset of
available agents to a specific thread that requires maximum capabilities.
Dialogue-Assisted Visual Environment for Geoinformation was proposed as an approach
for designing natural, multimodal, multiuser dialogue-enabled interfaces to geographic
information systems that make use of large-screen displays and integrated speech–gesture
interaction [5]. However it was used in the emergency response centre, unfortunately it
does not address the decision making problem for the field unites.
Different versions of search algorithms have been proposed for solving different types of
problems. Two examples include routing with stopover areas [14] and finding shortest
paths on real road networks [15]. It is important to modify a search algorithm in order
to solve a specific problem with definite characteristics.
6.5 Methodology
Algorithm 1 presents our approach that is proposed for the optimal SD making prob-
lem. It is a A* search algorithm for selecting a best choice from a set of alternatives
in the optimal SD making problem. It includes some sub-algorithms. A sub-algorithm
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first generates a node for each alternative for the initial time and adds this node, which
contains a different SD, to the state space. The state space is a search three that is
expanded by this sub-algorithm and contains the generated nodes. For each newly gen-
erated node, two types of sub-algorithms are run sequentially: 1) a heuristic algorithm
that assigns LoTeM tasks to agents according to the SD associated with this node until
this SD requires to be revised/adapted by releasing a subset of agents from a subset
of threads and 2) a heuristic algorithm that calculates the h, which an estimation of
amount of time that is required by agents to reach the goal state. Then the algorithm
searches the state space in order to select a node with the minimum f. Finally, if the
selected node is not the goal state, an algorithm will be used to calculate a new set of
feasible alternatives for revising/adapting the SD associated with this node; and this
procedure is repeated. If the algorithm reaches the goal node, a sub-algorithm explores
the state space in order to identify an initial alternative as the the root node from which
the gaol node is generated. This alternative indicates to the optimal SD.
Data: A :a set of alternatives which is used to optimize the SD making problem.
Data: n0 :the initial node, which is an instance of the ”stateNode” class.
Result: SD :the best alternative as the optimal SD.
Result: t :a minimum overall time (cost).
StateSpcae←− ∅;
while true do
for a ∈ A do
n← Generate aNew Node(a, n0);
Assign LoTeMTasks toAgents(n);
Calculate h(n);
StateSpcae←− StateSpcae ∪ {n};
end
n← Select a Node(StateSpcae);
if n.g2 = null then
SD ← null;
return [null, null] ;
end
if Is the goalNode(n) = true then
n2← Find theRoot Node(n, StateSpcae);





A←− Calculate aNewSet Alternatives(n0);
end
Algorithm 4: The A* search algorithm for the optimal SD making problem in coor-
dination of spatial agents.
We require a data model to formulate and model the problem. The SAP data model [9]
was used by this chapter to develop this algorithm. Fig. 6.2 shows a part of the SAP
data model which includes the strategy, state node (or node simply), strategic decision
or alternative, thread assignment, and thread classes.
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Figure 6.2: A part of the SAP data model [9].
The proposed algorithm integrates a number of sub-algorithms to solve the main prob-
lem. The following subsections are dedicated to methods/algorithms used in the main
algorithm.
6.5.1 Sub-algorithm: Generate a New Node
The objective of this algorithm is to generate a new node per each available alternative
using the initial node. A newly generated node contains a different SD, but it does not
change the state of the task environment. T attributes of the ”stateNode” class are
described as follows:
• g0 is a time in which this node is generated. The g2 of the parent node is assigned
to this attribute.
• g2 is a time that this node ends (or finishes). This parameter indicates when the
SD should be adapted.
• f is an estimation of total time from the root node to the goal node.
• h is an estimation of cost (amount of time) that is required by the agents to reach
the goal state from the current node.
• ThreadAssignments node is comprises a set of instances of the ”threadAssign-
ment” class. It presents/models a SD that is associated with this node. It is valid
during the lifetime of this node.
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• Segments node encodes LoTeM tasks.
If we execute this algorithm on the problem stated in Section 2, 10 new nodes will be
generated. The ”g0” property of all these nodes is set into 0 that points to the initial
time.
6.5.2 Sub-algorithm: Assign LoTeM Tasks to Agents in a Node
Algorithm 2 presents the sub-algorithm. It comprises several sub-methods. It is a
heuristic algorithm for assignment of LoTeM tasks to agents in a node according to
the node’s SD. It intends to calculate (or estimate) a right time at which the node’ SD
should be adapted by releasing a subset of agents from the a subset of threads. The
”Segments node” and ”g2” properties of the node will updated by this algorithm. This
algorithm has been discussed in detail by [11].
If this algorithm is executed on the 6th node, which contains the 6th alternative of Table
6.6, we will achieve an action schedule presented in Fig. 6.3. According to this result,
the agent ”a0” should be released from its thread at time 96 because the thread 1 does
not need to keep this agent anymore. The g2 property of this node should be updated
to 96. Table 6.7 shows the updated state of the LoTeM tasks (the ”Segments node”
property) at the time 96.
Figure 6.3: The task/action scheduling in the 6th Node.
6.5.3 Sub-algorithm: Calculate the ”h” of Node
A heuristic algorithm is used to calculate the ”h” property of a node. Fig. 6.4 shows
an algorithm that calculates a total dependent duration which is associated to a definite
LoTeM task using two types of information: 1) amount of the enabled tasks and 2)
amount of dependent tasks that will be revealed by accomplishing this LoTeM task. It
is considerable that if a set of agents is assigned to a definite LoTeM task, as Fig. 6.3
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g2← g0;
L←− Create emptyset of legalAssignment();
while true do
Select Efficient Agents();
T ←− Select Active MacroTasks();
A←− Select Idle Agents(g2);
L←− L ∪A;








U ←− Calculate Utilities();
u←− Find theHighest Utilities();









if |L| = 0 and |T | > 0 then
g2← Calculate earliestF inishT ime();
continue;
end
else if |L| > 0 and |T | = 0 then














Algorithm 5: The heuristic algorithm for dynamic assignment of LoTeM tasks to
agents within a node [11].
shows, the finish time of this task will be used in calculation of this parameter. The ”h”
variable of a node is the aggregation of all total dependent durations of LoTeM tasks.
Consequently, the ”f” property of this node will be the aggregation of the ”h” and ”g2”
properties. Table 6.8 will be achieved if we execute this algorithm for the LoTeM tasks
shown in Table 6.7.
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Table 6.7: The updated state of the LoTeM tasks in the 6th node at time 96.
No. Location Task-Type Not Yet Enabled Enabled
(Road S.) Amount Amount
1 s1 T0 0 25
2 s1 T2 0 4
3 s2 T1 0 5
4 s2 T2 10 5
5 s3 T0 0 0
6 s3 T1 0 8
7 s3 T2 2 5
8 s5 T0 0 0
9 s5 T1 0 7
10 s5 T2 5 3
11 s4 T1 0 9
12 s4 T2 5 7
N = |LoTeMTasks|




f = g2 + h
(6.2)
Figure 6.4: A heuristic algorithm for calculation of the total dependent duration of LoTeM
tasks regarding the problem domain.
Table 6.8: The total dependent duration of LoTeM tasks shown in Table 6.7.
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6.5.4 Expand the State Space
Now, 10 new nodes were generated and were completely calculated. These nodes will
be added to the state space in order to expand the search tree. Fig. 6.5 presents this
search three with the 10 nodes.
Figure 6.5: The search tree including 10 newly generated nodes.
6.5.5 Sub-algorithm: Select a Node
The purpose of algorithm is to select a node from the state space. There may be different
methods to select a node according to some criteria. A selected node will be used for
two purposes: 1) to select as the goal state or 2) to expand the search tree. Our method
in this chapter is to select a node with the the smallest f from the available nodes. This
method is used in A* search algorithms. According to this method, the node 6 will be
selected from of the state space shown in Fig. 6.5.
6.5.6 Sub-algorithm: Find the Root Node
This algorithm will be executed if the selected node is recognized as the goal node. The
objective of this algorithm is to identify a root node that reaches this goal node through
a sequence of nodes within the state space. Because each node keeps the id of its parent
in the search tree, it is easy to tracks nodes from end to beginning.
In addition, the ”g2” property of this node presents the minimum overall time (cost)
that the team can reach the objective from the initial state. The sequence of nodes
generates a plan.
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6.5.7 Sub-algorithm: Calculate a New Set of Alternatives
Algorithm 3 is used to calculate a set of new alternative for adapting/revising the SD
of the selected node at time ”g2”. The ”g2” property indicates a right time that one
thread or a subset of threads should release a subset of their agents and send them into
next threads. We are faced with the problem of re-assignment of these agents to threads.
A thread, which receives new agents, can select a sufficient subset of these agents and
sends unwanted ones into the lower thread, but maybe there is a set of different subsets
as available options for this thread. Therefore, a set of feasible alternative scenarios
may be existent that present different kinds of distribution of agents among threads. An
alternative is a candidate for the final SD. This algorithm has been discussed in detail
by [1].
Data: n :an entity of the ”stateNode” class of the data model.
Data: S :an entity of the ”strategy” class.
Data: D :the problem domain.
Data: p :type of selection method.
Result: N :a set of entities of the ”stateNode” class that present feasible alternatives.
for i← 1 to |S.Threads| do
t← S.Threads[i];
ta← n.ThreadAssignments node[i];




Nb←− Nb ∪ {n};
for i← 1 to |S.Threads| do
t← S.Threads[i];
for nb ∈ Nb do
ta← nb.ThreadAssignments node[i];
A1←− f Identify Agents ResidentIn(ta);
A2←− f Identify Agents ReceivedBy(ta);
for m0 ∈ ta.macroTask ofThread do
tm0← m0.T emporalMacroTasks.Last();
tm0.LegalAssignments←− f Select Efficient Agents(m0, t, A1, A2);
end
M ←− ta.macroTask ofThread;
C1←− f Form EfficientCoalitions(M,A1, A2);
C2←− f Purify Coalitions(C1,M);
C3←− f Select Coalitions(C2, p);
for j ← 1 to |C3| do







Algorithm 6: The automated algorithm for calculation of a set of feasible alternatives
in making a SD [1].
As Fig. 6.3 shows, the SD of 6th Node should release the agent ”a0” from the 1th thread
Chapter 6. Search-based Algorithm for Optimal Strategic Decision Making in Spatial
Multi-agent Planning 126
at time 96. The Fig. 6.6 presents a set of new feasible alternatives that is calculated
by running this algorithm for this node. Newly calculated alternatives will be used to
expand the state space. Fig. 6.7 shows the state space which is expanded by the new
alternative.
Figure 6.6: Calculation of new alternatives by adaption of the SD of 6th node at time 96 [1].
Figure 6.7: The search tree expanded from the node 6.
6.6 Implementation
The proposed algorithm was implemented in GICoordinator. GICoordinator is a GIS-
based intelligent assistant system that assists the IC and supports human decisions in
coordination of a team of field units in crisis response management in especial in urban
search & rescue operations [10]. This spatial intelligent system supports the IC with
intelligent algorithms for action planning and task scheduling for centralized coordina-
tion of a team in a dynamic and spatial environment [11? ]. Also, it applies a spatial
database for geographic and location-based information management and uses GIS func-
tions to support development of these spatial intelligent algorithms [9, 10]. The C#.Net
programming language has been used to implement the core of the GICoordinator. An
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Table 6.9: The best alternative which was selected as the optimal SD in the SD making
problem, which was stated in Section 2.
The Selected Minimum Total Computation Time Number of Search
Alternative Time (in minutes) (in milliseconds) Generated Nodes Method
6 894 101 17 A* with α = 1.0
6 894 261 74 Breadth-First
Table 6.10: An optimal plan which is composed of a sequence of calculated strategic decisions
to reach the goal state from the initial state.
No. of the SD Agents Assigned Agents Assigned Agents Assigned Start Time
to Thread 1 to Thread 2 to Thread 3 (Assignment Time)
1 (the Alternative 6) a0, a2 a6, a7 0
2 a2 a6, a7 a0 96
3 a2 a6, a7 180
4 a6, a7 a2 393
5 a6, a7 463
6 a6, a7 576
7 894
IC is equipped with a computer that runs an instance of GICoordinator. A simulator
that runs multiple instances of the GICoordinator was developed to be used for evalua-
tion distributed algorithms for decentralized coordination [12]. A simple version of this
agent has been developed for the field units [8].
This algorithm was executed for the scenario which was stated in Section 2 in order to get
a better understands. In addition, we tested the presented algorithm on various human
strategies and different number of agents in order to calculate the run time (computation
time) and number of generated nodes. Results are shown in the next section.
6.7 Results
The results which are shown by Table 6.9 and 6.10 have been calculated by executing
the Algorithm 1 for the problem stated in Section 2. They state two main sub-results: 1)
the alternative 6 of Table 6.6 is the best choice among ten available alternative scenarios
for optimal SD making at initial time 0 and 2) the high-level objective defined by the
IC will be reached by agents at the time 894 (in minutes) as the minimum overall time.
As a result, the alternative 6 is the best one that should be selected by the IC for multi-
agent planning. Fig. 6.8 presents an integration of the optimal SD with the GIS map
for providing a better situational awareness for the IC.
In addition, two minor results are considerable: 1) according to the node 6, it is estimated
that the IC will be required to adapt the SD at time 98 and 2) this result enables us
to extract an optimal plan, which comprises a sequence of strategic decisions, from the
state space. This results can be used by the IC to evaluate the efficiency of a strategy.
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Figure 6.8: Visualization of the optimal SD which was made for coordination of spatial agents
in a geographical area.
6.7.1 Evaluation
To evaluate the proposed algorithm, we executed it on the same LoTeM tasks with three
types of strategies, three different sizes of a team, three different search methods. Three
kinds of strategies were defined: 1) the strategy of type I includes three threads that
are independent in agents, 2) the strategy of type II includes three semi independent
threads, and 3) the strategy of type III which is a complex strategy is composed of three
threads that all agents are defined for all threads. In addition, three search methods,
which were used by the main algorithm to search the search space in order to select a
node, include: 1 ) the A* search method with α = 1.0, 2 ) the A* search method with
α = 0.3, and 3) the Breadth-First algorithm, which is a kind of the A* search method
with α = 0.0.
Table 6.11 shows results of this evaluation. The result achieved for each scenario includes:
1) the computation time (run time), 2) number of generated nodes, and 3) the minimum
overall time of task execution.
The results show that the however the breadth-first search method can guaranty the
optimality of the problem, but it is should generate a big state space including a huge
number of nodes in order to find the goal node. Consequently it is impossible to use for
a complex problem. The A* search method finds a feasible, semi optimal solution in a
short time, but for the a complex problem, we should apply a suitable variable α.
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Table 6.11: Evaluation of the proposed algorithm.
Team Strategy Minimum Total Computation Time Number of Search
Size Type Time (minutes) (millisec.) Generated Nodes Method
4 I 1074 5 94 A* with α = 1.0
4 I 1074 5 93 A* with α = 0.3
4 I 1074 5 91 Breadth-First
4 II 1104 7 95 A* with α = 1.0
4 II 1104 7 97 A* with α = 0.3
4 II 1074 10 100 Breadth-First
4 III 931 9 102 A* with α = 1.0
4 III 931 9 97 A* withα = 0.3
4 III 931 22 141 Breadth-First
8 I 725 12 99 A* with α = 1.0
8 I 530 12 107 A* with α = 0.3
8 I 530 25 138 Breadth-First
8 II 541 12 105 A* with α = 1.0
8 II 541 12 103 A* with α = 0.3
8 II 540 32 167 Breadth-First
8 III 1082 9 109 A* with α = 1.0
8 III 729 15 121 A* with α = 0.3
8 III 558 38 168 Breadth-First
12 I 714 12 95 A* with α = 1.0
12 I 714 12 102 A* with α = 0.3
12 I 384 27 158 Breadth-First
12 II 374 12 106 A* with α = 1.0
12 II 374 12 106 A* with α = 0.3
12 II 372 30 179 Breadth-First
12 III 1072 9 178 A* with α = 1.0
12 III 661 17 230 A* with α = 0.3
12 III 403 59 314 Breadth-First
6.8 Conclusion
This chapter presented a search-based algorithm to select the best choice from a set of
available alternatives in the strategic decision making problem with which the IC of a
team is faced in multi-agent coordination. In addition, it estimates a time to indicate a
minimum overall time of task execution that is required by the team to reach the goal
through a sequence of strategic decisions. To expand the state space for finding the
goal node, this algorithm generated new nodes by integrating two key algorithms for:
1) dynamic assignment of LoTeM tasks to agents to identify a right time for adaption
of a SD and 2) calculation of a set of new alternatives for revising the SD of a node.
To searhc the state space and select a node, this algorithm used three different search
methods which include informed, breadth-first.
A spatial intelligent assistant system that is equipped with algorithm can support hu-
man decision and assists and collaborates with a human planner in spatial multi-agent
planning/cooridnation. Results calculated by this algorithm are of considerable impor-
tance for the IC to 1) select the semi-optimal SD to constrain (partially specify) actions
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of agents and 2) evaluate efficiency (qualify) of the defined strategy using the estimated
total time and his intuition.
Optimization of a SD making problem is a NP problem especially in the domain of
emergency management. This algorithm tries to solve this problem with a semi-optimal,
feasible, complete solution in a shortest computation time.
An optimal plan, which comprises a sequence of strategic decisions, is calculated offline.
But only the first SD of this plan that is one of the provided alternatives is of the con-
siderable importance. Because of the uncertain and dynamic environment, this decision
will be executed by agents online, and in real-time the IC should monitor the state of
the world in order to identify a right time to adapt this decision to the new situation.
It means that over time, this algorithms is required to re-making an optimal SD.
To calculate the the ”h” variable, we take into account the LoTeM task environment.
The results shown that this estimation is not exact in a complex problem that includes
a complex strategy, a big team, and many LoTeM tasks. We are required an intelligent
algorithm to calculate a correct quantity for this parameter. Although, the breadth-first
search algorithm guaranties an optimal solution, it is impossible to use it for a complex
problem because it needs a huge computation time.
The future work includes three directions: 1) develop a simulation for evaluation of
teamwork among agents in task distribution according to human strategic decisions, 2)
develop an intelligent software agent that can recommend a better strategy to the IC in
order to adjust/refine the human strategy, and 3) develop an intelligent algorithm using
machine algorithms to correctly calculate the variable h .
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Chapter 7
Simulation of an Organization of
Spatial Intelligent Agents
7.1 Abstract
Problem: This chapter addresses an engineering challenge in simulation of multi-agent
systems. Simulation of an organization of spatial intelligent agents is an important issue
for implementation and evaluation of distributed algorithms. The research question is
that how to simulate this organization using the Visual C#.NET.
Objective: This chapter intends to apply the C# programming language for development
(or implementation) of a simulator. In a simulated environment, a social agent needs to
communicate with other agents and response to received message.
Method: Our approach is to integrate the thread and delegate methods provided by the
.NET framework. We easily enhance the architecture of the spatial intelligent agent in
order to embed a number of them in a simulated society. To get better understand, a
basic programming code in C# is presented to show how to implement a contract-net
protocol (CNP) among three simple agents.
Results: Two results were achieved: 1) responses and actions which three agents did
during a simulated CNP and 2) a simulated environment which contains distributed
spatial intelligent agents that can interact with each other and with a human user.
Conclusion: The proposed methodology and the presented code provide a flexible and
efficient framework for C# developers to develop, simulate, and evaluate a society of
advanced software agents in the .NET platform.
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7.2 Introduction
GICoordinator, as a GIS-based intelligent assistant system, assists an incident comman-
der in coordination of a team of field units in the domain of disaster emergency response
in especial in urban search & rescue operations [7]. This spatial intelligent system sup-
ports the IC with intelligent algorithms for action planning and task scheduling for
centralized coordination of a team in a dynamic and spatial environment [8, 9]. Also, it
applies a spatial database for geographic and location-based information management
and uses GIS functions to support development of these spatial intelligent algorithms
[6, 7]. The C#.Net programming language has been used to implement the core of
the GICoordinator [7]. An IC is equipped with a computer that runs an instance of
GICoordinator. A simple version of this agent has been developed for the field units [5].
A difficult challenge arises in this domain when there are several teams that each one has
an IC. In order to maximize a joint objective, teams have to cooperate with each other
and coordinate their actions that it is the main responsibility of incident commanders.
As a result, distributed incident commanders form an organization or society. They
needs to coordinate their decisions with each other in a decentralized approach. With
regard to this requirement, the GICoordinator of an IC should provide two essential
capabilities within this organization: 1) communicate and interact with other agents
for data sharing and coordination, 2) use decentralized algorithms for coordinating the
distributed decisions. Integration of a human with a GICoordinator is called a human-
agent team in this chapter, and Fig. 7.1 presents an organization in which three human-
agent teams are embedded.
Figure 7.1: An organization of three human-agent teams
We require a proper framework to enable us to implement and evaluate two key capa-
bilities identified for the GICoordinator before we develop real applications for the real
world. We are faced with a problem in simulation of a society of advanced agents. Build-
ing this framework is a significant issue because we can easily run several GICoordinators
in this framework, observe their behaviors, and test and refine the GICoordinator. We
must consider that a single GICoordinator has been developed before.
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Agent-based modelling and simulation (ABMS) is a relatively new approach to modelling
systems composed of autonomous, interacting agents [4]. Simulation of an organization
of GICoordinators is of considerable importance for developing and evaluating these
two newly defined capabilities. A simulator provides us an efficient framework in which
we can run a number of GICoordinators in a virtual world, study their interactions
and behaviors in distributed problem solving, and test efficiency of distributed coordi-
nation algorithms. It enables us to easily refine their architectures and re-design and
re-implement better algorithms.
In the intelligent systems technologies, there are cases in which the .NET framework
is frequently used to develop an agent such as GICoordinator. The research question
of this chapter is that how we can build a simulator using the C#.Net programming
language. Our assumptions include as follows:
• communication between agents is done by sending and receiving messages.
• simulator and embedded agents are run in the same computer.
• each agent accesses to contents of a central spatial database.
• a human user can select any agent and start interacting with it.
• interaction between an agent and the human user is done via a user interface
provided by this agent.
• description of distributed coordination algorithms is beyond the scope of this chap-
ter.
• we can initiate and run any number of agents.
• we assume that there are three agents.
• agent have GIS functions
• the C#.Net platform should be used to create this simulator.
• a agent needs to send a specific message to a specific agent.
• a agent needs to appropriately respond to received messages.
In order to build the simulator, we need to apply an efficient tool according to the re-
quired assumptions. However, there is much literature in agent-based modeling software
and toolkits, agent-oriented programming languages unfortunately they do not thor-
oughly address the problem stated by this chapter. As a result, we are faced with a
difficult challenge.
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This chapter intends to present a methodology for development of a proper simulator
and simulation of an organization of distributed GICoordinators using the C#.Net pro-
gramming language according to the defined requirements. In the simulated society, a
GICoordinator can communicate with definite agents, response to received message, and
interact with a human user.
7.3 Background
Agent-based modelling and simulation (ABMS) is a relatively new approach to mod-
elling complex systems composed of interacting, autonomous ‘agents’. Agents have
behaviours, often described by simple rules, and interactions with other agents, which
in turn influence their behaviours ABMS can be traced to investigations into complex
systems. A typical agent-based model has three elements: 1) a set of agents, 2) a set of
agent relationships and methods of interaction, and 3) the agents’ environment. A model
developer must identify, model, and program these elements to create an agent-based
model [4].
In general, two types of simulation / modelling systems are available to develop agent-
based models: toolkits or software [1]. Toolkits are simulation / modelling systems that
provide a conceptual framework for organising and designing agent-based models. They
provide appropriate libraries of software functionality that include pre-defined routines
and functions specifically designed for ABM. However, the object-oriented paradigm
allows the integration of additional functionality from libraries not provided by the
toolkit, extending the capabilities of these toolkits. Some toolkits include: Swarm,
MASON, Repast, OBEUS, AnyLogic.
In addition to toolkits, software such as StarLogo, NetLogo, OBEUS is available for
developing agent-based models, which can simplify the implementation process. For ex-
ample, simulation / modelling software often negates the need to develop an agent-based
model via a low-level a programming language (e.g. Java, C++, etc). In particular,
software for ABM is useful for the rapid development of basic or prototype models.
However, modellers using software are restricted to the design framework advocated by
the software. For instance, some ABM software will only have limited environments
(e.g. raster only) in which to model, or agent neighbourhoods might be restricted in
size. Furthermore, a modeller will be constrained to the functionality provided by the
software (unlike ABM toolkits modellers will be unable to extend or integrate additional
tools), especially if the toolkit is written in its own programming language (e.g. Net-
Logo). Most simulation packages claimed that they are object oriented or use Java as
development language.
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An agent-based model could be programmed completely from scratch using a low-level
programming language such as s Python, Java, and C. These languages also can be used,
but development from scratch can be prohibitively expensive given that this would re-
quire the development of many of the available services already provided by specialized
agent modelling tools. Most large-scale agent-based models use specialized tools, toolk-
its, or development environments based on reasons having to do with usability, ease
of learning, cross-platform compatibility, and the need for sophisticated capabilities to
connect to databases, graphical user interfaces and GIS [4]. In particular, the use of
toolkits can reduce the burden modellers face programming parts of a simulation that
are not content-specific [1].
7.4 Methodology
Fig. 7.2 presents the structure of the simulation problem which this chapter addresses.
It is designed based on the defined requirements.
Our focus is on the organization simulated in the .NET framework. To implement this
element, we used and integrated the thread and the delegate methods that the C#.NET
framework includes. These technologies enable us to easily refine the architecture of the
GICoordinator in order to achieve the purpose defined by this chapter.
A delegate is a type that defines a method signature. When you instantiate a delegate,
you can associate its instance with any method with a compatible signature. You can
invoke (or call) the method through the delegate instance. Delegates are used to pass
methods as arguments to other methods. Event handlers are nothing more than methods
that are invoked through delegates. You create a custom method and a class such as a
windows control can call your method when a certain event occurs. Threading enables
the C# program to perform concurrent processing so that you can do more than one
operation at a time [2].
C# supports parallel execution of code through multithreading. A thread is an inde-
pendent execution path, able to run simultaneously with other threads. We can write
applications that perform multiple tasks at the same time. Tasks with the potential of
holding up other tasks can execute on separate threads, a process known as multithread-
ing or free threading [2].
To get a better understand, a fundamental code was developed in C# that it shows
how to implement a contract-net protocol (CNP) among three simple agents in a simu-
lated organization. This code is shown in Listing 1. CNP is a task-sharing protocol in
multi-agent systems, consisting of a collection of nodes or software agents that form the
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‘contract net’. When a node gets a composite task (or for any reason cannot solve the
present task) it breaks the problem down into sub-tasks and announces the sub-task to
the contract net acting as a manager. Bids are then received from potential contractors
and the winning contractor(s) are awarded the job(s) [? ].






delegate void d_Send_f0t1(message msg);
delegate void d_Send_f0t2(message msg);
delegate void d_Send_f1t0(message msg);
delegate void d_Send_f2t0(message msg);
class Simulation
{
static void Main(string [] args)
{
Agent0 a0 = new Agent0 ("a0");
Agent1 a1 = new Agent1 ("a1");
Agent2 a2 = new Agent2 ("a2");
a0.f_Send_t1 = new d_Send_f0t1(a1.f_Recieve_f0 );
a0.f_Send_t2 = new d_Send_f0t2(a2.f_Recieve_f0 );
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a1.f_Send_t0 = new d_Send_f1t0(a0.f_Recieve_f1 );
a2.f_Send_t0 = new d_Send_f2t0(a0.f_Recieve_f2 );
Thread T_a0 = new Thread(a0.Run); T_a0.Start ();
Thread T_a1 = new Thread(a1.Run); T_a1.Start ();








private List <message > Messages;
public d_Send_f0t1 f_Send_t1;
public d_Send_f0t2 f_Send_t2;
public Agent0(string id) { agentId = id; }
public void Run()
{
Thread T0 = new Thread(f_ReactiveRules );
T0.Start ();
message msg = new message
{
from = agentId ,
to = "ALL",
subject = "Announcement -a-contract",
};
count = 0;
Messages = new List <message >();
var T1 = new Thread (() => f_Send_t1(msg)); T1.Start ();
var T2 = new Thread (() => f_Send_t2(msg)); T2.Start ();
}
public void f_Recieve_f1(message msg)
{
Console.WriteLine(agentId +": f= "+msg.from+" :Bid= "+msg.content );
Messages.Add(msg);
count = count + 1;
}
public void f_Recieve_f2(message msg)
{
Thread.Sleep (1000);
Console.WriteLine(agentId +": f= "+msg.from+" :Bid= "+msg.content );
Messages.Add(msg);
count = count + 1;
}
private void f_ReactiveRules ()
{
/* Monitor the enviroment and Do something for Example */
while (true)
{
Chapter 7. Simulation of an Organization of Spatial Intelligent Agents 140
if (count != 2) { Thread.Sleep (1000); continue; }
List <message > Winners = new List <message >();
if (Messages [0]. content > Messages [1]. content)
{ Winners.Add(Messages [0]); }
else if (Messages [0]. content < Messages [1]. content)
{ Winners.Add(Messages [1]); }
else if (Messages [0]. content == Messages [1]. content)
{ Winners.Add(Messages [0]); Winners.Add(Messages [1]); }
message award = new message
{
from = agentId ,
subject = "Award",
};
foreach (message winner in Winners)
{
if (winner.from == "a1")
{
var T1 = new Thread (() => f_Send_t1(award )); T1.Start ();
}
if (winner.from == "a2")
{











public Agent1(string id) { agentId = id; }
public void Run()
{
/* Do something */
}
public void f_Recieve_f0(message msg)
{
Thread.Sleep (1000);
Console.WriteLine(agentId +": f= "+msg.from+" :Sub= "+msg.subject );
if (msg.subject == "Announcement -a-contract ")
{
message msg2 = new message
{
from = agentId ,
to = "a0",
subject = "Bidding",
content = (new Random ()). Next(1, 3)
};
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var T1 = new Thread (() => f_Send_t0(msg2 )); T1.Start ();
}
if (msg.subject == "Award")
{












public void f_Recieve_f0(message msg)
{
Thread.Sleep (1000);
Console.WriteLine(agentId +": f= "+msg.from+" :Sub= "+msg.subject );
if (msg.subject == "Announcement -a-contract ")
{
message msg2 = new message
{
from = agentId ,
to = "a0",
subject = "Bidding",
content = (new Random ()). Next(1, 3)
};
var T1 = new Thread (() => f_Send_t0(msg2 )); T1.Start ();
}
if (msg.subject == "Award")
{






public string from { get; set; }
public string to { get; set; }
public string subject { get; set; }
public int content { get; set; }
}
}
Listing 7.1: The C# Code for Implementation of a CNP in a Simulated Organization
of Three Simple Social agents
To establish a communication network among three agents, four delegates were declared.
As Fig. 7.3 presents, there are two methods to setup a communication network among
Chapter 7. Simulation of an Organization of Spatial Intelligent Agents 142
agents. An agent can communicate with another agent via an independent delegate, or
there is a shared delegate that enables all other agents to send their message to this
agent via this delegate. The following example shows a delegate declaration that is used
by the agent a1 to send its messages to the agent a0:
delegate void d_Send_f1t0(message msg);
Figure 7.3: Two possibilities for configuration of a communication network.
Communication is used by agents to share or exchange data and information. To do it,
the class ”message” is declared to encode three kinds of data. We can design a number
sophisticated classes for sending different types of data.
To present agents, three classes were declared. The architecture of an agent includes
1) a number of delegates for sending its messages to others, 2) a number functions for
receiving messages from others, and 3) other properties and methods. Finally, three
agents were created.
To setup a communication channel between two agents e.g. between the agent a0 and a1,
the following code is the importance. It states that the agent a0 can send a message to
the agent a1 if it calls the the function ”f Send t1”, and the agent a1 receives a message
from the agent a0 through the function ”f Recieve f0”. In fact, the agent a0 executes a
method of the agent a1.
a0.f_Send_t1 = new d_Send_f0t1(a1.f_Recieve_f0 );
To create three autonomous agents, the newly created agents are run via the three
threads. The following code shows a thread which is created for the method ”run” of
the agent a0:
Thread T_a0 = new Thread(a0.Run);
T_a0.Start ();
A proper delegate should be run by an agent to send a message to a certain agent. The
agent a0 executes the following delegate in order to send a message to the agent a1.
var T1 = new Thread (() => f_Send_t1(msg));
T1.Start ();
The function f ReactiveRules of the agent a0 enables this agent to autonomously mon-
itor and scan the environment. In this code, the responsibility of this function is to
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continuously scan the total number of bids. If this agents gets all proposals from two
agents, a simple sub-algorithm will be run to select winner(s).
7.5 Result
Two results were achieved in this chapter. If we run the code presented in Listing 1,
we will get the result shown in Fig. 7.4. It presents responses and actions which three
agents did during a simulated CNP.
Figure 7.4: Result of running the Listing 1
Fig. 7.5 shows the second result. It is a simulated environment which contains dis-
tributed spatial intelligent agents that can interact with each other and with a human
user. We enhanced the code shown in Listing 1 to achieve the purpose of this chapter
according to the structure shown in Fig. 7.2. Each GICoordinator has its own user
interface that enables the human user to select it and interact with it.
7.6 Conclusion
This chapter presented a C# code that can simulate a virtual society of distributed
agents using the .NET framework. This basic code presented how to implement a
communication network among social agents.
The proposed methodology provides us a flexible framework to develop, simulate, and
evaluate multi-agent systems in the .NET platform. It enables us to work on decentral-
ized algorithms for distributed GICoordinators by embedding a number of these agents
in a simulated environment and studying/observing their actions.
For a mutual communication between two agents, we dedicated two delegates for this
subject. It means that each agent has its won communication channels. It is possible
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Figure 7.5: A simulated organization of three distributed GICoordinators
to specify a delegate for an agent and share it among others so that other agents can
send their message to this agent via a shared delegate (or communication channel). The
multithreading method allowed us to execute several agents and several actions in the
same time.
Future work will be to design and develop distributed algorithms for coordinating dis-
tributed decisions among incident commanders in disaster emergency response opera-
tions. Certainly, the simulated framework will be used in this research.
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Chapter 8
Simulation of Intelligent Mobile
GIS
8.1 Abstract
Earthquake emergency response requires different number of teams to cooperate with
each other and coordinate their activities to achieve global objectives. Coordination is
the key challenging problem that field teams face in urban search and rescue (USAR)
emergency response because of the geographic and uncertain environment. Therefore,
it is necessary to optimize coordination of teams by allocating tasks to teams in time
and space efficiently and sufficiently. The present chapter aims to propose an efficient
approach that allows humans to collaborate with coordinator assistant agents to assign
tasks to teams. To achieve this purpose, we did the following stages: (1) the structure
of the USAR task force and environment characteristics were analyzed, (2) we analyzed
the spatial coordination problem and then modeled it, (3) features and properties of
required approach were assessed, (4) we designed a contract net based model for dis-
tributed spatial task allocation and proposed the architecture of spatially distributed
intelligent assistant agents (SpDI2A), and (5) finally, our approach was implemented
and validated in a geospatial simulation which was developed using AnyLogic software
and Java programming. The final result composes of 10 features satisfying the features
of the required system.
8.2 Introduction
USAR is the emergency response function which deals with the collapse of man-made
structures [17]. USAR operations in earthquake emergency response require different
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number of teams to have cooperation with each other and coordinate their actions to
do complex tasks in order to achieve global utility and objective. USAR has become
an important issue in the recent decades because a number of earthquake disasters
have occurred and had many deaths and injured especially in the developing countries.
USAR operations are vital in earthquake emergency response especially during the first
72 hours. Their main objective is to maximize number of rescued victims in the shortest
time. To reach this goal, one appropriate solution is to make decision on allocating tasks
to teams in time and space efficiently and sufficiently. Because of complex environment
characteristics of earthquake disaster, coordination is a key challenging problem that
field teams face during field operations.
Five reasons require coordination among teams in multi-agent systems: (1) preventing
anarchy or chaos, (2) efficiency, (3) meeting global constraints, (4) distributed informa-
tion, expertise or resources, and (5) dependencies between the teams’ activities [18]. In
coordination theory, coordination is the act of managing interdependencies between ac-
tivities performed to achieve a goal [16]. In the recent decade, multi-agent systems have
been used for disaster management systems and emergency response simulations [9], [? ]
that we can mention DEFACTO [20], ALADDIN [12], RoboCup rescue simulation [14],
and Coordinators [15]. The main methods [8] of coordination problem solving are classi-
fied into the task allocation, coalition formation, multi-agent planning, communication
and data sharing, and negotiation.
Characteristics of environment of emergency response make coordination of teams so
difficult and complex. Emergency response requires an appropriate approach in order to
overcome this challenge and optimize the objective of USAR. After required properties of
this approach were analyzed in this chapter, we found the Geospatial feature vital. The
present chapter aims at proposing this efficient approach for solving the coordination
problem of USAR in the geographic and uncertain environment. This approach provides
a framework that allows a human to collaborate with his coordinator assistant agents
to assign tasks to field teams. We called this approach SpDI2As or agent. The chapter
proposes the roles of the agents and the way for designing them. The chapter also
illustrates its implementation ability and validity by developing a geospatial simulation.
8.3 Issues in Urban Search and Rescue Operations
8.3.1 Structure of USAR Task Force in Earthquake Disaster
USAR Task Forces [7], [21] are the key responsible organization to coordinate and carry
out tasks and Fig. 8.1 shows its organization. They include the multiple teams of
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planning (situation assessment), hazmat, search, rescue, medical, and logistics. An
incident commander (IC) commands their activities and makes tactical decisions which
determine what team has to do what task, where, when, and with whom. We will be
discussed the workflow of USAR in the Section III.A for 2 types of teams: search and
rescue.
Figure 8.1: Organization of the USAR Task Force with 6 different field teams [7]
8.3.2 Environment Characteristics of Emergency Management
To understand the coordination problem of USAR teams clearly, we aimed to study and
analyze environment characteristics of earthquake emergency response. We extended
the results of other researchers [4], [13] to describe the following characteristics:
8.3.2.1 Key elements of environment
Tasks, teams, damaged buildings, and tactical decisions constitute key elements, which
are shown with their related information in Fig. 8.2. In addition, treatment centers,
operational areas, city blocks, and street network seem to be important.
8.3.2.2 Uncertainty and ambiguous information
This characteristic causes many challenging problems especially during the first 72 hours.
For example, different information is reported to database; some tasks are revealed, done,
or canceled unexpectedly; teams can not follow made decisions schedules; and database
is not updated with new situation information.
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Figure 8.2: Geographical distribution of human-agent teams in area and collaboration human
with SpDI2A via PDA; and spatial coordination problem of USAR modeled for one damaged
building.
8.3.2.3 Geographic aspect
Earthquake disaster- affected area is an extensive geographical environment whose ele-
ments are spatial entities and are distributed in the environment.
8.3.2.4 Spatial decision making
Geographical distance or travel time among elements is an important parameter in action
planning and decision making.
8.3.2.5 Dynamic in time and space
Teams have dynamic positions, and also information of elements varies over time.
8.3.2.6 Heterogeneous teams
Search teams and rescue teams, who are the 2 key teams, have different expertise and
goals.
8.3.2.7 Multiple agents
There are more than one rescue teams or search teams at a USAR Task Force.
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8.3.2.8 Real time decision making
Because of dynamic information, decision making should be done in real time way.
8.3.2.9 Interdependency Among activities
Tow types of interdependencies were studies in this chapter: “Enable” and “Equal”. The
“Enable” relationship specifies that when an action is carried out, it makes possibility
of performing another action; and equality relationship means that certain actions are
not liked to a specific team, and can be carried out by another team. As Fig. 8.2
shows, when the search task of damaged building is done by a responsible search team,
the team manager reports new situation information such as location and number of
found victims. The first interdependency says that this information reveals or discovers
a new rescue task and enables rescue teams to have enough data for starting new rescue
operations for the mentioned building. The second interdependency is that the new
rescue task can be allocated to any suitable rescue team or teams not only to a certain
team.
8.3.2.10 Distribution of expertise and information
Because of different capabilities of search teams and rescue teams, they have a cooper-
ative relationship to complete complex tasks and reach a shared global utility.
8.3.2.11 Global objective
The final and global goal for all teams is to maximize number of rescued victims within
a limit of time.
8.3.2.12 Geographical constrains
For each team, an operational region, which is a polygon or a zone, is defined. Each
team is responsible for carrying out tasks which geographically are allocated in this area.
For example, the incident commander asks their rescue teams to do rescue tasks of the
central part of the city.
Chapter 8. Simulation of Intelligent Mobile GIS 152
8.3.2.13 Ill- structure decision making problem
It is difficult to formulate the coordination problem with clear mathematical algorithms
in order to optimize.
8.3.2.14 Partial observation
Teams have access a part of information of environment.
8.3.2.15 Failure of communication
Communication networks are not trustable and may fail during emergency response. It
causes teams to lose their connection with the incident command post or with other
teams.
8.3.2.16 Huge of data
Huge amount of data are gathered by many organizations with different standards.
8.3.2.17 Time constrains
Some tasks have deadline, some tasks should be done simultaneously, some teams should
do a task simultaneously as a coalition, and some tasks should be done before others.
8.3.2.18 Limited resources
There are a few teams for doing a lot of tasks.
8.3.2.19 Spatial information sharing
Because of spatial aspect of environment, spatial information sharing among or teams
is considered as the key property.
8.3.2.20 Centralized or decentralized coordinator
Sometimes decision making is done by a central incident commander for all teams, and
sometimes it is done by several ones by distributed decision makers.
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8.4 Approach
8.4.1 Analyzing and Modeling the Spatial Coordination Problem
In order to make decision and allocate tasks, first, we have to analyze and model the
main problem. It will enable us to propose a solution for solving (optimize) it.
The described characteristics make USAR more complex; consequently, coordination
among teams’ actions gets a challenging problem, especially due to its spatial charac-
teristic. We call this problem “Spatial Coordination Problem” (SCP).
In this section, we try to model the SCP for one damaged building, and collection
of all buildings constitutes a SCP for whole USAR, as Fig. 8.2 shows. We try to
model this problem by recognizing and analyzing teams, tasks, information flow, action
interdependencies, attribute data, objectives, and workflow as following:
The global objective, which is maximize the number of rescued victims within a limit
of time, is divided into 2 dependent sub- goals: search task and rescue task. To reach
the goal, all sub-goals should be achieved, and if one fails, the whole utility will be zero.
Data of location of the building and potential number of trapped victims are gathered
by loss estimation teams. These data are input for search operations. Because exact
location and exact number of trapped victims are un-known, so rescue teams can not
do nothing and have to wait for results which will provided by search teams. Decision
making is done for task allocation. The search task of building is assigned to a search
team, and related information is sent to the search team. The search team moves toward
the building and reaches it after amount of time. Then, the team starts to locate and
find victims under debris. After amount of time, the team completes this task. Its
result is output data which will be used for farther operations. Now, the team gets free
and ready for another mission. Decision making determines that the rescue task of this
building is assigned to a rescue team. The rescue team moves toward the building and
reaches it after amount of time. Then, the team starts to release and rescue trapped
victims. After amount of time, the team completes this task. Final result is data showing
number of rescued victims, number of injured released victims. These data will be used
for emergency medical transportation and medical teams.
8.4.2 Key Features of the Approach
To propose an efficient approach for solving the SCP, we clarified its key required features
and as 10 following properties:
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8.4.2.1 Solve and Model the main spatial coordination problem
The approach should deal with the problem well.
8.4.2.2 Personal assistant agent (PAA)
In real situation, each human (manager of a field team) is equipped with a PDA or
a cell phone that runs a PAA, GPS, and wireless network. The agent is a personal
assistant or software agent that aids its user (human) in decision making, coordination,
communication with other PAAs, data management etc. Each agent is run on a PDA
and collection of PDAs from the society of agents. Table 8.1 shows actions and behaviors
of an agent. This feature leads to the concept of human-agent interaction. This concepts
is shown at Fig. 8.2.
8.4.2.3 Mixed-initiative planning
Human can make strategy decisions for agent so that it takes into account them at
decision making for task allocation. For example, in an emergency situation, a search
team needs to assign a rescue task to a rescue team. He, therefore, should be able
to define that task for his agent and request it to allocate this task to a rescue team.
Moreover, human has actions and behaviors which are shown at Table 8.1. This feature
leads to the concept of human- agent team and human-agent interaction. In fact, Human
makes strategy decision in high level and agent makes tactical decisions based on those.
8.4.2.4 Human-agent interaction
Human-agent Interaction can be studied from four view points: 1) information acquisi-
tion; 2) information analysis; 3) decision and action selection; and 4) action implemen-
tation [5]. Because a human and his agent play a role in task allocation, it is necessary
for them to interact together well. The interaction is done via the GIS-based inter-
face. Based on human’s actions, mentioned at Table 8.1, agent makes a correct action
(decision) to response them. It can be implemented by Statechart diagram [22].
8.4.2.5 Communication among agents
Agents have to communicate together via exchanging messages, and they should under-
stand each other. This property is necessary to solve the SCP.
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Table 8.1: Action OF the Human agent and Software Agent and Their Interaction
Entity Actions / decisions
Agent
1- Get different requests and messages from its
human via user interface, and make decisions
considering them
2- Retrieval, insert, query, update information of
global geo-database
3- Retrieval, insert, query, update information of
local geo-database
4- Display data (spatial and non-spatial) of
geo-database (local and central) via maps and
user-interface for human.
5- Communicate with other agents embedded in
other PDAs in order to exchange messages, data,
request etc.
6- Do analysis, calculation, GIS functions etc
7- Make right decision for messages received from
the society
8- Make and send different kind of messages
9- Establish a contract net to allocate rescue tasks
10- Inform and display information of tasks which
were assigned to the team
Human
1- Observe the real environment surrounding him
and acquire information
2- Insert and modify information
3- Make and define strategy decision such as defining
a rescue task for his agent in order to allocate it
4- Ask his agent to do geospatial analysis such as
mapping buildings which are allocated in his
operational area and their rescue tasks are not
allocated
5- Reject a commitment to do a task
6- Move in area to reach buildings
7- Carry out tactical decisions (tasks) physically.
8.4.2.6 Methods of multi-agent coordination
This key feature is the core for SCP solving. Agents apply them for distributing tasks
among teams.
8.4.2.7 Real time greedy algorithms
Methods of multi-agent planning or scheduling algorithms seem to be sufficient, but a
very uncertain environment makes sequence decision process unreliable. Therefore, one
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efficient solution can optimize local objectives and use greedy algorithms over time based
on new updated data.
8.4.2.8 Decentralized decision making
Failure of network communication is one of the environment characteristics. Therefore,
we can not rely completely on the centralized approach for commanding incident. Al-
though distributed approaches do not undertake an optimal solution, they are efficient
solution to overcome this characteristic. This lets teams have an autonomous role in
decision making and allows them to allocate unsigned or revealed rescue tasks to rescue
teams.
8.4.2.9 Geographic information management and data sharing
We consider two types of information management: central database and distributed
(local) databases. Each agent has its own local database which is embedded in its PDA.
All agents access the central database to improve data sharing. In real situation, central
database can be a GIS server or Google maps [10].
8.4.2.10 GIS functions
Agents should have geospatial capabilities in mapping, analyzing, updating, sharing,
and reasoning [1].
8.5 Methodology
8.5.1 Definition of the SpDI2A
An intelligent agent is an autonomous entity which observes and acts upon an environ-
ment and directs its activities towards achieving goals [19]. The important characteristics
which an intelligent agent has in MAS include autonomy, local views, and decentraliza-
tion [23]. An assistant agent, which is run on a PDA, can assist its human in doing
some tasks such as scheduling, negotiating and communication with other agents, in-
formation analysis etc. If they are responsible for action coordination among teams,
they are called coordinator agents. Agents which are housed and distributed in a geo-
referenced environment are called spatial agents, and they will possess 3D geographical
location. As a result, SPDI2As contain all of these characteristics, and we call it agent
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in this chapter. In summary, a society of agents can contain all of the properties which
a required approach must have.
8.5.2 Method of Distributed Spatial Task Allocation
To implement the feature “The methods of multi-agent coordination”, we applied the
method of distributed task allocation [8] using contract net mechanism [21] for SCP
solving by distributing rescue tasks among rescue teams. This mechanism is based on
the decentralized market structure and consists of the 4 steps: (1) problem recognition,
(2) tasks announcement, (3) bidding, and (4) awarding.
To distribute a rescue task among rescue teams, we designed a simple model and called
it “distributed spatial task allocation”. In our proposed approach, because search teams
are autonomous entities and can distribute tasks among rescue teams. Imagine that a
search task is completed by a rescue team and a new rescue task is discovered as its
result. Based on the organizational structure, teams belonging to a same USAR Task
force can communicate together. The following flowchart describes this model:
• A search task performed by a search team reveals a new rescue task. The human,
user of PDA and coordinator of team, recognizes this task.
• On the GIS map provided by SpDI2A, human finds and locates the damaged
building for which this rescue task is being defined; and then he inserts and modifies
a rescue task with related information on the map; then he asks his agent to update
central database and allocate it to the best rescue team.
• The agent receives this request from its human. To select a right action, it uses the
component “Rule-based actions”. To response this request, it uses the functions
which are housed in the module “Methods and functions” and connects the cen-
tral geo-database and updates its data. Then, it creates a new message “Rescue
announcement” which contains the ID of concerned building, number of trapped
victims, required rescue level etc. After that, the agent sends the message to all
rescue teams’ SpDI2As. Until a deadline (6 seconds), it is waiting for receiving
proposals (bid) from enthusiastic rescue teams. The SpDI2A changes its internal
sate to “Anticipant”. This change leads to update the local geo-database of agent.
• When a rescue team’ SPDI2A receives messages from the society of SPDI2As, it
sends them to the module “Rule-based actions” for determining a right action.
The right action for the message “Rescue announcement” is called “Bidding”.
To do it, the agent needs to use spatial functions of module “Methods and GIS
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functions”. The goal of this action is to calculate a bid for the announced rescue
task. Fig. 8.3 shows the structure of module “Rule-based actions” for responding
to this message.
• The SpDI2A of the search team, who has initiated this contract, receives messages
from the society of SPDI2As and gathers them in a set. After the deadline finishes,
it sends the set to the module “Rule-based actions” to assess messages which are
related to the announced rescue task. The minimal bid is determined in order to
allocate the announced task to its team. The SPDI2A creates a message “Award”
and sends it to the determined rescue team.
• The SpDI2A of winner rescue team receives the message “Award”. It updates
internal information of team and tasks list. The information of allocated task is
displayed for human via the interface, so that human knows what next task to do.
Figure 8.3: Algorithm of calculation of bid as a part of the component “Rule-based actions”
for making right action for the message type “rescue announcement”.
8.5.3 Architecture of the SpDI2A
Considering the features of required system and the model of distributed spatial task al-
location, initial architecture of SpDI2A was designed with 6 key modules or components
as following: “Communication with SpDI2As”, “Human-agent interaction”, “Central
geo-database”, “Local geo-database”, “Rule-based actions”, and “Methods and GIS
functions”. Relations between the components are shown at Fig. 8.4.
A central geo-database can contain geographic and non-spatial information of damaged
buildings, city blocks, street networks, and tasks.
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Figure 8.4: Architecture of SpDI2A.
Each agent comprises of a local geo-database. It contains local information such as
real time position of team, team type, tasks list, messages, internal state (rest, busy,
ready etc), operational region, ID of agents, city building, etc. The structure of local
geo-database of rescue agents is different a little with that of search agent.
The component “Communication with SpDI2As” allows agent to communicate with
agents of society via the message. This capability is necessary for agents to cooperate
with others for task allocation. To do a certain action, maybe the agents create messages
and send them to certain agents such as the message “Rescue announcement” and the
message “Bidding”.
The component “Rule-based actions” determines that what action agent has to select
and do, as Table 8.1 shows these actions. When an agent receives a message from the
society or from its human, the component “Rule-based actions” makes decision and
determines actions to be done. This component has connections to other modules in
order to carry out actions. Fig. 8.3 shows how agent makes decision for the message
“Rescue announcement”. To implement the distributed based spatial task allocation,
we designed a state-based behavior both for search agent and for rescue agent, and then
we implemented them using by the statecharts tools of AnyLogic [25]. Fig. 8.5 shows
diagram developed for both agents.
The component “Methods and GIS functions” provides a laboratory of necessary func-
tions and algorithms which agent needs for making actions, reasoning, rule-based de-
cision making, calculation, analysis, and GIS functions [1]. These functions include
data management (querying, retrieve, update, insert, store, connect to database) of the
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Figure 8.5: Sate-based behavior of agent (rescue and search) for implementation of the model
of distributed spatial task allocation.
central and the local geo-database, bidding for a task, creating different messages, cal-
culating distance between two point, acquire real-time position on the GPS of PDA,
GIS analysis (spatial relationships, network analysis, proximity analysis), displaying in-
formation etc.
Human-agent interaction can be the interesting component of SpDI2A. Table 8.1 helps
us to understand what decision and actions human and agent have. Interaction between
human and agent is done via the developed user-interfaces, tools, and GIS maps which
are run on screen of a PDA. Requests (actions) are sent by human via the user-interface
to agent, and agent receives them and forwards them to the component “Rule-based
actions”. Information of central and local geo-database is displayed as GIS maps. For
example, human of search team wants to identify a building on the map, modifies infor-
mation of its rescue task, and asks agent to update geo-databases and allocate it to a
rescue team. When agent of rescue team wins an announced rescue task, the informa-
tion of allocated task is displayed for human and informs him about the new task. Also
human has this role that can reject or cancel a commitment and asks agent to allocate
it to another.
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8.6 Geospatial Simulation of SPDI2A
Simulation is an appropriate approach to implement and validate a proposed approach.
We preferred to implement a geospatial simulation because of these reasons: (1) this is
efficient and controllable to validate, modify, and improve the architecture of SpDI2A,
(2) within a virtual environment, communications among agents are done easily with
the simulation software via messages, and we do not need to setup a wireless network,
(3) The central geo-database can be implemented and housed in the same computer that
agents are, and (4) a geospatial simulation aid us to implement a spatial-agent based
modeling such as the model of distributed spatial task allocation.
There are a number of geo-simulation systems [3] for different applications. We chose the
AnyLogic simulation system [24] because it matches most part of our needs and aids us
to implement the proposed architecture of SPDI2A. AnyLogic is a java-based simulation
platform for agent-based modeling, system dynamics modeling, simulation of discrete
event systems etc. It provides tools for displaying GIS data, accessing to database,
statecharts diagrams, exchanging messages, programming with Java, etc. To implement
the proposed approach with a society of SPDI2As, we used AnyLogic, ArcGIS Desktop,
and Java programming.
To implement and develop the central and local geo-database, we made GIS shapefiles
ready using ArcGIS Desktop [6]. For case study region, we selected a part of the region
17 of city Tehran. We created three sample shapefiles (point and vector layer) for rescue
agents, search agents, and damaged building with their attributes to display them on GIS
map in the simulated environment. To extract spatial relationships between buildings
with operational regions of agents, we applied the GIS functions of ArcGIS to make a
analyzed table that allows agents to determine whether a damaged building is located
within the mission area of team or not. To manage and access to data and information
by agents, we implement a Microsoft Access database and wrote SQL functions for
component “Methods and GIS functions”.
Fig. 8.6 shows the SpDI2As which is implemented and validate within this geospatial
simulation; as well, it presents the environment that interaction between human and his
agent happens. We make its features clear as following:
8.6.1 Simulated interface of PDA
This is the environment that interaction between human and agent happens. Every
time, the simulator allows its user (human) to choose another team, who is displayed on
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Figure 8.6: Geospatial simulation of SpDI2A and environment of human-agent interaction.
the map. As Fig. 8.6 shows, the user has chosen to be search team 122, and in another
time, the role selected by the user was the rescue team 68.
8.6.2 Display information of the geo-database
Agent can visualize data of geo-databases (local and central) on the GIS map. Imple-
mentation of this feature is based the OpenMap [2], a geospatial visualization toolkit,
which AnyLogic supports.
8.6.3 Local information management
Because every agent can access its local database, it can present internal information
of team via the user-interface for its human, and human can modify them and ask his
agent to update them. Furthermore, the agent displays location of team on the map
with a symbol point. Fig. 8.6 shows this feature for search team 122. We should say
that although the simulation shows position of all teams in the same time for the user,
but the human will not see them in real situation based on PDA based implementation.
8.6.4 Information management
Because the central geo-database contains this information, each agent can access it to
display, update, query, and retrieve its data as the functions of information management.
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After human (human of search team 122) identifies a damaged building on the map, agent
queries and extracts its information and its tasks from database and displays them into
the interface; and then, human modifies them and asks agent to update the database.
As Fig. 8.6 shows, this process happened for the damaged building 53 and the rescue
task, which is recognized by human. This information is shared among all agents and
will be used for the method of distributed spatial task allocation.
8.6.5 Rescue task allocation
Imagine that after the search team 122 completes the search task, located at the damaged
building 53, a new rescue task is revealed. Human 122 recognizes it, and he tries to
allocate it. It is enough to input the ID of damaged building into the user-interface
and ask agent to allocate it. Agent receives this request from its human and establishes
(initiates) the model of distributed spatial task allocation, discussed before. Finally,
agent shows the final made decision for the announced task. As Fig. 8.6 shows, the task
is allocated to the rescue team 68 who gave a bid of 313.
8.6.6 Management of task list
If the user of system switches from search team 122 to rescue team 68, his agent will
inform him about a new task (tactical decision) which has allocated to his team. Fig. 8.6
shows a rescue task which is defined for the damaged building 53 is assigned to his team,
and he and his teammates should move to this location to carry it out. If human wants
to cancel his commitment, he can ask his agent to change the internal state and local
information and allocate it to another rescue team too. Our assumption is that agent
and human have the mutual trust, and agent does not control or monitor behaviors of
its human. To find the location of the damaged building 53, agent highlights the symbol
of this building for human.
8.6.7 Geospatial reasoning
We investigate role of GIS that enable agents to have skills for geospatial reasoning.
8.6.7.1 Proximity analysis:
Imagine that the rescue team 53 wants to see location of all damaged buildings which
both are located in a distance of less 100 m and their rescue tasks are not assigned to
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anyone. He requests agent to highlight these buildings on the map and calculates their
total number, shown at Fig. 8.6. If the team moves, agent can make dynamic map
regarding this request.
8.6.7.2 Spatial relationship analysis:
Again imagine that the rescue team 53 wants to see location of damaged buildings which
are both located within operational area of team and their rescue task are not assigned
to anyone. He requests his agent to highlight these buildings on the map and calculate
and display the total number, shown at Fig. 8.6.
8.7 Discussion and Conclusion
SpDI2A is a geospatial approach that we tried to investigate the role of GIS in multi-
agent coordination and propose a new generation of personal assistant agents that allow
human to collaborate with coordinator assistant agent for coordination of emergency
response. The 4 main features make SpDI2A distinctive from other works: 1) It has been
designed for the organization of USAR Task Forces, 2) It has been proposed for USAR of
earthquake disaster, 3) Geospatial features enable agents to have spatial intelligent and
reasoning in dealing with spatial coordination problem in a geographic and uncertain
environment, 4) Human-agent collaboration lets to plan teams’ actions in time and space
based on strategy decisions and tactical decisions, 5) SpDI2A can be used to design and
develop “Intelligent Distributed GIS” that are run on the cell phones and assist field
human teams for disaster management.
The architecture of SPDI2A is in its initial framework especially the method of dis-
tributed spatial task allocation which needs to get refined. Future works can focus on
the: improving the task allocation method, accurate evolution of SpDI2A with other
systems, applying strategy decisions for tactical decision making, and improvement of
spatial data quality and spatial data sharing.
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This thesis proposed the GICoordinator for supporting decisions of IC in disaster re-
sponse. This software agent collaborates with human in decision making for coordinating
field unites. This supports IC in strategic planning, macro tasks assignment, scheduling,
and automated adaption of these decisions in central multi-agent coordination. Seven
contributions were achieved that each chapter was dedicated to each one.
1. Design of a GICoordinator and required functions were defined. We integrates
geoinformatics with artifice intelligent techniques in order to provide sufficient
tools for support of an IC for the coordination of the disaster crisis response. The
key insight is (1) support human decisions with geo-spatial intelligent software sys-
tem, (2) provide A.I. techniques for strategic planning, macro tasks assignment,
scheduling, and automated adaption of these decisions in central multi-agent coor-
dination, (3) involve human in the loop and enable collaboration between human
and system for decision making.
Future works will investigate role of this system in coordination of decisions of
distributed incident commanders.
2. A SAP data model were designed. The SAP problem data aims to model the
strategic planning problem in coordination of an emergency response team during
emergency response management. It is required to develop intelligent software
systems that collaborate with the humans to address the SAP problem by good
strategy specification, optimally strategic action planning, and automated adap-
tion. This data model is a focus on a specific problem, but it can be refined to
address other ICs’ requirements. It includes five new findings.
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• First finding is to analyze the SAP problem and design the SAP data model
for modeling the SAP problem data. The SAP problem data model is impor-
tant and critical for develop any approach for strategic action planning in a
team for coordination of disaster emergency response management.
• Second one is to model geospatial-temporal macro tasks by the “macroTask”
and “temporalMacroTask” classes and integrate with other classes. They are
used for five purposes: 1) present a set of tasks summarized and distributed
in geographic objects, 2) extract and integrate tasks information from one
geographic layer for another layer according to their spatial topological re-
lationships, 3) organize and manage temporal changes in tasks and estimate
their effects on dependent tasks, 4) create thematic maps and extract new
information, and 5) use for strategic action scheduling.
• Third finding is to encode and formulate human high-level strategy guidance
by the “thread” and the “strategy” classes and integrate them with the data
model. These classes enable human agents engage in the planning process
and collaborate with an automated information system. These two classes
integrate human’s intuition and initiative in the data model and enable the
automated system to apply them for making an optimal strategic action plan.
• Next finding is the “threadAssignment” classes to model a high-level strategic
action plan. This class constrains agents’ behaviors by allocating them to
threads.
• The “temporalMacroTaskAssignment” and the “legalAssignment” classes are
the fifth finding. These classes present a strategic action schedule and are
integrated with other classes to form a complete data model of the SAP
problem.
Future work includes two directions. First work may be to improve the SAP prob-
lem with regard to new requirements or demands e.g. resource allocation problem,
coordination of distributed teams, or integrating the SAP data model with field
units decision support systems, The last idea is to integrate the spatial database
of the GICoordinator with information systems and develop proper algorithms for
data data/information extraction and integration in order to get required infor-
mation for this system from distributed data warehouses.
3. Two intelligent algorithms that aim to 1) automated calculation of feasible alterna-
tive scenarios for selecting a strategic decision in certain time and 2) autonomously
detecting a right time in which this strategic decision should be refined by releasing
a set of identified agent from their threads. In fact, this algorithm autonomously
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controls which agents should be released from their thread within a strategic de-
cision. The role of human is to select a alternative as a strategic decision. Some
findings include as follows
• A strategic decision constrains agents to threads but it does not assign tasks
to agents. A strategic decision controls the domain of activities of agents.
• A coalition, which is a set of agents, is sufficient for a thread if it provides all
capabilities required by all tasks (enabled tasks and not yet enabled tasks)
located in this thread. A question that arises here is that which coalition
among available coalitions can accomplish this thread faster than others?
This question will be addressed a future work.
• A huge number of feasible alternatives are found for a case which contains a
team with big size and a complex strategy. Selection of two coalitions that
provide minimum or maximum capabilities for a thread reduce the run time
and number of generated alternatives.
• Importance of this algorithm is to assist human and collaborate with him
in the flow chart of centralized multi-agent coordination. This issue is so
important and essential especially in a situation that the human strategy
defines agents for several threads.
• This algorithm can be used in the multi-agent planning problem. A action
plan made by the IC is a sequence of strategic decisions that states how a
team of agents can achieve the goal.
The future will be to add other parameters and requirements to these algorithms
in order to model and address other aspects of the problem.
4. Automated algorithm that aims to assign location-based temporal macro tasks to
field unites that the result includes (I) a macro task/action schedule, (II) an overall
execution time of tasks execution and, (III) a right time for revising a strategic
decision. Some findings include as follow:
• A schedule provides an I.C. a proper solution for the coordination problem in
a team. Multi-agent scheduling partially specifies actions of rational agents
and constrains them temporally and dynamically. the I.C. delegates agents
to autonomously make their own tactical decisions(planning and scheduling)
or adapt their activities under these macro decisions.
• This system executes this algorithm till the current strategic decision is valid.
As a results, this algorithm calculates a time in which this strategic decision
has to be adapted and revised. This result as useful information has two
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advantages: 1) It enables the I.C. to refine this strategic decision in a right
time and 2) it is used in a search algorithm that estimates a makespan,
calculate a complete solution, and find an optimal solution for multi-agent
planning and scheduling.
• Macro tasks enables the system to model and present distribution of tasks in
different geographic scales. Spatial topology between spatial objects enables
the system to extract new views of tasks, and these tasks can be used for
task assignment. Up to quality of data, an I.C. can select different geographic
layers such as zones or buildings and allocate tasks to them. So the I.C. can
specify and contain actions in different spatial accuracies.
• Information fusion algorithms extract new useful information from scheduling
results. They provide an efficient situational awareness for an I.C. to percept
states of global environment. They support human decisions by geospatial
reasoning, geo-visualization, complex queries, etc. For example, they can
answer these questions: What activities will done in a specific zone during a
specific period? When a specific task will be done and by who? What is the
task list of a specific agent?
Future works to improve the current contribution may include two ways:
• In some cases, the tasks environment contains tasks that may require syn-
chronous capabilities. It means that more that one agent have to coordinate
their actions in order to provide the required capabilities for doing a specific
task simultaneously. It is important for an ideal algorithm to form a proper
coalition comprising of suitable agents and assign this task to this group.
• Decentralized coordination of distributed schedules is a significant issue in
where multiple teams are involved in performing tasks. It is possible that
there are interdependencies between actions of teams. In order to maximize
the joint objective, it is necessary to apply algorithms for coordinating dis-
tributed schedules which are made by each incident commanders.
5. A* search algorithm were presented. It aims to select the best choice from a set of
available alternatives in the strategic decision making problem with which the IC
of a team is faced in multi-agent coordination. In addition, it estimates a time to
indicate a minimum overall time of task execution that is required by the team to
reach the goal through a sequence of strategic decisions. To expand the state space
for finding the goal node, this algorithm generated new nodes by integrating two
key algorithms for: 1) dynamic assignment of LoTeM tasks to agents to identify
a right time for adaption of a SD and 2) calculation of a set of new alternatives
for revising the SD of a node. To searhc the state space and select a node, this
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algorithm used three different search methods which include informed, breadth-
first. Some findings include as follows
• A spatial intelligent assistant system that is equipped with algorithm can
support human decision and assists and collaborates with a human planner
in spatial multi-agent planning/cooridnation. Results calculated by this algo-
rithm are of considerable importance for the IC to 1) select the semi-optimal
SD to constrain (partially specify) actions of agents and 2) evaluate efficiency
(qualify) of the defined strategy using the estimated total time and his intu-
ition.
• Optimization of a SD making problem is a NP problem especially in the
domain of emergency management. This algorithm tries to solve this problem
with a semi-optimal, feasible, complete solution in a shortest computation
time.
• An optimal plan, which comprises a sequence of strategic decisions, is calcu-
lated offline. But only the first SD of this plan that is one of the provided
alternatives is of the considerable importance. Because of the uncertain and
dynamic environment, this decision will be executed by agents online, and in
real-time the IC should monitor the state of the world in order to identify
a right time to adapt this decision to the new situation. It means that over
time, this algorithms is required to re-making an optimal SD.
• To calculate the the ”h” variable, we take into account the LoTeM task en-
vironment. The results shown that this estimation is not exact in a complex
problem that includes a complex strategy, a big team, and many LoTeM tasks.
We are required an intelligent algorithm to calculate a correct quantity for
this parameter. Although, the breadth-first search algorithm guaranties an
optimal solution, it is impossible to use it for a complex problem because it
needs a huge computation time.
The future work includes three directions: 1) develop a simulation for evalua-
tion of teamwork among agents in task distribution according to human strategic
decisions, 2) develop an intelligent software agent that can recommend a better
strategy to the IC in order to adjust/refine the human strategy, and 3) develop an
intelligent algorithm using machine algorithms to correctly calculate the variable
h .
6. A simulator that provides a flexible and efficient framework for C# developers
who want to develop, simulate, and evaluate community of a number of instances
of the GICoordinator. Some findings include as follows:
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• The presented C# code can simulate a virtual society of distributed agents
using the .NET framework. This basic code presented how to implement a
communication network among social agents.
• The proposed methodology provides us a flexible framework to develop, sim-
ulate, and evaluate multi-agent systems in the .NET platform. It enables
us to work on decentralized algorithms for distributed GICoordinators by
embedding a number of these agents in a simulated environment and study-
ing/observing their actions.
• For a mutual communication between two agents, we dedicated two delegates
for this subject. It means that each agent has its won communication chan-
nels. It is possible to specify a delegate for an agent and share it among
others so that other agents can send their message to this agent via a shared
delegate (or communication channel). The multithreading method allowed
us to execute several agents and several actions in the same time.
Future work will be to design and develop distributed algorithms for coordinating
distributed decisions among incident commanders in disaster emergency response
operations. Certainly, the simulated framework will be used in this research.
7. Simulate spatially distributed intelligent assistants that each one runs on a tablet
computer and assists the field units in distributed task distribution/allocation
among the team members. SpDI2A is a geospatial approach that we tried to in-
vestigate the role of GIS in multi-agent coordination and propose a new generation
of personal assistant agents that allow human to collaborate with coordinator as-
sistant agent for coordination of emergency response. The 4 main features make
SpDI2A distinctive from other works: 1) It has been designed for the organization
of USAR Task Forces, 2) It has been proposed for USAR of earthquake disaster, 3)
Geospatial features enable agents to have spatial intelligent and reasoning in deal-
ing with spatial coordination problem in a geographic and uncertain environment,
4) Human-agent collaboration lets to plan teams’ actions in time and space based
on strategy decisions and tactical decisions, 5) SpDI2A can be used to design and
develop “Intelligent Distributed GIS” that are run on the cell phones and assist
field human teams for disaster management.
Future works will improve this system and implement it on the Mobile phone for
real world. The architecture of SPDI2A is in its initial framework especially the
method of distributed spatial task allocation which needs to get refined. Future
works can focus on the: improving the task allocation method, accurate evolution
of SpDI2A with other systems, applying strategy decisions for tactical decision
making, and improvement of spatial data quality and spatial data sharing.
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