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Statistical properties of Brownian motion that arise by analyzing, separately, trajec-
tories over which the system energy increases (upside) or decreases (downside) with
respect to a threshold energy level, are derived. This selective analysis is applied to
examine transport properties of a nonequilibrium Brownian process that is coupled
to multiple thermal sources characterized by different temperatures. Distributions,
moments, and correlation functions of a free particle that occur during upside and
downside events are investigated for energy activation and energy relaxation pro-
cesses, and also for positive and negative energy fluctuations from the average energy.
The presented results are sufficiently general and can be applied without modifica-
tion to standard Brownian motion. This article focuses on the mathematical basis
of this selective analysis. In subsequent articles in this series we apply this general
formalism to processes in which heat transfer between thermal reservoirs is mediated
by activated rate processes that take place in a system bridging them.
This article may be downloaded for personal use only. Any other use re-
quires prior permission of the author and AIP Publishing. This article ap-
peared in J. Chem. Phys. 148, 044101 (2018) and may be found at
http://aip.scitation.org/doi/10.1063/1.5007854
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I. INTRODUCTION
The advent of nonequilibrium fluctuation theorems1–5 has driven significant advances
in statistical physics, underpinning the development of theories to describe nonequilibrium
processes far from the linear response regime.5,6 In parallel, the derivation of macroscopic
thermodynamic observables from stochastic dynamical equations5,7–9 has given credence to
the role that trajectory-based approaches serve in formulations of thermodynamics.7 On a
trajectory level, nonequilibrium thermal fluctuations drive heat transfer7,10–20 and electron-
transfer-induced heat transport,21–24 and thus gaining a fundamental understanding of the
physical basis of these fluctuations is critical for the control of energy conversion in thermal
transport devices. Analyses of fluctuations are prevalent in the theoretical formulations
of rate processes in which transitions between locally stable states are induced by thermal
activation.25–36 These fluctuations, and their corresponding thermal statistics,37 are typically
treated as properties of the full ensemble by including both positive and negative deviations
from the average. However, positive and negative deviations can also be analyzed separately.
As we will show, such selective analysis of a system undergoing activation and relaxation
events can lead to new kinetic information.
Selective statistical analysis is applied in economics and econometrics to predict the risk
vs. reward of investments during times of increasing (upside) and decreasing (downside)
value. Analyzing upside and downside trends separately presents new metrics and insight,
beyond what can be obtained from analysis that takes into account the full data set.38–44 This
separation procedure is performed using a selector (a measurable – usually the value of an
investment) and comparing how that selector compares to some threshold. In economics the
threshold could be, e.g., an opening price or the mean performance. As we will show here,
selective analysis of upside and downside trends can also be applied to physical phenomena
in order to elucidate trends that are obscured through an analysis that takes into account
all fluctuations. There are many possible selectors in a physical system, and the chosen
selector could in principle be any fluctuating observable. However, in the stochastic picture
commonly applied to condensed phase chemical dynamics,33,45 the energy of the system
is perhaps the most important selector due to its relation to activated events and state
transitions.29,32,36,46,47
Heat conduction between multiple thermal sources due to vibrational interactions is a
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FIG. 1. Energy of a representative stochastic process x(t) as a function of time. The upside
segments (E > E‡) of the trajectory are colored in red and the downside segments (E < E‡) are
colored in blue.
paradigmatic process in thermal transport7,10–20 and is often described using stochastic
models, of which the simplest is Brownian motion.45,48,49 For a nonequilibrium Brownian
stochastic process x(t) that is coupled to multiple heat baths, and that is not constrained
by an external potential, the energy of the system E(t) depends only on a kinetic energy
term that is a function of x˙(t) = v(t). Trajectories can be classified at any given time as
upside or downside using the instantaneous system energy as a selector. If the energy of the
system at time t is greater than a threshold energy E‡ then the process is an upside process
at time t, and if the energy of the system is less than the threshold energy, the process is a
downside process at time t. Obviously, the classification of a process as upside or downside
depends on the time of analysis, and, as shown in Fig. 1, a process can change from upside
to downside and vice versa many times over the course of the trajectory.
Here, we examine the statistical properties of a free Brownian particle that arise by
separating the full ensemble of trajectories that describe it into upside and downside sub-
ensembles with respect to various energy thresholds. These statistical properties (moments,
expectation values, correlation functions, probabilities, etc.) are classified as restricted.
Properties that are termed unrestricted correspond to analysis of the full ensemble. We
focus on the situation in which the full ensemble is in a steady-state, although the devel-
oped methodology can also be applied to other cases. The two most pertinent threshold
energies are: (a) the initial energy of the process E(0), which is a particular property of each
individual trajectory, and (b) the average energy 〈E〉 of the system, which is a statistical
property of the full ensemble. When the initial energy E(0) is used, any calculated result is
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then averaged over this initial energy using the (assumed known) initial distribution (usu-
ally taken to be the equilibrium or a steady-state distribution). When 〈E〉 (a property of
the initial distribution) is used, the final result is given as function of this energy. Using
the average energy as the threshold, where this average corresponds to a given steady-state
situation, has a particular meaning in statistical physics because of its relation to the defini-
tion of positive energy fluctuations δE+ ≡ E(t)− 〈E〉 > 0, which are upside processes, and
negative energy fluctuations δE− ≡ E(t) − 〈E〉 < 0, which are downside processes. Note
that 〈E〉 is a number that is the same for every trajectory while E(0) is a property that
depends on the initial conditions of a trajectory.
The development of an upside/downside formalism for thermalized molecular processes is
principally motivated by questions that arise with respect to what fraction of the total system
energy change and what fraction of the total heat current are contributed by each bath when
a system that is driven by multiple thermal sources increases in energy and when the system
decreases in energy. Similar partitioning questions arise with respect to positive and negative
energy fluctuations from the average energy. However, these problems cannot be addressed
using theories that treat properties of the full ensemble, i.e., unrestricted properties, that
do not differentiate between activation and relaxation. For example, given a system that is
connected to N thermal baths, each with a respective temperature Tk and energy relaxation
rate into the bath γk, applying the upside/downside formalism yields the result that when
the system energy increases or decreases by a factor ∆E the fraction of this energy that is
obtained/released by each bath is γkTk/
∑N
k γkTk. While this result is intuitively plausible,
its derivation is not possible using an analysis that treats the full ensemble without separating
it into upside and downside sub-ensembles. In future articles in this series we apply the
framework developed here to examine the way energy transfer between different thermal
reservoirs is affected by an activated rate process in the system bridging them. We find that
in the heat transport equations that arise in such analysis, dynamical transport properties
appear that depend not only on the time t where the upside/downside constraint is imposed,
but also on all times t′ < t given that that process is classified as upside or downside at
t. Thus, developing both one-time transport properties which depend only on time t and
two-time transport properties which depend on times t′ and t is imperative in obtaining
solutions to the partitioning problems.
The remainder of this article is organized as follows: Section II contains details of the
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nonequilibrium Brownian process that we use as a model. In Sec. III, unrestricted correlation
functions and moments of this process are derived. The primary motivation for including
the derivation of unrestricted properties is to provide a basis for counterpose with respect
to the restricted dynamical properties examined in Section IV, but the general integral
forms of these properties can also be applied to restricted transport. Statistical properties
of restricted transport are derived in Sec. IV. Concluding remarks and outlook for future
articles in this series are presented in Sec. V.
II. BROWNIAN MOTION DRIVEN BY N THERMAL SOURCES
The stochastic process we consider in order to examine restricted transport and energy
fluctuations is a free Brownian particle that is driven by N thermal sources, where each
source k ∈ {1, . . . , N} has a respective temperature Tk.45,49 The Langevin equation of motion
for this nonequilibrium system is
x¨ = −
N∑
k
γkx˙+
N∑
k
ξk(t), (1)
where γk is a Markovian dissipative (friction) parameter of the respective bath and ξk(t) is
a stochastic noise term that obeys the correlation relations:〈
ξk(t)ξk(t
′)
〉
= 2γkkBTkm
−1δ(t− t′),〈
ξk(t)ξl(t
′)
〉
= 0,〈
ξk(t)ξl(t)
〉
= 0,〈
ξk(t)
〉
= 0,
(2)
for unrestricted transport, where 〈. . .〉 denotes an average over realizations of the noise. The
formal solution of Eq. (1) is
x(t) = x(0) +
∫ t
0
v(s) ds, (3)
v(t) = v(0)
N∏
k
e−γkt +
N∑
l
∫ t
0
(
N∏
k
e−γk(t−s)
)
ξl(s) ds. (4)
The most common case is a process driven by two thermal sources (N = 2), and this
system has been the focus of intensive investigation due to its relevance for vibrational
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heat conduction7,10–20 and electron-transfer-induced heat transport.21–24,50 In this article,
the general derivations of the restricted properties are valid for arbitrary N . For simplicity,
the results shown in all figures are for the N = 2 model.
The equation of motion (1) can also be written in a simplified form as
x¨ = −γx˙+ ξ(t), (5)
in terms of the total friction and stochastic noise
γ =
N∑
k
γk and ξ(t) =
N∑
k
ξk(t). (6)
For convenience we will most commonly use this simplified notation. These friction and
noise terms satisfy a fluctuation-dissipation theorem〈
ξ(t)ξ(t′)
〉
= 2γkBTm
−1δ(t− t′),〈
ξ(t)
〉
= 0.
(7)
that defines an effective temperature
T =
N∑
k
γkTk
γ
. (8)
The effective inverse thermal energy is β = 1/kBT , where kB is the Boltzmann constant.
The general solution of Eq. (5) is
x(t) = x(0) +
∫ t
0
v(s) ds, (9)
v(t) = v(0)e−γt +
∫ t
0
e−γ(t−s)ξ(s) ds. (10)
It is important to note that Eq. (5) is equivalent to the Langevin equation of motion for
an equilibrium Brownian process, and therefore all the restricted observables derived herein
are also applicable to standard Brownian motion. In future articles in the series, we apply
the formalism in Eq. (1) in order to analyze specific nonequilibrium transport properties.
The Brownian process is initially characterized by a velocity distribution ρ0, and in the
limit t→∞ it approaches a nonequilibrium steady state (ss) with temperature T . At steady
state, the velocity distribution is a Gibbs distribution10 given by
ρ(ss)(v) =
1
Z(ss)
e−β
1
2
mv2 , (11)
where Z(ss) is the standard partition function. In a likely special case the initial (t = 0)
velocity distribution of the process is the steady-state distribution: ρ0 = ρ
(ss).
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III. UNRESTRICTED TRANSPORT PROPERTIES
In this section unrestricted statistical properties for a Brownian process that is driven by
N thermal sources are reviewed. These unrestricted properties will be used in the construc-
tion of the restricted properties that are derived in later sections, and will serve as a basis
when comparing unrestricted and restricted transport.
The transition probability for a Brownian process satisfying Eq. (5) is33
ρ (v t | v′ t′) =
√
1
2piσ2v(t− t′)
exp
−(v − v′e−γ(t−t′)√
2σ2v(t− t′)
)2 ,
where
σ2v(t− t′) =
kBT
m
(
1− e−2γ(t−t′)
)
, (12)
is a time-dependent variance. Equation (12) expresses the conditional probability that a
process with velocity v′ at time t′ – ρ (v t′ | v′ t′) = δ(v−v′) – has velocity v at time t. Without
loss of generality the initial time can be defined as t′ = 0, and in this case ρ (v t | v0 0) is
the probability that a process with initial velocity v(0) = v0 has velocity v at time t. The
instantaneous energy of the system is E(v) = 1
2
mv2 and its initial value is E(0) = 1
2
mv20 .
The first velocity moment for a Brownian process evolving through Eq. (5) is〈
v(t)
〉
=
〈
v(0)
〉
e−γt +
∫ t
0
e−γ(t−s)
〈
ξ(s)
〉
ds, (13)
and using
〈
ξ(s)
〉
= 0 from Eq. (7), for unrestricted transport:〈
v(t)
〉
=
〈
v(0)
〉
e−γt. (14)
The general form of the second velocity moment is:〈
v2(t)
〉
=
〈
v2(0)
〉
e−2γt + 2e−2γt
∫ t
0
eγs1
〈
v(0)ξ(s1)
〉
ds1
+ e−2γt
∫ t
0
∫ t
0
eγ(s1+s2)
〈
ξ(s1)ξ(s2)
〉
ds1 ds2,
(15)
which can be evaluated using the statistical properties in Eq. (7) yielding〈
v2(t)
〉
=
〈
v2(0)
〉
e−2γt +
kBT
m
(
1− e−2γt
)
. (16)
which is valid for t > 0. For a Gibbs distribution of initial velocities (or as t → ∞ for any
bounded initial distribution), Eq. (16) reduces to〈
v2
〉
=
kBT
m
. (17)
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In this case the system will be in a quasi-equilibrium state at the effective temperature T .
The general expression for the two-time velocity correlation function is:51〈
v′(t′)v(t)
〉
=
〈
v2(0)
〉
e−γ(t+t
′) (18)
+ e−γ(t+t
′)
∫ t′
0
eγs1
〈
v(0)ξ(s1)
〉
ds1
+ e−γ(t+t
′)
∫ t
0
eγs1
〈
v(0)ξ(s1)
〉
ds1
+ e−γ(t+t
′)
∫ t
0
∫ t′
0
eγ(s1+s2)
〈
ξ(s1)ξ(s2)
〉
ds1 ds2,
which after applying the unrestricted noise correlations and evaluating the integrals leads to〈
v′(t′)v(t)
〉
=
〈
v2(0)
〉
e−γ(t+t
′) +
kBT
m
(
e−γ|t−t
′| − e−γ(t+t′)
)
, (19)
where for notational convenience v′ ≡ v(t′).
The average energy of a Brownian process is,〈
E(t)
〉
=
1
2
m
〈
v2(t)
〉
, (20)
and for unrestricted transport under steady-state conditions,
〈E〉 = 1
2
kBT, (21)
which illustrates that the energy of a particle coupled to N thermal reservoirs obeys an
analogous equipartition theorem with respect to the effective temperature as does a particle
coupled to a single reservoir.
IV. RESTRICTED TRANSPORT PROPERTIES
Restricted transport properties of a free Brownian particle are derived in this section.
Details of these derivations can be found in the Supplementary Material. These properties
are applied in the next article in this series to resolve questions related to energy partition-
ing in nonequilibrium processes that are driven by multiple thermal reservoirs with different
temperatures, however, the developed formalism is sufficiently general that, apart from heat
transfer properties that are unique to the nonequilibrium situation, it can be applied without
modification to standard Brownian processes. As a consequence, the upside/downside math-
ematical framework has direct ramifications and applications in the theoretical formulation
of equilibrium statistical mechanics, specifically analyses of fluctuations.
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A. Restricted Transition Probabilities and Distributions
The general forms for the conditional probability that the energy of a process is either
above (upside process ↑) or below (downside process ↓) the threshold energy E‡ at time t
given that the system was characterized by the initial distribution ρ0 at t = 0 are:
p↑
(
t
∣∣E(t) > E‡, ρ0 0) = ∫
R2
ρ0(v¯)ρ(v t | v¯ 0)Θ
(
E(v)− E‡)dv dv¯, (22)
p↓
(
t
∣∣E(t) < E‡, ρ0 0) = ∫
R2
ρ0(v¯)ρ(v t | v¯ 0)Θ
(
E‡ − E(v))dv dv¯. (23)
where Θ is the Heaviside function and Rn denotes integration over n-dimensional real space.
These restricted probabilities can be applied to construct the restricted probability densities.
The general forms for the restricted densities of v at time t given that the system was initially
characterized by velocity distribution ρ0 are
ρ˜↑
(
v t | ρ0 0
)
=
∫
R
ρ0(v¯)ρ(v t | v¯ 0)Θ
(
E(v)−E‡)dv¯
p↑
(
t
∣∣E(t) > E‡, ρ0 0) , (24)
ρ˜↓
(
v t | ρ0 0
)
=
∫
R
ρ0(v¯)ρ(v t | v¯ 0)Θ
(
E‡ −E(v))dv¯
p↓
(
t
∣∣E(t) < E‡, ρ0 0) . (25)
where ρ˜ represents a restricted density. From these general expressions, the restricted tran-
sition probability densities for different thresholds can be derived.
E(t) compared to E(0)— For E‡ = E(0) and ρ0 = ρ
(ss) (where E(0) is a function of v¯
which is averaged over the distribution ρ0(v¯) to obtain the expectation values),
52,53 evaluating
Eqs. (22) and (23) gives the expected result:
p↑
(
t
∣∣E(t) > E(0), ρ(ss) 0) = p↓(t ∣∣E(t) < E(0), ρ(ss) 0) = 1
2
, (26)
which shows that a trajectory sampled from the steady-state distribution has equal proba-
bility to increase or decrease in energy over time interval [0, t], and that these probabilities
are time-independent and temperature-independent.
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(b)
(a)
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FIG. 2. Restricted upside and downside probability density for ρ0 = ρ
(ss) with (a)-(b) E‡ = E(0)
and (c)-(d) E‡ = 〈E〉. The time-dependent densities in (a)-(b) are evaluated at different times
marked in the legend of (a). Parameters in this and all other figures are γ = 1 (γ1 = 1/4, γ2 = 3/4),
m = 1, and T = 1 (T1 = 4/5, T2 = 16/15) which are given in reduced units with characteristic
dimensions: length σ˜ = 1 A˚, time τ˜ = 1ps, mass m˜ = 10mu, and temperature T˜ = 300K.
The restricted probability densities in v are:
ρ˜↑
(
v t | ρ(ss) 0) = ρ(ss)(v)
Φ(|v|, v; t)− Φ(− |v|, v; t)
p↑
(
t
∣∣E(t) > E(0), ρ(ss) 0)
 , (27)
ρ˜↓
(
v t | ρ(ss) 0) = ρ(ss)(v)
1− Φ(|v|, v; t)+ Φ(− |v|, v; t)
p↓
(
t
∣∣E(t) > E(0), ρ(ss) 0)
 , (28)
where
Φ(α, v0; t) =
∫ α
−∞
ρ(v t | v0 0) dv (29)
=
1
2
erfc
[
v0e
−γt − α√
2σ2v(t)
]
, (30)
is the time-dependent cumulative distribution function of the probability density ρ(v t | v0 0).
The upside and downside densities are shown in Figs. 2(a)-(b) as functions of v for various
values of t. In this case, the restricted densities are symmetric (even) functions in v for all
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t. Also observe that both the upside and downside restricted probability densities are not
Gaussian and have a singularity at v = 0.
E(t) relative to 〈E〉— A process can also be classified as upside or downside with respect
to the average energy 〈E〉 (an ensemble property) instead of the initial energy E(0) (a
property of each trajectory individually). We denote a positive energy fluctuation from the
average energy (upside) as
δE+ ≡ E(t)− 〈E〉 > 0, (31)
and a negative energy fluctuation from the average (downside) as
δE− ≡ E(t)− 〈E〉 < 0. (32)
When using this threshold the “upside” and “downside” terms simply imply that the system
energy is above or below the average value, respectively. A likely special case is a system
with energy threshold E‡ = 〈E〉 and initial distribution ρ0 = ρ(ss). Using Eqs. (22) and (23)
then leads to:
p↑
(
t
∣∣ δE+, ρ(ss) 0) = erfc(√1/2), (33)
p↓
(
t
∣∣ δE−, ρ(ss) 0) = erf (√1/2), (34)
after evaluating Eqs. (22) and (23), which are temperature-independent.
For positive and negative energy fluctuations from the average which are categorized
through application of E‡ = 〈E〉 as the energy threshold the restricted densities in v are
ρ˜↑
(
v t | ρ(ss) 0) = ρ(ss)(v) Θ(E(v)− 〈E〉)
p↑
(
t
∣∣ δE+, ρ(ss) 0) , (35)
ρ˜↓
(
v t | ρ(ss) 0) = ρ(ss)(v) Θ(〈E〉 − E(v))
p↓
(
t
∣∣ δE−, ρ(ss) 0) , (36)
which are time-independent because p↑ and p↓ are time-independent. In this case, the
restricted densities are truncated Gaussian distributions that are normalized over the re-
spective upside or downside region. These distributions are shown in Figs. 2(c)-(d) where
it can be observed that each distribution has singularities at v = ±√〈v2〉. Note that the
application of an ensemble-based constant energy threshold, specifically 〈E〉, results in re-
stricted distributions which have differing geometrical properties than those obtained using
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a trajectory-dependent threshold E‡ = E(0) which are shown in Figs. 2(a)-(b). Namely,
when using the average system energy as a threshold the upside probability density ρ˜↑ is
nonzero on the discontinuous interval (−∞,−√〈v2〉)∪(√〈v2〉,∞) and the downside density
ρ˜↓ is nonzero on the continuous interval (−
√〈v2〉,√〈v2〉). Also observe that the restricted
densities obtained using a constant energy threshold are symmetric.
B. Restricted Moments: Velocity
The restricted probabilities and probability densities derived in Sec. IVA can be used to
construct the restricted velocity moments, which, for Brownian motion, are proportional to
the restricted energy moments. These moments appear in the expressions for the restricted
heat currents that are investigated in the next article in this series, and thus have direct
implications for upside/downside thermal transport and energy partitioning.
In explicit integral form, the kth restricted raw moments of v for threshold E‡ given that
the system was initially characterized by distribution ρ0 are
〈
vk
(
t
∣∣E(t) > E‡, ρ0 0)〉
↑
≡ 〈vk(t)〉
↑
=
∫
R2
vkρ0(v¯)ρ(v t | v¯ 0)Θ
(
E(v)− E‡)dv dv¯
p↑
(
t
∣∣E(t) > E‡, ρ0 0) , (37)〈
vk
(
t
∣∣E(t) < E‡, ρ0 0)〉
↓
≡ 〈vk(t)〉
↓
=
∫
R2
vkρ0(v¯)ρ(v t | v¯ 0)Θ
(
E‡ − E(v))dv dv¯
p↓
(
t
∣∣E(t) < E‡, ρ0 0) . (38)
where the numerator in each expression is a normalization factor.
E(t) compared to E(0)— Under steady-state conditions,
〈
v
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
= 0, (39)〈
v
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
= 0. (40)
as expected from the corresponding symmetrical restricted probability densities (see Figs. 2(c)-
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FIG. 3. Velocity moment 〈v2(t)〉 as a function of t for restricted (solid) and unrestricted (dashed)
transport and a steady-state initial distribution ρ(ss). The threshold energy is E‡ = E(0).
(d)). The second restricted moments are,
〈
v2
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
=
kBT
m
[
1 +
2
pi
G(t)
]
, (41)
〈
v2
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
=
kBT
m
[
1− 2
pi
G(t)
]
, (42)
with
G(t) =
√
1− e−2γt. (43)
The unrestricted and restricted second moments are shown in Fig. 3 as functions of time
where it can be observed that after an initial transient decay the restricted moments approach
respective asymptotic values corresponding to G(t)→ 1 in Eqs. (41) and (42). Figure 3 also
illustrates that for threshold E(0), when the full ensemble is in a steady-state, the equality
∣∣∣〈v2(t ∣∣E(t) > E(0), ρ(ss) 0)〉
↑
− 〈v2(t)〉
∣∣∣ = ∣∣∣〈v2(t ∣∣E(t) < E(0), ρ(ss) 0)〉
↓
− 〈v2(t)〉
∣∣∣, (44)
holds which states that upside and downside second moments are split symmetrically about
the unrestricted moment.
E(t) relative to 〈E〉— Using energy threshold E‡ = 〈E〉, the first restricted moments of
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the velocity for a system initially characterized by the distribution ρ0 are,〈
v
(
t
∣∣ δE+, ρ0 0)〉
↑
≡ 〈v(t)〉
↑
=
∫
R2
vρ0(v¯)ρ(v t
∣∣ v¯ 0)Θ(E(v)− 〈E〉) dv dv¯
p↑
(
t
∣∣ δE+, ρ0 0) , (45)〈
v
(
t
∣∣ δE−, ρ0 0)〉
↓
≡ 〈v(t)〉
↓
=
∫
R2
vρ0(v¯)ρ(v t
∣∣ v¯ 0)Θ(〈E〉 −E(v)) dv dv¯
p↓
(
t
∣∣ δE−, ρ0 0) , (46)
and for the special case with ρ0 = ρ
(ss) the expected results are recovered:〈
v
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
= 0, (47)〈
v
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
= 0. (48)
The second restricted velocity moments are, correspondingly,〈
v2
(
t
∣∣ δE+, ρ0 0)〉
↑
≡ 〈v2(t)〉
↑
=
∫
R2
v2ρ0(v¯)ρ(v t | v¯ 0)Θ
(
E(v)− 〈E〉) dv dv¯
p↑
(
t
∣∣ δE+, ρ0 0) , (49)〈
v2
(
t
∣∣ δE−, ρ0 0)〉
↓
≡ 〈v2(t)〉
↓
=
∫
R2
v2ρ0(v¯)ρ(v t | v¯ 0)Θ
(〈E〉 − E(v)) dv dv¯
p↓
(
t
∣∣ δE−, ρ0 0) , (50)
and 〈
v2
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
=
kBT
m
[
1 +
√
2
pie
(
1
erfc (
√
1/2)
)]
≈ 2.53× kBT
m
, (51)
〈
v2
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
=
kBT
m
[
1−
√
2
pie
(
1
erf (
√
1/2)
)]
≈ 0.291× kBT
m
. (52)
The time-independence of the restricted moments for this energy threshold is a direct con-
sequence of stationarity in the corresponding probability densities (see Fig. 2(c)-(d)).
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C. Restricted Moments: Energy
The expectation value of the system energy E at time t in the restricted spaces corre-
sponding to upside and downside processes can be calculated directly using the respective
restricted second velocity moment derived in Sec. IVB. The general expressions for the re-
stricted energy expectation values at time t given that the system was initially characterized
by the distribution ρ0 are〈
E
(
t
∣∣E(t) > E‡, ρ0 0)〉
↑
=
1
2
m
〈
v2
(
t
∣∣E(t) > E‡ρ0 0)〉
↑
,〈
E
(
t
∣∣E(t) < E‡, ρ0 0)〉
↓
=
1
2
m
〈
v2
(
t
∣∣E(t) < E‡, ρ0 0)〉
↓
,
where the upside and downside processes are separated using energy threshold E‡.
D. Two-time Restricted Transition Probabilities and Distributions
Up to this point we have only considered the statistical properties of a process at time t
given that the process is upside/downside at time t. A more general analysis that includes
future- or history-dependence can be performed by observing fluctuations at time t′ > t or
t′ < t given that the process is upside/downside at time t. In other words, a process can
be selected as upside or downside at time t and then the statistical properties along that
process at some time t′ > t or t′ < t can be constructed. This two-time analysis will be
used to evaluate two-time correlation functions and transport properties, and to resolve the
question of what fraction of the total energy change and total heat current is contributed
by each bath during upside and downside events. In what follows we limit ourselves to the
case of t′ < t. The reason is that in future articles in this series, integrals appear in the heat
transport equations which contain energy fluxes from each bath as integrands that must be
calculated at time t′ from the group of trajectories that are upside/downside at future time
t > t′. Applying this two-time selective analysis in the limiting case of t′ = t will recover
the properties derived in Sections IVA and IVB.
The first two-time observable we examine is the conditional probability that a process
that is upside/downside at time t is also upside/downside at time t′ < t. There are four
possible combinations of upside and downside events: upside at both t′ and t (↑↑), downside
at both t′ and t (↓↓), downside at t′ and upside at t (↓↑), upside at t′ and downside at t
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(b)
(a)
FIG. 4. Two-time twice-restricted probabilities p↑↑ (blue; solid), p↓↓ (blue; dashed), p↓↑ (red; solid),
and p↑↓ (red; dashed) as a function of t
′ for t = 1 and t = 2 and energy thresholds (a) E(0) and
(b) 〈E〉. In both panels ρ0 = ρ(ss).
(↑↓). Calculation of these probabilities involves evaluation of transition probabilities with
constraints at both time t′ and time t. The general forms for these these two-time twice-
restricted upside/downside-upside/downside probabilities given that the system is initial
characterized by distribution ρ0 are:
p↑↑
(
t′, t
∣∣E(t′) > E‡, E(t) > E‡, ρ0 0)≡ p↑↑(t′, t | ρ0 0)
=
∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E(v′)− E‡)Θ(E(v)− E‡) dv¯ dv′dv/∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E(v)−E‡) dv¯ dv′dv, (53)
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p↓↓
(
t′, t
∣∣E(t′) < E‡, E(t) < E‡, ρ0 0)≡ p↑↑(t′, t | ρ0 0)
=
∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E‡ −E(v′))Θ(E‡ − E(v)) dv¯ dv′dv/∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E‡ −E(v)) dv¯ dv′dv, (54)
p↓↑
(
t′, t
∣∣E(t′) < E‡, E(t) > E‡, ρ0 0)≡ p↓↑(t′, t | ρ0 0)
=
∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E‡ −E(v′))Θ(E(v)− E‡) dv¯ dv′dv/∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E(v)−E‡) dv¯ dv′dv, (55)
p↑↓
(
t′, t
∣∣E(t′) > E‡, E(t) < E‡, ρ0 0)≡ p↑↓(t′, t | ρ0 0)
=
∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E(v′)− E‡)Θ(E‡ − E(v)) dv¯ dv′dv/∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)
×Θ(E‡ − E(v)) dv¯ dv′dv, (56)
where we have applied a constrained forward Chapman-Kolmogorov evolution33 to construct
the integrands. These integrals with multiple constraints are, in general, either algebraically
cumbersome or not analytically tractable and therefore are most easily evaluated using
numerical procedures.
The two-time twice-restricted upside/downside-upside/downside conditional probabilities
for energy thresholds E(0) and 〈E〉 are shown in Figs. 4(a) and (b), respectively. For
E‡ = E(0) (a trajectory-dependent threshold) the probabilities are related by the equalities
p↑↑ = p↓↓ and p↓↑ = p↑↓ for all t
′. Distinct trends are observed at the limits of the [0, t] time
interval, specifically, as t′ → 0:
lim
t′→0
p↑↑ = lim
t′→0
p↓↓ = lim
t′→0
p↓↑ = lim
t′→0
p↑↓ = 1/2, (57)
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(consistent with Eq. (26)) and at the opposite limit t′ → t of the interval:
lim
t′→t
p↑↑ = lim
t′→t
p↓↓ = 1 and lim
t′→t
p↓↑ = lim
t′→t
p↑↓ = 0. (58)
As t′ approaches t the probabilities increase rapidly as quantified by (∂p/∂t′)t, which implies
that if a process is upside or downside at t, then a short time before at t′ = t−∆t the process
was likely to be in the same state. Moreover, for this specific energy threshold, the most
likely outcome is that a process that is upside or downside at t was in the same restricted
state at any other t′ > 0.
When the average system energy 〈E〉 (an ensemble property that is the same for each
trajectory) is used as the threshold, different relations between the two-time probabilities
are observed as shown in Fig. 4(b). In this case, p↑↑ 6= p↓↓ and p↓↑ 6= p↑↓, except at the t′ = t
point where the equalities given in Eq. (58) are recovered. For this threshold, the restricted
probabilities also show different temporal behavior than for the case with threshold E(0).
Namely, processes that are upside at t are more likely to be in the opposite state at t′ = 0,
i.e., if a process is upside at t′ = t it was most likely downside at t′ = 0, and processes that
are downside at t are more likely to be in the same state at t′ = 0, i.e., if a process is downside
at t′ = t it was most likely downside at t′ = 0. This implies that the probabilities for positive
and negative energy fluctuations from the average energy are dynamically heterogeneous and
not symmetric with respect to the unrestricted properties, which is different from the case of
positive and negative energy changes which are split symmetrically about the unrestricted
probability.
Next consider the restricted probability densities at time t′ < t. For a system with
energy threshold E‡ and initial distribution ρ0, the general expression for the two-time
once-restricted probability density of v′ at t′ < t given that the process is upside at t is
ρ˜↑
(
v′ t′ < t
∣∣E(t) > E‡, ρ0 0)< ≡ ρ˜↑ (v′ t′ | ρ0 0)<
=
∫
R2
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E(v)− E‡) dv¯ dv∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E(v)−E‡) dv¯ dv′dv ,
(59)
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(b)
(a)
(d)
(c)
FIG. 5. Two-time once-restricted upside and downside probability density for ρ0 = ρ
(ss) with
(a)-(b) E‡ = E(0) and (c)-(d) E‡ = 〈E〉. In all panels, the restricted densities are evaluated at
different times t′ < t marked in the legend of (a) and the upside/downside constraint is imposed
at t = 0.1. The dashed curves correspond to the respective densities at the t′ = t limit (equivalent
densities are shown in Fig. 2).
and the corresponding density at t′ given that the process is downside at t is
ρ˜↓
(
v′ t′ < t
∣∣E(t) < E‡, ρ0 0)< ≡ ρ˜↓ (v′ t′ | ρ0 0)<
=
∫
R2
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E‡ − E(v)) dv¯ dv∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E‡ −E(v)) dv¯ dv′dv .
(60)
The superscript “<” indicates that the density is calculated at t′ < t while the up-
side/downside constraint is imposed only at future time t.
In the case of E‡ = E(0) and ρ0 = ρ
(ss) there are no known closed-form expressions for
Eqs. (59) and (60), however, the restricted probability densities can be written using series
representations:53–57
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ρ˜↑
(
v′ t′ < t
∣∣E(t) > E(0), ρ(ss) 0)< =
ρ(ss)(v′)
(
2− 2
pi
[
∞∑
k=0
(−1)ka2k+1+
(2k + 1)
1F1
(
k + 1, 1
2
;−b2+
)
+
(−1)kΓ(k + 1
2
)
a2k+ b+
Γ(k + 1)
1F1
(
k + 1
2
, 3
2
;−b2+
)
− (−1)
ka2k+1−
(2k + 1)
1F1
(
k + 1, 1
2
;−b2−
)− (−1)kΓ(k + 12)a2k− b−
Γ(k + 1)
1F1
(
k + 1
2
, 3
2
;−b2−
)
− (−1)
ka2k+1+
(2k + 1)
G(k + 1, α2) 1F1 (k + 1, 12 ;−b2+)
− α(−1)
kΓ
(
k + 1
2
)
a2k+ b+
|α|Γ(k + 1) G
(
k + 1
2
, α2
)
1F1
(
k + 1
2
, 3
2
;−b2+
)
+
(−1)ka2k+1−
(2k + 1)
G(k + 1, α2) 1F1 (k + 1, 12 ;−b2−)
+
α(−1)kΓ(k + 1
2
)
a2k− b−
|α|Γ(k + 1) G
(
k + 1
2
, α2
)
1F1
(
k + 1
2
, 3
2
;−b2−
) ]
− erf
[
b+
/√
a2+ + 1
]
+ erf
[
b−
/√
a2− + 1
])
(61)
ρ˜↓
(
v′ t′ < t
∣∣E(t) < E(0), ρ(ss) 0)< =
ρ(ss)(v′)
(
2
pi
[
∞∑
k=0
(−1)ka2k+1+
(2k + 1)
1F1
(
k + 1, 1
2
;−b2+
)
+
(−1)kΓ(k + 1
2
)
a2k+ b+
Γ(k + 1)
1F1
(
k + 1
2
, 3
2
;−b2+
)
− (−1)
ka2k+1−
(2k + 1)
1F1
(
k + 1, 1
2
;−b2−
)− (−1)kΓ(k + 12)a2k− b−
Γ(k + 1)
1F1
(
k + 1
2
, 3
2
;−b2−
)
− (−1)
ka2k+1+
(2k + 1)
G(k + 1, α2) 1F1 (k + 1, 12 ;−b2+)
− α(−1)
kΓ
(
k + 1
2
)
a2k+ b+
|α|Γ(k + 1) G
(
k + 1
2
, α2
)
1F1
(
k + 1
2
, 3
2
;−b2+
)
+
(−1)ka2k+1−
(2k + 1)
G(k + 1, α2) 1F1 (k + 1, 12 ;−b2−)
+
α(−1)kΓ(k + 1
2
)
a2k− b−
|α|Γ(k + 1) G
(
k + 1
2
, α2
)
1F1
(
k + 1
2
, 3
2
;−b2−
) ]
+ erf
[
b+
/√
a2+ + 1
]
− erf
[
b−
/√
a2− + 1
])
(62)
where
G(a, z) =
∫ z
0
va−1e−vdv
/∫ ∞
0
va−1e−vdv, (63)
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is the normalized lower incomplete gamma function,
1F1 (a, b; z) =
∞∑
v=0
(a)v
v!(b)v
zv, (64)
is a confluent hypergeometric function of the first kind, with
(z)v = z(z + 1)(z + 2) · · · (z + v − 1), (65)
being the Pochhammer symbol, and
a±(t, t
′) = ±
√
σ2v(t
′)
σ2v(t− t′)
,
b±(t, t
′, v′) =
(
eγt
′ ± eγ(t−t′)
)√( 1
2e2γtσ2v(t− t′)
)
v′,
α(t′, v′) = −
√
1
2e2γt′σ2v(t
′)
v′.
(66)
The explicit dependence of a±, b±, and α on t, t
′, and v′ has been suppressed in Eqs. (61)
and (62) for notational convenience, but it should be understood that these quantities are
functions. In practice, we found that the computational time required to partially evalu-
ate the infinite sums to the point of convergence was significant, and that application of
quadrature methods to approximate the integrals in Eqs. (59) and (60) was a more efficient
method.
As shown in Figs. 5(a)-(b), for a system prepared with the steady-state distribution ρ0 =
ρ(ss), time-symmetry is observed in the restricted densities, in that, at the midpoint t′ = t/2
of the time interval [0, t]: ρ˜↑ ≡ ρ˜↓, which implies that the upside and downside moments of
v′ are equivalent at this point. Also note that for t′ ≪ t the form of the upside/downside
density takes the shape of the opposite downside/upside density at t′ = t (cf. with the
shapes in Figs. 2(a)-(b)). In the limit t′ → t the shape of the restricted probability densities
begins to morph smoothly into the shape of the densities for t′ = t (shown as a dashed
curves) which are equivalent to the corresponding densities shown Figs. 2(a)-(b).
For threshold E‡ = 〈E〉 and initial distribution ρ0 = ρ(ss), the two-time restricted densities
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are:
ρ˜↑
(
v′ t′ < t
∣∣ δE+, ρ(ss) 0)< = ρ(ss)(v′)[1− Φ(√〈v2〉, v′; t− t′)+ Φ( −√〈v2〉, v′; t− t′)
erfc
(√
1/2
) ],
(67)
ρ˜↓
(
v′ t′ < t
∣∣ δE−, ρ(ss) 0)< = ρ(ss)(v′)[Φ(√〈v2〉, v′; t− t′)− Φ( −√〈v2〉, v′; t− t′)
erf
(√
1/2
) ], (68)
which are shown in Figs. 5(c)-(d) as functions of t′ < t. Recall that, for this specific case,
at t′ = t the shape of the restricted densities are independent of t (see Fig. 2(c)-(d)), which
implies the distribution is stationary at the time where the upside/downside constraint is
imposed. However, as shown in Figs. 5(c)-(d), for t′ < t the restricted densities are time-
dependent. Similar trends to the E‡ = E(0) case are observed in the time-evolution of ρ˜↑
and ρ˜↓ when using 〈E〉 as the threshold, namely, the upside density takes a bimodal shape
while the downside density takes a unimodal shape and the densities are even functions of
v′ for all t′. In contrast with these geometrical similarities, prominent temporal differences
arise in the evolution of the densities when using the different thresholds. Specifically, for
threshold 〈E〉 the densities are not time-symmetric, which differs from previous observations
for threshold E(0). As t′ → t, the respective densities approach the functional forms given
by Eqs. (35) and (36), which are shown as dashed curves, and are equivalent to the stationary
densities in Fig. 2(c)-(d).
E. Two-time Restricted Moments: Velocity
The two-time restricted densities can be applied to construct the velocity and energy
moments of v′(t′ < t) given that the process is upside/downside at t. The two-time once-
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restricted kth moments of v′ are〈
v′k
(
t′
∣∣E(t) > E‡, ρ0 0)〉<
↑
≡ 〈vk(t′)〉<
↑
=
∫
R3
v′kρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E(v)− E‡) dv¯ dv′dv∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E(v)−E‡) dv¯ dv′dv ,
(69)〈
v′k
(
t′
∣∣E(t) < E‡, ρ0 0)〉<
↓
≡ 〈vk(t′)〉<
↓
=
∫
R3
v′kρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E‡ −E(v)) dv¯ dv′dv∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E‡ −E(v)) dv¯ dv′dv .
(70)
In the limit t′ → t the “one-time” forms derived in Sec. IVB:〈
v′k
(
t′ = t
∣∣E(t) > E‡, ρ0 0)〉
↑
=
〈
vk(t)
〉
↑
,〈
v′k
(
t′ = t
∣∣E(t) < E‡, ρ0 0)〉
↑
=
〈
vk(t)
〉
↓
,
(71)
are recovered.
E(t) compared to E(0)— For a system with ρ0 = ρ
(ss) and E‡ = E(0) the first two-time
restricted velocity moments vanish:〈
v′
(
t′
∣∣ ρ(ss) 0)〉<
↑
=
〈
v′
(
t′
∣∣ ρ(ss) 0)〉<
↓
= 0. (72)
This arises from symmetry with respect to v′ in the corresponding restricted two-time prob-
ability densities shown in Figs. 5(c)-(d). The second moments:
〈
v′2
(
t′
∣∣E(t) > E(0), ρ(ss) 0)〉<
↑
=
kBT
m
[
1− 2
pi
(
e−2γt
′ − e−2γ(t−t′)
G(t)
)]
, (73)
〈
v′2
(
t′
∣∣E(t) < E(0), ρ(ss) 0)〉<
↓
=
kBT
m
[
1 +
2
pi
(
e−2γt
′ − e−2γ(t−t′)
G(t)
)]
, (74)
with G(t) taken from Eq. (43), are shown in Fig. 6(a) as functions of t′. At t′ = t/2
the second moments are equivalent, and are equal to the stationary unrestricted moment:
〈v2(t/2)〉<↑ = 〈v2(t/2)〉<↓ = 〈v2〉. This is a direct consequence of the equivalence of the upside
and downside densities at this timepoint as shown in Figs. 5(c)-(d). In the t′ → t limit the
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(b)
(a)
FIG. 6. Two-time once-restricted velocity moment 〈v2(t′)〉< as a function of t′ for t = 0.5 and
t = 2 and energy thresholds (a) E(0) and (b) 〈E〉. The light transparent curves (red; upside and
blue; downside) are the 〈v2(t′ = t)〉< results. In both panels ρ0 = ρ(ss). The dashed black line
corresponds to the unrestricted moment 〈v2(t)〉.
relations in Eq. (71) are satisfied and the respective two-time moments are equivalent to
〈v2(t)〉↑ and 〈v2(t)〉↓ which are given by Eqs. (41) and (42). In the opposite t′ → 0 limit,
time-symmetry is observed in that 〈v2(0)〉<↑ = 〈v2(t)〉<↓ and 〈v2(0)〉<↓ = 〈v2(t)〉<↑ . This implies
that the upside/downside second velocity moment at t′ = 0 is equal to the downside/upside
second moment at t′ = t. The origin of this time-symmetry from the underlying respective
restricted densities can be seen in Figs. 5(c)-(d).
E(t) relative to 〈E〉— The two-time once-restricted first velocity moments for energy
fluctuations from the average under steady-state conditions are〈
v′
(
t′
∣∣ δE+, ρ(ss) 0)〉<
↑
=
〈
v′
(
t′
∣∣ δE−, ρ(ss) 0)〉<
↓
= 0, (75)
and the corresponding second moments are〈
v′2
(
t′
∣∣ δE+, ρ(ss) 0)〉<
↑
=
kBT
m
[
1 +
√
2
pie
(
e−2γ(t−t
′)
erfc (
√
1/2)
)]
, (76)
〈
v′2
(
t′
∣∣ δE−, ρ(ss) 0)〉<
↓
=
kBT
m
[
1−
√
2
pie
(
e−2γ(t−t
′)
erf (
√
1/2)
)]
. (77)
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Figure 6(b) illustrates the dependence of the second restricted moments on t′ for various
values of t. As in previous cases, in the limit t′ → t the relations between the two-time
moments are given by Eq. (71). In the t→ 0 limit, 〈v2(0)〉<↑ → 〈v2〉↑ and 〈v2(0)〉<↓ → 〈v2〉↓
which are given by Eqs. (51) and (52), respectively. As t is increased and t′ → 0, the
two-time restricted second moments approach the stationary unrestricted value 〈v2〉. This
implies that for large t (in relation to γ) the statistical properties for t′ ≪ t are given by the
unrestricted properties.
F. Two-time Restricted Moments: Energy Change and Energy Fluctuation
E(t) compared to E(0)— The general expressions for the change in energy ∆E = E−E(0)
during upside and downside processes for threshold E‡ = E(0) and initial distribution ρ0
are
〈
∆E
(
t
∣∣E(t) > E(0), ρ0 0)〉
↑
=
〈
E
(
t
∣∣E(t) > E(0), ρ0 0)〉
↑
−
〈
E
(
t′ = 0
∣∣E(t) > E(0), ρ0 0)〉<
↑
, (78)〈
∆E
(
t
∣∣E(t) < E(0), ρ0 0)〉
↓
=
〈
E
(
t
∣∣E(t) < E(0), ρ0 0)〉
↓
−
〈
E
(
t′ = 0
∣∣E(t) > E(0), ρ0 0)〉<
↓
, (79)
where the first term on the R.H.S. of each equation is the energy of the process at time t
(which is the time where the upside/downside constraint is imposed) and the second term
on the R.H.S. is the energy of the process at time t′ = 0 given that it is upside/downside
at time t. Recall that the “<” superscript denotes that the upside/downside constraint is
imposed at time t while observable is evaluated at t′ < t.
In the case of a system that is initially characterized by the distribution ρ(ss), the restricted
expectation values for the system energy at time t are
〈
E
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
=
kBT
2
[
1 +
2
pi
G(t)
]
, (80)
〈
E
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
=
kBT
2
[
1− 2
pi
G(t)
]
, (81)
and expectation values of the energy of the system at t′ = 0 given that it is upside/downside
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at t are
〈
E
(
t′ = 0
∣∣E(t) > E(0), ρ(ss) 0)〉<
↑
=
kBT
2
[
1− 2
pi
G(t)
]
, (82)
〈
E
(
t′ = 0
∣∣E(t) < E(0), ρ(ss) 0)〉<
↓
=
kBT
2
[
1 +
2
pi
G(t)
]
. (83)
Note that application of this threshold and initial distribution give rise to the peculiar
property that the expected energy of an upside/downside process at time t is the same as
the expected energy of the conjugate downside/upside process at t′ = 0. Therefore, the
restricted energy changes are
〈
∆E
(
t
∣∣E(t) > E(0), ρ(ss) 0)〉
↑
=
2kBT
pi
G(t), (84)
〈
∆E
(
t
∣∣E(t) < E(0), ρ(ss) 0)〉
↓
= −2kBT
pi
G(t). (85)
E(t) relative to 〈E〉— In the case of energy threshold E‡ = 〈E〉, an energy fluctuation,
δE ≡ E(t)− 〈E〉, (86)
is defined as a deviation from the average energy. The general expressions for the expectation
value of the magnitude of restricted fluctuations given that the system is characterized by
distribution ρ0 are 〈
δE
(
t
∣∣ δE+, ρ0 0)〉
↑
=
〈
E
(
t
∣∣ δE+, ρ0 0)〉
↑
− 〈E〉, (87)〈
δE
(
t
∣∣ δE−, ρ0 0)〉
↓
=
〈
E
(
t
∣∣ δE−, ρ0 0)〉
↓
− 〈E〉. (88)
In the specific case of ρ0 = ρ
(ss), application of Eqs. (87) and (88) coupled with Eqs. (21),
(76), and (77) yields:
〈
δE
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
=
√
1
2pie
(
kBT
erfc (
√
1/2)
)
, (89)
〈
δE
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
= −
√
1
2pie
(
kBT
erf (
√
1/2)
)
, (90)
which are time-independent.
The expectation values of the energy change for a process that is characterized by distri-
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bution ρ0 and a positive or negative energy fluctuation at time t are:
〈
∆E
(
t
∣∣ δE+, ρ0 0)〉
↑
=
〈
δE
(
t
∣∣ δE+, ρ0 0)〉
↑
−
〈
E
(
t′ = 0
∣∣ δE+, ρ0 0)〉
↑
+ 〈E〉, (91)〈
∆E
(
t
∣∣ δE−, ρ0 0)〉
↓
=
〈
δE
(
t
∣∣ δE−, ρ0 0)〉
↓
−
〈
E
(
t′ = 0
∣∣ δE−, ρ0 0)〉
↓
+ 〈E〉. (92)
When applying this threshold, ∆E can be positive or negative for an upside trajectory and
likewise for a downside trajectory. This is because, in this case, the upside/downside criterion
is that the process energy be above the threshold at time t, not that the process energy has
increased or decreased with respect to its initial value. In the special case ρ0 = ρ
(ss) we get
〈
∆E
(
t
∣∣ δE+, ρ(ss) 0)〉
↑
=
√
1
2pie
(
kBT
erfc (
√
1/2)
)(
1− e−2γt
)
, (93)
〈
∆E
(
t
∣∣ δE−, ρ(ss) 0)〉
↓
= −
√
1
2pie
(
kBT
erf (
√
1/2)
)(
1− e−2γt
)
. (94)
G. Restricted Velocity Correlation Functions
The two-time once-restricted velocity correlation functions 〈v′(t′)v(t)〉<↑ and 〈v′(t′)v(t)〉<↓
relate the velocity at times t′ < t and t (denoted by v′ and v) given that the process
is upside/downside at t. These functions, which quantify the timescale of relaxation or
activation, can be constructed using similar methods to those applied previously to obtain
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(b)
(a)
FIG. 7. Velocity correlation as a function of t′ for energy threshold (a) E(0) and (b) 〈E〉. In both
panels ρ0 = ρ
(ss). Sets of curves are shown for t = 0.5 (denoted by a thick vertical line) and t = 2.
In each panel the unrestricted velocity correlation function for each value of t is shown as a dashed
curve.
the two-time restricted moments. The general expressions for these correlations are:
〈
v′(t′)v(t)|E(t) > E‡, ρ0 0
〉<
↑
≡ 〈v′(t′)v(t)〉<
↑
=
∫
R3
v′vρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E(v)− E‡) dv¯ dv′dv∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E(v)− E‡) dv¯ dv′dv ,
(95)〈
v′(t′)v(t)|E(t) < E‡, ρ0 0
〉<
↓
≡ 〈v′(t′)v(t)〉<
↓
=
∫
R3
v′vρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E‡ − E(v)) dv¯ dv′dv∫
R3
ρ0(v¯)ρ
(
v t| v′ t′)ρ(v′ t′ | v¯ 0)Θ(E‡ −E(v)) dv¯ dv′dv .
(96)
E(t) compared to E(0)— For initial distribution ρ0 = ρ
(ss), evaluating Eqs. (95) and (96)
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yields
〈
v′(t′)v(t)
∣∣E(t) > E(0), ρ(ss) 0〉<
↑
=
kBT
m
(
e−γ(t−t
′) +
4
pi
sinh[γt′]
G(t)
e−γt
)
, (97)
〈
v′(t′)v(t)
∣∣E(t) < E(0), ρ(ss) 0〉<
↓
=
kBT
m
(
e−γ(t−t
′) − 4
pi
sinh[γt′]
G(t)
e−γt
)
, (98)
where G(t) is given by Eq. (43). These correlation functions are shown in Fig. 7(a) over
variation in t′. In the t′ → 0 limit the unrestricted velocity correlation function and both
restricted velocity correlation functions approach 〈v2〉e−γt. This limiting behavior illustrates
that the distributions of v′ and v are equivalent in this limit. In the opposite t′ → t limit, all
correlations recover the respective unrestricted/restricted expectation value of the velocity
squared given by Eqs. (17), (41), and (42).
E(t) relative to 〈E〉— In the case that upside/downside events are defined by posi-
tive/negative energy fluctuations, the restricted velocity correlation functions for a system
prepared under steady-state conditions are〈
v′(t′)v(t)
∣∣ δE+, ρ(ss) 0〉<
↑
=
〈
v2(t)
〉
↑
e−γ(t−t
′), (99)〈
v′(t′)v(t)
∣∣ δE−, ρ(ss) 0〉<
↓
=
〈
v2(t)
〉
↓
e−γ(t−t
′), (100)
where the one-time restricted second moments are taken from Eqs. (51) and (52). The
restricted correlation functions take a simple form that is analogous to the unrestricted
velocity correlation function. Figure 7(b) illustrates these correlations as a function of t′ for
several values of t. In the limit t′ → 0 the unrestricted correlation approaches 〈v2〉e−γt and
the upside and downside correlations approach, respectively, 2.53 × 〈v2〉e−γt and 0.291 ×
〈v2〉e−γt. Therefore, as t → ∞ with finite t′ the velocities v′(t′) and v(t) are uncorrelated
for both unrestricted and restricted transport, as expected. In the t′ → t limit the velocity
correlations approach the respective expectation values of the squared velocity given in the
unrestricted case by Eq. (17) and in the restricted cases by Eqs. (51) and (52).
V. CONCLUSIONS
We have presented a statistical analysis of sets of Brownian trajectories that have been
separated from the full ensemble using the criterion that all the trajectories in each set are
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either above or below an energy threshold as some given time. This formalism has been
applied to reveal transport properties that arise when treating, separately, upside (energy
activation) and downside (energy relaxation) events, and it has been shown that these prop-
erties differ in both their steady-state form and temporal evolution from those obtained
through analysis of the full ensemble. Specifically, explicit forms for upside/downside veloc-
ity distributions, moments, and correlation functions have been derived for several pertinent
energy thresholds and initial distributions with particular importance in nonequilibrium
statistical mechanics.
The focus of this article has been development of the upside/downside mathematical
framework. In subsequent articles, we apply this formalism to the analysis of energy parti-
tioning during upside and downside events under steady-state conditions for a particle that
is coupled to multiple thermal baths characterized by different temperatures. Particular
focus is placed on upside/downside nonequilibrium thermal transport properties and their
relation to the traditional theoretical picture of heat conduction in which fluctuations are
treated as properties intrinsic to the full ensemble. It has been shown that this analysis
is pertinent for evaluating heat transport driven by activated chemical processes that take
place in thermally heterogeneous environments.24
VI. SUPPLEMENTARY MATERIAL
The Supplementary Material contains derivations of the restricted transition probabilities,
distributions, moments, and correlation functions for cases with: E‡ = E(0) and ρ0 = ρ
(ss),
E‡ = E(0) and ρ0 = δ(v − v0), E‡ = 〈E〉 and ρ0 = ρ(ss).
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