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Abstract. Fermi Large Area Telescope data reveal an excess of GeV gamma rays from the direction
of the Galactic Center and bulge. Several explanations have been proposed for this excess including
an unresolved population of millisecond pulsars (MSPs) and self-annihilating dark matter. It has
been claimed that a key discriminant for or against the MSP explanation can be extracted from the
properties of the luminosity function describing this source population. Specifically, is the luminosity
function of the putative MSPs in the Galactic Center consistent with that characterizing the resolved
MSPs in the Galactic disk? To investigate this we have used a Bayesian Markov Chain Monte Carlo
to evaluate the posterior distribution of the parameters of the MSP luminosity function describing
both resolved MSPs and the Galactic Center excess. At variance with some other claims, our analysis
reveals that, within current uncertainties, both data sets can be well fit with the same luminosity
function.
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1 Introduction
An extended γ-ray source has been found [1–12] in the Fermi Large Area Telescope (Fermi-LAT)
data covering the central ∼ 10◦ of the Milky Way. This Galactic Center Excess (GCE) signal has
a spectral peak at about 2 GeV and reaches a maximum intensity at the Galactic Center (GC) from
where it falls off radially like ∝ r−2.4. Given its morphological and spectral characteristics, the GCE
might constitute the indirect signature of the self-annihilation of dark matter particles distributed in a
Navarro-Frenk-White (NFW) like density profile.
However, recent statistical studies [13–15] may have uncovered, as dim clusters of photons, a
population of unresolved, point-like sources in the GCE γ-ray signal. These studies thus suggest,
contrary to the dark matter hypothesis, that the GCE is actually attributable to many dim, unresolved
point sources, presumably of stellar origin (though note it has also been argued that the photon clusters
are merely due to variations in the gamma-ray flux associated with the small scale structure of the
diffuse Galactic emission [16]). A natural explanation of these γ-ray sources (were they real and of
stellar origin) is that they are millisecond pulsars (MSPs) [3, 5, 17, 18] and/or young pulsars [19]
which both have GeV-peaked gamma-ray spectra (also see [20]).
This prompts the immediate question: what is the origin of this putative MSP and/or pulsar
population? The pulsar hypothesis requires relatively recent star formation given the <∼ few Myr
γ-ray lifetimes of ordinary pulsars. Such star formation is absent from most of the bulge except in
the r <∼ 100 pc nuclear region; a young pulsar explanation of the GCE thus requires that the bulge
be populated with pulsars that are launched out of the nucleus. It has been claimed that this can be
achieved rather naturally by the pulsar’s natal kicks [19]. On the other hand, MSPs can be generated
(in a number of ways: see below) from old stellar populations. Rather generically, two broad classes
of bulge stellar population might be at play here: the bulge field stars or the bulge stars that were born
in high redshift globular clusters that have been accumulated into the inner Galaxy by dynamical
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friction and disrupted by tidal forces over the lifetime of the Milky Way [21]. Note that while the
fraction of the bulge stellar population that derives from disrupted globular cluster is only at the ∼
few percent level [22], observationally, globular cluster environments are orders of magnitude more
efficient per unit stellar mass at producing MSPs [23] than field stellar populations.
A number of arguments [24–26] have been raised against MSP explanations for the GCE, the
most important being:
1. It has been argued that, in the process of being spun up to millisecond (ms) periods by accretion
from a binary companion, an MSP progenitor system will experience a low-mass X-ray binary
(LMXB) phase and that, given there is a necessary connection between the LMXB and MSP
phases, the same relative numbers of LMXB to MSPs should be seen in the GC and bulge as
in other environments. However, the ratio of LMXBs to putative MSPs is much smaller for the
GCE region than, for instance, globular cluster environments [26, 27].
2. It has been argued that the efficiency with which a given stellar mass of (putative) disrupted
bulge globular clusters would have to be converted into MSPs is implausibly higher than the
efficiency with which extant globular clusters generate γ-ray MSPs [24].
3. It has been argued that the luminosity distribution of an MSP population whose unresolved,
lower-luminosity members might plausibly explain the apparently diffuse GCE signal is in-
consistent with the luminosity distribution of more local (Galactic disk), resolved γ-ray MSPs
[25]. In particular, it has been claimed that Fermi should detect many more bright MSPs from
the vicinity of the GC/bulge were an MSP population to explain the GCE, whereas it detects
none.
In this paper we will deal mostly with point 3. Before addressing this below, however, we take
the opportunity here to explain that neither points 1 or 2 constitutes a watertight criticisms of the MSP
scenario.
With respect to point 1, first note that different evolutionary pathways leading to the formation
of MSPs have been proposed [28, 29], that, globally, the relative importance of these pathways is
unclear, and that different pathways may have different relative importance in different stellar envi-
ronments. In particular, much of the discussion to date regarding the plausibility of an MSP scenario
to explain the GCE signal has implicitly adopted the ‘recycling’ scenario for MSP creation [30]
where an old neutron star accretes material from a binary companion (which is either congenital or
dynamically captured) and is spun up to ms periods.
However, other paths to the formation of MSPs exist and these remain entirely plausible from
a theoretical perspective and not excluded by any data. For instance, MSPs may be formed via the
accretion induced collapse (AIC) of a massive (close to MChandra) O-Ne-Mg white dwarf accreting
from a (typically low mass) companion in a tight binary [28, 31–36]. In such systems, conservation of
angular momentum in the collapse from white dwarf to neutron star results directly in a ∼ms period
remnant and flux conservation naturally leads to a final neutron star field of ∼ 108 G in felicitous
agreement with that required by observations1. No LMXB phases is thus necessary before the MSP
emerges in this scenario. Mass loss (to the gravitational binding energy of the neutron star) incurred
by the remnant during AIC may lead to orbit widening and an interruption to accretion. It is possible
that accretion from the binary companion may be reestablished but it is also possible that winds from
1Another nice property of AIC-derived MSPs is that they are not expected to receive anything like as hefty a natal kick
as that delivered to neutron stars resulting from core-collapse supernovae [37]. This may help to explain how so many
MSPs can accumulate in globular clusters [38] – and perhaps in the inner bulge too – despite their shallow gravitational
potentials.
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the nascent neutron star may sufficiently ablate the companion and/or the orbital separation increased
to such an extent that accretion is not reestablished [32, 36] so that an LMXB phase never occurs.
Moreover, another plausible formation channel for (individual) MSPs is merger induced col-
lapse (MIC) of two white dwarfs. In this case there will certainly be no remaining binary companion
after MIC and hence no LMXB phase [38].
In any case, even for AIC channels that lead to the formation of MSPs and subsequently undergo
an LMXB phase, the relationship between the number of MSPs and the number of extant LMXBs may
be quite different in the AIC scenario from the recycling scenario given the duration of the typical
LMXB phases for these pathways may also be different. In summary, the uncertainty concerning
which channel might dominate GC and bulge MSP creation means that the number of GC and bulge
LMXBs cannot reliably be used as an indicator of the number in this region.
With respect to point 2, note that this argument only pertains in the case that the bulge MSP
population putatively responsible for the GCE does derive from globular clusters; as remarked above,
it might instead derive from bulge field stars (and these might produce MSPs with a different efficency
and through a different dominant channel than in the local disk). Indeed, recently there have been
indications that the GCE is not spherically symmetric [39] and that it is, in fact, spatially correlated
with both the X-shaped stellar over-density in the Galactic bulge and the nuclear stellar bulge [40].
This finding would seem to militate against both the young pulsar scenario and the disrupted globular
cluster scenarios because there does not seem to be any good reason that pulsars kicked out of the
nucleus or MSPs delivered out of disrupted globular clusters should end up in such an X-shaped
distribution2.
Finally, with respect to point 3, note that it has been claimed [24] that the observed γ-ray
luminosity distributions of the globular cluster and the field MSP populations are similar3. Thus,
were it true that disrupted globular clusters were the only plausible source of an MSP population
that could supply the GCE and were point 3 above also true, this would seem to rule out the MSP
scenario. However, we will argue below that, contra point 3, given the size of current uncertainties,
the luminosity distributions of disk and putative GCE MSPs are perfectly consistent with each other.
In addition, as we have already noted, this population need not necessarily derive from disrupted
globular clusters (and, indeed, this scenario seems to be precluded by other considerations).
Given this, a putative MSP population that is responsible for the GCE presumably derives from
the bulge field stars. This is a stellar population quite different from that of the local disk. In particular,
the vast majority of Galactic bulge (excluding the nucleus) stars are >∼ 8 Gyr old [42] whereas the
Galactic disk environment has experienced star formation up to the present day. This difference may
well mean that the stellar progenitors of the putative GCE region MSPs are systematically older than
the progenitors of local MSPs (and, indeed, that the MSP population is systematically older and
dimmer given that MSPs spin down and become less luminous over time). There is then no strong
reason to expect that the luminosity distributions of the local disk and the GCE region are the same
because the stellar populations of these environments are quite different.
To this it may be objected that the stellar populations of MSP-hosting globular clusters are
at least as old as the stars in the bulge. However, globular clusters’ typically much higher stellar
densities may render the dynamic formation of binary systems suitable for forming MSPs probable
while a dynamic formation channel remains unlikely amongst the bulge field stars4. In summary,
2The stars that end up in the stellar X likely derive from a buckling instability induced in the early Galactic disk by the
Galactic bar; see [40] and refs. therein.
3This seems somewhat in tension with the finding that globular cluster MSPs seem to spin faster and have high magnetic
fields than field MSPs in the disk [41]. However, these effects may be at least partially attributable to observational biases.
4Likewise, while the inner ∼ 200 pc of the Galaxy does experience ongoing star formation, as mentioned, its stellar
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the stellar populations and environments of the local disk, the Galactic bulge, globular clusters, and
the Galactic nucleus are all quite distinct; there is no logical reason to expect that the populations of
MSPs formed out of these different stellar populations/environments should be identical in character,
particularly in regard to their current luminosity distribution.
Equally, given the stellar populations and stellar environments of the local disk and the bulge
are quite distinct, the efficiency for the production of MSPs per unit stellar mass formed may be quite
different (particularly if different MSP production channels are more or less in important in different
circumstances).
1.1 Plan of paper
Having thus explained how the MSP scenario is by no means excluded by other considerations, in
the remainder of this paper we proceed to determine the luminosity function that simultaneously de-
scribes the population of MSPs currently resolved by the Fermi-LAT and the putative population of
MSPs that would explain the GCE. This is interesting to check as, if it were not possible to simulta-
neously fit both populations of MSPs with the same luminosity function as claimed by ref. [25], then
this would have implications for the bulge MSP population posited to explain the GCE. To presage
our main result, we have found that the GCE provides only a weak constraint on the luminosity
function and that parameters can be found where both sets of data can be fit by the same luminosity
function. We modeled cases where the GCE is assumed to have a spherical geometry and where it is
correlated with the stellar X-bulge. In Section 2 our Bayesian Markov Chain Monte Carlo (MCMC)
based approach to the problem is described. Our results are given in Section 3. Comparison to results
from previous studies are discussed in Section 4 and our conclusions are given in Section 5. Some
more technical aspects of our study are available in the Appendix.
2 Methods
We used 71 MSPs found within the Fermi-LAT third source catalog (3FGL) [43]. In the 3FGL, MSPs
are not distinguished from pulsars and so the Galactic disk MSPs were identified by searching the
Australia Telescope National Facility (ATNF) pulsar catalog [44] for 3FGL pulsars with periods of
less than 10 milliseconds and which were not associated with globular clusters. A small number of
additional MSPs were identified through the use of an online list and found in the 3FGL catalog5.
The list of the MSPs that we used is given in table 6.
2.1 Modeling a Population of Millisecond Pulsars
To simulate the GCE and a population of observed MSPs to compare with data, the underlying pop-
ulation of MSPs must be modeled. This requires spatial and luminosity models and, for the MSPs
around the GC that may be responsible for the excess, a distribution of spectra.
As in ref. [25], we used a lognormal luminosity function. The lognormal distribution is one in
which the logarithm of luminosity is normally distributed, its probability density function is:
p(L) =
1
σLL
√
2pi
exp
(−(ln(L)− ln(Lmed))2
2σ2L
)
(2.1)
where L is luminosity, Lmed is the median luminosity, and ln(Lmed) and σL are the mean and stan-
dard deviation of the normal distribution in ln(L).
density and extreme interstellar medium parameters mean that it is a quite different environment to the local disk. Thus
even though both regions experience ongoing star formation, they are also quite different environments.
5https://confluence.slac.stanford.edu/display/GLAMCOG/Public+List+of+LAT-Detected+Gamma-Ray+Pulsars
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The spatial distribution of MSPs was divided into two components. One of these components
models a population of MSPs scattered throughout the Milky Way disk according to the following
density distribution [45]:
ρdisk(rcyl, z,Ndisk) =
Ndisk
4piσ2rz0
exp
(−r2cyl/2σ2r) exp(−|z|/z0) (2.2)
where rcyl is the distance from the GC projected onto the Galactic plane, z is the distance perpendic-
ular to the Galactic plane, Ndisk is the total number of MSPs in the entire Galactic disk, and σr and
z0 are scale parameters. We take the distance from us to the GC to be 8.25kpc.
The second component of the spatial distribution models the bulge population of MSPs poten-
tially contributing to the GCE. In our region of interest, this density distribution has been found to
be fitted by a spherically symmetric power law profile [1–7, 9, 10, 12]. In this article we use the
parameterization
ρbulge(r,Nbulge) =
3Nbulge
20pir0.6bulge
r−2.4, 0 ≤ r < rbulge (2.3)
where Nbulge parameter is the total number of bulge MSPs in the Galaxy, r is the distance from the
GC, and rbulge is the maximum radial extent of the bulge. The power law index is only known to about
20% accuracy, but our results are insensitive to this variation. We used a bulge radius of rbulge = 3.1
kpc to be consistent with ref. [25]. This is also the value determined from the COBE-DIRBE NIR
maps [46].
In addition to the spherically symmetric bulge model, an alternative model in which the bulge
is X-shaped [40] was also investigated. In this case, the spatial distribution is the product of the
density profiles along the principle axes as shown in figure 7 of ref. [47], but includes only points
randomly generated inside the projected X-shaped structure in Galactic coordinates. This X-shaped
bulge distribution is shown in figure 1.
Once the positions and luminosities of a population of MSPs (in both the disk and bulge) were
simulated, an observed population could be found by applying a detection threshold based on the flux
of each MSP, where the relationship between flux F , luminosity L and distance d is:
F =
L
4pid2
(2.4)
A resolved MSP is one for which F ≥ Fth, where Fth is the threshold flux. The second Fermi-LAT
catalog of gamma-ray pulsars [48] included an attempt to find the detection threshold as a function
of l and b by adding simulated point sources at different positions in the sky and determining what
the minimum flux needed was before they were detected. As the sensitivity to point sources depends
strongly on the gamma-ray background, the detection threshold is highest near the Galactic plane. As
in ref. [25], our modeled threshold did not solely depend on location in Galactic coordinates. Instead,
Fth was drawn from a lognormal distribution for each simulated MSP:
p(Fth) =
1
σthFth
√
2pi
exp
[−(ln(Fth)− (µth(l, b) +Kth))2
2σ2th
]
(2.5)
where Kth and σth are parameters, and µth(l, b) is the natural logarithm of the threshold flux at l and
b according to the pulsar catalog. A map of 2 exp(µth(l, b)) is given in figure 16 of ref. [48].
The authors of ref. [48] point out that these reported detection thresholds are likely to be under-
estimates; Kth is included as a parameter to account for this. The purpose of drawing Fth from the
lognormal distribution is to approximate the variation that may occur due to uncertainty in the esti-
mated threshold, or characteristics specific to individual pulsars, such as their spectra or light curves.
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Figure 1. Simulated spatial distribution of MSPs in X-shaped bulge.
The consequence of this is that the detection probability of a pulsar increases with flux, and does so
particularly rapidly around the median of the threshold distribution, µth(l, b) +Kth.
To simulate the GCE, a distribution of spectra must be modeled for the bulge MSPs. In the
3FGL catalog sources were fitted with three different spectral shapes. One of these is a power law:
dN
dE
∝
(
E
E0
)−Γ
(2.6)
The second is an exponentially cutoff power law:
dN
dE
∝
(
E
E0
)−Γ
exp
(
− E
Ecut
)
(2.7)
Finally, a log parabolic spectrum was fitted for a small number of the observed MSPs:
dN
dE
∝
(
E
E0
)−ω−β ln(E/E0)
(2.8)
Each simulated bulge MSP was assigned the spectral shape and best fit parameters of a random
resolved MSP. The proportionality constant was then found by requiring the energy integral over the
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spectrum (from 0.1 to 100 GeV) be equal to the flux of the simulated MSP:
F =
∫ 100 GeV
0.1 GeV
E
dN
dE
dE (2.9)
The simulated gamma-ray excess was then the sum of the spectra of all the MSPs in the relevant
region of interest. This region is the 7◦ × 7◦ box around the Galactic Center in the case of the
spherically symmetric bulge, and for the X-shaped bulge it is the entire simulated bulge (which is
inside a 15◦ × 15◦ region).
2.2 Markov Chain Monte Carlo
In Subsection 2.1 a model was described which can produce a simulated population of MSPs, decide
which are resolved, and simulate a gamma-ray excess based on the bulge MSP population. To find
the parameters which may best reproduce the data, it is necessary to have a method for randomly
sampling an arbitrary and potentially complex probability distribution of any number of dimensions.
The adaptive Metropolis MCMC algorithm described in ref. [49] was used for this.
We used an unbinned Poisson distribution for the likelihood of the resolved MSPs [50]:
Lres ∝ exp(−λres)
N∏
i=1
ρ(li, bi, di, Fi) (2.10)
where N = 71 is the number of resolved MSPs, λres is the expected number of resolved MSPs,
ρ(li, bi, di, Fi) is the modeled density of resolved MSPs at Galactic coordinates li, bi, distance di, and
flux Fi.
We used the following parameters (θ):
1. The total expected number of observed MSPs λres from eq. (2.10).
2. The natural log of the ratio of total number of disk to bulge MSPs ln
(
rd/b
)
= ln(Ndisk/Nbulge)
from eqs. (2.3) and (2.2).
3. Luminosity function parameters log10(Lmed) and σL for the lognormal distribution given by
eq. (2.1).
4. The flux threshold distribution parameters Kth and σth from eq. (2.5).
5. The spatial model parameters σr and z0.
6. The distance parameter for each observed MSP, di.
7. The parallax distance measurement probability parameter α.
8. The flux of each observed MSP, Fi.
9. The flux threshold at each observed MSP, Fth,i.
Note that λres appears as a parameter (rather than being fixed to the observed number of MSPs)
because the observed number is essentially drawn from a Poisson distribution with an unknown ex-
pected value. The parameters λres and σth were required to be greater than 0 and σL was restricted
to values above 0.5. A lower limit of 0.8 for σL is justified in ref. [25] by considering the luminosity
distribution of those MSPs with parallax distance measurements. Here, those measurements were in-
cluded as priors on the distance parameters corresponding to those MSPs. The upper limit for σr was
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10.0, this was chosen as it is expected to be approximately 5 kpc [25, 45, 51–53]. Prior boundaries
were also used for other parameters, these boundaries were located in places where the likelihood was
very low (i.e. the proposed set of parameters would be extremely unlikely to be accepted). Table 1
lists prior boundaries placed on each of the parameters.
Parameter Lower Boundary Upper Boundary
λres 0.0 -
ln
(
rd/b
)
- -
Kth 0.0 3.9
σth 0.0 2.3
σr/kpc 0.0 10.0
z0/kpc 0.0 2.0
di/kpc 0.0 -
log10(Lmed/(erg · s−1)) 29.0 38.0
σL 0.5 3.5
α/kpc 0.01 10.0
Fth,i/(erg · cm−2 · s−1) 0 Fi
Fi/(erg · cm−2 · s−1) exp(ln(Lmed)− 6σL)/(4pid2i ) exp(ln(Lmed) + 6σL)/(4pid2i )
Table 1. Prior boundaries used for each parameter in the MCMC simulation for a lognormal luminosity
function.
We do not use the dispersion estimates of the MSPs distances as they may have a high systematic
error [25, 48].
The expected excess that would be produced by the bulge MSPs can be found by multiplying
Nbulge by the expected contribution of a single MSP. For the X-shaped bulge GCE data, some of the
higher energy bins had large relative errors, so they were combined. The large size of the resulting
bin meant that it was necessary to take
(
dN
dE
)
sim,i
to be the mean across the bin, N/(Emax,i−Emin,i),
where Emin,i and Emax,i are the edges of the bin. The highest energy bin we used in the X-bulge case
was (28 GeV ≤ E ≤ 158 GeV). It corresponded to an expected value of around 43 counts which
was the smallest value for both the spherical and X-bulge spectrum. So as the counts in each bin are
reasonably high, the GCE likelihood will be well approximated [54] by a Gaussian:
LGCE ∝
N∏
i=1
exp
−((dN
dE
)
sim,i
−
(
dN
dE
)
data,i
)2
/(2σ2data,i)
 (2.11)
where
(
dN
dE
)
sim,i
and
(
dN
dE
)
data,i
are respectively the simulated and observed gamma-ray excess with
uncertainty σ2data,i at Ei. This is calculated using the GCE spectra from refs. [5] and [40].
The second component of the likelihood Lres is given by eq. (2.10) with
ρ(li, bi, di, Fi) ∝ (ρdisk + ρbulge)p(Li)d4i (2.12)
where p(Li) is the luminosity function given by eq. (2.1), the factor d4i is from a product of a factor of
d2i from the Jacobian for the change of variables Fi to Li and another factor of d
2
i from the Jacobian
for the change of variables from Cartesian to Galactic coordinates as ρdisk and ρbulge are densities in
Cartesian coordinates. Also, ρdisk and ρbulge are determined by eqs. (2.2) and (2.3) respectively. For
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our prior distribution we used:
p(θ) ∝
N∏
i=1
p(Fth,i)p(Fi|Fdata,i, σdata,i)
∏
i∈parallax
p(di) (2.13)
where p(Fth,i) is given by eq. (2.4), p(Fi|Fdata,i, σdata,i) is a normal distribution with the observed
MSP’s flux and uncertainty (obtained from 3FGL) as the mean and standard deviation respectively
and p(di) is constructed for the subset of MSPs which had parallax measurements using the best fit
value and errors.
As parallax measurements are more likely to be available for nearer MSPs, a third component
of the likelihood was used. This Lparallax is the product of modeled probabilities of observed MSPs
having or not having a parallax distance measurement:
Lparallax =
∏
i∈parallax
exp(−di/α)
∏
i 6∈parallax
(1− exp(−di/α)) (2.14)
The posterior distribution was obtained by combining the likelihood and prior distributions:
p(θ|data) ∝ Lres × LGCE × Lparallax × p(θ) (2.15)
We marginalized over the Fth,i and the Fi variables using numerical integration. The other variables
were sampled using the MCMC. Twelve Markov chains were constructed of five million iterations
each for the spherical and X-shaped models.
Although, we have a large number of parameters that we are fitting, this is ameliorated as the
flux (Fi) and distance parameters (di) are all linked by the geometric model (eqs. (2.2) and (2.3) or
the X-bulge version) and the luminosity function given by eq. (2.1). Also, the threshold parameters
(Fth,i) are linked by the threshold prior giving by eq. (2.5). This regularizes the problem in a similar
way to ridge regression [55].
We tested our model fits using posterior predicted p-values (see Chapter 6 of ref. [55]). For
every 1250th step in the Markov chains we produced a set of simulated resolved MSPs and GCE data
points. The resolved MSPs were binned in longitude, latitude, flux and distance. In order to determine
if a point was well fit we evaluated the posterior predicted p-value as the fraction of simulated points
of greater magnitude than the data point. The fit was considered to be acceptable if the posterior
predicted p-value was between 0.025 and 0.975.
To further test our overall model fits, we randomly pick 200 parameter sets from the Markov
chains, and for each of these we simulate 500 sets of resolved MSP and GCE data. We bin the
resolved MSPs in l, b and log(F ), we take the mean number in each bin to be the expectation value
and use Poisson distributions to calculate the likelihood for the observed data as well as each set of
simulated data:
L =
n∏
i=1
λNii exp(−λi)
Ni!
(2.16)
where n is the total number of bins, Ni is the number of resolved MSPs in bin i with expectation
value λi. We used 5 bins along each of l and b, and 7 along log(F ) for a total of 175 bins. We can
then calculate a p-value using the fraction of likelihoods for simulated data sets lower than that of the
observed data. Similarly, we can also find p-values for the GCE using eq. (2.11) where
(
dN
dE
)
sim,i
is
the mean of the simulated data. The simulated data in each bin is also shifted by a random sample
from a normal distribution with a standard deviation equal to the error on the observed data. The
resulting distributions of p-values indicate the extent to which the distribution of model parameters
in the Markov chains fits the data.
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3 Results
For both the spherical and X-bulge models, corner plots are presented [56] showing the results of the
MCMC simulations. These figures show histograms of the two parameters associated with the num-
ber of MSPs (λres and ln
(
rd/b
)
), the luminosity function parameters, the flux threshold distribution
parameters, the spatial parameters and the parallax model parameter. In addition to those histograms,
these figures display the distributions for each pair of model parameters along with 68% and 95%
contours. The distance parameters (di) are not shown as these were considered nuisance parameters.
To check the fit quality, for each chain, the parameters of a few thousand evenly spaced points
were used to generate a simulated set of resolved MSPs. This simulated data was binned in l, b,
log10(F ) and log10(d) and the means and standard deviations of each bin are compared to the ob-
served data in a set of figures for each model. The distribution of the simulated GCE is also plotted
along with the measured data. A pair of plots are also shown which display the distribution of the
number of simulated resolved MSPs both inside and outside the projected bulge region compared
with the observations. The projected bulge region is all Galactic coordinates where the probability of
a bulge MSP being modeled is non-zero.
We also estimated how many bulge MSPs are expected to be resolved by Fermi-LAT and future
experiments with double and four times the sensitivity of the current Fermi-LAT data. We did this by
evaluating, for every step in the Markov chains, the expected number of observed bulge MSPs along
with the expected number for the cases where the flux thresholds were divided by factors of two
and four. Using the series of expected values for each of the three cases, Poisson distributions were
randomly sampled giving a discrete distribution of values N , the number of resolved bulge MSPs.
From these three distributions, the overall probability for getting anyN can be estimated. Histograms
of these probability distributions are shown for each model along with a table showing the mean and
the probability of N > 0.
3.1 Spherically Symmetric Bulge
In this section the results for the spherically symmetric bulge model are presented. In figure 2, the
distribution of points in the set of Markov chains produced for this model is shown. Correlations can
be seen between log10(Lmed) and σL as well as between the three parameters ln
(
rd/b
)
, Kth and σth.
Table 2 presents the mean and error for each model parameter.
Parameter Mean Error
λres 73 9
ln
(
rd/b
) −0.1 0.3
log10(Lmed/(erg · s−1)) 32.1 0.5
σL 1.4 0.3
Kth 2.2 0.3
σth 0.7 0.1
σr/kpc 6 2
z0/kpc 0.6 0.2
α/kpc 0.43 0.09
Table 2. Mean values and 68% confidence interval errors for lognormal luminosity distribution and spherical
bulge model parameters.
A set of figures show the results of using the sets of parameters in the Markov chains constructed
using this model to simulate populations of MSPs. In figure 3, the binned distributions of resolved
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Figure 2. Distribution of points in Markov chains for the lognormal luminosity distribution and spherical bulge
model. Contours contain 68% and 95% of points. The units of Lmed and α are (erg · s−1) and kpc respectively.
MSPs in longitude, latitude, distance and flux are shown, as well as the simulated GCE produced
by the bulge population. The distribution of the number of resolved MSPs inside and outside of the
projected bulge region is seen in figure 4.
Table 3 shows the probability of observing any MSPs from the bulge population and the ex-
pected number based on the fitted flux threshold parameters as well as where the detection sensitivity
has been doubled and quadrupled. These three probability distributions in the number of resolved
bulge MSPs are shown in figures 5 and 6. The number of MSPs in the disk with luminosity greater
than 1032 erg · s−1 was (4± 2)×104 and the number in the bulge was (4.0± 0.9)×104. In figure 7,
the distributions of the number of MSPs are shown.
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Figure 3. Simulated observed distribution of MSPs in longitude, latitude, distance and flux, and simulated GCE
for the spherical bulge model and lognormal luminosity function. In the distance plot, DM means dispersion
measure derived distances. The simulated points and error bars are the median, 68% and 95% intervals of the
simulated populations in each bin. The error bars on the simulated GCE include the errors on the observed
data.
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Figure 4. The approximate probability distributions of observing N MSPs inside and outside the projected
bulge using the lognormal luminosity distribution and spherical bulge model. Here the projected bulge region
is anywhere within 21.3◦ of the GC. The gray lines are the observed number for each case.
Sensitivity Factor Mean N P(N > 0)
1.0 1.42 0.577
2.0 6.81 0.917
4.0 30.1 0.997
Table 3. Expected number of observed MSPs located in the bulge and probability of observing one or more
for lognormal luminosity distribution and spherical bulge model. The sensitivity factor is the number of times
more sensitive the prediction is than the current data.
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Figure 5. The probability distribution of observing N MSPs from the bulge population based on the spherical
bulge model and lognormal luminosity function.
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Figure 6. The probability distribution of observingN MSPs from the bulge population based on the lognormal
luminosity distribution and spherical bulge model with double or quadruple sensitivity.
– 14 –
1 3.5 6 8.5 11 13.5
x 104
0
0.07
0.14
0.21
0.28
Ndisk (> 10
32
 erg s−1)
P
Number of Disk MSPs
2 3 4 5 6 7
x 104
0
0.025
0.05
0.075
0.1
Nbulge (> 10
32
 erg s−1)
P
Number of Bulge MSPs
Figure 7. The distribution of the number of MSPs with luminosity greater than 1032 erg · s−1 for the spherical
bulge model and lognormal luminosity function.
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3.2 X-shaped Bulge
This section presents the results for the spatial model which has an X-shaped bulge. The MCMC
simulation results are shown in figure 8. There are, as for the spherically symmetric bulge case, clear
correlations between log10(Lmed) and σL and between the three parameters ln
(
rd/b
)
, Kth and σth.
Means and errors for each of the model parameters are listed in table 4.
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Figure 8. Distribution of points in Markov chains for the lognormal luminosity distribution and X-shaped
bulge model. Contours contain 68% and 95% of points. The units of Lmed and α are (erg · s−1) and kpc
respectively.
The simulated GCE and simulated distributions of resolved MSPs in longitude, latitude, dis-
tance and flux are shown in figure 9, with the distribution of the numbers located inside and outside
the region of the projected bulge displayed in figure 10.
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Parameter Mean Error
λres 73 9
ln
(
rd/b
)
1.5 0.3
log10(Lmed/(erg · s−1)) 31.7 0.7
σL 1.8 0.5
Kth 2.2 0.3
σth 0.7 0.1
σr/kpc 6 2
z0/kpc 0.8 0.3
α/kpc 0.5 0.1
Table 4. Mean values and 68% confidence interval errors for lognormal luminosity distribution and X-shaped
bulge model parameters.
The probabilities of observing one or more bulge MSPs and the expected number of observa-
tions are listed in table 5 with the probability distribution of observing N bulge MSPs displayed in
figures 11 and 12. The number of MSPs in the disk with luminosity greater than 1032 erg · s−1 was
(3± 1) × 104 and the number in the bulge was (7± 2) × 103. In figure 13, the distribution of the
number of MSPs simulated in the disk and bulge is shown.
Sensitivity Factor Mean N P(N > 0)
1.0 0.999 0.511
2.0 3.58 0.854
4.0 11.7 0.990
Table 5. Expected number of observed MSPs located in the bulge and probability of observing one or more
for lognormal luminosity distribution and X-shaped bulge model.
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Figure 9. Simulated observed distribution of MSPs in longitude, latitude, distance and flux, and simulated
Galactic Center excess for the lognormal luminosity distribution and X-shaped bulge model. In the distance
plot, DM means dispersion measure derived distances. The simulated points and error bars are the median,
68% and 95% intervals of the simulated populations in each bin. The error bars on the simulated GCE include
the errors on the observed data. Note that the last bin covers the 28 GeV ≤ E ≤ 158 GeV range.
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Figure 10. The approximate probability distributions of observing N MSPs inside and outside the projected
bulge using the lognormal luminosity distribution and X-shaped bulge model. Here the projected bulge region
is the inner 15◦ × 15◦ around the GC for which the X-bulge template of ref. [57] is non-zero. The gray lines
are the observed number for each case.
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Figure 11. The probability distribution of observing N MSPs from the bulge population based on the lognor-
mal luminosity distribution and X-shaped bulge model.
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Figure 12. The probability distribution of observing N MSPs from the bulge population based on the lognor-
mal luminosity distribution and X-shaped bulge model with double or quadruple sensitivity.
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Figure 13. The distribution of the number of MSPs with luminosity greater than 1032 erg · s−1 for the lognor-
mal luminosity function and X-shaped bulge model.
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4 Discussion
Figures 3 and 9 show simulated data produced using parameter sets in the Markov chains for the
spherical and X-bulge. As can be seen in the top panels, the simulated distributions of resolved MSPs
in longitude, latitude and flux are consistent with those observed. All the posterior predicted p-values
were in the 0.025 to 0.975 required range corresponding to the 95% error bar, except the 11th point
of the last panel of figure 9, which has a predictive p-value of 0.021. The 12th point is very close with
a p-value of 0.028. However, these badly fitted points have minimal effect on the parameter fit values
as they are high energy GCE points and the parameters are mainly influenced by the lower energy
GCE points which have a better signal to noise ratio. The two points may be indications of secondary
emission from the bulge MSPS [58].
Although only distances measured using parallax were included as priors on the distance pa-
rameters, as can be seen from the left middle panel, the distance distributions of simulated resolved
MSPs for both models are similar to that observed, including those distances estimated using the
dispersion measure. This indicates the dispersion measure distance may not be biased. The simulated
parallax distance distributions are also good fits to the data.
For the spherically symmetric bulge model, the overall goodness of fit p-values, calculated
as described at the end of Section 2, were 0.7+0.2−0.3 for resolved MSPs and 0.14
+0.13
−0.02 for the GCE
spectrum. For the X-shaped bulge model, these were 0.7+0.2−0.3 and 0.57
+0.10
−0.05 respectively. These
results indicate that the model is an acceptable fit to the observed data.
The simulated flux distribution, seen in the middle right hand side panels, requires the uncertain
flux threshold to fit the data. When instead of Fth being drawn from a lognormal distribution, σth was
removed as a parameter and the threshold was simply exp(µth(l, b) +Kth), the MCMC simulation
produces Markov chains with parameters which predict a significantly larger number of resolved low
flux MSPs and few higher flux MSPs, resulting in a poor fit to the flux distribution. It is reassuring
that our estimated number of disk MSPs in figure 7 and 13 are consistent with the number of disk
MSPs from radio observations [59]. But a more detailed investigation is needed to properly compare
the radio and gamma-ray results.
Comparing tables 2 and 4 it can be seen that a mildly significant difference between the spheri-
cally symmetric and X-shaped bulge models is the ratio rd/b. The number of MSPs in the spherically
symmetric bulge is similar to the number of disk MSPs. This is not the case when the X-shaped bulge
model is used; here the number of disk MSPs is on average a factor of four larger. It can be seen that
this difference is significant at the 3.8σ level when accounting for the uncertainties in the parameter
ln
(
rd/b
)
by considering |µ1 − µ2|/
√
σ21 + σ
2
2 = 3.8 where µ1 and µ2 are the means with errors σ1
and σ2 for each of the bulge models.
As can be seen from figures 2 and 8 there are correlations between ln
(
rd/b
)
, Kth and σth.
There are likely two causes for this. The first is that if Kth increases, so must σth; if it does not, the
probability of observing an MSP with flux Fi, p(Fi > Fth,i), may drop significantly for those MSPs
where the measured flux is around the central flux threshold exp(µth(li, bi) +Kth). The other cause
of the correlation between the three variables is that if the flux threshold generally increases due to an
increase in the parameter Kth, the number of MSPs must increase to compensate for the decrease in
resolved MSPs. Combined with the fact that bulge MSPs are unlikely to be observed – which means
Nbulge is largely dependent on the GCE and the luminosity function – the increase occurs in Ndisk,
causing the parameter rd/b to be higher. The correlation between ln
(
rd/b
)
and σth is then caused by
the other two relationships.
There are also correlations between log10(Lmed) and σL. This occurs because the observed
data could be explained either by a large underlying population of MSPs with a broad distribution of
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luminosities and a median lower than those observed or, alternatively, a smaller population of MSPs
with a narrow luminosity distribution and median luminosity similar to the observed MSPs. It is
likely the luminosity distribution is also, to some extent, constrained by the distribution of resolved
MSPs in the sky. For example, a broad luminosity function with a relatively high median would tend
to produce distant resolved MSPs that would be clustered in the direction of the GC. This occurs not
only because of the bulge model, but also because the peak density of the disk spatial model is there.
On the other hand, a narrow luminosity function with a relatively low median would result in the
distribution of resolved MSPs being more evenly distributed in the sky (except at low latitudes due
to the higher flux threshold). This is a result of the fact that MSPs which pass the flux threshold test
would tend to be nearby, and therefore would be found in a volume throughout which the density of
MSPs is approximately constant.
The spatial distribution is not particularly well constrained by the data, at the upper limit placed
on σr the likelihood remains relatively high. However, other work based on simulations and radio
data suggests the radial distribution would not be as broad as that at this boundary [51, 53].
The radial extent of the spherically symmetric bulge (rbulge) is determined from the COBE-
DIRBE NIR maps to be around 3 kpc [46]. Also, to make our results more easily comparable with
ref. [25] we used rbulge = 3.1 kpc. We checked the sensitivity of the results to the radial extent of the
spherically symmetric bulge by constructing a Markov chain for each of the cases where the bulge
was larger or smaller in radius by 1 kpc. The only clear change in the parameter distribution was
small shifts in ln
(
rd/b
)
, this likely occurred as when the bulge is spread out, the bulge MSP density
will drop and so decrease the GCE unless the number of bulge MSPs is increased. The other change
was in the expected number of resolved bulge MSPs, rising to 2.0 for a 4.1 kpc bulge radius and
decreasing to 1.0 for the 2.1 kpc radius. As seen in Table 3, the expectation value was 1.4 for the 3.1
kpc bulge case.
Our parameter fits for Kth and σth can be used to visualize the stochastic selection function we
are using based on eq. (2.5). We illustrate a sample from this distribution in figure 14. Note that this
image is only illustrative as if a pixel contains more than one MSP then each MSP in that pixel will
be a separate draw from the distribution. This figure may be qualitatively compared with figure 16
of ref. [48] which has also had some clipping applied. Although, note that each step in the Markov
chain will generate a new sample of Kth and σth and so a new threshold map.
Ref. [25] used the observed MSPs to attempt to find parameters for the lognormal luminosity
function by using the product of three binned likelihoods one for longitude, one for latitude, and the
other for flux [60]. In each bin the expected number of observations λi was found by taking a large
number of random samples from the model, binning them, and normalizing so that
∑N
i=1 λi = 66,
where 66 was the number of MSPs used in their fit. Their likelihood for each distribution was:
L =
∏
i
λnii exp(−λi)
ni!
(4.1)
where ni was the number of observed MSPs in bin i. The results are compared to the results of
this work for both the spherically symmetric and X-shaped bulge models in figures 15 and 16. While
there is some agreement, the difference could be explained in part by the use of the parallax measured
distances which were only used to estimate a lower bound on σL in ref. [25]. The other significant
difference between that study and this work is the separable form of likelihood they used. As seen
from eq. (2.10), the actual likelihood will not be separable in this way. We included, in addition, the
bulge model as part of the likelihood, not only to find parameters fitting the GCE, but also because
some luminosity distributions could result in many observed bulge MSPs. This could reduce the like-
lihood for luminosity functions that tend to generate high luminosity MSPs with greater probability.
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Figure 14. Hammer-Aitoff projection of a sample threshold map, for flux above 100 MeV, from eq. (2.5)
using our mean posterior fit values from table 2. For display purposes we have clipped the upper and lower
2.5% pixels.
Figures 15 and 16 also show the luminosity function parameter distribution which results when the
contribution of resolved bulge MSPs is removed. Based on the fitted flux threshold, we found a mean
of 12.8 resolved spherical bulge MSPs, and the probability of observing one or more was 0.959. The
probability distribution is shown in figure 17. It is also suggested in ref. [25] that a further restriction
can be placed on the luminosity function parameters by considering MSPs located in globular clus-
ters. These were not taken into account here as it is unlikely they would have the same luminosity
distribution as the disk population.
It is concluded in ref. [25] that many MSPs located in the bulge should have already been
observed if the luminosity distribution were the same for disk and bulge MSPs. While the probability
of observing bulge MSPs varies depending on the model used as can be seen from tables 3 and 5, we
find that there is a significant probability that no bulge MSPs would have been resolved based on the
fitted threshold and luminosity function parameters. Although six of the observed MSPs are inside
the solid angle of the projected spherically symmetric bulge, the distances estimated using dispersion
measures indeed indicate that none are actually located inside this bulge. No MSPs were observed in
the region of the projected X-shaped bulge. With four times the current sensitivity to point sources
it is likely that many bulge MSPs could be resolved. Double the current sensitivity could result in a
few observations.
As the work for this article was completed, a new article on a pulsar explanation of the GCE by
the Fermi team was made available [15]. In this new work, a power law was used to model the lumi-
nosity distribution of both young pulsars and MSPs combined. This was of the form dN/dL ∝ L−β
for L between Lmin = 1031 erg · s−1 and Lmax = 1036 erg · s−1 and zero outside that range. They
found the luminosity distribution of nearby pulsars can be modeled by β = 1.2. To determine the
number of disk and bulge pulsars, they took as pulsar candidates all detected point sources in a 40◦ by
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Figure 15. Contour plot of luminosity function parameter distribution showing the 95% contour for the log-
normal luminosity distribution and spherical bulge model. The dashed line is the 2σ contour from ref. [25].
The dotted line is the 95% contour for the luminosity function distribution assuming the spherical bulge does
not contribute to resolved MSPs.
40◦ area around the GC which had significantly curved spectra and when fitted, with an exponential
cutoff spectrum, had a spectral slope less than 2 and an energy cutoff less than 10 GeV. To compare
our resolved MSP constraints to their model, we fitted a disk only power law model with the poorly
constrained Lmin fixed to 1031 erg/s and Lmax and β left as free parameters. Marginalizing over
the other free parameters, in the same way as we did for the lognormal case, we got the constraints
in figure 18. Using the GCE of ref. [12], we found the selection function of figure 18 had a mean
number of resolved bulge MSPs which was 0.354 and the probability of resolving one or more was
0.177. But this does not imply the number of pulsar candidates based on the point source spectrum
will be this low as ref. [15] did not require the gamma-ray pulsations to be detected. As can be seen,
for the resolved MSPs, a lower value of Lmax than ref. [15] used is needed for β = 1.2. Although,
as they combined the MSPs and young pulsars, our result is not straight forwardly applicable to their
case.
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Figure 16. Contour plot of luminosity function parameter distribution showing the 95% contour for the log-
normal luminosity distribution and X-shaped bulge model. The dashed line is the 2σ contour from ref. [25].
The dotted line is the 95% contour for the luminosity function distribution assuming the spherical bulge does
not contribute to resolved MSPs.
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Figure 17. The probability distribution of observing N MSPs from the spherical bulge population based on a
lognormal luminosity function fitted assuming only MSPs from the disk model can be observed.
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Figure 18. Marginalized confidence intervals (68% and 95%) of a power law luminosity function, dN/dL ∝
L−β , with a maximum luminosity, Lmax. These constraints are for a disk only model of the resolved MSPs.
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5 Conclusions
An MCMC algorithm was used to constrain parameters for a set of models of the Milky Way MSP
population, with the luminosity distribution being of particular interest. This search over the parame-
ter space was performed using the GCE data, the locations of observed MSPs in the sky, their fluxes,
and their distances where parallax distance measurements were available.
To confirm that the models could plausibly explain the observations, the Markov chains of
parameters produced by the MCMC simulation were then used to produce simulated data. The simu-
lated distributions of resolved MSPs were a good fit to the observed data, as were the simulations of
the GCE.
Although it seems unlikely that the disk and bulge MSPs would have the same luminosity func-
tion, our results show that the current data are not precise enough to reveal any differences between
the two (if they exist). This is mainly because the bulge MSP population is relatively unconstrained
by our analysis which is only sensitive to the luminosity of the entire population via the product
L¯Nbulge where L¯ is the average luminosity. While the constraint that not too many bright, bulge
MSPs be predicted does require that the luminosity function not be too skewed too much towards
high luminosities, this turns out not to be a very tight constraint given the current point source sensi-
tivity of observations towards the inner Galaxy. As seen from tables 3 and 5 an improvement in the
gamma-ray point source detection sensitivity by a factor of around two may allow a number of MSPs
from the bulge population to be resolved and hence help test the MSP proposal for the GCE.
It was claimed by ref. [25] that if the GCE were produced by MSPs, many of them would
already have been resolved. Here, it has been shown that this is in fact not the case. The main cause
of this disagreement is likely due to ref. [25] not including the possibility of resolved bulge MSPs
when they evaluated their best fit luminosity function parameters.
As the current article was being completed, ref. [15] presented an analysis based on new bulge
pulsar candidates. But, these candidates have not been resolved in the sense of the current 3FGL re-
solved MSPs in that they do not yet have evidence of gamma-ray pulsations and have not been shown
to be coincident with a radio pulsar. In future work we plan to include the 3FGL resolved young pul-
sars and the new pulsar candidates found in ref. [15] which will need separate selection functions in
addition to the one we are currently using in eq. (2.5). We will then use the new luminosity function
parameters to update forecasts for future observations, at radio wavelengths, of the bulge pulsars [61].
Acknowledgments
We thank David Smith for providing the numerical values for figure 16 of ref. [48] and also for
helpful correspondence. We gratefully acknowledge useful correspondence and conversation with
Lilia Ferrario, Dan Hooper, Ivo Seitenzahl, Ashley Ruiter, Simone Scaringi, and Qiang Yuan.
A Supplementary Material
A.1 Computational Methods
To sample a random point from the disk spatial model of eq. (2.2), |z| is drawn from an exponential
distribution with scale parameter z0, then z is assigned either |z| or −|z| each with probability 0.5. A
value for θ is then drawn from a uniform distribution on the interval [0, 2pi). Finally, rcyl is randomly
drawn from the following probability distribution function:
f(r) =
1
σ2r
exp
(−r2cyl/2σ2r)rcyl (A.1)
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The factor of rcyl is related to the volume element dV = rcyl drcyl dz dθ.
Before the posterior distribution can be found it is necessary to find the number of MSPs in the
disk and bulge implied by the parameters. Let pdisk and pbulge be the probability of an MSP being
observed in the disk and bulge respectively, then Ndisk of eq. (2.3) and Nbulge of eq. (2.2) can be
found using the following two equations:
λres = pdiskNdisk + pbulgeNbulge
rd/b = Ndisk/Nbulge
(A.2)
Solving for Ndisk and Nbulge gives:
Ndisk =
λres
pdisk + pbulge/rd/b
Nbulge =
λres
pdiskrd/b + pbulge
(A.3)
It is not practical to find pdisk and pbulge exactly as this would require a multidimensional integral for
every iteration of the MCMC algorithm. A simplistic way to approximate pdisk or pbulge would be to
draw a large number of simulated MSPs from the corresponding model (disk or bulge) and use the
fraction that are resolved. However, this method has a significant disadvantage: the number of MSPs
that it would be necessary to simulate to ensure the result is reasonably accurate could potentially
be extremely large. This is because the number of simulated MSPs that are resolved is Poisson
distributed, therefore for a relative error of on the order of 1% we may wish to continue drawing
from the disk model until we have several thousand resolved (usually pbulge  pdisk and rd/b ∼ 1
so accuracy is less important for the bulge), but for luminosity functions which produce few highly
luminous MSPs this could mean millions of draws from the model.
There is a simple improvement that can be made by recognizing that position in l, b and d
allows a luminosity threshold Lth to be found. Before running the MCMC algorithm for each Markov
chain, distributions of points were generated according to the bulge and disk spatial models and the
position of each point was converted to l, b and d, in addition, for each point, a random number u
was drawn from the unit normal distribution to allow us to account for the uncertain flux threshold.
Using eq. (2.4) and the fact that the logarithm of the flux threshold is normally distributed with scale
parameter σth, the luminosity threshold for point i is:
Lth,i = 4pid
2
i exp(µth(li, bi) +Kth + σthui) (A.4)
For any proposed set of parameters we can use importance sampling [62] to evaluate the probability
of a single random MSP being observed:
p ≈ 1
N
N∑
i=1
wip(L > Lth,i) (A.5)
where N is the total number of points, p(L > Lth,i) is the probability that a randomly generated
luminosity is greater than the threshold and p represents either pdisk or pbulge. As the spatial pa-
rameters are allowed to vary, the spatial distribution of MSPs we are interested in is not the same as
that which the points were sampled from. For point i, wi is the spatial density of MSPs given by
the parameters divided by the density of points. Because the same spatial distribution of points and
– 29 –
distribution of ui is used for each iteration of the algorithm, it can be guaranteed that a particular set
of parameters will always give the same result for Ndisk and Nbulge. A further improvement that was
made involved generating nearer points with higher probability. This ensures a larger proportion of
points have relatively low Lth,i. Without this, if the luminosity function parameters give a distribu-
tion heavily weighted towards lower luminosities, p might effectively depend on a relatively small
number of points. Not only could this result in larger errors, but if this issue is resolved by simply
generating more points, it also means a large amount of time is spent evaluating p(L > Lth,i) which
have a negligible contribution.
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