The paper presents the results of a project completed by the authors for realizing a continuous speech recognition system for Bulgarian. The state-of-the-art speech recognition technology used in the system is discussed. Special attention is given to the problems with some specics of the Bulgarian language namely the large vocabulary (450000 wordforms). Some implementation details of the language module are given. At the end the paper provides evaluation of the accuracy of recognition.
Introduction
Speech is a preferable medium for enabling comfortable and eective human-computer interface. This explains the wide interest in speech technology. There are a number of implementations of computer speech synthesis systems, which deliver intelligible and naturally sounding voices. For Bulgarian the SpeechLab system [1] is widely used by the visually impaired people.
Speech recognition is a considerably more dicult problem especially in the case of continuous speech and large vocabulary. There exist sophisticated implementations for English and some other major European and Asian languages. There are no reports for a large vocabulary continuous speech recognition (LVCSR) systems for Bulgarian. This paper will present the result of a project for realizing a LVCSR system for Bulgarian, which has been executed by the authors.
After some background information given in the next section we will describe the basic modules of our system. Section 3 and Section 4 will provide technical details of the Bulgarian acoustic and language models correspondingly. The recognition process is discussed in Section 5. In Section 6 we present the implementation details of the language model and Section 7 shows our accuracy evaluation. The conclusion presents some general discussions and further development directions.
Background
The problem of speech recognition can be considered as the task to nd the set of possible word sequences which sound close to the observed speech signal and are admissible according to a given language model. The audio input is sampled at 16 KHz. First an emphasis lter is applied for emphasizing the higher frequencies. Afterwards, the signal is sliced into frames using a 30 ms Hamming window in 10 ms steps rolling.
The next step is extracting the most characteristic, in respect to the human perception, features of the signal. For that purpose we extract the Mel-frequency cepstrum coeecients. The idea behind is to compensate for some specics of the human ear like logarithmic energy and frequency perception, and to be able to separate the source of the signal from the articulation conguration (the lter). More details on the articulation model and the DSP part might be found in [7, 5] . The characteristic feature vector we obtain from each frame consists of the rst and second derivative of the frame energy, the 16 cepstrum coecients and their rst and second derivatives 50 parameters in total.
We use Bayesian classiers for classifying the frames based on the extracted feature vectors. The Bayesian classiers are implemented as Gaussian mixtures.
Clearly each Gaussian mixture is a n-dimensional continuous probability distribution (see Figure 1 ).
The Gaussian mixture is used to dene the probability for every feature vector to belong to a given class. In our implementation we have 50 dimensions and we use mixtures with up to 16 components.
Our phoneme models are based on continuous 3-state left-to-right HMM ( Figure 2 
n is given, then the probability this sequence to be observed along the sequence of hidden states s 1 , s 2 , . . . , s T ∈ {1, 2, 3} is:
The probability the sequence O 1 , O 2 , . . . , O T ∈ IR n to be observed by the HMM model is the sum of the probabilities this sequence to be observed along all the sequences of hidden states:
;1*2$6"1*<, Table 1 : Phonemes
The acoustic model consists of 30 continuous 3-state left-to-right HMMs one for each phoneme. The training of the HMMs is performed using a variant of the Baum-Welch algorithm [10, 5] .
Our phonetic system uses dierent phonemes for the stressed and unstressed vowels à, î, ó and ú.
The unstressed vowels à and ú are merged into one phoneme. The same applies to the unstressed î and ó. The palatalized consonants are considered as a pair of the corresponding not palatalized consonant followed by the semivowel é. Table 1 presents the 30 phonemes used in our system.
Recognition model
The Recognition model has to provide a mapping be- 
Implementation details of the Language model
Consider the sequence of n words v 1 , v 2 , . . . , v n . Its probability is approximated as
. A bigram language model can be considered as a data structure used for solving the following problem:
given a bigram (pair of words) w 1 w 2 , nd P (w 2 | w 1 ).
We use a corpus of legal texts to evaluate a bigram language model. The corpus consists of 200·10 6 words.
90% of the sentences in the corpus are used for the computation of the bigrams, while the other 10% are used for the calculation and minimization of the crossentropy. The number of the words (monograms) in our dictionary is 442, 501. In our implementation we use a bigram cut-o threshold: we take into account only the bigrams with at least two occurrences in the corpus. The number of these bigrams is 4, 108, 409.
To smooth the monogram and bigram probabilities, we apply the absolute discounting algorithm, [9] , in backing-o variant. The size of the whole language model is 82, 3 MB. The computation of a bigram probability P (w 2 | w 1 ) requires constant time.
Evaluation
We performed our experiments on a notebook with a Mobile AMD Sempron 3400+ processor and 2 GB RAM. The acoustic model was trained by adapting a speaker independent model with one hour of speaker's speech data. The vocabulary consists of about 450000 wordforms.
The test set consists of 63 utterances from juridical texts and 1276 utterances from common texts.
We have evaluated the letter accuracy dened as 1 − letter error rate (1-LER) and the word accuracy dened as 1 − word error rate (1-WER). The speed indications are in respect to the real time. Table 2 summarizes the evaluation results. An informal user feasibility test has been conducted in a company specialized in providing law information services. This test proved that although a user adaptation period is required, the system is already in a state permitting daily use for text dictation.
