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Abstract – Driven by various kinds of noise, ensembles of limit cycle oscillators can synchronize.
In this Letter, we propose a general formulation of synchronization of the oscillator ensembles
driven by common colored noise with an arbitrary power spectrum. To explore statistical prop-
erties of such colored noise-induced synchronization, we derive the stationary distribution of the
phase difference between two oscillators in the ensemble. This analytical result theoretically pre-
dicts various synchronized and clustered states induced by colored noise and also clarifies that
these phenomena have a different synchronization mechanism from the case of white noise.
Introduction. – Driven by common noise, many non-
linear dynamical systems can synchronize. This phe-
nomenon is called noise-induced synchronization, which is
observed in various kinds of the nonlinear dynamical sys-
tems, for example, neural networks [1, 2], electric circuits
[3], electronic devices [4], microbial cells [5], lasers [6] and
chaotic dynamical systems [7,8]. It has been theoretically
proven that limit cycle oscillators can synchronize driven
by common noise [9]. Many studies have investigated the
synchronization property in case of various types of drive
noises, for example, Gaussian white noise [10–12] and Pois-
son impulses [13]. In ref. [10], using a formulation of limit
cycle oscillators driven by common and independent Gaus-
sian white noises, Nakao et al. analytically obtained the
probability density function (PDF) of phase differences be-
tween two oscillators, which enables us to effectively char-
acterize the synchronization property. However, although
there are some numerical studies [8,14,15], analytical con-
ventional studies are limited to the case that drive signals
are white noise (temporally uncorrelated noise). If we can
assume that the drive signal is white noise, we can use
the Fokker-Planck approximation [16] to explore statisti-
cal properties of oscillator ensembles. However, such an
ideal condition is rare in the real world. For example, in
neural circuits, it is known that colored noise with negative
autocorrelation plays a key role to propagate synchronous
activities [17]. However, it still remains unclear how the
oscillators behave if they are driven by common colored
noise.
Recently, it has been clarified how a limit cycle os-
cillator behaves if it is driven by colored non-Gaussian
noise [18–20]. In this Letter, utilizing effective white-noise
Langevin description proposed in ref. [19], we extend the
formulation in ref. [10] to colored noise that has an ar-
bitrary power spectrum. We then analytically derive the
PDF of the phase difference between the oscillators if these
oscillators are driven by common colored noise. We also
conducted numerical simulations to verify our analytical
results. The results show that the PDF of the phase dif-
ference explicitly depends on the power spectrum of the
drive noise.
Model. – We used the following system that consists
of N identical limit cycle oscillators subject to common
and independent multiplicative colored noises. The dy-
namics of the jth oscillator is described by
X˙(j) = F (X(j)) +
√
DG(X(j))ξ(t)
+
√
ǫH(X(j))η(j)(t), (1)
for j = 1, . . . , N , where X(j) ∈ Rn is the n-dimensional
state variable of the jth oscillator; F (X(j)) ∈ Rn is an un-
perturbed vector field that has a stable T -periodic limit
cycle orbit S(t); ξ(t) ∈ Rm is the common noise, which
drives all of the oscillators; η(j)(t) ∈ Rm (j = 1, . . . , N) is
the independent noise, which is received independently by
each oscillator; G(X(j)) ∈ Rn×m and H(X(j)) ∈ Rn×m
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represent how the oscillators are coupled to the com-
mon and independent noises; D and ǫ are parameters
to control the intensities of the common and indepen-
dent noises. We introduced the following three assump-
tions: (i) ξ(t) ∈ Rm and η(j)(t) ∈ Rm are independent,
identically distributed zero-mean colored noises, namely,
〈ξ(t)〉 = 0, 〈η(j)(t)〉 = 0, 〈ξ(t)η(j)(s)⊤〉 = O, and
〈η(j)(t)η(k)(s)⊤〉 = O (j 6= k), where ⊤ denotes the trans-
pose and 〈·〉 represents the temporal average; (ii) ξ(t) and
η(j)(t) can be approximated as the convolution of an ar-
bitrary filter function and white noise; and (iii) ξ(t) and
η(j)(t) have correlation times shorter than the time scale
of the phase diffusion (∼ O(D− 12 , ǫ− 12 )).
To characterize the statistical properties of the drive
noises ξ(t) and η(j)(t), we define correlation matrices
Cξ(τ) ∈ Rm×m and Cη(τ) ∈ Rm×m as Cξ(τ) = 〈ξ(t)ξ(t−
τ)⊤〉 and Cη(τ) = 〈η(j)(t)η(j)(t − τ)⊤〉 (j = 1, . . . , N).
For the sake of simplicity, we assumed that all indepen-
dent noises η(j)(t) have the same statistical property char-
acterized by Cη(τ). The (i, j)th element of Cξ(τ) is the
cross correlation function of the ith and jth elements of the
common noise ξ(t). The diagonal elements of Cξ(τ) are
autocorrelation functions. In the same way, we can char-
acterize the statistical property of η(j)(t) by using Cη(τ).
Phase reduction. – Under the assumption that the
noise intensity is sufficiently weak (D ≪ 1 and ǫ≪ 1), we
can apply the phase reduction method [20, 21] to eq. (1).
By introducing a phase variable φ(j), eq. (1) is reduced to
the following phase equation:
φ˙(j) = ω +
√
DZG(φ
(j)) · ξ(t)
+
√
ǫZH(φ
(j)) · η(j)(t) +O(D, ǫ), (2)
where φ(j)(t) ∈ [−π,+π] is a phase variable that corre-
sponds to the state of the jth oscillatorX(j), ω (= 2πT−1)
is the natural frequency, and ZG(φ
(j)) and ZH(φ
(j)) are
the phase sensitivity functions that represent the linear re-
sponse of the phase variable φ(j) to the drive noises [20,21].
The phase sensitivity functions ZG(φ
(j)) and ZH(φ
(j)) are
defined as ZG(φ
(j)) = ∇Xφ(j)|X=S(φ(j)) ·G(S(φ(j))) and
ZH(φ
(j)) = ∇Xφ(j)|X=S(φ(j)) ·H(S(φ(j))). As discussed
in Ref. [20], the O(D, ǫ) term is necessary to describe the
exact phase dynamics, while the phase diffusion is not af-
fected by the O(D, ǫ) term. As we will focus on the phase
diffusion in the following sections, we do not take this term
into account.
Effective Langevin description. – To quantify the
synchronization property without loss of generality, we
consider the relationship of only two oscillators, that is,
the two-body problem of φ(1)(t) and φ(2)(t), and define
the phase difference θ (:= φ(1)−φ(2)). As we focus on the
stochastic dynamics of θ, we define f(θ, t) as the PDF of
the phase difference θ. Utilizing the effective white-noise
Langevin description [19], the evolution of f(θ, t) is de-
scribed by the following effective Fokker-Planck equation:
∂f
∂t
+
∂
∂θ
v(1)(θ)f − 1
2
· ∂
2
∂θ2
v(2)(θ)f = 0, (3)
where v(1)(θ) and v(2)(θ) are effective drift and diffusion
coefficients. We have the drift coefficient v(1)(θ) = 0 be-
cause 〈θ˙〉 = 〈φ˙(1) − φ˙(2)〉 = 0. Meanwhile, the diffusion
coefficient v(2)(θ) is obtained as
v(2)(θ) =
∫ +∞
−∞
dτ
〈[
θ˙(t)− 〈θ˙〉][θ˙(t− τ) − 〈θ˙〉]〉
=
∫ +∞
−∞
dτ
〈[
φ˙(1)(t)− φ˙(2)(t)]
[
φ˙(1)(t− τ) − φ˙(2)(t− τ)]〉 (4)
where 〈·〉 represents the temporal average. For simplic-
ity of notation, we define djk as djk =
∫ +∞
−∞
dτ
〈
[φ˙(j)(t) −
ω][φ˙(k)(t− τ) − ω]〉. Then, we obtain
v(2)(θ) = d11 + d22 − d12 − d21 = 2d11 − 2d12. (5)
The phase variable φ(j)(t) can be expanded as φ(j)(t) =
φ
(j)
0 (t) +
√
Dφ
(j)
D,1(t) +
√
ǫφ
(j)
ǫ,1(t) + Dφ
(j)
D,2(t) + ǫφ
(j)
ǫ,2(t) +
· · · by using √D and √ǫ as expansion parameters, where
φ
(j)
0 (t), φ
(j)
D,k(t) and φ
(j)
ǫ,k(t) (k = 1, 2, . . .) are approximate
perturbed solutions of φ(j)(t). We have φ
(j)
0 (t) = φ
(j)
0 (0)+
ωt, φ˙
(j)
D,1(t) = ZG(φ
(j)
0 (t)) ·ξ(t) and φ˙(j)ǫ,1(t) = ZH(φ(j)0 (t)) ·
η(j)(t). Using these perturbed solutions, eq. (2) can be
written as φ˙(j) = ω +
√
Dφ˙
(j)
D,1 +
√
ǫφ˙
(j)
ǫ,1 + O(D, ǫ). Using
this approximation and the fact that 〈φ(j)D,1(t)φ(k)ǫ,1 (t−τ)〉 =
0 and 〈φ(j)ǫ,1(t)φ(k)D,1(t− τ)〉 = 0, we obtain
djk = D
∫ +∞
−∞
dτ
〈
φ˙
(j)
D,1(t)φ˙
(k)
D,1(t− τ)
〉
+ǫ
∫ +∞
−∞
dτ
〈
φ˙
(j)
ǫ,1(t)φ˙
(k)
ǫ,1 (t− τ)
〉
+O(D
3
2 , ǫ
3
2 ). (6)
Thus, using eq. (6), we can calculate d11 as follows:
d11 =
D
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZG(φ)
⊤Cξ(τ)ZG(φ− ωτ)
+
ǫ
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZH(φ)
⊤Cη(τ)ZH(φ− ωτ) + O(D 32 , ǫ 32 ).(7)
In the same way, d12 is given by
d12 =
D
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZG(φ)
⊤Cξ(τ)ZG(φ− θ − ωτ)
+O(D
3
2 , ǫ
3
2 ). (8)
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The detailed derivations of eqs. (7) and (8) are shown in
Appendix A.
Finally, from eqs. (5), (7) and (8), we have the efficient
diffusion coefficient v(2)(θ):
v(2)(θ) = 2D
[
g(0)− g(θ)] + 2ǫh(0), (9)
where g(θ) and h(θ) are correlation functions defined as
g(θ) =
1
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZG(φ)
⊤Cξ(τ)ZG(φ − θ − ωτ), (10)
h(θ) =
1
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZH(φ)
⊤Cη(τ)ZH (φ− θ − ωτ). (11)
If we assume that the drive noise is white, namely,Cξ(τ) =
Cη(τ) = δ(τ)Em, eqs. (10) and (11) are exactly equivalent
to eq. (6) in Ref. [10], where Em is an m × m identity
matrix. The results show that eqs. (10) and (11) are a
natural generalization of eq. (6) in Ref. [10].
We obtain the explicit form of the Fokker-Planck equa-
tion of eq. (3) from eqs. (9)–(11). The stationary distribu-
tion of the phase difference f0(θ) is given as the stationary
solution of eq. (3). Then, if we put ∂f/∂t = 0 in eq. (3),
we obtain
f0(θ) =
ν
v(2)(θ)
=
ν′
D
[
g(0)− g(θ)] + ǫh(0) , (12)
where ν and ν′ (= ν/2) are normalization constants.
Fourier representation. – To understand the re-
sults obtained in the previous section, we rewrite the
correlation functions defined in eqs. (10) and (11) by
using the Fourier representation. We introduced the
Fourier series expansion of the phase sensitivity functions
ZG(φ) and ZH(φ) as ZG(φ) =
∑+∞
l=−∞ YG,le
ilφ and
ZH(φ) =
∑+∞
l=−∞ YH,le
ilφ , where i denotes the imagi-
nary unit and YG,l ∈ Cm (= 12π
∫ +π
−π
dφZG(φ)e
−ilφ) and
YH,l ∈ Cm (= 12π
∫ +π
−π
dφZH(φ)e
−ilφ) are Fourier coeffi-
cients (l = −∞, . . . ,∞).
Subsequently, we define Pξ(Ω) ∈ Cm×m and Pη(Ω) ∈
Cm×m as the Fourier transforms of Cξ(τ) and Cη(τ),
that is, Pξ(Ω) =
∫ +∞
−∞
dtCξ(t)e
−iΩt and Pη(Ω) =∫ +∞
−∞
dtCη(t)e
−iΩt. Let us note that Pξ(Ω) and Pη(Ω)
are Hermitian matrices, namely, Pξ(Ω) = Pξ(Ω)
† and
Pη(Ω) = Pη(Ω)
† because Cξ(τ) = Cξ(−τ)⊤ and Cη(τ) =
Cη(−τ)⊤ from their definitions, where † denotes the ad-
joint. The (i, j)th elements of Pξ(Ω) and Pη(Ω) represent
the cross spectra of the ith and jth elements of ξ(t) and
η(j)(t). In particular, the diagonal elements of Pξ(Ω) and
Pη(Ω) represent the power spectra.
Using the Fourier representations defined above, we can
obtain the Fourier representations of the correlation func-
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Fig. 1: (Color online) Simulation results of the Stuart-Landau
oscillator (crosses) and the corresponding phase oscillator
(open circles). (a) Power spectra of the common noises are
shown for ω0 = 1, 3 and 5. The PDFs of θ show the frequency
dependency of the synchronization property for (b) ω0 = 1, (c)
ω0 = 3 (= ω), and (d) ω0 = 5.
tions g(θ) and h(θ):
g(θ) =
+∞∑
l=−∞
gle
ilθ, h(θ) =
+∞∑
l=−∞
hle
ilθ, (13)
where gl (= Y
†
G,lPξ(lω)YG,l) and hl (= Y
†
H,lPη(lω)YH,l)
are Fourier coefficients (l = −∞, . . . ,∞). The derivations
of gl and hl will be shown in Appendix B.
These expressions clearly suggest that the correlation
functions g(θ) and h(θ) only depend on Pξ(±lω) and
Pη(±lω) (l = 0, 1, 2, . . .), that is, the other frequency com-
ponents can be neglected. In the next section, we will
demonstrate that colored noise induces various synchro-
nized and clustered states, which are clearly explained by
eq. (13).
Numerical simulations. – To demonstrate the va-
lidity of our results, we perform numerical experiments
for two types of limit cycle oscillators. The first exam-
ple is the Stuart-Landau oscillator, which takes the nor-
mal form of the supercritical Hopf bifurcation [21]: x˙ =
x−c0y−(x2+y2)(x−c2y), y˙ = y+c0x−(x2+y2)(y+c2x),
where X = [x, y]⊤ is a state variable and c0 and c2 are
parameters. In the simulation, we fixed c0 = 1, c2 = −2,
G = H = diag(1, 1), D = 0.0095 and ǫ = 0.0005, where
diag(λ1, . . . , λm) denotes an m×m diagonal matrix that
has the diagonal elements λ1, . . . , λm. This model is re-
duced to the phase equation that has the natural fre-
quency ω = c0− c2 = 3 and the phase sensitivity function
Z(φ) =
√
2[sin(φ+ 3π/4), sin(φ+ π/4)]⊤.
p-3
W. Kurebayashi et al.
	B
 	C

	D
 	E

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7
p
o
w
er
 s
p
ec
tr
u
m
  
P
(1
)
frequency  1
t!"t t!"#t
 0
 0.2
 0.4
 0.6
 0.8
 1
</ </!" 0 /!" /
p
ro
b
ab
il
it
y
 d
en
si
ty
  
f 
#e
$
phase difference  e
theory
simulation
 0
 0.2
 0.4
 0.6
 0.8
 1
</ </!" 0 /!" /
p
ro
b
ab
il
it
y
 d
en
si
ty
  
f 
#e
$
phase difference  e
theory
simulation
-0.2
-0.1
 0
 0.1
 0.2
 0.3
</ </!" 0 /!" /
g
 #
e
$
phase difference  e
white
colored (t%&t)
colored (t%&'t)
Fig. 2: (Color online) Simulation results of the FitzHugh-
Nagumo oscillator. (a) Power spectra of the common noises
are shown for ω0 = ω and 3ω. For these drive noises, (b) g(θ)
(= h(θ)) is shown. The PDFs of θ for (c) ω0 = ω (synchronized
state) and for (d) ω0 = 3ω (3-cluster state) are shown.
In the simulation, we use a two-dimensional drive
noise that has the correlation matrix Cex(τ) ∈ R2×2
defined as Cex(τ) = diag(Cex(τ), Cex(τ)) and Cex(τ) =
γ
2 e
−γ|τ | cosω0τ , where ω0 and γ are parameters that rep-
resent the peak frequency and the characteristic decay
time. We define Pex(Ω), the Fourier transform of Cex(τ),
as Pex(Ω) =
γ2
2 {[γ2 + (Ω+ ω0)2]−1 + [γ2 + (Ω− ω0)2]−1}.
A drive noise characterized by Cex(τ) can be generated by
the damped noisy harmonic oscillator (See eqs. (43)–(49)
in Ref. [19] for details).
We use the common noises with (ω0, γ) = (1, 1), (3, 1)
and (5, 1) and the independent noise with (ω0, γ) = (0, 3).
The power spectra of these common noises are shown in
fig. 1 (a). From eq. (13), the correlation functions g(θ)
and h(θ) are given by g(θ) = {[1+(ω0+3)2]−1+[1+(ω0−
3)2]−1} cos θ and h(θ) = cos θ, for ω0 = 1, 3 and 5, which
correspond to the three types of the common noise. The
derivations of g(θ) and h(θ) will be shown in Appendix C.
The correlation function g(θ) calculated above indicate
that the effective intensity of the common noise depends
on the peak frequency ω0 and is maximal at ω0 = ω. It
means that the synchronous degree is maximized at ω0 =
ω. In fig. 1 (b)–(d), we compared the results of the direct
numerical simulation using the Stuart-Landau oscillator
and its corresponding phase oscillator with the analytical
results. All PDFs are well fitted by the theoretical curves.
Our theory clearly predicts that the highest synchronous
degree is realized at ω0 = ω.
The second example is the FitzHugh-Nagumo oscillator
[22, 23]: v˙ = v − v3/3− u+ I0, u˙ = µ(v + a− bu), where
0.0
0.5
1.0
1.5
 0  1  2  3
po
w
er
 sp
ec
tru
m
  P
 (Ω
)
frequency Ω(a)
0.0
0.1
0.2
0.3
0.4
0.5
-pi -pi/2 0 pi/2 pi
pr
ob
ab
ili
ty
 d
en
sit
y 
 f (
θ)
phase difference θ(b)
Stuart-Landau
0.0
0.1
0.2
0.3
0.4
0.5
-pi -pi/2 0 pi/2 pi
pr
ob
ab
ili
ty
 d
en
sit
y 
 f (
θ)
phase difference θ(c)
FitzHugh-Nagumo
0.0
0.1
0.2
0.3
0.4
0.5
-pi -pi/2 0 pi/2 pi
pr
ob
ab
ili
ty
 d
en
sit
y 
 f (
θ)
phase difference θ(d)
Hodgkin-Huxley
Fig. 3: (Color online) Simulation results of the limit cycle os-
cillators subject to green noise. (a) Power spectra of the drive
noises. The PDFs of θ obtained by the theory (lines) and nu-
merical simulations (circles) for (b) the Stuart-Landau oscilla-
tor, (c) the FitzHugh-Nagumo oscillator and (d) the Hodgkin-
Huxley oscillator.
X = [v, u]⊤ is a state variable and a, b, µ and I0 are
parameters. In the simulation, we fixed a = 0.7, b = 0.8,
µ = 0.08, I0 = 0.875, G = H = diag(1, 0), D = 0.045
and ǫ = 0.005. For these parameters, this oscillator has
the natural frequency ω ≃ 0.1725. This oscillator models
bursting behavior of a neuron, and only the first variable v,
which corresponds to the membrane potential of a neuron,
is subject to noise.
In the simulation, we use the one-dimensional noise that
has the correlation function Cex(τ). Different from the
first example, we use the same parameters (ω0, γ) for both
the common and independent noises. We used two pa-
rameter sets (ω0, γ) = (ω, 0.1) and (3ω, 0.1). The power
spectra of these drive noises are shown in fig. 2 (a). We
obtain the correlation function g(θ) (= h(θ)) numerically
as shown in fig. 2 (b).
In fig. 2 (c) and (d), we compared the results of the di-
rect numerical simulation with the analytical results. The
numerical results are in good agreement with the theoret-
ical results. As theoretically predicted, a 3-cluster state
is realized as shown in fig. 2 (d). If oscillators are driven
by white noise, clustered states are induced only by multi-
plicative noise [10]. However, in case of colored noise, clus-
tered states are induced not only by multiplicative noise
but also by additive noise.
In the third example, we used the Hodgkin-Huxley os-
cillator [25], which enables us to demonstrate whether the
theory is applicable to higher-dimensional limit cycle sys-
tems. We use green noise used in ref. [8], which is gen-
erated by applying a high-pass filter to white noise. The
power spectrum is shown in fig. 3 (a). Different from the
periodic noise characterized by Cex(τ), the green noise has
a vanishing spectrum as Ω→ 0. In the simulation, for the
sake of simplicity, we used the same type of drive noise
p-4
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for the common and independent noises, and we set the
noise intensities (D, ǫ) = (0.0002, 0.0001). Fig. 3 (b)–(d)
compare the theoretical and numerical results, which show
that our theory is also valid for these cases.
Summary and discussions. – In this Letter, we ex-
tended a formulation to analyze various synchronized and
clustered states of uncoupled limit cycle oscillators driven
by common and independent colored noises. Using this
formulation, we derived the probability density function
of the phase difference and rewrote it by the Fourier rep-
resentation. The obtained expressions clearly show that
the synchronization property depends on the power spec-
trum of the drive noises. Such dependency has already
been reported experimentally. For example, in ref. [24],
the reliability, or synchronization across trials, is explored
in neuronal responses to periodic drive inputs with vari-
ous frequencies. The reliability is maximized at a certain
frequency, which is similar to our results shown in fig. 1.
Our results in this Letter supports the results in ref. [24]
theoretically, because a neuron in a oscillatory state can
be regarded as a noisy limit cycle oscillator.
Generally, noise in the real world often has a non-flat
and characteristic power spectrum. In this sense, our
formulation is a useful tool to estimate the synchroniza-
tion property for both theoretical and practical aspects.
Namely, the results obtained in this Letter can be applied
to a wide range of purposes from mathematical modelings
to technological problems.
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Appendix A: Derivations of eqs. (7) and (8).
– Substituting φ˙
(j)
D,1 = ZG(φ
(j)
0 (t)) · ξ(t) and φ˙(j)ǫ,1 =
ZH(φ
(1)
0 (t)) · η(1)(t) into eq. (6), we obtain
d11 = D
∫ +∞
−∞
dτ
〈
[ZG(φ
(1)
0 (t))
⊤ξ(t)]
[ZG(φ
(1)
0 (t− τ))⊤ξ(t− τ)]
〉
+ǫ
∫ +∞
−∞
dτ
〈
[ZH(φ
(1)
0 (t))
⊤η(1)(t)]
[ZH(φ
(1)
0 (t− τ))⊤η(1)(t− τ)]
〉
+O(D
3
2 , ǫ
3
2 ) (A.1)
= D
∫ +∞
−∞
dτ
〈
ZG(φ
(1)
0 (t))
⊤ξ(t)
ξ(t− τ)⊤ZG(φ(1)0 (t− τ))
〉
+ǫ
∫ +∞
−∞
dτ
〈
ZH(φ
(1)
0 (t))
⊤η(1)(t)
η(1)(t− τ)⊤ZH(φ(1)0 (t− τ))
〉
+O(D
3
2 , ǫ
3
2 ). (A.2)
We rewrite ZG(φ), ZH(φ), ξ(t) and η
(1)(t) by using their
elements and obtain
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d11 = D
∫ +∞
−∞
dτ
m∑
k=1
m∑
l=1
〈
ZH,k(φ
(1)
0 (t))
ξk(t)ξl(t− τ)ZH,l(φ(1)0 (t− τ))
〉
+ǫ
∫ +∞
−∞
dτ
m∑
k=1
m∑
l=1
〈
ZH,k(φ
(1)
0 (t))
η
(1)
k (t)η
(1)
l (t− τ)ZH,l(φ(1)0 (t− τ))
〉
+O(D
3
2 , ǫ
3
2 ), (A.3)
where ZG,l(φ) and ZH,l(φ) are the lth elements of ZG(φ)
and ZH(φ), and ξl(t) and η
(1)
l (t) are the lth elements of
ξ(t) and η(1)(t).
We assume that the phase variable φ(1) and the drive
noises ξ(t) and η(1)(t) are approximately independent.
Under this assumption, the temporal average 〈·〉 can be
divided into two parts; 〈·〉φ (:= (2π)−1
∫ +π
−π dφ · ) and 〈·〉t
(:= lims→∞(2s)
−1
∫ +s
−s dt · ). Thus, we obtain
d11 = D
∫ +∞
−∞
dτ
m∑
k=1
m∑
l=1
〈
ZG,k(φ
(1)
0 (t))
ZG,l(φ
(1)
0 (t− τ))
〉
φ
〈
ξk(t)ξl(t− τ)
〉
t
+ǫ
∫ +∞
−∞
dτ
m∑
k=1
m∑
l=1
〈
ZH,k(φ
(1)
0 (t))
ZH,l(φ
(1)
0 (t− τ))
〉
φ
〈
η
(1)
k (t)η
(1)
l (t− τ)
〉
t
+O(D
3
2 , ǫ
3
2 )
=
D
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
m∑
k=1
m∑
l=1
ZG,k(φ)ZG,l(φ− ωτ)Cξ,kl(τ)
+
ǫ
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
m∑
k=1
m∑
l=1
ZH,k(φ)ZH,l(φ − ωτ)Cη,kl(τ)
+O(D
3
2 , ǫ
3
2 ), (A.4)
where Cξ,kl and Cη,kl are the (k, l)th elements of Cξ(φ)
and Cη(φ). Finally, we rewrite eq. (A.4 ) by using ZG(φ),
ZH(φ), Cξ(τ) and Cη(τ) and obtain
d11 =
D
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZG(φ)
⊤Cξ(τ)ZG(φ − ωτ)
+
ǫ
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZH(φ)
⊤Cη(τ)ZH (φ− ωτ)
+O(D
3
2 , ǫ
3
2 ). (A.5)
In the same way, one can calculate d12 as follows. We
use the fact that 〈φ(1)ǫ,1(t)φ(2)ǫ,1(t− τ)〉 = 0 and eliminate the
phase variable of the second oscillator φ
(2)
0 by substituting
φ
(2)
0 = φ
(1)
0 − θ into φ(2)0 , and then, we obtain
d12 = D
∫ +∞
−∞
dτ
〈
[ZG(φ
(1)
0 (t))
⊤ξ(t)]
[ZG(φ
(2)
0 (t− τ))⊤ξ(t− τ)]
〉
+O(D
3
2 , ǫ
3
2 )
= D
∫ +∞
−∞
dτ
〈
ZG(φ
(1)
0 (t))
⊤ξ(t)
ξ(t− τ)⊤ZG(φ(2)0 (t− τ))
〉
+O(D
3
2 , ǫ
3
2 )
=
D
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφ
ZG(φ)
⊤Cξ(τ)ZG(φ− θ − ωτ)
+O(D
3
2 , ǫ
3
2 ). (A.6)
Appendix B: Derivation of eq. (13). – From eq.
(10), one can calculate the Fourier coefficient gl as follows.
We introduce a new variable χ (:= φ−θ−ωτ) and use the
fact that Pξ(Ω) is a Hermitian matrix. Then, we obtain
gl =
1
2π
∫ +π
−π
dθg(θ)e−ilθ
=
1
2π
∫ +π
−π
dθ
1
2π
∫ +∞
−∞
dτ
∫ +π
−π
dφZG(φ)
⊤
Cξ(τ)ZG(φ− θ − ωτ)e−ilθ
=
(
1
2π
∫ +π
−π
dφZG(φ)
⊤e−ilφ
)
(∫ +∞
−∞
dτCξ(τ)e
ilωτ
)(
1
2π
∫ +π
−π
dχZG(χ)e
ilχ
)
= Y ⊤G,lPξ(lω)YG,l = Y
†
G,lPξ(lω)
†YG,l
= Y †G,lPξ(lω)YG,l, (B.1)
where · denotes the complex conjugate. From eq. (11),
hl can be derived likewise.
Appendix C: Derivations of the correlation func-
tions g(θ) and h(θ). – For the Stuart-Landau oscil-
lator we used in the simulations, we can calculate the
Fourier coefficients YG,l and YH,l as YG,±1 = YH,±1 =
1
2 [1 ± i, 1 ∓ i]⊤ and YG,l = YH,l = 0 (l 6= ±1). Thus,
from eq. (13), the Fourier coefficient gl is given by
g±1 = Y
†
G,±lYG,±lPex(ω)|γ=1 = 12{[1 + (ω0 + 3)2]−1 +
[1 + (ω0 − 3)2]−1} and gl = 0 (l 6= ±1), where ω0 is
a parameter. In the same way, the Fourier coefficient hl
is given by h±1 = Y
†
H,±lYH,±lPex(ω)|ω0=0,γ=3 = 12 and
hl = 0 (l 6= ±1). Substituting gl and hl to eq. (13), we
can obtain the explicit forms of g(θ) and h(θ).
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