This paper presents results of a spectroscopic analysis of the X-CLASS-redMaPPer (XC1-RM) galaxy cluster sample. X-CLASS is a serendipitous search for clusters in the X-ray wavebands based on the XMM-Newton archive, whereas redMaPPer is an optical cluster catalogue derived from the Sloan Digital Sky Survey (SDSS). The present sample comprises 92 X-ray extended sources identified in optical images within 1 ′ separation. The area covered by the cluster sample is ∼ 27 deg 2 . The clusters span a wide redshift range (0.05 < z < 0.6) and 88 clusters benefit from spectrosopically confirmed redshifts using data from SDSS Data Release 14. We present an automated pipeline to derive the X-ray properties of the clusters in three distinct apertures: R 500 (at fixed mass overdensity), R fit (at fixed signal-to-noise ratio), R 300kpc (fixed physical radius). The sample extends over wide temperature and luminosity ranges: from 1 to 10 keV and from 6×10 42 to 11×10 44 erg s −1 , respectively. We investigate the luminosity-temperature (L-T) relation of the XC1-RM sample and find a slope equals to 3.03 ± 0.26. It is steeper than predicted by self-similar assumptions, in agreement with independent studies. A simplified approach is developed to estimate the amount and impact of selection biases which might be affecting our recovered L-T parameters. The result of this simulation process suggests that the measured L-T relation is biased to a steeper slope and higher normalization.
. The distribution of the net counts and redshifts of the XC1-RM galaxy cluster sample. Left: The total counts (PN+MOS1+MOS2) distribution of the galaxy clusters in XC1-RM sample. Right: The photometric redshifts (z λ ) distribution of the galaxy clusters in XC1-RM sample.
ical model of our Universe (Reiprich & Böhringer 2002; Voit et al. 2005; Vikhlinin et al. 2009b; Rozo et al. 2010; Allen et al. 2011; Sehgal et al. 2011) . One of the first X-ray catalogs of galaxy clusters was the EMSS catalog (Gioia et al. 1990) , assembled by serendipitous searches in data acquired by the Einstein Observatory. Subsequently, many cluster samples were detected from the ROSAT mission, both in pointed observations and in its all-sky survey (Vikhlinin et al. 1998; Böhringer et al. 2000; Böhringer et al. 2004; Horner et al. 2008) .
With the advent of new-generation X-ray satellite missions like XMM-Newton and Chandra, an increased number of clusters were discovered in novel areas of the mass-redshift plane. New projects were triggered, among them numerous surveys exploiting their archive databases: for instance X-CLASS (Clerc et al. 2012) , 2XMMi/SDSS (Takey et al. 2014; Takey et al. 2016) , the XCS survey (Lloyd-Davies et al. 2011; Mehrtens et al. 2012) , and dedicated connected wide-area surveys such as COSMOS (Finoguenov et al. 2007) , XMM-BCS (Šuhada et al. 2012) , the XMM-LSS (Pierre et al. 2004; Pacaud et al. 2006; Pacaud et al. 2007 ) and the XXL survey (Pierre et al. 2016; Pacaud et al. 2016) .
Under the assumption that galaxy clusters are self-similar objects whose formation process is dominated by gravity, Kaiser (1986) found the correlation among X-ray cluster observable properties are described by a power law. The X-ray luminosity-temperature (L-T) relation is one of the most investigated such scaling relations (Pratt et al. 2009; Mittal et al. 2011; Maughan et al. 2012; Takey et al. 2019) and it is found that the slope of the relation is steeper than the self-similar prediction (which is equal to two). This is explained by non-gravitational physical processes, such as AGN heating and supernovae feedback. Determining the contribution of each process to the observed deviation from self-similarity calls for refined modelling and most often for numerical simulations. Furthermore, the inevitable Malmquist and Eddington biases are affecting the measurement of scaling relations, so that selection effects should be taken into consideration to fully understand their form and evolution (Pacaud et al. 2007; Mantz et al. 2010a; Mantz et al. 2010b) . Malmquist bias in particular arises due to the fact that at greater distances, one can detect high luminosity sources in larger proportions than low luminosty ones. Therefore if a sample is limited in flux, higher luminosity sources appear over-represented. Several authors designed approaches correcting for the effects arising from different selection biases specific to a survey, e.g. Pratt et al. 2009; Vikhlinin et al. 2009a; Mantz et al. 2010b; Clerc et al. 2014; Lovisari et al. 2015; Bharadwaj et al. 2015; Zou et al. 2016; Giles et al. 2016. In this paper, we present for the first time X-ray spectral properties of the XC1-RM galaxy cluster sample (Sadibekova et al. 2014 ) measured within three different apertures and the automated procedure that we embraced in this study. We investigate the observed L-T relation of the cluster sample and describe the simulation procedure adopted to probe the Malmquist bias effect on the observed L-T relation, then we interpret the results. This paper is organized as follows. In section 2, we discuss the cluster sample, data reduction, data analysis, and derivation of the temperature of intra-cluster gas in different apertures. In section 3, we present the results of the L-T relation in the (0.5 -2.0) keV energy band, bolometric luminosities, and the simulation approach for assessing the Malmquist bias affecting our observed L-T relation. Discussion and summary of the key results are provided in section 4 and 5, respectively. Throughout this paper, we assume a flat cosmological model with: the matter density Ω m = 0.3, the dark energy density Ω ∧ = 0.7, and the Hubble constant H 0 = 70 km s −1 Mpc −1 , unless stated otherwise.
GALAXY CLUSTER SAMPLE AND DATA PROCESSING
In Sect. 2.1, we describe the construction of the data sample. The procedure to determine the spectroscopic redshifts is described in Sect. 2.2, and we summarize the data reduction procedure in Sect. 2.3. The method to define clusters' emis- Figure 2 . The net count rate (PN+MOS1+MOS2) growth curve of the cluster X-CLASS 377 and the gray area represents the 1 σ error bar. R 300kpc , R 500 , and R fit are represented by the green, blue, and red lines, respectively. The dashed vertical lines indicate the region we used for the background annulus.
sion radii, and the spectral analysis process are presented in Sect. 2.4, and Sect. 2.5, respectively.
Galaxy cluster sample
The X-CLASS-redMaPPer (XC1-RM) cluster sample (Sadibekova et al. 2014 ) is a joint sample between X-CLASS and redMaPPer catalogues in X-ray and optical bands, respectively using the best overlap between two survey footprints, which covers an area of 27 deg 2 . The X-CLASS catalogue § (Clerc et al. 2012 ) embraces 845 class 1 (C1) X-ray selected galaxy clusters (C1 definition, Sect.2.3) detected in 2774 XMM archival observations by May 2010. The redMaP-Per catalogue in the optical waveband is based on the redsequence cluster finder algorithm which was applied to SDSS DR8 . For this study, we use the best joint X-optical sample of 92 clusters with the positional matching within an aperture of 1 ′ . The accurate individual X-ray measurements have been provided for each cluster to assure the best source position and an optimal masking of other field detections. Then for the best flux estimate, a circular aperture around the X-ray source position was tuned in a semi-automatic manner from the net count rate (Clerc et al. 2012) , where count rate (cts/s) is the mean number of photons collected by the telescope from the X-ray source in the direction of the optical axis in 1 second. The cluster redshift z λ is photometric and provided from the redMaPPer catalogue. The ranges of redshifts and the total count rates spanned by our cluster sample are 0.05 < z < 0.6 and 0.03 to 1.4 count rates, respectively. Fig. 1 shows the total counts and the photometric redshifts (z λ ) distribution of the clusters in our sample. § http://xmm-lss.in2p3.fr:8080/l4sdb/
Galaxy cluster sample with spectroscopic redshift in SDSS-DR14
The Sloan Digital Sky Survey fourteenth data (SDSS-DR14) was released on 31st July 2017. The important class of data for our study is the spectroscopic data, more than four million spectra, which are optical spectra from (SDSS/SEGUE/BOSS/SEQUELS/eBOSS). It is the first release of data from the SDSS component extended Baryon Oscillation Spectroscopic Survey (eBOSS), including spectra from the eBOSS subprograms (SPIDERS) survey (Abolfathi et al. 2018) . We ran a query to search the SDSS-DR14 for spectroscopic redshifts (z s ) for our list of clusters. We searched for galaxies that have z s around each cluster X-ray position in a circle of radius equal 17 ′ which equals a physical radius of 1 Mpc at redshift 0.05. That step was made through SQL-based interface to the Catalog Archive Server (CAS) database, where we got a table contains RA, Dec, source name, z s and its uncertainty for all the galaxies. The first criterion aims to present all the possible results to a lower redshift limit of 0.05 for a physical radius of 1 Mpc, then we will identify the real members in each cluster. We found galaxies with z s around 90 clusters. Secondly, around each cluster X-ray position we accepted only galaxies with z s that are within a physical radius of 1 Mpc based on its photometric redshift (z λ ), and that justifies the condition of
. This redshift range was suggested in (Wen et al. (2009) , Takey et al. (2013) ), and we used it to include most of galaxies with z s ≈ z λ . After the previous step, the list shortened to just 88 clusters which have galaxies with z s , and for each cluster we calculated the weighted average of the z s of its galaxies, where the weighted average= wz s / w, w = 1/(∆z s ) 2 . About 40 percent of the clusters have more than 10 galaxies with z s . The relative change between z λ and z s is on average equal 0.0025 which it shows that z λ is in good agreement with z s (Table A1 ). Finally, we have 88 clusters with spectroscopic redshifts and for the remaining four clusters we used the photometric redshift z λ obtained from Sadibekova et al. (2014) since we did not find any spectroscopic redshifts z s in the Nasa/IPAC Extragalactic Database (NED).
Filtering and processing of XMM observations
The filtered event lists and other complementary files were created based on the XMM-LSS pipeline developed by Pacaud et al. (2006) . The main steps are summarized in (Clerc et al. 2012 ) and we will recall them into the next points. (i) The calibrated event lists of the three EPIC cameras (PN, MOS1, and MOS2) were generated using the XMM-Newton "Scientific Analysis System" (SAS) tasks emproc and epproc. Then they were filtered from highbackground periods to produce images. (ii) The created images were co-added and filtered in wavelet space, then sources were detected by running SEXTRACTOR (Bertin & Arnouts 1996) on them. (iii) The XAMIN pipeline (a maximum likelihood profile fitting procedure) provided the detected sources with number of parameters describing their properties. The C1 sample contains clusters characterized with the parameters EXT > 5 arcsec, EXT STAT > 33, and EXT DET STAT > 32, namely the extension, extension likelihood, and detection likelihood, respectively (Pacaud et al. 2006 , Faccioli et al. 2018 . It has been confirmed from simulations that the C1 class is highly free from contamination by spurious detections or misclassified point-like sources (Pacaud et al. 2007; Clerc et al. 2012) . We updated the current calibration files (CCF) and used an updated (SAS) package (version 15.0.0) rather than the package was used in the preceding steps. That was proceeded by an automated pipeline using python to update and create the required files for the analysis.
Defining galaxy clusters radii and masking other field sources
The circular aperture for each cluster was defined by a semiinteractive procedure developed in (Clerc et al. 2012, Section 2.4) . Through that procedure, we determined the radii corresponding to clusters emission extent, namely R fit . Firstly, a count rate measurements were performed in three energy bands: [0.5-2], [0.5-1] and [1-2] keV. Count rate is defined as the mean number of cluster photons collected by the three detectors in one second. Some manual redefinition was allowed in the case of adjustment of the cluster position center obtained by XAMIN and accounting for the presence of CCD gap or detector borders in the cluster emission. Secondly, the cluster was assumed to be spherically symmetric and corrected from vignetting and CCD defects. The count rates were measured in concentric annuli using the full pointing exposure to ensure a maximum signal-to-noise ratio (S/N). Another annulus was chosen at a reasonable distance far from the cluster to account for local variation. It was modeled by a photon background and a flat particle background components. The uncertainties on the two parameters of the background and the cluster count rates are derived assuming Poisson noise. Thirdly, we calculated a total count rate by combining each detector count rate measurement and using the total cluster exposure for improving the S/N ratio. Finally, a count rate growth curve as a function of the cluster radius was computed from the total count rate (see Fig. 2 ), and R fit (the cluster radius) was chosen at the point where the cluster emission merges in the background (background is where S/N ratio equal 1). The segmentation map is an image with patches represent the pixels ascribed to each source in the observation. It is created by running the SEXTRACTOR software (Bertin & Arnouts 1996) on the wavelet-filtered images (Clerc et al. 2012) . It was used in the XAMIN procedure to omit pixels belonging to other sources that obscure the source of interest.
We created a mask out of the segmentation map for each cluster to mask all sources in the field of view but the cluster of interest. The segmentation maps for few cases were edited manually. The patches on the segmentation map might need to be merged together upon visual inspection. There are 11 clusters with modified segmentation maps, we ran all the steps aforementioned to modify the mask created for them accordingly.
The process was fully done by using an automated python pipeline, and then it was checked manually. Images of the masks with the cluster aperture and background annulus overlaying correspond for each observation (see Fig. 3 ) were created and evaluated by visual inspection. We omitted clusters with background annulli larger than the field of view (e.g. bright and nearby clusters), more details can be found in Sect. 2.5.2.
Spectral Analysis
The clusters' spectra are extracted from the three EPIC cameras, except one cluster (X-CLASS 2295) that was on the damaged CCD6 of MOS1. The procedure was done by especget (SAS task to generate all the necessary files for the spectral fitting of XMM sources) and the fitting is performed in the 0.3-7.0 keV band. We developed a procedure that uses the mask created out of the segmentation map, the cluster radius, and the background annulus in the especget to create a spectrum representing a genuine cluster emission with no contamination by nearby sources. The background annulus has an inner radius which is twice the cluster radius (R 500 , R fit , R 300kpc ) and the outer radius is triple that value.
For spectral fitting, we utilized the XSPEC package (12.9.1t) (Arnaud 1996) where each cluster spectrum was fitted with a single-temperature APEC (ATOMDB-VERSION 3.0.7) plasma model multiplied by TBABS (Tuebingen-Boulder absorption model by Wilms et al. (2000) ) and assuming a fixed galactic hydrogen column density given by Kalberla et al. (2005) . The photon counts of each cluster spectrum were grouped into bins with at least one count per bin as it was recommended in (Krumpe et al. 2008 ) for X-ray spectra, using the Ftools task grppha, and we used the Cash statistics (Cash 1979 ) for fitting the model due to the Poisson nature of the noise. The spectra for the three cameras were fit simultaneously with the temperature parameters tied together, and all the errors quoted here are with their 1 σ errors. The solar abundance was fixed at 0.3 Z ⊙ and redshifts were described in Sect. 2.2. We calculated the flux and luminosity in the energy band [0.5-2.0] keV. It is not straightforward to calculate the unabsorbed luminosity within its uncertainties while keeping all other parameters at their fitted value, so we used the new convolution model clumin. It gives the unabsorbed luminosity and uncertainties for the selected model without changing other parameters (i.e. column density parameter is not equal zero). We determined the bolometric luminosity of the cluster rest frame, in the energy band [0.01-100.0] keV, from a dummy response matrix created by the best fitting model and its parameters. All the errors represent 68% of the confidence range. All the spectra extracted within different apertures are following the same fitting process, and we will describe below the three apertures used in our analysis.
R 500 measurements
R 500 is defined as the cluster radius embrace mass density at the cluster redshift, which equals 500 times the critical density of the Universe. We used the empirical equation
for the (Tier 1+2+clusters) sample in Sun et al. (2009) to obtain R 500 value. The values r3=0.600 and α = 1.65 are from (table 6, Sun et al. 2009 ) and z is the redshift values of our cluster sample. We started the iteration procedure with an initial temperature value equal to 2.0 keV. First, we calculated R 500 from equation (1). Secondly, we used the R 500 obtained from the previous calculation to create new spectra and background files. We do not generate a new response matrix and ancillary response files yet we use existing files from the same cluster. Thirdly, we computed temperature through XSPEC. We used the same spectral analysis approach we followed in Sect. 2.5. Finally, we use the new temperature we obtained from XSPEC to calculate a new R 500 value using equation (1). We set the next condition to check the output results and to determine how long the iteration process will proceed for one cluster, also the results for each iteration step are preserved. We start with 5 iterations and create a representative plot for it (see Fig. B1 ), then we check if any of these iteration changes by less than 0.01 of its precedent. Whether this condition is reliable or not, we run five more iterations and create a representative plot, of all ten iterations, then we check again the previous condition. If that condition is valid, we choose the lowest value (below 0.01) which represent a steady behavior among R 500 values in the iteration steps and also shows consistency with their uncertainty range in the plot, then the iteration process halt and move to the next cluster. If the previous condition is not true, we run five more iterations and create a representative plot, and again check if the condition valid, then the iteration process halts and move on to a next cluster. If the condition failed then we consider this failed case and move to the next cluster. Out of the 92 clusters, we managed to calculate R 500 within the range of 0.5 to 1.24 Mpc for 57 clusters (Table A2 ). The total counts range between 250 to 2.14×10 5 counts with a median value equal 3820 counts. Also, we calculated the bolometric and band [0.5-2.0] keV luminosity for them. The remaining 35 clusters failed because did not fulfill the condition required to pass through the pipeline.
R fit measurements
The cluster temperature measured within R fit is called T fit , and we were able to derive the temperature for 68 clusters of the cluster sample (Table A3 ) which have total counts range between 145 to 3.2×10 4 counts and a median value equal 2600 counts. Two clusters with unconstrained errors in temperature measurement (X-CLASS 1185, X-CLASS 1813) are removed from the R fit sample. The remaining twentytwo clusters are classified as bright and nearby clusters with a high chance of being studied in the literature, since their circular aperture is fully covering the image and their background annulus extend outside it. It might be surprising that we could not manage to calculate temperature within R fit for the clusters (X-CLASS 458, X-CLASS 2202, X-CLASS 2211) while they are already have temperature measurments within R 500 , but it happened that they reach stable R 500 lower than R fit , so it was possible to obtain their temperature measurements. We found fourteen of these bright and nearby clusters with studies using XMM-mission, six of them with studies using other X-ray missions, and two with no studies at all (Table A5). For some cases of these 22 clusters, we measured temperatures very close to values found in the literature.
R 300kpc measurements
We also derived the temperature within a fixed aperture of 300 kpc, and we were able to drive the temperature within this aperture for 87 clusters (Table A4 ) with total counts in the range of 125 to 2.7×10 5 counts and a median value equal 2410 counts. Five clusters (X-CLASS 1307, X-CLASS 1185, X-CLASS 535, X-CLASS 2130, X-CLASS 2209) are removed from the R 300kpc sample because they have unconstrained errors on their temperature measurements. It is worth noting that for the cluster (X-CLASS 1307) we managed to derive its temperature using R fit . Also, we found that using the chi-squared (chi) fit statistic instead of the Cash statistics gave acceptable temperature for that cluster (X-CLASS 1307) within aperture of 300 kpc. 
RESULTS

Temperature measurements
We discussed in Sect. 2.5 the procedure which we followed to calculate temperature within different apertures and the summary of the results is in Table 1 . Our cluster sample span temperature range of (1.0-10 keV) within R 500 with a peak at nearly 4.0 keV and a mean value ∼ 4.5 keV in the three apertures (R 500 , R fit , R 300kpc ). The temperature distribution within R 500 , R fit , and R 300kpc are shown in Fig. 4 . The mean luminosity in the band [0.5-2.0] keV for our sample is 12×10 43 erg s −1 , 8×10 43 erg s −1 , and 6 ×10 43 erg s −1 within R 500 , R fit , and R 300kpc , respectively. While the mean bolometric luminosity for our sample are 4×10 44 erg s −1 , 2×10 44 erg s −1 , and 2×10 44 erg s −1 within R 500 , R fit , and R 300kpc , respectively. Table A2 , Table A3 , and For each of the twenty-two bright clusters in Sect.2.5.2, we searched for temperature measurement results in the literature which should fulfill the following conditions: the cluster core should not be excluded, it should be XMM study, and the temperature measured in circular aperture not annuli. Table A5 lists the results we found in the literature and their references. In Table A5 , we also present our results which we managed to calculate for some clusters. The first column represents the X-CLASS ID, the temperatures we found in the literature with its uncertainty are presented in the sub 
L-T Relation
We investigated the band [0.5-2 keV] luminositytemperature (L-T) relation for the clusters having R 500 values. They are 57 clusters (Table 1 , Sect. 2.5.1). Figure 5 shows the L-T relation for our 57 clusters along with 1 σ uncertainty. The relation was fitted by the power law
in log space of base 10, where n = 1 assuming self-similar evolution, and b, a are the normalization and the slope, respectively. We used the orthogonal regression model (BCES) to fit the power law equation to the sample and assumed that L 0 = 5 × 10 43 erg s −1 , and T 0 = 4 keV. The solid red line represents the power law fit of our cluster sample. We found a slope a =3.00 ± 0.31, and normalization b = 1.07 ± 0.12. Subsequently, we compared our results with REXCESS (Pratt et al. 2009 , hereafter P09), XMM-LSS (Clerc et al. 2014, hereafter C14) and XXL , hereafter XXL) samples of clusters. We used our analytic expression for the L-T relation to fit their data using the same pivot L 0 and T 0 of our relation. The green dashed line represents the fit to XXL sample which gives slope a =3.03 ± 0.26, and normalization b = 1.29 ± 0.09, where the blue dash-dotted line represents the fit to P09 sample which gives slope a =2.97 ± 0.31, and normalization b = 2.19 ± 0.50. The purple solid line represents the fit to C14 sample which gives slope a =3.10 ± 0.38, and normalization b = 1.82 ± 0.44. The intrinsic logarithmic scatter of our L-T relation is calculated following the procedure presented by Arnaud et al. (2005) . All the fitting parameters along with the intrinsic scatter are listed in Table 2 .
L bol -T Relation
Since we calculated the bolometric luminosity for the 57 clusters having R 500 values (Sect. 2.5.1), we investigated their bolometric luminosity-temperature (L bol -T) relation. The sample data was fitted using the same power law equation used in Sect. 3.2. We found a slope = 3.25 ± 0.24, normalization = 2.63 ± 0.30 and intrinsic scatter= 0.38 ± 0.5 comparable to the results in Zou et al. (2016) found a slope = 3.35 ± 0.32 using also bolometric luminosity for the core included sample. Figure 6 shows the L bol -T relation for our sample with 1 σ uncertainty and the fit results are given in Table 2 .
Simulated L-T relation
We want to investigate the effect of Malmquist bias on our sample, where it would present bright clusters in our sample than the true distribution at a given redshift Mantz et al. 2010b; Pacaud et al. 2007 ). Thus, we developed a simulation approach to estimate the amount of bias affecting our observed L-T relation. We created a sample of points that represents the underlying population of clusters and considered our observed band L-T relation as the unbiased relation to obtain a realization of the sample luminosities. Then, we applied detection constrains (e.g. flux threshold, background noise, and exposure time). The simulated sample spectral properties and their uncertainties are introduced like our observed sample, and we used the BCES fit to investigate the resulted L-T relation. We describe below the simulation approach which we followed in details.
We created a list of 10000 random T and z values (sample 1) distributed according to a galaxy cluster mass function (Tinker et al. 2008 ), WMAP5 cosmological parameters, and the M-T relation from Arnaud et al. (2005) . A second list of 500000 random T and z values (sample 2) was created using the same mass function, WMAP9 cosmological parameters, and a different M-T relation from Sun et al. (2009) . We used our L-T relation parameters and the power law equation in Sect.3.2, L/L 0 = E(z) n b(T/T 0 ) a with b=1.07, a=3.0, n = 1, intrinsic scatter σ int, L = 0.44, L 0 = 5 × 10 43 erg s −1 , and T 0 = 4 keV, to calculate the luminosity (L) for the temperature values in the two samples. We utilized the same XSPEC package (12.9.1t) to calculate the flux for both samples. We used a single-temperature APEC plasma model multiplied by TBABS absorption model (Wilms et al. 2000) and assuming a fixed galactic hydrogen density column at 0.026 × 10 22 cm −2 . The solar abundance was fixed at 0.3 Z ⊙ and the redshift was obtained from the two samples. The flux was calculated by changing the normalization parameter iteratively to give luminosity values nearly equal to the ones calculated from the L-T relation. The flux limits of our observed sample is above 2.48 × 10 −14 erg s −1 cm −2 and below 1.5 × 10 −12 erg s −1 cm −2 . We applied the same flux limit to the simulated samples which reduced the number of the two samples to around 300 simulated points in sample 1 and 12000 simulated points in sample 2. After that, the fakeit command in the XSPEC package was used to create spectra of the parameters obtained in the preceding steps. The rmf and arf in (EPIC) thin filter used in the analysis are from the XMM online database ¶ . Then, a random background file from our sample (to simulate the noise we found in the real observation) was applied, and we chose an average exposure time of 15 ks (average exposure time for our sample). At that point, we created mock spectra for both samples (1 and 2). To derive temperatures and luminosities we followed the same procedure mentioned in Sect. 2.5. For both samples, we generated a random subsamples, where each contains 57 simulated points, to resemble the observed cluster sample. Subsequently, we plotted the luminosity versus temperature (L-T) for the subsamples and the orthogonal regression model (BCES) was applied for fitting (Sect.3.2). To determine an average slope and intercept, we calculated the mean for 1000 subsamples in both samples. We found a slope of a =3.18 ± 0.07, and normalization b = 1.58 ± 0.22 for sample 1 and a slope of a =3.14 ± 0.27, Table 2 . The L-T relation parameters, L/L 0 = E (z) n b(T /T 0 ) a , where L 0 = 5 × 10 43 erg s −1 , and T 0 = 4 keV. We used the BCES orthogonal fit method. We use the first subsample in Table 1 Fig. 7 and Table 2 .
DISCUSSION
In this section, we interpret our temperature measurements and luminosity-temperature relation results and compare them with other related studies in the literature. The effect of the Malmquist bias on the observed L-T relation is also discussed.
Temperature measurements
In Fig. 9 , we compare our results with 16 and 20 galaxy clusters from XCS-DR1 and 2XMMi/SDSS catalogues matched within 15 ′′ , respectively. XCS-DR1 is the XMM Cluster Survey first data release (Hilton et al. 2012; Mehrtens et al. 2012; Lloyd-Davies et al. 2011) . Hilton et al. (2012) investigated the evolution of the L-T relation for 211 clusters of XCS-DR1 with spectroscopic redshifts, where the temperature and luminosity were measured using the pipeline described in Lloyd-Davies et al. (2011) . For XCS temperature measurements, our results are nearly consistent (left panel, Fig. 9 ). We could not compare our R fit with their radii measurements, but it is possible that different cluster emission aperture resulted in slightly different temperature values. Takey et al. (2013) presented 345 galaxy clusters with temperature measured within the optimum extraction radius and bolometric luminosity measured within R 500 . Its optimum extraction radius described as the radius representing the highest signal-to-noise ratio (S/N) point on a radial profile of the X-ray surface brightness of each cluster created in the energy band [0. not affected (see inset, right panel, Fig. 9 ). This shows that using different clusters extent is not always the main reason leading to discrepancy in temperature measurements, and such discrepancy might rise from different reasons (e.g., spectral fitting models). Our temperature results are mostly consistent with the results in XCS-DR1 and 2XMMi/SDSS, where the existence of a few clusters having high error bars in our sample is prominent since we do not exclude clusters with high uncertainties similar to XCS and 2XMMi/SDSS study. Additionally, XCS-DR1 and 2XMMi/SDSS are using different spectral fitting models and different methods to determine the cluster emission extent.
Our clusters sample has an average temperature of 4.0 keV in the three sub-classes extracted in different radii. Similar result can be found in Giles et al. (2016) and Ebrahimpour et al. (2018) .
L-T relation
We chose the BCES method (Akritas & Bershady 1996) because it has been widely used in other studies to which we will compare our results. The errors in temperature and luminosity were converted into a log-normal likelihood using the method of Andreon (2012) . We preferred to use one BCES fitting method (BCES orthogonal) which minimizes the orthogonal distance from the data points to the fitted line. We found a steeper slope than that was found in the self-similar expectation (∼2.0), which is in an agreement with recent studies Takey et al. 2019; Hilton et al. 2012; Maughan et al. 2012; Giles et al. 2016; Pratt et al. 2009 ). It has been found that cluster samples constructed without regard to their cores activity like our current sample almost give a slope ≥ 3 Clerc et al. 2014; Mantz et al. 2010b) . Our observed L-T relation gave a =3.00 ± 0.31, and b = 1.07 ± 0.12 which is consistent with XXL results (a =3.03 ± 0.26, b = 1.29 ± 0.09) within 1σ in normalization.
Comparing with P09, we found a normalization within 2σ with their results which was led by the strong cool-core present in their sample (Right plot in Fig. 5 ). P09 sample has high luminosity clusters at redshifts z< 0.2 and flux limit above 3 × 10 −12 erg s −1 cm −2 (Böhringer et al. 2007) opposite to our sample which contains low luminous deep clusters (flux below 1.5 × 10 −12 erg s −1 cm −2 , redshifts up to 0.6). We do not know how many cool-core clusters are in our sample, since we could not excise them.
In Fig. 8 we divide our sample in two redshift bins to investigate the L-T parameters evolution with redshift. We found that the slope is 3.59 ± 0.54 at redshift greater than 0.3, which is almost as twice as the slope 2.14 ± 0.28 at redshift less than 0.3, and we found a slight change in normalization within its error range, (See Table 2 ). Our result does not agree with XCS-DR1 sample (Hilton et al. 2012) , where they found that the slope did not change dramatically with redshift. In XCS-DR1, they divided the sample into three redshift bins and they fitted them using orthogonal method. Comparing with their first two redshift bins subsamples, which have a slope equals 3.18 ± 0.22 in the redshift bin lower than 0.25, and a slope equals 2.82 ± 0.25 in the redshift bin higher than 0.25, they found that the slope decreased as the redshift increased contrary to our findings.
On the other hand, in 2XMMi/SDSS (Takey et al. 2013 ), they found a slope equals 2.55 ± 0.23 in the redshift bin below 0.25 and a slope equals 3.27 ± 0.26 in the redshift bin above 0.25. The slope is higher in high redshift bins, which is in accordance with our results, but they suggested that this is resulted from including clusters and groups of low temperature in the low redshift bin.
To investigate this result further, we used a different redshift thresholds (e.g.: z greater than 0.25, and z less than 0.25),
where we found that the slope still higher at the higher redshift bins than in the lower redshift bins. Also, we found that the low temperature clusters in our sample are presented in the two redshift bins, so it was not the cause of shallower slope in the low redshift bins. We suspect that the presence of high luminosity and intermediate temperature clusters are the reason of a higher slope in higher redshift bins.
Effect of the Malmquist bias
We have shown that using a developed approach (Sect. 3.3) to investigate the Malmquist bias on the L-T relation produce a steeper slope than the one we found in the observeduncorrected L-T relation (Fig 7) . It gave a slope and normalization ( a= 3.14 ± 0.27, b= 1.58 ± 0.50) higher than the input parameter (a=3.00, b= 1.07). Consequently, it appears that the Malmquist bias raised our L-T relation parameters which means there is a possibility to find a shallower slope, if we undertook a sophisticated approach (accounting for the biases) to correct our observed-uncorrected L-T relation. Although we can not confirm the concluded result, or make a proper comparison with other studies, but we found comparable results. In XXL , the selection function of the survey was taken into account where they found a shallower slope after applying the correction to the L-T relation. Also in Bharadwaj et al. (2015) , they found a shallower slope for the HIFLUGCS galaxy clusters and its sub-samples after correcting the sample biases (Table 3 , Bharadwaj et al. 2015) . It is worth noting that in Bharadwaj et al. (2015) , the results were for a corrected bolometric L-T relation and that they used BCES L|T method. It is also worth mentioning that in Zou et al. (2016) , their slope did not vary significantly after applying similar bias correction. This was attributed to the BCES regression method used, since they used BCES orthogonal over BCES L|T, where the later minimizes the residuals in L, so it is more sensitive to the selection effects. We also investigated the probability that the inputs of the simulation approach might have a major impact on the output results. In Sect. 3.3 we used a different set of cosmological parameter and M-T relations to investigate their impact on the simulation approach. We found that changing the M-T relation nor the cosmological parameters has a significant impact on the simulated L-T relation. Furthermore, we applied a different L-T relation in the simulation approach, we used the XXL corrected L-T relation (a= 2.63, b= 0.71, σ = 0.47) and it gave a higher slope = 2.98 and normaliza-tion=0.97. That investigation and the aforementioned result that we obtained at different redshift bins (Sect. 4.2) could present reasonable view on the bias affect our sample.
SUMMARY
In this work, we introduced the first X-ray study of (X-CLASS-redMaPPer) sample in the X-CLASS survey, which contains 92 galaxy clusters. The sample spans a range of redshifts of 0.05 < z < 0.6. Here, we summarize our main results:
(i) Our spectral results are in a good agreement with the results in literature. We measured the X-ray spectral properties for the 92 galaxy clusters and succeed to obtain the results for 57, 68, and 87 clusters within R 500 , R fit , and R 300kpc , respectively. The X-ray spectral properties were measured in a homogeneous way by an automated pipeline that we developed for this work.
(ii) For the measurements within the R 500 aperture, the sample temperature spans range from T ≃ 1.0 keV to 10 keV and the band luminosity[0.5-2.0] keV ranges from L ≃ 6×10 42 to 11×10 44 erg s −1 . R 500 was calculated in an automated iterative method, and the procedure also created representative plots for manual checks.
(iii) We studied the X-ray luminosity-temperature (L-T) relation in log-log space for the clusters parameters measured within R 500 , which gave a slope =3.00 ± 0.31 supporting studies that have a higher slope than the one expected by self-similar model, and in a good agreement with similiar recent studies.
(iv) We divided the sample into two redshift bins, where we found a steeper slope in the high redshift bin. The slope is always steeper in higher redshift bins than in lower redshift bins opposite to what is found in literature, indicating that the slope in higher redshift bins could be biased by the existence of high luminosity clusters, and we will investigate this in a larger cluster sample to confirm this behaviour.
(v) We developed a simplified simulation approach to asses the amplitude of bias affecting our L-T relation, where we found that the bias in our sample is moving the L-T relation parameters higher. There are recent studies that found such result, but it requires further investigation.
Future investigations will determine the intracluster gas mass (M gas ) of the sample. We will probe its scaling with other X-ray quantities. The impact of selection effects on the scaling relations will be quantitatively assessed by increasing the size of the sample and implementing elaborated approaches taking advantage of the enhanced statistics and redshift leverages.
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