I. INTRODUCTION
Multiple antennas at both receiver and transmitter can result in tremendous capacity improvements compared to single antenna systems. Ultimately, the capacity gains depend on the propagation channel in which the system is operating. The establishment of good channel models is therefore essential both for the development of new algorithms for signal processing, modulation and coding, and for the unified testing of different system proposals. A number of standardized channel models have been developed for the testing of specific systems, e.g., the 3GPP model for outdoor cellular communications [1] and the 802.11n model for indoor wireless LANs [2] . However, those models do not cover some important scenarios, especially the case where the base station is outdoors, and the mobile station is indoors. In recent conference contributions [3] [4], we presented measurement results for the outdoor-to-indoor case and presented some typical parameters like total rms angular spread. In the current paper, we use those measurements to derive a subset of the COST 273 model parameters that can be implemented for system testing.
In measured MIMO propagation channels the MPCs tend to occur in clusters, i.e., groups of MPCs with similar parameters, delay, direction of arrival (DOA), and direction of departure (DOD) [5] , [6] . It is important that channel models correctly reflect this clustering property [7] . For example, the results in [8] , indicate that channel models disregarding clustering effects overestimate capacity. Furthermore, from an aspect of systemlevel testing, it is convenient to model the propagation channel in terms of cluster properties rather than modeling the behavior of individual MPCs. It is for these reasons that clustering in MIMO propagation channels is actively researched, e.g., [6] [9] [10] , and also included in many channel models. In particular, the European COST 273 [11] action has developed a general MIMO channel model that describes parameters for the MPC clusters occurring in the propagation channel. This description can be broadly categorized as intercluster and intracluster parameters which characterize the clusters and MPCs within clusters, respectively. The model is general enough to allow description of many different scenarios, e.g., cellular, WLAN, fixed wireless, and peer-to-peer communications.
In this paper we establish a set of parameters, for the clustered stochastic MIMO channel model for the outdoorto-indoor case. The parameters are based on the COST 273 generic channel model and fitted with the results from our measurements. Though the COST 273 model is applicable both to time-variant and static channels, in this paper we characterize a static environment only. For that goal, we first perform a cluster identification; using both visual inspection and an automatic clustering algorithm [12] . In the remainder of the paper we include detailed results on the intercluster and intracluster properties, including cluster power distributions, and intracluster delay spreads and angular spreads.
II. MEASUREMENT SETUP
The measurement setup is described in detail in [3] and summarized here for the convenience of the reader. Measurement data were recorded with the RUSK ATM channel sounder. The measurements were performed at a center frequency of 5.2 GHz and a signal bandwidth of 120 MHz. The transmit antenna was an 8 element dual polarized uniform linear patch array and the receive antenna was a 16-element uniform circular array with vertically polarized monopole elements. The channel was seen to be static and this was confirmed by the measurements.
We have extracted MPC parameters for the 159 measurement positions using the high-resolution RIMAX algorithm [13] . At each measurement position we have extracted the parameters delay, DOA, DOD, and complex path-weights for up to 50 MPCs. It must be stressed that high-resolution algorithms based on the sum-of-plane-waves model cannot explain all possible propagation processes, especially not in the indoor environment where the receive antenna sometimes was located close to some scatterers. However, the RIMAX algorithm estimates the parameters for the diffuse scattering component of the measured channel. The path parameters, DOA, DOD, and delay were cross-checked at a number of positions with the geometry of the measurement site, and provided a good match.
III. COMPARISON OF CLUSTERING APPROACHES
Clustering of MPCs, i.e., identification of MPCs that have similar parameters, is conventionally performed by visual inspection, e.g., [10] , [14] , [15] . To utilize the large data set from our 159 measurement locations, we have performed clustering with an automated algorithm proposed in [12] . For selected measurement locations, we also performed a visual cluster identification by a joint-inspection of parameter extraction results. The delay, DOA azimuth and DOD azimuth domains were jointly employed for clustering in both methods. Note that our cluster analysis is based on plane waves only and disregards the diffuse contributions.
For the visual inspection, a cluster was identified as a set of MPCs with similar delay, DOA, and DOD parameters -note that we require that all of the parameters must be similar in order for the MPCs to form a cluster. We also investigated the physical propagation mechanisms of the MPCs (e.g., reflections via specific objects), and required that MPCs belonging to a cluster should have the same physical propagation mechanisms. To avoid a bias by the observer, the clustering by visual inspection was performed bef ore automated clustering results were available. For the automated cluster identification, which was performed for all measurement locations, we defined clusters based on a power-weighted "multipath component distance" metric as defined in [12] , [16] . Since powers of the extracted MPCs exhibit a large dynamic range, we limited our analysis to MPCs with powers within 30 dB of the strongest component. The weaker components have negligible influence on the calculation of statistical spreads but would introduce inaccuracies when calculating probability density functions such as for the number of clusters and number of MPCs per cluster.
The clustering for one measurement location is compared in Fig. 1 (visual) and Fig. 2 (algorithm) . The clusters defined by the algorithm appear in reasonable agreement with the visually identified clusters. The algorithm defines three separate clusters for the MPCs otherwise identified as cluster 1 by visual inspection, similarly cluster 4 from visual identification is defined as two adjacent clusters. To compare the two clustering approaches, for all locations where visual inspection was performed, the respective CDFs for the intracluster spreads for delay, DOA and DOD are plotted in Figs. 3, 4 , and 5. Note that for comparing the two clustering methods only a statistical measure, a CDF of the spreads, is employed because our final objective is to characterize the channel with statistical parameters rather than describe physical propagation. Based on the CDFs of the intracluster spreads, the two clustering approaches are in good agreement. The results in the remainder of the paper are based on automated clustering only. 
IV. RESULTS
The clustering algorithm 1 was applied to all 159 measurement locations and a total of 1005 clusters were extracted. These form the statistical ensemble for the statistical analysis reported in this section. The results have been categorized as intra-and intercluster properties. 1 A delay-scaling factor of 5 was used to assign more significance to delay during clustering. The Cluster-pruning feature of the algorith was not used owing to the upper limit of 50 MPCs extracted per position by RIMAX and a further 30 dB power limit on MPCs to be considered for cluster analysis. 
A. Intra-cluster properties
The distribution of the number of MPCs per cluster is plotted in Fig. 6 . The median number of MPCs is 3 whereas the mean is 4.02. An Exponential distribution with the indicated mean provides a good fit to the empirical pdf. The distribution of the intracluster delay spread is plotted in Fig. 7 . The spread 2 is calculated as the conventional rms delay spread [5] , of MPCs within a cluster. Note that the apparently large occurence of spreads around 150 ns is due to the fact that isolated occurences of the delay spread, in excess of 150 ns, have been collected into this single bin. According to the COST 273 model, a Lognormal pdf has been fitted to all intracluster spreads. For the delay spread, a mean of 3.5 ns and standard deviation of 13.7 dB provides a reasonable fit to the histogram.
The distribution of the spreads in direction of arrival and departure, azimuth only, are plotted in Figs. 8 and 9 . To avoid the ambiguity caused by the origin of the coordinate system, the Fleury definition [17] is used to calculate the spreads 3 . Note that in Figs. 7, 8 , and 9 the singletone 4 clusters, which by definition have zero spread, are not plotted. A total of 200 out of the 1005 clusters were observed to be singletone clusters. For the DOA spread, a Lognormal pdf with mean 0.08 and deviation 10.5 dB has been fitted to the empirical PDF. For the DOD spread, a Lognormal with a mean of 0.02 and deviation of 12.3 dB fits our empirical results.
B. Inter-cluster properties
The distribution of the number of clusters at each measurement location is plotted in Fig. 10 . The horizontal axis begins at 3 since at each measurement location, this is the lower limit of the range of possible number of clusters from which the algorithm selects the optimum cluster set. According to the COST 273 model, the total number of clusters is N Cmin + X, where N Cmin is the minimum number of clusters occuring at each position (3 in our case) and X is a random variable 3 The Fleury definition of direction spread can, for small values, be used as the angular spread in units of radians. 4 Clusters consisting of a single MPC with Poisson distribution. Though, this functional relation does not describe our measurements well, and choosing X as Exponential distributed seems to fit better. The mean number of clusters was found to be 6.4 while the median value was 6. The distribution of the minimum delays of the clusters, i.e., first-arriving component of each cluster is plotted in Fig.  11 . The occurence of minimum delay values in excess of 400 ns is due to singletone clusters ocurring at this delay. A Lognormal distribution with mean 106 ns and deviation 4.4 dB was found to fit the empirical data. Due to space constraints in the paper, we omit our results on the distributions of the mean angle of arrival and departure. These results, together with the correlations between the cluster spreads and the cluster powers, will be discussed in a follow-up publication. In Fig. 12 the normalized cluster powers are plotted as a function of the excess minimum delays of the clusters, i.e., cluster delays relative to minimum delay of the first arriving cluster at the respective measurement location. The cluster powers are normalized by the power of the same cluster. Thus we are able to compare clusters from different measurement locations. The solid line in Fig. 12 is the linear regression of the cluster powers in dB on the excess minimum delays of the clusters, and indicates addittional attenuation depending on excess delays of the clusters. An attenuation coefficient of 25 dB/µs is observed from this plot. Note that we do not use a cut-off delay in plotting Fig. 12 because we have some late arriving clusters with strong powers. The deviation of the cluster powers from the linear regression is a measure of the cluster power shadow fading. In Fig. 13 an empirical PDF of the deviation is plotted together with a Gaussian fit with zero-mean and standard deviation of 9 dB. In Figs. 12 and 13 the first arriving clusters at each location, which have been used for normalization, are not plotted; these clusters would have coordinates (0, 0) in Fig. 12 and would appear as a large peak around 0 in Fig. 13 .
V. SUMMARY
We have performed a statistical analysis of MPC clusters observed in our measurements at 159 locations in an outdoorto-indoor office scenario. We extracted a subset of the model parameters of the COST273 channel model, valid for this scenario. For the intracluster properties, the number of MPCs per cluster was observed to be Exponentially distributed, the intra-cluster spreads followed a Lognormal distribution. For the intercluster properties, the distribution of number of clusters was better fit by an Exponential rather than the Poisson distribution specified in the model. The cluster delay was observed to follow a Lognormal distribution. The cluster attenuation coefficient was measured to be 25 dB/µs.
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