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Abstract
This work deals with the growth by Chemical Beam Epitaxy and the
structural study by Scanning and Transmission Electron Microscopy of
high crystal quality InAs-InSb heterostructured nanowires, which are
emerging nanomaterials for quantum transport physics and thermo-
electrics. The growth rate of the nanowires was studied as a function
of the growth parameters and was found to be strongly dependent on
the nanowire diameter. An accurate morphological study revealed that
the cross section of both segments constituting the nanowires is hexago-
nal and that the two hexagons are rotated one with respect to the other
by 30◦ around the growth direction. The corners of these hexagons
were found to be rounded off by six thin facets. Six additional facets
that are not parallel to the growth direction were found in the InSb seg-
ment at the InAs-InSb interface and were indexed. Finally, the relation
between the dimensions of the two segments composing the nanowires
is accurately quantified.
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Chapter 1
Introduction
In the past decades nanostructures, which are defined as material systems
having at least one dimension between 1 and 100 nm, have received steadily
growing interests as a result of their peculiar properties and applications.
There are a large number of opportunities that are associated with the re-
alization of new types of nanostructures or simply by down-sizing existing
microstructures into the 1-100 nm regime [1]. The most successful example
is provided by microelectronics, where smaller has meant greater perfor-
mance ever since the invention of integrated circuits [2], but miniaturiza-
tion is a trend also in a range of other technologies, among which we find,
for example, renewable energy [3], catalysis [4], and chemical sensing [5].
Nanostructures are also interesting for fundamental studies because their
low dimensions allow the confinement of electrons in one or more directions,
which produces a huge class of interesting phenomena, like size-dependent
excitation or emission [6], quantized conductance [7] and many others that
can be exploited for the realization of new devices.
Nanostructures are classified as two-dimensional (2D), one-dimensional (1D)
or zero-dimensional (0D) when one, two or zero dimensions are, respectively,
below 100 nm. Intense research efforts are currently under way on 1D sys-
tems due to the variety of devices that can be realized with these structures.
These include quantum electronics devices [8], energy conversion systems
[9], biosensors [10], optoelectronic devices [11], and self-powered systems
[12]. 1D nanostructures can be realized in many ways [13] and with many
materials. This thesis focuses on free standing semiconductor nanowires
(NWs), which are briefly discussed in the rest of this chapter.
1
1.1. Semiconductor nanowires
1.1 Semiconductor nanowires
Semiconductor NWs are free standing nanostructures with lateral dimen-
sions below 100nm and length from hundreds of nm to several µm. Semicon-
ductor NWs were first realized by Wagner and Ellis in the 60s [14], and in the
last two decades they have been extensively studied as building blocks for
nanoscaled devices. Many electronic and optoelectronic [8] devices based
on semiconductor NWs have been realized in the last years. These include
single electron transistors [15], field effect transistors [16], thermoelectric de-
vices [17], solar cells [18], highly sensitive sensors [19], light emitting diodes
[20], and lasers [21].
The successful realization of NW-based devices has stimulated the research
on the growth of these nanostructures. Different synthetic methods [22]
have been developed for the fabrication of NWs of different materials. These
methods can be classified as top-down or bottom-up. In the top-down ap-
proach, the desired 1D nanostructures are obtained from planar 2D struc-
tures by means of conventional semiconductor processing techniques, like
electron beam lithography and etching. Top-down techniques have the ad-
vantage of being easily reproducible and allow for the realization of ordered
arrays of nanostructures. However, if sub-100 nm structures are needed,
nanolithographic techniques like electron beam lithography must be used.
These are serial techniques, which makes the realization of the nanostruc-
tures time consuming and expensive. The bottom-up approach on the other
hand exploits the self-organization of atoms and molecules into more com-
plex structures. These are therefore parallel rather than serial methods,
which makes them suitable for the large-scale and possibly cost effective pro-
duction of nanostructures. Many different bottom-up approaches have been
developed for the realization of semiconductor NWs [13]. These include, for
example, the intrinsically anisotropic growth rate of a crystal (Figure 1.1a),
crystallization from a supersaturated particle (Figure 1.1b), the filling of a
template with nanometer sized channels (Figure 1.1c), the kinetic control
of the growth through a capping reagent (Figure 1.1d), the self-assembly
of nanoparticles (Figure 1.1e) and the size reduction of a 1D microstructure
through, for example, anisotropic etching (Figure 1.1f). Among all these, the
Vapor-Liquid-Solid (VLS) method, which exploits the crystallization from
supersaturated nanoparticles for the epitaxial growth of free standing NWs
on crystalline substrates, has emerged as the method of choice for the real-
ization of semiconductor NWs. This growth method is presented in detail
in Chapter 3.
If the best performance are desired from semiconductor NWs, it is crucial to
gain a strong control on their growth. In particular, it is important to obtain
the lowest possible density of defects, which are detrimental for the elec-
tronic and optical properties. Despite other methods like the self-assembly
2
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Figure 1.1: 1D nanostructures can be obtained by a) the intrinsically anisotropic growth rate of
a crystal, b) crystallization from a supersaturated particle, c) filling of a template with nanometer
sized channels, d) kinetic control through a capping reagent, e) self-assembly of nanoparticles,
and f) size reduction of a 1D microstructure
of nanoparticles or templated synthesis, the VLS method is able to produce
single crystalline, dislocation-free NWs [23], which is one of the main rea-
sons behind its success. Planar defects are however often found in VLS-
grown NWs, especially in III-V semiconductor NWs. The nature of these
defects and the methods that can be used in order to avoid them are de-
scribed in Chapter 4.
Besides the growth of NWs and the study of the performance of the devices
realized with these building blocks, efforts are currently under way in order
to assemble NWs in complex structures. This is a crucial point if NWs have
to be integrated in real circuits which are not constituted by a single device.
A microfluidic method for the deposition of oriented NWs on a patterned
substrate has been deveolped by the Lieber’s group [24], but the position
of the NWs could not be controlled efficiently. Much more promising is
the VLS-growth of NWs by means of metal particles defined via electron
beam lithography [25]. With this technique, ordered arrays of particles are
lithographically defined and used for the VLS growth of vertical NWs. This
produces ordered and uniform arrays of NWs that can be processed into
electronic devices, as shown in Figure 1.2.
3
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1 m
Figure 1.2: SEM micrograph of an hexagonal array of vertical InAs NWs obtained by ordered
metal particles defined by electron beam lithography [26].
1.2 InSb-based nanowires
InSb is the III-V semiconductor having the smallest band gap, the smallest
effective mass, the largest bulk electron mobility, the largest Lande´ g-factor
and the largest thermopower figure of merit [27, 28]. For this reason, InSb is
an ideal candidate for a wide range of applications, such as infrared detec-
tors [29], high speed devices [30] and spin-related applications [31]. Despite
its attractive properties, in the past years InSb received little attention owing
to its large lattice mismatch with common substrates like Si or GaAs, which
hinders the realization of high quality 2D heteroepitaxial layers comprising
this material [32]. For this reason, InSb NWs are very attractive because
heterostructured NWs can be grown with highly mismatched materials, as
described in Chapter 3, making possible the integration of InSb on common
substrate [28, 33, 34].
Regarding the use of InSb NWs as building blocks for the realization of
electronic devices, the thermoelectric properties of InSb NWs have been con-
sidered. The thermoelectric properties of a material are described by the
dimensionless thermoelectric figure of merit ZT, defined as
ZT =
σS2T
κ
where σ is the electrical conductivity, S is the Seebeck coefficient, T is the
temperature and κ is the thermal conductivity. Hicks and Dresselhaus [35]
predicted a strong enhancement of ZT in a one dimensional material for
its width approaching zero, mainly because κ is strongly reduced by the
surface scattering of phonons at small NW dimensions. Due to the intrinsic
4
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high value of ZT for InSb (ZT=0.6 at 670 K), the thermoelectric properties
of InSb NWs have been investigated by Seol et al. [17]. A reduction of the
Seebeck coefficient and an enhancement of the electrical conductivity with
respect to the bulk values were found, but the thermal conductivity was not
measured and so ZT was not calculated. The possibility of obtaining ZT > 1
(the best thermoelectric bulk material, Bi2Te3, has ZT = 1) by means of size
reduction in InSb NWs is therefore still an open question.
The large g-factor of InSb was exploited by Nilsson et al. [31] for the real-
ization of spin-related devices. Quantum dots were realized in InSb NWs
by gating, a magnetic field was applied and the transport properties of the
dots were studied as a function of the magnetic field strength. Very large
g-factors (in excess of 60) were observed. The g-factor was also found to be
level dependent due to significant contributions from the orbital motion of
the electrons. This level dependence of the g-factor was exploited in a very
recent paper [36] in order to observe the suppression of the conductance at
the alignment of levels with equal spins, which contrasts markedly with the
enhancement of the conductance due to the Kondo effect which takes place
when levels of different spins are aligned.
Finally, InSb NW transistors were studied by Nilsson et al. [37]. In this
work, InSb and InAs NW transistors were compared and it was found that
InAs NW transistors behave better than InSb transistors in terms of on/off-
current ratio, which is mainly due to the very small band gap of InSb.
1.3 Thesis outline
The work presented in this thesis deals with the growth and the structural
study of InAs-InSb heterostructured nanowires. The growth and the analy-
sis by Scanning Electron Microscopy of the samples has been realized in Pisa
at the NEST (National Enterprise for nanoScience and nanoTechnology) lab-
oratory, while the Transmission Electron Microscopy experiments have been
performed in Parma at the IMEM-CNR Institute (Istituto dei Materiali per
l’Elettronica ed il Magnetismo).
The instruments used for this work are described in Chapter 2. The basic
principles of operation of Chemical Beam Epitaxy, Transmission Electron
Microscopy and Scanning Electron Microscopy are reported, together with
a brief description of the specific instruments used during this thesis
A general introduction to the particle-assisted growth of semiconductor NWs
is given in Chapter 3. The growth mechanism is discussed in detail and par-
ticular emphasis is put on Au-assisted growth of III-V semiconductor NWs.
A description of the methods that have been developed for the realization
of heterostructured NWs is also included.
5
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Chapter 4 deals with the crystalline structure of III-V semiconductor NWs.
The zincblende and the wurtzite structures are first described and then the
topic of polytypism in III-V semiconductor NWs is introduced. Finally, pla-
nar defects are discussed together with the influence of the growth parame-
ters.
The experimental results on the growth of InAs-InSb heterostructured NWs
are presented in Chapter 5. Here, the growth rate of both InAs and InSb
is studied as a function of the growth parameters and the particle diameter.
A strong dependence on the particle diameter and the precursor fluxes is
found. The discussion of the results follows.
Finally, in Chapter 6 the morphology of the InAs-InSb heterostructured NWs
is described in detail [38]. The experimental evidences of the peculiar mor-
phology of these nanostructures and a geometrical model of the NWs are
first reported. A quantitative study of the relative dimensions of the two
segments composing the heterostructured NWs is then reported.
6
Chapter 2
Instrumentation
In this chapter the instruments used during this thesis are briefly described.
In particular, chemical beam epitaxy, transmission electron microscopy and
scanning electron microscopy will be considered. Each of these techniques
corresponds to a huge research field and so only a very brief introduction,
giving only a flavour of what can be done with these rather complex instru-
ments, will be reported.
2.1 Chemical Beam Epitaxy
Chemical Beam Epitaxy (CBE) [39] combines a physical epitaxial technique
like Molecular Beam Epitaxy (MBE) and the use of chemical sources similar
to those used in Metal Organic Chemical Vapor Deposition (MOCVD). In
contrast with the MOCVD growth technique, during the CBE operation no
carrier gases enter the growth chamber. The apparatus used in for this the-
sis is a Riber Compact-21 system belonging to the NEST laboratory, which
is shown in Figure 2.1a and b. The Base chamber-pressure, with no precur-
sors being injected, is in the 10−7-10−8 mbar range,while during growth it
is generally between 1 and 2·10−5 mbar, mainly depending on the group-V
precursor type and flux. At such a pressure the mean free path is longer
than the distance between the source inlet and the substrate. The transport
becomes ballistic (collision free) and occurs in the form of molecular beams.
The exclusion of the gas diffusion in the CBE system means that a fast re-
sponse can be obtained at the substrate surface, which makes it possible to
grow atomically abrupt interfaces in heterostructures.
A schematic representation of the CBE apparatus is shown in Figure 2.1c.
The low pressure condition is mantained by cooling and a series of vacuum
pumps. A hollow cylinder, where the walls are filled with liquid nitrogen,
7
2.1. Chemical Beam Epitaxy
a) b)
injectors
cryopanel (liquid N2)
RHEED electron gun
substrate holder (rotating)
ion gauge
shutter window
transfer rod
motorRHEED
screen
port for
pumps
valve
c)
Figure 2.1: The Riber Compact-21 system used during this thesis: a) the CBE growth chamber
and b) the cabinet where the bottles of precursors are stored at constant temperature. c) A
schematic representation of the CBE system.
called a cryopanel, does the main pump work for everything except N2 and
H2. The cryopanel helps in pumping away species that desorb from the sub-
strate, preventing contamination of the growing surface layer and reducing
the memory effect of previously used source chemicals. The sources used
in CBE are in liquid phase and contained in bottles with an overpressure
compared to the chamber. The bottles are stored in a cabinet at constant
8
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temperature (see Figure 2.1b) and by controlling the temperature of the liq-
uid source, the partial pressure of the vapor above the liquid is regulated.
The gas line is consisting of several valves and a high precision pressure con-
troller which allow for the injection of the precursors and for the purging of
the line with or without N2. The growth sources (precursors) used for the
growth of the InAs-InSb heterostructured NWs studied in this thesis were
trimethylindium (TMIn), tertiarybutylarsine (TBAs) and trimethilantimony
(TMSb).
The vapor is fed into the chamber through an injector system. The source in-
jector is responsible for injection of the gas sources into the growth chamber,
and for generation of molecular beams with stable and uniform intensity. In
the system used for this thesis, the source beams impinge directly on the
heated substrate surface with an incident angle of 30◦ off the normal. The
group-V precursors are thermally cracked at 1000 ◦C to predominantly As2
and Sb2 molecules prior to entering the growth chamber. In contrast, the
group-III precursor decomposes at the substrate surface. If the group-III
precursor molecules get enough thermal energy from the substrate surface,
they will dissociate in all their alkyl radicals, leaving the elemental group-III
atoms on the surface. Otherwise, the precursor molecules will desorb in an
undissociated or partially dissociated form. Which of these processes dom-
inates depends on the temperature of the substrate and the arrival rate of
molecules to the surface. At higher temperature the precursor decomposi-
tion is efficient and the growth rate will be limited by the materials supply,
while at lower temperature it will be limited by the alkyl desorption. In or-
der to improve uniformity, the sample is rotating. The CBE chamber is also
equipped with a Reflection High-Energy Electron Diffraction (RHEED) sys-
tem that gives the possibility for in situ growth characterization and surface
analysis. Finally, a mass spectrometer is connected to the growth cham-
ber, allowing for qualitative and quantitative analysis of the molecular and
atomic species present during growth.
2.2 Transmission Electron Microscopy
Electron microscopy [40] exploits the interaction of an accelerated electron
beam with matter in order to obtain images, diffraction patterns and chem-
ical information from the sample examined. The basic processes that take
place when electrons interact with the specimen are shown shematically in
Figure 2.2. Each of these processes can be exploited in order to obtain differ-
ent information on the sample. In Transmission Electron Microscopy (TEM)
accelerating voltages between 100 and 400 kV are used and a specimen thin
enough to be electron transparent must be used. The instrument used for
this thesis is a JEOL 2200FS Field-Emission microscope belonging to the
9
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Figure 2.2: Schematic representation of the processes that take place when the electron beam
interacts with the specimen.
IMEM-CNR institute and operating at 200 kV. The instrument is reported in
Figure 2.3.
TEM imaging and diffraction pattern formation is based on the elastic scat-
tering of the electron beam by the sample via Coulomb interactions, which
causes a bending of the electron trajectories without loss of kinetik energy.
In a very schematic model of TEM, which is depicted in Figure 2.4, a parallel
beam of electrons impinges on the object, which act as a scattering centre.
The divergent beam that exits from the object passes through the objective
lens, which is responsible for the formation of the diffraction pattern and
the first intermediate image. The diffraction pattern is formed at the plane
where all the rays scattered in the same direction converge at the same point.
This plane is called the back focal plane of the objective lens and its position
depends only on the objective lens strength. The first intermetiate image,
on the other hand, forms at the plane where all the rays diverging from
the same point of the object converge. The position of the image does not
depend only on the strength of the objective lens, but also on the distance
between the object and the lens. The electrons then pass through the interme-
diate and the projection lenses. By changing the strength of the intermediate
lens, the image of the object (Figure 2.4a) or the diffraction pattern (Figure
2.4b) will be obtained, while the projector lens has maily a magnification
role.
A different imaging technique, called High Angle Annula Dark Field (HA-
ADF) imaging, exploits a focused rather that parallel beam, called the elec-
tron probe. The signal is generated by the electrons travelling through the
10
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Figure 2.3: The JEOL 2200FS Field-Emission microscope used during this thesis
specimen that are scattered at high angles and are collected by an annu-
lar detector, as depicted in Figure 2.5a. The image is formed by scanning
the specimen. The resolution is limited by the minimum dimensions of the
electron probe. For the instrument used in this work, the dimensions of
the probe can be reduced to about 0.2 nm. The most important feature of
HAADF imaging is that it is based on mass-thickness contrast. The intensity
of the HAADF signal is in fact proportional to the square of the atomic num-
ber and, for thin specimens, to the thickness of the specimen [40]. Therefore,
chemical and projected thickness maps can be obtained through this tech-
nique. A representative image showing how projected thickness maps can
be obtained by HAADF imaging is shown in Figure 2.5b.
Qualitative and quantitative chemical information on the sample can be ob-
taine by means of Energy Dispersive X-ray (EDX) spectroscopy. In this tech-
niques, a focused electron beam is used to induce the emission of X-rays
from the sample, which are collected and analyzed. The various atomic
species present in the sample are recognized by controlling the presence of
characteristic frequencies in the X-ray spectrum, while the relative intensity
of the various peaks is used in order to obtain the compositon map of the
specimen. Figure 2.6 reports the P and As maps of an InAs/InP core-shell
NW obtained by EDX spectroscopy. The P map was obtained by looking
11
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Figure 2.4: Schematic structure of a TEM, showing the processes of a) image and b) diffraction
pattern formation.
at the P-K spectral line, while the As map was obtained by looking the As-
L spectral line. A superposition of the two maps (Figure 2.6c) reveals the
core-shell structure of the NW.
2.3 Scanning Electron Microscopy
Scanning Electron Microscopy (SEM) makes use of a focused electron beam
in order to obtain an image of the specimen through raster scanning. Unlike
HAADF imaging, in SEM the signal is not generated by transmitted elec-
trons, but from the electrons that emerge from the surface of the specimen.
These can be secondary, backscattered or Auger electrons (see Figure 2.2). A
thin specimen is thus not required as in TEM because there is no need of an
electron transparent specimen since transmitted electrons are not important
in SEM. In our case, this allows the imaging of an as grown sample, with
the NWs standing vertical on the sample surface (see for example Section
12
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Figure 2.5: a) schematic representation of the HAADF imaging principle. b) Projected thickness
map (bottom) of an object with hexagonal cross section.
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Figure 2.6: P and As EDX maps of an InAs-InP core-shell NW. a) P map, b) As map and c)
the superposition of the two maps.
5.2), while for TEM analysis the NWs must be tranferred on a amorphous
carbon grid.
Backscattered electrons are primary electrons, i.e. electrons of the incident
beam, that are scattered in the backward direction. Secondary electrons, on
the other hand, are electrons that are emitted from the specimen through
a precess of ionization induced by the primary electrons. Once generated,
both backscattered and secondary electrons have to escape from the sample
in order to be detected. The processes of energy loss inside the specimen
allow on electrons produced some nm below the surface to escape, making
SEM strongly surface sensitive.
SEM systems are euipped with detectors that select only one kind of elec-
trons, which allows for different imaging modes. For example, images
formed using the secondary electrons emitted with a tilt angle from the
surface are characterized by a strong topographical contrast, wile images
based on the backscattered electrons have lower topographical contrast, but
13
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Figure 2.7: The Zeiss Ultra Plus Field Emission Gun SEM used during this thesis
are more sensitive to the chemical composition of the specimen.
SEM generally work at lower voltages with respect to TEM due to a compro-
mise between two processes that determine the signal intensity. The power
carried by the electron beam is in fact proportional to the accelerarating volt-
age, and this makes the generation of secondary electrons more efficient at
high voltages. However, a faster electron beam penetrates more into the sam-
ple and produces secondary electrons are higher depts. Considering that
secondary electrons can be detected only if they can escape the surface of
the sample, we see that this process causes a lowering of the signal intensity
at high voltages. The highest signal intensity is obtained with accelerating
voltages of about 5 kV, which explains the difference between the voltages
used in SEM and TEM. The instrument used for this thesis is a Zeiss Ultra
Plus Field Emission Gun SEM operating at a maximum voltage of 30 kV and
is shown in Figure 2.7.
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Growth of semiconductor nanowires
During the past decades many methods for NW growth have been devel-
oped [13]. Different types of materials require different growth techniques
if high quality nanostructures are desired. For semiconductor NWs, the
Vapor-Liquid-Solid (VLS) method, pioneered in the 60’s by Wagner and El-
lis [14] at Bell Labs, has proven to be extremely flexible and was used for the
synthesis of NWs of elemental (like Si and Ge) and binary (III-V and II-VI)
semiconductors, as well as their alloys. The VLS mechanism allows also the
realization of complex structures, like heterojunctions and branched nanos-
tructures, and so became rapidly the method of choice for the growth of
semiconductor NWs. In this chapter the VLS mechanism is first presented
in its original form. The extensions made in the past years are then consid-
ered and the growth of III-V nanowires is discussed. Finally, the main topics
related to the growth of axial heterostructures are discussed.
3.1 The Vapor-Liquid-Solid Mechanism
In the VLS mechanism a metal particle promotes the anisotropic growth
of a whisker by acting as a preferential nucleation site for the growth of
a semiconductor crystal. In the original work by Wagner and Ellis [14] Si
nanowires were grown using Au particles. Au and Si are not soluble in the
solid state, but they can form liquid alloys of any composition. The Au-Si
binary phase diagram is therefore a simple eutectic, as reported in Figure
3.1, which also reports the steps of the growth process. Metal particles
are deposited or formed on a substrate and are heated above the eutectic
temperature in order to form a Au-Si alloy. The liquid particle is then fed
with a precursor of the semiconductor (for example SiCl4 or SiH4), making
the alloy more and more rich in Si. When the particle is supersaturated,
15
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Figure 3.1: Representation of the VLS growth of Si nanowires from Au by means of the eutectic
binary phase diagram. We start at the growth temperature Tg from a metal particle which is
fed with the semiconductor precursor. The point describing the system therefore moves to the
right, reaching the liquid alloy (L) region. A further incorporation of Si in the particle brings
the system in the supersaturation region, where the solid semiconductor precipitates initiating
nanowire growth. TSi and TAu are the melting temperatures of Si and Au, respectively.
the semiconductor crystallizes at the alloy-semiconductor interface, where
nucleation is easiest, and a nanowire grows epitaxially on the substrate. The
growth process is schematically depicted in Figure 3.2. During growth the
particle is continuously supplied of precursor from the vapor phase, while
crystallization continuously depletes it. A stationary state is thus reached
and the nanowire grows with a constant speed. Three phases are present
during growth: a vapor phase which supplies the particle with the precursor,
a liquid alloy and a solid semiconductor. For this reason, this mechanism
is called Vapor-Liquid-Solid (VLS). During growth, the particle remains at
the tip of the nanowire and its presence is usually taken as a proof that the
growth occurs via the VLS mechanism. It is important to note that since the
nanowire cross section is determined by the alloy-semiconductor interface,
the lateral dimensions of the NW are controlled by the particle dimension,
while the nanowire length can be tuned by varying the growth time.
After the work of Wagner and Ellis, very different materials have been grown
in the form of nanowires using metal particles as growth promoters. Elemen-
tal, III-V, and II-VI semiconductors, including ZnO, can in fact be grown
routinely as well as their alloys. Also, different growth techniques have
been used for supplying precursors to the particle. Chemical Vapor Depo-
sition techniques (CVD) are the most used. For elemental semiconductors
inorganic precursors are used, while for III-V and II-VI semiconductors the
group-III or group-II precursors are supplied as metal-organic complexes,
while the group-V or group-VI precursors can be supplied in the form of
16
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a) b) c) d)
Figure 3.2: Steps of the VLS growth of semiconductor nanowires. A metal particle a) formed
or deposited on a substrate is heated and alloyed with the semiconductor b) and then fed with
a precursor of the desired material. This produces a supersaturated particle from which the
semiconductor crystallizes c), initiating the growth of a nanowire d).
hydrides or metal-organic complexes [23]. Molecular Beam Epitaxy (MBE)
and Chemical Beam Epitaxy (CBE) [41] have been also used extensively for
growing semiconductor nanowires, and also Hydride Vapor Phase Epitaxy
[42] and evaporation-condensation techniques [43] have been explored.
Usually Au is used as a seed particle material, but this is mainly a choice of
convenience. Most early work focused on it, and as such it is well-developed
as a seed particle for many nanowire materials. Many other materials (typi-
cally metals) have been investigated for use for nanowire growth [44]. How-
ever, it should be noted that Au outperforms most other metals in producing
oriented, size-selected nanowires. The reasons for this are not entirely clear.
Au is relatively inert and does not react with gas-phase carriers including ni-
trogen, hydrogen and oxygen (or with most common solvents). It also forms
low-temperature liquid alloys with many materials of interest and therefore
it seems reasonable that Au will remain the material of choice during the
next years. However, much effort is under way in order to replace Au [45].
Interestingly, it has been demonstrated that compound nanowires can be
grown using particles of one of the elements constituting the material. For
example, GaAs nanowires have been grown using Ga particles [46]. This
kind of growth, termed self-catalyzed growth, has the main advantage of
avoiding the incorporation of impurity atoms from the catalyst.
In order to give a theoretical basis to the VLS mechanism, thermodynamic
arguments could be used. Reactions occur when the chemical potential of
certain components of a system (the reagents) is greater than that of other
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components (the products). When a metal-semiconductor alloy is supersat-
urated, the chemical potential of the semiconductor in the alloy is higher
then the chemical potential of the solid semiconductor and so crystalliza-
tion occurs spontaneously. The chemical potential difference is the thermo-
dynamical driving force for the growth process, which is kept constant by
the continuous supply of precursors from the vapor. In order for the semi-
conductor to dissolve in the particle, the chemical potential for the particle
must be lower than the chemical potential for the vapor. Furthermore, in
order to have crystallization, the chemical potential of the particle must be
higher than the one of the solid semiconductor. Therefore, the chemical po-
tential for the particle must lie between the one of the vapor and the one
of the solid semiconductor. If only thermodynamics is taken into account,
this means that growth from the vapor is favored with respect to the growth
from the particle and nanowire growth should not take place. Therefore,
kinetics must also be considered. In fact, processes occurring at a finite rate,
like surface diffusion or the decomposition of the precursors, can lead to
inhomogeneities in the system. If the result of these inhomogeneities is an
increase of semiconductor concentration around the particle, this could lead
to an enhanced growth rate at the particle surface.
The most obvious possibility is that the particle in some way catalyzes the
decomposition of precursor materials at its surface. In fact, many works
claim that nanowire growth (of all materials) is driven by the catalytic de-
composition at the surface of Au alloy particles. However, this explanation is
problematic as a general explanation for the formation of one dimensional
structures. For example, nanowires of various materials, like Si [47] and
GaAs [48], have been grown by MBE, where no precursors are used and
thus no thermally-activated process exists to be catalyzed. Most importantly,
measurements of the activation energies of the growth seem to rule out the
existence of catalytic processes. For example, Wagner et al. [49] demon-
strated that the activation energy for the growth of Si NWs with SiCl4 was
the same as that for growth of Si without Au. Catalytic effects were also
ruled out for the growth of GaAs nanowires by MOVPE using trimethylgal-
lium and arsine [50]. Therefore, even if catalysis may play a role in some
system, it is not a universal effect and it is not sufficient to explain particle-
assisted growth.
Wagner et al. [49] concluded that the driving force for the concentration of
material in the particle was the large accommodation coefficient of the liq-
uid. The accommodation coefficient is given by the fraction of the arriving
growth species that are incorporated into the particle instead of desorbing
or diffusing away. If the accommodation coefficient of the particle is close
to one, then the particle acts as a collector and a high concentration of the
growth species can be achieved locally. However, even this explanation is
not completely satisfactory because the particle is supersaturated and so the
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accommodation coefficient cannot be one. Furthermore, nanowires can be
grown by MBE, where the sticking coefficient can be considered one every-
where.
A general theory of particle-assisted nanowire growth, overcoming the lim-
itations of the VLS mechanism, has been developed by Wacaser et al. [51].
In this theory, called Preferential Interface Nucleation, emphasis is put on
the role of interface energies in determining the nucleation rate at different
regions of the substrate. Three phases are involved during growth (the va-
por, the particle and the semiconductor) and so nucleation can take place at
different positions:
• On the particle (case i in Figure 3.3)
• In the vapor (case ii in Figure 3.3)
• At the vapor-semiconductor interface (case iii in Figure 3.3)
• At the particle-semiconductor interface (case iv in Figure 3.3)
• At the three phase boundary (case v in Figure 3.3)
When a nucleus forms, the change in Gibbs free energy is ∆G = n∆µ+ σA,
where ∆µ is the difference in chemical potential between the semiconductor
and the phase which supplies the material (the vapor or the particle), n is
the number of atoms constituting the nucleus, σ is the surface energy of the
nucleus and A is its area. Considering that ∆µ is negative and σ is positive, it
can be shown that ∆G reaches a maximum, which is referred to as the energy
barrier for nucleation, for a certain critical dimension of the nucleus. The
different sites are associated with different energy barriers for nucleation
because of differences in ∆µ and σ. Wacaser et al [51] demonstrated that
when nucleation takes place at the three phase boundary, the energy barrier
for nucleus formation has its minimum because the supersaturation is at its
maximum (we are at the particle-vapor interface) and the surface energy of
the nucleus can be minimized by adjusting its shape. Therefore, nucleation
is faster at the three phase boundary with respect to the substrate and this
leads to the growth of a nanowire.
3.2 III-V semiconductor nanowires
III-V semiconductor nanowires have received much attention for many rea-
sons. Many III-V materials have in fact a direct band gap [27], which makes
them suitable for the realization of optoelectronic devices. The region of the
electromagnetic spectrum that can be covered with III-V materials ranges
from the mid infrared (InSb, which has the smallest band gap among the
III-Vs, emits at a wavelength of 7.3 µm) to the near UV (AlN, which has
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Figure 3.3: Schematic drawing showing the possible sites where nucleation may occur: (i) on
the particle, (ii) in the vapor, (iii) at the vapor-semiconductor interface, (iv) at the particle-
semiconductor interface and (v) at the three phase boundary.
the widest band gap among the III-Vs, emits at a wavelength of 200 nm).
Furthermore, III-V semiconductors can be alloyed, which means that any
band gap energy between these two extremes can be obtained. Semiconduc-
tor NWs realized with III-V materials are therefore the ideal candidates for
the realization of nanosized optoelectronic devices. The unique geometry of
semiconductor NWs allows also for functions that are not possible with con-
ventional structures. For example Wang et al. [52] have shown that the high
aspect ratio and the small lateral dimensions of InP NWs makes their pho-
toresponse and photoluminescence strongly polarized. The authors specu-
late on a nanoscaled photodetector made of two crossed InP NWs sensitive
to both the intensity and the polarization of the incident radiation. Another
beautiful example of the potential applications of III-V semiconductor NWs
in optoelectronics is given by the work of Johnson et al. [21] on GaN NWs
lasers operating in the near UV. In this work it is shown how a NW itself can
act as a Fabry-Perot cavity due to its small dimensions and high dielectric
contrast with air, which means once grown, NWs can act as lasers without
the need of further processing steps.
Among III-V materials, InAs has become the material of choice for the re-
alization of NW-based electronic devices. This happened mainly for two
reasons. First, InAs surface states are above the conduction band minimum.
This is a great advantage because a surface accumulation layer is produced
[53], while in other materials, like GaAs, the pinning of the chemical poten-
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tial by surface states introduces a surface depletion region that can extend
over the whole NW. This means that free carriers can be introduced in InAs
NWs without the need of heavy doping. The second reason for the suc-
cess of InAs NWs for electronic devices is the absence of a Shottky barrier
between InAs and Au [54], which makes possible the realization of good
ohmic contancs between Au and InAs NWs.
Other interesting properties of III-V semiconductor NWs are the possibility
of obtaining high quality axial and radial heterostructures, as discussed in
more detail in section 3.4, and the direct growth of these nanostructures on
Si substrates [55]. This is a very interesting topic because with this technique
optoelectronic devices exploiting the direct band gap of III-V materials may
be integrated in Si-based circuits. III-V semiconductor NWs have therefore
demonstrated great potentials in the field of electronics and optoelectronics,
which explains the huge number of experimental and theoretical work on
these systems [56].
3.3 Au-assisted growth of III-V semiconductor nano-
wires
The VLS mechanism works well for elemental semiconductors, like Si or
Ge, but for binary materials the scenario is more complicated. First of all,
the metal-semiconductor system is a ternary system and so ternary phase
diagrams should be considered, but generally little is known about ternary
systems and so we often lack important information about their behavior.
Usually, binary compound materials (including many oxides, nitrides, and
phosphides) do not form continuously miscible ternary liquid alloys with
normal seed particle materials, which poses problems on the validity of
the VLS mechanism. GaAs is an exception: there exists a pseudobinary
eutectic system between this material and Au [57], as shown in Figure 3.4.
However, the eutectic temperature for this pseudobinary system, 630 ◦C
[58] lies far above typical GaAs nanowire growth temperatures, 400-550 ◦C
[59], suggesting that no As can dissolve in the seed particle during growth.
Useful insights can be obtained by analyzing binary phase diagrams of the
elements involved in the growth. For example, it is found that As and P
are not soluble in Au, which is consistent with the fact that As or P are not
found in the particle after growth. Therefore, during growth, only the group-
III element should be present in the Au particle. This raises the question
of how the group-V material reaches the growth interface but probably it
travels along the growth interface, or along grain boundaries if the particle
is a solid. Indeed, very high diffusion rates for As along Au grain boundaries
have been reported [60].
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Figure 3.4: Au-Ga-As thernary phase diagram. The lines correspond to pseudobinary eutectic
systems.
If As and P do not interact with Au, the group III materials (In, Ga and Al)
form with Au a series of compounds having moderate melting points, giving
rise to complicated binary phase diagrams. Between adjacent compounds,
local eutectic points exist and alloys that are liquid at typical growth temper-
atures can be formed. However, the possibility of having a liquid Au-Ga or
Au-In alloy does not mean that growth of III-V materials is possible by the
conventional VLS mechanism. Concerning this point, a work by Persson et
al. [61] is illuminating. In this work, GaAs nanowires grown by CBE were
heated in vacuum to the growth temperature of 540 ◦C while being observed
by TEM. It was found that the amount of Ga and As incorporated into the
particle was insufficient to form a liquid alloy. It was therefore concluded
that GaAs nanowires grow from a solid particle and so the growth mecha-
nism was called Vapor-Solid-Solid (VSS). In another work by Dick et al. [62]
it is reported that for the MOVPE growth of InAs nanowires the growth
rate falls to zero when the growth temperature approaches the Au-In alloy
melting temperature.
It must be stressed that the state of the particle is not easy to determine by
post-growth analysis because nanoparticle do not necessarily behave in the
same way as bulk materials. In particular, they show a strong depression
in melting temperature at very small size and this has been proposed as an
explanation in many reports of low temperature nanowire growth. How-
ever, the melting point depression of Au can be observed for particle below
about 50 nm, while nanowires are usually grown with particles as large as
100 nm, making size effects unlikely as a general explanation. However,
even if the size related depression of the melting temperature is not signifi-
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cant for typical nanowire systems, care must be taken when the state of the
particle is deduced by comparing the growth temperature and the melting
temperature. Systems that use evaporated metal films usually require an-
nealing at high temperature in order to form the particles and a similar step
is sometimes used to remove the oxide from the substrate. Melting/freez-
ing hysteresis may occur in small particles, allowing for liquid particles at
sub-eutectic temperatures. However, growth below the eutectic temperature
was observed also when an oxide removal step was lacking [63]. Therefore,
nanowire growth from solid particles via the VSS mechanism seems to be a
real phenomenon.
In order to have a direct experimental observation of the state of the particle,
Kodambaka et al. [64] observed Ge nanowire growth by UHV-CVD from Au
particles with in-situ TEM and found that growth can take place from parti-
cles in both liquid and solid state and that these two states can even coexist
in the same sample due to the melting/freezing hysteresis. This proves that
the VLS and VSS mechanism are both very similar and entirely valid mecha-
nisms. For this reason, in the rest of this thesis no reference will be made to
the VLS or VSS mechanism, but the expression ”Au-assisted growth” will be
used. It is also worth noticing that in the Preferential Interface Nucleation
model for nanowire growth no reference is made to the state of the parti-
cle. Only interfacial energies are important and this shows once more that
growth can take place both from solid and liquid particles.
3.4 Growth of heterostructured nanowires
If quantum electronic devices have to be produced, semiconductor hetero-
structures are often needed. A huge variety of 2D heterostructures have been
obtained in the past decades with III-V materials [65], in particular with the
GaAs-AlxGa1−xAs system. By means of Au-assisted axial heterostructures
can be realized in semiconductor NWs by varying the composition of the
vapor phase during growth, as shown schematically in Figure 3.5. The qual-
ity of the heterointerface is strongly dependent on the material system [66].
Considering that the particle act as a reservoir of growth species, a grad-
ual change of its composition in time is expected to occur even if the vapor
composition is switched very fast. Therefore, a gradual, rather then abrupt,
interface is expected. However, for some material systems, like InAs-InP
[67], InAs-InSb [28, 34] and GaAs-GaSb [68], abrupt interfaces have been
obtained. Usually, abrupt heterointerfaces are obtained by changing the
group-V precursor. This may be explained by the low solubility of As and
P in Au, which suggests that a short time is required in order to completely
remove them from the particle when their precursor is switched off. Sb, on
the other hand, is soluble in Au and so a relatively long time should be
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a) b)
Figure 3.5: Growth of heterostructured nanowires. a) First, a segment of material A is grown.
b) At a certain point, the precursors composition is changed in order to grow a segment of
material B.
required in order to deplete the particle. By now, only the growth of GaSb
on GaAs and of InSb on InAs has been accomplished. The growth of these
heterojuctions in the reverse order has not been accomplished yet.
Interestingly, in a recent work by Krogstrup et al. [69] a sharp heterointer-
face was obtained between GaxIn1−xAs (0 < x < 0.4) and InAs, which differ
in the group-III element. Previous studies [70] on GaAs/InAs heterostruc-
tured NWs showed that when a Au-Ga alloyed particle is exposed to an
In flux, the catalyst quickly changes its composition by expelling Ga and
absorbing In, suggesting that In might have more thermodynamic affinity
toward Au than Ga. This can explain why Krogstrup et al. obtained a sharp
GaxIn1−xAs/InAs interface, but the InAs/GaxIn1−xAs was gradual. Unfor-
tunately, the method used relies on the specific properties of the Au-Ga-In
system and therefore does not constitute a general method.
What makes heterostructured nanowires most attractive is the possibility of
obtaining virtually any combination of materials, even when the lattice mis-
match is very high, without loss in crystal quality because in these systems
the strain can be relaxed without the formation of misfit dislocations [71].
Indeed, due to their small lateral dimensions, nanowires can accomodate
strain through an elastic expansion/contraction. Misfit dislocations do not
form if the nanowire diameter is small enough to give an elastic energy
which is lower than the energy required for dislocation formation. Glas [72]
proposes that for larger NW diameters the formation of misfit dislocations
depends on the thickness of the heteroepitaxial segment: dislocations do not
form if the thickness of the heteroepitaxial segment is below a critical value
which decreases while the diameter increases, reaching the value observed
for the growth of 2D heterostructures for very large NW diameters.
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a) b)
Figure 3.6: Influence of surface energy on heterostructure growth. a) When the change in
surface energy ∆σ is negative, the material B can grow on A as a continuous layer. b) On the
other hand, when ∆σ is positive, islands of B are formed on A and a kink is produced.
During the growth of heterostructured nanowires, interface energies play a
key role, allowing or not the realization of the heterojunction. As discussed
previously, the interface energies strongly influence the change in Gibbs
free energy during nucleus formation. Calling A and B the two materials
involved, the change in interface energy that accompanies heterojunction for-
mation is ∆σAB = σAB + σBP − σAP, where σAB is the energy associated with
the A-B interface, σAP is the energy associated with the interface between A
and the particle and σBP is the energy associated with the interface between
B and the particle. If ∆σAB < 0, then B wets A and a good quality, vertical
heterostructure is obtained (see Figure 3.6a). Conversely, if ∆σBA > 0, then
B does not wet A and islands of B, rather than a continuous layer, will be
formed (see Figure 3.6b). This makes the probability of having a kinked
nanowire very high. It is worth noticing that if for the growth of B over A
we have ∆σAB < 0, then for the growth of A over B we will have ∆σBA > 0.
This means that it is easier to form good quality heterojunctions in one direc-
tion than in the other. This poses a great challenge to the growth of straight
heterostructured nanowires containing both interface directions. However,
some combinations of materials, like GaAs-GaP and InAs-InP, have very sim-
ilar surface energies and tend to grow straight, allowing the realization of
complex structures like superlattices [73, 74] or quantum dots, as shown in
Figure 3.7. Furthermore, the sharpness of the interface is important: a grad-
ual change in composition gives a gradual change in surface energy, making
the growth of straight nanowires easier. Finally, a change in the growth
material implies a change in particle composition, which affects the inter-
face energy and this can make the formation of straight nanowires easier or
more difficult than anticipated.
Axial heterostructures are not the only type of superstructure that can be
realizaed by means of Au-assisted growth. For example, by switching to
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10 nm
QD
Figure 3.7: TEM image of an InAs quantum dot (QD) defined in an InAs NW by the two InP
barriers indicated by the arrows.
growth conditions that favor 2D growth, a 2D layer can be deposited on the
NWs surface in order to obtain core-shell NWs [75]. By seeding a nanowire
with new particles branched structures can be realized [76]. All this shows
that a large variety of nanostructures can be obtained by this approach.
3.5 Models of nanowire growth
When semiconductor NWs are grown from particles of different dimensions,
it is found that their growth rate depends on the particle diameter. Different
situations are possible: the growth rate can increase with the NWs diameter
[77], decrease with the NW diameter [78] or it can reach a maximum at
some intermediate diameter [79]. Three factors have been identified as being
responsible of these bahaviors. One of them, the Gibbs-Thomson effect, is
of thermodynamic nature, while the other two are kinetic effects related to
the surface diffusion of the precursors and to the nucleation rate.
The Gibbs-Thomson effect consists in the increase of the chemical potential
µ of a thermodynamic phase from its bulk value µ0 due to the presence of a
surface:
µ = µ0 +
2γΩ
R
(3.1)
where γ is the surface energy, R is the surface radius of curvature and Ω is
the atomic volume. The Gibbs-Thomson effect has been used by Givargizov
and Chernov [80] in order to explain the increase of the growth rate G of Si
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NWs with the increase of the NW diameter. The Givargizov-Chernov (GC)
formula reads
G = K
[
∆µ0v −
2γsvΩ
R
]2
(3.2)
where K is a constant ∆µ0v is the difference of chemical potential per atom
between the vapor and the solid NW, γsv is the interface energy between the
vapor and the solid NW, Ω is the atomic volume and R is the NW radius.
The GC formula is semiempirical. K is in fact a fitting constant and also the
square exponent has been introduced only in order to obtain a better fit of
the data. Furthermore, the CG formula takes into account only the curvature
of the NW surface and neglects any role of the particle curvature. Therefore,
it does not provide a satisfactory interpretation of the experimental data.
However, the GC formula introduces one of the main feature of the Gibbs-
Thomson effect, which is the existence of a minimum diameter below which
the growth is not possible.
Dubrovskii and Sibirev [81] have shown that for kinetic reasons the growth
rate of a NW becomes strongly dependent on its size when the facet becomes
small. Let I be the nucleation rate per unit area of islands from the particle
and v be their lateral growth rate. If the NW under exam is circular and its
radius is R, the characteristic time between two consecutive birth processes
at the NW-particle interface is given by tb = 1/piR2 I, while the time required
for a nucleus to cover the interface area is tg = Rv. The ratio between these
two characteristic times gives a nondimensional parameter
α =
pi IR3
v
(3.3)
At α  1 (tg  tb), i.e. for small NWs, a single nucleus covers the whole
facet before the next nucleus is formed. In this growth regime, called mono-
centric regime of nucleation, the growth rate (monalyers/s) becomes G =
piR2 I and is strongly dependent on R. Conversely, at α 1 (tg  tb), i.e. for
large NWs, many islands arise at the NW-particle interface and then grow
and coalesce to form a continuous layer. In this growth regime, called poly-
centric regime of nucleation, the growth rate becomes G =
(
piv2 I/3
)(1/3),
which is R independent. In the general, the growth rate was determined to
be
G =
v
Ry∗(α)
(3.4)
where y∗(α) is the solution of the equation
α f (y) = 1, f (y) =
{
1
3 y
3 − 332 y4 − 180 y5 + 1192 y6 y ≤ 2
y− 0.9 y > 2 (3.5)
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In order to solve this equation, the value of α is necessary, which means that
I and v must be known (see Equation 3.3). By means of classical nucleation
theory and taking into account the Gibbs-Thomson effect for both the par-
ticle and the NW, Dubrovskii and Sibirev calculated α as a function of the
supersaturation of the particle ζ, defined as
ζ =
C
Ceq
− 1 (3.6)
where C is the concentration of precursors in the alloy and Ceq is their equilib-
rium concentration. ζ was therefore calculated as a function of the vapor su-
persaturation Φ, which is the technologically controlled parameter, through
the equation of material balance in the drop. The resulting equation for ζ
was
Φ− ζ = b
d
ζ
y∗ [α(ζ)]
(3.7)
where b and d are parameters depending on the material system. Once
the value of ζ is known, the growth rate can be calculated by means of the
formula
G = β(Φ− ζ) (3.8)
where β is again a parameter depending on the specific material system
under exam. Using this model, Dubrovsii and Sibirev were able to fit the
diameter dependence of the growth rate of GaAs NWs, as shown in Figure
3.8. Using this model is however difficult because the growth rate cannot
be expressed as an analytical function of the NW radius. A self consistent
approach is instead needed. Kashchiev [82] has however proposed a sim-
plified equation which does not take into account the Gibbs-Thomson effect
but provides an explicit dependence of the growth rate on the NW radius:
G =
a1R2
1+ a2R2
(3.9)
where a1 and a2 are parameters related to the nucleus shape, the nucleation
rate and the island lateral growth rate. The model of NW growth presented
here is referred to as the nucleation-mediated growth. One of the main limit
of this model is, in my opinion, the fact that the preferential nucleation at
the three phase boundary is not taken into account.
The two effects described above are only able to describe an increase of the
growth rate with the NW diameter. However, in some case the growth rate
has been found to be a decreasing function of the NW diameter [78]. For
the MBE growth of NWs, this phenomenon was described by Dubrovskii et
al. [83] as being due to the surface diffusion of the adatoms from the sub-
strate towards the particle via the NW side facets. The authors described the
substrate surface as a reservoir of adatoms with a certain supersaturation σ,
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Figure 3.8: Dependence of the growth rate on the particle diameter for MBE grown GaAs
NWs [81]. The points represent the experimental data, while the line is obtained by fitting the
experimental data with the Equations 3.3-3.8.
higher than the particle supersauration ζ. This difference in supersaturation
produces the diffusion of adatoms from the substrate towards the particle.
Dubrovskii et al. calculated that if the surface diffusion is dominating over
all the other processes, the growth rate should be approximately inversely
proportional to the NW radius R:
G ' k
R
(3.10)
where k is a constant. The reason for the 1/R dependence is the following
one. Diffusion takes place over the side facets of the NW, and so the flux of
material reaching the particle is proportional to R because the NW perimeter
scales linearly with the radius. Considering that the NW-particle interface
area is proportional to R2 and that G is proportional to the precursor flux
divided by the interface area, we obtain the 1/R dependence of G. With this
law Dubroskii et al. were able to fit the experimental data on the growth rate
of GaAs NWs obtained by MBE. It must be noted, however, that Equation
3.10 is valid only when the NW length is much smaller than the diffusion
length of the adatoms on the NW side facets. For longer NWs the growth
rate becomes time dependent.
It is clear that although in some situation only one of the above discussed
processes is dominating, all of them should be considered if an accurate
modeling of the growth rate in the general case is desired. A first attempt
in this direction has been made by Dubrovskii et al. [84], who calculated
the growth rate by taking into account the Gibbs-Thomson and the surface
diffusion effects. They found that the Gibbs-Thomson effect is dominant at
small diameters, while at large diameters the growth is controlled by the
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Figure 3.9: Calculated growth rate for MBE grown GaAs NWs at 550 ◦C and V=0.6 ML/s [84].
surface diffusion. This gives a growth rate which has a maximum for some
diameter:
G = V
[
1− e
(
∆µLS−∆µAS
kBT
+ RGTR
)]
·
[
1
sin2(β)
e
(
∆µAS−∆µVS
kBT
)
+
2λ
R
K1(R/λ)
K0(R/λ)
]
(3.11)
where V is the 2D deposition rate (monolayers/s), ∆µLS is the difference of
chemical potential between the particle and the substrate, ∆µAS is the differ-
ence of chemical potential between the substrate and the species adsorbed
on the substrate surface which are able to diffuse toward the particle, ∆µVS
is the difference of chemical potential between the vapor and the substrate,
β is the particle contact angle, K0 and K1 are modified Bessel function of
the second kind, λ is the surface diffusion length and RGT is the character-
istic radius describing the GT effect in the drop: RGT = 2γLVΩL sin(β)/kBT,
where γLV is the particle-vapor interface energy and ΩL is the elementary
volume in the liquid. A representative plot of G vs R, as given by Equation
3.11, is shown in Figure 3.9.
The model just presented has been extended in a later work [85] in order to
make it suitable also for CVD growth and to take into account the temporal
dependence of the growth rate, but a definitive theory of NW growth is still
lacking. Taking into account all the processes that affect the growth rate
is in fact rather challenging [86]. It is also worth noticing that the models
presented here do not take into account the competition between NWs for
the precursors. It has been in fact demonstrated [87] that when the spac-
ing between the NWs becomes comparable with the diffusion length, the
growth rate is lowered because the NWs start to compete for the precursors.
For NWs grown from particles distributed randomly on the substrate, this
should give a blurring of the G vs R curve. In any case, an accurate model-
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ing requires numerical methods, which make the fitting of the experimental
data a difficult task.
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Chapter 4
Crystalline structure of III-V
semiconductor nanowires
III-V semiconductors are binary materials that are found to crystallize in two
different structures: the cubic zincblende (ZB) and the hexagonal wurtzite
(WZ) structure. Among III-V semiconductors, almost all exhibit the zincblen-
de structure as the thermodynamically stable bulk form, while the nitrides
crystallize in the wurtzite structure. However, III-V nanowires contain high
densities of planar defects [88] and high purity ZB nanowires are difficult to
obtain. Long WZ segments have in fact been found in GaAs [89], GaP [90]
and InP [91], while for InAs nanowires the WZ structure is far more common
than the ZB structure. It is also worth noticing that the ZB structure has been
reported for GaN nanowires [92].
In this section the two crystal structures are described and the parameters
controlling their presence in III-V semiconductor NWs are discussed. Fi-
nally, the planar defects often found in III-V semiconductor nanowires are
described.
4.1 The basic building block: the monolayer
The zincblende and the wurtzite structures are exhibited by binary com-
pounds where the two atomic species constituting the crystal, which will be
referred to as the X and Y species, are fourfold, tetrahedrally coordinated.
Both structures can be thought as a different stacking sequence of a basic,
planar building block, which is usually called a monolayer and whose struc-
ture is represented in Figure 4.1. Each atom of the X species belonging to
a monolayer is bound to three other atoms of the Y species belonging to
the same monolayer. The fourth unsaturated bond of the atom X points out-
wards and is used for the connection between monolayers. The situation for
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Figure 4.1: The planar monolayer, whose stacking gives the zincblende and the wurtzite struc-
tures. The X and Y atoms are distinguished here by their color (red and blue, respectively)
the atoms of the Y species is complementary: they form three bonds with
atoms of the X species within the same monolayer and the fourth bond, wich
points outwards the monolayer in the direction opposite to the one of the
fourth bond of X, is used for the connection between monolayers.
The monolayer is clearly polar: it lacks a centre of inversion. The two sur-
faces are in fact quite different. One surface exposes the dangling bonds
of the atoms of the X species, while the other surface exposes the dangling
bonds of the atoms of the Y species. When two monolayers are stacked one
above the other, two non-equivalent surfaces are brought into contact and
X-Y bonds are formed. The possible stacking sequences are discussed in the
next section.
4.2 The zincblende and the wurtzite structures
Each X-Y pair of a monolayer can be associated with a node of a 2D trian-
gular lattice. Let us for example put the nodes of the lattice on the Y (blue)
atoms of the monolayer. A 3D structure can now be obtained by a periodic
stacking of the 2D lattice. Two monolayers can be stacked in two different
ways: in the first way, the two monolayers are simply translated one with
respect to the other (A and B planes in Figure 4.2a), while in the second way
the second monolayer is also rotated by 180◦ around the stacking direction
(A and B planes in Figure 4.2b). In both cases, the lattice associated with the
second monolayer has the same reciprocal position with respect to the one
associated with the first monolayer and so the two planes are labelled A and
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a) b)
Figure 4.2: Left: the ABC stacking sequence, which makes use of monolayers which are just
one the translation of the other. Right: the AB stacking sequence, where monolayers that are
one the 180◦ rotation of the other are used.
a) b)
Figure 4.3: a) the cubic cell of the zincblende structure. b) the hexagonal cell of the wurtzite
structure.
B, irrespective of the way the stacking is accomplished [93]. The two-layer
structure obtained in the second way can be repeated periodically, while
another monolayer must be added to the structure obtained in the fist way
in order to have a block that can be stacked periodically. This third mono-
layer is again translated with respect to monolayers A and B and is therefore
labelled C (see Figure 4.2a for clarity).
The zincblende crystal structure is given by periodically repeating the ABC
stacking sequence. The resulting structure belongs to the F4¯3m space group
and therefore has cubic symmetry. The stacking direction corresponds to
the 〈111〉 direction in the cubic reference system. The resulting cubic cell is
shown in Figure 4.3a.
The stacking sequence leading to the wurtzite structure is, on the other hand,
a periodic repetition of the AB block. The resulting structure belongs to the
P63mc space group and therefore has hexagonal symmetry. The stacking
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direction corresponds to the 〈0001〉 direction in the hexagonal reference sys-
tem. The resulting hexagonal cell is shown in Figure 4.3b.
4.3 Polytypism in III-V nanowires
The preferred growth direction for III-V semiconductor NWs is the 〈111〉B
direction for the zincblende NWs, while wurtzite NWs prefer to grow along
the 〈0001〉 direction [94]. This means that a NW can be thought as a stacking
of monolayers along the growth direction. Therefore, both zincblende and
wurtzite NWs usually grow in the vertical direction if a (111)B substrate is
used. If the substrate is not a (111)B substrate, what is usually observed
is the growth of NWs along the 〈111〉B directions that point outwards the
substrate. The NWs are therefore not vertical, but tilted and more than one
growth direction is observed [94]. This does not mean that III-V semicon-
ductor NWs cannot be grown along directions different from the 〈111〉B or
the 〈0001〉. InP nanowires have in fact been grown along the 〈100〉 direction
[95], while GaAs NWs have been grown in the 〈110〉 [96, 97] and 〈111〉A
[97] directions. However, growing NWs along directions different from the
〈111〉B is always difficult and sometimes special treatments, like the passi-
vation of the substrate surface with polylysine [98], are needed in order to
suppress the growth along the 〈111〉B direction.
When NWs grow along the 〈111〉B direction, the growth proceeds by the
continuous addition of single monolayers. If the monolayers stack in the
ABC sequence a zincblende NW will grow, while if the AB stacking takes
place the wurtzite phase is formed. As anticipated in the introduction to
this chapter, it is possible to obtain III-V NWs in both the zincblende and
the wurtzite structures. In particular NWs of III-V materials with stable
zincblende bulk phase grow in the wurtzite phase if their diameter is below
a critical value. The first paper attempting to explain the phenomenon [99]
focused on the role of surface energy. Wurtzite surfaces have a lower density
of dangling bonds with respect to zincblende surfaces and so are associated
with a lower surface energy. Therefore, even if the zincblende phase has a
lower bulk free energy, for sufficiently thin NWs the surface energy can be
important enough to make the crystallization in the wurtzite phase prefer-
able. However, the critical radii predicted by this approach are lower than
the observed ones, showing that this model is oversimplified.
In a later paper by Glas et al. [100] a very nice theory of the polytypism in
III-V NWs was presented. In this paper it is shown that the diameter of the
NWs is not the only parameter controlling the crystal structure, but a sig-
nificant role is played by the supersaturation of the metal particle, i. e. the
difference in chemical potential ∆µ between the particle and the solid NW.
The authors first show that the preferred position for the nucleation event
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a) b) 
Figure 4.4: a) zincblende and b) wurtzite nucleation at the triple phase boundary. While the
side facets of a zincblende nucleus are tilted with respect to the growth direction, a wurtzite
nucleus forms with vertical side facets.
that leads to the formation of a new monolayer is the triple phase bound-
ary, i. e. the line where the NW, the particle and the vapor are in contact,
and then analyze the energy barrier required in order to form a nuclei of
zincblende and wurtzite phases. Using geometrical considerations, Glas et
al. then show that while a wurtzite nucleus forms with vertical side facets,
a zincblende nucleus forms with side facets that are 19.5◦ tilted with respect
to the growth direction, as shown in Figure 4.4. This has two consequences.
First, at a given nucleus height, the lateral surface of a zincblende nucleus
is larger than the one of a wurtzite nucleus. Secondly, the formation of a
zincblende nucleus implies a modification of the extension of the particle-
NW interface and a distortion of the particle. Therefore, the formation of a
zincblende nucleus is more costly in term of surface energy with respect to
the formation of a wurtzite nucleus. Based on these arguments, Glas et al.
were able to show that if the supersaturation of the particle exceeds a critical
value, determined by the interface energies between the various phases in-
volved in the growth, the energy barrier required for the nucleation process
is lower for wurtzite type nuclei.
Joyce et al. [101] exploited the dependence of ∆µ on the growth parameters
in order to obtain pure zincblende or wurtzite InAs NWs. For the growth of
InAs NWs, the supersaturation ∆µ is given by
∆µ = kBT ln
CInCAs
CIn,eqCAs,eq
where kB is the Boltzmann constant, T is the growth temperature and Cx and
Cx,eq are the concentrations of reactant x during growth and at equilibrium
with the InAs crystal, respectively. Consistently with this equation, Joyce
et al. were able to obtain pure wurtzite and pure zincblende InAs NWs by
using, respectively, high and low growth temperatures. However, the effect
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of the concentration of the precursors was opposite to what expected: by
increasing the As flux, and thus increasing CAs, the zincblende phase was fa-
vored, while by decreasing the As flux the wurtzite phase was favored. This
may be explained by the fact that the surface energy is strongly dependent
on the vapor phase composition, which makes the crytical supersaturation
necessary for wurtzite nucleation dependent on the growth conditions.
The strong dependence of the crystal structure on the growth temperature
was exploited by Caroff et al. [102] in order to grow polytypic superlattices
in InAs NWs. By changing the temperature during growth, they were able
to grow NWs composed of alternated segments of zincblende and wurtzite
phase. This approach to the growth of heterostructured NWs is very attrac-
tive since it does not involve a change in material and so cross contamina-
tions are avoided.
It is important to stress that the supersaturation of the catalyst probably
does not have a simple dependence on temperature. In fact, for the growth
of binary materials two different species must combine to form the semi-
conductor crystal. These two species are controlled independently and fol-
low different kinetic processes. They have different absorption, diffusion
and desorption rates on the semiconductor surface, which will affect their
individual supersaturation at the growth interface. When molecular precur-
sor species are used, like in MOCVD or CBE, the two different precursor
molecules will have different decomposition kinetics and may also react
with each other [103, 59]. Furthermore, as already anticipated, the strong
dependence of surface reconstruction on temperature and vapor composi-
tion increases the complexity of the system and makes the correlation of the
NW crystal structure with temperature and V/III ratio a formidable task.
4.4 Planar defects in III-V nanowires
In the previous section the factors influencing the crystal structure adopted
by III-V semiconductor NWs have been discussed. It must be noted, how-
ever, that generally III-V NWs do not grow in the pure zincblende or pure
wurtzite phase. Due to the different stacking possibilities and the low en-
ergy difference between them, it may happen that some monolayer adds to
the structure in a way that disrupts the regular arrangement of the wurtzite
or zincblende structure. This is the basic process that leads to the formation
of planar defects in III-V semiconductor NWs.
Planar defects are classified as stacking faults or twin planes. Twin planes oc-
cur only for the zincblende structure, while staking faults are found both in
zincblende and in wurtzite NWs. When stacking faults occur in a zincblende
structure, a small segment of wurtzite is inserted in the crystal. Conversely,
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Figure 4.5: Atomic arrangement at a twin plane in a zincblende crystal. The stacking sequence
changes from ...ABCABC before the twin plane to ACBACB... after the twin plane.
the occurrence of stacking faults in the wurtzite structure introduces a seg-
ment of zincblende inside the crystal.
A twin plane is created in the zincblende structure when a manolayer adds
in the wurtzite fashion, followed by a continuation of the zincblende struc-
ture. The resulting structure is depicted in Figure 4.5. If the stacking se-
quence before the twin plane is ...ABCABC, after the twin plane it becomes
ACBACB... The two zincblende segments constituting the crystal are there-
fore rotated by 180◦ aorun the growth direction one with respect to the other.
In order to introduce a wurtzite segment in a zincblende crystal at least two
adjacent twin planes are required, as shown in Figure 4.6. Therefore, the
minimum height of a wurtzite segment in a zinblende crystal if four mono-
layers. A higher number of adjacent twin planes increases the thickness of
the wurtzite segment.
The misplacement of a single monolayer in the wurtzite structure, on the
other hand, automatically creates a segment with the ABC stacking sequence
and so a zincblende segment, whose thickness increases with the number of
misplaced monolayers, is introduced in the crystal. The structure resulting
from the misplacement of a single monolayer is depicted in Figure 4.7.
It is worth noticing that a wurtzite crystal can be derived from the zincblende
structure by inserting a twin plane between each monolayer. In the previous
section it has been shown how a high supersaturation favors the crystal-
lization in the wurtzite phase, while low supersaturation favors crystalliza-
tion in the zincblende phase. The occurrence of twin planes and stacking
faults is therefore related to the supersaturation of the particle promoting
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Figure 4.6: Wurtzite (WZ) segment in a zincblende (ZB) crystal. The blue stripes delimit the
wurtzite segment.
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Figure 4.7: Zincblende (ZB) segment in a wurtzite (WZ) crystal produced by the misplacement
of a single monolayer. The blue stripes delimit the zincblende segment.
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a)
b)
c)
Figure 4.8: Twin-plane superlattice formed in zincblende InAs NWs grown by MOCVD [102].
a) 3D model of the NW showing its complex shape. The side facets are {111} facets, which are
not parallel to the growth direction as can be seen. b) TEM micrograph of a NW aligned along
the 〈1¯10〉 zone axis revealing the periodic twin structure. c) High resolution TEM micrograph
of a region of the NW, showing two zincblende segments separated by a twin plane.
growth. However, twin planes may be formed in zincblende NWs through
a completely different mechanism. When III-V NWs grow in the zincblende
phase they often adopt {111} side facets [104], which are not parallel to the
〈111〉B growth direction. Therefore, the shape of the cross section changes
during growth and the particle-NW interface, let say, increases as the growth
proceeds, which means that the particle surface energy increases. At some
point, the increase in surface energy associated with a further expansion of
the particle-NW interface becomes so high that a twin forms. In fact, as dis-
cussed in the previous section, a wurtzite type nucleus has vertical sidewalls
and so its formation does not change the surface energy of the particle. After
the formation of the twin, a new zincblende segment grows. However, this
time the particle-NW interface shrinks. This initially decreases the particle
surface, but after some time the particle becomes squeezed and its surface
starts again to increase. This continues until a new twin develops and a new
cycle starts. Caroff et al. [102] have shown that by exploiting this mechanism
very regular twinned structures, that have been called twin-plane superlat-
tices, can be obtained, as shown in Figure 4.8.
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4.5 Nanowire side facets
Side facets are very important because they determine the morphology of
the NWs. Obviously, the nature of the side facets depends on the crystal
structure. For wurtzite NWs, {1¯100} facets, which are parallel to the 〈0001〉
growth direction, are always observed [94]. For zincblende NWs the sce-
nario is more complicated. The most common facets exhibited by zincblende
NWs are of the {111} and {112} family. While {112} facets are parallel to
the {111}B growth direction, {111} facets are not, which produces the in-
triguing phenomena that have been discussed in the previous section. It
may be expected that the lowest energy side facets should form, but this
is not obvious since NWs grow layer by layer and not laterally. Interest-
ingly, lateral shells, which are grown on pre-grown cores, typically exhibit
{110} facets, regardless of the facets of the core [105, 106]. This suggests
that {110} facets are the lowest energy facets. However, {110} facets are
rare in III-V zincblende NWs. Apart from core-shell NWs, {110} side facets
are found only in GaSb [68] and InSb NWs, as will be discussed in Chap-
ter 6. The general mechanism behind the selection of the side facets is not
clear at the moment. However, due to the strong influence of the nature of
the side facets on NW morphology, further investigations will probably be
undertaken in the future in order to gain a better control on NW growth.
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Growth of InAs-InSb heterostructured
nanowires
In this chapter, the growth of InSb NWs is discussed. The state of the art
is first presented and particular emphasis is given to Au-assisted growth of
heterostructured NWs containing an InSb segment. In the next section the
growth by CBE of the InAs-InSb heterostructured NWs used in this thesis is
discussed, while the dependence of the growth rate of InSb on the growth
parameters is discussed in the last section of this chapter.
5.1 Growth of InSb nanowires: state of the art
The first InSb NWs reported in literature [107] were obtained with a template
method by filling with molten InSb the pores of asbestos. The templated
synthesis of InSb NWs has been also accomplished using anodized alumina
membranes as templates [108, 109, 110], but in general templated synthetic
methods are not able to produce high quality, single crystalline NWs and the
integration of these nanostructures in more complex architectures is not easy.
InSb NWs have been also grown by direct antimonidization of In droplets in
a closed system furnace [111], but the NW dimensions were not controllable.
Recently, heterostructured NWs containing an InSb segment have been gro-
wn by Au-assisted growth by Metal Organic Chemical Vapor Deposition
(MOCVD) [28, 33] and Chemical Beam Epitaxy (CBE) [34]. Trimethylindium
(TMIn) was used in both cases as the In precursor, while trimethylantimony
(TMSb) and tris(dimethylamino)antimony (TDMASb) were used as Sb pre-
cursors, respectively. The NWs obtained with these techniques consisted
of a stem of InAs [28, 34] or InP or GaAs [33] followed by a segment of
InSb. The InSb segment always grew in the zincblende structure along the
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a) b)
Figure 5.1: a) TEM micrograph of an InSb NW obtained by electrochemical deposition of InSb
in a porous alumina membrane [110]. b) TEM micrograph of an InAs-InSb heterostructured NW
obtained by Au-assisted growth [28].
〈111〉B direction and no influence on the choice of the crystal structure could
be attributed to the crystal structure of the stem because while the InAs
and InP stems had the wurtzite structure, while the GaAs stem presented
the zincblende structure. The InSb crystal was always defect-free: no twin
planes or stacking faults have been found, which makes InSb NWs very at-
tractive since planar defects are quite common in the NWs of other III-V
materials. Furthermore, abrupt interfaces between the InSb segment and
the materials constituting the NW stem were found. Figure 5.1 compares
an InSb NW obtained with a templated method [110] and an InAs-InSb het-
erostructured NW [28], showing how better is the quality of Au-assisted
grown InSb NWs.
For InSb segments grown by MOCVD on InAs [28], a segment of zincblende
InAs was found at the end of the wurtzite InAs stem. This was avoided
in CBE grown InAs-InSb NWs [34], where the whole InAs stem had the
wurtzite structure, probably because of the slower growth rate and the lower
growth temperature. Geometric phase analysis [34] revealed that for InAs-
InSb heterostructured NWs the strain produced by the lattice mismatch
(which is as high as 7%) relaxes within a few nanometer from the inter-
face without plastic relaxation, which is a spectacular demonstration of how
NW heterostructures can elastically accommodate very large strain.
Concerning the chemical composition of the InSb segment, a few per cent of
As were found in both MOCVD [28] and CBE [34] grown NWs. The chem-
ical composition of the metal particle depended on how the sample was
cooled down to room temperature at the end of the growth. For samples
cooled down without Sb flux a AuIn2 particle was found at the tip of the
NWs [28, 34], while AuIn particles were found in the samples cooled down
under Sb flux [34]. According to Tsai and Williams [57] the reaction AuIn2 +
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Sb −→ AuIn + InSb is thermodinamically favorable in a wide range of tem-
peratures, making it possible to have some additional growth of InSb during
cool-down by depleting the In accumulated in the particle and leading to a
stable AuIn composition of the particle. No data are available concerning
the composition of the particle during growth, but it seem reasonable to
suppose that the particle contains not only In but also Sb, because Sb, unlike
As and P, is soluble in Au. This, together with the fact that large amounts of
In are found in the particle at the end of the growth, probably explains why
the InSb segment is found to be larger than the InAs stem.
5.2 Growth of InAs-InSb heterostructured nanowires by
CBE
InAs-InSb heterostructured NWs were grown on InAs(111)B substrates by
Chemical Beam Epitaxy (CBE) in a Riber Compact-21 system by Au-assisted
growth using trimethylindium (TMIn), tertiarybutylarsine (TBAs) and tri-
methylantimony (TMSb) as metal-organic (MO) precursors. Due to their
high decomposition temperature, TBAs and TMSb were pre-cracked in the
injector at 1000◦C.
A 0.5 nm thick Au film was first deposited by thermal evaporation on the
InAs wafer in a separate evaporator chamber and then transferred to the
CBE system. The wafer was then annealed at 520◦C under TBAs flux in
order to remove the surface oxide and generate the Au nanoparticles by
thermal dewetting.
We have found that it is difficult to grow InAs NWs immediately after the
growth of InSb NWs due to some memory effect, but it is possible to grow
InAs NWs of good quality if the chamber is pumped for a whole night af-
ter the last growth of InSb NWs. For this reason, in order to grow several
samples in one day, we used a two steps strategy for the growth of InAs-
InSb heterostructured NWs. The InAs segment was first grown on several
samples for 30 min at a temperature of (435± 10) ◦C, with MO line pres-
sures of 0.3 and 1.0 Torr for TMIn and TBAs, respectively. After the growth
of the InAs segments, the samples were cooled to room temperature under
TBAs flux and transferred temporarily in a high vacuum preparation cham-
ber. After the InAs stem was grown on each sample, the growth of the InSb
segment was accomplished. The samples were therefore reintroduced in the
growth chamber, heated to the growth temperature and grown with TMIn
and TMSb. We used the growth temperature of the InAs segment (TInAs)
as a reference temperature. The growth temperature of the InSb segment
was varied between TInAs-10◦C and TInAs+10 ◦C. The MO line pressures for
TMIn and TMSb ranged between 0.4 and 1.0 Torr. The growth time was
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Figure 5.2: 45◦ tilted SEM micrograph of sample NW 949, grown at TInAs-4◦C with with both
TMIn and TMSb pressures of 0.5 Torr.
varied between 23 and 90 min. The growth was terminated by simultane-
ously stopping the TMIn and TMSb fluxes and cooling down the substrate
to room temperature. A representative picture of one of the sample grown
is reported in Figure 5.2. Consistently with Caroff et al. [28] and Ercolani et
al. [34], the NWs are composed of an InAs stem and a larger InSb segment
with a particle at the tip.
5.3 Sample Analysis
The samples were analyzed by Scanning Electron Microscopy (SEM) in or-
der to measure the length of the InSb segment and the width of the metal
particle at their tip. NWs of very different length can be present in the same
sample and so the shortest NWs are difficult to image because the longest
NWs hide them. In order to overcome this limitation, the samples were
cleaved and the cleaved edge was imaged. From the length of the InSb seg-
ment the growth rate was calculated by dividing by the growth time. The
dependence of the growth rate on particle diameter was investigated as a
function of the growth time, the MO line pressures and the growth temper-
ature. The results are reported in the next section.
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Figure 5.3: Growth rate as a function of particle diameter d for the samples grown for different
time.
5.4 Experimental results for InSb nanowires
We investigated whether or not the length of the InSb segment has a linear
dependence on the growth time. The growth conditions used were the ones
giving the best results in terms of absence of lateral growth. Specifically,
the temperature was set to TInAs-8 ◦C and MO line pressures of 0.4 and 0.5
Torr were used for TMIn and TMSb, respectively. We also considered as a
variable the order of the growth during the day. Therefore, we distinguish
between the first, the second and the third InSb NW sample grown during
a day. The growth conditions for the various samples are reported in Table
5.1.
The measured growth rate as a function of particle diameter d for these
samples is reported in Figure 5.3. We see that the growth rate strongly de-
pends on the particle diameter for diameters up to 60 nm, while for larger
nanowires the growth rate saturates to a common value of 14 nm/min, con-
firming the independence of the growth rate on time. This dependence of
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Sample Tg (◦C) PTMIn (Torr) PTMSb (Torr) tg (min) Order
NW955 TInAs-8 0.4 0.5 45 First
NW959 TInAs-8 0.4 0.5 23 First
NW960 TInAs-8 0.4 0.5 90 Second
NW961 TInAs-8 0.4 0.5 45 Third
NW971 TInAs-8 0.4 0.5 70 First
Table 5.1: Growth conditions for the samples grown for different time. The growth temperature
Tg, the TMIn and TMSb pressures (PTMIn and PTMSb,respectively), the growth time tg and the
order of the growth are reported.
the growth rate on the particle diamater is consistent with Ref. [33]. In-
terestingly, we notice that for samples NW960 (orange points) and NW961
(white points) the growth rate falls to very low values when the particle di-
ameter is lower than approximately 50 nm, while for samples NW955 (red
points), NW959 (blue points) and NW971 (green points) the growth rate
is reduced for diameters lower than approximately 30 nm. While samples
NW955, NW959 and NW971 were the first InSb NW samples of their day,
NW960 and NW961 were, respectively, the second and the third. This sug-
gests that some memory effect is probably affecting the growth not only of
InAs, as discussed in Section 5.2, but also of InSb.
The dependence of the growth rate on the substrate temperature was also
considered. A series of samples was grown at different substrate tempera-
tures using both TMIn and TMSb pressures of 0.5 Torr. The growth condi-
tions are reported in Table 5.2.
Sample Tg (◦C) PTMIn (Torr) PTMSb (Torr) tg (min)
NW943 TInAs+7 0.5 0.5 45
NW949 TInAs-4 0.5 0.5 45
NW942 TInAs-5 0.5 0.5 45
NW952 TInAs-10 0.5 0.5 45
Table 5.2: Growth conditions for the samples grown at different temperatures. The growth
temperature Tg, the TMIn and TMSb pressures (PTMIn and PTMSb,respectively) and the growth
time tg are reported.
The growth rate of the various samples is reported in Figure 5.4 as a func-
tion of the particle diameter together with the data from Figure 5.3 of the
samples grown for different time (small black points) for comparison. For
samples NW942 (green points) and NW943 (yellow points) the growth rate
is reported only for a small range of diameters because in these samples lat-
eral growth was pronounced and the biggest NWs could not be measured.
The dependence of the growth rate on particle diameter and also the limit-
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Figure 5.4: Growth rate as a function of particle diameter d for samples grown at different
substrate temperatures. The data from Figure 5.3 of the samples grown for different time (black
points) are reported for comparison.
ing growth rate compares well for all the samples. It seems therefore that
the growth temperature is not strongly influencing the axial growth rate, but
further experimental investigations are required in order to clarify its role.
Furthermore, the effect of the V/III ratio was investigated by changing the
TMSb and TMIn pressures while keeping the growth temperature at TInAs-8
◦C. It was also considered a sample (NW888, orange points in Figure 5.5)
which was grown at a temperature of TInAs+10◦C because of the approx-
imate independence of the growth rate on the temperature. The growth
conditions are listed in Table 5.3, while the growth rate is reported in Figure
5.5.
The growth rate of the sample grown at a TMSb pressure of 0.4 Torr (red
points) saturates, at high diameters, to a value of about 11 nm/min, which is
lower compared to the one of 14 nm/min of the samples grown at a TMSb
pressure of 0.5 Torr (blue points). This is not surprising, because for this
sample the overall amount of precursor materials is lower. For the samples
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Figure 5.5: Growth rate as a function of particle diameter d for samples grown at various MO line
pressures. All the samples are grown at TInAs-8
◦C, whit the exception of the sample represented
by the orange points, which is grown at TInAs+10
◦C.
Sample Tg (◦C) PTMIn (Torr) PTMSb (Torr) tg (min)
NW974 TInAs-8 0.4 0.4 45
NW955 TInAs-8 0.4 0.5 45
NW959 TInAs-8 0.4 0.5 23
NW971 TInAs-8 0.4 0.5 70
NW975 TInAs-8 0.4 0.6 45
NW888 TInAs+10 0.5 1.0 45
Table 5.3: Growth conditions for the samples grown at different TMSb and TMIn pressures.
The growth temperature Tg, the TMIn and TMSb pressures (PTMIn and PTMSb, respectively)
and the growth time tg are reported.
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Figure 5.6: Growth rate as a function of particle diameter d for InAs NWs.
grown at higher TMSb pressures (orange and green points) the saturation of
the growth rate is not observed, maybe because it occurs for diameter larger
than the ones that could be observed. It seems therefore that by increasing
the TMSb pressure the transition region between low and high growth rates
shifts toward higher diameters and become smeared over a wider interval.
5.5 Experimental results for InAs nanowires
The growth rate of InAs NWs was also considered in order to compare it
to the InSb growth rate. A detailed study of the dependence of the growth
rate on the growth condition was not undertaken because the growth rate
of InAs NWs obtained by CBE with the same precursors and at a similar
temperature has been already studied [79]. InAs NWs were therefore grown
at 430 ◦C for 30 min with the same procedure described in Section 5.2. The
measured growth rate as a function of the particle diameter is reported in
Figure 5.6. Consistently with Ref. [79], it is found that the growth rate of
InAs NWs initially increases as the particle diameter increases, while for
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larger diameter it reaches a maximum and finally decreases as the particles
become larger.
5.6 Discussion
A comparison of the experimental data with the theoretical models reported
in Section 3.5 requires caution. First of all, those models have been derived
for the MBE growth of NWs, while here we are dealing with CBE growth.
In CBE the precursors are supplied as metal-organic complexes that must
decompose in order to make the growth species available in their elemen-
tal form. Therefore, if the precursors decomposition is the limiting step of
the growth process, those models cannot be applied. The importance of the
decomposition processes can be quantified by studying the temperature de-
pendence of the growth rate. If the precursors decomposition is the process
limiting the growth, a strong dependence of the growth rate on the growth
temperature is expected. Considering that the experiments have not shown
a significant role of the growth temperature, it seems reasonable to interpret
the experimental data with the models of Section 3.5.
The importance of surface diffusion can be determined by the behavior of
the growth rate at large diameters. If surface diffusion effects are contribut-
ing to the growth rate, the growth rate is expected to decrease at large di-
ameters, as discussed in Section 3.5. This is the case of InAs (Figure 5.6),
while for InSb the growth rate approaches a constant value as the diameter
increases. The growth of the InSb segment is therefore not affected by the
surface diffusion of the precursors. A possible explanation for the difference
between InAs and InSb may be that the diffusion length of the In adatoms
is strongly reduced in the presence of antimony. It is in fact known that
during the growth of III-V materials the diffusivity of the group-III adatoms
is much higher than the one of the group-V adatoms and that the diffusion
length of the group-III adatoms is reduced by the presence of the group-V
adatoms. Our results therefore seem to indicate that Sb interferes with the
diffusion of In much more than As. The absence of the diffusion-induced
contribution to the growth of InSb NWs may also explain the slower growth
rate of InSb compared to InAs.
The Gibbs-Thomson effect and the nucleation-mediated growth model pre-
dict an increase of the growth rate with the NW diameter for small NWs,
while for large diameters the growth rate is expected to reach a constant
value. This is what is observed for the growth of the InSb segment. The fit-
ting with the simplified models of Equation 3.2 and 3.9 however failed. The
model of Ref. [81] (Equations 3.3-3.8), should instead give a good descrip-
tion of the growth of the InSb segment because it includes both the Gibbs-
Thomson effect and the effect of the NW size on the nucleation rate. Un-
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fortunately, a fit with this model requires self-consistent calculations, which
are out of the scope of this thesis. For this reason, we have started a collabo-
ration with the group of Prof. Dubrovskii in order to have an interpretation
of our experimental observations. The fitting of these data is therefore to be
considered as ”work in progress”.
An increase of the growth rate with the NW diameter for small NWs is
observed also for InAs. Our results for the growth rate of InAs NWs closely
match the data reported in Ref. [79]. Consistently with this reference, we
explain the dependence of the growth rate of InAs NWs on the particle
diameter as a result of the competition between the Gibbs-Thomson effect,
which dominates for small NWs, and the diffusion of adatoms toward the
particle, which instead dominates for larger NWs.
The strong dependence of the growth rate on the precursor fluxes may be
interpreted as due to a modification of the particle surface energy caused by
antimony. Differently to the other group-V elements, Sb is soluble in Au [57]
and so it is probably present in the particle in significant amounts during the
growth of the InSb segment. Therefore, at fixed group-III precursor flux, the
amount of Sb in the particle is expected to be higher at high V/III ratios. The
surface energy of the particle may be altered by the presence of Sb and this
in turn may change the strength of the Gibbs-Thomson effect (see Equation
3.1). A stronger Gibbs-Thomson effect should smear the transition from low
to high growth rate over a wider particle diameter range, as observed for
high V/III ratios. A confirmation of this theory requires however further
experimental investigations. Independently to the mechanism behind the
dependence of the growth rate on the V/III ratio, it is interesting to note
that for the sample grown at a V/III ratio of 1, the growth rate is nearly
independent on the particle diameter, except for very small wires. This may
prove useful if InSb NWs with uniform length are desired.
The dependence of the growth rate on the V/III ratio was studied also in
Ref. [33] in the range 3 ≤V/III≤ 22 by keeping fixed the indium flux and
varying the antimony flux. It was found that the growth rate has a maximum
at a V/III ratio of about 15. The range of V/III ratios investigated here is
much smaller (1 ≤V/III≤ 2) because the range of fluxes accessible in CBE
is small compared to MOCVD. Furthermore, the presence of a carrier gas in
MOCVD alters the decomposition kinetic of the precursors and this means
that the effective V/III ratio at the nanoparticles is different for MOCVD and
CBE growths even if the nominal V/III ratio is the same. Considering also
that in Ref. [33] the effect of V/III ratio is studied only for a specific particle
diameter, we see that a direct comparison between our results and the ones
of Ref. [33] is not possible.
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Chapter 6
Morphology of InAs-InSb
heterostructured nanowires
This chapter reports the results of the investigation of the morphology of
the InAs-InSb heterostructured NWs grown by chemical beam epitaxy [38].
It will be shown that the hexagons defining the cross section of the two seg-
ments of the NWs are rotated one with respect to the other by 30◦ around
the growth direction and that the corners of these hexagons are rounded off
by six small facets. It will be also shown that six additional facets, not paral-
lel to the growth direction, are present in the InSb segment at the InAs-InSb
interface. Finally, the relation between the dimensions of the two segments
composing the NWs will be discussed quantitatively.
6.1 Sample preparation and analysis
The InAs-InSb sample used for the morphological study presented in this
chapter was grown with the procedure described in section 5.2. The InSb
segment was grown at the same temperature of the InAs stem. The morphol-
ogy of the NWs was studied my means of SEM and TEM. An SEM image of
the as grown sample is reported in Figure 6.1.
6.2 Nanowire cross section
Figure 6.2 is a top view SEM image of the base of a broken NW along
with the crystallographic directions of the substrate. The image shows that
the InAs stem has an hexagonal cross section with facets parallel to the
{112} planes of the substrate, which means, consistently with earlier reports
[112, 94], that the InAs crystal is terminated by six {011¯0} facets.
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Figure 6.1: 45◦ tilted SEM micrograph of the sample used for the morphological study
<110>
<112>
50 nm
Figure 6.2: Top view SEM image of the base of a broken NW. The arrows indicate the crystal-
lographic directions of the substrate.
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Figure 6.3: (a) SEM image of a NW viewed along the 〈011¯0〉 axis of the InAs stem. (b) SEM
image of a NW viewed along the 〈21¯1¯0〉 axis of the InAs stem. The number of facets seen
in the two projections suggest that the cross sections of the two segments are both hexagonal
but rotated around the growth direction by 30◦ one with respect to the other, as schematically
depicted in (c).
The SEM micrographs of Figure 6.3 show two NWs viewed from different
directions. In Figure 6.3a three facets can be recognized in the InAs stem
and so the NW is viewed along the InAs 〈011¯0〉 axis. In the InSb segment,
which is therefore oriented along the 〈112〉 axis, two facets are instead found.
Conversely, in Figure 6.3b two facets in the InAs stem and three facets in the
InSb segment are recognized. The NW is therefore aligned along the InAs
〈21¯1¯0〉 axis. These observations suggest that also the InSb segment has an
hexagonal cross section, but rotated by 30◦ around the growth direction, as
depicted schematically in Figure 6.3c.
This rotation can be addressed more quantitatively by means of TEM, in par-
ticular High Angle Annular Dark Field (HAADF) imaging. Exploiting the
dependence of HAADF intensity on sample thickness [40], projected thick-
ness maps [113] revealing the NW shape along the beam direction were
obtained. Figure 6.4a is a HAADF image of a NW aligned along the InSb
〈110〉 zone axis. The intensity profiles of the HAADF signal along the InSb
and the InAs section of the NW are presented in Figure 6.4b and 6.4c, respec-
tively. While for the InAs stem we have a sudden decrease in thickness if we
move away from the center, in the InSb segment there is a flat central region,
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Figure 6.4: (a) HAADF image of an InAs/InSb NW aligned along the InSb 〈110〉 direction. The
signal intensity along the InSb (b) and InAs (c) sections reveal a 30◦ rotation around the growth
direction of the hexagonal section. The flat surface seen in the InSb part indicates that the InSb
crystal is terminated by {110} facets.
consistent with the 30◦ rotation of the hexagonal cross section. Furthermore,
the presence of the flat central region in the InSb segment clearly indicates
that the InSb crystal is terminated by six {110} facets. Although supported
theoretically [84], the termination by {110} side facets is rare for zincblende
NWs, the presence of {112} facets being far more common [94].
6.3 InAs-InSb interface
Considering that both an expansion and a rotation of the cross section take
place at the initial stage of InSb growth, additional facets, not parallel to
the NW axis, must be present at the base of the InSb segment. Therefore,
a model for the InSb base consisting of low index facets was developed.
Only {100}, {110} and {111} facets were considered because of their low
energy in other III-V materials [114], while all the higher index facets were
excluded. Considering that the zincblende belongs to the F4¯3m space group,
there are four equivalent 〈111〉B directions. In order to avoid ambiguities
the [1¯1¯1¯]B was fixed as the growth direction. Therefore, among all the {111}
facets, only the three (111¯), (11¯1) and (1¯11) facets are useful for our model.
These are indeed the only {111} facets able to produce an expansion of the
NW section along the growth direction. For the same reasons, only the
three (110), (101) and (011) and the three (100), (010) and (001) facets are
considered among the twelve {110} facets and the six {100} facets. The
stereographic projection of the outwards directions corresponding to the
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Figure 6.5: Stereographic projection of the outwards directions corresponding to the facets
selected for the models of the base of the InSb segment. The diagram also reports the 〈112〉
directions orthogonal to the facets of the InAs segmant.
selected facets is reported in Figure 6.5. The projection axis is the [111]
direction, which is the direction normal to the InAs-InSb interface facing
outwards the InSb crystal. The diagram also reports the 〈112〉 directions
orthogonal to the facets of the InAs segmant.
A model for the InSb base can be built using six facets, one for each side facet
of the InAs stem. These facets should intersect the {011¯0} facets of the InAs
crystal, corresponding to {112} planes in the zincblende reference system,
in a line lying on the (1¯1¯1¯) plane. The stereographic projection of Figure 6.5
reveal that the {100}, the {110} and the {111} facets we have just selected
satisfy this condition. We therefore end up with two possible models, both
consisting of six facets: the model A consists of three {100} and three {111}
facets, while the model B consists of three {100} and three {110} facets.
Figure 6.6 shows the morphology of the interface region viewed along the
growth direction (a,d), the 〈110〉 (b,e) and the 〈112〉 direction (c,f) for both
models.
It was determined experimentally which of the two models is the right one
by measuring the angles formed by the base facets and the growth direction.
If the NW is aligned along the 〈110〉 direction these angles can be measured
directly because in this projection two base facets are vertical (see Figure
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Figure 6.6: Different views of the two model structures A and B. (a)-(c): top, 〈110〉 and 〈112〉
views of the model A. (d)-(f): top, 〈110〉 and 〈112〉 views of the model B.
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6.6b and e). When viewed along the 〈110〉 direction a NW should appear
asymmetric, with the base facets forming angles of 145◦ and 161◦ (145◦ and
125◦) for model A (B). Viewed along the 〈112〉 direction a NW should instead
appear symmetric, with the base facets forming angles of 148◦ (129◦) in the
case of Model A (B) (see Figure 6.6c and f).
Figure 6.7a and b show High Resolution TEM (HRTEM) images of NWs
aligned along the 〈110〉 and 〈112〉 zone axis. Angles of 145±2◦ and 160±2◦
are measured in Figure 6.7a, while from Figure 6.7b we obtain an angle of
146±5◦. Furthermore, the SEM micrographs of Figure 6.8 show additional
characteristic features. In the 〈112〉 view of Figure 6.8a a large triangular
facet is indicated by the arrow, while in the 〈110〉 view of Figure 6.8b two
smaller triangles can be seen at the base of the InSb segment. Therefore,
both the TEM and the SEM observations support the model A and are in-
compatible with the model B. We can therefore conclude that the InAs-InSb
interface is composed of three {100} and three {111} facets.
6.4 Cross section expansion
The relation between the dimensions of the InAs and InSb segments was
also investigated quantitatively. The parameter which best describes the ex-
pansion of the cross section is the ratio r between the length of the InSb and
InAs hexagon sides: r = sInSb/sInAs (see Figure 6.9 for clarity). Considering
the geometry of the NWs, it is clear that r cannot be obtained directly by
measuring the ratio between the width of the InSb and the InAs segments
seen in a particular projection. Calling δ〈hkl〉InAs (δ
〈hkl〉
InSb ) the width of the InAs
(InSb) segment seen in the 〈hkl〉 projection (see Figure 6.9) and defining the
two directly measurable, dimensionless quantities ρ〈110〉 = δ
〈110〉
InSb /δ
〈110〉
InAs and
ρ〈112〉 = δ
〈112〉
InSb /δ
〈112〉
InAs , r is given by the following simple formulas:
r =
√
3
2
ρ〈110〉 r =
2√
3
ρ〈112〉
Measurements over twenty NWs gave a value for ρ〈110〉 of 1.30± 0.03, from
which we calculate r = 1.13± 0.03, while for ρ〈112〉 a value of 1.07± 0.02
was obtained, which gives r = 1.24± 0.02. Although the values obtained
from the two projections should coincide within the experimental error, the
difference between the two results is instead very large. Moreover, the
value of r obtained from ρ〈110〉 implies that in the 〈112〉 projection the InAs
stem should appear larger than the InSb segment, but this is not the case.
These facts could be explained if the InSb and the InAs cross sections were
hexagons with the corners rounded off by thin {112} and {21¯1¯0} facets of
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a)
b)
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146°146°
Figure 6.7: TEM images of the InAs-InSb interface of two NWs aligned along the (a) 〈110〉 and
(b) 〈112〉 zone axis.
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a)
b)
Figure 6.8: SEM micrographs of two NWs aligned approximately along the (a) 〈112〉 and (b)
〈110〉 zone axis. The triangular features that can be recognized at the InAs-InSb interface are
indicated by the arrows. In both images the scale bar is 100 nm long.
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Figure 6.9: Schematic drawing of the NW coss section highlighting the relevants lengths mea-
surable from micrographs.
width wInSb and wInAs, respectively (see Figure 6.10a). Facets of this kind are
indeed found in our NWs, as can be seen in Figure 6.10b. In order to have an
estimate of wInAs and wInSb, let us that they are a fixed fraction ε of the length
of the edge of the corresponding hexagon, i.e. wInAs/sInAs = wInSb/sInSb = ε.
It can be shown that, under this assumption, the values of r and ε are given
by the following expressions:
r =
√
ρ〈110〉ρ〈112〉 ε = 2
√
3− 3
√
ρ〈110〉
ρ〈112〉
from which we calculate r = 1.18± 0.02 and ε = 0.16± 0.06. Figure 6.11 and
6.12 show HAADF images and the corresponding projected thickness maps
of some NWs where these thin facets can be recognized and their width
can be measured. The values of ε obtained are, respectively, 0.17±0.03 and
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wInSb
(a) (b)
wInAs
Figure 6.10: (a) Model of the NW morphology including six {112} and six {21¯1¯0} thin facets.
(b) Higly magnified SEM image of a NW showing the presence of thin facets at the edges of the
InAs and InSb crystals.
0.19±0.04, in very good agreement with the calculated one. It is therefore
concluded that the dimensions of the NW increase by (18± 2)% when pass-
ing from InAs to InSb. This result is much lower than the one of 40% re-
ported by Caroff et al. [28], but this is not surprising because in this work
the rotation of the hexagon defining the cross section of the NW was not
taken into account and the NWs might have always been imaged along the
〈110〉 direction, which leads to an overestimation of the expansion. Further-
more, the use of MOCVD as the growth technique can lead to very different
growth conditions and this in turn can affect the supersaturation of the par-
ticle, giving a different concentration of indium during growth. Considering
that the expansion of the cross section is most likely due to the change in par-
ticle composition that takes place during growth when passing from InAs
to InSb [28, 34], we see that different growth conditions may give different
expansions.
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Figure 6.11: HAADF images of two NWs oriented along the InSb 〈112〉 direction. a) and b):
intensity profiles of the HAADF signal along the section of the InSb segment of the two wires.
A thin, flat facet, evidenced by a rectangle, can be recognized in both NWs. c) and d) show
a magnification of the selected areas of a) and b), respectively. For both NWs we measure
sInSb=(46±3) nm and wInSb=(8±1) nm, which gives ε=0.17±0.03
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Figure 6.12: HAADF image of a NW oriented along the InSb 〈110〉 direction. a): intensity
profile of the HAADF signal along the section of the InAs segment. A thin, flat facet can be
recognized at the center of the section. A magnification of this area is shown in b). From a) we
measure sInAs=(32±2) nm and from b) we obtain wInAs=(6±1) nm, which gives ε=0.19±0.04
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Chapter 7
Conclusions
The focus of this thesis has been the growth and the study of the structure of
InAs-InSb heterostructured NWs. The NWs have been grown by means of
Chemical Beam Epitaxy by Au-assisted growth on a (111)B InAs substrate.
First, the InAs stem was grown using trimethylindium (TMIn) and tertiary-
butylarsine (TBAs) as metal-organic precursors, then the InSb segment was
grown by abruptly changing the group-V precursor to trimethylantimony
(TMSb). The samples were studied by Scanning and Transmission Electron
Microscopy. SEM analysis of the as grown samples revealed that the NWs
are vertical, are composed of two segments and have a particle at their tip.
Consistently with Ref. [34], TEM analysis revealed that the stem is wurtzite
InAs, while the second segment is zincblende InSb. The quality of the InSb
segment has been found to be very good: no twin plane or stacking faults
have been found and the InAs-InSb interface is abrupt. The InSb segment is
always larger than the InAs segment.
The growth rate of the InSb segment has been studied as a function of the
particle diameter and the growth conditions. A strong dependence of the
growth rate on the particle diameter and on the precursor fluxes has been
found, while the temperature seems to play a minor role. In particular, the
growth rate is suppressed for NWs of small diameter, while it saturates to a
limiting value of the order of tens of nm/min at high diameters. The range
of diameters where the transition from low to high growth rate occurs is
found to be strongly dependent on the group-V precursor pressure. By in-
creasing the TMSb pressure the transition becomes smeared over a wider re-
gion. The observed behaviors were interpreted as due to the Gibbs-Thomson
effect, but more experiments are needed in order to better understand the
processes that limit the growth rate.
A detailed study of the NW morphology has been performed by means of
TEM and SEM. The cross section of both segments constituting the NWs
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was found to be hexagonal. The side facets of the InSb segment were in-
dexed as {110} facets, while the InAs segment was limited by {011¯0} planes.
SEM imaging revealed that the two hexagons defining the cross section are
rotated one with respect to the other by 30◦ around the growth direction,
consistently with the epitaxial relation between the two segments. This is
the first time that a structure of this kind is observed. The corners of these
hexagons were found to be rounded off by six thin facets, which belong to
the {21¯1¯0} family in the case of InAs and to the {112} family in the case of
InSb. Six additional facets that are not parallel to the growth direction were
found in the InSb segment at the InAs-InSb interface and were indexed, with
the aid of a geometrical model of the NW, as belonging to the {111} and to
the {100} families. Finally, the relation between the dimensions of the two
segments composing the nanowires was considered. In contrast with Ref.
[28], an expansion of 18± 2% of the cross section was found when passing
from InAs to InSb. Considering that this expansion is probably due to the
change in composition of the particle that takes place when passing from
InAs to InSb growth, it is reasonable to expect a dependence on the growth
condition, because these determine the supersaturation of the particle. Fu-
ture work will concentrate on this point.
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