Abstract. There is increasing practical need for bilingual lexicon in wide ranging applications such as CAT systems and in cross-lingual information retrieval. The need for more sophisticated and more extensive resources involving bilingual multi-word expressions has increased even more for the bilingual processing of complex texts such as legal documents, technical names, contracts and patents. We report here a preliminary attempt at successful efforts to mine bilingual MWEs from 300+k Chinese-English patents.
Introduction
There is increasing practical need for bilingual glossaries in wide ranging applications such as CAT systems and in cross-lingual information retrieval. The need for more sophisticated and more extensive resources involving bilingual multi-word expressions has increased even more for the bilingual processing of complex texts such as legal documents, technical names, contracts and patents. Besides the availability of considerable computational power, the cultivation of the prequisite database has special requirements, such as, 1) Identification of thousands of relevant patent families across two languages; 2) Identification of parallel bilingual linguistic segments; 3) Evaluation of bilingual equivalence; 4) Pruning of poor results from the database, etc. This task of data cultivation and curation is by no means a simple one, especially when comparability of Chinese and English patents was not easily determined. In addition to considerable noisy data, there are also considerable challenges in the bilingual sentence alignment during the cultivation of the training corpus on which the system is modelled. In a recent study based on a corpus of more than 300,000 "comparable" Chinese and English patents (Tsou 2017) , it was found that the longest Chinese sentence had 1,417 words and the longest single document had 249,322 words in the wide-ranging collection of Chinese patents. The database had a total of more than 500 billion words and characters and 10.5 trillion characters, and on the average, there were 30,000 words and/or characters for each document.
When the source language is Chinese, the patents have multiple additional challenges, such as: 1) Very long sentences consisting of continuous strings of characters; 2) Grammatical complexity: from frequent nominalization to telegraphic style; 3) Frequent subordination, implicit constructions, and dangling modifiers; 4) Problematical anaphora reference; 5) Active vs Passive forms; 6) incorrect characters; 7) Extensive neologisms; 8) Synonymy and polysemy; 9) wrong punctuation.
Words are conventionally segmented in the Western languages. However, an unusual challenge not faced by patents written in English, for example, but found in Chinese patent text is the opaque tokenization of the words represented by generally continuous strings of Chinese characters in texts. They are occasionally punctuated by a smaller set of punctuation marks than found in English, for example, but without the use of capitalization to delineate proper nouns or the use of italization to indicate special terms or emphasis. There is therefore a critical challenge with the proper tokenization and identification of name-entities and novel words or multi-word expressions are relative unique to Chinese text processing.
But the Chinese language has other uncommon problems with structural ambiguities beyond the classical "old man and woman" parallel, partly because of the combinatory possiblities of its mono-morpho-syllabic writing system.
There are still other challenges in Chinese patent processing, such as: 
Cultivation and curation of parallel corpus
The successful development of corpora of bilingually aligned sentences has been made following extensive attempts involving the cultivation and curation of a sizable perquisite database of comparable Chinese and English patents. The English patent documents are harvested from the website of WIPO (World Intellectually Property Organization), while the Chinese patent documents are originated from SIPO, State Intellectual Property Office, the official patent office in China. The patent data is then divided into different sections, among which only title, abstract, claims and descriptions are our concern. The correspondence between the English and Chinese patents are established through their cross-references. Since the comparable patents are not strictly parallel, some prior art of individual alignment methods might not be effective. For example, length-based alignment method might not be accurate since it does not consider content similarity. Moreover, new technical term poses a challenge to the bilingual dictionary-based alignment algorithm.
Following persistent efforts we have been able to harvest a database of 300+k comparable Chinese-English patents. (Lu et al. , 2011 (Lu et al. , 2015 .
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Filtering of bilingual sentence pairs
We use a sequence of algorithms to filter good quality parallel sentence pairs. First we use a publicly available dictionary to perform preliminary alignment based on a dictionary-based similarity score of a sentence pair (Utiyama and Isahara, 2003) .
In the resultant set of sentence pair candidates obtained from the above preliminary alignment, some pairs will be of very incomparable lengths. They are filtered based on a sentence length ratio which is found empirically. For example, if a sentence pair has around 50 words in the English sentence while there are more than 333 characters in the Chinese one, it is removed.
The parallel sentence candidates are further filtered by learning an IBM translation model Model-1 and the translation similarity score is computed by combining the translation probability value of both directions based on the trained model.
We make use of a number of existing alignment tools including Champollion (Ma 2006 ), Hunalign and Microsoft Sentence Aligner to arrive at a preliminary parallel by design if not on purpose corpus. Champollion applied dynamic programming based on a probabilistic score which allows us to obtain some correspondence other than 1-to-1, like 1-to-2, 2-to-2, etc.
It should be noted that the resultant database of 10+ million parallel sentence pairs are useful for training and fine-tuning MT system (Goto, 2013 ). However, they may not all be linguistically well-formed as they are the result of optimization of string matching (Koehn, 2010) . For example, (1) "abdominal sac" -(膈 14下 腹部 区域 内 的) 腹 囊; (2)"ability of the peptide"--多肽(单体解离的)能力; (3) "access time"--【访 问】时间.
Extraction of bilingual multiword expressions
As a further attempt to obtain linguistically well-formed entries, an alternative automatic approach to acquire the bilingual phrases from the above parallel corpus was made on the basis of Tian et al. (2011 Tian et al. ( , 2014 . We first derive the phrases from monolingual data, i.e. the source sentences of parallel data, by considering the possiblegram of words. For those of high frequency words or phrases, we evaluate how likely a phrase can be constructed by two (words or) phrases and , by considering the following significant score:
√ ( 1 ⊕ 2 ) where (⋅) and 0 (⋅) are the frequency and the mean under null hypothesis of independence of two phrases (El-Kishky et al. 2014). ⊕ is the concatenation operator. The equation computes the number of standard deviations away from the expected number of occurrences, and this score can be considered a generalization of thestatistic for identifying dependent bigrams. To extend the identified phrases to its bilingual, we first derive the word alignment information for the bilingual data using the model proposed by Dyer et al. (2013) . The word alignments act as vital infor-mation and are used to project the phrase boundaries from the source sentences to the target side of the bilingual data (Zeng et al., 2014) . For those of unaligned words or phrases, we simply ignore it from the induction process. The described bilingual phrases extraction model is a kind of unsupervised approach, where all the statistics are automatically derived from a given parallel corpus aligned at sentence level.
The bilingual multi-word expressions obtained are fed into an online translation engine for further automatic evaluation. Each monolingual part of a pair of bilingual terms is input to a translation engine to obtain a translation, which is compared with the other part of the bilingual pair in terms of Levenshtein distance (LD). The following results are obtained: LD=0:11.9%, LD=1:25.5%; LD=2:29.3%; LD=3:11.9%; LD=4: 11.0%; LD≥ 5:10.3%. We noted that from the figures, only 11.9% are identical with online translation result. The remaining near 90% are not identical but are still potentially valid entries, and are more valuable because they reflect the actual language in this particular domain which are not readily manifested through any publicly available resources. Further empirical studies show that lower edit-distance entries require less manual modifications. When the edit distance is equal to 1 or 2, about 65% are valid entries without modifications. 5% can be useful after manual modifications. For distance 3 or 4, about 55% are valid entries, while about 10% can become useful after modifications.
Our efforts have produced over 6 million MWE candidate entries. Further mostly straightforward manual efforts have yielded 1 million good bilingual MWEs thus far with another 1.5 million expected on completion of the project. The human efforts mostly entail the pruning of redundant constituents and in some cases the recovery of missing constituents as given in the examples in section 3. The final harvest rate should be about 40% or approximately 2.5 million bilingual MWEs.
5
Concluding Remarks
We have shown that highly selective bilingual multiword expressions in the field of Chinese-English patents can be rigorously mined from a much larger and carefully cultivated database of comparable patent consisting of more than 300+k ChineseEnglish patents involving more than 10.5 trillion Chinese characters. They can be highly useful for efforts in computer-assisted translation and cross-lingual information retrieval, for example. Several areas continue to pose challenges in the expeditious cultivation of these bilingual terms: (1) inherent noise in data because of OCR errors; (2) constituent redundancy, including cases of numbers, letters, modification and punctuation;(3) constituent omission, including cases of missing headword, preheaded/post-headed modification, and incomplete sentences.
Resolving these challenges will enhance the semi-automatic cultivation of linguistically sound multiword expressions. Computational methods seem to plateau at a certain level regarding many of these linguistic issues and human efforts are still needed at present stage, and this remains an open research area.
