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Abstract
This paper develops a uniformly valid and asymptotically nonconservative test
based on projection for a class of shape restrictions. The key insight we exploit is
that these restrictions form convex cones, a simple and yet elegant structure that has
been barely harnessed in the literature. Based on a monotonicity property afforded
by such a geometric structure, we construct a bootstrap procedure that, unlike
many studies in nonstandard settings, dispenses with estimation of local parameter
spaces, and the critical values are obtained in a way as simple as computing the
test statistic. Moreover, by appealing to strong approximations, our framework
accommodates nonparametric regression models as well as distributional/density-
related and structural settings. Since the test entails a tuning parameter (due to
the nonstandard nature of the problem), we propose a data-driven choice and prove
its validity. Monte Carlo simulations confirm that our test works well.
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1 Introduction
Shape restrictions play a number of fundamental and prominent roles in economics. For
example, they often arise as testable implications of economic theory, and may thus serve
as plausible restrictions in specifying economic models (Varian, 1982, 1984; Mas-Colell
et al., 1995). In complementary empirical work, they help achieve point identification
(Imbens and Angrist, 1994; Matzkin, 1994, 2003), tighten identification bounds (Manski,
1997; Bhattacharya et al., 2008; Freyberger and Horowitz, 2015), improve estimation
precision (Chernozhukov et al., 2010; Blundell et al., 2012; Chetverikov and Wilhelm,
2017), and develop powerful tests (Armstrong, 2015; Chernozhukov et al., 2015).
In this paper, we develop a uniformly valid and asymptotically nonconservative test
for a class of shape restrictions. To illustrate, consider the regression model:
Y = θ0(Z) + u , (1)
where Z ∈ [0, 1], θ0 : [0, 1] → R and E[u|Z] = 0. Suppose that we are interested
in testing whether θ0 is nondecreasing. More formally, if θ0 ∈ H ≡ {θ : [0, 1] → R :
‖θ‖H ≡ {
∫
[0,1] |θ(z)|2 dz}1/2 <∞} (a mild restriction) and Λ is the class of nondecreasing
functions in H, then we may formulate the hypotheses as
H0 : φ(θ0) = 0 vs. H1 : φ(θ0) > 0 , (2)
where φ(θ) ≡ minλ∈Λ ‖θ−λ‖H is the distance from θ to Λ. Thus, given an unconstrained
(kernel or sieve) estimator θˆn of θ0, we may employ a test that rejects H0 if rnφ(θˆn)
is “large” for a suitable rn → ∞. While conceptually intuitive, construction of critical
values turns out to be a delicate and challenging matter. In particular, despite the
well established results on the rate rn and pointwise asymptotic normality, rn{θˆn − θ0}
generically does not converge as a process indexed by [0, 1] (Chernozhukov et al., 2013),
rendering the Delta method as in Fang and Santos (2019) inapplicable.
As a first step, we note that Λ being a (closed) convex cone1 implies
rnφ(θˆn) = ‖rn{θˆn − θ0}+ rnθ0 −ΠΛ(rn{θˆn − θ0}+ rnθ0)‖H , (3)
where θ 7→ ΠΛ(θ) ≡ argminλ∈Λ ‖θ − λ‖H is the projection operator, i.e., ΠΛ(θ) is the
closest (under ‖ ·‖H) nondecreasing function to θ. Hence, (3) reveals that, in estimating
the law of rnφ(θˆn) in order to obtain critical values, it suffices to quantify the variation
of rn{θˆn − θ0} and estimate the drift rnθ0. Despite the lack of convergence (in H),
rn{θˆn − θ0} as a process may be approximated in law via strong approximations by a
number of methods with only mild computation cost, including the simulation method
1By definition, Λ is a convex cone if and only if af + bg ∈ Λ whenever a, b ≥ 0 and f, g ∈ Λ.
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in Chernozhukov et al. (2013), the weighted bootstrap in Belloni et al. (2015), and the
sieve score bootstrap in Chen and Christensen (2018). The treatment of rnθ0, on the
other hand, consists of the nonstandard step because, as in moment inequality models
(Andrews and Soares, 2010), rnθ0 cannot be consistently estimated in general. In this
regard, the convex cone property (but not convexity alone) implies
rnφ(θˆn) ≤ ‖rn{θˆn − θ0}+ κnθ0 −ΠΛ(rn{θˆn − θ0}+ κnθ0)‖H , (4)
whenever 0 ≤ κn ≤ rn. Hence, a valid critical value may be obtained by bootstrapping
the upper bound in (4), which is possible because κnθ0 may be consistently estimated by
κnθˆn provided κn/rn → 0. The very virtue that (4) is an inequality rather than equality
may also raise concern for conservativeness of the resulting test. As an extreme case,
the choice κn = 0 leads to a least favorable test that may be viewed as assuming θ0 = 0,
suggesting that κn should not be too small. Along these lines we develop a data-driven
choice of κn that delivers an asymptotically nonconservative test.
While we started with monotonicity in the univariate model (1), the main features
of our test are not confined to this special problem. First, the convex cone property is
in fact shared by a class of restrictions, including nonnegativity, convexity/concavity,
Slutsky restriction and supermodularity—see Appendix B. Regrettably, our framework
is not directly applicable absent the property; e.g., quasi-concavity, log-concavity and
r-concavity (Kostyshak, 2017; Komarova and Hidalgo, 2019). Second, our framework is
applicable to distributional and structural settings (Whang, 2019; Pinkse and Schurter,
2019; Bhattacharya, 2020)—see Appendix B. Third, our framework allows for jointly
testing multiple restrictions since intersections of convex cones remain convex cones.
This is important because it is common that shape restrictions arise simultaneously.
Fourth, while some restrictions (e.g., monotonicity and concavity) can be characterized
as inequalities on derivatives of θ0, we do not require derivative estimation because it
may incur power loss as a result of a slower convergence rate (Stone, 1982; Chen and
Christensen, 2018). Finally, our test does not rely on the least favorable configurations,
while being asymptotically nonconservative and computationally tractable. We stress
that, since the norm ‖ · ‖H is of L2 nature, our test cannot be inverted to obtain
uniform confidence bands. In this sense, our paper complements Horowitz and Lee
(2017), Freyberger and Reeves (2018) and Chen et al. (2019).
The literature on shape restrictions was initiated in the 1950s (Hildreth, 1954; Ayer
et al., 1955; Brunk, 1955; van Eeden, 1956; Grenander, 1956), with much attention since
focused on estimation under solely shape restrictions—see, e.g., Chatterjee et al. (2015),
Han and Wellner (2016) and Han et al. (2019). There are also post-processing methods
that enforce restrictions on unconstrained estimators—see Chen et al. (2019) who study a
number of shape enforcing operators, including monotone rearrangement (Chernozhukov
et al., 2009, 2010). The projection method in this paper and Mammen et al. (2001) is
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of post-processing nature. The convex cone structure was recognized in the 1960s as a
device to generalize monotone regression, though the focus is on analytic properties of
projections (Barlow et al., 1972). For testing, the structure has barely been exploited
beyond identifying the least favorable distributions in parametric settings (Wolak, 1987;
Silvapulle and Sen, 2005), deriving minimax bounds in univariate Gaussian white noise
models (Juditsky and Nemirovski, 2002), and establishing minimaxity for the likelihood
ratio test in Gaussian sequence models (Wei et al., 2019).
Much of the testing literature has been developed by exploiting particular structures
of restrictions, with concavity and especially monotonicity in univariate models being the
primary focuses. Despite a sizable literature, existing tests prevalently rely on the least
favorable configurations, including Gijbels et al. (2000), Ghosal et al. (2000), Hall and
Heckman (2000), Durot (2003) and Gutknecht (2016) for monotonicity, and Abrevaya
and Jiang (2005) for concavity—see also Du¨mbgen and Spokoiny (2001) and Baraud
et al. (2005) who devised tests for both shapes. Chetverikov (2019) developed, as far
as we are aware, the first nonparametric uniformly valid tests designed specifically for
monotonicity that avoid the least favorable configurations.
There is also a strand of literature motivated by the common structure of shape re-
strictions viewed as inequalities, including Chernozhukov et al. (2015), Lee et al. (2017),
Belloni et al. (2019) and Zhu (2020). If the inequalities are based on derivatives, the
derivative estimation may then incur power loss. Moreover, all these (uniformly valid)
tests, except the least favorable test of Belloni et al. (2019), involve estimation of local
parameter spaces. Chernozhukov et al. (2015) and Zhu (2020), unlike our setup, allow
for partial identification by working with moment restrictions. By the virtue of their
setup, they require estimating the set of minimizers and the use of strong approxima-
tions may entail stronger regularity conditions. Similar in spirit to Chernozhukov et al.
(2015) and Zhu (2020), Komarova and Hidalgo (2019) propose a moment-based test in
the univariate model (1) for shape restrictions that may not form convex cones.
The remainder of the paper is structured as follows. Section 2 introduces the setup
and some motivating examples. Section 3 presents our inferential framework, a data-
driven choice of the tuning parameter, and an implementation guide. Section 4 conducts
simulation studies, while Section 5 concludes. Appendix A contains proofs of the main
results. Due to space limitation, we relegate the discussions of the convex cone property,
an investigation of the special case when θˆn admits an asymptotic distribution, and
presentations of some auxiliary results to the online supplement.
2 The Setup and Examples
Throughout, we denote by {Xi}ni=1 the sample with each Xi living in some sample space
X , and by P the joint law of {Xi}ni=1 that belongs to some family P of distributions
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on
∏n
i=1 X . The dependence of P and P on n is suppressed for notational simplicity.
We stress that, under this configuration, {Xi}ni=1 need not be i.i.d. In turn, we let θ0
be the parameter of interest, and, whenever appropriate, make the dependence of θ0 on
P explicit by instead writing θP . In order to accommodate Slutsky restriction, we shall
work with an abstract Hilbert space (i.e., a complete inner product space) with inner
product 〈·, ·〉H and induced norm ‖ · ‖H. Given the sample {Xi}ni=1, our objective is
then to test whether θ0 satisfies the shape in question, i.e., the hypotheses in (2). The
setup (2) induces two models: P0 ≡ {P ∈ P : φ(θP ) = 0} and P1 ≡ P\P0.
Before proceeding further, we introduce additional notation. Set R+ ≡ {x ∈ R :
x ≥ 0} and L2(Z) ≡ {f : Z → R : ∫Z |f(z)|2 dz < ∞} for Z ⊂ Rdz . Let Mm×k be the
space of m × k matrices, and, for A ∈ Mm×k, write its transpose by A⊺, its trace by
tr(A) if m = k, its MooreâĂŞPenrose inverse by A− and its Frobenius norm by ‖A‖ ≡
{tr(A⊺A)}1/2. For a sequence {hj} of functions, denote the vector (h1, . . . , hk)⊺ by hk.
For families of distributions Pn, a sequence {an} of positive scalars and a sequence {Xn}
of random elements in a normed space D with norm ‖ ·‖D, write Xn = op(an) uniformly
in P ∈ Pn if limn→∞ supP∈Pn P (‖Xn‖D > anǫ) = 0 for any ǫ > 0, and Xn = Op(an)
uniformly in P ∈ Pn if limM→∞ lim supn→∞ supP∈Pn P (‖Xn‖D > Man) = 0.
2.1 Examples
We now present examples where shape restrictions play important roles. The first ex-
ample is concerned with nonparametric regression models.
Example 2.1 (Nonparametric Regression). Let X ≡ (Y,Z) ∈ R1+dz satisfy
Y = θ0(Z) + u , (5)
where θ0 : Z ⊂ Rdz → R with Z the support of Z, and E[u|Z] = 0. Here, one may set
H = L2(Z), let Λ ⊂ H consist of (say) monotonic functions, and obtain an unconstrained
estimator θˆn of θ0 by kernel methods such as local constant/linear/polynomial regression
or sieve methods with various basis functions such as splines (Chernozhukov et al., 2013).
The rate rn equals (nhdzn )
1/2 for kernel estimation with bandwidth hn, and (n/kn)1/2 for
sieve estimation based on, e.g., B-splines, with kn (henceforth) the sieve dimension. 
Our second example generalizes (5) to its instrumental variable (IV) analog.
Example 2.2 (Nonparametric IV Regression). Let X ≡ (Y,Z, V ) ∈ R1+dz+dv satisfy
(5) but with E[u|V ] = 0. Then one may set H and Λ as in Example 2.1, and employ the
series two-stage least square (2SLS) estimation with, e.g., B-splines, resulting in a rate
rn equal to (n/kn)1/2sn, where sn is the smallest singular value of E[bmn(V )hkn(Z)⊺]
with hkn and bmn respectively kn × 1 and mn × 1 vectors of B-splines for θ0 and the
instrument space (Ai and Chen, 2003; Newey and Powell, 2003; Chen and Christensen,
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2018). In practice, sn is unknown but can be replaced with its sample analog. One
may conceivably also employ kernel-type estimators as in Hall and Horowitz (2005) and
Darolles et al. (2011), though the strong approximation results appear to be lacking. 
The third example is concerned with nonparametric quantile regression.
Example 2.3 (Nonparametric Quantile Regression). Let X ≡ (Y,Z) ∈ R1+dz satisfy
Y = θ0(Z,U) , (6)
where θ0 : Rdz × [0, 1] → R, and U is uniformly distributed on [0, 1]. If Z and U are
independent, then θ0 may be interpreted as the conditional quantile function of Y given
Z. Here, one may define H and Λ as previously, and employ the recent sieve estimator
of Belloni et al. (2019) with rn = (n/kn)1/2 for, e.g., B-splines. 
Our final example is concerned with the prominent Slutsky restriction.
Example 2.4 (Slutsky Restriction). Let Q ∈ Rdq (quantities), P ∈ Rdq (prices), Y ∈ R
(income) and Z ∈ Rdz (demographics) satisfy the following dq equations:
Q = g0(P, Y ) + Γ
⊺
0Z + U , (7)
where g0 : R
dq+1
+ → Rdq is differentiable, Γ0 ∈Mdz×dq , and U ∈ Rdq is the error term.
The Slutsky matrix of g0 is the mapping θ0 : R
dq+1
+ →Mdq×dq defined by:
θ0(p, y) ≡ ∂g0(p, y)
∂p⊺
+
∂g0(p, y)
∂y
g0(p, y)⊺ . (8)
The Slutsky restriction refers to θ0(p, y) being negative semidefinite at each pair (p, y).
For this example, we follow Aguiar and Serrano (2017) by letting H be the space of
functions θ : Rdq+1+ →Mdq×dq with inner product 〈·, ·〉H defined by
〈θ1, θ2〉H ≡
∫
tr(θ1(p, y)⊺θ2(p, y)) dpdy , ∀ θ1, θ2 ∈ H , (9)
and Λ the family of mappings θ ∈ H such that θ(p, y) is nsd and symmetric for all (p, y).
In turn, the nonlinear functional θ0 may be estimated based on the plug-in principle
and a sieve estimator of g0 (Donald and Newey, 1994; Ai and Chen, 2003), resulting in
a rate rn as in Example 2.1 (without endogeneity) or 2.2 (with endogeneity). 
We refer the reader to Appendix B that illustrates how our framework also applies
to distributional settings where shape restrictions often take the form of various dom-
inance relations and structural models where shape restrictions may serve as testable
implications. For ease of reference, we shall call settings where θˆn admits an asymptotic
distribution (in H) regular and ones without this property irregular.
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3 The Inferential Framework
3.1 The General Framework
We commence with our main assumptions in this paper.
Assumption 3.1. (i) Λ is a known nonempty closed convex set in a Hilbert space H
with inner product 〈·, ·〉H and induced norm ‖ · ‖H; (ii) Λ is a cone.
Assumption 3.2. (i) An estimator θˆn : {Xi}ni=1 → H satisfies ‖rn{θˆn−θP}−Zn,P‖H =
op(cn) uniformly in P ∈ P for some rn → ∞, Zn,P ∈ H and cn > 0 with cn = O(1);
(ii) Gˆn ∈ H is a bootstrap estimator satisfying: ‖Gˆn − Z¯n,P‖H = op(cn) uniformly in
P ∈ P, for Z¯n,P a copy of Zn,P that is independent of {Xi}ni=1.
Assumption 3.1 simply abstracts the convex cone feature, where we single out the
conic condition for ease of elucidating the roles it plays in this paper. Assumption 3.2(i)
requires that rn{θˆn− θP} be approximated by Zn,P (uniformly) at a rate cn. In regular
settings, it suffices to have
√
n{θˆn − θP} L−→ GP uniformly in P ∈ P, so that rn =
√
n,
and Zn,P equals GP in law—see Appendix C. In irregular settings such as Example 2.1,
one may obtain θˆn by kernel or sieve methods. To illustrate, let {Yi, Zi}ni=1 be a sample
generated by (5), and {hk}∞k=1 be a kn×1 vector of B-splines on Z. Then the sieve esti-
mator of θP is given by θˆn = βˆ⊺nh
kn with βˆn = [
∑n
i=1 h
kn(Zi)hkn(Zi)⊺]−
∑n
i=1 h
kn(Zi)Yi.
Under regularity conditions, one may obtain the linear expansion in L2(Z):
rn{θˆn − θP } = k−1/2n (hkn)⊺(EP [hkn(Z)hkn(Z)⊺])−1
1√
n
n∑
i=1
hkn(Zi)ui + op(
1
log n
) , (10)
uniformly in P ∈ P. Here, undersmoothing is required in order to deliver (10). Following
Chernozhukov et al. (2013), one may then verify Assumption 3.2(i) with rn =
√
n/kn,
cn = 1/ log n and Zn,P = k
−1/2
n (hkn)⊺(EP [hkn(Z)hkn(Z)⊺])−1Gn,P for some Gn,P ∼
N(0, EP [u2hkn(Z)hkn(Z)⊺]) . The rate cn serves to cope with potential degeneracy of
the test statistic, an issue inherent in the nonstandard nature of the problem.
Assumption 3.2(ii) demands an analogous approximation for the bootstrap. In reg-
ular settings, typically Gˆn =
√
n{θˆ∗n − θˆn}, where θˆ∗n is the same as θˆn but based on
samples drawn from the original data. In Example 2.1, the expansion (10) suggests
Gˆn = k−1/2n (h
kn)⊺(
1
n
n∑
i=1
hkn(Zi)hkn(Zi)⊺)−1
1√
n
n∑
i=1
Wih
kn(Zi)uˆi . (11)
where uˆi ≡ Yi − θˆn(Zi) and {Wi}ni=1 are (scalar) weights (e.g., standard normals). The
verification of Assumption 3.2 for Example 2.1 represents a general strategy: establishing
an asymptotic linear expansion of rn{θˆn − θP}, and then verifying Assumption 3.2
7
0Λ
θ0
h
h+ aθ0 : a ≥ 0
h+ aθ0 : a ≤ 0
h+ a∗θ0
(a) Λ is convex but not conic
0
Λ
θ0
h
h+ aθ0 : a ≥ 0
h+ aθ0 : a ≤ 0
h+ a∗θ0
(b) Λ is convex and conic
Figure 1. ψa,P (h) ≡ ‖h+ aθP −ΠΛ(h+ aθP )‖H is weakly decreasing in a ∈ [0,∞) if Λ is convex
and conic as in Figure 1b, but may not be so if it is convex but not conic as in Figure 1a.
based on the linear term—see Chernozhukov et al. (2013), Chernozhukov et al. (2015),
Chen and Christensen (2018), Belloni et al. (2019) and Cattaneo et al. (2020) for more
concrete illustrations. We stress that Assumption 3.2(ii) leaves the particular form of
Gˆn unspecified, and thus accommodates alternative resampling schemes.
The next lemma lays out a number of important building blocks for our development.
Lemma 3.1. (i) If Assumption 3.1 holds, then any θˆn ∈ H and rn ∈ R+ satisfy
rnφ(θˆn) = ‖rn{θˆn − θP}+ rnθP −ΠΛ(rn{θˆn − θP}+ rnθP )‖H . (12)
(ii) If Assumption 3.1 holds, P ∈ P0 and κn ∈ [0, rn], then it follows that
rnφ(θˆn) ≤ ‖rn{θˆn − θP }+ κnθP −ΠΛ(rn{θˆn − θP}+ κnθP )‖H . (13)
(iii) If Assumption 3.2(i) holds, supP∈P E[‖Zn,P ‖H] < ∞ uniformly in n and κn/rn =
o(cn), then we have that κnθˆn − κnθP = op(cn) uniformly in P ∈ P.
Lemma 3.1(i) highlights the standard, and critically, the nonstandard features of the
problem. Specifically, while rn{θˆn − θP} may be approximated in law by Gˆn due to
Assumption 3.2, rnθP cannot be consistently estimated in general, i.e., rnθˆn − rnθP 6=
op(1). Lemma 3.1(ii) suggests that we may obtain critical values by instead estimating
the law of the upper bound in (13). This is possible because κnθP can be consistently
estimated by κnθˆn as shown by Lemma 3.1(iii). We stress that (13) is implied by the
convex cone property but not convexity alone—see Figure 1.
To formalize the above discussions, we define maps ψa,P , ψˆκn : H→ R by
ψa,P (h) ≡ ‖h+ aθP −ΠΛ(h+ aθP )‖H , (14)
ψˆa(h) ≡ ‖h+ aΠΛθˆn −ΠΛ(h+ aΠΛθˆn)‖H . (15)
Thus, ψκn,P (rn{θˆn − θP}) is precisely the upper bound in (13), and ψˆκn(Gˆn) is its
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bootstrap analog in which the null hypothesis is enforced through ΠΛθˆn to improve
power. Finally, for a significance level α ∈ (0, 1), we define our critical value
cˆn,1−α ≡ inf{c ∈ R : P (ψˆκn(Gˆn) ≤ c|{Xi}ni=1) ≥ 1− α} . (16)
As known in the literature (Lehmann and Romano, 2005, p.430), the validity of cˆn,1−α,
viewed as a mapping from distributions to the real line, additionally demands a suitable
continuity condition, in accord with the continuous mapping theorem. To this end, we
let cn,P (1− α) be the (1− α)-quantile of ψκn,P (Zn,P ) and impose
Assumption 3.3. (i) Zn,P is tight and centered Gaussian in H for each n ∈ N and
P ∈ P; (ii) supP∈P E[‖Zn,P ‖H] <∞ uniformly in n; (iii) cn,P (1−α−̟) ≥ cn,P (0.5)+ςn
for some constant ̟, ςn > 0, each n and P ∈ P0; (iv) cn/ς2n = O(1) as n→∞.
Assumption 3.3(i) formalizes Gaussianity and tightness of each Zn,P , which is fulfilled
in Examples 2.1-2.4 as well as most regular settings. Assumption 3.3(ii) is a mild moment
condition that, in our examples, is tantamount to uniform boundedness of eigenvalues of
some matrices with growing dimensions. Assumptions 3.3(iii)(iv) are tied to the natures
of densities of Gaussian functionals. Together with Assumptions 3.1 and 3.3(i)(ii), they
in effect amount to the aforementioned continuity condition.
We now state the first main result concerning the size of our test.
Theorem 3.1. Let Assumptions 3.1, 3.2 and 3.3 hold. If 0 ≤ κn/rn = o(cn), then
lim sup
n→∞
sup
P∈P0
P (rnφ(θˆn) > cˆn,1−α) ≤ α , (17)
and, for P¯0 ≡ {P ∈ P0 : 〈ϑ, θP 〉H = 0 ∀ϑ ∈H s.t. supλ∈Λ〈ϑ, λ〉H ≤ 0},
lim sup
n→∞
sup
P∈P¯0
|P (rnφ(θˆn) > cˆn,1−α)− α| = 0 . (18)
In addition to size control, Theorem 3.1 shows that the limiting rejection rate equals
the nominal level, uniformly over P¯0. Heuristically, P¯0 may be viewed as consisting
of the least favorable distributions in P0. Indeed, one can show that (i) P¯0 = {P ∈
P0 : θP = 0} if Λ = R+, and (ii) P¯0 contains constant (resp. linear) functions if Λ is
the family of monotone (resp. concave) functions in L2(Z). We stress that, the choice
κn = 0 leads to a least favorable test that amounts to assuming θP = 0 (or θP ∈ P¯0 by
Lemma D.2). As well documented, least favorable tests, while controlling size uniformly,
can be substantially conservative, which has motivated the active development of more
powerful tests in nonstandard settings (Andrews and Soares, 2010; Linton et al., 2010;
Lee et al., 2017). Intuitively, in view of Lemma 3.1(ii), it is desirable to have κn → ∞
(to match rn → ∞), a condition recurrent in nonstandard problems for the sake of
non-conservativeness—see Fang and Santos (2019) and Appendix C.
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We emphasize that our test is in general asymptotically nonsimilar, i.e., there may
exist a sequence {Pn} of distributions from the null such that
lim inf
n→∞ Pn(rnφ(θˆn) > cˆn,1−α) < α (19)
However, this is, in our view, neither an evidence against nonconservativeness nor a
deficiency of our test, analogous to the one-sided t-test of H0 : θ0 ≤ 0 whose rejection
rates tend to zero at θ0 < 0. At a deeper level, (19) is in line with the fact that
similarity is not a desirable criterion in nonstandard settings, and can lead to tests
with very poor power (Lehmann, 1952; Andrews, 2012). Indeed, many powerful tests
in these settings are asymptotically nonsimilar—see, e.g., Andrews and Soares (2010),
Linton et al. (2010), Lee et al. (2017) and Chetverikov (2019).
Turning to the power of our test, we define P∆1,n ≡ {P ∈ P1 : φ(θP ) ≥ ∆/rn} for
∆ > 0. The next theorem shows that our test has nontrivial power against P∆1,n.
Theorem 3.2. If Assumptions 3.1, 3.2 and 3.3(ii) hold and κn ≥ 0, then
lim inf
∆→∞
lim inf
n→∞ infP∈P∆1,n
P (rnφ(θˆn) > cˆn,1−α) = 1 . (20)
If we employ the kernel estimator in Example (2.1), then Theorem 3.2 predicts that
our test is powerful against Pitman drifts of order (nhdzn )
−1/2. In comparison, the test
of Lee et al. (2017) is powerful against drifts of order (nh2νn )
−1/2 or (nhdz/2+2νn )−1/2
depending on the drifts, where ν = 1 for monotonicity and ν = 2 for concavity. Thus,
for monotonicity, our convergence rate is faster if dz = 1 but may be slower if dz > 4;
for concavity, our rate is faster if dz < 4 but may be slower if dz > 8. Theorem 3.2
also suggests that κn affects power through higher order terms, and, we reiterate that
asymptotic nonconservativeness requires κn →∞ subject to κn/rn = o(cn).
3.2 Selection of the Tuning Parameter
To motivate, we note that, Lemma 3.1(iii) implies: for any ǫ > 0,
P (
κn
rn
‖rn{θˆn − θP}‖H ≤ cnǫ) = P (‖rn{θˆn − θP }‖H ≤ rncn
κn
ǫ)→ 1 . (21)
This suggests that we could choose κn to be such that rncn/κn is the (1− γn)-quantile
of ‖rn{θˆn − θP}‖H with γn ↓ 0, or the (1 − γn) conditional quantile of ‖Gˆn‖H (given
{Xi}ni=1) since ‖rn{θˆn − θP}‖H is unknown. Formally, we let κˆn ≡ rncn/τˆn,1−γn where
τˆn,1−γn ≡ inf{c ∈ R : P (‖Gˆn‖H ≤ c|{Xi}ni=1) ≥ 1− γn} . (22)
To justify the construction κˆn, we need to introduce our final assumption.
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Assumption 3.4. lim infn→∞ infP∈P0 σ¯2n,P > 0 with σ¯
2
n,P ≡ suph∈H:‖h‖H≤1E[〈h,Zn,P 〉2H].
Heuristically, Assumption 3.4 requires that the coupling variable Zn,P for θˆn be
asymptotically non-degenerate. In turn, we can now verify the validity of κˆn.
Proposition 3.1. Let Assumptions 3.2, 3.3(i)(ii) and 3.4 hold, and set κˆn ≡ rncn/τˆn,1−γn
with γn ∈ (0, 1) and τˆn,1−γn as in (22). If γn → 0, then κˆn/rn = op(cn) uniformly in
P ∈ P0. If (rncn)−2 log γn → 0, then κˆn p−→∞ uniformly in P ∈ P0.
Analogous rate conditions on γn in parametric settings date back to Po¨tscher (1983)
and Hosoya (1989). In nonparametric settings, the practice of obtaining data-driven
tuning parameters through quantile estimation has appeared in Chernozhukov et al.
(2013), Chernozhukov et al. (2015) and Fang and Santos (2019), though a formal theory
appears to be lacking. While the choice of γn remains technically challenging, the
situation somewhat improves because γn is unit/scale-free, and prior studies such as Fang
and Santos (2019) and Chen and Fang (2019) have shown that finite sample results are
often insensitive to the choice of γn, as also confirmed in our simulations. We recommend
γn = 0.01/ log n or 1/n for practical implementations.
Finally, the rate cn (in κˆn) may be ignored in regular settings, and set to be 1/ log n
in irregular settings without endogeneity. In Example 2.2, we may let cn be (log kn)−ς
for some ς ∈ [1/2, 1] with the sieve 2SLS estimation and kn basis functions for θ0 (Chen
and Christensen, 2018). We note that κn affects the critical value cˆn,1−α and hence
the rejection rates monotonically: a smaller (resp. larger) κn leads to less (resp. more)
rejections—see Lemma D.1. As a result, if one is uncertain about kn or ς, he/she could
simply take cn = 1/ log n, thereby only making cˆn,1−α larger.
3.3 Implementation and Practical Issues
We next provide a guide for implementing our test. Computation of projections (needed
in Steps 1 and 2 below) will be discussed in the end.
Step 1: Compute the test statistic rnφ(θˆn) = rn‖θˆn −ΠΛ(θˆn)‖H.
This step requires an unconstrained estimator θˆn of θP , which may be obtained by
standard estimation procedures—see Examples 2.1-2.4 for specific estimators and their
rates rn. We stress that our framework imposes no additional structures on θˆn as far
as implementation is concerned. With θˆn and its projection ΠΛ(θˆn) in hand, one may
approximate rnφ(θˆn) by the trapezoid rule (Judd, 1998) in Examples 2.1-2.4 where the
‖ · ‖H-norm takes the form of an integral. Concretely, in Example 2.1 with Z = [a, b]
and a < b, we approximate φ(θˆn) by: for a large N and ∆ = (b− a)/N ,
{1
2
b− a
N
[f2(z0) + 2f2(z1) + · · ·+ 2f2(zN−1) + f2(zN )]}1/2 , (23)
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where f = θˆn −ΠΛ(θˆn) and zj = a+ j∆.
Step 2: Construct the critical value cˆn,1−α defined in (16).
The construction requires a bootstrap analog Gˆn of rn{θˆn − θP } and a tuning pa-
rameter κn. In regular settings, one often has Gˆn =
√
n{θˆ∗n − θˆn}, where θˆ∗n is the same
as θˆn but based on bootstrap samples. In Examples 2.1-2.4, one may employ various
bootstrap schemes in Chernozhukov et al. (2013), Chernozhukov et al. (2015), Chen
and Christensen (2018), Belloni et al. (2019) and Cattaneo et al. (2020). For κn, we
recommend κˆn proposed in Section 3.2 with a suitable γn (e.g., γn = 0.01/ log n or 1/n).
Summarizing, the critical value cˆn,1−α may be then obtained as follows.
(i) Generate B realizations {Gˆn,b}Bb=1 of Gˆn (e.g., B = 200 or larger); e.g., in (11),
generate {{Wi,b}ni=1}Bb=1 that are i.i.d. across both i and b, and then obtain each
Gˆn,b by evaluating Gˆn at {Wi,b}ni=1 which only involves linear calculations.
(ii) Set κˆn = rncn/τˆn,1−γn where τˆn,1−γn is the (1 − γn)-quantile of the B numbers
‖Gˆn,1‖H, . . . , ‖Gˆn,B‖H, and cn = 1/ log n for Example 2.1. The ‖ · ‖H-norms (here
and below) may be computed by the trapezoid rule as in Step 1.
(iii) Approximate cˆn,1−α by the (1− α)-quantile of the B numbers
‖Gˆn,1 + κˆnΠΛθˆn −ΠΛ(Gˆn,1 + κˆnΠΛθˆn)‖H,
. . . , ‖Gˆn,B + κˆnΠΛθˆn −ΠΛ(Gˆn,B + κˆnΠΛθˆn)‖H . (24)
Step 3: Reject H0 if and only if rnφ(θˆn) > cˆn,1−α.
Next, we illustrate the computation of projections. As described in Appendix B,
when closed form expressions do not exist, the projection ΠΛ(θ) can be computed by
solving a linearly constrained quadratic program: for some A ∈Mm×k,
min
h∈Rk
‖h− ϑ‖ s.t. Ah ≥ 0 , (25)
where ϑ ∈ Rk is the vector of values θ takes at the grid points, and Ah ≥ 0 is the
discretized version of the restriction in question. As an extensively studied problem,
(25) admits polynomial-time algorithms; e.g., the iteration complexity of the interior
point method is O(
√
m+ k log(1/ǫ)) for an ǫ-accurate solution (Gondzio, 2012).
Finally, since (25) is inherently more complicated to compute in higher dimensions,
we note a number of strategies for ameliorating the situation. First, the recently de-
veloped open-source solver OSQP (https://osqp.org) is very robust in solving large
scale quadratic programming problems (Stellato et al., 2020). Second, while projection
under convexity/concavity is computationally demanding in multivariate settings, the
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representation result in Kuosmanen (2008), when coupled with the OSQP solver, can
help significantly reduce the computation cost. Lastly, with regressors more than two
or three, one may consider employing semiparametric models, instead of fully nonpara-
metric ones, to alleviate the curse of dimensionality, as suggested in, for example, Fan
and Gijbels (1996, p.264) and Ichimura and Todd (2007).
4 Simulation Studies
This section examines the finite sample performance of our test. Due to space limitation,
we focus on monotonicity, and defer concavity, monotonicity jointly with concavity,
and Slutsky restriction to the online appendix. Throughout, the significance level is
5%, and, unless otherwise specified, the number of Monte Carlo replications is 3000
while the number of bootstrap repetitions for each replication is 200. All integrals
are approximated by the trapezoid rule, and quadratic programs are solved by the
OSQP solver. Our test is implemented based on the data-driven choice κˆn with γn ∈
{n−1/2, n−3/4, 1/n, 0.1/ log n, 0.05/ log n, 0.01/ log n, 0.1, 0.05, 0.01}.
4.1 Simulation Designs
We aim to test whether θ0 is nondecreasing in Example 2.1 with dz ∈ {1, 2}. For dz = 1,
the regression function θ0 : [−1, 1]→ R is specified as: for some (a, b, c) ∈ R3,
θ0(z) = az − bϕ(cz) , (26)
where ϕ is the standard normal pdf. We consider three choices for (a, b, c) under the
null hypothesis, namely (0, 0, 0), (0.1, 0.5, 0.5) and (0.5, 2, 1) that are labeled D1, D2
and D3 respectively, and the collection {(a, b, c) : a = 0, b = 0.2δ, c = 5 + 0.1δ, δ =
1, . . . , 10} under the alternative—see Figure 2. We then draw i.i.d. samples {Z∗i , ui}ni=1
with n ∈ {500, 750, 1000} from the standard normal distribution in R2, and set Zi =
−1 + 2Φ(Z∗i ) ∈ [−1, 1] with Φ the standard normal cdf. For dz = 2, the regression
function θ0 : [0, 1]2 → R is of the form: for some (a, b, c) ∈ R3,
θ0(z1, z2) = a
(1
2
zb1 +
1
2
zb2
)1/b + c log(1 + z1 + z2) . (27)
We consider three choices of (a, b, c) for the null, namely (0, 0, 0), (0.2, 1, 0) and (0.5, 0, 0.5)
that are labeled D1, D2 and D3 respectively, and, for the alternative, set b = 0 and
a = c = −∆δ with ∆ = 0.05 and δ = 1, . . . , 10. Note that the first term on the right
hand side of (27) collapses to a
√
z1z2 whenever b = 0. In turn, we draw i.i.d. samples
{Z∗1i, Z∗2i, ui}ni=1 with n ∈ {500, 750, 1000} from the standard normal distribution in R3,
and set Zi ≡ (Z1i, Z2i) with Zji = Φ(Z∗ji) ∈ [0, 1] for all i and j = 1, 2.
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Figure 2. The function θ0 in (26) where in Figure 2b, a = 0, b = 0.2δ and c = 5 + 0.1δ. Note
that the standard variance of the error is designed to be no smaller than the range of θ0.
To implement our test for (26), we obtain θˆn by sieve estimation with cubic B-splines
with 3, 5 or 7 interior knots at the equispaced quantiles of {Zi}ni=1, so that the sieve
dimension kn equals 7, 9 or 11 respectively. In multivariate settings, we construct the
series functions via tensor product of univariate B-splines (Chen, 2007). Since the sieve
dimension grows quickly as dz increases (e.g., kn = 49 with cubic B-splines, 3 knots and
dz = 2), we employ univariate quadratic as well as cubic B-splines with one or zero knots
along each dimension for (27). Thus, for example, kn = 9 with quadratic B-splines and
zero knots. In both designs, we compute Gˆn,b as in (11) by drawing i.i.d. weights from
the standard normal distribution, and let the coupling rate cn = 1/ log n. To alleviate
the boundary effects, we evaluate the L2-norms (here and below) over [−0.9, 0.9] for
(26) and [0.1, 0.9]2 for (27), with step size 0.05. For ease of reference, we label our test
with quadratic B-splines and j knots as FS-Qj; similarly, FS-Cj is the implementation
with cubic B-splines and j knots.
To compare, we implement two alternative nonconservative tests, Lee et al. (2017)
and Chetverikov (2019). The latter also compares with some prior tests in simulations,
which show marked power superiority of the author’s three tests so that we take them
as important benchmarks. For brevity, however, we only present the one-step test,
labeled C-OS, and note that the results for the other two tests are very similar to
those produced by C-OS, as also observed in Chetverikov (2018, 2019). The details
for implementing C-OS in the univariate case are clearly laid out in Chetverikov (2019,
p.749). For the bivariate case, we compute the test statistic as in Chetverikov (2018,
p.27), adopt equispaced empirical quantiles 0.1, 0.15, ..., 0.9 of each covariate as locations
for the weighting function to make the computation feasible, and otherwise follow the
implementation in the univariate case.
Lee et al. (2017) consider Lp-type statistics. For the sake of comparison, we focus
on p = 2, since different choices of p implicitly aim power at different alternatives. We
estimate the first derivatives of θ0 by local quadratic regression (Fan and Gijbels, 1996,
p.59), with a kernel z 7→ 1.5max{1− (2z)2, 0} for (26) and z 7→ 0.75max{1− z2, 0} for
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(27). We choose two bandwidths: a “large” one 2snn−1/(dz+2q+2) (in the spirit of Lee
et al. (2017)) and a “small” one 2snn−1/(dz+2(q−1)+2) with q = 2 and sn the standard
derivation of {Zi}ni=1, resulting in two tests labeled LSW-L and LSW-S respectively.
As studentization can be crucial for power (based on unreported simulations), we es-
timate the standard errors following Fan and Gijbels (1996, p.115), with the variance
of the error estimated by a local polynomial regression of order q + 2 with bandwidth
2snn−1/(dz+2(q+2)+2). Next, we construct critical values based on the empirical boot-
strap (as in Lee et al. (2017)) and the tuning parameter cˆn in their Section 5.1 with
Ccs = 0.4 (since their results are quite insensitive to other choices of Ccs there). Finally,
to ease computation for the bivariate designs, the number of simulation replications is
decreased to be 1000 (for LSW only).
Table 1. Empirical Size of Monotonicity Tests for θ0 in (26) at α = 5%
n γn
FS-C3: kn = 7 FS-C5: kn = 9 FS-C7: kn = 11
D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
0.01/ log n 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
0.01 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
750
1/n 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
0.01/ log n 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
0.01 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
1000
1/n 0.056 0.011 0.001 0.056 0.011 0.000 0.056 0.013 0.001
0.01/ log n 0.056 0.011 0.001 0.056 0.011 0.000 0.056 0.013 0.001
0.01 0.056 0.011 0.001 0.056 0.012 0.000 0.056 0.013 0.001
n
LSW-S LSW-L C-OS
D1 D2 D3 D1 D2 D3 D1 D2 D3
500 0.060 0.041 0.008 0.066 0.035 0.004 0.060 0.041 0.012
750 0.057 0.036 0.005 0.059 0.030 0.006 0.054 0.034 0.008
1000 0.061 0.035 0.005 0.065 0.035 0.003 0.049 0.036 0.009
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
4.2 Simulation Results
Tables 1-2 summarize the empirical sizes. Due to space limitation, we only present our
tests with γn ∈ {1/n, 0.01/ log n, 0.01}, and relegate to Tables H.1-H.4 in Appendix H
the complete set of results. Together, these tables show that our tests are insensitive to
the choice of γn. For the univariate design, all tests control size well, though, relatively
speaking, the two LSW tests especially LSW-L tend to over-reject under D1, while
our tests tend to under-reject under D2 and D3. Note, however, that D1 is a least
favorable case, D2 is in the “interior” (not in the topological sense), and D3 is further
into the “interior.” Thus, the empirical sizes under D2 and D3 are expected to be smaller
than 5%. For the bivariate design, our tests are over-sized under D1 in small samples,
though this feature is also shared by LSW-L and C-OS (to an overall lesser extent).
The over-rejection of our tests, in particular FS-C1 (in which case kn = 25), is likely
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because the number of series functions are so “large” that the Gaussian approximation
is somewhat inaccurate—note that the overall situation improves as n increases. Thus,
while undersmoothing requires a “large” kn, there lies the tension that it should not be
“too large” for the sake of distributional approximations.
Table 2. Empirical Size of Monotonicity Tests for θ0 in (27) at α = 5%
n γn
FS-Q0: kn = 9 FS-Q1: kn = 16 FS-C0: kn = 16 FS-C1: kn = 25
D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n 0.061 0.018 0.000 0.068 0.030 0.002 0.067 0.030 0.001 0.083 0.044 0.004
0.01/ log n 0.061 0.018 0.000 0.068 0.030 0.002 0.067 0.030 0.001 0.083 0.044 0.004
0.01 0.063 0.019 0.000 0.069 0.030 0.002 0.067 0.031 0.001 0.084 0.045 0.004
750
1/n 0.058 0.010 0.000 0.065 0.025 0.000 0.064 0.022 0.000 0.074 0.032 0.000
0.01/ log n 0.058 0.010 0.000 0.065 0.025 0.000 0.064 0.022 0.000 0.074 0.032 0.000
0.01 0.060 0.011 0.000 0.066 0.025 0.000 0.065 0.022 0.000 0.074 0.033 0.001
1000
1/n 0.050 0.011 0.000 0.055 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
0.01/ log n 0.050 0.011 0.000 0.055 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
0.01 0.050 0.011 0.000 0.056 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
n
LSW-S LSW-L C-OS
D1 D2 D3 D1 D2 D3 D1 D2 D3
500 0.043 0.020 0.000 0.061 0.026 0.002 0.068 0.061 0.037
750 0.054 0.017 0.000 0.066 0.031 0.000 0.057 0.045 0.023
1000 0.044 0.021 0.000 0.054 0.019 0.000 0.055 0.042 0.019
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
Figure 3 depicts the power curves, where we only show our tests with γn = 0.01/ log n
for brevity and the fact that other choices of γn lead to very similar curves—see Figure
H.7 in Appendix H. For dz = 1, our tests are moderately more powerful than C-OS,
across sample sizes and the number of interior knots, and they are all considerably
more powerful than LSW-L and in particular LSW-S. For dz = 2, our tests remains
competitive in terms of power, though LSW-L is more powerful than FS-C1 (the least
powerful among our tests) . Interestingly, C-OS is the least powerful of all tests, which
may be explained by the fact that only part of the discordance between regressors and
the outcome is being picked up through the indicator function in the test function b(s)—
see Chetverikov (2018, p.27). We note that the power of our tests is overall decreasing
in kn, which is consistent with Theorem 3.2 since rn =
√
n/kn.
Table 3. Run-times (in Seconds) of Monotonicity Tests
n
Design (26) Design (27)
FS-C3 FS-C7 LSW-L LSW-S C-OS FS-Q0 FS-C1 LSW-L LSW-S C-OS
500 0.12 0.15 22.29 22.22 0.08 0.40 0.45 38.89 39.25 7.19
750 0.13 0.13 56.86 56.62 0.16 0.41 0.50 128.85 128.14 17.39
1000 0.14 0.16 103.58 102.19 0.31 0.39 0.42 219.24 222.79 29.49
Finally, we compare the run-times of a single replication based on the design D1 in
both univariate and bivariate cases. For brevity we only report of our tests with the
smallest and the largest kn, based on γn = 0.01/ log n. All numbers in Table 3 are
obtained by running MATLAB R2019b in a Windows 10 PC with 16 GB RAM and
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Figure 3. Empirical power of our test (with γn = 0.01/ logn), LSW-L, LSW-S and C-OS for the
designs (26) and (27), where corresponding to δ = 0 are the empirical sizes under D1. Note that
FS-Q1 and FS-C1 nearly overlap each other in the second row.
an IntelR© CoreTM i7-7700 processor having 4 cores and 3.60 GHz base speed. Overall,
Table 3 shows that our tests are relatively simple to implement, in both univariate and
bivariate settings, and their computation cost increases only modestly as we move from
dz = 1 to dz = 2. We stress that the computational complexity of quadratic programs
involved in our tests depends on the fineness of discretizaion, not the sample size.
5 Conclusion
In this paper, we have developed a uniformly valid and asymptotically nonconservative
test for a class of shape restrictions, which is applicable to nonparametric regression
models as well as parametric, distributional and structural settings. The key insight we
exploit is that these restrictions form convex cones in Hilbert spaces, a structure that
enables us to employ a projection-based test whose properties may be analyzed in an
elegant, transparent and unifying way. In particular, while the problem is inherently
nonstandard, we are able to develop a bootstrap procedure that may be implemented
in a way as simple as computing the test statistic.
Appendix A Proofs of Main Results
Proof of Lemma 3.1: Part (i) is immediate because h 7→ ΠΛ(h) is positively ho-
mogeneous by Assumption 3.1 and Theorem 5.6-(7) in Deutsch (2012), while part (ii)
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follows by Lemma D.1, part (i), θP ∈ Λ and κn ∈ [0, rn]. For part (iii), note that
κnθˆn − κnθP = rn{θˆn − θP } · (κn/rn). By Assumption 3.2(i), supP∈P E[‖Zn,P ‖H] < ∞
uniformly in n and Markov’s inequality, we have: uniformly in P ∈ P,
‖rn{θˆn − θP}‖H ≤ ‖rn{θˆn − θP} − Zn,P‖H + ‖Zn,P‖H = Op(1) . (A.1)
Part (iii) now follows from combining (A.1) and κn/rn = o(cn). 
Proof of Theorem 3.1: We structure our proof in four steps.
Step 1: Build up a strong approximation for rnφ(θˆn) that is valid uniformly in P ∈ P.
We make use of the map ψa,P defined in (14), and let Gn,P ≡ rn{θˆn − θP}. By
Lemma 3.1 and the definition of ψa,P , we may rewrite the test statistic:
rnφ(θˆn) = ‖Gn,P + rnθP −ΠΛ(Gn,P + rnθP )‖H = ψrn,P (Gn,P ) . (A.2)
By Theorem 3.16 in Aliprantis and Border (2006) and Assumption 3.2(i), we have:
|ψrn,P (Gn,P )− ψrn,P (Zn,P )| ≤ ‖Gn,P − Zn,P‖H = op(cn) , (A.3)
uniformly in P ∈ P. Combining results (A.2) and (A.3), we thus obtain the strong
approximation for our test statistic: uniformly in P ∈ P,
rnφ(θˆn) = ψrn,P (Zn,P ) + op(cn) . (A.4)
Step 2: Build up a strong approximation of ψˆκn(Gˆn) that is valid uniformly in P ∈ P0.
First, Theorem 3.16 in Aliprantis and Border (2006) implies: for each P ∈ P0,
|ψˆκn(Gˆn)− ψκn,P (Gˆn)| ≤ κn‖ΠˆΛθˆn − θP ‖H ≤ ‖κn{θˆn − θP}‖H = op(cn) , (A.5)
where the second inequality is due to θP = ΠΛ(θP ) for all P ∈ P0, Assumption 3.1(i),
Lemma 6.54-d in Aliprantis and Border (2006), and the final step is due to Lemma
3.1(iii). Again by Theorem 3.16 in Aliprantis and Border (2006), we have
|ψκn,P (Gˆn)− ψκn,P (Z¯n,P )| ≤ ‖Gˆn − Z¯n,P‖H = op(cn) , (A.6)
uniformly in P ∈ P, where the equality is due to Assumption 3.2(ii). We thus obtain
by (A.5) and (A.6) and the triangle inequality that: uniformly in P ∈ P0,
ψˆκn(Gˆn) = ψκn,P (Z¯n,P ) + op(cn) . (A.7)
Step 3: Control the estimation error of cˆn,1−α. By results (A.4) and (A.7), we may select
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a sequence of positive scalars ǫn = o(cn) (sufficiently slow) such that, as n→∞,
sup
P∈P0
P (|rnφ(θˆn)− ψrn,P (Zn,P )| > ǫn) = o(1) , (A.8)
sup
P∈P0
P (|ψˆκn(Gˆn)− ψκn,P (Z¯n,P )| > ǫn) = o(1) . (A.9)
By Markov’s inequality, Fubini’s theorem and (A.9), we have: for each η > 0,
sup
P∈P0
P (P (|ψˆκn(Gˆn)− ψκn,P (Z¯n,P )| > ǫn|{Xi}ni=1) > η)
≤ sup
P∈P0
1
η
P (|ψˆκn(Gˆn)− ψκn,P (Z¯n,P )| > ǫn) = o(1) . (A.10)
Thus, we may select a sequence of positive scalars ηn ↓ 0 such that
P (|ψˆκn(Gˆn)− ψκn,P (Z¯n,P )| > ǫn|{Xi}ni=1) = op(ηn) , (A.11)
uniformly in P ∈ P0. Since Z¯n,P is independent of {Xi}ni=1 by Assumption 3.2(ii), the
conditional cdf of ψκn,P (Z¯n,P ) given {Xi}ni=1 is precisely its unconditional analog. Thus,
we may conclude by Lemma 11 in Chernozhukov et al. (2013) and result (A.11) that
lim inf
n→∞ infP∈P0
P (cˆn,1−α + ǫn ≥ cn,P (1− α− ηn)) = 1 . (A.12)
Step 4: Conclude with the help of a partial anti-concentration inequality.
To begin with, note that by results (A.8) and (A.12), we have:
lim sup
n→∞
sup
P∈P0
P (rnφ(θˆn) > cˆn,1−α)
≤ lim sup
n→∞
sup
P∈P0
P (rnφ(θˆn) > cˆn,1−α, |rnφ(θˆn)− ψrn,P (Zn,P )| ≤ ǫn)
≤ lim sup
n→∞
sup
P∈P0
P (ψrn,P (Zn,P ) > cn,P (1− α− ηn)− 2ǫn)
≤ lim sup
n→∞
sup
P∈P0
P (ψκn,P (Zn,P ) > cn,P (1− α− ηn)− 2ǫn) , (A.13)
where the final step follows by Lemma D.1 and 0 ≤ κn ≤ rn for all large n (due to
κn/rn = o(cn) and cn = O(1)). In turn, we note that, since ηn ↓ 0 and ǫn = o(cn), it
follows by Assumption 3.3(iii), Proposition D.1 and result (A.13) that
lim sup
n→∞
sup
P∈P0
P (rnφ(θˆn) > cˆn,1−α) ≤ lim sup
n→∞
sup
P∈P0
P (ψκn,P (Zn,P ) > cn,P (1− α− ηn))
≤ lim sup
n→∞
sup
P∈P0
{α+ ηn} = α , (A.14)
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as desired for the first claim. For the second claim, it thus suffices to show
lim inf
n→∞ infP∈P¯0
P (rnφ(θˆn) > cˆn,1−α) ≥ α . (A.15)
For this, we note that, by simple manipulations,
lim inf
n→∞ infP∈P¯0
P (rnφ(θˆn) > cˆn,1−α)
≥ lim inf
n→∞ infP∈P¯0
P (rnφ(θˆn) > cˆn,1−α, |rnφ(θˆn)− ψrn,P (Zn,P )| ≤ ǫn)
= lim inf
n→∞ infP∈P¯0
P (ψrn,P (Zn,P )− ǫn > cˆn,1−α) , (A.16)
where the last step is due to result (A.8) and P¯0 ⊂ P0. Moreover, another application
of Lemma 11 in Chernozhukov et al. (2013) to (A.11) yields
lim inf
n→∞ infP∈P0
P (cˆn,1−α ≤ cn,P (1− α+ ηn) + ǫn) = 1 . (A.17)
By the definition of P¯0 and Lemma D.2, we also note that, for all n and P ∈ P¯0,
ψrn,P (Zn,P ) = ψκn,P (Zn,P ) = ‖Zn,P −ΠΛ(Zn,P )‖H . (A.18)
Combining results (A.16), (A.17) and (A.18) with Proposition D.1 yieds
lim inf
n→∞ infP∈P¯0
P (rnφ(θˆn) > cˆn,1−α)
≥ lim inf
n→∞ infP∈P¯0
P (ψrn,P (Zn,P )− ǫn > cn,P (1− α+ ηn) + ǫn)
= lim inf
n→∞ infP∈P¯0
P (ψκn,P (Zn,P ) > cn,P (1− α+ ηn) + 2ǫn)
= lim inf
n→∞ infP∈P¯0
P (ψκn,P (Zn,P ) > cn,P (1− α+ ηn)− 2ǫn) . (A.19)
Since cn,P (1 − α + ηn) − ǫn < cn,P (1 − α + ηn), we thus obtain by result, (A.19), the
definition of quantiles and ηn = o(1) that
lim inf
n→∞ infP∈P¯0
P (rnφ(θˆn) > cˆn,1−α) ≥ lim inf
n→∞ {α− ηn} = α , (A.20)
which, together with the first claim, establishes the second claim of the theorem. 
Proof of Theorem 3.2: First, by Assumption 3.1 and Lemma D.1, we have
‖Gˆn + κnΠΛθˆn −ΠΛ(Gˆn + κnΠΛθˆn)‖H ≤ ‖Gˆn −ΠΛGˆn‖H
≤ ‖Gˆn‖H ≤ ‖Gˆn − Z¯n,P‖H + ‖Z¯n,P‖H , (A.21)
where the second inequality follows from Assumption 3.1 and Theorem 5.6(5) in Deutsch
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(2012), and the third inequality is due to the triangle inequality. By Assumptions 3.2
and 3.3(ii), we in turn have from (A.21) that, uniformly in P ∈ P,
‖Gˆn + κnΠΛθˆn −ΠΛ(Gˆn + κnΠΛθˆn)‖H = op(cn) +Op(1) = Op(1) . (A.22)
By the definition of cˆn,1−α, we note that, for M > 0 and uniformly in P ∈ P,
P (cˆn,1−α > M) ≤ P (P (‖Gˆn + κnΠΛθˆn −ΠΛ(Gˆn + κnΠΛθˆn)‖H > M |{Xi}ni=1) > α)
≤ 1
α
P (‖Gˆn + κnΠΛθˆn −ΠΛ(Gˆn + κnΠΛθˆn)‖H > M) , (A.23)
where the second inequality holds by Markov’s inequality and Fubini’s theorem. It
follows from results (A.22) and (A.23) that cˆn,1−α = Op(1) uniformly in P ∈ P.
Next, we bound rnφ(θˆn) from below. By Theorem 3.16 in Aliprantis and Border
(2006) and the triangle inequality, we have: uniformly in P ∈ P,
|rnφ(θˆn)− rnφ(θP )| ≤ ‖rn{θˆn − θP }‖H
≤ ‖rn{θˆn − θP } − Zn,P‖H + ‖Zn,P‖H ≤ op(cn) +Op(1) = Op(1) , (A.24)
where the third inequality follows by Assumptions 3.2(i) and 3.3(ii), and the last step
is due to cn = O(1). It follows from result (A.24) and the definition of P∆1,n that
rnφ(θˆn) = rnφ(θP ) + rnφ(θˆn)− rnφ(θP ) ≥ ∆+Op(1) , (A.25)
uniformly in P ∈ P∆1,n. The theorem thus follows from combining result (A.25) and the
order cˆn,1−α = Op(1) uniformly in P ∈ P that we have established . 
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This supplement is organized as follows. Appendix B discusses particular shape
restrictions with the convex cone property, Appendix C specializes our test to the
regular case where rn{θˆn − θ0} converges, Appendix D collects additional proofs and
auxiliary results, and Appendix E conducts additional simulation studies. Appendix
F verifies the main assumptions for our examples, Appendix G provides proofs for
Appendix C, while Appendix G contains simulation results omitted from the main
text and Appendix E, all of which are relegated to the arXiv version of this paper
(https://arxiv.org/abs/1910.07689) due to space limitation. For ease of reference, we
centralize some notation in the table below.
a . b For some constant M that is universal in the proof, a ≤Mb.
a(j) The j-th coordinate of a vector a ∈ Rd.
a(−j) The vector in Rd−1 obtained by deleting the j-th entry of a ∈ Rd.
a ∧ b For a, b ∈ Rd, a ∧ b ≡ (min{a(1), b(1)}, . . . ,min{a(d), b(d)}).
a ∨ b For a, b ∈ Rd, a ∨ b ≡ (max{a(1), b(1)}, . . . ,max{a(d), b(d)}).
aΛ For a set Λ in a vector space and a ∈ R, aΛ ≡ {aλ : λ ∈ Λ}.
Λ + θ For a set Λ and an element θ in a vector space, Λ + θ ≡ {λ+ θ : λ ∈ Λ}.
Λ For a set Λ in a topological space, Λ is the closure of Λ.
Φ The standard normal cdf.
‖f‖∞ For a function f : T →Mm×k, ‖f‖∞ ≡ supt∈T
√
tr(f(t)⊺f(t)).
ℓ∞(T ) For a nonempty set T , ℓ∞(T ) ≡ {f : T → R : ‖f‖∞ <∞}.
Appendix B Shape Restrictions as Convex Cones
In this section, we discuss the convex cone property for some shape restrictions and
provide details in formulating the linearly constrained quadratic program (25), along
with additional references omitted from the main text. For ease of exposition, we shall
1
work withH = L2([0, 1]d) except in Example B.3. In turn, we let {zj}kj=1 be a collection
of grid points over [0, 1]d, based on which we approximate the ‖·‖H-norms via numerical
integration; e.g., if d = 2, then we may take {(s/N, t/N) : s = 0, . . . , N, t = 0, . . . , N}
with some suitably chosen N . Finally, let ϑ ≡ [θ(z1), . . . , θ(zk)]⊺ and define Dk ∈
M(k−1)×k as the matrix such that Dkϑ = [θ(z2)− θ(z1), . . . , θ(zk)− θ(zk−1)]⊺.
Example B.1 (Monotonicity). Let Λ be the class of nondecreasing functions in H.
The convex cone property of Λ is well known—see, for example, Theorem 7.1 in Barlow
et al. (1972). To compute the projections onto Λ, let θ ∈ H. If d = 1, then ΠΛθ may be
approximated over {zj}kj=1 by h∗ that solves
min
h∈Rk
‖h− ϑ‖ s.t. Dkh ≥ 0 . (B.1)
If d = 2, then ΠΛθ is approximated by solving the same problem in (B.1) but subject
to Ah ≥ 0, where A = [A⊺1, A⊺2]⊺ such that A1h ≥ 0 enforces the monotonicity with
respect to the first coordinate and A2h ≥ 0 enforces the second. Computations in
higher dimensions are analogous though more complicated.
There is a large literature on estimation by imposing solely shape restrictions, mostly
based on the maximum likelihood and least square principles—see, e.g., Brunk (1955,
1958), Grenander (1956), Chatterjee et al. (2015) and Han et al. (2019). Alternatively,
monotonicity may be enforced by applying certain operators, such as projection (Mam-
men et al., 2001) and monotone rearrangement (Chernozhukov et al., 2009, 2010), to
unconstrained estimators. To retain smoothness, smoothed monotone estimators have
also been developed, including Mukerjee (1988), Mammen (1991), Mammen et al. (2001)
and Hall and Huang (2001). Finally, as discussed in the introduction, an overwhelming
majority of existing tests, with the notable exception of Chetverikov (2019), are based
on least favorite configurations and limited to univariate settings. 
Example B.2 (Concavity/convexity). Let Λ be the family of concave functions in H,
and θ ∈ H be given. Proposition 3 in Lim and Glynn (2012) implies that Λ is a closed
convex cone. As illustrated in Hildreth (1954), if d = 1 and {zj} are equidistanced, then
the projection ΠΛθ may be approximated over {zj}kj=1 by h∗ that solves
min
h∈Rk
‖h− ϑ‖ s.t. Dk−1Dkh ≤ 0 . (B.2)
Unfortunately, (B.2) is not readily generalizable to multivariate settings. As formal-
ized in Kuosmanen (2008), the projection ΠΛθ may be approximated by the map
z 7→ minkj=1{a∗j + z⊺b∗j}, where {a∗j , b∗j}kj=1 solve the problem
min
ai∈R,bi∈Rd
{
k∑
i=1
[θ(zi)− ai − b⊺izi]2}1/2
s.t. ai + b
⊺
izi ≤ aj + b⊺jzi for i, j = 1, 1, . . . , k .
(B.3)
2
Note that the number of effective constraints in (B.3) is k(k− 1). An attractive feature
of the formulation in (B.3) is that the joint test of monotonicity and concavity amounts
to the same problem but subject to the additional constraints bj ≥ 0 for all j.
As with monotonicity, there are three general estimation strategies: estimation under
solely convexity/concavity (Hildreth, 1954; Groeneboom et al., 2001; Seijo and Sen, 2011;
Han and Wellner, 2016), smoothing (Hall and Huang, 2001; Mammen et al., 2001) and
post-processing (Chen et al., 2019). The studies on testing are notably less extensive
than monotonicity, while still share the features that most of them are conservative
and/or limited to univariate settings—see the introduction for references. Chen and
Kato (2019) developed a bootstrap version of Abrevaya and Jiang (2005), which, despite
its nonconservativeness, is computationally intensive to implement. Song et al. (2020)
proposed an “incomplete” version of Chen and Kato (2019), which, as documented in
their simulations, “is consistently on the conservative side.” 
Example B.3 (Slutsky Restriction). For simplicity, let us consider the setup of Example
2.4, and note that Λ being a convex cone is well known in linear algebra (see also
Aguiar and Serrano (2017, p.195)). The projection ΠΛθ of θ ∈ H onto Λ admits a
closed form expression. Specifically, for θσ ≡ (θ + θ⊺)/2 the symmetric part of θ, let
θσ(t) = U(t)S(t)U(t)⊺ where S(t) ≡ diag(λ1(t), . . . , λdq(t)) and U satisfies U(t)U(t)⊺ =
Idq for all t ≡ (p, y). Here, diag(a1, . . . , adq ) ∈ Mdq×dq is the diagonal matrix whose
diagonal entries are a1, . . . , adq . In turn, letting S−(t) ≡ diag(λ1,−(t), . . . , λdq ,−(t)) with
λj,− ≡ min{λj , 0} for all j = 1, . . . , dq, we have: for all t ≡ (p, y),
(ΠΛθ)(t) = U(t)S−(t)U(t)⊺ . (B.4)
The usefulness of Slutsky restriction in improving estimation has been illustrated
by Blundell et al. (2012, 2017) and Horowitz and Lee (2017). Hoderlein (2011) and
Dette et al. (2016) develop tests for fixed (p, y). Since theory predicts the restriction
for all (p, y), one may employ these pointwise tests by discretizing the data. However,
discretization entails an extra tuning parameter whose choice may be a delicate matter.
Moreover, Dette et al. (2016)’s test, as the authors noted, is in general conservative,
while validity of Hoderlein (2011)’s test has not been formally proven—see Chen and
Fang (2019) for the challenges involved in a related but different problem. 
Example B.4 (Supermodularity). Let d ≥ 2 and Λ ⊂ H be the set of supermodular
functions, i.e., f ∈ Λ if and only if, for any y, z ∈ [0, 1]d,
f(y) + f(z) ≤ f(y ∨ x) + f(y ∧ z) . (B.5)
By Lemma 2.6.1 in Topkis (1998), Λ is a closed convex cone. Consider d = 2 first, and
pick θ ∈ H. For simplicity, let ϑ be the vectorization of the matrix Θ⊺ such that the
(i, j)-th entry of Θ is θ(i/n, j/n), for i, j = 0, . . . , N . Then, following Beresteanu (2007),
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computing ΠΛ(θ) amounts to solving: for k ≡ N + 1,
min
h∈Rk2
‖h− ϑ‖ s.t. (Dk ⊗Dk)ϑ ≥ 0 , (B.6)
where the number of constraints is N2. If d ≥ 3, then the equivalence of supermodularity
and pairwise supermodularity (Topkis, 1998) implies that each pair of covariates must
satisfy the constraint in (B.6). Despite its importance in economics, econometric studies
are rather limited. Beresteanu (2007) and Du et al. (2013) study respectively sieve and
kernel estimation under supermodularity. Chetverikov (2018)’s test on monotonicity, as
the author noted, may be adapted to handle supermodularity. Interestingly, separability
of a function θ0 in its arguments is equivalent to θ0 being supermodular and submodular
(Topkis, 1998, Theorem 2.6.4), and thus also shares the convex cone property. 
Example B.5 (Nonnegativity). Let Λ ⊂ H be the family of nonnegative functions, and
θ ∈ H. As well known (see, for example, Deutsch (2012, p.65)), Λ is a convex cone and
the projection of θ onto Λ is given by: for any t ∈ [0, 1]d,
(ΠΛθ)(t) = max{θ(t), 0} . (B.7)
There are numerous studies on nonnegativity, such as (conditional) moment inequalities
characterizing choice probabilities or payoffs (Ciliberto and Tamer, 2009; Pakes et al.,
2015), (conditional) stochastic dominance for ordering uncertain prospects (Linton et al.,
2005, 2010), Lorenz dominance for measuring inequality (Barrett et al., 2014; Sun and
Beare, 2019), and inequalities constraining equilibrium bid distributions or winning
probabilities in auction models (Guerre et al., 2009; Krasnokutskaya et al., 2020). 
Example B.6 (Joint Restrictions). Shape restrictions often arise simultaneously in
economics (Varian, 1982, 1984; Mas-Colell et al., 1995; Aı¨t-Sahalia and Duarte, 2003).
Existing tests, however, mostly focus on particular restrictions, and a multiple testing
based on these tests is generally conservative. In contrast, our framework allows for
jointly testing restrictions as intersections of convex cones remain convex cones. For
example, letting Λ consist of monotonic and supermodular functions leads to a joint
test of monotonicity and supermodularity, for which the constraints in the quadratic
program are obtained by vertically stacking the individual A matrices in (25). 
We conclude by making a few remarks. First, just as the t-test is inconsistent in
testing H0 : θ0 < 0 vs. H1 : θ0 ≥ 0 for a mean parameter θ0, a level α test for a
“strict” restriction such as strict concavity is generally inconsistent. Assumption 3.1(i)
ensures that “equality” is included under H0. Second, Example 2.4 is a setting where
Assumption 3.1 holds for a functional of the model primitive (i.e., the Slutsky matrix
θ0 as a nonlinear functional of g0) but not for the primitive itself. Another notable
example is the range restriction that forms Λ0 ≡ {f ∈ L2([0, 1]) : f(x) ≤ 1∀x ∈
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[0, 1]} is not a convex cone, but we may consider θ0 ≡ 1 − f0 if f0 is the original
parameter, and define Λ ≡ {g ∈ L2([0, 1]) : g(x) ≥ 0∀x ∈ [0, 1]}. Finally, while Section
2.1 is centered around regression models as a result of their popularity and the space
limitation, our framework is also applicable to other settings, such as those concerning
densities/distributions, including monotonicity of densities (Woodroofe and Sun, 1999;
Fang, 2019), likelihood ratio ordering (Carolan and Tebbs, 2005; Beare and Moon, 2015)
and stochastic monotonicity (Lee et al., 2009; Delgado and Escanciano, 2012; Seo, 2018;
Chetverikov et al., 2020). Note that, in the presence of covariates (as controls), some
of these results are not directly applicable. Alternatively, one may apply our test in
structural models where shape restrictions arise as testable implications—see Pinkse
and Schurter (2019) and Bhattacharya (2020).
Appendix C The Special Case
The aim of this section is twofold. First, we show that, when θˆn admits an asymptotic
distribution, Assumptions 3.2 and 3.3 can be simplified to conditions that may be more
familiar to practitioners. Second, we expound the point that, even in this special case,
our test improves upon existing inferential methods along several dimensions.
We need additional notation and concepts. Specifically, define
BL1(H) = {f : H→ R : |f(x)| ≤ 1, |f(x)− f(y)| ≤ ‖x− y‖H for all x, y ∈ H} , (C.1)
and denote the tangent cone TθP of Λ at θP ∈ Λ ⊂ H by
TθP ≡
⋃
α>0
α{Λ− θP} . (C.2)
Heuristically, TθP characterizes the local shape of Λ at θP (Chernoff, 1954; Geyer, 1994;
Andrews, 1999). In turn, define a map φ′θP : H→ R by:
φ′θP (h) ≡ ‖h−ΠTθP h‖H , (C.3)
which is in fact the so-called Hadamard directional derivative of φ. Since only the
functional form of φ′θP is relevant to us here, we refer the reader to Shapiro (1990) and
Fang and Santos (2019) for detailed discussions of this concept.
We next impose an analog of Assumption 3.2 as follows.
Assumption C.1. (i) supf∈BL1(H) |EP [f(rn{θˆn − θP})] − E[f(GP )]| = o(1) uniformly
in P ∈ P for an estimator θˆn : {Xi}ni=1 → H; (ii) Gˆn ∈ H is a bootstrap estimator
satisfying supf∈BL1(H) |E[f(Gˆn)|{Xi}ni=1]− E[f(GP )]| = op(1) uniformly in P ∈ P.
Assumption C.1 simply requires uniform convergence in distribution and uniform
validity of bootstrap, which may be verified by appealing to existing results (Gine´ and
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Zinn, 1991; Sheehy and Wellner, 1992; Belloni et al., 2017; Romano and Shaikh, 2012).
Assumption C.1 in fact automatically implies a weak version of Assumption 3.2 obtained
by replacing the independence condition in Assumption 3.2(ii) with an asymptotical
independence condition characterized as: uniformly in P ∈ P,
sup
f∈BL1(H)
|E[f(Z¯n,P )|{Xi}ni=1]− E[f(Z¯n,P )]| = op(1) . (C.4)
Proposition C.1. Let H be a separable Hilbert space. If Assumption C.1 holds, then
(i) the above weak version of Assumption 3.2 follows, with cn = 1 and Zn,P copies of
GP ,
1 and (ii) ψκn,P (Zn,P )
L−→ φ′θP (GP ) for all P ∈ P0, provided κn →∞.
Since our results in Section 3.1 remain valid under the weak version of Assumption
3.2 by Lemma G.2, Proposition C.1(i) implies that our test is applicable to this special
case subject to Assumptions 3.1, C.1 and 3.3. Proposition C.1(ii) further implies that,
if κn → ∞, then the coupling variables {ψκn,P (Zn,P )} admit a limit in distribution.
Therefore, one may replace Assumption 3.3(iii) with cP (1 − α − ̟) ≥ cP (0.5) + ς for
some ς > 0 and cP (τ) the τ -quantile of φ′θP (GP ), which is effectively the same as
requiring that φ′θP (GP ) be continuous and strictly increasing at cP (1 − α) as imposed
in Fang and Santos (2019). In turn, Assumption 3.3(iv) then reduces to cn = O(1) and
so the coupling order op(cn) becomes op(1).
We next compare our test to some existing ones. Employing a generalized Delta
method, Fang and Santos (2019) obtain that, under Assumptions 3.1(i) and C.1(i),
rnφ(θˆn)
L−→ φ′θP (GP ) ≡ ‖GP −ΠTθP GP‖H , (C.5)
for each P ∈ P0. Exploiting the insight that the limit in (C.5) is the composition of
φ′θP and GP , Fang and Santos (2019) then show that a general consistent bootstrap of
the limit in (C.5) may be obtained by constructing φˆ′n(Gˆn), a composition of a suitably
consistent estimator φˆ′n of φ′θP with a consistent bootstrap Gˆn for GP .
While the bootstrap Gˆn is often straightforward to construct as in Section 3.1, ob-
taining a suitable estimator φˆ′n turns out to be nontrivial. The challenge involved may
be understood in view of the discontinuity of the cone-valued map θ 7→ Tθ, as illustrated
in Figure C.1. In this regard, Fang and Santos (2019) propose the following concrete
estimator: for any h ∈H and some κn ↑ ∞,
φˆ′n(h) = sup
θ∈Λ:rn‖θ−ΠΛθˆn‖H≤κn
‖h −ΠTθh‖H . (C.6)
Evaluating the supremum in (C.6), however, may be computationally costly as it entails
estimation of a local parameter space, i.e., the tangent cone TθP . Alternatively, one may
1We are indebted to Andres Santos for suggesting this result and sketching the proof.
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Figure C.1. The tangent cone Tθ depends on θ discontinuously. As θ moves from the corner at
θ1 but still stays on the boundary at θ2, Tθ changes from the fourth orthant Tθ1 to the half plane
Tθ2 . In turn, as θ moves θ2 into the interior at θ3 from θ2, Tθ becomes the entire plane Tθ3 .
employ a numerical estimator following Hong and Li (2018), but there is no guidance
on the choice of the step size that is needed to carry out the numerical differentiation.
This raises substantive concerns because the resulting bootstrap may be sensitive to the
choice of the step size, as documented in Beare and Fang (2017), Masten and Poirier
(2019) and Chen and Fang (2019). One may also appeal to the m out of n bootstrap or
subsampling, but the choice of the sub-sample size may be difficult (Politis et al., 1999),
among other issues—see Remark 3.1 in Chen and Fang (2019).
While our development is undertaken outside the scope of the Delta method, there
is an intriguing connection to the general theory of Fang and Santos (2019), as we now
flesh out. To this end, recall our bootstrap statistic ψˆκn(Gˆn).
Proposition C.2. Let Assumptions 3.1 and C.1(i) hold. If κn → ∞ and κn/rn → 0,
then it follows that ψˆκn(h)
p−→ φ′θP (h) for any h ∈ H and P ∈ P0.
Since h 7→ ψˆκn(h) is Lipschitz continuous, Proposition C.2 implies that ψˆκn is con-
sistent in estimating φ′θP in the sense of Fang and Santos (2019)—see their Remark 3.4.
Therefore, when rn{θˆn − θP} converges in distribution, our test is effectively the test of
Fang and Santos (2019) (with respect to their general theory), but based on a derivative
estimator that is new and simpler relative to (C.6). We stress that the computational
advantage hinges on the convex cone property but not convexity alone. In accord with
previous discussions, Proposition C.2 also shows that, by letting κn → ∞ (in addition
to κn/rn → 0), our test is not conservative in the sense that it is pointwise (in P )
asymptotically exact as in Fang and Santos (2019).
Appendix D More Proofs and Auxiliary Results
Proof of Proposition 3.1: Let Fˆn be the conditional cdf of ‖Gˆn‖H given {Xi}ni=1,
and let Fn,P be the cdf of ‖Zn,P‖H. Note that Fn,P is also the cdf of ‖Z¯n,P‖H since
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Z¯n,P is a copy of Zn,P by Assumption 3.2(ii). As a first step, we show that Fˆn and Fn,P
are suitably close in probability. By Assumptions 3.2(ii), we obtain
P (‖Gˆn − Z¯n,P‖H > δn) = o(1) , (D.1)
for some δn = o(cn), uniformly in P ∈ P. Fix η > 0. By Markov’s inequality, Fubini’s
theorem and result (D.1), we may in turn have that, uniformly in P ∈ P,
P (P (|‖Gˆn‖H − ‖Z¯n,P‖H| > δn|{Xi}ni=1) > η)
≤ 1
η
P (|‖Gˆn‖H − ‖Z¯n,P‖H| > δn) ≤ 1
η
P (‖Gˆn − Z¯n,P‖H > δn) = o(1) . (D.2)
Since η > 0 is arbitrary, we may therefore conclude from (D.2) that
P (|‖Gˆn‖H − ‖Z¯n,P‖H| > δn|{Xi}ni=1) = op(1) . (D.3)
By simple manipulations, we then have: for all t ∈ R,
Fˆn(t)− Fn,P (t) = P (‖Gˆn‖H ≤ t|{Xi}ni=1)− P (‖Z¯n,P‖H ≤ t)
≤ P (‖Z¯n,P‖H ≤ t+ δn|{Xi}ni=1)− P (‖Z¯n,P ‖H ≤ t)
+ P (|‖Gˆn‖H − ‖Z¯n,P‖H| > δn|{Xi}ni=1)
≤ P (|‖Z¯n,P ‖H − t| ≤ δn) + op(1) , (D.4)
uniformly in P ∈ P, where the second inequality follows by Z¯n,P being independent of
{Xi}ni=1 (so that P (‖Z¯n,P‖H ≤ t) = P (‖Z¯n,P‖H ≤ t|{Xi}ni=1)) and result (D.3). By
analogous arguments, we also have: for all t ∈ R,
Fn,P (t)− Fˆn(t) ≤ P (|‖Z¯n,P ‖H − t| ≤ δn) + op(1) , (D.5)
uniformly in P ∈ P. Combining results (D.4) and (D.5), we arrive at:
|Fˆn(t)− Fn,P (t)| ≤ P (|‖Z¯n,P ‖H − t| ≤ δn) + op(1) , (D.6)
for all t ∈ R, uniformly in P ∈ P, where the op(1) term does not involve t.
Let mn,P be the median of Fn,P . By Assumptions 3.3(i) and 3.4, we may apply
Lemma D.3 to conclude that, for any t > mn,P + δn,
P (|‖Z¯n,P ‖H − t| ≤ δn) =
∫ t+δn
t−δn
F ′n,P (r) dr
≤
∫ t+δn
t−δn
2r −mn,P
(r −mn,P )2 dr ≤ 2δn
2(t− δn)−mn,P
(t− δn −mn,P )2 , (D.7)
where the second inequality (in the second line) follows by r 7→ (2r−mn,P )/(r−mn,P )2
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being decreasing on (mn,P ,∞). Since Z¯n,P is a copy of Zn,P , by Kwapien´ (1994) and
Assumption 3.3(ii), we then have: for some constant ζ > 0,
sup
P∈P
mn,P ≤ sup
P∈P
EP [‖Z¯n,P ‖H] ≤ ζ <∞ . (D.8)
Since δn = o(cn) = o(1) due to cn = O(1), we obtain from results (D.7) and (D.8) that,
for all n large so that δn ≤ 1 and for all t ≥ ζ + 2,
sup
P∈P0
P (|‖Z¯n,P ‖H − t| ≤ δn)
≤ 2δn{ 2
t− δn −mn,P +
mn,P
(t− δn −mn,P )2 } ≤ 2δn(2 + ζ) . (D.9)
Exploiting δn = o(1) again, we may combine (D.6) and (D.9) to conclude
|Fˆn(t)− Fn,P (t)| = op(1) , (D.10)
uniformly in P ∈ P0 and t ∈ [ζ + 2,∞).
Next, we aim to prove the first claim of the proposition. Let M > ζ+2 be any large
constant. By Lemma 6.10 in Aliprantis and Border (2006), we have
‖Zn,P‖H = sup
h∈H1
〈h,Zn,P 〉H , (D.11)
where H1 ≡ {h ∈ H : ‖h‖H ≤ 1}. In turn, it follows from result (D.11) that
Fn,P (M) = P ( sup
h′∈H1
〈h′,Zn,P 〉H ≤M) = P (〈h,Zn,P 〉H ≤M) = Φ( M
σn,P (h)
) , (D.12)
for all h ∈ H1, where σ2n,P (h) ≡ E[〈h,Zn,P 〉2H]. By the definition of σ¯2n,P , we may then
select a sequence {hj} in H1 such that σ2n,P (hj) → σ¯2n,P as j → ∞. By continuity of
σ 7→ Φ(M/σ), we thus obtain from (D.12) that
Fn,P (M) ≤ Φ( M
σ¯n,P
) , (D.13)
for any P ∈ P0 and n. By Assumption 3.4, we may select some constant σ > 0 such
that infP∈P0 σ¯n,P > σ for large n. By result (D.13), we then must have
Fn,P (M) ≤ Φ(M
σ
) < 1 , (D.14)
for any P ∈ P0 and n. Now, by the definition of τˆn,1−γn , we note that
P (τˆn,1−γn ≤M) ≤ P (Fˆn(M) ≥ 1− γn) = P (op(1) + Fn,P (M) ≥ 1− γn) , (D.15)
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uniformly in P ∈ P0, where the second equality follows by result (D.10) sinceM ≥ ζ+2
by choice. Combining results (D.14) and (D.15), we therefore conclude that
lim sup
n→∞
sup
P∈P0
P (τˆn,1−γn ≤M) = 0 , (D.16)
whenever γn → 0. Since M is arbitrary, the first claim of the proposition follows.
For the second claim, define ψ : H→ ℓ∞(H1) by: for each h ∈ H and t ∈ H1,
ψ(h)(t) ≡ 〈t, h〉H . (D.17)
By Corollary 6.55 (the Riesz representation theorem) and Lemma 6.10 in Aliprantis and
Border (2006), supt∈H1 |ψ(Z¯n,P )(t)| = ‖Z¯n,P ‖H. Clearly, ψ is linear and continuous. In
turn, by Assumption 3.3(i), ψ(Z¯n,P ) is tight and centered Gaussian in ℓ∞(H1) by Lemma
2.2.2 in Bogachev (1998). By Example 1.5.10 in van der Vaart and Wellner (1996) and
Proposition 2.1.12 in Gine´ and Nickl (2016), {ψ(Z¯n,P )(t) : t ∈ H1} is separable as a
process; it also has finite median by (D.8). By Proposition A.2.4 in van der Vaart and
Wellner (1996) and (D.8), we have: for some absolute constant C > 0,
E[‖Z¯n,P ‖2H] ≤ C(E[‖Z¯n,P ‖H])2 ≤ Cζ2 . (D.18)
By Proposition A.2.1 in van der Vaart and Wellner (1996) and result (D.18), we may
thus conclude that, for all x > 0, all n and all P ∈ P0,
P (‖Z¯n,P‖H > x) ≤ 2 exp{− x
2
8E[‖Z¯n,P ‖2H]
} ≤ 2 exp{− x
2
8Cζ2
} . (D.19)
By the definition of τˆn,1−γn and the triangle inequality, we have
γn < P (‖Gˆn‖H > τˆn,1−γn − δn|{Xi}ni=1)
≤ P (‖Z¯n,P ‖H > τˆn,1−γn − δn − en,P |{Xi}ni=1) , (D.20)
where en,P ≡ ‖Gˆn − Z¯n,P‖H = op(cn) uniformly in P ∈ P0 (by Assumption 3.2(ii)). By
result (D.16) and cn = O(1) by Assumption 3.2(i), we note that
lim inf
n→∞ infP∈P0
P (τˆn,1−γn − δn − en,P > 0) = 1 . (D.21)
Since Z¯n,P is independent of {Xi}ni=1, we may conclude from results (D.19), (D.20) and
(D.21) that, with probability approaching one uniformly in P ∈ P0,
γn ≤ 2 exp{−(τˆn,1−γn − δn − en,P )
2
8Cζ2
} . (D.22)
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Taking natural logarithms on both sides of (D.22) plus simple algebra yield:
1
8Cζ2
(
τˆn,1−γn
rncn
− δn
rncn
− en,P
rncn
)2 ≤ − log γn
r2nc
2
n
+
log 2
r2nc
2
n
. (D.23)
Suppose (rncn)−2 log γn → 0. Then we must have rncn → ∞ since γn → 0 (and so
log γn → −∞). Since also δn = o(cn) and en,P = op(cn) uniformly in P ∈ P0, we obtain
from (D.23) that τˆn,1−γn/(rncn)
p−→ 0 and hence κn ≡ rncn/τˆn,1−γn p−→ ∞ uniformly in
P ∈ P0. This completes the proof of the second claim of the proposition. 
Lemma D.1. Let Assumption 3.1 hold and θ0 ∈ Λ. Define ψa(h) ≡ ‖h+ aθ0−ΠΛ(h+
aθ0)‖H for h ∈ H and a ≥ 0. Then a 7→ ψa(h) is weakly decreasing on [0,∞).
Proof: The lemma immediately follows if we can show that
ψa(h) = min|a′|≤a
‖h+ a′θ0 −ΠΛ(h+ a′θ0)‖H . (D.24)
Let Λ◦1 ≡ {h∗ ∈ H : 〈h∗, λ〉H ≤ 0 for all λ ∈ Λ, ‖h∗‖H ≤ 1}—the unit ball in the dual
cone of Λ. By Assumption 3.1 and Corollary 5.3 in Deutsch and Maserick (1967)—see
also Deutsch (2012, p.125-7), we then have: for all h ∈ H,
min
|a′|≤a
‖h+ a′θ0 −ΠΛ(h+ a′θ0)‖H = min|a′|≤a maxh∗∈Λ◦1
〈h∗, h+ a′θ0〉H
= min
|a′|≤a
max
h∗∈Λ◦1
{〈h∗, h〉H + a′〈h∗, θ0〉H} . (D.25)
In turn, by Theorems 49.A and 49.B in Zeidler (1985) we obtain
min
|a′|≤a
max
h∗∈Λ◦1
{〈h∗, h〉H + a′〈h∗, θ0〉H} = max
h∗∈Λ◦1
min
|a′|≤a
{〈h∗, h〉H + a′〈h∗, θ0〉H} . (D.26)
Since 〈h∗, θ0〉H ≤ 0 for all h∗ ∈ Λ◦1, it follows from result (D.25) that
max
h∗∈Λ◦1
min
|a′|≤a
{〈h∗, h〉H + a′〈h∗, θ0〉H} = max
h∗∈Λ◦1
{〈h∗, h〉H + a〈h∗, θ0〉H}
= max
h∗∈Λ◦1
{〈h∗, h+ aθ0〉H} = ‖(h + aθ0)−ΠΛ(h+ aθ0)‖H , (D.27)
where the last step is due to Corollary 5.3 in Deutsch and Maserick (1967). The equality
in (D.24) then follows from combining (D.25), (D.26) and (D.27). 
Lemma D.2. Let Assumption 3.1 hold and P¯0 be as in Theorem 3.1. Then it follows
that, for any h ∈ H, a ∈ R+ and P ∈ P¯0,
ΠΛ(h+ aθP ) = ΠΛ(h) + aθP . (D.28)
Proof: Let Λ◦ ≡ {ϑ ∈ H : supλ∈Λ〈ϑ, λ〉H ≤ 0}. Fix any h ∈ H, a ∈ R+ and P ∈ P¯0.
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By Assumption 3.1, ΠΛ(h) + aθP ∈ Λ. First, note that, for any λ ∈ Λ,
〈h+ aθP − {ΠΛ(h) + aθP }, λ〉H = 〈h−ΠΛ(h), λ〉H ≤ 0 , (D.29)
where the inequality follows by Assumption 3.1 and Theorem 4.7 in Deutsch (2012).
Next, for λ0 ≡ ΠΛ(h) + aθP ∈ Λ, we have
〈h+ aθP − {ΠΛ(h) + aθP }, λ0〉H
= 〈h−ΠΛ(h),ΠΛ(h)〉H + a〈h−ΠΛ(h), θP 〉H = 0 , (D.30)
where the second equality is due to 〈h − ΠΛ(h),ΠΛ(h)〉H = 0 by Assumption 3.1 and
Theorem 4.7 in Deutsch (2012), h − ΠΛ(h) ∈ Λ◦ by Assumption 3.1 and Theorem 5.6
in Deutsch (2012), and the definition of P¯0. The conclusion of the lemma then follows
from applying Theorem 4.7 in Deutsch (2012) to (D.29) and (D.30). 
Proposition D.1. Let Assumptions 3.1 and 3.3 hold, and ψa,P be defined as in (14).
Then for any sequence {ǫn} of positive scalars satisfying ǫn = o(cn),
lim sup
n→∞
sup
P∈P0
sup
x∈[cn,P (0.5)+ςn,∞)
P (|ψκn,P (Zn,P )− x| ≤ ǫn) = 0 . (D.31)
Proof: Let {ǫn} be an arbitrary sequence of positive scalars satisfying ǫn = o(cn) as
n → ∞. Fix n ∈ N and P ∈ P0 for the moment. Let Λ◦1 ≡ {t ∈ H : 〈t, λ〉H ≤
0 for all λ ∈ Λ, ‖t‖H ≤ 1}. By Assumption 3.1 and Corollary 5.3 in Deutsch and
Maserick (1967), we may then write: for et(n, P ) ≡ κn〈t, θP 〉H,
ψκn,P (Zn,P ) = max
t∈Λ◦1
{〈t,Zn,P 〉H + et(n, P )} . (D.32)
Since 0 ∈ Λ◦1 and 〈t,Zn,P 〉H + et(n, P ) = 0 at t = 0, the maximum in (D.32) must be
attained at t ∈ Λ◦1 such that 〈t,Zn,P 〉H + et(n, P ) ≥ 0. Moreover, 〈t,Zn,P 〉H ≤ ‖Zn,P ‖H
for all t ∈ Λ◦1 by the Cauchy-Schwarz inequality. Therefore, whenever ‖Zn,P‖H ≤ M
with M > 0, the maximum in (D.32) must be attained at some t ∈ Λ◦1 with et(n, P ) ≥
−M . It follows that, whenever ‖Zn,P‖H ≤M ,
ψκn,P (Zn,P ) = max
t∈Λ◦
1,M
(n,P )
{〈t,Zn,P 〉H + et(n, P )} . (D.33)
where Λ◦1,M (n, P ) ≡ {t ∈ Λ◦1 : et(n, P ) ≥ −M}. Hence, for any x ∈ R,
P (|ψκn,P (Zn,P )− x| ≤ ǫn)
≤ P (| max
t∈Λ◦
1,M
(n,P )
{〈t,Zn,P 〉H + et(n, P )} − x| ≤ ǫn) + P (‖Zn,P‖H > M)
≤ P (| max
t∈Λ◦
1,M
(n,P )
{〈t,Zn,P 〉H + et(n, P )} − x| ≤ ǫn) + ζ
M
, (D.34)
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for some constant ζ > 0 satisfying supP∈P E[‖Zn,P ‖H] < ζ, where the existence of ζ is
guaranteed by Markov’s inequality and Assumption 3.3(ii).
We next aim to control the first term on the right side of (D.34) by bounding the
density of maxt∈Λ◦1,M (n,P ){〈t,Zn,P 〉H + et(n, P )}. To this end, let Fn,P,M be the cdf of
maxt∈Λ◦1,M (n,P ){〈t,Zn,P 〉H + et(n, P )}. We proceed with some useful facts. First, by
Assumption 3.3(i), Lemma 1.3.2 in van der Vaart and Wellner (1996) and the corollary
to Theorem I.3.1 in Vakhania et al. (1987), Zn,P is a centered Radon Gaussian variable
in H. Second, for rM (n, P ) ≡ inf{r ∈ R : Fn,P,M(r) > 0}, Theorem 11.1 in Davydov
et al. (1998) in turn implies that Fn,P,M is absolutely continuous on (rM (n, P ),∞)
so that it admits a density on (rM (n, P ),∞) which we denote by fn,P,M . Third, by
Proposition 11.2 in Davydov et al. (1998), we may assume without loss of generality
that Λ◦1,M (n, P ) is countable. Fourth, since et(n, P ) ≤ 0 for any t ∈ Λ◦1 and P ∈ P0,
we have et,M (n, P ) ≡ et(n, P ) + M ≤ M , which, together with the Cauchy-Schwarz
inequality and Zn,P ∈ H (by Assumption 3.2(i)), implies
max
t∈Λ◦
1,M
(n,P )
{〈t,Zn,P 〉H + et,M (n, P )} ≤ ‖Zn,P‖H +M <∞ , (D.35)
almost surely. Fifth, for σ¯2n,P,M ≡ supt∈Λ◦1,M (n,P )E[〈t,Zn,P 〉
2
H
], we shall show towards
the end of the proof that, for all large M > 0,
σ¯2n,P,M > 0 . (D.36)
In what follows, we fix any such large M . Sixth, for any r > rM (n, P ), we note
Fn,P,M(r) ≡ P ( max
t∈Λ◦
1,M
(n,P )
{〈t,Zn,P 〉H + et(n, P ) ≤ r)
= P ( max
t∈Λ◦
1,M
(n,P )
{〈t,Zn,P 〉H + et,M (n, P )} ≤ r +M) . (D.37)
Seventh, for mn,P,M the median of Fn,P,M , we have by the quantile equivariance that the
median of maxt∈Λ◦1,M (n,P ){〈t,Zn,P 〉H + et,M (n, P )} is mn,P,M +M . Note that mn,P,M ≥
rM (n, P ) ≥ 0 because maxt∈Λ◦1,M (n,P ){〈t,Zn,P 〉H + et(n, P )} ≥ 0.
With the above preparations, we may apply Theorem 2.2.2 in Yurinsky (1995) with
b = mn,P,M +M and u = r +M to conclude:
fn,P,M(r) = F ′n,P,M(r) ≤
2(r +M)− (mn,P,M +M)
[(r +M)− (mn,P,M +M)]2 =
2r −mn,P,M +M
(r −mn,P,M)2 (D.38)
for all r > mn,P,M . By the choice of ǫn and cn = O(1), we note that
ǫn = o(cn) = o(
√
cn/ς2n
√
cnςn) = o(ςn) , (D.39)
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as n→∞. Therefore, we have ǫn ≤ ςn/2 for all n sufficiently large, so that
x− ǫn −mn,P,M ≥ mn,P,M + ςn − ǫn −mn,P,M ≥ ςn2 (D.40)
whenever x ≥ mn,P,M+ ςn. Since r 7→ (2r−mn,P,M+M)/(r−mn,P,M)2 is decreasing on
(mn,P,M ,∞), we may thus conclude by the fundamental theorem of calculus and results
(D.37) and (D.38) that, for all x ≥ mn,P,M + ǫ and n large,
P (| max
t∈Λ◦1,M (n,P )
{〈t,Zn,P 〉H + et(n, P )} − x| ≤ ǫn)
=
∫ x+ǫn
x−ǫn
fn,P,M(r) dr ≤ 2ǫn 2(mn,P,M + ςn/2)−mn,P,M +M(ςn/2)2 . (D.41)
Since Λ◦1,M (n, P ) ⊂ Λ◦1, we obtain in view of (D.32) and Lemma D.1 that
max
t∈Λ◦1,M (n,P )
{〈t,Zn,P 〉H + et(n, P )} ≤ ψkn,P (Zn,P ) ≤ ψ0,P (Zn,P ) = ‖Zn,P‖H . (D.42)
By result (D.42), Kwapien´ (1994) and Assumption 3.3(ii), we note
mn,P,M ≤ mn,P ≡ cn,P (0.5) ≤ E[‖Zn,P ‖H] ≤ ζ , (D.43)
where we remind the reader our choice of ζ from (D.34). Combining results (D.34),
(D.41) and (D.42), we thus obtain that
sup
P∈P0
sup
x∈[cn,P (0.5)+ςn)
P (|ψκn,P (Zn,P )− x| ≤ ǫn) . ǫn
ζ + ςn +M
ς2n
+
ζ
M
. (D.44)
Since ǫn = o(cn), we may select a sequence an ↓ 0 (sufficiently slow) such that ǫn =
o(ancn). In turn, by setting M ≡ Mn = a−1n which diverges to infinity, we may then
conclude by Assumption 3.3(iv) and results (D.39) and (D.44) that
sup
P∈P0
sup
x∈[cn,P (0.5)+ςn)
P (|ψκn,P (Zn,P )− x| ≤ ǫn)→ 0 . (D.45)
It remains to prove (D.36). For this, we fix n and P ∈ P0 in what follows. Let
σ¯2n,P ≡ supt∈Λ◦1 E[〈t,Zn,P 〉2H]. Then we must have σ¯2n,P > 0. Indeed, suppose by way of
contradiction that σ¯2n,P = 0. This implies 〈t,Zn,P 〉H = 0 almost surely for all t ∈ Λ◦1. By
result (D.32) and Proposition 11.2 in Davydov et al. (1998), we have ψκn(Zn,P ) = 0 al-
most surely. Then all quantiles of ψκn(Zn,P ) are equal to zero, contradicting Assumption
3.3(iii). Next, fix η > 0. Then we may select some tn,P ∈ Λ◦1 such that
σ¯2n,P ≤ E[〈tn,P ,Zn,P 〉2H] + η . (D.46)
Moreover, by choosing M ≥ κn‖θP ‖H, we may employ the Cauchy-Schwarz inequality
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and ‖tn,P‖H ≤ 1 (due to tn,P ∈ Λ◦1) to obtain that
|etn,P (e, P )| ≡ |κn〈tn,P , θP 〉H| ≤ κn‖θP ‖H ≤M . (D.47)
In turn, it follows from result (D.47) that tn,P ∈ Λ◦1,M (n, P ) so that
E[〈tn,P ,Zn,P 〉2H] ≤ sup
t∈Λ◦1,M (n,P )
E[〈t,Zn,P 〉2H] = σ¯2n,P,M . (D.48)
Combining results (D.46) and (D.48), we may then conclude that
σ¯2n,P ≤ σ¯2n,P,M + η ≤ σ¯2n,P + η (D.49)
whenever M ≥ κn‖θP ‖H. Since η is arbitrary, result (D.49) implies that
σ¯2n,P,M → σ¯2n,P (D.50)
as M → ∞. The claim (D.36) then follows from result (D.50) and the fact σ¯2n,P > 0.
The proof of the proposition is now complete. 
Lemma D.3. Let D be a Banach space with norm ‖ · ‖D and D∗1 ≡ {x∗ ∈ D∗ :
sup‖x‖D≤1 |x∗(x)| ≤ 1}, the unit ball in the topological dual D∗ of D. If G ∈ D is a tight
centered Gaussian variable such that supx∗∈D∗1 E[x
∗(G)2] > 0, then the cdf F of ‖G‖D
is absolutely continuous on (0,∞), and, for any r > mF with mF the median of F ,
F ′(r) ≤ 2r −mF
(r −mF )2 . (D.51)
Proof: Since G is tight and D is Banach, Lemma 1.3.2 in van der Vaart and Wellner
(1996) and the corollary to Theorem I.3.1 in Vakhania et al. (1987) imply that G is
Radon. Hence, since G is centered Gaussian, we know by the remark following Proposi-
tion 7.4 in Davydov et al. (1998) that the supportD0 of G is a closed separable subspace
of D and hence a separable Banach space under ‖·‖D. Therefore, by Proposition 1.12.17
in Bogachev and Smolyanov (2017), it follows that, for all x ∈ D0,
‖x‖D = ∞sup
n=1
x∗n(x) , (D.52)
where {x∗n}∞n=1 is a sequence living in D∗0,1, the unit ball of the topological dual space
D∗0 of D0. By the Hahn-Banach extension theorem (see, for example, Theorem 5.53 in
Aliprantis and Border (2006)), each x∗n admits an extension that belongs to D∗1, which
we continue to denote by x∗n with some abuse of notation. In other words, (D.53) holds
with {x∗n}∞n=1 living in D∗1. Since P (G ∈ D0) = 1, we then obtain that
‖G‖D = ∞sup
n=1
x∗n(G) , (D.53)
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almost surely, where {x∗n}∞n=1 belongs to D∗1. For each n, we have E[x∗n(G)] = 0 due
to G being centered. Moreover, the supremum in (D.53) is finite almost surely. Since
supx∗∈D∗1 E[x
∗(G)2] > 0 by assumption, Theorem 2.2.1 in Yurinsky (1995) implies that F
is absolutely continuous on (r0,∞) with r0 ≡ inf{r ∈ R : F (r) > 0}. Since the support
D0 of G as a subspace includes 0 (in D), we have by Problem 11.3 in Davydov et al.
(1998) that r0 = 0. This proves the first claim. The second claim follows immediately
by applying Theorem 2.2.2-(a) in Yurinsky (1995) with b = mF and noting that t ≡
Φ−1(F (mF )) ≥ Φ−1(0.5) = 0. 
Appendix E Additional Simulation Studies
This section conducts additional simulation studies for three restrictions: concavity/-
convexity, monotonicity jointly with convexity, and Slutsky restriction. For the first two,
we shall compare to the test by Lee et al. (2017) which is asymptotically nonconservative
and meanwhile computationally manageable—see the discussions of other existing tests
in Example B.2. For the Slutsky restriction, one may also adopt the nonconservative test
by Chernozhukov et al. (2015). However, its implementation requires nonlinearly con-
strained optimization(in addition to optimization over the estimated set of minimizers)
in each bootstrap repetition, and the computation cost grows quickly with the relevant
dimension (Zhu, 2020, p.617). By restricting to linear (in g0 in the context of Example
2.4) constraints, Zhu (2020) develop a computationally simpler inferential framework,
which unfortunately excludes the Slutsky restriction. For these reasons, we shall only
implement our test for the Slutsky restriction. We stress, however, that Chernozhukov
et al. (2015) accommodate partial identification while we cannot.
The first set of simulations makes use of exactly the same univariate design (26) in
Section 4, and we aim to test whether θ0 is convex, and whether θ0 is nondecreasing and
convex. The implementation of our tests remains unchanged other than adjusting linear
constraints in quadratic programs accordingly. Following Fan and Gijbels (1996, p.59),
the LSW tests are implemented similarly as before but now based on local polynomial
regression of order q = 3 for both restrictions (so that the bandwidths are evaluated at
q = 3). Note in particular that, for the joint test of monotonicity and convexity, we
estimate the first and second derivatives of θ0 in a single local polynomial regression of
order 3, instead of two separate regressions, for ease of computation. Thus, in assessing
that “additional restrictions help improve power”, one should compare to resulting power
curves to those for convexity, rather than those for monotonicity in Section 4 which are
associated with a different convergence rate rn (through its dependence on q).
The second set of simulations are based on the same design for (27) except
θ0(z1, z2) = a
(1
2
zb1 +
1
2
zb2
)1/b + c log(1 + 5(z1 + z2)) , (E.1)
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where adopt the same set of choices for (a, b, c) but with ∆ = 0.05 replaced by ∆ = 0.2,
so that the power of the implemented tests is close to one as δ increases from 1 to 10.
We then aim to test concavity of θ0. To ease computation, the L2-integrals for our test
are evaluated over [0.1, 0.9]2 but now with marginal step size 0.1. The LSW tests are
based on the Hessian matrix z 7→ Θ0(z) of θ0 so that, in the notation of LSW, J = 1
and vτ,1(z) = a⊺τΘ0(z)aτ with aτ ≡ [cos(τ), sin(τ)]⊺. To reduce computation cost, we
approximate the resulting triple integrals over z ∈ [0.1, 0.9]2 with marginal step size 0.1
and over τ based on 500 draws from the uniform distribution on [0, 2π]. As with the
LSW tests for (27), the number of Monte Carlo simulation replications for the LSW
tests in the bivariate design (E.1) is decreased to be 1000.
Table E.1. Empirical Size of Shape Tests for θ0 in (26) at α = 5%
Shape n γn
FS-C3: kn = 7 FS-C5: kn = 9 FS-C7: kn = 11
D1 D2 D3 D1 D2 D3 D1 D2 D3
Con
500
1/n 0.048 0.042 0.009 0.056 0.047 0.016 0.053 0.045 0.017
0.01/ log n 0.048 0.042 0.009 0.056 0.047 0.016 0.053 0.045 0.017
0.01 0.049 0.042 0.009 0.056 0.048 0.016 0.053 0.045 0.017
750
1/n 0.058 0.046 0.007 0.062 0.055 0.011 0.059 0.055 0.019
0.01/ log n 0.058 0.046 0.007 0.062 0.055 0.011 0.059 0.055 0.019
0.01 0.058 0.046 0.008 0.062 0.055 0.011 0.059 0.056 0.020
1000
1/n 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.044 0.013
0.01/ log n 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.044 0.013
0.01 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.045 0.013
Mon-Con
500
1/n 0.050 0.026 0.007 0.054 0.032 0.011 0.054 0.032 0.013
0.01/ log n 0.050 0.026 0.007 0.054 0.032 0.011 0.054 0.032 0.013
0.01 0.050 0.026 0.007 0.054 0.033 0.011 0.054 0.032 0.014
750
1/n 0.056 0.026 0.005 0.059 0.034 0.008 0.057 0.034 0.017
0.01/ log n 0.056 0.026 0.005 0.059 0.034 0.008 0.057 0.034 0.017
0.01 0.056 0.026 0.005 0.059 0.035 0.008 0.057 0.034 0.018
1000
1/n 0.055 0.022 0.004 0.055 0.029 0.006 0.053 0.030 0.010
0.01/ log n 0.055 0.022 0.004 0.055 0.029 0.006 0.053 0.030 0.010
0.01 0.055 0.023 0.004 0.056 0.029 0.006 0.053 0.030 0.010
Shape Tests
n = 500 n = 750 n = 1000
D1 D2 D3 D1 D2 D3 D1 D2 D3
Con
LSW-S 0.059 0.058 0.048 0.063 0.058 0.049 0.057 0.055 0.046
LSW-L 0.063 0.066 0.050 0.064 0.064 0.047 0.058 0.058 0.046
Mon-Con
LSW-S 0.065 0.057 0.030 0.065 0.052 0.032 0.060 0.048 0.026
LSW-L 0.068 0.057 0.030 0.069 0.053 0.031 0.065 0.054 0.026
Note: “Con” refers to “Convexity”, and “Mon-Con” refers to “Monotonicity and Convexity”. The
parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
Tables E.1-E.2 summarize the empirical sizes with γn ∈ {1/n, 0.01/ log n, 0.01}—see
also Tables H.2-H.3 in Appendix H. Once again, our tests are insensitive to the choice
of γn. In the univariate case, our tests control sizes well across shapes, sample sizes
and the number of knots, while LSW’s tests for monotonicity jointly with convexity
are slightly over-sized. In the bivariate case, our tests, especially FS-C1 (in which case
the sieve dimension is 25), tend to over-reject though to an overall lesser extent as n
increases. The size distortions in small samples may be explained by the fact that the
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Table E.2. Empirical Size of Concavity Tests for θ0 in (E.1) at α = 5%
n γn
FS-Q0: kn = 9 FS-Q1: kn = 16 FS-C0: kn = 16 FS-C1: kn = 25
D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n 0.062 0.061 0.015 0.069 0.067 0.029 0.070 0.067 0.028 0.083 0.081 0.044
0.01/ log n 0.062 0.061 0.015 0.069 0.067 0.029 0.070 0.067 0.028 0.083 0.081 0.044
0.01 0.063 0.061 0.015 0.069 0.067 0.029 0.071 0.068 0.029 0.084 0.082 0.045
750
1/n 0.064 0.063 0.011 0.073 0.073 0.027 0.072 0.073 0.024 0.069 0.071 0.035
0.01/ log n 0.064 0.063 0.011 0.073 0.073 0.027 0.072 0.073 0.024 0.069 0.071 0.035
0.01 0.065 0.063 0.011 0.074 0.074 0.028 0.074 0.074 0.024 0.069 0.071 0.036
1000
1/n 0.057 0.059 0.004 0.067 0.066 0.018 0.069 0.067 0.014 0.066 0.065 0.027
0.01/ log n 0.057 0.059 0.004 0.067 0.066 0.018 0.069 0.067 0.014 0.066 0.065 0.027
0.01 0.057 0.059 0.004 0.067 0.067 0.018 0.070 0.068 0.014 0.067 0.065 0.027
n
LSW-S LSW-L
D1 D2 D3 D1 D2 D3
500 0.046 0.049 0.043 0.059 0.055 0.049
750 0.068 0.056 0.049 0.071 0.074 0.048
1000 0.053 0.053 0.043 0.062 0.051 0.037
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
Gaussian approximation is inaccurate due to a “large” number of regressors being used
in the sieve estimation. On the other hand, LSW-L and in particular LSW-S exhibit
overall less size distortions compared to our tests except FS-Q0.
In turn, Figures E.1-E.2 depict the power curves, where we only show our tests with
γn = 0.01/ log n due to space limitation and the fact that other choices of γn enjoy very
similar curves—see also Figures H.8-H.9 and H.11 in Appendix H. Overall, our tests
appear to be significantly more powerful than the LSW tests across shapes, sample sizes
and the number of interior knots, in both univariate and bivariate designs. The power of
the LSW tests in the bivariate case is less than 25% across sample sizes. The substantial
power gaps are in line with the fact that the LSW tests entail estimation of the second
derivatives of θ0, which admit slower rates of convergence. We note, however, that our
test of convexity in the design (26) has power slightly below 5% when δ = 1. This is
a setting where θ0 is visually close to being convex. By further imposing monotonicity,
the power discrepancies at δ = 1 then vanish—see the second row in Figure E.1.
Our final set of Monte Carlo simulations concerns Slutsky restriction based on Exam-
ple 2.4 with dq = 2. Concretely, we draw i.i.d. samples {P ∗1i, P ∗2i, Y ∗i , Z∗i , U1i, U2i}ni=1 from
the standard normal distribution in R6 and set Pi = [P1i, P2i]⊺ with Pji = 1 + Φ(P ∗ji),
Yi = Φ(Y ∗i ), Zi = Φ(Z
∗
i ) and Ui = [U1i, U2i]
⊺ for all i and j = 1, 2. In turn, we let
Γ0 = [1, 1]⊺ and consider three specifications for g0 ≡ [g10, g20]⊺ under the null:
gj0(p1, p2, y) = ap
1
b−1
j
y
p
b/(b−1)
1 + p
b/(b−1)
2
+ c , j = 1, 2 , (E.2)
with (a, b, c) = (0, 0.5, 0.5), (0.5, 0, 0) and (1, 0.5, 0), labeled D1, D2 and D3 respectively.
Note that D1 is a least favorable case, while D2 and D3 may be respectively rationalized
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Figure E.1. Empirical power of shape tests for (26) where our tests are implemented with
γn = 0.01/ logn and corresponding to δ = 0 are the empirical sizes under D1.
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Figure E.2. Empirical power of concavity tests for (E.1) where our tests are implemented with
γn = 0.01/ logn and corresponding to δ = 0 are the empirical sizes under D1.
Table E.3. Empirical Size of Testing Slutsky Restriction on g0 in (E.2) at α = 5%
n γn
FS-Q0: kn = 27 FS-Q1: kn = 64 FS-C0: kn = 64 FS-C1: kn = 125
D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3
1000
1/n 0.065 0.033 0.020 0.082 0.050 0.033 0.089 0.052 0.033 0.142 0.090 0.066
0.01/ log n 0.065 0.033 0.020 0.081 0.050 0.033 0.089 0.052 0.033 0.142 0.090 0.066
0.01 0.065 0.033 0.020 0.082 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
3000
1/n 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.01/ log n 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.01 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
5000
1/n 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.01/ log n 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.01 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
by a Cobb-Douglas and a CES (constant elasticity of substitution) utility functions. For
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Figure E.3. Empirical power of testing Slutsky restriction on g0 in (E.3) with γn = 0.01/ logn,
where corresponding to δ = 0 are the empirical sizes under D1.
specifications under the alternative, we choose
[g10(p1, p2, y), g20(p1, p2, y)] = [exp{(p1 − 1.5)0.1δ}, exp{−(p2 − 1.5)0.1δ}] , (E.3)
where δ = 1, . . . , 10. The resulting Slutsky matrix θ0(p1, p2, y) at each (p1, p2, y) (as
defined in (8)) has one of its eigenvalues positive and the other negative.
To implement our test, we construct a vector hkn of series functions via tensor
product of univariate B-splines, obtain gˆn by regressing {Qi}ni=1 on {hkn(Pi, Yi), Zi}ni=1,
and then derive θˆn by differentiating gˆn. The whole procedure can be streamlined
by the commands spmak, fnval and fnder provided by the Curve Fitting Toolbox in
MATLAB. A practical issue of grave concern is, however, that estimation of θ0 now
involves trivariate nonparametric functions, resulting in potentially too large a sieve
dimension kn (e.g., kn = 125 for FS-C1). For this reason, we employ the same set of
B-splines as in the bivariate design, but experiment with n ∈ {1000, 3000, 5000}. In
turn, we evaluate the integrals (see (9)) over [1.1, 1.9]2 × [0.1, 0.9] with marginal step
size 0.05. Finally, we construct the critical values based on the sieve score bootstrap
with i.i.d. standard normals as weights—see Appendix F.3 (note that our designs are
configured without endogeneity for simplicity).
Table E.3 and Figure E.3 report partial results of our simulations—see Table H.6
and Figure H.12 in Appendix H for the full set of results. Not surprisingly, our tests
exhibit marked size distortions when the sieve dimension is “large” relative to the sam-
ple size, but otherwise control size reasonably well. As emphasized previously, Gaussian
approximation may be inaccurate if kn is “too large.” On the other hand, the power
performance is influenced by kn through two channels: accuracy of the Gaussian ap-
proximation and the rate rn =
√
n/kn. This may explain the relative low power of our
tests when n = 1000, though all power curves improve as n increases.
To conclude, we report the run times of a single replication based on designs D1 in
the computing environment of Section 4. For brevity we again only report our tests with
the smallest and the largest kn, based on γn = 0.01/ log n. Overall, Table 3 supports our
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previous claim on the relative computational simplicity of our tests—when comparing
run-times across shapes and the dimensions of covariates, keep in mind that the fineness
of discretization varies. In actual implementations when working with real data sets,
one may increase the number of grid points and the number of bootstrap repetitions, as
the computational cost is no more than one Monte Carlo simulation replication.
Table E.4. Run-times (in Seconds) of Shape Tests
n
Convexity: (26) Mon-Con: (26) Concavity: (E.1) Slutsky: (E.2)
FS LSW FS LSW FS LSW FS
C3 C7 L S Q0 C1 L S Q0 C1 L S Q0 C1
500 0.24 0.24 23.02 22.32 0.24 0.27 23.61 23.25 16.05 17.09 13.16 13.29 11.62 17.75
750 0.25 0.26 56.42 57.43 0.26 0.29 57.56 57.59 14.96 16.53 38.76 38.78 11.52 19.30
1000 0.25 0.26 102.21 101.64 0.26 0.26 101.41 102.78 16.12 17.12 68.08 69.11 11.67 20.76
Note: The sample sizes for the Slutsky restriction from top to bottom should be 1000, 3000 and 5000.
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ment due to space limitation. In particular, Appendix F verifies the main assumptions
for our examples, Appendix G provides proofs for Appendix C, and Appendix H collects
the complete set of simulation results for Section 4 and Appendix E.
a . b For some constant M that is universal in the proof, a ≤Mb.
a(j) The j-th coordinate of a vector a ∈ Rd.
a(−j) The vector in Rd−1 obtained by deleting the j-th entry of a ∈ Rd.
a ∧ b, a ∨ b For a, b ∈ R, a ∧ b = min{a, b} and a ∨ b = max{a, b}.
aΛ For a set Λ in a vector space and a ∈ R, aΛ ≡ {aλ : λ ∈ Λ}.
Λ + θ For a set Λ and an element θ in a vector space, Λ+ θ ≡ {λ+ θ : λ ∈ Λ}.
Λ + Γ For sets Λ and Γ in a vector space, Λ + Γ ≡ {λ+ γ : λ ∈ Λ, γ ∈ Γ}.
Λ For a set Λ in a topological space, Λ is the closure of Λ.
A− The Moore-Penrose inverse of a matrix A.
A−l For a matrix A ∈Mm×k, A−l ≡ (A⊺A)−A⊺.
σmin(A) The smallest singular value of a matrix A.
σmax(A) The largest singular value of a matrix A.
λmin(A) The smallest eigenvalue of a matrix A for a symmetric matrix A.
λmax(A) The largest eigenvalue of a matrix A for a symmetric matrix A.
‖A‖ For a matrix A, ‖A‖ ≡ √tr(A⊺A).
‖A‖o For a matrix A, ‖A‖o ≡ sup{‖Ax‖/‖x‖ : x 6= 0} ≡ σmax(A).
A ≤ B For matrices A and B, A ≤ B iff B −A is positive semidefinite.
‖X‖P,r The Lr norm of a random variable X under measure P .
d= Equality in distribution.
‖X‖P,∞ The essential supremum norm of X under measure P .
‖f‖∞ For a function f : T →Mm×k, ‖f‖∞ ≡ supt∈T
√
tr(f(t)⊺f(t)).
ℓ∞(T ) For a nonempty set T , ℓ∞(T ) ≡ {f : T → R : ‖f‖∞ <∞}.
1
Appendix F Discussions of Examples 2.1-2.4
In this section, we verify our main assumptions for Examples 2.1-2.4. Throughout, we
assume that the underlying probability space is sufficiently rich for the sake of strong
approximations. This is, however, not a restriction as one may always augment the
original space by taking a suitable product space (Chernozhukov et al., 2013).
F.1 Nonparametric Instrumental Variable Regression (NPIV)
Since Example 2.1 is a special case of Example 2.2, we focus on the latter for simplicity—
see also Chernozhukov et al. (2013) and Belloni et al. (2015) for strong approximation
results for the former. We proceed by introducing some notation. Let {hk}∞k=1 and
{bm}∞m=1 be basis functions for approximating θ0 and the instrument space respectively.
Define Y n ≡ (Y1, . . . , Yn)⊺, hkn ≡ (h1, . . . , hkn)⊺, and bmn ≡ (b1, . . . , bmn)⊺, and set
Hn ≡ [hkn(Z1), . . . , hkn(Zn)]⊺ , Bn ≡ [bmn(V1), . . . , bmn(Vn)]⊺ . (F.1)
Here, we require mn ≥ kn, just as in classical 2SLS estimation. Further define
Φn,P ≡ E[hkn(Z)hkn(Z)⊺] , Ψn,P ≡ E[bmn(V )bmn(V )⊺] ,
Πn,P ≡ E[bmn(V )hkn(Z)⊺] , (F.2)
and their respective sample analogs:
Φˆn ≡ H
⊺
nHn
n
, Ψˆn ≡ B
⊺
nBn
n
, Πˆn ≡ B
⊺
nHn
n
. (F.3)
In turn, we estimate θ0 by θˆn ≡ βˆ⊺nhkn , where βˆn is the series 2SLS estimator, i.e.,
βˆn ≡ [Πˆ⊺nΨˆ−n Πˆn]−Πˆ⊺nΨˆ−n
1
n
B⊺nY n . (F.4)
Thus, if Z = V and hkn = bmn , then βˆn reduces to the series LS estimator.
Next, let Hkn and Bmn be the subspaces spanned by h1, . . . , hkn and b1, . . . , bmn
respectively. Then we denote by Projk the projection operator in L
2(Z) onto Hkn , and
by Projm the projection operator in L
2(V ) onto Bmn . Thus, if θ ∈ L2(Z), then
Projkθ = γ
⊺
n,Ph
kn , γn,P ≡ Φ−1n,PEP [hkn(Z)θ(Z)] . (F.5)
Let Projm,k : L
2(Z)→ L2(Z) be the 2SLS projection operator define by
Projm,kθ = β
⊺
n,Ph
kn , (F.6)
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where βn,P ≡ (Π⊺n,PΨ−1n,PΠn,P )−1Π⊺n,PΨ−1n,PEP [bmn(V )θ(Z)]. Moreover, for an,P (z) ≡
θP (z) − hkn(z)⊺βn,P which is the 2SLS projection residual, let
An,P ≡ [an,P (Z1), . . . , an,P (Zn)]⊺ . (F.7)
Finally, we define the conditional expectation operator ΥP : L2(Z)→ L2(V ) by
ΥP θ ≡ EP [θ(Z)|V ] . (F.8)
With these notation in hand, we now impose the following sufficient conditions,
where the Hilbert space H is the space of squared integrable functions on the support
of Z with respect to the Lebesgue measure.
Assumption F.1. (i) (a) {Yi, Zi, Vi}ni=1 are i.i.d., generated by (5) and governed by
P ∈ P; (b) The operator ΥP : L2(Z) → L2(V ) is injective for each P ∈ P; (c)
‖ · ‖H . ‖ · ‖L2(Z); (d) The support Z of Z is bounded uniformly in P ∈ P.
(ii) {hk}∞j=1 are functions on Z satisfying (a) supn∈N supP∈P λmax(Φn,P ) < ∞; (b)
supP∈P ‖hkn‖P,∞ ≤ ξn where {ξn} is bounded from below; (c) ‖θ0−γ⊺n,Phkn‖P,∞ = O(δn)
for some δn = o(1), uniformly in P ∈ P; (d) ‖ΥP (θ0 − γ⊺n,Phkn)‖L2(V ) . sn‖θ0 −
γ⊺n,Ph
kn‖L2(Z) for some sn > 0, all n and P ∈ P.
(iii) {bm}∞m=1 are functions on V satisfying (a) the eigenvalues of Ψn,P are bounded
above and away from zero uniformly in n and P ∈ P; (b) supP∈P ‖bmn‖P,∞ ≤ ξn; (c)
infP∈P σmin(Πn,P ) & sn > 0 for each n; (d) ‖Projm,k(θ0−γ⊺n,Phkn)‖∞ . ‖θ0−γ⊺n,Phkn‖∞
uniformly in P ∈ P.
(iv) (a) supP∈P ‖EP [|u|3|V ]‖P,∞ <∞; (b) EP [u2|V ] > σ2 almost surely for some abso-
lute constant σ2 > 0 and for all P ∈ P.
(v) (a) 2 ≤ kn ≤ mn ≤ c0kn for some c0 ≥ 1; (b) ̟n = o(1) with ̟n defined as
̟n ≡
√
nsn
ξn
δn + (
ξnm
2
n√
n
)1/3 + s−1n
√
ξ2nmn logmn
n
+ δn
√
(ξ2n logmn) ∨mn ; (F.9)
(c) ξ3n{(logmn)/n}1/2 = o(1).
(vi) (a) {Wi}∞i=1 is an i.i.d. sequence of random variables; (b) {Wi}ni=1 are independent
of {Xi}ni=1 for all n; (c) E[W1] = 0, Var(W1) = 1 and E[|W1|3] <∞.
Assumption F.1 is essentially due to Chen and Christensen (2018) who study general
functionals of θ0 but are concerned with pointwise in P results. Assumption F.1(i)
is standard. In particular, Assumption F.1(i)-(b) is the so-called L2(Z)-completeness
condition that is necessary for point identification of θ0. While Lp-completeness cannot
be nontrivially tested (Canay et al., 2013), Andrews (2017) show that, as a restriction
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lying between completeness and bounded completeness, L2-completeness is generic in
the sense that the set of distributions for which L2-completeness fails is “shy” within
a certain set of distributions, a notion generalizing the concept of Lebesgue null sets
to infinite dimensional settings. Given Assumption F.1(i)-(d), Assumption F.1(i)-(c)
is satisfied if the density of Z is bounded away from zero on the support, uniformly
in P ∈ P. Assumptions F.1(ii) and (iii) are mostly standard in series estimation.
In particular, Assumption F.1(ii)-(c) may be verified by results from approximation
theory in conjunction with Proposition 3.1 in DeVore and Lorentz (1993)—see Belloni
et al. (2015) and Chen and Christensen (2018). The possibility that sn may approach
zero reflects the fundamental issue that the NPIV model may be ill-posed (Newey and
Powell, 2003; Carrasco et al., 2007). Given Assumptions F.1(i)-(b), (ii)-(a) and (iii)-
(a)(d), σ−1min(Πn,P ) is equivalent to, up to constants, the sieve measure of ill-posedness
(Blundell et al., 2007)—see Lemma A.1 in Chen and Christensen (2018) and Corollary
11.6.5 in Bernstein (2018). Assumptions F.1(ii)-(d) and (iii)-(d) are mild—see Chen and
Christensen (2018, p.56) for more discussions. Assumption F.1(iv) imposes mild moment
restrictions. Assumption F.1(iv)-(b) may be dispensed with at the cost of potentially
slowing down the coupling rate. Assumption F.1(v) regulates the tuning parameters,
approximation errors of the basis functions, and the degree of ill-posedness. Finally,
Assumption F.1(vi) supplies the multiplier-type bootstrap weights.
As a first step, we derive the uniform (in P ∈ P) Bahadur representation for βˆn.
Lemma F.1. If Assumptions F.1(i)-(a)(b), (ii), (iii)-(a)(b)(c), (iv)-(a) and (v)-(a)(b)
hold, then it follows that, uniformly in P ∈ P,
βˆn − βn,P = (Π⊺n,PΨ−1n,PΠn,P )−1Π⊺n,PΨ−1n,P
1
n
n∑
i=1
bmn(Vi)ui
+Op(s−2n
√
ξ2nmn log(mn)
n2
+ s−1n δn
√
(ξ2n logmn) ∨mn
n
) . (F.10)
Proof: Throughout, Assumptions F.1(i)-(b) and (v)-(a) are silently imposed. Then,
by Assumptions F.1(i)-(a) and (iii)-(a)(b), we may invoke Lemma 6.2 in Belloni et al.
(2015) and Markov’s inequality to conclude that, uniformly in P ∈ P,
‖Ψˆn −Ψn,P‖o = Op(
√
ξ2n logmn
n
) , (F.11)
where we also exploited ξ2n log(mn)/n = o(1) by Assumption F.1(v)-(b). By result (F.11)
and Assumption F.1(iii)-(a), it follows from Lemma F.13 that
‖Ψˆ−n −Ψ−1n,P‖o = Op(
√
ξ2n logmn
n
) , (F.12)
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uniformly in P ∈ P. Assumption F.1(iii)-(a) and Proposition 3.2 in van Hemmen and
Ando (1980) (see also Problem X.5.5 in Bhatia (1997)) together imply from result (F.12)
that, uniformly in P ∈ P,
‖Ψˆ−1/2n −Ψ−1/2n,P ‖o ≤
1
{λmin(Ψ−1n,P )}1/2
‖Ψˆ−n −Ψ−1n,P‖o . Op(
√
ξ2n logmn
n
) . (F.13)
Moreover, by Assumptions F.1(i)-(a), (ii)-(a)(b), (iii)-(a)(b) and (v)-(b), we may invoke
Corollary E.1 in Kato (2013) to conclude that, uniformly in P ∈ P,
‖Πˆn −Πn,P‖o = Op(
√
ξ2n log(mn)
n
) . (F.14)
By Assumptions F.1(ii)-(a) and (iii)-(a), we note also that Lemma F.15 implies
sup
n∈N
sup
P∈P
‖Πn,P‖o <∞ . (F.15)
Given results (F.13), (F.14) and (F.15), together with Assumption F.1(iii)-(a), we
may then conclude by Lemma F.14 that, uniformly in P ∈ P,
‖Ψˆ−1/2n Πˆn −Ψ−1/2n,P Πn,P‖o = Op(
√
ξ2n log(mn)
n
) . (F.16)
By Assumptions F.1(iii)-(a)(c) and Corollary 11.6.5 in Bernstein (2018), we note
σmin(Ψ
−1/2
n,P Πn,P ) ≥ σmax(Ψn,P )−1/2σmin(Πn,P ) & sn , (F.17)
uniformly in P ∈ P. Define the event An,P as
An,P ≡ {‖Ψˆ−1/2n Πˆn −Ψ−1/2n,P Πn,P ‖o ≤
1
2
σmin(Ψ
−1/2
n,P Πn,P ) ,
Ψˆ−1/2n Πˆn has full column rank} . (F.18)
Results (F.16) and (F.17), Lemma F.13, and Assumption F.1(v)-(b) then imply
lim sup
n→∞
sup
P∈P
P (Acn,P ) = 0 . (F.19)
By results (F.16), (F.17) and (F.19), we in turn have by Lemma F.4 in Chen and
Christensen (2018) that, uniformly in P ∈ P,
‖(Ψˆ−1/2n Πˆn)−l − (Ψ−1/2n,P Πn,P )−l ‖o = Op(s−2n
√
ξ2n log(mn)
n
) . (F.20)
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Moreover, result (F.17) and Fact 8.3.33 in Bernstein (2018) imply:
‖(Ψ−1/2n,P Πn,P )−l ‖o ≤ σmin(Ψ−1/2n,P Πn,P )−1 = O(s−1n ) , (F.21)
uniformly in P ∈ P. In turn, given results (F.13), (F.20) and (F.21), we may obtain by
Lemma F.14 that, uniformly in P ∈ P,
‖(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n − (Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P ‖o = Op(s−2n
√
ξ2n log(mn)
n
) , (F.22)
where we also exploited ‖Ψ−1/2n,P ‖o ≤ σmin(Ψn,P )−1/2 <∞ uniformly in n and P ∈ P (by
Assumption F.1(iii)-(a)) and boundedness of {sn} (by result (F.15)).
Now, by Jensen’s inequality and Assumption F.1(i)-(a), we have
EP [‖B
⊺
nUn
n
‖] ≤ { 1
n
EP [bmn(V )⊺bmn(V )u2]}1/2
.
1√
n
{EP [‖bmn(V )‖2]}1/2 .
√
mn
n
, (F.23)
where the second inequality follows by Assumption F.1(iv)-(a), and the third inequality
by Assumption (iii)-(a) and Lemma F.16. In turn, we thus obtain from results (F.22)
and (F.23) that, uniformly in P ∈ P,
‖[(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n − (Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P ]
B⊺nUn
n
‖
≤ ‖(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n − (Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P ‖o‖
B⊺nUn
n
‖
= Op(s−2n
√
ξ2nmn log(mn)
n2
) . (F.24)
Since Πˆ⊺nΨˆ
−
n Πˆn = (Ψˆ
−1/2
n Πˆn)⊺Ψˆ
−1/2
n Πˆn, we know by result (F.19) that
lim inf
n→∞ infP∈P
P (Πˆ⊺nΨˆ
−
n Πˆn is invertible) = 1 . (F.25)
Let En ≡ {Πˆ⊺nΨˆ−n Πˆn is invertible}. Since (Πˆ⊺nΨˆ−n Πˆn)−Πˆ⊺nΨˆ−n Πˆn = Ikn under the event
En, we may thus write by simple algebra that, under En,
βˆn − βn,P = [Πˆ⊺nΨˆ−n Πˆn]−Πˆ⊺nΨˆ−nB⊺nUn/n + [Πˆ⊺nΨˆ−n Πˆn]−Πˆ⊺nΨˆ−nB⊺nAn,P /n . (F.26)
The lemma then follows from combining Lemma F.2, (F.24), (F.25), and (F.26). 
Proposition F.1 (Strong Approximation for Series 2SLS Estimators). Assumptions
F.1(i), (ii), (iii), (iv)-(a) and (v)-(a)(b) together imply Assumption 3.2(i) with rn =√
nsn/ξn, θˆn = βˆ⊺nh
kn, cn = ̟nℓn for ̟n as in (F.9) and any sequence {ℓn} of positive
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scalars that tend to infinity (slowly), and
Zn,P =
sn
ξn
(hkn)⊺(Π⊺n,PΨ
−1
n,PΠn,P )
−1Π⊺n,PΨ
−1
n,PGn,P , (F.27)
where Gn,P ∼ N(0,Σn,P ) for Σn,P ≡ EP [bmn(V )bmn(V )⊺u2].
Remark F.1. As clear from the proof, one may replace rn =
√
nsn/ξn with rn =√
nsn,P/ξn F.2 for sn,P ≡ σmin(Πn,P ). Since sn,P is unknown, in practice one may in
turn replace it by sˆn ≡ σmin(Πˆn). The resulting difference is asymptotically negligible
by Weyl’s inequality (see, for example, Fact 11.16.40 in Bernstein (2018)), result (F.14),
Assumption F.1(v)-(b) and supP∈P E[‖Zn,P ‖] being bounded uniformly in n. 
Proof of Proposition F.1: Let ∆n,P ≡
∑n
i=1EP [‖bmn(Vi)ui/
√
n‖3]. By Assump-
tions F.1(i)-(a), (iii)-(b) and (iv)-(a) and the law of iterated expectations, we have:
∆n,P = EP [
‖bmn(V1)u‖3√
n
] . EP [
ξn‖bmn(V1)‖2√
n
] .
ξnmn√
n
, (F.28)
where the final step follows by Assumption F.1(iii)-(a) and Lemma F.16. By Assumption
F.1(i)-(a), we may apply Yurinskii’s coupling (Pollard, 2002, Theorem 10.10) to conclude
that, for any ǫ > 0, there is some Gn,P ∼ N(0,Σn,P ) satisfying
P (‖ 1√
n
n∑
i=1
bmn(Vi)ui −Gn,P ‖ > 3ǫ) . ηn,P (1 + | log(1/ηn,P )|
mn
) , (F.29)
where ηn,P ≡ ∆n,Pmn/ǫ3. By result (F.28), Assumption F.1(v)-(b) and x 7→ x| log(1/x)|
being increasing on (0, x0) for some small x0 > 0, it follows from (F.29) that
P (‖ 1√
n
n∑
i=1
bmn(Vi)ui −Gn,P ‖ > 3ǫ) . ηn(1 + | log(1/ηn)|
mn
) , (F.30)
where ηn ≡ ξnm2nn−1/2/ǫ3. Setting ǫ ≡M(ξnm2n/
√
n)1/3 with M > 0 in (F.30) yields
P (‖ 1√
n
n∑
i=1
bmn(Vi)ui −Gn,P ‖ > 3M(ξnm2n/
√
n)1/3) .
1
M3
(1 +
|3 logM |
mn
) , (F.31)
In turn, we may conclude by (F.31) that, uniformly in P ∈ P,
‖ 1√
n
n∑
i=1
bmn(Vi)ui −Gn,P‖ = Op((ξnm
2
n√
n
)1/3) . (F.32)
Next, by result (F.77) and simple algebra, we have that, uniformly in P ∈ P,
‖rn{θˆn − θP} − rn(hkn)⊺{βˆn − βn,P}‖H = ‖rn{θP − β⊺n,Phkn}‖H
. ‖rn{θP − β⊺n,Phkn}‖∞ . ‖rn{θP − γ⊺n,Phkn}‖∞ . O(rnδn) . (F.33)
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By Assumption F.1(iii)-(a) and result (F.21), we note that
‖(Π⊺n,PΨ−1n,PΠn,P )−1Π⊺n,PΨ−1n,P‖o
= ‖(Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P ‖o ≤ ‖(Ψ−1/2n,P Πn,P )−l ‖‖Ψ−1/2n,P ‖ . s−1n . (F.34)
In turn, by the Cauchy-Schwarz inequality, Assumption F.1(ii)-(b), Lemma F.1, and
results (F.32) and (F.34), we may obtain that
‖rn(hkn)⊺{βˆn − βn,P} − sn
ξn
(hkn)⊺(Π⊺n,PΨ
−1
n,PΠn,P )
−1Π⊺n,PΨ
−1
n,PGn,P‖H
. ξn{sn
ξn
s−1n Op((
ξnm
2
n√
n
)1/3) + rnOp(s−2n
√
ξ2nmn log(mn)
n2
+ s−1n δn
√
(ξ2n logmn) ∨mn
n
)}
= Op((
ξnm
2
n√
n
)1/3 + s−1n
√
ξ2nmn log(mn)
n
+ δn
√
(ξ2n logmn) ∨mn) , (F.35)
uniformly in P ∈ P. The conclusion of the proposition then follows from results (F.33)
and (F.35), together with the triangle inequality and Assumption F.1(v)-(b). 
The Bahadur representation in Lemma F.1 suggests a natural bootstrap, namely,
the sieve score bootstrap that is proposed in Chen and Pouzo (2015) and Chen and
Christensen (2018). Concretely, for uˆi ≡ Yi − θˆn(Zi), let
Gˆn ≡ sn
ξn
(hkn)⊺[Πˆ⊺nΨˆ
−
n Πˆn]
−Πˆ⊺nΨˆ
−
n
1√
n
n∑
i=1
Wib
mn(Vi)uˆi , (F.36)
where {Wi} are bootstrap weights satisfying Assumption F.1(vi).
Proposition F.2 (Sieve Score Bootstrap for Series 2SLS Estimators). Assumption F.1
implies Assumption 3.2(ii) with Gˆn given by (F.36) with
cn = {(ξnm
2
n√
n
)1/3 + s−1n ξn
√
mn
n
+ δn + (ξ3n
√
logmn
n
)1/2}ℓ′n , (F.37)
where {ℓ′n} is any sequence of positive scalars that tends to infinity (slowly).
Remark F.2. For Assumption 3.2 overall, one should take the maximum of the coupling
rates in Propositions F.1 and F.2. The two propositions are stated in terms of two
(potentially) different rates because they may be of independent interest. 
Proof: We proceed in three steps.
Step 1: Derive a Gaussian approximation of Gˆn conditional on the data.
Let ∆ˆn ≡
∑n
i=1E[‖Wibmn(Vi)uˆi/
√
n‖3|{Xi}ni=1]. By Assumption F.1(vi) and the
8
triangle inequality, we note that
∆ˆn . n−3/2
n∑
i=1
‖bmn(Vi)uˆi‖3
. n−3/2
n∑
i=1
‖bmn(Vi)(uˆi − ui)‖3 + n−3/2
n∑
i=1
‖bmn(Vi)ui‖3
≤ n−3/2 nmax
i=1
|uˆi − ui|3
n∑
i=1
‖bmn(Vi)‖3 + n−3/2
n∑
i=1
‖bmn(Vi)‖3|ui|3 . (F.38)
By Assumptions F.1(i)-(a), (ii)-(c), (iii)-(a)(b), (iv)-(a) and (v)-(b), and Lemmas F.16
and F.3, we may in turn have from (F.38) that, uniformly in P ∈ P,
∆ˆn . n−1/2(Op(s−1n ξn
√
mn
n
+ δn))3ξnOp(mn) + n−1/2ξnOp(mn)
= Op(
ξnmn√
n
) . (F.39)
Letting Σˆn ≡
∑n
i=1 b
mn(Vi)bmn(Vi)⊺uˆ2i /n, we may then apply Theorem 10.8 in Pollard
(2002) to conclude that, for each ǫ > 0, there exists a random vector Gˆmn ∼ N(0, Σˆn)
conditional on the data that satisfies
P (‖ 1√
n
n∑
i=1
Wib
mn(Vi)uˆi − Gˆmn‖ > 3ǫ|{Xi}ni=1) ≤ C0ηˆn(1 +
| log(1/ηˆn)|
mn
) , (F.40)
where ηˆn ≡ ∆ˆnmnǫ−3 and C0 > 0 is some universal constant. Setting ǫ =M(ξnm2n/
√
n)1/3
in (F.40) and given (F.39), we may apply Fubini’s theorem and Markov’s inequality to
(F.40) to conclude that, unconditionally and uniformly in P ∈ P,
‖ 1√
n
n∑
i=1
Wib
mn(Vi)uˆi − Gˆmn‖ = Op((
ξnm
2
n√
n
)1/3) . (F.41)
Next, by results (F.22) and (F.34) and the triangle inequality, we have
‖(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n ‖o ≤ Op(s−2n
√
ξ2n log(mn)
n
) +O(s−1n ) = Op(s
−1
n ) , (F.42)
uniformly in P ∈ P, where the last step exploited Assumption F.1(v)-(b). Define
Zˆn ≡ sn
ξn
(hkn)⊺[Πˆ⊺nΨˆ
−
n Πˆn]
−Πˆ⊺nΨˆ
−
n Gˆmn . (F.43)
By results (F.41) and (F.42), Assumption F.1(ii)-(b) and the Cauchy-Schwarz inequality,
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we then obtain that, uniformly in P ∈ P,
‖Gˆn − Zˆn‖H = ‖sn
ξn
(hkn)⊺(Ψˆ−1/2n Πˆn)
−
l Ψˆ
−1/2
n (
1√
n
n∑
i=1
Wib
mn(Vi)uˆi − Gˆmn)‖H
≤ sn
ξn
ξnOp(s−1n )Op((
ξnm
2
n√
n
)1/3) = Op((
ξnm
2
n√
n
)1/3) . (F.44)
Step 2: Control the estimation error of Σˆn ≡
∑n
i=1 b
mn(Vi)bmn(Vi)⊺uˆ2i /n.
First, define the “infeasible” variance estimator
Σ˜n ≡ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺u2i . (F.45)
Then by simple algebra and the triangle inequality, we may obtain:
‖Σˆn − Σ˜n‖o ≤ ‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺(uˆi − ui)2‖o
+ 2‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺(uˆi − ui)ui‖o . (F.46)
By result (F.11) and the triangle inequality, we have
‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺‖o ≤ Op(
√
ξ2n logmn
n
) + ‖Ψn,P‖o = Op(1) , (F.47)
uniformly in P ∈ P, where the last step follows by Assumption F.1(iii)-(a) and (v)-(b).
It follows from Lemmas F.12 and F.3 and result (F.47) that, uniformly in P ∈ P,
‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺(uˆi − ui)2‖o
≤ nmax
i=1
|uˆi − ui|2‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺‖o = Op(s−2n ξ2n
mn
n
+ δ2n) . (F.48)
Next, by Assumption F.1(iv)-(a), supP∈P EP [|u|3] < ∞. Therefore, by the triangle
inequality, Lemma F.4 and Assumption F.1(v)-(b), we have
‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺|ui|‖o ≤ op(1) + EP [|u1|‖bmn(V1)bmn(V1)⊺‖o]
= op(1) + EP
[
E[|u1||V1]‖bmn(V1)bmn(V1)⊺‖o
]
= Op(1) , (F.49)
where the last step is due to Assumption F.1(iii)-(a) and (iv)-(a). In turn, it follows
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from (F.49) and Lemmas F.12 and F.3 that, uniformly in P ∈ P,
‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺(uˆi − ui)ui‖o
≤ nmax
i=1
|uˆi − ui|‖ 1
n
n∑
i=1
bmn(Vi)bmn(Vi)⊺|ui|‖o = Op(s−1n ξn
√
mn
n
+ δn) . (F.50)
Results (F.48) and (F.50) then yields from (F.46) that, uniformly in P ∈ P,
‖Σˆn − Σ˜n‖o = Op(s−1n ξn
√
mn
n
+ δn) , (F.51)
where we also exploited δn = o(1) by Assumption F.1(ii)-(c) and s−1n ξn
√
mn/n = o(1)
by Assumption F.1(v)-(b). By Lemma F.4 (with ς = 1) and result (F.51), together with
the triangle inequality, we may therefore conclude that, uniformly in P ∈ P,
‖Σˆn − Σn,P‖o ≤ ‖Σˆn − Σ˜n‖o + ‖Σ˜n − Σn,P‖o
= Op
(
s−1n ξn
√
mn
n
+ δn + (ξ3n
√
logmn
n
)1/2
)
. (F.52)
By Assumptions F.1(iii)-(a) and (iv)-(b) and the law of iterated expectations, λmin(Σn,P )
is bounded away from zero uniformly in n and P ∈ P. Therefore, we obtain by result
(F.52) and Proposition 3.2 in van Hemmen and Ando (1980) (see also Problem X.5.5 in
Bhatia (1997)) that, uniformly in P ∈ P,
‖Σˆ1/2n − Σ1/2n,P‖o ≤
1
{λmin(Σn,P )}1/2
‖Σˆn − Σn,P‖o
. Op
(
s−1n ξn
√
mn
n
+ δn + (ξ3n
√
logmn
n
)1/2
)
. (F.53)
Step 3: Remove the dependence of Zˆn on {Xi}ni=1.
By Lemma F.17, we may write Gˆmn = Σˆ
1/2
n G¯mn where G¯mn ∼ N(0, Imn) is inde-
pendent of the data {Xi}ni=1. In turn, let
Z¯n,P =
sn
ξn
(hkn)⊺(Ψ−1/2n,P Πn,P )
−
l Ψ
−1/2
n,P Σ
1/2
n,P G¯mn . (F.54)
Clearly, Z¯n,P is centered Gaussian in H and independent of {Xi}ni=1. Further define
Ωˆn ≡ (Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n Σˆ1/2n , Ωn,P ≡ (Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P Σ1/2n,P . (F.55)
Note that supP∈P ‖Σ1/2n,P‖o = supP∈P ‖Σn,P‖1/2o which are bounded uniformly in n by
Assumptions F.1(iii)-(a) and (iv)-(a). Therefore, by results (F.22), (F.34) and (F.53),
we may apply Lemma F.14 to conclude that
‖Ωˆn − Ωn,P‖o = Op(s−2n
√
ξ2n log(mn)
n
)
+Op(s−2n ξn
√
mn
n
+ s−1n δn + s
−1
n (ξ
3
n
√
logmn
n
)1/2) , (F.56)
uniformly in P ∈ P. By Assumption F.1(i)-(c) and Jensen’s inequality, we have
E[‖Zˆn − Z¯n,P‖H|{Xi}ni=1] . {E[
∫ (sn
ξn
hkn(z)⊺(Ωˆn − Ωn,P )G¯mn
)2 dz|{Xi}ni=1]}1/2
= {
∫
s2n
ξ2n
hkn(z)⊺(Ωˆn − Ωn,P )E[G¯mnG¯⊺mn ](Ωˆn − Ωn,P )⊺hkn(z) dz}1/2
= {
∫
s2n
ξ2n
hkn(z)⊺(Ωˆn − Ωn,P )(Ωˆn − Ωn,P )⊺hkn(z) dz}1/2 , (F.57)
where the first equality follows by Fubini’s theorem and the independence between G¯mn
and {Xi}ni=1, and the second equality is due to G¯mn ∼ N(0, Imn). By Assumption
F.1(i)-(d) and (ii)-(b), we obtain from (F.56) and (F.57) that
E[‖Zˆn − Z¯n,P‖H|{Xi}ni=1] . {
∫
s2n
ξ2n
‖hkn(z)‖2‖Ωˆn − Ωn,P‖2o dz}1/2 ≤ sn‖Ωˆn − Ωn,P‖o
= Op(s−1n
√
ξ2n log(mn)
n
+ s−1n ξn
√
mn
n
+ δn + (ξ3n
√
logmn
n
)1/2) , (F.58)
uniformly in P ∈ P. In turn, by Fubini’s theorem, Markov’s inequality and log x ≤ x
for x > 0, we obtain from (F.58) that, unconditionally and uniformly in P ∈ P,
‖Zˆn − Z¯n,P‖H = Op(s−1n ξn
√
mn
n
+ δn + (ξ3n
√
logmn
n
)1/2) . (F.59)
The conclusion of the proposition then follows from results (F.44), (F.59), the triangle
inequality and Assumption F.1(v)-(b)(c). 
Lemma F.2. If Assumptions F.1(i)-(a)(b), (ii), (iii)-(a)(b)(c) and (v)-(a)(b) hold, then
it follows that, uniformly in P ∈ P,
[Πˆ⊺nΨˆ
−
n Πˆn]
−Πˆ⊺nΨˆ
−
n
B⊺nAn,P
n
= Op(s−1n δn
√
(ξ2n logmn) ∨mn
n
) . (F.60)
Proof: We adapt the proof of Lemma A.3 in Chen and Christensen (2018), mostly
by making their arguments uniform in P ∈ P. Let En ≡ {Πˆ⊺nΨˆ−n Πˆn is invertible} as in
the proof of Lemma F.1. Since (Πˆ⊺nΨˆ
−
n Πˆn)
−Πˆ⊺nΨˆ−n Πˆn = Ikn under the event En, we may
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thus write by simple algebra that, under En,
[Πˆ⊺nΨˆ
−
n Πˆn]
−Πˆ⊺nΨˆ
−
n
B⊺nAn,P
n
= {(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n Ψ1/2n,P − (Ψ−1/2n,P Πn,P )−l }Ψ−1/2n,P
B⊺nDn,P
n
+ (Ψ−1/2n,P Πn,P )
−
l
{
Ψ−1/2n,P
(B⊺nDn,P
n
− EP [bmn(V )dn,P (Z)]
)}
, (F.61)
where Dn,P ≡ (dn,P (Z1), . . . , dn,P (Zn))⊺ with dn,P (z) ≡ θ0(z) − hkn(z)⊺γn,P . Result
(F.25) allows us to focus on the event En.
Before dealing with the right hand side of (F.61), we need some preparations. First,
as in the proof of Lemma F.9 in Chen and Christensen (2018), we have
EP [‖Ψ−1/2n,P
(B⊺nDn,P
n
− EP [bmn(V )dn,P (Z)]
)‖2]
≤ 1
n
EP [‖Ψ−1/2n,P bmn(V )‖2d2n,P (Z)] .
1
n
mnδ
2
n , (F.62)
where the first inequality follows by Jensen’s inequality, Assumption F.1(i)-(a) and the
fact E[‖X − E[X]‖2] ≤ E[‖X‖2] for any random vector X ∈ Rd, and the second
inequality by Lemma F.16 and Assumptions F.1(ii)-(c) and (iii)-(a). Second, by result
(F.62) and the triangle inequality, we in turn have that, uniformly in P ∈ P,
‖Ψ−1/2n,P
B⊺nDn,P
n
‖ ≤ ‖Ψ−1/2n,P EP [bmn(V )dn,P (Z)]‖+Op(δn
√
mn
n
) . (F.63)
Recalling the definitions of ΥP and Projm, we note that
‖Ψ−1/2n,P EP [bmn(V )dn,P (Z)]‖ = ‖Ψ−1/2n,P EP [bmn(V )ΥP (dn,P )(V )]‖
= ‖Projm
(
ΥPdn,P
)‖L2(V ) ≤ ‖ΥP dn,P‖L2(V ) ≤ snO(δn) , (F.64)
where the first equality follows by the law of iterated expectations, the second equality
by direct calculations, the first inequality by the projection theorem, and the second
inequality by Assumption F.1(ii)-(c)(d). By results (F.63) and (F.64) and Assumption
F.1(v)-(b), we then obtain that, uniformly in P ∈ P,
‖Ψ−1/2n,P
B⊺nDn,P
n
‖ = Op(δn
√
mn
n
) +Op(snδn) = Op(snδn) . (F.65)
Third, by Assumption F.1(iii)-(a) and result (F.22), we have: uniformly in P ∈ P,
‖(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n Ψ1/2n,P − (Ψ−1/2n,P Πn,P )−l ‖o
≤ ‖(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n − (Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P ‖o‖Ψ1/2n,P‖o
= Op(s−2n
√
ξ2n log(mn)
n
) . (F.66)
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Given the above preparations, we now obtain by results (F.65) and (F.66) that
‖{(Ψˆ−1/2n Πˆn)−l Ψˆ−1/2n Ψ1/2n,P − (Ψ−1/2n,P Πn,P )−l }Ψ−1/2n,P
B⊺nDn,P
n
‖o
≤ Op(s−2n
√
ξ2n log(mn)
n
)Op(snδn) = Op(s−1n δn
√
ξ2n log(mn)
n
) , (F.67)
uniformly in P ∈ P. Results (F.21) and (F.62) imply: uniformly in P ∈ P,
‖(Ψ−1/2n,P Πn,P )−l
{
Ψ−1/2n,P
(B⊺nDn,P
n
− EP [bmn(V )dn,P (Z)]
)}‖o
≤ O(s−1n )Op(δn
√
mn
n
) = Op(s−1n δn
√
mn
n
) . (F.68)
The lemma then follows from combining (F.61), (F.67) and (F.68). 
Lemma F.3. If Assumptions F.1(i)-(a)(b), (ii), (iii)-(a)(b)(c)(d), (iv)-(a) and (v)-
(a)(b) hold, then it follows that, uniformly in P ∈ P,
n
max
i=1
|uˆi − ui| = Op(s−1n ξn
√
mn
n
+ δn) . (F.69)
Proof: By definition, we may write
uˆi − ui = θP (Zi)− θˆn(Zi) = hkn(Zi)⊺(βn,P − βˆn) + an,P (Zi) . (F.70)
By simple algebra, we note that
(Π⊺n,PΨ
−1
n,PΠn,P )
−1Π⊺n,PΨ
−1
n,P
1
n
n∑
i=1
bmn(Vi)ui = (Ψ
−1/2
n,P Πn,P )
−
l Ψ
−1/2
n,P
B⊺nUn
n
. (F.71)
By Assumption F.1(iii)-(a) and results (F.21) and (F.23), we obtain
‖(Ψ−1/2n,P Πn,P )−l Ψ−1/2n,P
B⊺nUn
n
‖ ≤ O(s−1n )O(1)Op(
√
mn
n
) = Op(s−1n
√
mn
n
) , (F.72)
uniformly in P ∈ P. It follows from Lemma F.1, result (F.72), and the triangle inequality
that, uniformly in P ∈ P,
‖βn,P − βˆn‖ ≤ Op(s−1n
√
mn
n
) +Op(s−2n
√
ξ2nmn log(mn)
n2
) = Op(s−1n
√
mn
n
) . (F.73)
where the last step is due to Assumption F.1(v)-(b). By the Cauchy-Schwarz inequality,
Assumption F.1(ii)-(b) and result (F.73), we thus have: uniformly in P ∈ P,
n
max
i=1
|hkn(Zi)⊺(βn,P − βˆn)| ≤ ξnOp(s−1n
√
mn
n
) . (F.74)
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On the other hand, by definition we note that
an,P ≡ θP − Projm,kθP = θP − ProjkθP − (Projm,kθP − ProjkθP ) . (F.75)
Exploiting Projm,kθ = θ for any θ ∈ Hkn , we have
Projm,kθP − ProjkθP = Projm,k(θP − ProjkθP ) . (F.76)
By Assumptions F.1(ii)-(c) and (iii)-(d) and the triangle inequality, we may then obtain
from results (F.75) and (F.76) that, uniformly in P ∈ P,
‖an,P ‖∞ . ‖θP − ProjkθP‖∞ = O(δn) . (F.77)
The conclusion of the lemma then follows from combining results (F.70), (F.74) and
(F.77), together with the triangle inequality. 
Lemma F.4. Let Assumptions F.1(i)-(a) and (iii)-(a)(b) hold. If there is some constant
ς > 0 such that supP∈P EP [|u|2+ς ] <∞, then, uniformly in P ∈ P,
‖ 1
n
n∑
i=1
|ui|bmn(Vi)bmn(Vi)⊺ − EP [|u|bmn (V )bmn(V )⊺]‖o = Op(
(
ξ1+1/ςn
√
logmn
n
) 2ς
2ς+1 ) ,
‖ 1
n
n∑
i=1
u2i b
mn(Vi)bmn(Vi)⊺ − EP [u2bmn(V )bmn(V )⊺]‖o = Op(
(
ξ1+2/ςn
√
logmn
n
) ς
ς+1 ) .
Proof: We closely follow the proof of Lemma 3.1 in Chen and Christensen (2015) but
make their arguments uniform in P ∈ P. Let {Mn} be a sequence of positive scalars to
be chosen, and, for i = 1, . . . , n, set
Ξ1,i ≡ |ui|bmn(Vi)bmn(Vi)⊺1{‖uibmn(Vi)bmn(Vi)⊺‖o ≤M2n} ,
Ξ2,i ≡ |ui|bmn(Vi)bmn(Vi)⊺1{‖uibmn(Vi)bmn(Vi)⊺‖o > M2n} .
Then simple manipulations reveal that
1
n
n∑
i=1
|ui|bmn(Vi)bmn(Vi)⊺ − EP [|u|bmn(V )bmn(V )⊺]
=
1
n
n∑
i=1
(Ξ1,i −EP [Ξ1,i]) + 1
n
n∑
i=1
(Ξ2,i − EP [Ξ2,i]) . (F.78)
By construction, we have ‖Ξ1,i‖o ≤ M2n and hence, by the triangle inequality and
Jensen’s inequality (Tropp, 2015, p.40),
‖Ξ1,i − EP [Ξ1,i]‖o ≤ ‖Ξ1,i‖o + EP [‖Ξ1,i‖o] ≤ 2M2n , (F.79)
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for all i = 1, . . . , n. Moreover, we have: for all i = 1, . . . , n,
EP [(Ξ1,i − EP [Ξ1,i])2] ≤ EP [Ξ1,iΞ⊺1,i]
= EP [u2i ‖bmn(Vi)‖2bmn(Vi)bmn(Vi)⊺1{‖uibmn(Vi)bmn(Vi)⊺‖o ≤M2n}] . (F.80)
For generic vectors a ∈ Rd and b ∈ Rp, we note the simple fact that
‖ab⊺‖o = sup
x∈Rp:‖x‖=1
‖ab⊺x‖ = ‖a‖ sup
x∈Rp:‖x‖=1
|b⊺x| = ‖a‖‖b‖ . (F.81)
In view of (F.81), we may thus obtain from (F.80) that
EP [(Ξ1,i − EP [Ξ1,i])2] ≤M2nEP [|ui|bmn(Vi)bmn(Vi)⊺1{‖uibmn(Vi)bmn(Vi)⊺‖o ≤M2n}]
≤M2nEP
[
EP [|ui||Vi]bmn(Vi)bmn(Vi)⊺
]
.M2nEP
[
bmn(Vi)bmn(Vi)⊺
]
.M2nImn , (F.82)
where the last line follows by supP∈P EP [|u|2+ς ] < ∞ with ς > 0 and Assumption
F.1(iii)-(a). Since eigenvalues and singular values of any positive semidefinite matrix
coincide, we obtain by result (F.81) and Corollary III.2.3 in Bhatia (1997) that
‖EP [(Ξ1,i − EP [Ξ1,i])2]‖o .M2n . (F.83)
Given (F.79) and (F.83) and Assumption F.1(i)-(a), we may invoke Theorem 6.6.1 in
Tropp (2015) and Markov’s inequality to conclude that: uniformly in P ∈ P,
EP [‖ 1
n
n∑
i=1
(Ξ1,i − EP [Ξ1,i])‖o] .Mn
√
logmn
n
. (F.84)
For the second term on the right side of (F.78), we note that
‖Ξ2,i‖o ≤ |ui|ξ2n1{|ui|ξ2n > M2n} . (F.85)
By Assumption F.1(i)-(a), result (F.85) and Jensen’s inequality, we thus obtain
EP [‖ 1
n
n∑
i=1
(Ξ2,i − EP [Ξ2,i])‖o] ≤ 2EP [|u|ξ2n1{|u|ξ2n > M2n}]
≤ 2 ξ
2
n
(M2n/ξ2n)ς
EP [|u|1+ς ] . ξ
2+2ς
n
M2ςn
, (F.86)
uniformly in P ∈ P, where the last step follows by supP∈P EP [|u|2+ς ] < ∞. Now, we
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choose Mn to be such that the upper bounds in (F.84) and (F.86) are equal, i.e.,
Mn = ξ
2+2ς
2ς+1
n (
n
logmn
)
1
2(2ς+1) . (F.87)
Combining results (F.78), (F.84), (F.86) and (F.87) then yields
EP [‖ 1
n
n∑
i=1
|ui|bmn(Vi)bmn(Vi)⊺ − EP [|u|bmn(V )bmn(V )⊺]‖o]
.
(
ξ1+1/ςn
√
logmn
n
) 2ς
2ς+1 . (F.88)
The first claim then follows from (F.88) and Jensen’s inequality. The proof of the second
claim is analogous and thus omitted. 
F.2 Nonparametric Quantile Regression
We now construct strong approximations for Example 2.3 following the recent work by
Belloni et al. (2019). Our parameter of interest is θ0 : T → R where T ≡ Z × U with
Z (a subset of) the support of Z and U ⊂ (0, 1) a closed interval. Thus, the results
presented here allow us to conduct inference on shape restrictions with respect to the
quantile index, to the covariates or to both jointly. We note that Chernozhukov et al.
(2013) also obtain strong approximations uniform in covariates but for a fixed quantile
(see their Example 4), which may be of interest if the shape restriction in question is
imposed with respect to the covariates.
Before proceeding further, we introduce some notation. Let {hk}∞k=1 be a sequence
of basis functions on Z, hkn ≡ (h1, . . . , hkn)⊺, Φˆn ≡
∑n
i=1 h
kn(Zi)hkn(Zi)⊺/n and Φn,P ≡
EP [hkn(Z)hkn(Z)⊺]. Moreover, we denote by u 7→ βn,P (u) the series coefficient process,
which is characterized as the solution to the approximation problem:
min
β∈Rkn
EP [ρu(Y − hkn(Z)⊺β)− ρu(Y − θP (Z, u))] , (F.89)
where ρu(y) ≡ (u − 1{y ≤ 0})y. Accordingly, we let u 7→ βˆn(u) be the series estimator
defined as the solution to the problem
min
β∈Rkn
1
n
n∑
i=1
ρu(Yi − hkn(Zi)⊺β) . (F.90)
Let an,P (z, u) ≡ θP (z, u) − hkn(z)⊺βn,P (u) be the series approximation error, and let
fY |Z(·, z) be the conditional density of Y given Z = z, where the dependence on P is
suppressed. Denote by Yz be the support of fY |Z(·, z) (given Z = z), and by DyfY |Z
the derivative of the function y 7→ fY |Z(y, z). Finally, define the following (Jacobian)
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matrix that plays crucial roles in quantile regression:
Jn,P (u) ≡ EP [fY |Z(θP (Z, u), Z)hkn (Z)hkn(Z)⊺] . (F.91)
Given the above notation, we impose that following assumption that is taken from
Belloni et al. (2019) (with only minor modifications).
Assumption F.2. (i) (a) {Yi, Zi, Ui}ni=1 are i.i.d., generated according to (6) and gov-
erned by P ∈ P; (b) The dimension dz of Z is fixed (and does not involve n and P ∈ P);
(c) The support of Z is bounded in Rdz uniformly in P ∈ P.
(ii) (a) fY |Z is bounded above uniformly in z, y and P ∈ P; (b) fY |Z(θ0(z, u), z) is
bounded away from zero uniformly in z, u and P ∈ P; (c) y 7→ DyfY |Z(y, z) is continuous
and bounded in absolute value uniformly in z ∈ Z, y ∈ Yz, and P ∈ P.
(iii) {hk}∞k=1 are functions on Z satisfying (a) the eigenvalues of Φn,P are bounded
above and away from zero uniformly in n and P ∈ P; (b) ‖hkn‖P,∞ ≤ ξn uniformly
in P ∈ P where {ξn} is bounded from below; (c) supt∈T |an,P (t)| = O(k−ςn ) for some
absolute constant ς > 0, uniformly in n and P ∈ P; (d) ‖hkn(z)−hkn(z′)‖ ≤ ̟n‖z−z′‖
for all z, z′ ∈ Z and some ̟n such that {̟n/ξn} is bounded away from zero.
(iv) There is a constant δ > 0 satisfying (a) k3nξ
2
n/n+ k
−ς+1
n = o(n
−δ); (b)
√
nk−ςn ξ−1n =
o(n−δ); (c) (ξ−1n ̟n)2dzξ2n = o(n1−δ); (d) k
1/2
n ln + k2nξ
2
n/(nln) = o(n
−δ) for some ln ↓ 0.
(v) (a) {U∗i }∞i=1 is an i.i.d. sequence of Uniform(0, 1) random variables; (b) {U∗i }ni=1 are
independent of {Zi}ni=1 for all n.
Assumption F.2 is obtained by tailoring Assumptions S and U in Belloni et al. (2019)
to our setup and notation. We refer the reader to Belloni et al. (2019) for detailed dis-
cussions, who also provide more primitive conditions. In particular, Assumption F.2(v)
is imposed to implement their pivotal resampling method. While Example 2.3 involves
new technical challenges, including coupling a process of increasing dimension, the gen-
eral strategy to obtain the strong approximation is similar in spirit to the development
in Section F.1, because it too is based on series estimation. For these reasons, we shall
thus keep the treatment concise by relying more on Belloni et al. (2019).
Proposition F.3. Assumptions F.2(i), (ii), (iii)-(a)(b)(c) and (iv) together imply As-
sumption 3.2(i) with rn =
√
n/ξn, θˆn = (hkn)⊺βˆn, cn = n
− δ
2(2dz+3) and
Zn,P = ξ−1n (h
kn)⊺J−1n,PΦ
1/2
n,PG , (F.92)
where G = (G1, . . . ,Gm) is a vector of independent centered Gaussian processes in ℓ∞(U)
such that E[Gj(u)Gj(v)] = u ∧ v − uv for all u, v ∈ U and all j = 1, . . . ,m.
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Proof: Define a process u 7→ Un(u) by: for each u ∈ U ,
Un(u) ≡ 1√
n
n∑
i=1
hkn(Zi)(u− 1{Ui ≤ u}) , (F.93)
where recall that {Ui} are the i.i.d. errors with common distribution Uniform(0, 1). By
Assumptions F.2(i), (ii), (iii)-(a)(c) and (iv)-(a), we may apply Theorem 2 in Belloni
et al. (2019) to obtain that
√
n{βˆn(u)− βn,P (u)} = J−1n,P (u)Un(u)
+Op(
k
3/4
n ξ
1/2
n {log n}1/2
n1/4
+ {k1−ςn log n}1/2) , (F.94)
uniformly in u ∈ U and P ∈ P. By simple algebra, result (F.94), and Assumption
F.2(iii)-(c), we in turn have:
rn{θˆn − θ0} = rn(hkn)⊺{βˆn − βn,P } − rnan,P
= ξ−1n (h
kn)⊺J−1n,PUn +Op(
k
3/4
n ξ
1/2
n {log n}1/2
n1/4
+ {k1−ςn log n}1/2 +
√
nk−ςn
ξn
) (F.95)
in ℓ∞(T ), uniformly in P ∈ P. By Assumptions F.2(i)-(a), (iii)-(a)(b) and (iv)-(a)(c),
we may invoke Lemma 36 in Belloni et al. (2019) to conclude that there exists a zero-
mean process (u, z) 7→ Zˆn,P (u, z) satisfying, conditional on {Zi}ni=1, (a) it has uniformly
continuous sample paths almost surely, (b) its covariance functional is
E[Zˆn,P (u, z1)Zˆn,P (v, z2)|{Zi}ni=1]
= { 1
nξ2n
n∑
i=1
hkn(z1)⊺J−1n,Ph
kn(Zi)hkn(Zi)⊺J−1n,Ph
kn(z2)}(u ∧ v − uv) , (F.96)
for any u, v ∈ U and z1, z2 ∈ Z, and (c), for any absolute constant δ′ ∈ (0, δ2dz ),
ξ−1n (h
kn)⊺J−1n,PUn = Zˆn,P + op(n
− δ′
2 + n
dzδ
′
3
− δ
6 ) in ℓ∞(T ) , (F.97)
uniformly in P ∈ P, where the order in (F.97) is obtained by simply combining the
orders of r1, r2 and r3 in the proof of Lemma 36 in Belloni et al. (2019). In particular,
setting δ′ = δ/(2dz + 3) in (F.97) yields: uniformly in P ∈ P,
ξ−1n (h
kn)⊺J−1n,PUn = Zˆn,P + op(n
− δ
2(2dz+3) ) in ℓ∞(T ) . (F.98)
Given Assumptions F.2(ii)-(b) and (iii)-(a)(b), applying Lemma F.17 with B =∏n
i=1R
dz , X = (Z1, . . . , Zn), D =
∏m
j=1 ℓ
∞(U), E = ℓ∞(T ) with T ≡ U × Z, G0 =
(G0,1, . . . ,G0,m) a vector of independent centered Gaussian variables with common co-
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variance functional E[G0,j(u)G0,j(v)] = u ∧ v − uv for any u, v ∈ U (so each G0,j is a
tight Brownian bridge), D0 =
∏m
j=1Cu(U) with Cu(U) the Banach space of uniformly
continuous functions on U , the map ψˆ : D→ E given by ψˆ(g) = ξ−1n (hkn)⊺J−1n,P Φˆ1/2n g for
any g ∈ D, and E0 the Banach space of uniformly continuously functions on T yields
that there exists a copy G of G0 that is independent of {Zi}ni=1 and satisfies
Zˆn,P = ξ−1n (h
kn)⊺J−1n,P Φˆ
1/2
n G (F.99)
almost surely. Now we may set the desired coupling variable Zn,P as
Zn,P = ξ−1n (h
kn)⊺J−1n,PΦ
1/2
n,PG . (F.100)
By arguments analogous to those leading to (F.57), we may obtain that
E[‖Zˆn,P − Zn,P‖H|{Zi}ni=1] . sup
u∈U
‖J−1n,P (u)‖o‖Φˆ1/2n − Φ1/2n,P‖o
.
1
{λmin(Φn,P )}1/2
‖Φˆn − Φn,P‖o = Op(
√
ξ2n log kn
n
) , (F.101)
uniformly in P ∈ P, where the second inequality exploited the fact that the eigenvalues of
Jn,P (u) are bounded away from zero uniformly in u ∈ U , n and P ∈ P (by Assumption
F.2(ii)-(b) and (iii)-(a)) and Proposition 3.2 in van Hemmen and Ando (1980) (see
also Problem X.5.5 in Bhatia (1997)), and the last step follows by Assumptions F.2(i)-
(a)(b), (iii)-(a)(b) and (iv)-(a) and Theorem E.1 in Kato (2013). It follows from Fubini’s
theorem, Markov’s inequality and result (F.101) that
‖ξ−1n (hkn)⊺J−1n,P Zˆn,P − Zn,P‖H = Op(
√
ξ2n log kn
n
) , (F.102)
uniformly in P ∈ P. The proposition then follows from combining (F.95), (F.98),
(F.102), the triangle inequality and Assumption F.2(iv)-(a)(b)(c). 
To verify Assumption 3.2(ii), we employ the pivotal method proposed by Belloni et al.
(2019). First, for ln ↓ 0 a suitable bandwidth, we follow Powell (1984) and estimate the
matrix-valued map u 7→ Jn,P (u) by: for any u ∈ U ,
Jˆn(u) =
1
2nln
n∑
i=1
1{|Yi − hkn(Zi)⊺βˆn(u)| ≤ ln}hkn(Zi)hkn(Zi)⊺ . (F.103)
Given the Uniform(0, 1) random variables {U∗i }ni=1, we may then obtain Gˆn as
Gˆn = ξ−1n (h
kn)⊺Jˆ−n
1√
n
n∑
i=1
Zi(u− 1{U∗i ≤ u}) . (F.104)
Proposition F.4. Assumptions F.2(i), (ii), (iii), (iv)-(a)(c)(d) and (v) together imply
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Assumption 3.2(ii) with Gˆn given by (F.104) and cn = n
− δ
2(2dz+3) .
Remark F.3. Once again, for Assumption 3.2 overall, one should take the maximum
of the coupling rates in Propositions F.4 and F.3. 
Proof: By Assumptions F.2(i), (ii), (iii)-(a)(c) and (iv)-(d), we may invoke Theorem
3 in Belloni et al. (2019) to conclude that
Jˆ−n
1√
n
n∑
i=1
Zi(u− 1{U∗i ≤ u}) = J−1n,P
1√
n
n∑
i=1
Zi(u− 1{U∗i ≤ u})
+Op(
√
ξ2nk
2
n log n
nln
+ k−ς+1/2n + ln
√
kn) (F.105)
in ℓ∞(U), uniformly in P ∈ P. In view of Assumption F.2(v), we may combine analogs
of results (F.98) and (F.102) with the triangle inequality to obtain that
ξ−1n (h
kn)⊺J−1n,P
1√
n
n∑
i=1
Zi(u− 1{U∗i ≤ u})
= Z¯n,P + op(n
− δ
2(2dz+3) ) +Op(
√
ξ2n log kn
n
) (F.106)
in ℓ∞(T ), uniformly in P ∈ P, where Z¯n,P = ξ−1n (hkn)⊺J−1n,PΦ1/2n,P G¯ with G¯ a copy of G
that is independent of {Xi}ni=1. By Assumption F.2(v)-(d), we note that
√
ξ2nk
2
n log n
nln
+ k−ς+1/2n + ln
√
kn +
√
ξ2n log kn
n
= o(n−δ
′/2) , (F.107)
for any δ′ ∈ (0, δ) and in particular for δ′ = δ2dz+3 . The proposition then follows by
(F.105), (F.106), (F.107), Assumption F.2(iii)-(b) and the triangle inequality. 
F.3 Rationality and Slutsky Restrictions
The Slutsky restriction is essentially equivalent to the weak axiom (and in fact also the
strong axiom if symmetry is present) of revealed preferences (Kihlstrom et al., 1976).
Hence, rationality of consumer behaviors may be verified by studying the Slutsky re-
striction, as pursued in both economic theory (Jerison and Jerison, 1992, 1993; Aguiar
and Serrano, 2017) and econometrics (Hoderlein, 2011; Chernozhukov et al., 2015; Dette
et al., 2016; Horowitz and Lee, 2017).
F.3.1 The Model
For the reader’s convenience, we restate the model introduced in Section 2.1. Let Q ∈
Rdq be a vector of budget shares for dq number of categories of goods, P ∈ Rdq the
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vector of associated log-prices, Y ∈ R the total expenditure in logarithm, and Z ∈ Rdz
a vector of additional observable demographic characteristics. Consider the following
system of demand equations
Q = g0(P, Y ) + Γ
⊺
0Z + U , (F.108)
where g0 : R
dq+1
+ → Rdq is differentiable, Γ0 ∈Mdz×dq , and U ∈ Rdq is the error term.
The semiparametric structure in (F.108) is also employed by Blundell et al. (2012) to
circumvent the curse of dimensionality. For notational simplicity, let T ≡ (P ⊺, Y )⊺. The
Slutsky matrix of g0 is a mapping t ≡ (p⊺, y)⊺ 7→ θ0(t) ∈Mdq×dq defined by:
θ0(t) ≡ Dpg0(t) + (Dyg0(t))g0(t)⊺ + g0(t)g0(t)⊺ − diag(g0(t)) , (F.109)
where, for a generic vector a ≡ (a1, . . . , ak)⊺, we denote by diag(a) or diag(a1, . . . , ak)
the diagonal matrix whose diagonal entries are a1, . . . , ak, Dpg(t) ≡ ∂g(t)/∂p⊺ and
Dyg(t) ≡ ∂g(t)/∂y for a generic function t ≡ (p⊺, y)⊺ 7→ g(t). Compared to (8), the
last two terms in (F.109) appear because Q is measured in shares, and P and Y are in
logarithm (which is common practice in applied work).
There are two notable features of the model (F.108). First, endogeneity is a generic
concern in the literature. In particular, since total expenditure is largely determined
by unobserved preferences (Blundell et al., 2007; Hoderlein, 2011) and is often contami-
nated by measurement errors (Hausman et al., 1991; Newey, 2001; Dette et al., 2016), it
is important to allow Y to be correlated with the error U . Second, as forcefully argued in
Brown and Walker (1989) and Lewbel (2001), the additive error U is (inherently) condi-
tionally heteroskedastic through its dependence on (at least) price, in many interesting
settings. Our treatment below shall accommodate both features.
F.3.2 Verification of Main Assumptions: Overview
The model (F.108) with dq = 1 may be viewed as a special case of Example 2.2, but
is more complicated when dq > 1. To make our discussions manageable, we shall thus
simplify the arguments that are analogous to those in Section F.1.
We commence with estimation of the primitive, g0. Since entries of the function
g0 have the same arguments and similar smoothness, we employ the same sequence of
basis functions for them as in Blundell et al. (2007). In order to account for endogeneity,
suppose that V (1) ∈ Rdv1 and V (2) ∈ Rdv2 are vectors of instrumental variables for T
and Z respectively. Let {hk} and {bm} be basis functions of T and V respectively, and
set h¯kn(t, z) ≡ (hkn(t)⊺, z⊺)⊺ and b¯mn(v) ≡ (bmn(v1)⊺, v⊺2)⊺. Given these basis functions,
we may then implement the series 2SLS estimation (Ai and Chen, 2003). To this end,
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we need to introduce additional notation. Define
H¯n ≡


h¯kn(T1, Z1)⊺
...
h¯kn(Tn, Zn)⊺

 , B¯n ≡


b¯mn(V1)⊺
...
b¯mn(Vn)⊺

 , Qn ≡


Q⊺1
...
Q⊺n

 , Un ≡


U ⊺1
...
U ⊺n

 . (F.110)
In turn, we define some sample moments:
Φ¯n =
1
n
H¯⊺nH¯n , Ψ¯n =
1
n
B¯⊺nB¯n , Π¯n =
1
n
B¯⊺nH¯n . (F.111)
We may then estimate g0 by gˆn ≡ Λˆ⊺nhkn , where Λˆn ∈ Mkn×dq together with Γˆn ∈
Mdz×dq are matrices of 2SLS estimators defined by
[
Λˆn
Γˆn
]
= (Π¯⊺nΨ¯
−
n Π¯n)
−Π¯⊺nΨ¯
−
n
1
n
B¯⊺nQn . (F.112)
Finally, a natural estimator of θ0 at this point is the plug-in estimator θˆn given by
θˆn = Dpgˆn + (Dy gˆn)gˆ⊺n + gˆngˆ
⊺
n − diag(gˆn) , (F.113)
where the basis functions {hk} are assumed to be differentiable.
With these notation and definitions in hand, we note that θ0 is a nonlinear functional
of g0. Specifically, let C1b(T ) be the space of Rdq -valued functions given by
C1b(T ) ≡ {g : T → Rdq : ‖g‖1,∞ <∞} , ‖g‖1,∞ ≡ sup
t∈T
{‖g(t)‖ + ‖∂g(t)
∂t⊺
‖} , (F.114)
and define a functional ψ : C1b(T )→ H as, for any g ∈ C1b(T ),
ψ(g) ≡ Dpg + (Dyg)g⊺ + gg⊺ − diag(g) . (F.115)
Then we may write θ0 = ψ(g0), and estimate it by the plug-in estimator
θˆn ≡ ψ(gˆn) . (F.116)
The plug-in structure in (F.116) suggests that construction of the strong approximations
depends on analytic natures of ψ and statistical properties of gˆn.
Starting with ψ, we tackle the nonlinearity of ψ through linearization following
Newey (1997) and Chen and Christensen (2018). In particular, simple algebra reveals
that ψ is Fre´chet differentiable at g ∈ C1b(T ) such that, for all h ∈ C1b(T ),
ψ′g(h) = Dph+ (Dyg)h
⊺ + (Dyh)g⊺ + gh⊺ + hg⊺ − diag(h) . (F.117)
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By leveraging the order of ‖gˆn − g0‖1,∞, we may then turn the nonlinear problem into
a linear one through the approximation: for some rn ↑ ∞,
rn{θˆn − θ0} = rn{ψ(gˆn)− ψ(g0)} = ψ′g0(rn{gˆn − g0}) + op(1) in H . (F.118)
This naturally leads to the study of gˆn. By appealing to Yurinskii’s coupling (Pollard,
2002, Theorem 10.10), we may obtain that, for some ̟n ↓ 0,
‖rn{gˆn − g0} −Wn,P‖1,∞ = Op(̟n) , (F.119)
whereWn,P is some Gaussian process inH—see Lemma F.7 for more details. Combining
(F.118) and (F.119), we may then verify Assumption 3.2(i) for
Zn,P = ψ′g0(Wn,P ) . (F.120)
With regard to Assumption 3.2(ii), we employ the sieve score bootstrap following Chen
and Pouzo (2015) and Chen and Christensen (2018). Towards this end, define sn and
ξn as the orders of σmin(EP [Π¯n]) and ‖hkn‖1,∞ respectively as in Example 2.2, set
Uˆi ≡ Qi − gˆn(Ti) − Γˆ⊺nZi to be the residuals, and let {Wi} be i.i.d. bootstrap weights
with zero mean and unit variance. Then we may construct
Gˆn = ψ′gˆn(Wˆn) , Wˆn ≡
(
Ωˆn
1√
n
n∑
i=1
Wib¯
mn(Vi)Uˆ
⊺
i
)⊺
hkn , (F.121)
with Ωˆn ∈Mkn×(mn+dv2 ) being the upper block of snξ−1n (Π¯⊺nΨ¯−n Π¯n)−Π¯⊺nΨ¯−n .
The next proposition formalizes the discussions above under conditions that are
characterized by Assumption F.3 stated in the next subsection.
Proposition F.5. If Assumption F.3 holds, then θˆn in (F.116), Zn,P in (F.120) and
Gˆn in (F.121) satisfy Assumption 3.2 with rn =
√
nsn/ξn and some cn > 0.
F.3.3 Verification of Main Assumptions: Details
We proceed with some additional notation. First, define the “infeasible” matrix estima-
tors Λ˜n ∈Mkn×dq and Γ˜n ∈Mdz×dq by
[
Λ˜n
Γ˜n
]
≡ (Π¯⊺nΨ¯−n Π¯n)−Π¯⊺nΨ¯−n
1
n
B¯⊺n(Gn,P + ZnΓP ) , (F.122)
where Gn,P ≡ (gP (T1), . . . , gP (Tn))⊺ and Zn ≡ [Z1, . . . , Zn]⊺. In turn, we set
g˜n ≡ Λ˜⊺nhkn , (F.123)
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which plays a role analogous to that of h˜ in Chen and Christensen (2018). Thus, g˜n−gP
may be interpreted as the bias, while gˆn − g˜n the (standard) variance. Next, we define
some matrices of population moments:
Φ¯n,P ≡ EP [h¯kn(T,Z)h¯kn(T,Z)⊺] , Ψ¯n,P ≡ EP [b¯mn(V )b¯mn(V )⊺] ,
Π¯n,P ≡ EP [b¯mn(V )h¯kn(T )⊺] , (F.124)
and sieve 2SLS projection matrices Λn,P ∈Mkn×dq and Γn,P ∈Mdz×dq :
[
Λn,P
Γn,P
]
≡ (Ψ¯−1/2n,P Π¯n,P )−l Ψ¯−1/2n,P EP [b¯mn(V )Q⊺] . (F.125)
In turn, we denote the 2SLS population residual function by an,P (t, z) ≡ gP (t) +Γ⊺P z−
Λ⊺n,Ph
kn(t)− Γ⊺n,P z for all t ∈ T and z ∈ Z, and set
An,P ≡ [an,P (T1, Z1), . . . , an,P (Tn, Zn)]⊺ . (F.126)
To control the sieve approximation error, let Λolsn,P ∈ Mkn×dq and Γolsn,P ∈ Mdz×dq be
matrices of the sieve OLS population coefficients, i.e.,
[
Λolsn,P
Γolsn,P
]
≡ Φ¯−1n,PEP [h¯kn(T,Z)Q⊺] . (F.127)
LetHkn be the subspace spanned by h1, . . . , hkn , and Projm,k :
∏dq
j=1L
2(X)→ ∏dqj=1Hkn
be the 2SLS projection operator defined by: for any f ∈ ∏dqj=1L2(X),
Projm,k(f) = Λ
⊺
n,Ph
kn , (F.128)
where Λn,P is defined as in (F.125) but with Q replaced by f . Let ΥP :
∏dq
j=1 L
2(X)→∏dq
j=1 L
2(V ) be the conditional expectation operator, i.e., ΥP (f) = E[f |V ] for any f ∈∏dq
j=1 L
2(X). For Uˆi ≡ Qi − Λˆ⊺nhkn(Ti)− Γˆ⊺nZi, let
Σˆn ≡ 1
n
n∑
i=1
(b¯mn(Vi)b¯mn(Vi)⊺)⊗ (UˆiUˆ ⊺i ) , (F.129)
Σn,P ≡ EP [(b¯mn(V )b¯mn(V )⊺)⊗ (UU ⊺)] . (F.130)
Finally, recall that Xi = (Qi, Pi, Yi, Zi, Vi) in this example.
Having introduced the notation, we now impose the following assumption.
Assumption F.3. (i) (a) The sample {Xi}ni=1 are i.i.d., generated according to (F.108)
and governed by P ∈ P; (b) The support T of T is bounded uniformly in P ∈ P; (c)
supP∈P ‖gP ‖1,∞ <∞; (d) ΥP :
∏dq
j=1 L
2(X)→ ∏dqj=1 L2(V ) is injective.
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(ii) ‖Γˆn − ΓP‖o = Op(n−1/2) uniformly in P ∈ P.
(iii) (a) The eigenvalues of EP [hkn(T )hkn(T )⊺] are bounded from above uniformly in n
and P; (b) ‖hkn‖1,∞ ≤ ξn with ξn ≥ 1; (c) supP∈P ‖gP − (Λolsn,P )⊺hkn‖1,∞ = O(δn) for
some δn = o(1); (d) ‖ΥP (g0 − (Λolsn,P )⊺hkn)‖L2(V ) . sn‖g0 − (Λolsn,P )⊺hkn‖L2(T ).
(iv) (a) The eigenvalues of Ψ¯n,P are bounded from above and away from zero uniformly
in n and P; (b) supP∈P ‖bmn‖P,∞ ≤ ξn; (c) infP∈P σmin(Π¯n,P ) & sn > 0 for each n; (d)
‖Projm,k(gP − (Λolsn,P )⊺hkn)‖1,∞ . ‖gP − (Λolsn,P )⊺hkn‖1,∞.
(v) (a) There is an absolute constant ς > 0 satisfying supP∈P EP [‖Z‖2+ς +‖V (2)‖2+ς ] <
∞; (b) supP∈P ‖EP [‖U‖3|V ]‖P,∞ <∞ and supP∈P EP [‖V (2)‖3] <∞; (c) There is some
σ > 0 such that of λmin(EP [UU ⊺|V ]) ≥ σ almost surely for all P ∈ P.
(vi) (a) 2 ≤ kn ≤ mn ≤ c0kn for some c0 ≥ 1, and the number dv2 of instruments for Z
is fixed and larger than dz; (b) ̟n = o(1) with ̟n defined as
̟n = (
ξnm
2
n√
n
)1/3 +
√
nsnδn
ξn
+ δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
+ s−1n
√
(ξ2n + n2/(2+ς))mn log(mn)
n
+
ξnmn√
nsn
; (F.131)
(c) (ξ3n
√
logmn
n
) 1
2 = o(1).
(vii) (a) {Wi}∞i=1 is an i.i.d. sequence of random variables; (b) {Wi}ni=1 are independent
of {Xi}ni=1 for all n; (c) E[W1] = 0, Var(W1) = 1 and E[|W1|3] <∞.
Assumptions F.3(i)-(a)(b)(d) are standard simplifying restrictions on the data gen-
erating process, while Assumption F.3(i)-(c) imposes a uniform bound on ‖gP ‖1,∞ that
arises naturally from the consideration of the Slutsky matrix (which involves the deriva-
tives of gP ). The
√
n-consistency of Γˆn required by Assumption F.3 is well-known in
the literature (Donald and Newey, 1994; Ai and Chen, 2003; Chen and Christensen,
2018), and is imposed to simplify the proof. The uniform boundedness of the (2+ ς)-th
moment of Z and V (2) is required to apply a uniform law of large number for matrices.
The remaining assumptions are naturally adapted from Assumption F.1.
Given Assumption F.3, we may formalize the strong approximations in Propo-
sition F.5 as follows. First, the coupling variable Wn,P that appears in (F.120) is
(Ωn,PGn,P )⊺hkn with Ωn,P ∈Mkn×(mn+dv2 ) the upper block of snξ−1n (Ψ¯−1/2n,P Π¯n,P )−l Ψ¯−1/2n,P
andGn,P ∈M(mn+dv2 )×dq a centered Gaussian matrix that has the same covariance func-
tional as the random matrix b¯mn(V )U ⊺. Second, the coupling rate cn for Assumption
3.2(i) can be taken to be ̟nℓn for any ℓn → ∞ (slowly). Third, the coupling rate for
26
Assumption 3.2(ii) can be taken to be ̟′nℓn with
̟′n ≡ ̟n +
n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 . (F.132)
To meet Assumptions 3.2(i) and (ii) simultaneously, we thus take cn = ̟′nℓn. Finally, the
copy Z¯n,P for Assumption 3.2(ii) is of the form (Ωn,P G¯n,P )⊺hkn with G¯n,P a copy of Gn,P
that is independent of {Xi}ni=1. In what follows, these configurations are understood to
be part of Proposition F.5.
Proof of Proposition F.5: By linearity of the differential operators Dp and Dy,
with the help of simple algebra, we may obtain that
ψ(gˆn)− ψ(g0)−ψ′g0(gˆn − g0) = [Dy(gˆn − g0)](gˆn − g0)⊺ + (gˆn − g0)(gˆn − g0)⊺ . (F.133)
Since ‖θ‖H ≤ ‖θ‖∞ for any θ ∈ H, we in turn have from (F.133) that
‖ψ(gˆn)− ψ(g0)− ψ′g0(gˆn − g0)‖H
. ‖gˆn − g0‖∞‖Dy gˆn −Dyg0‖∞ + ‖gˆn − g0‖2∞ . ‖gˆn − g0‖21,∞ , (F.134)
uniformly in P ∈ P. By Assumption F.3(vi)-(b), Lemma F.5 and the triangle inequality,
it follows from (F.134) that, uniformly in P ∈ P,
‖rn{ψ(gˆn)− ψ(g0)− ψ′g0(gˆn − g0)}‖H = Op(̟n) . (F.135)
By simple algebra and Assumption F.3(i)-(c), ‖ψ′g0(h)‖H . ‖h‖1,∞ for all h ∈ C1b(T ).
Linearity of h 7→ ψ′g0(h), Assumption F.3(vi)-(b) and Lemma F.7 then imply that
‖ψ′g0(rn{gˆn − g0})− ψ′g0(Wn,P )‖H . ‖rn{gˆn − g0} −Wn,P‖1,∞ = Op(̟n) , (F.136)
uniformly in P ∈ P. The first claim of the proposition then follows from combining
results (F.134) and (F.136) with the triangle inequality.
The proof of the second claim consists of several steps as in the proof of Proposition
F.2. First, by Assumption F.3(vii) and the triangle inequality, we have
∆ˆn ≡
n∑
i=1
E[‖Wi b¯mn(Vi)Uˆ ⊺i /
√
n‖3|{Xi}ni=1] . n−3/2
n∑
i=1
‖b¯mn(Vi)‖3‖Uˆi‖3
. n−3/2
n∑
i=1
‖b¯mn(Vi)‖3‖Uˆi − Ui‖3 + n−3/2
n∑
i=1
‖b¯mn(Vi)‖3‖Ui‖3 (F.137)
By Lemmas F.16 and F.11 and Assumptions F.3(i)-(a), (iv)-(a)(b), (v)-(b) and (vi)-
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(a)(b), it follows from (F.137) that, uniformly in P ∈ P,
∆ˆn = n−1/2ξnOp(mn)op(1) + n−1/2ξnOp(mn) = Op(
ξnmn√
n
) . (F.138)
For notational simplicity, define Sn ≡ 1√n
∑n
i=1Wib¯
mn(Vi)Uˆ
⊺
i . Then by Assumption
F.3(vii), we may invoke Theorem 10.10 in Pollard (2002) to conclude that, for any
ǫ > 0, there is some Gˆn ∈ M(mn+dv2 )×dq such that Gˆn shares the same covariance
functional as Sn conditional on {Xi}ni=1 and
P (‖Sn − Gˆn‖ > 3ǫ|{Xi}ni=1) . ηˆn(1 +
| log(1/ηˆn)|
(mn + dv2)dq
) , (F.139)
where ηˆn ≡ ∆ˆn(mn+ dv2)dqǫ−3. By arguments analogous to those leading to (F.41), we
may in turn conclude from (F.138) and (F.139) that, uniformly in P ∈ P,
‖Sn − Gˆn‖ = Op((ξnmn√
n
)1/3) . (F.140)
Define W˜n ≡ (ΩˆnGˆn)⊺hkn , and let Ωn,P ∈Mkn×(mn+dv2 ) be the upper block of
snξ
−1
n (Ψ¯
−1/2
n,P Π¯n,P )
−
l Ψ¯
−1/2
n,P . (F.141)
By the triangle inequality, Fact 11.16.9 in Bernstein (2018), results (F.180) and (F.182),
and Assumptions F.3(iv)-(a) and (vi)-(b), we note that, uniformly in P ∈ P,
‖Ωˆn‖o ≤ ‖Ωˆn − Ωn,P‖o + ‖Ωn,P‖o
≤ snξ−1n Op(s−2n
√
(ξ2n + n2/(2+ς)) log(mn)
n
) + snξ−1n O(s
−1
n ) = Op(ξ
−1
n ) . (F.142)
Since Wˆn = (ΩˆnSn)⊺hkn by definition, it follows from (F.140), (F.142) and Assumption
F.3(iii)-(b) that, uniformly in P ∈ P,
‖Wˆn − W˜n‖1,∞ ≤ ‖Ωˆn‖o‖Sn − Gˆn‖‖hkn‖1,∞
≤ Op(ξ−1n )Op((
ξnmn√
n
)1/3)ξn = Op((
ξnmn√
n
)1/3) . (F.143)
Since ‖ψ′g(h)‖H . (‖g‖1,∞ ∨ 1)‖h‖1,∞ for all g, h ∈ C1b(T ) by (F.117) and the triangle
inequality, we may obtain by linearity of h 7→ ψ′gˆn(h), the triangle inequality, Lemma
F.5, Assumptions F.3(i)-(c) and (vi)-(b), and (F.143) that, uniformly in P ∈ P,
‖ψ′gˆn(Wˆn)− ψ′gˆn(W˜n)‖H . (‖gˆn‖1,∞ ∨ 1)‖Wˆn − W˜n‖1,∞
.
(
(‖gˆn − gP ‖1,∞ + ‖gP ‖1,∞) ∨ 1
)‖Wˆn − W˜n‖1,∞ = Op((ξnmn√
n
)1/3) . (F.144)
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Next, by Assumption F.3(vii) and the elementary formula vec(ab⊺) = b⊗a for generic
vectors a and b, we may compute the conditional variance matrix of vec(S⊺n) as
Var (vec(S⊺n)|{Xi}ni=1) =
1
n
n∑
i=1
(b¯mn(Vi)⊗ Uˆi)(b¯mn(Vi)⊗ Uˆi)⊺ = Σˆn . (F.145)
Thus, (F.145) implies vec(Gˆ⊺n) ∼ N(0, Σˆn) conditional on {Xi}ni=1. By Lemma F.17,
there exists some Npn ∼ N(0, Ipn) with pn ≡ (mn+dv2)dq such that Npn is independent
of {Xi}ni=1 and vec(Gˆ⊺n) = Σˆ1/2n Npn almost surely. Let G¯n,P ∈ M(mn+dv2 )×dq be such
that vec(G¯⊺n,P ) = Σ
1/2
n,PNpn , and set W¯n,P = (Ωn,P G¯n,P )
⊺hkn . By construction, W¯n,P is
centered Gaussian in H, independent of {Xi}ni=1, and a copy of Wn,P .
With W¯n,P in hand, we note by the triangle inequality that
‖ψ′gˆn(W˜n)− ψ′g0(W¯n,P )‖H ≤ ‖ψ′gˆn(W˜n)− ψ′gˆn(W¯n,P )‖H
+ ‖ψ′gˆn(W¯n,P )− ψ′g0(W¯n,P )‖H . (F.146)
For the first term on the right side of (F.146), the triangle inequality again gives
‖ψ′gˆn(W˜n)− ψ′gˆn(W¯n,P )‖H ≤ ‖Dp(W˜n − W¯n,P )‖H + ‖(Dy gˆn)(W˜n − W¯n,P )⊺‖H
+ ‖(Dy(W˜n − W¯n,P ))gˆ⊺n‖H + ‖gˆn(W˜n − W¯n,P )⊺‖H
+ ‖(W˜n − W¯n,P )gˆ⊺n‖H + ‖diag(W˜n − W¯n,P )‖H . (F.147)
Consider ‖Dp(W˜n − W¯n,P )‖H first. By definition, we note that
‖Dp(W˜n − W¯n,P )‖H = {
∫
T
‖Gˆ⊺nΩˆ⊺nDphkn(t)− G¯⊺n,PΩ⊺n,PDphkn(t)‖2 dt}1/2 . (F.148)
By the simple fact ‖A‖2 = tr(vec(A)vec(A)⊺) for any generic matrix A, Fact 9.4.7 in
Bernstein (2018), vec(Gˆ⊺n) = Σˆ
1/2
n Npn almost surely, and the definition of G¯n,P , we may
in turn obtain that, almost surely,
‖Gˆ⊺nΩˆ⊺nDphkn(t)− G¯⊺n,PΩ⊺n,PDphkn(t)‖2
= tr
( [
((Ωˆ⊺nDph
kn(t))⊺ ⊗ Idq)Σˆ1/2n − ((Ω⊺n,PDphkn(t))⊺ ⊗ Idq)Σ1/2n,P
]
NpnN
⊺
pn
·
[
((Ωˆ⊺nDph
kn(t))⊺ ⊗ Idq)Σˆ1/2n − ((Ω⊺n,PDphkn(t))⊺ ⊗ Idq)Σ1/2n,P
]⊺ )
. (F.149)
Given results (F.148) and (F.149), we may obtain by Jensen’s inequality, Npn ∼ N(0, Ipn)
being independent of {Xi}ni=1, and Assumption F.3(i)-(b) that
E[‖Dp(W˜n − W¯n,P )‖H|{Xi}ni=1]
. sup
t∈T
‖((Ωˆ⊺nDphkn(t))⊺ ⊗ Idq)Σˆ1/2n − ((Ω⊺n,PDphkn(t))⊺ ⊗ Idq)Σ1/2n,P‖ . (F.150)
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By the triangle inequality and the simple fact ‖AB‖ ≤ ‖A‖‖B‖o for generic matrices A
and B such that AB is defined, we obtain that: for each t ∈ T ,
‖((Ωˆ⊺nDphkn(t))⊺ ⊗ Idq)Σˆ1/2n − ((Ω⊺n,PDphkn(t))⊺ ⊗ Idq)Σ1/2n,P‖
≤ ‖(Ωˆ⊺nDphkn(t))⊺ ⊗ Idq‖‖Σˆ1/2n − Σ1/2n,P‖o
+ ‖(Ωˆ⊺nDphkn(t))⊺ ⊗ Idq − (Ω⊺n,PDphkn(t))⊺ ⊗ Idq‖‖Σ1/2n,P ‖o .
(F.151)
To evaluate the upper bound in (F.151), we need several facts. First, by Fact 11.10.95
in Bernstein (2018), result (F.142) and Assumption F.3(iii)-(b), we note that
sup
t∈T
‖(ΩˆnDphkn(t))⊺ ⊗ Idq‖ ≤
√
dq sup
t∈T
‖(ΩˆnDphkn(t))⊺‖
. ‖Ωˆn‖o‖hkn‖1,∞ ≤ sn
ξn
Op(s−1n )Op(1)ξn = Op(1) , (F.152)
uniformly in P ∈ P. Second, by Facts 11.10.95 and 11.16.9 in Bernstein (2018), result
(F.182) and Assumption F.3(vi)-(b), we also have: uniformly in P ∈ P,
sup
t∈T
‖(ΩˆnDphkn(t))⊺ ⊗ Idq − (Ωn,PDphkn(t))⊺ ⊗ Idq‖
≤ ‖Ωˆn − Ωn,P‖o‖hkn‖1,∞
√
dq ≤ Op(s−1n
√
(ξ2n + n2/(2+ς)) log(mn)
n
) . (F.153)
Third, by Jensen’s inequality (Tropp, 2015, p.40), result (F.81) and Assumption F.3(v)-
(b), we note that, for some absolute constant σ¯ > 0,
‖EP [UU ⊺|V ]‖o ≤ EP [‖UU ⊺‖o|V ] = EP [‖U‖2|V ] < σ¯ , (F.154)
almost surely. Result (F.154) and Lemma 10.4.1 in Bernstein (2018) imply that 0 ≤
EP [UU ⊺|V ] ≤ σ¯Idq almost surely, and hence, by Fact 10.25.38 in Bernstein (2018),
0 ≤ Σn,P ≤ Ψ¯n,P ⊗ (σ¯Idq) . (F.155)
By Theorem 10.4.9 and Fact 11.10.95 in Bernstein (2018) and Assumption F.3(iv)-(a),
we may in turn deduce from result (F.155) that
sup
n
sup
P∈P
‖Σ1/2n,P‖o = sup
n
sup
P∈P
‖Σn,P‖1/2o ≤ sup
n
sup
P∈P
‖Ψ¯n,P‖1/2o σ¯1/2 <∞ . (F.156)
Fourth, by Assumption F.3(v)-(b), supP∈P EP [‖U‖3] < ∞ and hence, by Lemma F.8
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and Assumption F.3(vi)-(b), we obtain that, uniformly in P ∈ P,
‖Σˆ1/2n −Σ1/2n,P‖o = Op(̟n +
n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 ) . (F.157)
Now, combining results (F.151), (F.152), (F.153), (F.156) and (F.157) with Assumption
F.3(vi)-(b), we may therefore conclude from (F.150) that
E[‖Dp(W˜n − W¯n,P )‖H|{Xi}ni=1] = Op(̟n +
n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 ) , (F.158)
uniformly in P ∈ P. By Fubini’s theorem and Markov’s inequality, we may in turn
deduce from result (F.158) that, uniformly in P ∈ P,
‖Dp(W˜n − W¯n,P )‖H = Op(̟n + n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 ) . (F.159)
Treatment of the remaining terms on the right side of (F.146) is similar. In particular,
by arguments analogous to those leading to (F.150), we have
E[‖(Dy gˆn)(W˜n − W¯n,P )⊺‖H|{Xi}ni=1]
. sup
t∈T
‖(Idq ⊗ (Dy gˆn(t)hkn(t)⊺Ωˆn)Σˆ1/2n − (Idq ⊗ (Dy gˆn(t)hkn(t)⊺Ωn,P )Σ1/2n,P‖ . (F.160)
Since ‖gˆn‖1,∞ = Op(1) by Lemma F.5, the triangle inequality and Assumptions F.3(i)-
(c) and (vi)-(b), arguments analogous to those leading to (F.159) yield
‖(Dy gˆn)(W˜n − W¯n,P )⊺‖H = Op(̟n + n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 ) , (F.161)
uniformly in P ∈ P. Similar arguments show that other terms on the right side of
(F.146) have the same order as in (F.161). This, together with results (F.144), (F.155)
and (F.158), allows us to obtain that, uniformly in P ∈ P,
‖ψ′gˆn(W˜n)− ψ′gˆn(W¯n,P )‖H = Op(̟n +
n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 ) . (F.162)
Turning to the second term on the right side of (F.143), we have by (F.117) that
‖ψ′gˆn(W¯n,P )− ψ′g0(W¯n,P )‖H ≤ ‖(gˆn − gP )W¯⊺n,P‖H + ‖W¯n,P (gˆn − gP )⊺‖H
+ ‖(Dy gˆn −DygP )W¯⊺n,P‖H + ‖(DyW¯n,P )(gˆn − gP )⊺‖H . (F.163)
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By arguments analogous to those leading to (F.147), we note that
E[‖(gˆn − gP )W¯⊺n,P ‖H|{Xi}ni=1] ≤ sup
t∈T
‖(Idq ⊗ ((gˆn(t)− gP (t))hkn(t)⊺Ωn,P ))Σ1/2n,P‖
≤ ‖gˆn − gP ‖∞‖hkn‖∞‖Ωn,P‖o‖Σ1/2n,P‖o . ‖gˆn − gP ‖∞ , (F.164)
uniformly in P ∈ P, where we exploited Assumptions F.3(iii)-(b) and (iv)-(a), (F.180)
and (F.153) for the last step. By Lemma F.5, Fubini’s theorem and Markov’s inequality,
we thus obtain from (F.164) that, uniformly in P ∈ P,
E[‖(gˆn − gP )W¯⊺n,P ‖H] = Op(s−1n ξn
√
mn
n
)
+Op(s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn) . (F.165)
Similar arguments show that the remaining terms on the right side of (F.160) are of the
same order as in (F.165). Together with Assumption F.3(vi)-(b), these imply that
‖ψ′gˆn(W¯n,P )− ψ′g0(W¯n,P )‖H = Op(̟n) , (F.166)
uniformly in P ∈ P. Combining results (F.144), (F.146), (F.162) and (F.166) with the
triangle inequality and Assumption F.3(vi)-(b) then yields
‖ψ′gˆn(Wˆn)− ψ′g0(W¯n,P )‖H = Op(̟n +
n
1
2+ς√
n
+ (ξ3n
√
logmn
n
) 1
2 ) , (F.167)
uniformly in P ∈ P. This proves the second claim of the proposition. 
Lemma F.5. If Assumptions F.3(i), (iii), (iv), (v)-(a)(b) and (vi)-(a)(b) hold, then it
follows that, uniformly in P ∈ P,
‖gˆn − g0‖1,∞ = Op(s−1n ξn
√
mn
n
)
+Op(s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn) . (F.168)
Proof: This is an immediate consequence of Lemmas F.9 and F.10. 
Lemma F.6. If Assumptions F.3(i), (iii), (iv), (v)-(a)(b) and (vi)-(a)(b)(c) hold, then
it follows that, uniformly in P ∈ P,
[
Λˆn
Γˆn
]
−
[
Λn,P
Γn,P
]
= (Ψ¯−1/2n,P Π¯n,P )
−
l Ψ¯
−1/2
n,P
1
n
B¯⊺nUn
+Op(s−1n δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ s−2n
√
(ξ2n + n2/(2+ς))mn log(mn)
n2
) . (F.169)
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Proof: By Assumptions F.3(i)-(a), (iv)-(b) and (v)-(a), and a simple maximal inequal-
ity (van der Vaart and Wellner, 1996, p.96), we obtain
EP [
n
max
i=1
‖b¯mn(Vi)‖2] ≤ EP [ nmax
i=1
‖bmn(Vi)‖2] + EP [ nmax
i=1
‖V2i‖2] . ξ2n + n
2
2+ς . (F.170)
Given result (F.170) and Assumptions F.3(i)-(a), (iv)-(a) and (vi)-(a)(b), we may invoke
Theorem E.1 in Kato (2013) and Markov’s inequality to conclude that
‖Ψ¯n − Ψ¯n,P‖o = Op(
√
(ξ2n + n2/(2+ς)) log(mn)
n
) , (F.171)
uniformly in P ∈ P. In turn, by result (F.171) and Assumption F.3(iv)-(a), we obtain
by Lemma F.13 that, uniformly in P ∈ P,
‖Ψ¯−n − Ψ¯−1n,P‖o = Op(
√
(ξ2n + n2/(2+ς)) log(mn)
n
) . (F.172)
Assumption F.3(iv)-(a) and result (F.172) then allow us to conclude by Proposition 3.2
in van Hemmen and Ando (1980) that
‖Ψ¯−1/2n − Ψ¯−1/2n,P ‖o ≤
1
{λmin(Ψ¯−1n,P )}1/2
‖Ψ¯−n − Ψ¯−1n,P‖o
. Op(
√
(ξ2n + n2/(2+ς)) log(mn)
n
) , (F.173)
uniformly in P ∈ P. Next, by Assumptions F.3(iii)-(a) and (v)-(a), Theorem III.2.9 in
Bhatia (1997), Jensen’s inequality (Tropp, 2015, p.40) and result (F.81), we note that,
uniformly in n and P ∈ P,
‖Φ¯n,P‖o ≤ ‖EP [hkn(T )hkn(T )⊺]‖o + ‖EP [ZZ⊺]‖o
≤ ‖EP [hkn(T )hkn(T )⊺]‖o + EP [‖Z‖2] <∞ . (F.174)
Given Assumptions F.3(i)-(a), (iii)-(b), (v)-(a) and (vi)-(a)(b) and results (F.170) and
(F.174), it follows by arguments analogous to those leading to (F.171) but this time
using Corollary E.1 in Kato (2013) that, uniformly in P ∈ P,
‖Π¯n − Π¯n,P‖o = Op(
√
(ξ2n + n2/(2+ς)) log(mn)
n
) . (F.175)
By result (F.174), Assumption F.3(iv)-(a) and Lemma F.15, we have
sup
n∈N
sup
P∈P
‖Π¯n,P‖o <∞ . (F.176)
By Assumption F.3(iv)-(a) and results (F.173), (F.175) and (F.176), we may thus apply
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Lemma F.14 to conclude that, uniformly in P ∈ P,
‖Ψ¯−1/2n Π¯n − Ψ¯−1/2n,P Π¯n,P‖o = Op(
√
(ξ2n + n2/(2+ς)) log(mn)
n
) . (F.177)
By Assumption (vi)-(a) and Corollary 11.6.5 in Bernstein (2018), we have
σmin(Ψ¯
−1/2
n,P Π¯n,P ) ≥ σmin(Ψ¯−1/2n,P )σmin(Π¯n,P ) & sn , (F.178)
uniformly in P ∈ P, where the second inequality follows by Assumption F.3(iv)-(a)(c).
Results (F.177) and (F.178), Assumption F.3(vi)-(b) and Lemma F.13 then imply
‖(Ψ¯−1/2n Π¯n)−l − (Ψ¯−1/2n,P Π¯n,P )−l ‖o = Op(s−2n
√
(ξ2n + n2/(2+ς)) log(mn)
n
) , (F.179)
uniformly in P ∈ P. By Fact 8.3.33 in Bernstein (2018) and result (F.178), we obtain
that, uniformly in P ∈ P,
‖(Ψ¯−1/2n,P Π¯n,P )−l ‖o ≤ σmin(Ψ¯−1/2n,P Π¯n,P )−1 = O(s−1n ) . (F.180)
Moreover, by result (F.176), we note that, uniformly in n ∈ N and P ∈ P,
sn ≤ σmin(Π¯n,P ) ≤ σmax(Π¯n,P ) <∞ . (F.181)
By results (F.173), (F.179), (F.180) and (F.181) and Assumption F.3(iv)-(a)(b), we may
then obtain by Lemma F.14 that, uniformly in P ∈ P,
‖(Ψ¯−1/2n Π¯n)−l Ψ¯−1/2n − (Ψ¯−1/2n,P Π¯n,P )−l Ψ¯−1/2n,P ‖o
= Op(s−2n
√
(ξ2n + n2/(2+ς)) log(mn)
n
) . (F.182)
Next, define the event En as
En ≡ {Ψ¯−1/2n Π¯n has full column rank} . (F.183)
Then, (F.177), (F.178), Assumption F.3(vi)-(b) and Lemma F.13 imply that
lim sup
n→∞
sup
P∈P
P (Ecn) = 0 . (F.184)
Under En, we have (Ψ¯−1/2n Π¯n)−l Ψ¯−1/2n Π¯n = Ikn+dz and hence, by simple algebra,
[
Λˆn
Γˆn
]
−
[
Λn,P
Γn,P
]
= (Ψ¯−1/2n Π¯n)
−
l Ψ¯
−1/2
n
1
n
B¯⊺nUn + (Ψ¯
−1/2
n Π¯n)
−
l Ψ¯
−1/2
n
1
n
B¯⊺nAn,P . (F.185)
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By Jensen’s inequality and Assumption F.3(i)-(a), we have
EP [‖B¯
⊺
nUn
n
‖] ≤ { 1
n
tr(EP [b¯mn(V )b¯mn(V )⊺‖U‖2])}1/2
. { 1
n
tr(EP [b¯mn(V )b¯mn(V )⊺])}1/2 .
√
mn
n
, (F.186)
where the second inequality follows by Assumption F.3(v)-(b) and Corollary 10.4.10-
(i) in Bernstein (2018), and the third one by Assumptions F.3(iv)-(a). It follows from
results (F.182) and (F.186) that, uniformly in P ∈ P,
‖[(Ψ¯−1/2n Π¯n)−l Ψ¯−1/2n − (Ψ¯−1/2n,P Π¯n,P )−l Ψ¯−1/2n,P ]
B¯⊺nUn
n
‖o
= Op(s−2n
√
(ξ2n + n2/(2+ς))mn log(mn)
n2
) . (F.187)
Moreover, simple algebra reveals that, under En,
(Ψ¯−1/2n Π¯n)
−
l Ψ¯
−1/2
n
1
n
B¯⊺nAn,P =
[
Λ˜n
Γ˜n
]
−
[
Λn,P
Γn,P
]
. (F.188)
It follows from results (F.184), (F.188) and (F.214) that
‖(Ψ¯−1/2n Π¯n)−l Ψ¯−1/2n
1
n
B¯⊺nAn,P ‖o = Op(s−1n δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
) , (F.189)
uniformly in P ∈ P. The conclusion of the lemma then follows by combining results
(F.184), (F.185), (F.187) and (F.189) with the triangle inequality. 
Lemma F.7. If Assumptions F.3(i)-(a)(b), (iii), (iv), (v)-(a)(b) and (vi)-(a)(b)(c)
hold, then it follows that, for rn ≡
√
nsn/ξn,
‖rn{gˆn − gP } −Wn,P‖1,∞ = Op((ξnm
2
n√
n
)1/3 +
√
nsnδn
ξn
)
+Op(δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn + s−1n
√
(ξ2n + n2/(2+ς))mn log(mn)
n
) , (F.190)
uniformly in P ∈ P, where Wn,P ≡ (Ωn,PGn,P )⊺hkn with Ωn,P ∈ Mkn×(mn+dv2 ) the
upper block of snξ
−1
n (Ψ¯
−1/2
n,P Π¯n,P )
−
l Ψ¯
−1/2
n,P and Gn,P ∈ M(mn+dv2 )×dq a Gaussian matrix
that has zero mean and the same covariance structure as b¯mn(V )U ⊺.
Proof: Let ∆n,P ≡
∑n
i=1EP [‖b¯mn (Vi)U ⊺i /
√
n‖3]. By Assumption F.3(i)-(a), (iv)-(a)(b)
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and (v)-(b), we may obtain that
∆n,P = EP [
‖b¯mn(V1)U ⊺1‖3√
n
] . EP [
‖b¯mn(V1)‖3√
n
]
≤ EP [ξn‖b
mn(V1)‖2 + ‖V (2)‖3√
n
] .
ξnmn√
n
, (F.191)
where the last step follows by ξn ≥ 1 (by Assumption F.3(iii)-(b)) and Lemma F.16.
By result (F.191) and Assumption F.3(i)-(a), Theorem 10.10 in Pollard (2002) implies
that, for any ǫ > 0, there is some Gaussian Gn,P ∈ M(mn+dv2 )×dq that has the same
covariance functional as the random matrix b¯mn(V )U ⊺ and satisfies
P (‖ 1√
n
n∑
i=1
b¯mn(Vi)U
⊺
i −Gn,P ‖ > 3ǫ) . ηn,P (1 +
| log(1/ηn,P )|
(mn + dv2)dq
) , (F.192)
with ηn,P ≡ ∆n,P (mn + dv2)dqǫ−3. By result (F.191), we note that
ηn,P .
ξnm
2
n√
nǫ3
. (F.193)
By (F.192), (F.193) and ξnm2n/
√
n = o(1) (by Assumption F.3(vi)-(b)), we may therefore
conclude as in the proof of Proposition F.1 that, uniformly in P ∈ P,
‖ 1√
n
n∑
i=1
b¯mn(Vi)U
⊺
i −Gn,P ‖ = Op((
ξnm
2
n√
n
)1/3) . (F.194)
By Lemma F.6, Assumption F.3(iv)-(a), (F.180) and (F.194), we obtain that
√
n{
[
Λˆn
Γˆn
]
−
[
Λn,P
Γn,P
]
} = (Ψ¯−1/2n,P Π¯n,P )−l Ψ¯−1/2n,P Gn,P +Op(s−1n (
ξnm
2
n√
n
)1/3)
+Op(s−1n δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn + s−2n
√
(ξ2n + n2/(2+ς))mn log(mn)
n
) , (F.195)
uniformly in P ∈ P. Let Wn,P ≡ (Ωn,PGn,P )⊺hkn . Then it follows from (F.195),
Assumption F.3(iii)-(b) and Fact 11.16.9 in Bernstein (2018) that
‖rn{Λˆn − Λn,P}⊺hkn −Wn,P‖1,∞ = Op((ξnm
2
n√
n
)1/3)
+Op(δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn + s−1n
√
(ξ2n + n2/(2+ς))mn log(mn)
n
) , (F.196)
uniformly in P ∈ P. Next, by Assumption F.3(iii)-(c) and (iv)-(d), we may employ
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arguments similar to those leading to result (F.77) to conclude that
‖rn{gˆn − gP } − rn{Λˆn − Λn,P}⊺hkn‖1,∞ = ‖rn{gP − Λ⊺n,Phkn}‖1,∞
. ‖rn{gP − (Λolsn,P )⊺hkn}‖1,∞ = O(
√
nsnδn
ξn
) , (F.197)
uniformly in P ∈ P. The conclusion of the lemma then follows from combining results
(F.196) and (F.197) with the triangle inequality. 
Lemma F.8. Let Assumptions F.3(i)-(a)(b), (iii), (iv), (v) and (vi)-(a)(b)(c) hold. If
supP∈P EP [‖U‖2+δ ] <∞ for some δ > 0, then, uniformly in P ∈ P,
‖Σˆ1/2n − Σ1/2n,P‖o = Op(
(
ξ1+2/δn
√
logmn
n
) δ
δ+1 )
+Op(s−1n ξn
√
mn
n
+ s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn +
n
1
2+ς√
n
) . (F.198)
Proof: Analogous to what we have done in the proof of Lemma F.2, define
Σ˜n ≡ 1
n
n∑
i=1
(b¯mn(Vi)b¯mn(Vi)⊺)⊗ (UiU ⊺i )
=
1
n
n∑
i=1
(b¯mn(Vi)⊗ Ui)(b¯mn(Vi)⊗ Ui)⊺ . (F.199)
By simple algebra, we may then obtain the identity:
Σˆn − Σ˜n = 1
n
n∑
i=1
(b¯mn(Vi)b¯mn(Vi)⊺)⊗ ((Uˆi − Ui)(Uˆi − Ui)⊺)
+
1
n
n∑
i=1
(b¯mn(Vi)b¯mn(Vi)⊺)⊗ ((Uˆi − Ui)U ⊺i + Ui(Uˆi − Ui)⊺) . (F.200)
By the simple fact (F.81) and the triangle inequality, we note that
‖(Uˆi − Ui)(Uˆi − Ui)⊺‖o ≤ ‖Uˆi − Ui‖2 , (F.201)
‖(Uˆi − Ui)U ⊺i + Ui(Uˆi − Ui)⊺‖o ≤ 2‖Uˆi − Ui‖‖Ui‖ . (F.202)
By Fact 7.12.9, Corollary 10.4.2 and Fact 10.25.37 in Bernstein (2018), it follows from
results (F.201) and (F.202) that
0 ≤ (b¯mn(Vi)b¯mn(Vi)⊺)⊗((Uˆi − Ui)(Uˆi − Ui)⊺)
≤ nmax
i=1
‖Uˆi − Ui‖2{(b¯mn(Vi)b¯mn(Vi)⊺)⊗ Idq} , (F.203)
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and that, for Ξn,i ≡ 2maxni=1 ‖Uˆi − Ui‖{(b¯mn (Vi)b¯mn(Vi)⊺)⊗ (‖Ui‖Idq)},
−Ξn,i ≤ (b¯mn(Vi)b¯mn(Vi)⊺)⊗ ((Uˆi − Ui)U ⊺i + Ui(Uˆi − Ui)⊺) ≤ Ξn,i . (F.204)
By (F.203) and (F.204), we may apply Lemma F.12 and Theorem 10.4.9 in Bernstein
(2018) (combined with Fact 7.12.9 in Bernstein (2018)) to conclude from (F.200) that
‖Σˆn − Σ˜n‖o ≤ nmax
i=1
‖Uˆi − Ui‖2 · ‖ 1
n
n∑
i=1
(b¯mn(Vi)b¯mn(Vi)⊺)⊗ Idq‖o
+ 2
n
max
i=1
‖Uˆi − Ui‖ · ‖ 1
n
n∑
i=1
(b¯mn(Vi)b¯mn(Vi)⊺)⊗ (‖Ui‖Idq)‖o . (F.205)
By Lemma F.11, Assumptions F.3(i)-(a), (iv)-(a), (v)-(b) and (vi)-(b), and Fact 11.10.95
in Bernstein (2018), we obtain from (F.205) that, uniformly in P ∈ P,
‖Σˆn − Σ˜n‖o
= Op(s−1n ξn
√
mn
n
+ s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn +
n
1
2+ς√
n
) . (F.206)
Next, since supP∈P EP [‖U‖2+δ ] <∞ as given, we may employ arguments analogous
to those in the proof of Lemma F.4 to obtain that, uniformly in P ∈ P,
‖Σ˜n −Σn,P‖o = Op(
(
ξ1+2/δn
√
logmn
n
) δ
δ+1 ) . (F.207)
It follows from (F.206), (F.207) and the triangle inequality that
‖Σˆn − Σn,P‖o = Op(
(
ξ1+2/δn
√
logmn
n
) δ
δ+1 )
+Op(s−1n ξn
√
mn
n
+ s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn +
n
1
2+ς√
n
) , (F.208)
uniformly in P ∈ P. By the law of iterated expectations, we note that
Σn,P = EP
[
(b¯mn(V )b¯mn(V )⊺)⊗ EP [UU ⊺|V ]
]
. (F.209)
By result (F.209) and Assumptions F.3(iv)-(a) and (v)-(d), we may apply Fact 10.25.37
and Proposition 9.1.10 in Bernstein (2018) to deduce that infP∈P λmin(Σn,P ) is bounded
away from zero uniformly in n. In turn, we may then obtain by Proposition 3.2 in van
Hemmen and Ando (1980) that
‖Σˆ1/2n − Σ1/2n,P‖o ≤
1
{λmin(Σn,P )}1/2
‖Σˆn − Σn,P‖o . ‖Σˆn − Σn,P‖o . (F.210)
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The lemma then follows from combining results (F.208) and (F.210). 
Lemma F.9. If Assumptions F.3(i), (iii), (iv), (v)-(a) and (vi)-(a)(b) hold, then it
follows that, uniformly in P ∈ P,
‖g˜n − g0‖1,∞ = Op(s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn) . (F.211)
Proof: By definition, we note that
g˜n − g0 = (Λ˜n − Λn,P )⊺hkn + Λ⊺n,Phkn − g0 . (F.212)
Therefore, we commence by controlling Λ˜n−Λn,P , which is essentially what Lemma F.2
is concerned with in the context of Example 2.2. Let En be defined as in (F.183). Since
(Ψ¯−1/2n Π¯n)−l Ψ¯
−1/2
n Π¯n = Ikn+dz under En, simple algebra reveals that, under En,
[
Λ˜n
Γ˜n
]
−
[
Λn,P
Γn,P
]
= (Ψ¯−1/2n,P Π¯n,P )
−
l Ψ¯
−1/2
n,P {
B¯⊺nDn,P
n
− EP [b¯mn(V )dn,P (T )⊺]}
+ {(Ψ¯−1/2n Π¯n)−l Ψ¯−1/2n Ψ¯1/2n,P − (Ψ¯−1/2n,P Π¯n,P )−l }Ψ¯−1/2n,P
B¯⊺nDn,P
n
, (F.213)
where Dn,P ≡ (dn,P (T1), . . . , dn,P (Tn))⊺ and dn,P (t) ≡ gP (t) − (Λolsn,P )⊺hkn(t) for t ∈
Rdq+1. Then, by Assumptions F.3(i)-(a)(b)(d), (iii), (iv)-(a)(b)(c), (v)-(a), and (vi)-
(a)(b), together with Jensen’s inequality (Tropp, 2015, p.40), we may argue as in the
proof of Lemma F.2 to conclude from (F.213) that
‖
[
Λ˜n
Γ˜n
]
−
[
Λn,P
Γn,P
]
‖o = Op(s−1n δn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
) , (F.214)
uniformly in P ∈ P. By result (F.214), Fact 11.16.9 in Bernstein (2018) and Assumption
F.3(iii)-(b), we in turn have that, uniformly in P ∈ P,
‖(Λ˜n − Λn,P )⊺hkn‖1,∞ = Op(s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
) . (F.215)
Next, by Assumptions F.3(iii)-(c) and (iv)-(d), we may conclude by arguments analogous
to those leading to (F.77) that, uniformly in P ∈ P,
‖Projm,k(gP )− gP ‖1,∞ = O(δn) . (F.216)
The conclusion of the lemma then follows by combining results (F.184), (F.212), (F.215)
and (F.216) with the triangle inequality. 
Lemma F.10. If Assumptions F.3(i)-(a)(d), (iii)-(a)(b), (iv)-(a)(b)(c), (v)-(a)(b) and
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(vi)-(a)(b) hold, then it follows that, uniformly in P ∈ P,
‖gˆn − g˜n‖1,∞ = Op(s−1n ξn
√
mn
n
) . (F.217)
Proof: By definition, we note that
gˆn − g˜n = (Λˆn − Λ˜n)⊺hkn , (F.218)[
Λˆn
Γˆn
]
−
[
Λ˜n
Γ˜n
]
= [(Ψ¯−1/2n Π¯n)
−
l Ψ¯
−1/2
n
B¯⊺nUn
n
. (F.219)
By result (F.187) and the triangle inequality, we have: uniformly in P ∈ P,
‖
[
Λˆn
Γˆn
]
−
[
Λ˜n
Γ˜n
]
‖o ≤ Op(s−2n
√
(ξ2n + n2/(2+ς))mn log(mn)
n2
)
+ (Ψ¯−1/2n,P Π¯n,P )
−
l Ψ¯
−1/2
n,P
B¯⊺nUn
n
. (F.220)
By Assumption F.3(iv)-(a), (F.180) and (F.186), we note that
‖(Ψ¯−1/2n,P Π¯n,P )−l Ψ¯−1/2n,P
B¯⊺nUn
n
‖o ≤ Op(s−1n
√
mn
n
) , (F.221)
uniformly in P ∈ P. By results (F.220) and (F.221), Assumption F.3(vi)-(b), and Fact
9.14.10 in Bernstein (2018), we then have: uniformly in P ∈ P,
‖Λˆn − Λ˜n‖o = Op(s−1n
√
mn
n
) . (F.222)
The lemma then follows from (F.218), (F.222) and Assumption F.3(iii)-(b). 
Lemma F.11. If Assumptions F.3(i), (ii), (iii), (iv), (v)-(a)(b) and (vi)-(a)(b) hold,
then it follows that, uniformly in P ∈ P,
n
max
i=1
‖Uˆi − Ui‖ = Op(s−1n ξn
√
mn
n
)
+Op(s−1n δnξn
√
((ξ2n + n
2
2+ς ) logmn) ∨mn
n
+ δn +
n
1
2+ς√
n
) . (F.223)
Proof: By the triangle inequality and simple algebra, we have
n
max
i=1
‖Uˆi − Ui‖ = nmax
i=1
‖gP (Pi, Yi)− gˆn(Pi, Yi) + (ΓP − Γˆn)⊺Zi‖
≤ ‖gˆn − gP ‖∞ + ‖ΓP − Γˆn‖ nmax
i=1
‖Zi‖ . (F.224)
By Assumptions F.3(i)-(a) and (v)-(a), we may obtain by a maximal inequality (van der
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Vaart and Wellner, 1996, p.98) that
sup
P∈P
EP [
n
max
i=1
‖Zi‖] ≤ n
1
2+ς sup
P∈P
{EP [‖Z1‖2+ς ]}
1
2+ς . n
1
2+ς . (F.225)
The lemma then follows from combining Lemma F.5, (F.224) and (F.225). 
F.4 Supporting Lemmas
Lemma F.12. Let A1, . . . , An be positive semidefinite matrices inM
d×d and c1, . . . , cn ∈
R be arbitrary scalars. Then it follows that
‖
n∑
i=1
ciAi‖o ≤ ‖
n∑
i=1
|ci|Ai‖o ≤ nmax
i=1
|ci|‖
n∑
i=1
Ai‖o . (F.226)
Proof: By Proposition 10.1.2-(iv) in Bernstein (2018) and simple algebra, we note
−
n∑
i=1
|ci|Ai ≤
n∑
i=1
ciAi ≤
n∑
i=1
|ci|Ai . (F.227)
By result (F.227) and Theorem 10.4.9 in Bernstein (2018), we in turn have
− λmax(
n∑
i=1
|ci|Ai) = λmin(−
n∑
i=1
|ci|Ai) ≤ λmin(
n∑
i=1
ciAi)
≤ λmax(
n∑
i=1
ciAi) ≤ λmax(
n∑
i=1
|ci|Ai) . (F.228)
By Fact 7.12.9 in Bernstein (2018) and the fact that the singular values and eigenvalues
of any positive semidefinite matrix coincide, we thus obtain from (F.228) that
σmax(
n∑
i=1
ciAi) ≤ σmax(
n∑
i=1
|ci|Ai) , (F.229)
as desired for the first inequality. Next, we note that
0 ≤
n∑
i=1
|ci|Ai ≤ nmax
i=1
|ci|
n∑
i=1
Ai . (F.230)
Since the singular values and eigenvalues of any positive semidefinite matrix coincide, the
second inequality then follows by (F.230) and Theorem 10.4.9 in Bernstein (2018). 
Lemma F.13. Let P be a family of probability measures, Σn,P ∈ Mmn×kn possibly
dependent on P ∈ P and n ∈ N, and Σˆn be an estimator of Σn,P with ‖Σˆn − Σn,P‖o =
Op(an) uniformly in P ∈ P for some an ≥ 0. If infP∈P σmin(Σn,P ) ≥ sn > 0 for each n
and an/sn = o(1), then uniformly in P ∈ P it holds that P (σmin(Σˆn) < sn/2) = o(1),
‖(Σˆn)−l − (Σn,P )−l ‖o = Op(an/s2n), and ‖(Σˆn)−l ‖o = Op(1/sn).
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Remark F.4. From the proof, we easily see that the same lemma in fact also holds
with (·)−l replaced by the Moore-Penrose inverses. 
Proof: Since ‖Σˆn − Σn,P‖o = Op(an) uniformly in P ∈ P by assumption, we may
conclude by Fact 11.16.40 in Bernstein (2018) that
|σmin(Σˆn)− σmin(Σn,P )| ≤ ‖Σˆn −Σn,P‖o = Op(an) , (F.231)
uniformly in P ∈ P. Since infP∈P σmin(Σn,P ) ≥ sn > 0, we in turn have
lim sup
n→∞
sup
P∈P
P (σmin(Σˆn) <
sn
2
) ≤ lim sup
n→∞
sup
P∈P
P (|σmin(Σˆn)− σmin(Σn,P )| > sn2 )
≤ lim sup
n→∞
sup
P∈P
P (
|σmin(Σˆn)− σmin(Σn,P )|
sn
>
1
2
)→ 0 , (F.232)
where the final step follows from result (F.231) and an/sn = o(1). This establishes the
first claim of the lemma.
For the second claim, we note that infP∈P σmin(Σn,P ) ≥ sn > 0 implies
lim sup
n→∞
sup
P∈P
P (‖Σˆn − Σn,P‖o > 12σmin(Σn,P ))
≤ lim sup
n→∞
sup
P∈P
P (‖Σˆn − Σn,P‖o ≥ 12
sn
an
an) = 0 , (F.233)
where we exploited sn/an →∞ and ‖Σˆn − Σn,P‖o = Op(an) uniformly. Next, define
An,P ≡ {‖Σˆn − Σn,P‖o ≤ 12σmin(Σn,P ), and Σˆn has full column rank} . (F.234)
Results (F.232) and (F.233) then together imply that
lim sup
n→∞
sup
P∈P
P (Acn,P ) = 0 . (F.235)
Fix M > 0. It follows from result (F.235), Lemma F.4 in Chen and Christensen (2018)
and Lemma 8.3.33 in Bernstein (2018) that, uniformly in P ∈ P,
P (‖(Σˆn)−l − (Σn,P )−l ‖o >
an
s2n
M) ≤ P (‖(Σˆn)−l − (Σn,P )−l ‖o >
an
s2n
M,An,P ) + P (Acn,P )
≤ P (s−2n ‖Σˆn − Σn,P‖o &
an
s2n
M) + o(1) = o(1) (F.236)
as n→∞ followed by M →∞. This shows the second claim.
For the last one, note by the triangle inequality that, uniformly in P ∈ P,
‖(Σˆn)−l ‖o ≤ ‖(Σˆn)−l − (Σn,P )−l ‖o + ‖(Σn,P )−l ‖o ≤ Op(
an
s2n
) +
1
sn
= Op(
1
sn
) , (F.237)
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where the second inequality follows by the second claim of the lemma and Fact 8.3.33
in Bernstein (2018), and the last step is due to the assumption an/sn = o(1). This
completes the proof of the third claim. 
Lemma F.14. Let P be a family of probability measures, and An,P ∈ Mmn×kn and
Bn,P ∈ Mkn×ln , with mn, kn and ln possibly depending on n. Let Aˆn and Bˆn be esti-
mators such that ‖Aˆn−An,P‖o = Op(an) and ‖Bˆn−Bn,P‖o = Op(bn) both uniformly in
P ∈ P where an = O(1) and bn = O(1). Suppose ‖An,P ‖o = O(cn) and ‖Bn,P ‖o = O(dn)
with bn/dn = O(1), both uniformly in P ∈ P. Then, uniformly in P ∈ P,
‖AˆnBˆn −An,PBn,P‖o = Op(andn + bncn) . (F.238)
Proof: By the triangle inequality, we have
‖AˆnBˆn −An,PBn,P‖o ≤ ‖Aˆn −An,P‖o‖Bˆn‖o + ‖An,P ‖o‖Bˆn −Bn,P‖o . (F.239)
Again by the triangle inequality and bn = O(dn), we also have: uniformly in P ∈ P,
‖Bˆn‖o ≤ ‖Bˆn −Bn,P‖o + ‖Bn,P‖o = Op(bn) +O(dn) = Op(dn) . (F.240)
By result (F.240) and the assumptions, we obtain from (F.239) that
‖AˆnBˆn −An,PBn,P‖o ≤ Op(an)Op(dn) +O(cn)Op(bn) = Op(andn + bncn) , (F.241)
uniformly in P ∈ P. This proves the claim of the lemma. 
Lemma F.15. Let Z ∈ Rk and V ∈ Rm be random vectors with m ≥ k. Then
σmax(E[V Z⊺]) ≤ σmax(E[V V ⊺]) + σmax(E[ZZ⊺]) . (F.242)
Proof: Define X ≡ (V ⊺, Z⊺)⊺ and note that
E[XX⊺] =
[
E[V V ⊺] E[V Z⊺]
E[ZV ⊺] E[ZZ⊺]
]
. (F.243)
By Fact 11.16.9 in Bernstein (2018), we have in view of (F.243) that
σmax(E[V Z⊺]) ≤ σmax(E[XX⊺]) . (F.244)
Since eigenvalues and singular values of any positive semidefinite matrix coincide, we
obtain by Theorem III.2.9 in Bhatia (1997) that
σmax(E[XX⊺]) ≤ σmax(E[V V ⊺]) + σmax(E[ZZ⊺]) . (F.245)
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The conclusion of the lemma then follows from (F.244) and (F.245). 
The following lemma is nearly trivial, and is recorded here to simplify the proofs as
it is routinely needed in Appendices F.1 and F.3.
Lemma F.16. Let X ∈ X be random and let h be a k×1 vector of functions on X . Then
E[‖h(X)‖] ≤ √kλmax and E[‖h(X)‖2 ] ≤ kλmax with λmax ≡ λmax(E[h(X)h(X)⊺ ]). 
Proof: By Jensen’s inequality, we have
E[‖h(X)‖] ≤ {E[‖h(X)‖2 ]}1/2 = {tr(E[h(X)h(X)⊺ ])}1/2 ≤
√
kλmax , (F.246)
where the last step exploited the fact that tr(E[h(X)h(X)⊺ ]) equals the sum of the
eigenvalues of E[h(X)h(X)⊺ ]. Both claims of the lemma then follow from (F.246). 
Lemma F.17. Let (Ω,A, P ) be a probability space, G0 : Ω → D a Gaussian variable
that is tight and centered in a Banach space D, and X : Ω → B a Borel map that is
independent of G0 with B a separable Banach space. Further, for E a Banach space, let
ψˆ : D → E be a map that may depend on ω ∈ Ω but only through X and is continuous
and linear for almost all realizations of X. If Z : Ω→ E is centered Gaussian conditional
on X such that P (Z ∈ E0|X) = 1 almost surely for some complete and separable subspace
E0 ⊂ E, and that it has the same covariance operator as ψˆ(G0) conditional on X almost
surely, then it follows that there exists a copy G : Ω → D of G0 such that Z = ψˆ(G)
almost surely and G is independent of X.
Proof: We shall make the dependence of ψˆ on X explicit by writing ψˆ(X), ψˆ(X(ω))
for X evaluated at X(ω), or ψˆ(x) for X = x, which are all maps from D to E. Define
Z0 ≡ ψˆ(G0). Further, let PZ0|X be (a version of) the conditional distribution of Z0 given
X, and denote by PZ0|X(·, ω) the conditional probability measure of Z0 given X = X(ω).
The notation PZ|X and PZ|X(·, ω) are analogously defined. By assumption, we may pick
a set Ω0 ∈ A of full probability measure (i.e., P (Ω0) = 1) such that, for each ω ∈ Ω0,
(i) ψˆ(X(ω)) : D → E is continuous and linear when X = X(ω), (ii) Z conditional on
X = X(ω) is centered Gaussian, (iii) PZ0|X(·, ω) and PZ|X(·, ω) share the same covariance
operator, and (iv) P (Z ∈ E0|X = X(ω)) = 1.
Fix ω ∈ Ω0. Since G0 is independent of X and ψˆ : D→ E depends on ω only through
X, it follows that PZ0|X(·, ω) is centered Gaussian by Lemma 2.2.2 in Bogachev (1998)
and continuity and linearity of ψˆ(X(ω)) : D→ E. Since G0 is tight, it follows by Lemma
1.3.2 in van der Vaart and Wellner (1996) and the corollary to Theorem I.3.1 in Vakhania
et al. (1987) that the law of G0 is Radon so that PZ0|X(·, ω) is Radon by continuity of
ψˆ(X(ω)). In addition, since P (Z ∈ E0|X = X(ω)) = 1, the corollary to Theorem
I.3.1 in Vakhania et al. (1987) also implies that PZ|X(·, ω) is Radon. Therefore, since
PZ0|X(·, ω) and PZ|X(·, ω) are centered Gaussian and share the same covariance operator
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by assumption, Proposition IV.2.7 in Vakhania et al. (1987) implies that PZ0|X(·, ω) and
PZ|X(·, ω) have the same characteristic functional. Since they are also Radon, PZ0|X(·, ω)
and PZ|X(·, ω) are equal by Lemma 7.13.5 in Bogachev (2007). In turn, Theorem 10.2.1
in Dudley (2002) then implies that (X,Z0) and (X,Z) are equal in distribution. Since
P (Z ∈ E0|X) = 1 almost surely, we obtain by the law of iterated expectations that
P (Z ∈ E0) = 1, and hence also P (Z0 ∈ E0) = 1.
Let L be the joint law of (G0,X,Z0). Since G0 is Radon as noted above and centered
Gaussian by assumption, it follows by the remark to Proposition 7.4 in Davydov et al.
(1998) that the topological support of G0, denoted D0, is a separable Banach space.
Let ΠD0 : D → D0 and ΠE0 : E → E0 be the orthogonal projections onto D0 and E0
respectively. Then ΠD0G0 = G0 and ΠE0Z0 = Z0 almost surely. Thus, ΠD0G0 is equal
in law to G0, (X,ΠE0Z0) is equal in law to (X,Z), and the joint law of (ΠD0G0,X,ΠE0Z0)
is L. By Lemma 2.11 in Dudley and Philipp (1983), we may then conclude that there is
a copy G : Ω→ D0 of ΠD0G0 and hence also of G0 such that the joint law of (G,X,Z) is
L. It follows that G and X are independent. In addition, since the law L is induced by
the map (g, x) 7→ (g, x, (ψˆ(x))(g)) under the measure of (G0,X), we must have Z = ψˆ(G)
almost surely. This completes the proof of the lemma. 
Appendix G Proofs for Results in Appendix C
Proof of Proposition C.1: Let Ln,P and LP be the laws of rn{θˆn − θP } and GP
respectively (evaluated under P ), which exist by measurability of θˆn as an estimator—
note that measurability in separable spaces is a rather weak restriction (Ledoux and
Talagrand, 1991, p.37-8). Moreover, let ρ be the Prohorov distance of laws on H. By
Lemma 3.29 in Dudley (2014) and Assumption C.1(i), we have:
lim sup
n→∞
sup
P∈P
ρ(Ln,P , Lp) = 0 . (G.1)
Since H is a separable Hilbert space, Ln,P and LP are tight by Lemma 1.3.2 in van der
Vaart and Wellner (1996). By Theorem 10.8 in Pollard (2002), we may conclude from
result (G.1) that there exist random variables G˜n,P and Z˜n,P in H such that
‖G˜n,P − Z˜n,P‖H = op(1) (G.2)
uniformly in P ∈ P, where G˜n,P d= rn{θˆn−θP } and Z˜n,P d= GP . By Lemma 2.11 in Dud-
ley and Philipp (1983), there exist {Zn,P} satisfying (rn{θˆn−θP },Zn,P ) d= (G˜n,P , Z˜n,P ).
This, together with result (G.2), verifies Assumption 3.2(i) with cn = 1.
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Next, by Fubini’s theorem and Jensen’s inequality, we obtain that
sup
f∈BL1(H)
∣∣EP [f(Gˆn)]− E[f (GP )]∣∣ = sup
f∈BL1(H)
∣∣EP [E[f(Gˆn)|{Xi}ni=1]]− E[f(GP )]∣∣
≤ EP
[
sup
f∈BL1(H)
∣∣E[f(Gˆn)|{Xi}ni=1]− E[f(GP )]∣∣] . (G.3)
Fix ǫ > 0. Noting that each f ∈ BL1(H) is bounded by 1, we then obtain:
EP
[
sup
f∈BL1(H)
∣∣E[f(Gˆn)|{Xi}ni=1]− E[f(GP )]∣∣]
≤ ǫ+ 2P ( sup
f∈BL1(H)
∣∣E[f(Gˆn)|{Xi}ni=1]−E[f(GP )]∣∣ > ǫ) , (G.4)
uniformly in P ∈ P. Since ǫ is arbitrary, it follows by results (G.3) and (G.4) that
sup
P∈P
sup
f∈BL1(H)
∣∣EP [f(Gˆn)]− E[f(GP )]∣∣ = o(1) . (G.5)
We may then employ analogous arguments as before to conclude from (G.5) that, there
exist copies {Z¯n,P } of GP for each P ∈ P satisfying: uniformly in P ∈ P,
‖Gˆn − Z¯n,P‖H = op(1) . (G.6)
Clearly, Z¯n,P is also a copy of Zn,P for each P ∈ P and n.
For the first claim of the proposition, it remains to show that Z¯n,P is asymptotically
independent of the data {Xi}ni=1. Observing that f ∈ BL1(H) is bounded by 1 and
Lipschitz continuous, we have
sup
f∈BL1(H)
|E[f(Gˆn)|{Xi}ni=1]− E[f(Z¯n,P )|{Xi}ni=1]|
≤ ǫ+ 2P (‖Gˆn − Z¯n,P‖H > ǫ|{Xi}ni=1) = ǫ+ op(1) , (G.7)
uniformly in P ∈ P, where the last step follows from Markov’s inequality and result
(G.6). Since ǫ is arbitrary, result (G.7) implies that
sup
f∈BL1(H)
|E[f(Gˆn)|{Xi}ni=1]− E[f(Z¯n,P )|{Xi}ni=1]| = op(1) , (G.8)
uniformly in P ∈ P. Since each Z¯n,P is a copy of GP , we must have E[f(Z¯n,P )] =
E[f(GP )] for all f ∈ BL1(H). This, together with Assumption C.1(ii), yields
sup
f∈BL1(H)
|E[f(Gˆn)|{Xi}ni=1]−E[f(Z¯n,P )]| = op(1) (G.9)
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uniformly in P ∈ P. By the triangle inequality, we note that
sup
f∈BL1(H)
|E[f(Z¯n,P )|{Xi}ni=1]− E[f(Z¯n,P )]|
≤ sup
f∈BL1(H)
|E[f(Z¯n,P )|{Xi}ni=1]− E[f(Gˆn)|{Xi}ni=1]|
+ sup
f∈BL1(H)
|E[f(Gˆn)|{Xi}ni=1]−E[f(Z¯n,P )]| . (G.10)
Combining results (G.8), (G.9) and (G.10), we may thus conclude that
sup
f∈BL1(H)
|E[f(Z¯n,P )|{Xi}ni=1]− E[f(Z¯n,P )]| = op(1) , (G.11)
uniformly in P ∈ P. This completes the proof of the first claim.
For the second claim, fix P ∈ P0. Then we have by the proof of Lemma D.1 that
ψκn,P (h) = min|a|≤κn
‖h+ aθP −ΠΛ(h+ aθP )‖H (G.12)
for all h ∈ H. It follows from results (G.12) and (G.19) (ahead) that
ψκn,P (h)→ φ′θP (h) (G.13)
for all h ∈ H. Therefore, we may conclude by (G.13) that
ψκn,P (GP )→ φ′θP (GP ) (G.14)
(almost) surely. Since Zn,P are copies of GP , it follows that each ψκn,P (GP ) is equal in
distribution to ψκn,P (Zn,P ). The second claim then follows from (G.14). 
Proof of Proposition C.2: Fix h ∈ H and P ∈ P0. We proceed in two steps. First,
we show that φ¯′n(h)→ φ′θP (h) where φ¯′n : H→ R is defined by
φ¯′n(h) ≡ min|α|≤κn ‖h+ αθP −ΠΛ(h+ αθP )‖H . (G.15)
To this end, fix ǫ > 0. Then, we may pick some α∗ ∈ R such that
inf
α∈R
‖h+ αθP −ΠΛ(h+ αθP )‖H ≥ ‖h+ α∗θP −ΠΛ(h+ α∗θP )‖H − ǫ . (G.16)
Since κn →∞ by assumption, we have: for all n sufficient large so that |α∗| ≤ κn,
‖h+ α∗θP −ΠΛ(h+ α∗θP )‖H ≥ inf|α|≤κn ‖h+ αθP −ΠΛ(h+ αθP )‖H . (G.17)
Combining results (G.16) and (G.17), together with the simple fact that the right side
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of (G.17) is no less than φ′θP (h) for all n by Lemma G.3, we thus obtain
φ′θP (h) ≤ limn→∞ inf|α|≤κn ‖h+ αθP −ΠΛ(h+ αθP )‖H ≤ φ
′
θP
(h) + ǫ . (G.18)
Since ǫ is arbitrary, it follows from equation (G.15) and result (G.18) that
lim
n→∞ φ¯
′
n(h) = φ
′
θP (h) . (G.19)
Next, by Assumption 3.1 and the proof of Lemma D.1, we have
φˆ′n(h) = min|α|≤κn
‖h+ αΠΛθˆn −ΠΛ(h+ αΠΛθˆn)‖H . (G.20)
In turn, we obtain from result (G.20) that
|φˆ′n(h)− φ¯′n(h)|
=
∣∣ min
|α|≤κn
‖h+ αΠΛθˆn −ΠΛ(h+ αΠΛθˆn)‖H − min|α|≤κn ‖h+ αθP −ΠΛ(h+ αθP )‖H
∣∣
≤ max
|α|≤κn
‖αΠΛθˆn − αθP ‖H ≤
κn
rn
‖rn{θˆn − θP }‖H = o(1)Op(1) = op(1) , (G.21)
where the first inequality follows from the Lipschitz continuity of the min operator and
Theorem 3.16 in Aliprantis and Border (2006), and the second inequality is due to
θP = ΠΛθP and Lemma 6.54-d in Aliprantis and Border (2006). Combination of results
(G.19) and (G.21) then leads to the desired conclusion. 
Lemma G.1. Let Assumption 3.1(i) hold and φ(h) ≡ ‖h−ΠΛh‖H for all h ∈ H. Then
h 7→ φ(h) is convex. If in addition Assumption 3.1(ii) holds, then h 7→ φ(h) is also
positively homogeneous of degree one and subadditive.
Proof: Given Assumption 3.1(i), φ is convex by Corollary 12.12 in Bauschke and
Combettes (2017). If Assumption 3.1(ii) also holds, then φ is positively homogeneous
of degree one by Proposition 29.29 in Bauschke and Combettes (2017), and thus subad-
ditive by Proposition 10.3 in Bauschke and Combettes (2017). 
Lemma G.2. Let c˜n,P (1 − α) be the (1 − α) conditional quantile of ψκn,P (Z¯n,P ) given
{Xi}ni=1. Then (C.4) implies that, for some ǫn ↓ 0 and any αn ∈ (0, 1 − ǫn),
lim inf
n→∞ infP∈P
P (c˜n,P (1− αn) ≥ cn,P (1− αn − ǫn)− ǫn) = 1 . (G.22)
Remark G.1. As explained in Section C, the coupling order op(1) is sufficient in settings
where θˆn converges in distribution. Then, in the proof of Theorem 3.1, the quantile
cn,P (1 − α − ηn) may be replaced by c˜n,P (1 − α − ηn), which may still be justified by
Lemma 11 in Chernozhukov et al. (2013). Given the condition (C.4), Lemma G.2 in
turn allows us to bound c˜n,P (1 − α − ηn) from below by cn,P (1 − α − ηn − ǫn) − ǫn
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asymptotically (by making ǫn larger if necessary), so that the remaining arguments
there may still apply. This explains that, in the setting of Section C, the independence
condition in Assumption 3.2(ii) may be replaced with (C.4). 
Proof of Lemma G.2: Since f ◦ ψκn,P ∈ BL1(H) whenever f ∈ BL1(R) by Theorem
3.16 in Aliprantis and Border (2006), we may obtain from (C.4) that,
sup
f∈BL1(R)
|E[f(ψκn,P (Z¯n,P ))|{Xi}ni=1]− E[f(ψκn,P (Z¯n,P ))]| = op(1) , (G.23)
uniformly in P ∈ P. Let F˜n,P be the conditional cdf of ψκn,P (Z¯n,P ) given {Xi}ni=1 and
Fn,P be the unconditional cdf of ψκn,P (Z¯n,P ). By Lemma 3.29 in Dudley (2014), we
may then obtain from result (G.23) that
lim inf
n→∞ infP∈P
P (F˜n,P (x) ≤ Fn,P (x+ ǫn) + ǫn ∀x ∈ R) = 1 , (G.24)
for some ǫn ↓ 0 slowly. If the event that F˜n,P (x) ≤ Fn,P (x+ ǫn) + ǫn for x ∈ R occurs,
then by the definition of quantile, we must have for all αn ∈ (0, 1− ǫn) that
Fn,P (c˜n,P (1− αn) + ǫn) ≥ F˜n,P (c˜n,P (1− αn))− ǫn ≥ 1− αn − ǫn , (G.25)
which implies by the definition of quantile that
c˜n,P (1− αn) + ǫn ≥ cn,P (1− αn − ǫn) . (G.26)
The lemma thus follows from combining results (G.24) and (G.26). 
Lemma G.3. If Assumption 3.1 holds and θ0 ∈ Λ, then, for any h ∈ H,
φ′θ0(h) ≡ ‖h−ΠTθ0h‖H = infα∈R ‖h+ αθ0 −ΠΛ(h+ αθ0)‖H . (G.27)
Proof: Fix h ∈ H. By Assumption 3.1 and Lemma 4.2.5 in Aubin and Frankowska
(2009), Tθ0 = Λ+Rθ0. By the definition of projection, we thus have
φ′θ0(h) = ‖h−ΠTθ0h‖H = inf
λ′∈Λ+Rθ0
‖h− λ′‖H = inf
λ′∈Λ+Rθ0
‖h− λ′‖H
= inf
α∈R
inf
λ∈Λ
‖h− λ− αθ0‖H = inf
α∈R
‖h− αθ0 −ΠΛ(h− αθ0)‖H , (G.28)
where the third equality follows by continuity of λ′ 7→ ‖h−λ′‖H and Proposition 11.1(i)
in Bauschke and Combettes (2017), and the last one is by applying the definition of
projection for each α ∈ R. The lemma then follows from (G.28) by noting that the
minimization in the last step is taken over R which is symmetric around zero. 
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00
0
Λ
θP
TθP
h
ΠTθP (h)
h+ αθP : α ≥ 0
h+ αθP : α ≤ 0
h+ α∗θP
Figure G.1. Lemma G.3 shows that the distance from h to the tangent cone (i.e., φ′θ0(h)) is
simply the shortest distance from points on the line h+ αθ0 to Λ as α ranges over R.
Appendix H Additional Simulation Results
The section collects the complete set of results for the simulation designs in Section 4
and Appendix E.
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Table H.1. Empirical Size of Monotonicity Tests for (26) at α = 5%
n γn
FS-C3: kn = 7 FS-C5: kn = 9 FS-C7: kn = 11
D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n1/2 0.054 0.016 0.003 0.058 0.021 0.003 0.059 0.020 0.003
1/n3/4 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
1/n 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
0.1/ log n 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
0.05/ log n 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
0.01/ log n 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
0.1 0.054 0.016 0.003 0.058 0.021 0.004 0.059 0.020 0.003
0.05 0.054 0.016 0.003 0.058 0.021 0.003 0.059 0.020 0.003
0.01 0.053 0.016 0.003 0.058 0.021 0.003 0.058 0.019 0.003
750
1/n1/2 0.053 0.010 0.002 0.057 0.014 0.002 0.059 0.017 0.003
1/n3/4 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
1/n 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
0.1/ log n 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
0.05/ log n 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
0.01/ log n 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
0.1 0.053 0.010 0.002 0.057 0.014 0.003 0.060 0.017 0.003
0.05 0.053 0.010 0.002 0.057 0.014 0.003 0.059 0.017 0.003
0.01 0.052 0.010 0.001 0.056 0.014 0.002 0.059 0.017 0.003
1000
1/n1/2 0.057 0.011 0.001 0.056 0.012 0.000 0.056 0.013 0.001
1/n3/4 0.056 0.011 0.001 0.056 0.011 0.000 0.056 0.013 0.001
1/n 0.056 0.011 0.001 0.056 0.011 0.000 0.056 0.013 0.001
0.1/ log n 0.057 0.011 0.001 0.056 0.012 0.000 0.056 0.013 0.001
0.05/ log n 0.056 0.011 0.001 0.056 0.012 0.000 0.056 0.013 0.001
0.01/ log n 0.056 0.011 0.001 0.056 0.011 0.000 0.056 0.013 0.001
0.1 0.057 0.011 0.002 0.057 0.012 0.001 0.057 0.013 0.001
0.05 0.057 0.011 0.001 0.057 0.012 0.000 0.057 0.013 0.001
0.01 0.056 0.011 0.001 0.056 0.012 0.000 0.056 0.013 0.001
n
LSW-S LSW-L C-OS
D1 D2 D3 D1 D2 D3 D1 D2 D3
500 0.060 0.041 0.008 0.066 0.035 0.004 0.060 0.041 0.012
750 0.057 0.036 0.005 0.059 0.030 0.006 0.054 0.034 0.008
1000 0.061 0.035 0.005 0.065 0.035 0.003 0.049 0.036 0.009
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
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Figure H.7. Empirical power of monotonicity tests for (26) where corresponding to δ = 0 are
the empirical sizes under D1.
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Table H.2. Empirical Size of Convexity Tests for (26) at α = 5%
n γn
FS-C3: kn = 7 FS-C5: kn = 9 FS-C7: kn = 11
D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n1/2 0.049 0.042 0.010 0.057 0.048 0.016 0.054 0.046 0.018
1/n3/4 0.049 0.042 0.009 0.056 0.048 0.016 0.053 0.045 0.017
1/n 0.048 0.042 0.009 0.056 0.047 0.016 0.053 0.045 0.017
0.1/ log n 0.049 0.042 0.010 0.056 0.048 0.016 0.053 0.045 0.017
0.05/ log n 0.049 0.042 0.009 0.056 0.048 0.016 0.053 0.045 0.017
0.01/ log n 0.048 0.042 0.009 0.056 0.047 0.016 0.053 0.045 0.017
0.1 0.049 0.043 0.010 0.057 0.048 0.016 0.054 0.046 0.018
0.05 0.049 0.043 0.010 0.057 0.048 0.016 0.054 0.046 0.018
0.01 0.049 0.042 0.009 0.056 0.048 0.016 0.053 0.045 0.017
750
1/n1/2 0.058 0.046 0.008 0.063 0.055 0.012 0.060 0.056 0.021
1/n3/4 0.058 0.046 0.007 0.062 0.055 0.011 0.060 0.055 0.020
1/n 0.058 0.046 0.007 0.062 0.055 0.011 0.059 0.055 0.019
0.1/ log n 0.058 0.046 0.008 0.063 0.055 0.011 0.060 0.056 0.020
0.05/ log n 0.058 0.046 0.008 0.062 0.055 0.011 0.060 0.056 0.020
0.01/ log n 0.058 0.046 0.007 0.062 0.055 0.011 0.059 0.055 0.019
0.1 0.058 0.047 0.008 0.063 0.055 0.013 0.060 0.056 0.021
0.05 0.058 0.046 0.008 0.063 0.055 0.012 0.060 0.056 0.021
0.01 0.058 0.046 0.008 0.062 0.055 0.011 0.059 0.056 0.020
1000
1/n1/2 0.052 0.045 0.005 0.055 0.047 0.010 0.054 0.045 0.013
1/n3/4 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.045 0.013
1/n 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.044 0.013
0.1/ log n 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.045 0.013
0.05/ log n 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.045 0.013
0.01/ log n 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.044 0.013
0.1 0.052 0.045 0.006 0.055 0.047 0.010 0.054 0.046 0.014
0.05 0.052 0.045 0.005 0.055 0.047 0.010 0.054 0.046 0.013
0.01 0.052 0.044 0.005 0.055 0.047 0.010 0.054 0.045 0.013
n
LSW-S LSW-L
D1 D2 D3 D1 D2 D3
500 0.059 0.058 0.048 0.063 0.066 0.050
750 0.063 0.058 0.049 0.064 0.064 0.047
1000 0.057 0.055 0.046 0.058 0.058 0.046
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
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Figure H.8. Empirical power of convexity tests for (26) where corresponding to δ = 0 are the
empirical sizes under D1.
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Table H.3. Empirical Size of Monotonicity-Convexity Tests for (26) at α = 5%
n γn
FS-C3: kn = 7 FS-C5: kn = 9 FS-C7: kn = 11
D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n1/2 0.050 0.027 0.008 0.055 0.033 0.012 0.055 0.033 0.014
1/n3/4 0.050 0.026 0.007 0.054 0.032 0.011 0.054 0.032 0.014
1/n 0.050 0.026 0.007 0.054 0.032 0.011 0.054 0.032 0.013
0.1/ log n 0.050 0.026 0.008 0.055 0.033 0.011 0.054 0.032 0.014
0.05/ log n 0.050 0.026 0.007 0.054 0.032 0.011 0.054 0.032 0.014
0.01/ log n 0.050 0.026 0.007 0.054 0.032 0.011 0.054 0.032 0.013
0.1 0.050 0.028 0.009 0.056 0.034 0.012 0.055 0.034 0.015
0.05 0.050 0.027 0.008 0.055 0.033 0.012 0.055 0.033 0.014
0.01 0.050 0.026 0.007 0.054 0.033 0.011 0.054 0.032 0.014
750
1/n1/2 0.056 0.026 0.006 0.060 0.035 0.009 0.058 0.035 0.018
1/n3/4 0.056 0.026 0.005 0.059 0.035 0.008 0.057 0.034 0.018
1/n 0.056 0.026 0.005 0.059 0.034 0.008 0.057 0.034 0.017
0.1/ log n 0.056 0.026 0.006 0.059 0.035 0.008 0.057 0.034 0.018
0.05/ log n 0.056 0.026 0.005 0.059 0.035 0.008 0.057 0.034 0.018
0.01/ log n 0.056 0.026 0.005 0.059 0.034 0.008 0.057 0.034 0.017
0.1 0.057 0.026 0.006 0.060 0.035 0.010 0.058 0.036 0.019
0.05 0.057 0.026 0.006 0.060 0.035 0.009 0.058 0.035 0.018
0.01 0.056 0.026 0.005 0.059 0.035 0.008 0.057 0.034 0.018
1000
1/n1/2 0.055 0.023 0.004 0.056 0.030 0.007 0.053 0.030 0.010
1/n3/4 0.055 0.022 0.004 0.055 0.029 0.006 0.053 0.030 0.010
1/n 0.055 0.022 0.004 0.055 0.029 0.006 0.053 0.030 0.010
0.1/ log n 0.055 0.023 0.004 0.056 0.029 0.006 0.053 0.030 0.010
0.05/ log n 0.055 0.022 0.004 0.055 0.029 0.006 0.053 0.030 0.010
0.01/ log n 0.055 0.022 0.004 0.055 0.029 0.006 0.053 0.030 0.010
0.1 0.055 0.024 0.004 0.056 0.030 0.007 0.054 0.030 0.010
0.05 0.055 0.024 0.004 0.056 0.030 0.007 0.053 0.030 0.010
0.01 0.055 0.023 0.004 0.056 0.029 0.006 0.053 0.030 0.010
n
LSW-S LSW-S
D1 D2 D3 D1 D2 D3
500 0.065 0.057 0.030 0.068 0.057 0.030
750 0.065 0.052 0.032 0.069 0.053 0.031
1000 0.060 0.048 0.026 0.065 0.054 0.026
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
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Figure H.9. Empirical power of monotonicity-convexity tests for (26) where corresponding to
δ = 0 are the empirical sizes under D1.
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Table H.4. Empirical Size of Monotonicity Tests for (27) at α = 5%
n γn
FS-Q0: kn = 9 FS-Q1: kn = 16 FS-C0: kn = 16 FS-C1: kn = 25
D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n1/2 0.064 0.020 0.000 0.069 0.030 0.002 0.068 0.031 0.001 0.084 0.046 0.004
1/n3/4 0.063 0.019 0.000 0.069 0.030 0.002 0.067 0.031 0.001 0.084 0.045 0.004
1/n 0.061 0.018 0.000 0.068 0.030 0.002 0.067 0.030 0.001 0.083 0.044 0.004
0.1/ log n 0.063 0.020 0.000 0.069 0.030 0.002 0.067 0.031 0.001 0.084 0.045 0.004
0.05/ log n 0.062 0.019 0.000 0.069 0.030 0.002 0.067 0.031 0.001 0.083 0.044 0.004
0.01/ log n 0.061 0.018 0.000 0.068 0.030 0.002 0.067 0.030 0.001 0.083 0.044 0.004
0.1 0.066 0.020 0.000 0.069 0.031 0.002 0.069 0.031 0.001 0.085 0.047 0.005
0.05 0.064 0.020 0.000 0.069 0.030 0.002 0.068 0.031 0.001 0.084 0.047 0.004
0.01 0.063 0.019 0.000 0.069 0.030 0.002 0.067 0.031 0.001 0.084 0.045 0.004
750
1/n1/2 0.061 0.011 0.000 0.067 0.025 0.000 0.066 0.023 0.000 0.075 0.033 0.001
1/n3/4 0.060 0.010 0.000 0.066 0.025 0.000 0.065 0.022 0.000 0.074 0.033 0.001
1/n 0.058 0.010 0.000 0.065 0.025 0.000 0.064 0.022 0.000 0.074 0.032 0.000
0.1/ log n 0.060 0.011 0.000 0.066 0.025 0.000 0.065 0.022 0.000 0.074 0.033 0.001
0.05/ log n 0.060 0.010 0.000 0.066 0.025 0.000 0.065 0.022 0.000 0.074 0.033 0.001
0.01/ log n 0.058 0.010 0.000 0.065 0.025 0.000 0.064 0.022 0.000 0.074 0.032 0.000
0.1 0.062 0.012 0.000 0.069 0.026 0.000 0.066 0.023 0.000 0.077 0.033 0.001
0.05 0.061 0.011 0.000 0.067 0.026 0.000 0.066 0.023 0.000 0.076 0.033 0.001
0.01 0.060 0.011 0.000 0.066 0.025 0.000 0.065 0.022 0.000 0.074 0.033 0.001
1000
1/n1/2 0.050 0.011 0.000 0.057 0.022 0.000 0.054 0.021 0.000 0.059 0.024 0.001
1/n3/4 0.050 0.011 0.000 0.056 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
1/n 0.050 0.011 0.000 0.055 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
0.1/ log n 0.050 0.011 0.000 0.056 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.001
0.05/ log n 0.050 0.011 0.000 0.056 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
0.01/ log n 0.050 0.011 0.000 0.055 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
0.1 0.051 0.011 0.000 0.058 0.022 0.000 0.054 0.021 0.000 0.062 0.025 0.001
0.05 0.050 0.011 0.000 0.057 0.022 0.000 0.054 0.021 0.000 0.061 0.025 0.001
0.01 0.050 0.011 0.000 0.056 0.021 0.000 0.053 0.020 0.000 0.059 0.023 0.000
n
LSW-S LSW-S C-OS
D1 D2 D3 D1 D2 D3 D1 D2 D3
500 0.043 0.020 0.000 0.061 0.026 0.002 0.068 0.061 0.037
750 0.054 0.017 0.000 0.066 0.031 0.000 0.057 0.045 0.023
1000 0.044 0.021 0.000 0.054 0.019 0.000 0.055 0.042 0.019
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
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Figure H.10. Empirical power of monotonicity tests for (27) where corresponding to δ = 0 are
the empirical sizes under D1.
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Table H.5. Empirical Size of Concavity Tests for (E.1) at α = 5%
n γn
FS-Q0: kn = 9 FS-Q1: kn = 16 FS-C0: kn = 16 FS-C1: kn = 25
D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3
500
1/n1/2 0.063 0.062 0.015 0.071 0.069 0.030 0.071 0.069 0.030 0.086 0.083 0.046
1/n3/4 0.063 0.061 0.015 0.069 0.067 0.029 0.071 0.068 0.029 0.084 0.082 0.045
1/n 0.062 0.061 0.015 0.069 0.067 0.029 0.070 0.067 0.028 0.083 0.081 0.044
0.1/ log n 0.063 0.061 0.015 0.069 0.068 0.030 0.071 0.068 0.030 0.085 0.082 0.045
0.05/ log n 0.063 0.061 0.015 0.069 0.067 0.029 0.070 0.068 0.029 0.084 0.082 0.044
0.01/ log n 0.062 0.061 0.015 0.069 0.067 0.029 0.070 0.067 0.028 0.083 0.081 0.044
0.1 0.065 0.062 0.015 0.072 0.070 0.031 0.072 0.070 0.031 0.087 0.084 0.047
0.05 0.063 0.062 0.015 0.071 0.069 0.031 0.071 0.069 0.030 0.086 0.083 0.046
0.01 0.063 0.061 0.015 0.069 0.067 0.029 0.071 0.068 0.029 0.084 0.082 0.045
750
1/n1/2 0.066 0.065 0.011 0.075 0.075 0.028 0.076 0.075 0.025 0.071 0.073 0.036
1/n3/4 0.065 0.063 0.011 0.074 0.074 0.028 0.073 0.074 0.024 0.069 0.071 0.035
1/n 0.064 0.063 0.011 0.073 0.073 0.027 0.072 0.073 0.024 0.069 0.071 0.035
0.1/ log n 0.065 0.063 0.011 0.074 0.075 0.028 0.075 0.075 0.024 0.070 0.072 0.036
0.05/ log n 0.065 0.063 0.011 0.074 0.074 0.028 0.073 0.074 0.024 0.069 0.071 0.035
0.01/ log n 0.064 0.063 0.011 0.073 0.073 0.027 0.072 0.073 0.024 0.069 0.071 0.035
0.1 0.066 0.066 0.011 0.077 0.077 0.029 0.078 0.076 0.025 0.073 0.076 0.037
0.05 0.066 0.065 0.011 0.075 0.076 0.029 0.076 0.075 0.025 0.072 0.075 0.037
0.01 0.065 0.063 0.011 0.074 0.074 0.028 0.074 0.074 0.024 0.069 0.071 0.036
1000
1/n1/2 0.058 0.061 0.004 0.068 0.068 0.018 0.070 0.069 0.014 0.067 0.066 0.028
1/n3/4 0.057 0.059 0.004 0.067 0.067 0.018 0.070 0.067 0.014 0.067 0.065 0.027
1/n 0.057 0.059 0.004 0.067 0.066 0.018 0.069 0.067 0.014 0.066 0.065 0.027
0.1/ log n 0.057 0.060 0.004 0.067 0.067 0.018 0.070 0.068 0.014 0.067 0.065 0.027
0.05/ log n 0.057 0.059 0.004 0.067 0.067 0.018 0.070 0.068 0.014 0.067 0.065 0.027
0.01/ log n 0.057 0.059 0.004 0.067 0.066 0.018 0.069 0.067 0.014 0.066 0.065 0.027
0.1 0.058 0.063 0.004 0.069 0.071 0.019 0.072 0.070 0.015 0.068 0.067 0.030
0.05 0.058 0.062 0.004 0.069 0.070 0.018 0.071 0.069 0.014 0.067 0.066 0.029
0.01 0.057 0.059 0.004 0.067 0.067 0.018 0.070 0.068 0.014 0.067 0.065 0.027
n
LSW-S LSW-S
D1 D2 D3 D1 D2 D3
500 0.046 0.049 0.043 0.059 0.055 0.049
750 0.068 0.056 0.049 0.071 0.074 0.048
1000 0.053 0.053 0.043 0.062 0.051 0.037
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
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Figure H.11. Empirical power of convexity tests for (E.1) where corresponding to δ = 0 are the
empirical sizes under D1.
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Table H.6. Empirical Size of Testing Slutsky Restrictions for (E.2) at α = 5%
n γn
FS-Q0: kn = 27 FS-Q1: kn = 64 FS-C0: kn = 64 FS-C1: kn = 125
D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3
1000
1/n1/2 0.065 0.033 0.021 0.082 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
1/n3/4 0.065 0.033 0.020 0.082 0.050 0.033 0.089 0.052 0.033 0.142 0.090 0.066
1/n 0.065 0.033 0.020 0.082 0.050 0.033 0.089 0.052 0.033 0.142 0.090 0.066
0.1/ log n 0.065 0.033 0.021 0.082 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
0.05/ log n 0.065 0.033 0.020 0.082 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
0.01/ log n 0.065 0.033 0.020 0.081 0.050 0.033 0.089 0.052 0.033 0.142 0.090 0.066
0.1 0.065 0.033 0.020 0.081 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
0.05 0.065 0.033 0.020 0.081 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
0.01 0.065 0.033 0.020 0.082 0.050 0.033 0.088 0.052 0.033 0.142 0.090 0.066
3000
1/n1/2 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
1/n3/4 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
1/n 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.1/ log n 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.05/ log n 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.01/ log n 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.1 0.049 0.016 0.007 0.058 0.024 0.012 0.057 0.022 0.011 0.074 0.030 0.014
0.05 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
0.01 0.049 0.017 0.007 0.058 0.024 0.012 0.058 0.022 0.011 0.074 0.030 0.014
5000
1/n1/2 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
1/n3/4 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
1/n 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.1/ log n 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.05/ log n 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.01/ log n 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.1 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.05 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
0.01 0.051 0.018 0.007 0.063 0.020 0.008 0.060 0.018 0.007 0.058 0.021 0.008
Note: The parameter γn determines κˆn proposed in Section 3.2 with cn = 1/ log n and rn = (n/kn)
1/2.
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Figure H.12. Empirical power of testing Slutsky restriction for (E.3) where corresponding to
δ = 0 are the empirical sizes under D1.
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