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Abstract
In the last 20 years a whole hierarchy of notions of tractability was proposed and analyzed by
several authors. These notions are used to classify the computational hardness of continuous
numerical problems S = (Sd)d∈N in terms of the behavior of their information complexity
n(ε, Sd) as a function of the accuracy ε and the dimension d. By now a lot of effort was spend
on either proving quantitative positive results (such as, e.g., the concrete dependence on ε
and d within the well-established framework of polynomial tractability), or on qualitative
negative results (which, e.g., state that a given problem suffers from the so-called curse of
dimensionality). Although several weaker types of tractability were introduced recently, the
theory of information-based complexity still lacks a notion which allows to quantify the exact
(sub-/super-)exponential dependence of n(ε, Sd) on both parameters ε and d. In this paper
we present the notion of (s, t)-weak tractability which attempts to fill this gap. Within this
new framework the parameters s and t are used to quantitatively refine the huge class of
polynomially intractable problems. For linear, compact operators between Hilbert spaces
we provide characterizations of (s, t)-weak tractability w.r.t. the worst case setting in terms
of singular values. In addition, our new notion is illustrated by classical examples which
recently attracted some attention. In detail, we study approximation problems between
periodic Sobolev spaces and integration problems for classes of smooth functions.
Keywords: Information-based complexity, Multivariate numerical problems, Hilbert spaces,
Tractablity, Approximation, Integration.
Subject Classification: 68Q25, 65Y20, 41A63.
1 Introduction
Let S = (Sd)d∈N denote a multivariate numerical problem, i.e., a sequence of solution opera-
tors Sd, where each of them maps problem elements f from a subset of some normed (source)
space Fd onto its solution Sd(f) in some other (target) space Gd. In the following we refer to
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the parameter d as the dimension of the problem instance Sd. Typical examples cover approx-
imation problems (where Sd is an embedding operator between spaces of d-variate functions)
or integration problems (where Sd(f) is defined as the integral of f over some d-dimensional
domain).
We are interested in the computational hardness of S with respect to given classes of algo-
rithms. This can be modeled by the information complexity n(ε, Sd) which is defined as the
minimal number of information operations that are needed to solve the d-dimensional problem
with accuracy ε > 0:
nabs(ε, Sd) := min{n ∈ N0 e(n, d) ≤ ε} . (1)
Therein the quantity e(n, d) is defined as the minimal error (measured w.r.t. a given setting) that
can be achieved among all algorithms (within the class under consideration) that use at most
n ∈ N0 information operations (degrees of freedom) on the input f to approximate the exact
solution Sd(f). The initial error of the d-dimensional problem instance Sd is denoted by
εinitd := e(0, d), d ∈ N.
Besides the information complexity with respect to the absolute error criterion as defined in (1)
we also consider the respective quantity w.r.t. the normalized error criterion,
nnorm(ε, Sd) := min
{
n ∈ N0 e(n, d) ≤ ε · εinitd
}
, (2)
which measures how many pieces of information are needed to reduce the initial error by some
factor ε ∈ (0, 1]. Typical classes of algorithms under consideration are, e.g., methods based on
arbitrary linear functionals (information in Λall), or algorithms which are allowed to use function
values (Λstd) only. Moreover, one may stick to linear methods only, allow or prohibit adap-
tion and/or randomization. Possible settings include the worst case, average case, probabilistic,
and the randomized setting. For concrete definitions, explicit complexity results, and further
references, see, e.g., the monographs [9, 10, 11, 15], as well as the recent survey [16].
For the ease of presentation, in what follows, we mainly focus our attention on linear algo-
rithms and their worst case errors among the unit ball B(Fd) := {f ∈ Fd ‖f Fd‖ ≤ 1} of our
source space Fd. That is, we set
e(n, d) := ewor(n, d; Λ) := inf
An,d
sup
f∈B(Fd)
‖Sd(f)−An,d(f) Gd‖ ,
where the infimum is taken w.r.t. to all (deterministic, linear, non-adaptive) algorithms that
use n information operations from the class Λ ∈ {Λall,Λstd}.
In the last 20 years a whole hierarchy of notions of tractability was proposed and analyzed
by several authors in order to classify the behavior of the information complexity n(ε, Sd) as a
function of the accuracy ε and the dimension d. By now a lot of effort was spend on either proving
quantitative positive results (such as, e.g., the concrete polynomial dependence on ε and d in the
well-established framework of polynomial tractability), or on qualitative negative results (which,
e.g., state that a given problem suffers from the curse of dimensionality); again see [9, 10, 11].
Although several weaker types of tractability were introduced recently [2, 13, 14], to the best
of our knowledge, the theory of information-based complexity still lacks a notion which allows
to quantify the exact (sub-/super-) exponential dependence of n(ε, Sd) on both parameters ε
and d. The aim of this paper is to fill this gap. To this end, we define and analyze the notion of
(s, t)-weak tractability which was coined very recently in [17].
The material is organized as follows: in Section 2 we introduce our new category of (s, t)-
weakly tractable problems and investigate relations with existing classes of tractability. The
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subsequent Section 3 which deals with linear problems defined between Hilbert spaces then con-
tains our main results. First of all, in Section 3.1, we provide a characterization of (s, t)-weak
tractability for general (linear and compact) Hilbert space problems S = (Sd)d∈N w.r.t. the worst
case setting (for both error criteria and information from Λall) in terms of their singular values
λ(d) = (λd,j)j∈N, d ∈ N. In Section 3.2, we focus on the important subclass of tensor product
problems between Hilbert spaces and prove corresponding assertions which rely on the univariate
singular values λ(1) = (λj)j∈N only. To conclude this part of the paper, Section 3.3 is devoted
to a comparison of the power of function values (information from Λstd) and of general linear
information (Λall) for the specific problem of (weighted) multivariate approximation in the worst
case setting as studied, e.g., in [11, Chapter 26]. Finally, Section 4 deals with concrete examples
recently studied by other authors. Here we investigate (s, t)-weak tractability for embeddings of
periodic Sobolev spaces on the torus Td for different norms (based on Fourier coefficients) in the
source spaces. As a byproduct we close a gap in the characterization of (classical) weak tractabil-
ity [8, Theorem 5.5]. Furthermore, we derive a positive complexity result for the integration
problem of smooth functions based on error bounds recently published in [4, 5].
2 Definition and simple properties
Let S = (Sd)d∈N denote a multivariate problem in the sense of the previous section and let
ncrit(ε, Sd), crit ∈ {abs, norm}, denote its information complexity with respect to the absolute
or normalized error criterion in some fixed setting, respectively. In order to quantify polynomial
intractability, we generalize the by now classical notion of weak tractability as follows:
Definition 2.1. If for some fixed parameters s, t ≥ 0 it holds
lim
ε−1+d→∞
lnncrit(ε, Sd)
ε−s + d t
= 0, (3)
then the problem S is called (s, t)-weakly tractable. ⋄
Roughly speaking, this means that we have (s, t)-weak tractability if the information com-
plexity is neither exponential in d t, nor in ε−s. Thus, varying s and t we are now able to quantify
a (sub-/super-)exponential behavior of ncrit(ε, Sd) in ε and/or in d. As usual, the limit in (3) is
taken w.r.t. all two-dimensional sequences ((εk, dk))k∈N ⊂ (0, 1]× N such that
εk <
{
εinitdk if crit = abs,
1 if crit = norm,
for each k ∈ N and ε−1k +dk →∞, as k approaches infinity. Note that, without loss of generality,
in what follows we always assume that εinitd > 0 for every d ∈ N such that ncrit(ε, Sd) ≥ 1 for all
ε and d under consideration.
In the subsequent Remark 2.2 we justify that the most interesting ranges of parameters are
0 < s and 0 < t ≤ 1.
Remark 2.2. Assume that the problem S satisfies (3) with s = 0 ≤ t. Given d = d0 ∈ N arbitrarily
fixed we consider sequences (εk)k∈N for which min{1, εinitd0 } > ε1 ≥ ε2 ≥ . . . > 0. Then (3) and
the fact that ncrit(ε, Sd) is monotone in the accuracy ε, i.e., n
crit(εk, Sd0) ≤ ncrit(εk+1, Sd0) for
all k ∈ N, implies that ncrit(εk, Sd0) = 1 for each k. Hence, the problem is trivial since in every
dimension it can be solved with arbitrary accuracy using only one piece of information on the
input. In particular, such problems are strongly polynomially tractable.
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Now suppose S satisfies (3) with s > 0 = t. Let ε = ε0 ∈ (0, 1) be arbitrarily fixed and
consider the sequence ((ε0, d))d∈N. Then, for the normalized error criterion, equation (3) implies
that nnorm(ε0, Sd)→ 1, as d→∞. Thus, for all dimensions d larger than a certain d∗(ε0) ∈ N the
problem S can be solved to within the threshold ε0 using again only one information operation.
When dealing with the absolute error criterion every d such that εinitd ≤ ε0 satisfies nabs(ε0, Sd) =
0. For the subsequence of all remaining d the same argument as before applies. Therefore a
problem for which (s, 0)-weak tractability holds is trivial in the sense that asymptotically in d it
can be solved with arbitrary accuracy using at most one piece of information on the input.
Finally consider a problem S which is (s, t)-weakly tractable with s ≥ 0 and t > 1 and,
for simplicity, assume that there exists some positive constant c < 1 such that εinitd > c for all
d ∈ N. Then the information complexity of S is allowed to be lower bounded by C · (1 + γ)d
for some C, γ > 0, all d ∈ N, and some fixed ε ∈ (0, c). Hence, S may suffer from the curse of
dimensionality. ⋄
Next we compare the class of problems defined in Definition 2.1 with existing notions of
tractability. For this purpose recall that S = (Sd)d∈N is called weakly tractable if its information
complexity is neither exponential in ε−1, nor in d, and S is said to be uniformly weakly tractable
if ncrit(ε, Sd) is not exponential in any positive power of ε and/or d; see [9] and [14], respectively.
Hence, from Definition 2.1 we immediately deduce the following proposition.
Proposition 2.3. Obviously,
• S is uniformly weakly tractable if and only if it is (s, t)-weakly tractable for all s, t > 0.
• S is weakly tractable (in the classical sense) if and only if it is (1, 1)-weakly tractable.
• for all 0 ≤ s ≤ σ and 0 ≤ t ≤ τ fixed (s, t)-weak tractability implies (σ, τ)-weak tractability.
Thus, in the tractability hierarchy, (s, t)-weak tractability with parameters 0 < s, t < 1 is
located in-between uniform weak tractability and classical weak tractability; see Figure 1 below.
Moreover, the examples in Section 4.1 below show that these inclusions are strict.
SPT
PT Q
P
T
U
W
T
(s, t)-WT
(0 < s, t < 1)
WT
=
(1, 1)-WT
(σ, τ)-WT
(σ, τ > 1)
Curse
Figure 1: Interrelation of (s, t)-weak tractability ((s, t)-WT) with strong polynomial/
polynomial/quasi-polynomial tractability (SPT/PT/QPT), as well as with uni-
form weak/weak tractability (UWT/WT), and the curse of dimensionality.
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3 Compact linear problems defined between Hilbert spaces
3.1 General Hilbert space problems
In this section we consider problems S = (Sd)d∈N defined between arbitrary Hilbert spaces Hd
and Gd. That is, for every d ∈ N we assume that Sd : Hd → Gd is a linear and compact operator
which is characterized by its (squared) singular values λ(d) = (λd,j)j∈N; see, e.g., [9] or [16].
Without loss of generality we restrict our attention to those problems S which are defined over
infinite dimensional, separable Hilbert spaces. While this assumption simplifies our analysis, it
does not harm the generality of our investigations; cf. [16, Remark 2.6] for details.
Moreover, we may assume that for all d the sequences λ(d) are not trivial and possess a
non-increasing ordering:
λd,1 ≥ λd,2 ≥ . . . ≥ 0 with λd,1 > 0, d ∈ N.
Then none of the Sd’s is the zero operator and the initial error in dimension d is given by
εinitd = ‖Sd‖ = λ1/2d,1 . We study the worst case setting with respect to the absolute and the
normalized error criterion for the class Λall of all continuous linear functionals. To this end,
given d ∈ N, we define
CRId :=
{
1 if crit = abs,
λd,1 if crit = norm.
(4)
Recall that in this setting the nth optimal algorithm in dimension d is given by the image (un-
der Sd) of the orthogonal projection of the input onto the subspace spanned by the eigenelements
ηd,j of the positive semi-definite, self-adjoint, and compact operator
Wd := S
∗
d ◦ Sd : Hd → Hd
which correspond to the n largest eigenvalues λd,1, . . . , λd,n. Furthermore, from the general
theory it follows that e(n, d) =
√
λd,n+1 and thus
ncrit(ε, Sd) = min
{
n ∈ N0 λd,n+1 ≤ ε2CRId
}
, crit ∈ {abs, norm}. (5)
For details and further reading we again refer to [9] and [16].
In the sequel we derive necessary and sufficient conditions for (s, t)-weak tractability of gen-
eral Hilbert space problems S = (Sd)d∈N. We start with conditions for the non-limiting case
min{s, t} > 0. Afterwards, the analysis is completed by results for the cases in which s = 0
and/or t = 0.
3.1.1 Non-limiting case
Theorem 3.1. Let S = (Sd)d∈N be defined as above and consider the worst case setting w.r.t. the
absolute or normalized error criterion for the class Λall. In addition, let s, t > 0 and 0 < β < 1
be fixed. Then S is (s, t)-weakly tractable if and only if the following two conditions hold:
(C1) For every d ∈ N we have
lim
j→∞
λd,j
CRId
ln2/sj = 0.
(C2) There exists a function fs,t : (0, β]→ N such that
Ls,t := sup
β∈(0,β]
1
β2/s
sup
d∈N,
d≥fs,t(β)
sup
j∈N,
j≥⌈exp(d t√β)⌉+1
λd,j
CRId
ln2/sj <∞.
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As usual, here and in what follows ln2/sj means [ln(j)]
2/s
and ⌈x⌉ denotes the smallest natural
number larger than or equal to x > 0. Furthermore, ⌊y⌋ is the largest integer smaller than or
equal to y ≥ 0 and we use (z)+ as a shorthand for the maximum of z ∈ R and zero.
Remark 3.2. Note that if we set s := t := 1 and β := 1/2, then Theorem 3.1 coincides with
the characterization of weak tractability stated in [9, Theorem 5.3]. Moreover, the proof given
below shows that we have uniform weak tractability if and only if (C1) and (C2) hold for every
s = t > 0 and some fixed 0 < β < 1. Hence, we also generalized [18, Theorem 4.1] in which
β = 1/2. ⋄
Proof of Theorem 3.1. The proof can be derived using essentially the same arguments as ex-
ploited in [9] and [18], respectively. However, at some points additional estimates are needed as
we shall now explain. To this end, let s, t > 0, as well as 0 < β < 1, be fixed arbitrarily.
Step 1. We show that (s, t)-weak tractability implies (C1). From (3) we infer that for all
β ∈ (0, β] there exists a natural number Ms,t(β) such that for all pairs (ε, d) ∈ (0, 1) × N with
ε < εinitd and ε
−1 + d ≥Ms,t(β) it holds
lnncrit(ε, Sd)
ε−s + d t
≤ β, i.e., ncrit(ε, Sd) ≤
⌊
exp
(
β (ε−s + d t)
)⌋
.
(W.l.o.g. we may assume that Ms,t(β) > min{1, εinitd0 }−1 + d0 for some fixed d0 ∈ N.) Using (5)
this yields that for all
j ≥ ⌊exp(β (ε−s + d t))⌋+ 1 (6)
it is λd,j ≤ ε2CRId. In the case of equality in (6) we clearly have εs ≤ β/(ln(j − 1)− β d t)+. In
conclusion, it holds
λd,j
CRId
≤ ε2 ≤ β
2/s
(ln(j − 1)− β d t)2/s+
for 0 < β ≤ β, j = ⌊exp(β (ε−s + d t))⌋+ 1,
and all pairs (ε, d) ∈ (0,min{1, εinitd })×N for which ε−1 + d ≥Ms,t(β). All such pairs obviously
satisfy
ε−s + d t ≤ cs,t
(
ε−1 + d
)max{s,t}
,
where the constant cs,t ≥ 1 does not depend on ε and d. Now, for arbitrarily fixed β and d,
we let ε vary in the interval (0,min{1, εinitd }). Then the left-hand side of the last inequality can
be arbitrary large while the smallest value of the right-hand side is given by cs,tMs,t(β)
max{s,t}.
This finally yields
λd,j
CRId
≤ β
2/s
(ln(j − 1)− β d t)2/s+
at least for all j >
⌊
exp
(
β cs,tMs,t(β)
max{s,t}
)⌋
. (7)
Using (7) we deduce condition (C1) as follows: For each natural number j larger than some
j0 = j0(β, d, t) ≥ 3 we have that ln(j − 1) > 2 β d t which clearly implies
ln(j − 1)− β d t > 1
4
ln j > 0, i.e.,
1
(ln(j − 1)− β d t)2/s+
<
42/s
ln2/sj
.
Consequently, for all j > max
{
j0,
⌊
exp
(
β cs,tMs,t(β)
max{s,t})⌋} it holds
λd,j
CRId
ln2/sj ≤ (4 β)2s.
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Since β ∈ (0, β] was arbitrary, this shows (C1).
To verify also (C2), let fs,t : (0, β] → N be defined by fs,t(β) :=
⌈(
cs,tMs,t(β)
max{s,t})1/t⌉.
Then for all 0 < β ≤ β < 1 and each d ∈ N with d ≥ fs,t(β) we naturally have
d t ≥ fs,t(β)t ≥ cs,tMs,t(β)max{s,t}. (8)
Further note that for j ≥ ⌈exp(d t√β)⌉+ 1 ≥ 3 it is ln(j − 1) ≥ d t√β which shows
ln(j − 1)− β d t ≥
(
1−
√
β
)
ln(j − 1) > 0. (9)
From (8) and the fact that
√
β ≥ β we moreover conclude that every such j is admissible for (7).
Combining (7) with (9) now proves that
1
β2/s
λd,j
CRId
ln2/sj ≤ ln
2/sj
(ln(j − 1)− β d t)2/s
≤
(
ln j
ln(j − 1)
)2/s
1(
1−
√
β
)2/s ≤
(
2
1−
√
β
)2/s
is uniformly bounded for all β ∈ (0, β], each d ≥ fs,t(β), and all j ≥
⌈
exp
(
d t
√
β
)⌉
+ 1. In other
words, we have shown that Ls,t defined in (C2) is finite, as claimed.
Step 2. We are left with proving the converse implication, i.e., that the conditions (C1) and
(C2) together imply (s, t)-weak tractability of S. For this purpose let β ∈ (0, β] be fixed. Then
(C1) ensures the existence of some integer Js,t(β) > 2 such that for all j ≥ Js,t(β) and each
d ∈ {1, 2, . . . , fs,t(β)− 1} it holds
λd,j
CRId
ln2/sj ≤ β.
Since for ε > 0 the condition β/ ln2/sj ≤ ε2 is equivalent to j ≥ ⌈exp(βs/2 ε−s)⌉, we conclude
λd,j ≤ ε2CRId for all d < fs,t(β), ε > 0, and j ≥ max
{
Js,t(β),
⌈
exp
(
βs/2 ε−s
)⌉}
.
Hence, ncrit(ε, Sd) ≤ max
{
Js,t(β), exp
(
βs/2 ε−s
)}
for these d and ε.
If d ≥ fs,t(β), then condition (C2) yields that for all j ≥
⌈
exp
(
d t
√
β
)⌉
+ 1
1
β2/s
λd,j
CRId
ln2/sj ≤ Ls,t.
Additionally, given ε > 0 we note that in this case β2/s Ls,t/ ln
2/sj ≤ ε2 holds if and only if
j ≥
⌈
exp
(
β L
s/2
s,t ε
−s
)⌉
. Hence, for all d ≥ fs,t(β) and ε > 0, we obtain
λd,j ≤ ε2CRId if j ≥ max
{⌈
exp
(
d t
√
β
)⌉
+ 1,
⌈
exp
(
β L
s/2
s,t ε
−s
)⌉}
and therefore ncrit(ε, Sd) ≤ max
{
2 exp
(
d t
√
β
)
, exp
(
β L
s/2
s,t ε
−s
)}
, where we used the estimate
⌈x⌉ ≤ x+ 1 ≤ 2 x which holds for x ≥ 1.
Combining both the estimates on the information complexity ncrit(ε, Sd), we see that for all
d ∈ N, every ε ∈ (0, 1), and all β ∈ (0, β] it is
lnncrit(ε, Sd)
ε−s + d t
≤

max
{
ln Js,t(β)
ε−s + d t
, βs/2
}
if d < fs,t(β),
max
{√
β +
ln 2
ε−s + d t
, β L
s/2
s,t
}
if d ≥ fs,t(β).
(10)
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Note that there exists a constant c′s,t > 0 such that for all ε and d we have
ε−s + d t ≥ c′s,t
(
ε−1 + d
)min{s,t}
.
Hence, for all δ > 0 we find β = β(δ) ∈ (0, β] and Ns,t(δ) ∈ N which ensure that both the
maxima in (10) are less than δ for all admissible pairs (ε, d) with ε−1 + d ≥ Ns,t(δ). In other
words, we have shown (3) and thus S is (s, t)-weakly tractable which completes the proof. 
3.1.2 Limiting case
We turn to the limiting case of (s, t)-weak tractability in which s and/or t equal zero. In these
cases the situation is completely different compared to Theorem 3.1, as the following theorem
shows:
Theorem 3.3. Let S = (Sd)d∈N be defined as above and consider the worst case setting w.r.t.
the absolute or normalized error criterion for the class Λall. Then
• S is (0, t)-weakly tractable with t ≥ 0 if and only if
λd,2 = λd,3 = . . . = 0 for all d ∈ N. (11)
• S is (s, 0)-weakly tractable with s > 0 if and only if the following two conditions hold:
(C3) lim
d→∞
λd,2
CRId
= 0,
(C4) For all 0 < β < 1 there exists a function gs : (0, β]→ N such that
Ls := sup
β∈(0,β]
1
β2/s
sup
d∈N
sup
j∈N,
j≥gs(β)
λd,j
CRId
ln2/sj <∞.
Remark 3.4. Observe that (C4) actually implies that the convergence described by (C1) takes
place uniformly in d. ⋄
Proof of Theorem 3.3. Step 1. If 0 = s ≤ t, then formula (3) yields that ncrit(ε, Sd) = 1 for each
d ∈ N and every ε ∈ (0,min{1, εinitd }); see Remark 2.2. From (5) we thus conclude the necessity
of (11), but of course this condition is also sufficient for (0, t)-weak tractability with t ≥ 0.
Step 2. Let us turn to (s, 0)-weak tractability of S with s > 0. If S is (s, 0)-weakly tractable,
then Remark 2.2 yields that ncrit(ε, Sd) ≤ 1 for all ε > 0 and every d ≥ d∗(ε). Hence, formula
(5) implies
λd,2
CRId
≤ ε
for all these ε and d. Letting ε tend to zero thus proves the limit condition (C3). To show also
(C4) we can proceed as in Step 1 of the proof of Theorem 3.1 to derive (7) with t = 0 for each
d ∈ N and all 0 < β ≤ β. Under the additional assumption that j ≥ ⌈exp(√β)⌉ we moreover
have (9) with t = 0, so that uniformly in d and β it holds
1
β2/s
λd,j
CRId
ln2/sj ≤
(
2
1−
√
β
)2/s
,
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provided that
j ≥ gs(β) := max
{
⌊exp(β cs,0Ms,0(β)s)⌋+ 1,
⌈
exp
(√
β
)⌉}
.
This proves the necessity of (C4).
It remains to show sufficiency of (C3) and (C4) for (s, 0)-weak tractability of S. For this
purpose, we argue similar to Step 2 in the proof of Theorem 3.3: From (C4) it follows that
λd,j ≤ Ls β
2/s
ln2/sj
CRId if j ≥ gs(β)
and, given ε > 0, we again have Ls β
2/s/ ln2/sj ≤ ε2 if and only if j ≥
⌈
exp
(
β L
s/2
s ε−s
)⌉
.
Therefore we conclude that if j satisfies both requirements, then λd,j ≤ ε2CRId and consequently
lnncrit(ε, Sd)
ε−s + d0
≤
lnmax
{
gs(β) − 1, exp
(
β L
s/2
s ε−s
)}
ε−s + 1
≤ max
{
ln gs(β)
ε−s + 1
, β Ls/2s
}
(12)
for all ε > 0, d ∈ N, and 0 < β ≤ β. Now let us take any admissible double sequence ((εk, dk))k∈N
with ε−1k + dk → ∞, as k approaches infinity. Given δ > 0 we can choose β as well as c > 0
small enough such that both entries of the maximum in (12) are smaller than δ for all pairs
(ε, d) = (εk, dk) with k ∈ N and εk ≤ c. It might happen that there remains a subsequence with
εkℓ > c for all ℓ ∈ N. Then ε−1kℓ + dkℓ → ∞ does not imply ε−skℓ + 1→∞. However, in this case
dkℓ →∞, as ℓ→∞, so that we can use the condition (C3) to obtain
lnncrit(εkℓ , Sdkℓ ) ≤ lnncrit(c, Sdkℓ ) ≤ ln 1 = 0,
provided that ℓ is sufficiently large. In conclusion, for all δ > 0 we find k0(δ) ∈ N so that
lnncrit(εk, Sdk)
ε−sk + d
0
k
< δ for all k ≥ k0(δ).
This shows (s, 0)-weak tractability and hence completes the proof. 
3.2 Linear tensor product problems
Linear tensor product problems are important special cases of general Hilbert space problems dis-
cussed in the previous Section 3.1. Here the sequence of problem instances S = (Sd)d∈N is gener-
ated by taking d-fold tensor products of some (univariate) compact linear operator S1 : H1 → G1
between Hilbert spaces H1 and G1. That is, we set
Sd :=
d⊗
ℓ=1
S1 : Hd → Gd, where Hd :=
d⊗
ℓ=1
H1 and Gd :=
d⊗
ℓ=1
G1 for every d ∈ N.
As before we restrict ourselves to problems for which H1 and thus all source spacesHd are infinite
dimensional and separable.
By ((λj , ηj))j∈N we denote the sequence of eigenpairs of W1 := S
∗
1 ◦ S1 : H1 → H1 arranged
w.r.t. a non-increasing ordering of the eigenvalues λj . Once more we obviously have λj ≥ 0 and
limj→∞ λj = 0 since W1 is a positive semi-definite, self-adjoint, and compact operator between
Hilbert spaces. To avoid triviality we again assume that λ1 > 0. For d ≥ 1 we set
Wd := S
∗
d ◦ Sd : Hd → Hd.
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Then, due to the imposed tensor product structure of Sd and Hd, the set of eigenpairs of Wd is
given by {
(λd,j , ηd,j) =
(
d∏
ℓ=1
λjℓ ,
d⊗
ℓ=1
ηjℓ
)
j = (j1, . . . , jd) ∈ Nd
}
In particular, we have λd,(1,...,1) = λ
d
1 = ‖S1‖2d = ‖Sd‖2 > 0 and thus εinitd = λd/21 when dealing
with the worst case setting. Moreover, it is well-known that
ncrit(ε, Sd) = #
{
j ∈ Nd λd,j > ε2CRId
}
, crit ∈ {abs, norm}, (13)
where again CRId := 1 for the absolute, and CRId := λ
d
1 for the normalized error criterion; cf.
(4).
In what follows we significantly extend the characterization of weak tractability for linear
tensor product problems (as it can be found, e.g., in [9, Theorem 5.5] and [12]) to the case of (s, t)-
weak tractability. For this purpose, we first derive conditions which are necessary and sufficient
for the limiting case min{s, t} = 0. Afterwards we give characterizations for the remaining
non-limiting cases.
3.2.1 Limiting case
Our first theorem for linear tensor product problems in the above sense characterizes (s, t)-weak
tractability with s = 0.
Theorem 3.5. Let S = (Sd)d∈N be a linear tensor product problem and consider the worst case
setting for the class Λall. Then the following assertions are equivalent:
• For t ≥ 0 the problem S is (0, t)-weakly tractable w.r.t. the absolute error criterion.
• For t ≥ 0 the problem S is (0, t)-weakly tractable w.r.t. the normalized error criterion.
• λ2 = λ3 = . . . = 0.
• Every problem instance Sd can be solved exactly using only one piece of information.
Proof. The proof can be derived easily from the corresponding result for general Hilbert space
problems given in Theorem 3.3 and the product structure of the eigenvalues λd,j of Wd. 
In order to present a characterization of (s, t)-weak tractability for the case t = 0 two prelim-
inary lemmata are needed:
Lemma 3.6. Let S1 be defined as above. Then, for every s > 0,
lim
n→∞
λn
ln−2/sn
= 0 if and only if lim
ε→0
lnnabs(ε, S1)
ε−s
= 0.
Proof. This lemma follows immediately from the proofs of [14, Lemma 1 and Lemma 2]. 
While Lemma 3.6 relates the decay of the sequence λ(1) = (λj)j∈N to the growth behavior
of the univariate information complexity nabs(ε, S1) as ε → 0, Lemma 3.7 below deals with an
upper estimate for the multidimensional case. Its proof is based on combinatorial arguments
similar to those used in [12] and in the proof of [9, Theorem 5.5], respectively.
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Lemma 3.7. Given a linear tensor product problem S = (Sd)d∈N let S′1 :=
1√
λ1
S1. Then for all
d ∈ N and ε ∈ (0, 1] there holds
nabs(ε, Sd) ≤ d! ·
d∏
ℓ=1
nabs
( ε
λ
d/2
1
)1/ℓ
, S′1
 .
Proof. Let ε and d be fixed. Obviously, the sequence of eigenvalues (λ′n)n∈N of the operator
W ′1 := (S
′
1)
∗ ◦ S′1 related to the modified (univariate) problem instance S′1 satisfies
λ′n =
λn
λ1
∈ [0, 1] for every n ∈ N. (14)
Therefore we can rewrite the information complexity (13) of the original (multivariate) problem
instance Sd as
nabs(ε, Sd) = #
{
j = (j1, . . . , jd) ∈ Nd λ′j1 · . . . · λ′jd >
ε2
λd1
}
. (15)
Suppose that (j1, . . . , jd) ∈ Nd satisfies
λ′j1 · . . . · λ′jd >
ε2
λd1
(16)
and let σ∗ : {1, . . . , d} → {1, . . . , d} denote a permutation such that jσ∗(1) ≥ jσ∗(2) ≥ . . . ≥ jσ∗(d).
If we set
jmax(ℓ) := jσ∗(ℓ)
for ℓ = 1, . . . , d, then
(λ′jmax(ℓ))
ℓ ≥ λ′jmax(1) · . . . · λ′jmax(ℓ) · 1 · . . . · 1 ≥ λ′j1 · . . . · λ′jd .
Hence, from (16) it follows
λ′jmax(ℓ) >
(
ε2
λd1
)1/ℓ
and thus, due to (13) applied for S′1,
jmax(ℓ) ≤ nabs
((
ε/λ
d/2
1
)1/ℓ
, S′1
)
, ℓ = 1, . . . , d.
Now let us define the sets
A :=
d×
ℓ=1
{
1, 2, . . . , nabs
((
ε/λ
d/2
1
)1/ℓ
, S′1
)}
,
B :=
{
(l1, . . . , ld) ∈ Nd (lσ(1), . . . , lσ(d)) ∈ A for some σ ∈ Σd
}
,
where Σd denotes the set of all permutations on {1, . . . , d}. Note that then{
j = (j1, . . . , jd) ∈ Nd λ′j1 · . . . · λ′jd >
ε2
λd1
}
⊂ B.
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Indeed, for every j from this set the rearranged multiindex (jσ∗(1), . . . , jσ∗(d)) belongs to A, i.e.,
by definition it is j ∈ B. In conclusion, the representation (15) yields
nabs(ε, Sd) ≤ #B ≤ d! ·#A = d! ·
d∏
ℓ=1
nabs
((
ε/λ
d/2
1
)1/ℓ
, S′1
)
,
as claimed. 
Now the characterization of (s, 0)-weak tractability reads as follows:
Theorem 3.8. Let S = (Sd)d∈N be a linear tensor product problem and consider the worst case
setting for the class Λall. Moreover, let s > 0. Then
• S is (s, 0)-weakly tractable w.r.t. the normalized error criterion if and only if
λ2 = λ3 = . . . = 0.
• S is (s, 0)-weakly tractable w.r.t. the absolute error criterion if and only if one of the
following conditions applies:
1.) λ2 = λ3 = . . . = 0, or
2.) λ1 < 1 and lim
j→∞
λj
ln−2/sj
= 0.
Proof. Step 1. From Theorem 3.3 it follows that (s, 0)-weak tractability of arbitrary Hilbert
space problems S (in the sense of Section 3.1) is equivalent to the conditions (C3) and (C4).
Since now we deal with linear tensor product problems S we moreover know that
λd,2
CRId
=

λd−11 · λ2
λd1
=
λ2
λ1
if crit = norm,
λd−11 · λ2 if crit = abs
for every d ∈ N. Consequently, for the normalized error criterion (C3), i.e., limd→∞ λd,2/CRId =
0, holds if and only if λ2 = 0. For the absolute error criterion (C3) it is equivalent to λ1 < 1
or λ2 = 0. Since λ2 = 0 clearly implies that all λj , j ≥ 2, equal zero, it also yields condition
(C4). This proves the assertion for the normalized error criterion, as well as the first part for the
absolute error criterion.
Step 2. It remains to show that for 1 > λ1 ≥ λ2 > 0 the problem is S is (s, 0)-weakly
tractable if and only if limj→∞ λj ln2/sj = 0. Condition (C4) shows that this limit condition is
necessary. Indeed, (C4) particularly yields that for d = 1, some function gs, and every (small)
β > 0 it holds
sup
j∈N,
j≥gs(β)
λj ln
2/sj ≤ Ls β2/s.
To prove sufficiency we apply Lemma 3.7 and obtain
lnnabs(ε, Sd)
ε−s + d 0
≤ d ln d
ε−s + 1
+
d lnnabs
(
ε/λ
d/2
1 , S
′
1
)
ε−s + 1
for each d ∈ N and all 0 < ε < λd/21 ,
where we have used the monotonicity of nabs w.r.t. its first argument. Note that that λ1 < 1
ensures ε ≤ 1. For (s, 0)-weak tractability it is enough to show that both fractions tend to zero
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for all double sequences ((εk, dk))k∈N with εk < λ
dk/2
1 and ε
−1
k +dk →∞, as k approaches infinity.
To this end, note that
εk < λ
dk/2
1 if and only if dk <
ln ε−1k
lnλ
−1/2
1
and that double sequences which fulfill this necessarily satisfy
εk → 0, as k →∞. (17)
(If ε−1k is upper bounded, so is dk. This would contradict ε
−1
k + dk → ∞.) Hence, for the first
fraction we conclude
dk · ln dk
ε−sk + 1
≤ c ln ε
−1
k · ln ln ε−1k
ε−sk
→ 0, as k →∞.
To handle also the second fraction we distinguish two cases: At first let us consider all
subsequences ((εkℓ , dkℓ))ℓ∈N for which δ := εkℓ/λ
dkℓ/2
1 tends to zero, as ℓ→∞. Then, for k = kℓ,
we can estimate
dk lnn
abs
(
εk/λ
dk/2
1 , S
′
1
)
ε−sk + 1
≤
(
εk/λ
dk/2
1
)−s
ε−sk
·
lnnabs
(
εk/λ
dk/2
1 , S
′
1
)
(
εk/λ
dk/2
1
)−s
= dk λ
s dk/2
1 ·
lnnabs (δ, S′1)
δ−s
. (18)
Therein the first factor is uniformly bounded because of λ1 < 1 and s > 0. Note that our
assumption limj→∞ λj ln2/sj = 0 likewise holds for the rescaled sequence λ′j as defined in (14).
Using Lemma 3.6 this proves that (18) vanishes for δ → 0, i.e., if ℓ tends to infinity. We are
left with the case of subsequences for which δ is lower bounded by some constant c ∈ (0, 1). For
these k = kℓ the term
dk lnn
abs
(
εk/λ
dk/2
1 , S
′
1
)
ε−sk + 1
≤ dk
ε−sk
lnnabs (c, S′1) < c
′ ln ε
−1
k
ε−sk
tends to zero, as ℓ→∞, due to (17). 
3.2.2 Non-limiting case
We continue our analysis with necessary and sufficient conditions for (s, t)-weak tractability,
where min{s, t} > 0. In view of Theorem 3.5 and Theorem 3.8 it is reasonable to assume that
λ2 > 0 for the remainder of this section. (Otherwise we would have (0, 0)-weak tractability which
in turn shows (s, t)-weak tractability for every s, t > 0.) In addition, by m ∈ N we denote the
multiplicity of the first (i.e., largest) eigenvalue of the univariate operator W1 := S
∗
1 ◦ S1. That
is, we assume
λ1 = λ2 = . . . = λm > λm+1 ≥ λm+2 ≥ . . . ≥ 0.
We start with a characterization for the normalized error criterion:
Theorem 3.9. Let s, t > 0 and consider a linear tensor product problem S = (Sd)d∈N with
λ2 > 0 in the worst case setting for the normalized error criterion and for the class Λ
all.
13
• Assume that m = 1. Then S is (s, t)-weakly tractable if and only if
lim
n→∞
λn
ln−2/sn
= 0.
• Assume that m > 1. Then S is (s, t)-weakly tractable if and only if
t > 1 and lim
n→∞
λn
ln−2/sn
= 0.
Proof. First of all note that, without loss of generality, we can assume λ1 = 1. Otherwise we may
rescale this sequence according to (14); see also (5), as well as the proof of [16, Theorem 2.12].
This clearly yields that each problem instance Sd is well-scaled, so that
nabs(ε, Sd) = n
norm(ε, Sd) for all d ∈ N and ε ∈ (0, 1].
Consequently, we abbreviate the notation and simply write n(ε, Sd) within this proof.
Step 1 (Necessary conditions). Suppose that S = (Sd)d∈N is (s, t)-weakly tractable (for some
non-negative s and t) in the sense of Definition 2.1, i.e., assume (3) to be valid. Then the necessity
of the limit condition (for all m ∈ N) immediately follows from (C1) in Theorem 3.1 applied for
d = 1. Alternatively, we note that (3) particularly holds for double sequences ((εk, dk))k∈N ⊂
(0, 1)× N, where dk ≡ 1 and εk → 0, as k →∞. This yields
lim
ε−1→∞
lnn(ε, S1)
ε−s
= 0
which in turn is equivalent to λn = o(ln
−2/s n), as n→∞; see Lemma 3.6.
Moreover, due to the assumption λ1 = 1, we have the following obvious estimate:
n(ε, Sd) ≥ md for all fixed ε < 1.
Hence, it holds lnn(ε, Sd) ≥ d lnm, and thus we additionally conclude that t > 1 if m > 1.
Step 2 (Sufficient conditions). We now prove the converse implications. For this purpose, we
assume that λm+1 > 0. Note that this can be done without loss of generality, because then the
problem only becomes harder (compared to the case λm+1 = 0).
We will need to estimate the value of
n(ε, Sd) = #
{
(j1, . . . , jd) ∈ Nd λj1 · . . . · λjd > ε2
}
.
Repeating the combinatorial arguments used in [12] we obtain the upper bound
n(ε, Sd) ≤
(
d
ad(ε)
) (
n(ε1/2, S1)
)ad(ε)−1
n(ε, S1) dm
d,
where
ad(ε) := min
{
d,
⌈
2
ln ε−1
lnλ−1m+1
⌉
− 1
}
for ε < 1 and d ∈ N. (19)
In comparison with the estimate used in [12] there are two differences: the md factor and the
appearance of λm+1 instead of λ2 in (19). They simply stem from the fact that now we have,
in general, m indices j ∈ N corresponding to eigenvalues λj = 1. Clearly, if m = 1, then our
estimate is the same as in [12].
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Note that ad(ε) = Θ
(
min{d, ln ε−1}), where the equivalence factors in the Θ-notation depend
on λm+1, but not on ε or d. The logarithm of n(ε, Sd) can be bounded, as in [12], from above by
lnn(ε, Sd) ≤ ad(ε) ln d+ ad(ε) lnn(ε1/2, S1) + lnn(ε, S1) + ln d+ d lnm. (20)
Next let us define
α := lim sup
ε−1+d→∞
lnn(ε, Sd)
ε−s + d t
,
β := lim sup
ε−1+d→∞
[
ad(ε) ln d
ε−s + d t
+
ad(ε) lnn(ε
1/2, S1)
ε−s + d t
+
lnn(ε, S1)
ε−s + d t
+
ln d
ε−s + d t
]
, and
γ := lim sup
ε−1+d→∞
d lnm
ε−s + d t
.
Then (20) yields
0 ≤ α ≤ β + γ
and thus it suffices to prove that β = γ = 0 in order to show the claim.
Substep 2.1. Here we show that β = 0 for all s, t > 0. For this purpose, let
x(ε, d) := max{d, ε−1}.
Then, obviously, ln d ≤ lnx(ε, d) and there exists a constant c > 0 such that
ε−s + d t ≥ ε−min{s,t} + dmin{s,t} ≥ c (ε−1 + d)min{s,t} ≥ c x(ε, d)min{s,t},
as well as
ad(ε) ≤ c min{d, ln ε−1} ≤ c ln ε−1 ≤ c lnx(ε, d).
Since x(ε, d)→∞, as ε−1 + d→∞, we thus have
lim sup
ε−1+d→∞
ad(ε) ln d
ε−s + d t
≤ lim sup
ε−1+d→∞
ln2 x(ε, d)
x(ε, d)min{s,t}
= 0.
Moreover, let δ := δ(ε, d) := (ε−s + d t)−1/s. Then δ → 0 if and only if ε−1 + d → ∞.
Consequently Lemma 3.6 implies
lim sup
ε−1+d→∞
lnn(ε, S1)
ε−s + d t
≤ lim sup
ε−1+d→∞
lnn([ε−s + d t]−1/s, S1)
ε−s + d t
= lim sup
δ→0
lnn(δ, S1)
δ−s
= 0,
as well as
lim sup
ε−1+d→∞
ad(ε) lnn(ε
1/2, S1)
ε−s + d t
≤ c lim sup
ε−1+d→∞
ln ε−1 lnn(ε1/2, S1)
ε−s + d t
≤ c lim sup
ε−1+d→∞
ln δ−1 lnn(δ1/2, S1)
δ−s
= c lim sup
δ→0
ln δ−1
(δ−1)s/2
· lnn(δ
1/2, S1)
(δ1/2)−s
= 0.
In addition, d ≤ δ−s/t gives
lim sup
ε−1+d→∞
ln d
ε−s + d t
≤ lim sup
δ→0
ln δ−s/t
δ−s
= 0
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such that β = 0, as claimed.
Substep 2.2. It remains to show that γ = 0. If m = 1, then this is obvious since lnm = 0. If
m > 1, then
lim sup
ε−1+d→∞
d lnm
ε−s + d t
≤ lnm · lim sup
δ→0
δ−s/t
δ−s
= 0,
due to the additional assumption t > 1. 
We complete our investigations of the non-limiting case of (s, t)-weak tractability for linear
tensor product problems with the following results for the absolute error criterion.
Theorem 3.10. Let s, t > 0 and consider a linear tensor product problem S = (Sd)d∈N with
λ2 > 0 in the worst case setting for the absolute error criterion and for the class Λ
all.
• Let λ1 < 1. Then S is (s, t)-weakly tractable if and only if
lim
n→∞
λn
ln−2/sn
= 0. (21)
• Let λ1 = 1 and
1.) assume that m = 1. Then S is (s, t)-weakly tractable if and only if
lim
n→∞
λn
ln−2/sn
= 0.
2.) assume that m > 1. Then S is (s, t)-weakly tractable if and only if
t > 1 and lim
n→∞
λn
ln−2/sn
= 0.
• Let λ1 > 1 and define S′1 := 1√λ1S1. Then (s, t)-weak tractability of S implies
t > 1 and lim
ε−1+d→∞
max
ℓ=1,...,d
[
ℓ · lnnabs
(
(ε/λ
d/2
1 )
1/ℓ, S′1
)]
ε−s + d t
= 0. (22)
Moreover, the conditions
t > 1 and lim
ε−1+d→∞
ln d · max
ℓ=1,...,d
[
ℓ · lnnabs
(
(ε/λ
d/2
1 )
1/ℓ, S′1
)]
ε−s + d t
= 0 (23)
are sufficient for S to be (s, t)-weakly tractable.
Proof. Step 1 (Case λ1 = 1). As explained in the proof of Theorem 3.9, for this case the results
w.r.t. the absolute and the normalized error criteria coincide. Hence, the assertion follows from
Theorem 3.9.
Step 2 (Case λ1 < 1). Similar to the proof for the normalized error criterion, necessity of
(21) follows from (C1) in Theorem 3.1.
To see that this limit condition is also sufficient, we note that the linear tensor product
problem S′′ := (S′′d )d∈N defined by the sequence
λ′′1 := 1 and λ
′′
n := λn for n > 1
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(of eigenvalues of the univariate operator W ′′1 := (S
′′
1 )
∗ ◦ S′′1 ) is harder than the problem S.
Step 3 (Case λ1 > 1). Substep 3.1 (Necessity). Suppose that S = (Sd)d∈N is (s, t)-weakly
tractable, i.e., assume (3). From [9, Theorem 5.5] we know that S suffers from the curse of
dimensionality. Hence, for all ε0 ∈ (0, 1) there exists c > 0 such that
nabs(ε0, Sd) ≥ (1 + c)d for all d ∈ N.
Considering the double sequence ((εk, dk))k∈N with εk ≡ ε0 in (3) thus shows that t > 1 since
otherwise
lnnabs(εk, Sdk)
ε−sk + d
t
k
≥ dk ln(1 + c)
ε−s0 + d
t
k
≥ c′ d1−tk
does not tend to zero, as k →∞.
Furthermore, consider the linear tensor product problem S′ := (S′d)d∈N defined by S
′
1 :=
1√
λ1
S1. Then the ordered eigenvalues λ
′
n, n ∈ N, ofW ′1 := (S′1)∗ ◦S′1 satisfy (14) and (15) implies
that for all ℓ = 1, . . . , d it holds
nabs(ε, Sd) = #
{
(j1, . . . , jd) ∈ Nd λ′j1 · . . . · λ′jd > ε2/λd1
}
≥ #
(j1, . . . , jℓ) ∈ Nℓ λ′j1 · . . . · λ′jℓ >
(
ℓ∏
k=1
[
ε/λ
d/2
1
]1/ℓ)2
≥ #
ℓ×
k=1
{
j ∈ N λ′j >
([
ε/λ
d/2
1
]1/ℓ)2}
= nabs
((
ε/λ
d/2
1
)1/ℓ
, S′1
)ℓ
.
Hence, (s, t)-weak tractability also implies
max
ℓ=1,...,d
[
ℓ · lnnabs
((
ε/λ
d/2
1
)1/ℓ
, S′1
)]
ε−s + d t
→ 0, as ε−1 + d→∞.
Substep 3.1 (Sufficiency). To see that the stated conditions are sufficient for (s, t)-weak
tractability, we employ Lemma 3.7 to obtain
lnnabs(ε, Sd) ≤ d ln d+
d∑
ℓ=1
lnnabs
(
(ε/λ
d/2
1 )
1/ℓ, S′1
)
≤ d ln d+ max
ℓ=1,...,d
[
ℓ · lnnabs
(
(ε/λ
d/2
1 )
1/ℓ, S′1
)] d∑
ℓ=1
1
ℓ
≤ d ln d+ c · ln d · max
ℓ=1,...,d
[
ℓ · lnnabs
(
(ε/λ
d/2
1 )
1/ℓ, S′1
)]
with some c > 0.
Due to the assumption t > 1, we obviously have
lim
ε−1+d→∞
d ln d
ε−s + d t
= 0.
As the convergence of the remaining term directly follows as well, we have completed the proof.

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Remark 3.11. Let us add some final remarks on the case λ1 > 1 in Theorem 3.10:
(i) Note that, in contrast to the case λ1 ≤ 1, for λ1 > 1 our conditions are stated in terms of
maxima of weighted univariate information complexities nabs((ε/λ
d/2
1 )
1/ℓ, S′1). For every
fixed ℓ the growth behavior of these information complexities can be translated into decay
conditions of singular values λ(1) = (λn)n∈N:
Lemma 3.12. Let L > 1. Then, for every t > 0,
lim
n→∞
lnλ−1n
ln1/t n
=∞ if and only if lim
k→∞
lnnabs
(
1/Lk, S1
)
k t
= 0.
Before we give a proof of this lemma, let us remark that this can be used to show that
limn→∞
lnλ−1n
ln1/t n
=∞ is necessary for (s, t)-weak tractability if λ1 > 1. To see this, note that
choosing ℓ = 1 in (22) particularly implies
lim
ε−1+d→∞
lnnabs
(
ε/λ
d/2
1 , S
′
1
)
ε−s + d t
= 0.
Hence, considering the sequence ((εk, dk))k∈N with εk ≡ 1 and dk = k shows that we have
lnnabs
(
1/Lk, S′1
)
= o(k t), where L := λ
1/2
1 > 1. This in turn yields
lim
n→∞
lnλ−1n
ln1/tn
= lim
n→∞
ln(λ′n)
−1 − lnλ1
ln1/tn
=∞,
due to Lemma 3.12 (applied for S′1 :=
1√
λ1
S1).
We note in passing that this necessary condition is much stronger than the decay condition
(21) which characterizes (s, t)-weak tractability in the case λ1 ≤ 1. In addition, it is
interesting to see that it involves the parameter t. (In contrast (21) only depends on s!)
Proof of Lemma 3.12. Step 1 (Sufficiency). It follows from the assumption that for every
c > 0 there exists kc ∈ N such that for every k ≥ kc we have
nabs(1/Lk, S1) ≤
⌈
exp
(
c k t
)⌉
.
Let us fix c > 0. Hence, for k ≥ kc we have λ⌈exp(c k t)⌉+1 ≤ 1/L2k. Now set
mk :=
⌈
exp
(
c k t
)⌉
+ 1
and observe that mk monotonically tends to infinity, as k → ∞. In addition, we see that
from mk ≤ exp(c k t) + 2 it follows that[
ln(mk − 2)
c
]1/t
≤ k,
Hence, for k ≥ k′c := max{kc, min{k ∈ N mk > 2}}, we obtain the estimate
λmk ≤ (1/Lk)2 ≤ L−2 [(ln(mk−2))/c]
1/t
,
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due to the ordering of (λj)j∈N and the assumption that L > 1. Now it is easy to see that
for k ≥ k′′c := max{k′c, min{k ∈ N [(ln(mk − 2))/(lnmk)]1/t ≥ 1/2}} we have
lnλ−1mk
ln1/tmk
≥ lnL
c1/t
.
For n ≥ k′′c let us define k(n) := max{k ∈ N mk ≤ n}. Then, clearly, mk(n) ≤ n < mk(n)+1
and λn ≤ λmk(n) , so that
lnλ−1n
ln1/t n
>
lnλ−1mk(n)
ln1/tmk(n)+1
=
lnλ−1mk(n)
ln1/tmk(n)
(
lnmk(n)
lnmk(n)+1
)1/t
for all n ≥ k′′c .
Observe that for sufficiently large k, say for k ≥ Kc, we have
lnmk
lnmk+1
≥ c k
t
2 c (k + 1)t
=
1
2
(
k
k + 1
)t
≥ 1
4
.
This implies that for all n ∈ N such that n ≥ k′′c and k(n) ≥ max(k
′′
c , Kc) we have
lnλ−1n
ln1/t n
>
lnL
(4 c)1/t
.
Hence, for every fixed c > 0 the last inequality holds for all but a finite number of natural
numbers n. In conclusion, this shows the “if”-part of the assertion.
Step 2 (Necessity). Note that L > 1 implies that 1/Lk tends to zero, as k → ∞. Thus,
w.l.o.g. we can assume that nabs((1/L)k, S1) grows without bound, as k approaches infinity
(otherwise there is nothing to show). Now observe that our assumption is equivalent to
lim
n→∞
lnn
lntλ−1n
= 0,
i.e., lnn = o
(
lnt λ−1n
)
, as n→∞. Consequently, we obtain
lnnabs
(
1/Lk, S1
)
= o
(
lntλ−1
nabs(1/Lk, S1)
)
, as k →∞. (24)
In addition, the general relation (5) applied for S1 yields 1/L
2k < λnabs(1/Lk, S1) for all
k ∈ N. Hence, we can estimate
lntλ−1
nabs(1/Lk, S1)
< lntL2k = c kt
with c = (2 lnL)t > 0 independent k. Combining this with (24) finally proves the “only if”-
part of Lemma 3.12. ⋄
(ii) We can get rid of the additional logarithm in the second part of the sufficient condition (23)
at the expense of a slightly larger power of ℓ in the maximum. That is, the limit condition
can be replaced by
lim
ε−1+d→∞
max
ℓ=1,...,d
[
ℓ p · lnnabs
(
(ε/λ
d/2
1 )
1/ℓ, S′1
)]
ε−s + d t
= 0 with 1 < p < t.
⋄
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3.3 The power of function values for multivariate approximation
This section is based on ideas from [11] which relate the power of general linear information (from
the class Λall) with the power of function values (Λstd) for certain multivariate approximation
problems.
Let Hd be some non-trivial, separable reproducing kernel Hilbert space of d-variate functions
defined (almost everywhere) on a set Dd ⊂ Rd of positive Lebesgue measure. Moreover, for
every d ∈ N let the target space Gd := L2(Dd, ̺d) be the space of functions over Dd which are
square-integrable w.r.t. some probability density ̺d. For all d we assume that Hd is continuously
embedded in Gd. Then the multivariate approximation problem APP := (APPd)d∈N is defined
by
APPd : Hd → Gd, where APPdf := f for all f ∈ Hd, d ∈ N. (25)
For our purposes, the most relevant results from [11] for this problem are for weak tractability.
It turns out that in many cases weak tractability for the class Λall implies weak tractability for the
class Λstd. Interestingly enough, the same proofs can be also applied for (s, t)-weak tractability
since they rely on estimates of the form
ncrit(ε,APPd; Λ
std) ≤ ncrit(ε/C,APPd; Λall) · rcrit(ε,APPd), crit ∈ {abs, norm},
for some C ≥ 1 and a known function rcrit(ε,APPd). Therein ncrit(ε,APPd; Λ) denotes the
information complexity of APP with respect to information from the class Λ ∈ {Λstd,Λall} in
the worst case setting for the absolute or normalized error criterion, respectively. Hence, we
can present relations between (s, t)-weak tractability for the classes Λall and Λstd with very brief
proofs which will allow us to keep this section short.
It is known that if the operator Wd := APP
∗
d ◦ APPd has infinite trace for some d ∈ N,
then there is no non-trivial relation between tractabilities for the classes Λall and Λstd; see [11,
Corollary 26.2]. Therefore we assume that
trace(Wd) :=
dimHd∑
j=1
λd,j <∞ for every d ∈ N,
where λ(d) := (λd,j)
dimHd
j=1 again denotes the ordered sequence of eigenvalues of Wd. In addition,
let us assume that trace(Wd) > 0 for all d ∈ N, i.e., suppose that APP is not trivial. As before,
we let CRId be defined by (4). Note that the finite trace condition immediately implies that
λd,j ∈ O(j−1), as j →∞,
which is a much stronger condition than λd,j ∈ o(ln−2/sj) which was needed for (s, t)-weak
tractability with s > 0; cf. (C1) in Theorem 3.1.
Theorem 3.13. Consider the multivariate approximation problem (25) w.r.t. the worst case
setting for the absolute or normalized error criterion. Let s, t > 0 and assume that the trace
of Wd is finite and non-trivial for all d ∈ N. If, additionally,
lim
d→∞
ln ⌈trace(Wd)/CRId⌉
d t
= 0, (26)
then (s, t)-weak tractabilities of APP for the classes Λall and Λstd are equivalent.
Proof. This theorem corresponds to [11, Theorem 26.11] for weak tractability. Since in our
setting Λstd ⊂ Λall, it is enough to show that (s, t)-weak tractability for the class Λall implies
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(s, t)-weak tractability for the class Λstd. This implication holds because, as shown in the proof
of [11, Theorem 26.11], we have
ncrit(ε,APPd; Λ
std) ≤ ncrit(ε/
√
2,APPd; Λ
all) · 4 ε−2
⌈
trace(Wd)
CRId
⌉
, crit ∈ {abs, norm},
for all ε ∈ (0, 1) and d ∈ N. Therefore,
lnncrit(ε,APPd; Λ
std)
ε−s + d t
≤ lnn
crit(ε/
√
2,APPd; Λ
all)
2−s/2 (ε/
√
2)−s + d t
+
ln 4 + 2 ln ε−1
ε−s + d t
+
ln ⌈trace(Wd)/CRId⌉
ε−s + d t
tends to zero, as ε−1 + d approaches infinity, since we assumed that s, t > 0. 
Remark 3.14. We note in passing that for min{s, t} = 0 the above proof fails: if s = 0, then the
term
ln 4 + 2 ln ε−1
ε−s + d t
explodes for double sequences ((εk, dk))k∈N with ε−1k + dk → ∞ and uniformly bounded dk.
Moreover, for t = 0 and double sequences with constant εk it does not tend to zero as well. ⋄
As a consequence of Theorem 3.13 we conclude the following corollary for the case where
APP is a linear tensor product problem:
Corollary 3.15. Let s, t > 0 and consider the multivariate approximation problem for tensor
product source spaces Hd(Dd) =
⊗d
ℓ=1H1(D1) and tensor product densities ̺d =
⊗d
ℓ=1 ̺1 in the
worst case setting. Furthermore assume 0 < trace(W1) <∞. Then
• for the absolute error criterion (s, t)-weak tractability w.r.t. the class Λall is equivalent to
(s, t)-weak tractability for the class Λstd if
t > 1 or trace(W1) ≤ 1.
• for the normalized error criterion (s, t)-weak tractability w.r.t. the class Λall is equivalent
to (s, t)-weak tractability for the class Λstd if
t > 1 or λ2 = 0.
Proof. To prove the claim we like to apply Theorem 3.13. For this purpose, we need to check (26).
Note that for linear tensor product problems it holds
trace(Wd) = (trace(W1))
d and CRId = CRI
d
1 .
Hence,
lim
d→∞
ln ⌈trace(Wd)/CRId⌉
d t
= lim
d→∞
d1−t ln ⌈trace(W1)/CRI1⌉
equals zero if and only if t > 1 or trace(W1)/CRI1 ≤ 1. (Remember that trace(W1) > 0!) For
the absolute error criterion the latter condition is satisfied if the trace of W1 is bounded by one
while for the normalized error criterion λ2 needs to be zero. 
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We conclude the discussion with the observation that the conditions (26) and t > 1, respec-
tively, are sharp in the sense that they cannot be dropped in general. To prove this, we refer to
an example given in [11, Subsection 26.4.1]. Therein Hd coincides with the d-fold tensor prod-
uct of some univariate Korobov space defined on D1 := [0, 1]. For the sequence of univariate
eigenvalues it holds
0 < λ2 < λ1 = 1 < trace(W1) <∞
and the density ̺1 is assumed to be identically 1. Then it can be shown that the approximation
problem under consideration is quasi-polynomially tractable w.r.t. the class Λall while it suffers
from the curse of dimensionality when dealing with information from Λstd. This yields that we
have (s, t)-weak tractability w.r.t. Λall for all s, t > 0 while it holds (s, t)-weak tractability w.r.t.
Λall only if (26) is satisfied, i.e., if t > 1.
4 Examples
In this final section we illustrate our new notion of (s, t)-weak tractability by means of two more or
less classical problems which recently attracted some attention in information-based complexity.
In Section 4.1 we deal with approximation problems of Sobolev embeddings, whereas Section 4.2
is concerned with the integration problem for a class of smooth functions.
4.1 Approximation of Sobolev embeddings
We follow the lines of [8] and consider the approximation problem
idd : H
α,(Td)→ L2(Td), d ∈ N, (27)
w.r.t. the worst case setting and information from Λall. Therein Hα,(Td) denotes the isotropic
Sobolev spaces of periodic functions over the d-dimensional torus Td = [0, 2π]d with smoothness
α ≥ 0. We use the symbol  ∈ {+, ∗, ♯} to distinguish the following (equivalent) norms based
on Fourier coefficients
ck(f) :=
1
(2π)d/2
∫
Td
f(x) exp (−i kx) dx, k ∈ Zd,
see [8, Definition 2.2] for details:
• natural norm (for α ∈ N all derivatives of order at most α):
∥∥f Hα,+(Td)∥∥ :=
∑
k∈Zd
|ck(f)|2
1 + d∑
j=1
|kj |2
α1/2 ,
• modified natural norm (for α ∈ N L2-norm and highest order derivatives):
∥∥f Hα,∗(Td)∥∥ :=
∑
k∈Zd
|ck(f)|2
1 + d∑
j=1
|kj |2α
1/2 ,
• auxiliary norm:
∥∥f Hα,♯(Td)∥∥ :=
∑
k∈Zd
|ck(f)|2
1 + d∑
j=1
|kj |
2α

1/2
.
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The norm in the target space of square-integrable functions on the d-dimensional torus, L2(T
d),
is simply given by ∥∥f L2(Td)∥∥ :=
∑
k∈Zd
|ck(f)|2
1/2 ,
i.e., for d ∈ N we set L2(Td) := H0,+(Td) = H0,∗(Td) = H0,♯(Td).
The main aim of [8] was it to investigate sharp bounds on the corresponding approximation
numbers, defined by
an,d := a
α,
n,d := infrankA<n
sup
‖f Hα,(Td)‖≤1
∥∥iddf −Af L2(Td)∥∥ , n, d ∈ N,
where α > 0 and  ∈ {+, ∗, ♯} are assumed to be chosen fixed. As explained already in the
introduction in IBC we usually study the closely related nth minimal (worst case) error, given
by
e(n, d) = eα,(n, d) = aα,n+1,d for all n ∈ N0, d ∈ N, (28)
as well as the corresponding information complexity ncrit(ε, idd) defined in (1) and (2), respec-
tively. In the following we slightly abuse the notation and write nα,(ε, idd) for these information
complexities. Note that this is reasonable because for this problem we do not need to distinguish
between the absolute and the normalized error criterion since the initial error εinitd equals 1 for
all d ∈ N, every α > 0, and each  ∈ {+, ∗, ♯}.
Among other things the authors of [8] found that these three approximation problems never
suffer from the curse of dimensionality; cf. [8, Theorem 5.6]. Moreover, they investigated (almost
sharp) conditions on α such that weak tractability holds. We extend their results by proving the
following
Theorem 4.1. Let α > 0 and consider the approximation problem defined in (27).
• In the case  = + the problem is (s, t)-weakly tractable if and only if
s >
2
α
and t > 0 or s > 0 and t > 1.
• In the case  = ∗
1.) (s, t)-weak tractability implies that
s > 2 and t > 0 or s > 0 and t > 1.
2.) the conditions
s > max
{
2,
1
α
}
and t > 0 or s > 0 and t > 1
imply (s, t)-weak tractability.
• In the case  = ♯ the problem is (s, t)-weakly tractable if and only if
s >
1
α
and t > 0 or s > 0 and t > 1.
Remark 4.2. Let us add some comments on the previous result before we present its proof.
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(i) First of all note that Theorem 4.1 allows to characterize weak tractability in all three cases.
In particular, we closed the gap in [8, Theorem 5.5] for the case  = +. Furthermore, in
[8, Proposition 5.1] it was shown that all these approximation problems are never quasi-
polynomially tractable, i.e., it does not hold that there exist constants C, τ > 0 such that
nα,(ε, idd) ≤ C exp
[
τ
(
1 + ln ε−1
)
(1 + ln d)
]
, ε ∈ (0, 1), d ∈ N;
see, e.g., [2]. Since quasi-polynomial tractability obviously is a stronger notion than uniform
weak tractability, we improved also this result.
Corollary 4.3. Let α > 0 be fixed. Then the approximation problem defined above is
weakly tractable if and only if
{
α > 2 for  = +,
α > 1 for  = ♯.
If  = ∗, then we never have weak tractability. Moreover, for each  ∈ {+, ∗, ♯} we never
have uniform weak tractability.
(ii) Observe that (in contrast to Corollary 4.3) Theorem 4.1 shows how much the problem is
getting easier with increasing smoothness α, at least if  ∈ {+, ♯}.
(iii) Furthermore, it is interesting to see that for this type of problems α only influences s and
not t. In contrast, the necessary conditions for (s, t)-weak tractability in [17, Corollary 1]
only depend on t and not on s.
(iv) In sharp contrast to the results for linear tensor product problems—see Section 3.2—in all
three cases of Theorem 4.1 the obtained conditions show some kind of trade-off between
the tractability parameters s and t: one the one hand, independently of the smoothness α,
we can achieve an arbitrarily good (subexponential) dependence of the information com-
plexity nα,(ε, idd) on the accuracy ε, provided that we allow t to be larger than 1 which
corresponds to a (super-)exponential dependence on the dimension d. On the other hand,
if we seek for a moderate growth of nα,(ε, idd) with d, then s, i.e., the dependence on ε, is
restricted (by a term that involves α). Anyhow, without sufficiently high smoothness, we
cannot find bounds on the information complexity that show a nice dependence on ε and
d simultaneously.
(v) We finally remark that the result for  = ∗ in Theorem 4.1 is sharp if we additionally
assume α ≥ 1/2. For 0 < α < 1/2 there remains a gap. However, in all three cases
we characterized (s, t)-weak tractability if we restrict ourselves to the interesting range of
parameters s, t ∈ (0, 1].
⋄
Proof of Theorem 4.1. Step 1 (Sufficient conditions for  = ♯). For α > 0 and m ∈ N let us
define Em := ((m+ 1)
−α,m−α] such that (0, 1] =
⋃
m∈NEm. From [8, Lemma 4.1] we know that
aα,♯n,d = (m+ 1)
−α for all n ∈ (C(m− 1, d), C(m, d)] and m ∈ N,
where C(m− 1, d) ≤ C(m, d) ≤ 2min{d,m}(m+dd ), due to [8, Lemma 3.4]. For all ε ∈ Em, m ∈ N,
and d ∈ N this implies
nα,♯(ε, idd) ≤ inf
{
n ∈ N aα,♯n+1,d ≤ (m+ 1)−α
}
≤ C(m− 1, d) ≤ [2 (m+ d)]min{d,m} ,
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i.e., due to the definition of Em,
lnnα,♯(ε, idd) ≤ min
{
ε−1/α, d
}
ln
[
2
(
ε−1/α + d
)]
for all ε ∈ (0, 1], d ∈ N. (29)
Now suppose that s > 1/α and t > 0. We like to adapt the technique given in [16, Sec-
tion 3.2.2] and make use of Young’s inequality. For this purpose, we choose δ ∈ (0, 1) such that
p := αs(1− δ) is strictly larger than 1 and set q := p/(p− 1), i.e., 1/p+ 1/q = 1. From Young’s
inequality1 it then follows that
ε−s + d t =
(
ε−s + d t
)1−δ (
ε−s + d t
)δ ≥ c (ε−s(1−δ)
p
+
d t(1−δ)
q
)(
ε−s + d t
)δ
≥ c ε−1/α d t(1−δ)/q (ε−s + d t)δ
≥ c′ ε−1/α
(
ε−min{s,t}δ + dmin{s,t}δ
)
(30)
with some c′ independent of ε and d. Combining (29) and (30) we conclude
lnnα,♯(ε, idd)
ε−s + d t
≤ min
{
ε−1/α, d
}
ln
[
2
(
ε−1/α + d
)]
c′ ε−1/α
(
ε−min{s,t}δ + dmin{s,t}δ
) ≤ c′′ ln [2 (ε−max{1/α,1} + dmax{1/α,1})]
ε−min{s,t}δ + dmin{s,t}δ
and finally, setting x := δmin{s, t}/max{1/α, 1} > 0, we obtain
lnnα,♯(ε, idd)
ε−s + d t
≤ c
′′
x
ln
[
2x
(
ε−max{1/α,1} + dmax{1/α,1}
)x]
ε−min{s,t}δ + dmin{s,t}δ
≤ c′′′ ln
[
2x
(
ε−min{s,t}δ + dmin{s,t}δ
)]
ε−min{s,t}δ + dmin{s,t}δ
which obviously tends to zero if ε−1+ d approaches infinity. Hence, we have shown that s > 1/α
and t > 0 implies (s, t)-weak tractability.
If we assume t > 1 and s > 0 (but not necessarily s > 1/α), we only need to exchange the
roles of ε−1 and d. That is, we choose δ ∈ (0, 1) such that q := t(1−δ) > 1 and set p := q/(q−1).
In this case the analogue of (30) reads
ε−s + d t ≥ c ε−s(1−δ)/p d (ε−s + d t)δ ≥ c′ d(ε−min{s,t}δ + dmin{s,t}δ) .
Therefore we conclude
lnnα,♯(ε, idd)
ε−s + d t
≤ min
{
ε−1/α, d
}
ln
[
2
(
ε−1/α + d
)]
c′ d
(
ε−min{s,t}δ + dmin{s,t}δ
) ≤ c′′ ln [2 (ε−max{1/α,1} + dmax{1/α,1})]
ε−min{s,t}δ + dmin{s,t}δ
which converges to zero as before.
Step 2 (Sufficient conditions for  = +). Due to [8, Lemma 2.3] we know that for fixed
α > 0 the norm of the embedding Hα,+(Td) →֒ Hα/2,♯(Td) is at most one, i.e., the unit ball in
Hα/2,♯(Td) contains the unit ball w.r.t. the norm in Hα,+(Td). Hence, we have aα,+n,d ≤ aα/2,♯n,d for
all n, d ∈ N, and, equivalently,
nα,+(ε, idd) ≤ nα/2,♯(ε, idd) for all ε ∈ (0, 1] and d ∈ N.
Using the previous step we therefore see that
lim
ε−1+d→∞
lnnα,+(ε, idd)
ε−s + d t
≤ lim
ε−1+d→∞
lnnα/2,♯(ε, idd)
ε−s + d t
1Recall that Young’s inequality states that we have ab ≤ ap/p + bq/q whenever a, b ≥ 0 and 1/p + 1/q = 1.
We use this result for a := ε−s(1−δ)/p and b := dt(1−δ)/q.
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vanishes if s > 2/α and t > 0, or if s > 0 and t > 1.
Step 3 (Sufficient conditions for  = ∗). Here we have to distinguish two cases. Let us first
assume that 0 < α ≤ 1/2. Then [8, Lemma 2.3] states that Hα,∗(Td) →֒ Hα,♯(Td) with norm one.
Thus, the method presented in Step 2 together with the result from Step 1 implies (s, t)-weak
tractability provided that s > 1/α and t > 0, or if s > 0 and t > 1.
To handle the remaining cases where α > 1/2 we notice that the former result particularly
shows that approximation in H1/2,∗(Td) is (s, t)-weakly tractable if s > 2 and t > 0, or if s > 0
and t > 1. Therefore, the claim immediately follows from the fact that for all α > 1/2 the norm
of the embedding Hα,∗(Td) →֒ H1/2,∗(Td) is bounded by one; see [8, Lemma 2.3] again.
In conclusion the conditions s > max{2, 1/α} and t > 0, or s > 0 and t > 1, are sufficient for
(s, t)-weak tractability in the case  = ∗.
Step 4 (Necessary conditions). In contrast to the authors of [8] our (more general) necessary
conditions are based on asymptotic lower bounds for the respective approximation numbers. We
give the proof for the case  = + in full detail: In [8, Theorem 4.15] it has been shown that for
all d ∈ N, n ≥ 11d ed/2, and every α > 0
aα,+n,d ≥
(
1
e (d+ 2)
)α/2
n−α/d.
In turn, that means for all d ≥ 2
aα,+⌈11d ed/2⌉+1,d ≥
(
1
e (d+ 2)
)α/2 (⌈
11d ed/2
⌉
+ 1
)−α/d
≥ 1
44αeαdα/2
=: 2αεd > εd
and thus nα,+(εd, idd) = inf
{
n ∈ N aα,+n+1,d ≤ εd
}
>
⌈
11d ed/2
⌉
> 11d. Therefore we have
lnnα,+(εd, idd)
ε−sd + d t
>
d ln 11
(88e)sαdsα/2 + d t
≥ Cs,α
dsα/2−1 + dt−1
−→ C ∈ (0,∞], d→∞,
if 0 ≤ sα/2 ≤ 1 and 0 ≤ t ≤ 1 which shows that s > 2/α and t ≥ 0, or s ≥ 0 and t > 1, is
indeed necessary for (s, t)-weak tractability. For  ∈ {∗, ♯} we can argue similarly using the lower
bounds given in [8, Theorem 4.12 and Remark 4.13], as well as [8, Theorem 4.6], respectively.
For each  ∈ {+, ∗, ♯} it remains to check that (s, t)-weak tractability implies that min{s, t}
is strictly positive. According to Remark 2.2 it suffices to find some ε0 ∈ (0, 1) for which
nα,(ε0 , idd) → ∞, as d grows to infinity, since this would contradict (s, t)-weak tractability
with s and/or t being zero. In the case  = ∗ we use [8, Lemma 4.8] to conclude that
aα,∗2d+1,d = 2
−1/2 for all d ∈ N. (31)
Now, independently of α > 0, the choice ε∗0 := 2
−1, say, does the job, because then nα,∗(ε∗0, idd) >
2 d. Finally the cases  = + and  = ♯ can be deduced from (31) as well since for every n, d ∈ N
and all α > 0 we have
aα,+n,d = (a
1,∗
n,d)
α and aα,♯n,d ≥ a2α,+n,d = (a1,∗n,d)2α
due to [8, Formula (4.17)] and Step 2 above. This completes the proof. 
Remark 4.4. We note in passing that the approximation numbers an,d used in this section
equal the square root of the singular values λd,n discussed previously. Hence, instead of ex-
plicitly estimating n(ε, idd)/(ε
−s+ d t), we could have used Theorem 3.1 in conjunction with the
bounds proven in [8] to derive Theorem 4.1. But in any case more elaborate estimates in the
pre-asymptotic regime (i.e., for small n) are needed to obtain sharp conditions for (s, t)-weak
tractability for  = ∗ and small α. ⋄
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Theorem 4.1 provides a source of a variety of other tractability results related to approxima-
tion problems between Sobolev spaces. To illustrate this point, let us recall the definition
Hα,β,+(Td) :=
{
f ∈ L2(Td)
∥∥f Hα,β,+(Td)∥∥ <∞} , α, β ≥ 0,
of (periodic) Sobolev spaces with so-called hybrid smoothness, in which the norm is given by
∥∥f Hα,β,+(Td)∥∥ :=
∑
k∈Zd
|ck(f)|2
1 + d∑
j=1
|kj |2
α d∏
j=1
(
1 + |kj |2
)β1/2 .
In addition, related spaces Hα,β,(Td) with  ∈ {∗, ♯} can be defined using straightforward
modifications.
Remark 4.5. If β = 0, then these spaces of with hybrid smoothness obviously coincide with
Hα,(Td) defined above. On the other hand, setting α = 0, we obtain Sobolev spaces of domi-
nating mixed smoothness Hβ,mix (T
d) as considered, e.g., in [7].
More general,Hα,β,(Td) collects all periodic functions that possess a combination of isotropic
smoothness of order α and dominating mixed regularity β. Spaces of this type have been intro-
duced in [3]. They arise naturally from applications, e.g., in computational quantum chemistry
[19]. For details and further reading we refer to the recent preprints [1, 6]. ⋄
Theorem 4.6. Let α > 0. For β, γ ≥ 0 and  ∈ {+, ∗, ♯} consider the approximation problem
i˜dd : H
γ+α,β,(Td)→ Hγ,β,(Td), d ∈ N, (32)
w.r.t. the worst case setting and information from Λall. Then all results from Theorem 4.1 and
Corollary 4.3 transfer literally.
Proof. For a, b ∈ R and  = + we define the lifting operator L+a,b by
f 7→ L+a,bf :=
∑
ℓ∈Zd
cℓ(f)
1 + d∑
j=1
|ℓj|2
a d∏
j=1
(
1 + |ℓj |2
)b
exp(i ℓ·) (33)
Then it is easily verified that L+a,b is a linear isometric isomorphism between H
γ,β,+(Td) and
Hγ+a,β+b,+(Td) whenever both spaces are well-defined. In addition, we obtain the factorization
i˜dd = L
+
γ,β ◦ idd ◦ L+−γ,−β, (34)
see Figure 2 below. The multiplicativity of the approximation numbers thus implies
aα,+n,d (i˜dd) ≤
∥∥∥L+γ,β∥∥∥ · aα,+n,d (idd) · ∥∥∥L+−γ,−β∥∥∥ = aα,+n,d (idd), n, d ∈ N.
Using the fact that (L+a,b)
−1 = L+−a,−b, the converse inequality is obtained analogously. Conse-
quently, from (28) it follows that the nth minimal worst case errors (and hence the information
complexities) of the approximation problems (32) and (27) coincide. Thus, if  = +, then the
assertion is implied by Theorem 4.1 and Corollary 4.3, respectively.
In the remaining cases  ∈ {∗, ♯} we can argue similarly using straightforward modifications
in the definition (33). Note that (due to the more complicated structure of the norm) for  = ∗
the lifting operators will no longer be independent of γ and β. However, this does not harm our
arguments. 
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Hγ+α,β,+ Hγ,β,+
Hα,0,+ = Hα,+ L2 = H
0,0,+
i˜dd
L+−γ,−β
idd
L+γ,β
Figure 2: Factorization described in Eq. (34).
We conclude the discussion by some final remarks:
Remark 4.7. Observe that Theorem 4.6 covers Theorem 4.1 as special case in which γ = β = 0.
Moreover, the problemsHγ+α, → Hγ, andHα,β, → Hβ,mix with γ, β ≥ 0 and  ∈ {+, ∗, ♯} are
included as well. In conclusion, the computational hardness of all these approximation problems
solely depends on the difference α of the isotropic smoothness in the source and the target space.
Combining the lifting argument used above with results proven in [7] would allow to treat
also the complementary situation in which the isotropic smoothness is kept fix and (a part
of) the mixed regularity is approximated. Although problems of this type play an important
role in practical applications, we do not discuss them here since they are known to be quasi-
polynomially tractable; cf. [7, Section 5.2]. Thus, in this situation (s, t)-weak tractability holds
for all s, t > 0. ⋄
4.2 Integration of smooth functions
Here we consider the multivariate integration problem
Intd : Fd → R, f 7→
∫
[0,1]d
f(x) dx, d ∈ N.
Therein the class of integrands
Fd :=
{
f ∈ C∞([0, 1]d) ‖f Fd‖ := sup
k∈N0
sup
θ∈Sd−1
∥∥Dkθf L∞([0, 1]d)∥∥ <∞}
is normed by the supremum over all directional derivatives Dkθf (of order k, in direction θ)
measured in L∞([0, 1]d); see [4] for details. As usual, we consider the worst case setting and
linear algorithms that use at most n ∈ N0 function values (information from the class Λstd) to
approximate Intd on the unit ball B(Fd) of Fd.
As the constants ±1 are contained in B(Fd) for all d ∈ N, the initial error εinitd for this problem
is one. Therefore, we do not need to distinguish between the absolute and the normalized error
criterion in what follows. Again this justifies to write n(ε, Intd) instead of n
crit(ε, Intd) for the
corresponding information complexity.
To the best of our knowledge, by now the strongest result (from the information-based com-
plexity point of view) known for the integration problem under consideration was given in [4,
Theorem 5]. Let us restate it here for the reader’s convenience:
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Lemma 4.8. Let d ∈ N. Then for all ε ∈ (0, 1] there exists an algorithm Q(ε, d) that uses at
most
N(Q(ε, d)) := exp
{⌈
max
{
4
√
d, ln ε−1
}⌉
·
(
1 + ln
[
1 +
d
ln ε−1
])}
function values to obtain a worst case error which is bounded by ε.
Although Q(ε, d) from Lemma 4.8 is not well-suited for practical applications (see [4] for
details), it can be employed to derive the following tractablity assertion.
Theorem 4.9. The integration problem defined above is (s, t)-weakly tractable whenever s > 0
and t > 1/2.
Proof. Given d ∈ N we set ε0(d) := exp(−4
√
d) and consider the algorithm
A(ε, d) :=
{
Q(ε0(d), d) if ε ∈ [ε0(d), 1],
Q(ε, d) if ε ∈ (0, ε0(d)).
Obviously, this modification of the cubature ruleQ from Lemma 4.8 still provides an ε-approximation
of Intd on B(Fd). If ε ≥ ε0(d), then the number of function values used by A(ε, d) is upper
bounded by
exp
{⌈
4
√
d
⌉
·
(
1 + ln
[
1 +
d
ln ε0(d)−1
])}
≤ exp
{
5
√
d ·
(
1 + ln
[
1 +
√
d
])}
.
For ε < ε0(d) we particularly have d < ln
2 ε−1, so that in this case the corresponding bound
reads
exp
{⌈
ln ε−1
⌉ · (1 + ln[1 + d
ln ε−1
])}
≤ exp
{
5
4
ln ε−1 · (1 + ln[1 + ln ε−1])}
≤ exp
{
5
4
ln ε−1 · (1 + ln ε−1)} .
In conclusion, for each d ∈ N, the information complexity (w.r.t. the worst case setting) of the
numerical integration problem under consideration satisfies
lnn(ε, Intd) ≤ C ·
{√
d · ln d if ε ∈ [ε0(d), 1],
ln2 ε−1 if ε ∈ (0, ε0(d)),
(35)
where C > 1 denotes some small universal constant.
Now let us fix some double sequence ((εk, dk))k∈N ⊂ (0, 1) × N with ε−1k + dk → ∞, as k
approaches infinity. We define the index set of all k for which the second line in (35) applies by
I := {k ∈ N εk < ε0(dk)}.
Without loss of generality, we may assume that #I = #(N \ I) =∞. Suppose that there exists
an infinite subset J ⊆ I of indicee with inf{εk k ∈ J} = c > 0. Then the definition of ε0(d)
would imply that the sequence (dk)k∈J is uniformly upper bounded by some d0(c) ∈ N. This
contradicts our assumption that ε−1k + dk tends to infinity, as k →∞, so that we obtain
lim
I∋k→∞
εk = 0.
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Moreover, a similar argument shows dk →∞, as k ∈ N \ I approaches infinity. Therefore, from
(35) we conclude that
lnn(εk, Intdk)
ε−sk + d
t
k
≤ C ·

ln dk
d
t−1/2
k
if k ∈ N \ I,
ln2 ε−1k
ε−sk
if k ∈ I
tends to zero as k → ∞, provided that s > 0 and t > 1/2. Since this holds for all double
sequences ((εk, dk))k∈N ⊂ (0, 1)× N with ε−1k + dk →∞, the proof is complete. 
Remark 4.10. Let us conclude this section with some final remarks:
(i) Using [4, Theorem 4] instead of Lemma 4.8 above would allow to prove a slightly worse
complexity result, realized by an implementable cubature rule. In fact, proceeding as be-
fore shows that the so-called Clenshaw-Curtis-Smolyak algorithm is (s, t)-weakly tractable
whenever s > 0 and t > 2/3.
(ii) Theorem 4.9 (as well as the preceding remark) significantly improves on the main assertions
of [4] in which classical weak tractability, i.e., (s, t)-weak tractability with s = t = 1, was
shown. Moreover, in that paper it is stated that the proof of uniform weak tractability
for the integration problem under consideration remains as an open problem. Although
we also did not answer this question, our arguments indicate that a proof would require a
new algorithm which uses much less integration nodes than Q(ε, d) from Lemma 4.8 if the
accuracy ε is moderate compared to the dimension d, i.e., if ε ≥ ε0(d).
(iii) In [5] conditions for (uniform) weak tractability of a variety of related integration problems
where investigated, but it is still not known whether integration on the probably most
natural class
F˜d :=
{
f ∈ C∞([0, 1]d)
∥∥∥f F˜d∥∥∥ := sup
α∈Nd0
∥∥Dαf L∞([0, 1]d)∥∥ <∞
}
of smooth functions (which is the slightly larger than Fd) suffers from curse of dimensional-
ity, or not. We conjecture that our notion of (s, t)-weak tractability can be used to obtain
some new insights to these problems which might help to finally answer this prominent
question.
⋄
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