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Highlights:
 Turbine induced wake interferes with the wave-induced osculation 
immediately behind the turbine. 
 Wave-period-averaged flow velocity share similar distribution as that in 
steady flows. 
 Wave length is extended by 12% when propagating over turbine. 
 Wave height reduces by 10% when propagating over turbine.
 Large stormy wave generated turbulence interacts with that from turbine 
operation at upper layer of the water.  
 The power generation from turbine show strong fluctuations under 
influence surface waves.  
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13 ABSTRACT
14 A Virtual Blade Model is coupled with a CFD model to simulate impacts from a Horizontal Axis Tidal 
15 Turbine under combined surface waves and a steady current. A two-equation model is used to represent 
16 the turbulence generation and dissipation due to turbine rotation and background wave-current flows. 
17 The model is validated against experimental measurements, showing good agreement in both surface 
18 elevation and fluid hydrodynamics. It is then scaled up to investigate a steady current with large stream-
19 wise surface waves in the presence of a turbine. A strong interaction is found between surface wave-
20 induced flows and that around the turbine, which clearly impacts on both hydrodynamics within the 
21 wake and wave propagation, and produces large fluctuations in power production. Model results show 
22 that the wave-period-averaged velocities are similar to those in the steady-current-only condition. 
23 However, the wave enhances the turbulence immediately behind the turbine and reduces the length of 
24 the flow transition. The wave height reduces by about 10% and the wavelength extends by 12% when 
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25 propagating over the turbine region in comparison with the no-turbine condition. The wave shape also 
26 becomes asymmetric. Compared with the current-alone situation, the model results suggest that the 
27 power production is similar. However, wave oscillation produces noticeably larger fluctuations.  
28          
29 Keywords: Virtual blade model; horizontal axis tidal turbine; CFD, wake characteristics; 
30 wave.
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31 1. INTRODUCTION
32 In recent years, the Horizontal Axis Tidal Turbine (HATT) has been regarded as one of the more 
33 promising devices for tapping tidal stream energy, which is both reliable and predictable with good 
34 potential in many sites around the world. In general, tidal turbines are placed underwater to convert the 
35 kinetic energy of tidal flow into electricity through blades rotation. Although the principle is very 
36 similar to that for wind turbines, the HATTs are designed differently due to the much larger density of 
37 seawater than that of the air (Thake, 2005). More importantly, at the identified potential sites, the wind-
38 generated surface waves are also often strong and can penetrate to considerable depth and introduce 
39 additional oscillatory effects on local flows, see Tatum et al. (2016), Bahaji et al. (2007) and Veron et 
40 al. (2009). Recent research has shown that when tidal turbines operate under combined current and 
41 waves, the changes in free surface has a significant influence on wake characteristics,  e.g. Bahaj et al. 
42 (2007), Consul et al. (2011), de Jesus Henriques et al. (2014). Unfortunately, so far, only a handful of 
43 studies on offshore HATTs involve surfaces waves. The majority of them also concentrate on turbine 
44 performance under much simplified conditions at laboratory scale (Tatum et al. 2016). The effects of 
45 surface waves on the mean flow structure, turbulence, flow-structure interactions and hence the turbine 
46 power generation, and vice versa the turbine presence effects on the surface wave dynamics are not 
47 been fully understood as yet. 
48 Alongside laboratory experiments, Computational Fluid Dynamics (CFD) modelling has been used in 
49 several studies to investigate HATTs under combined waves and current conditions. However, the 
50 challenge lies on the modelling of both free surface waves and the tidal turbine interactions. Without 
51 resolving details of free surface effects, the wave motion in previous studies has been represented in 
52 models via an added periodic oscillatory pressure at the top boundary (rigid lid) of the modelled area, 
53 e.g. Holst et al (2015). Inevitably, the rigid lid limits the motion of fluid near the top boundary and 
54 hence the wave induced fluid flow in the vertical direction is missing in the results. This may be 
55 adequate for small waves in deep water but not for large storm waves which can affect the seabed. A 
56 more realistic approach involves the Volume of Fluid (VoF) method to track the interface between 
57 water and air, such as earlier work of Sun et al. (2008). Similarly, two different approaches are 
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58 commonly used to represent the stream turbine in a CFD model: a parameterised approach or a blade-
59 resolving approach. The blade-resolving approach requires meshing out each blade in details and  
60 rotating multiple frames of reference to compute the flow around the blades, e.g. Mason-Jones et al. 
61 (2013) and Holst et al. (2015). This type of approach requires over several millions computational nodes 
62 to cover the computational domain and each turbine blade for realistic applications, see O’Doherty et 
63 al. (2009). The parameterised approach, on the other hand, is a much simpler approach in which the 
64 effects of turbine blade rotation is represented by a static porous disk or via added sink terms in the 
65 momentum equations, such as the Virtual Blade Model (VBM) based on the Blade Element Method. 
66 The porous disk approach is much easier to implement in CFD and the computational cost is the lowest 
67 in comparison with other methods (Gant and Stallard 2008; Williams et al. 2010; Su et al 2008). 
68 However, it is unable to resolve the details of flow structure around the turbine and is mainly used for 
69 large scale, far-field and multiple turbine simulations. In comparison, the VBM is able to replicate the 
70 rotation movement with reasonable computational cost without presenting the actual blades, but instead, 
71 simulates the motion of the fluid surrounding the blades. It can be used to simulate near-wake regions 
72 from one turbine diameter downstream and provides a useful compromise solution where reasonable 
73 accurate results can be achieved when assessing turbine performance and capturing near-wake 
74 processes (Buckland et al 2013).
75 It is therefore considered that the best optimal approach is obtained by combining the VoF method to 
76 resolving the surface wave dynamics alongside with the VBM method to represent the turbine: moderate 
77 computational costs than results. However, it should be noted that the VBM was originally designed for 
78 a turbine within a single phase fluid, which is strictly speaking not applicable in multi-phase calculations 
79 based on the VoF scheme. The present study will test the VBM method by ensuring that the turbine is 
80 submerged in the water without any exposure to the air so as to avoid the above complication. The 
81 combined approach will be able to provide more evidence on the wave impacts on turbine wake 
82 characteristics and power outputs as well as the impact of the turbine on the wave processes. In addition, 
83 this study will differ from earlier works (Sun et al. 2008;   Tatum et al. 2016), where more vigorous 
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84 flow conditions (storm conditions) can be simulated and the impacts from a typical field-scale 
85 turbine are considered, thereby benefiting from the lower computational efforts. 
86 The outline of the present paper is as follows. Section 2 presents the modelling system, while the model 
87 implementation and validation against de Jesus Henriques et al. (2016) experiment are discussed in 
88 Section 3. Section 4 presents the model application to a field-scale turbine under combined waves with 
89 a steady current. Finally, a summary and conclusions are given in Section 5.
90 2. NUMERICAL MODEL
91 2.1 Governing equations
92 ANSYS FLUENT 14.5 (ANSYS 2010) was used to resolve the flow hydrodynamics by solving the 
93 Reynolds Averaging Navier-Stokes (RANS) equations via the finite-volume method. The coordinate 
94 system is defined as x in the stream-wise, y in the vertical and z in the span-wise directions, respectively, 
95 as shown in Figure 1. The turbine is placed at typically 1/3 of the depth from the surface. Air is assumed 
96 to occupy the space above the water.
97
98 Figure 1. Model setup.
99 The pressure and velocity fields are obtained from the Navier-Stokes equations averaged over a time 
100 period longer than the turbulent time scale (RANS):
101 (1)
∂𝜌
∂𝑡 + ∂𝜌𝑣𝑖∂𝑥𝑖 = 0  
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102 (2)
∂
∂t(ρ𝑣i) + ∂∂xi(ρ𝑣i𝑣j) =‒ ∂p∂xi + ∂∂xj[μ(∂𝑣i∂xj + ∂𝑣𝑗∂xi ‒ 23δij∂𝑣𝑙∂𝑥𝑙)] + ∂∂xj( ‒ ρ 𝑣'𝑖𝑣'𝑗) + 𝐹𝑖
103 where ρ is the density of the fluid; vi are the instantaneous flow velocities along the x (u), y (v) and z 
104 (w) directions, respectively;  is the total pressure;  is the external body force in the i-th direction; 𝑝 𝐹𝑖
105 and  is dynamic viscosity. The over-bar denotes time-averaged values and the  refers to the 𝑣'𝑖
106 fluctuation in velocity vi, e.g. . The RANS equations can be closed using different 𝑣𝑖 = 𝑣𝑖 + 𝑣𝑖'
107 turbulence models based on the Boussinesq hypothesis:
108 (3)‒  𝑣'𝑖𝑣'𝑗 = 𝜇𝑡(∂𝑣𝑖∂𝑥𝑗 + ∂𝑣𝑗∂𝑥𝑖) ‒ 23𝑘𝛿𝑖𝑗
109 where  is the turbulence eddy viscosity,  is the Turbulent Kinetic Energy (T.K.E.) and  is 𝜇𝑡 𝑘 = 12 𝑣'𝑖𝑣'𝑗 𝛿𝑖𝑗
110 the Kronecker delta. For simplicity, the over-bar is omitted in the following sections.
111 Following El-Beery (2009), a two-equation turbulence model, Shear Stress Transport (SST) , is 𝑘 ‒ 𝜔
112 adopted in the present study to simulate turbulence generation and dissipation. In particular, the  𝑘 ‒ 𝜔
113 formulation is employed in the main free-stream fluid body and the calculation switches to a viscous 
114 sub-layer model near the wall boundary, which combines the advantages of both methods as shown in 
115 Menter (1993). The SST modifies turbulent viscosity formulation to account for the transport effects of 
116 the principal turbulent shear stress. In addition, the SST model incorporates a damped cross-diffusion 
117 derivative term in the  equation, which makes it better for adverse pressure gradient flows. El-Beery 
118 (2009) demonstrates that the SST  is best by considering different turbulence generation and 𝑘 ‒ 𝜔
119 dissipation sources in comparison with other models. The turbulent kinetic energy, k, and special 
120 dissipation rate, , are computed as follows from the equations,
121 (4)
∂
∂𝑡(𝜌𝑘) + ∂∂𝑥𝑖(𝜌𝑘𝑣𝑖) = ∂∂𝑥𝑖(𝛤𝑘∂𝑘∂𝑥𝑖) + 𝐺𝑘 ‒ 𝑌𝑘 + 𝑆𝑘
122 (5)
∂
∂𝑡(𝜌𝜔) + ∂∂𝑥𝑖(𝜌𝜔𝑣𝑖) = ∂∂𝑥𝑖(𝛤𝜔∂𝜔∂𝑥𝑖) + 𝐺𝜔 ‒ 𝑌𝜔 + 𝑆𝜔 + 𝐷𝜔
123 where and are the generation of  and  due to turbulent mean-velocity gradients respectively; 𝐺𝑘 𝐺𝜔 𝑘 𝜔
124  and  are the effective diffusivity;  and   are the dissipation due to turbulence;  is the cross-Γ𝑘 Γ𝜔 𝑌𝑘 𝑌𝜔 𝐷𝜔
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125 diffusion term; and  and  are user-defined source terms. The effective diffusivity  and  are 𝑆𝑘 𝑆𝜔 Γ𝑘 Γ𝜔
126 given by the equations:
127 ;  ;   (6)Γ𝑘 = 𝜇 + 𝜇𝑡𝜎𝑘 G𝑘 =‒  𝑣'𝑖𝑣'𝑗𝑣𝑗𝑥𝑖 Y𝑘 =  ∗ 𝑓 ∗ 𝑘
128 ;  ;    (7)Γ𝜔 = 𝜇 + 𝜇𝑡𝜎𝜔 G = 𝑎𝑘𝐺𝑘 Y = 𝑓2
129 where  and  are the turbulent Prandtl numbers for  and  respectively, and a, *, ,  and 𝜎𝑘 𝜎𝜔 𝑘 𝜔 𝑓 ∗
130  are model coefficients. When SST is employed, the turbulent viscosity  is defined by the 𝑓
𝜇𝑡
131 equaitons:
132 (8)𝜇𝑡 = 𝜌𝑘𝜔 1𝑚𝑎𝑥( 1𝑎 ∗ ,𝑆𝐹2𝑎1𝜔 )
133  (9)𝐹2 = 𝑡𝑎𝑛ℎ[[𝑚𝑎𝑥( 2 𝑘0.09𝜔𝑦,500𝑦2𝜔 )]2]
134 where  is the strain rate magnitude;  is the blending function; and  is damping coefficient of 𝑆 𝐹2 𝑎 ∗
135 turbulent viscosity; a1 is the model constant (0.31). At the free surface, however, high velocity gradients 
136 are often found due to the large difference in the density between the water and air, which produces 
137 high level turbulence. A turbulence damping source term, ,  is therefore added to the  equation (5):𝑆 𝜔
138 (10)𝑆 = 𝐴𝑖Δ𝑛𝛽 + 𝜌𝑖( 𝐵6𝜇𝑖𝛽 + 𝜌𝑖Δ𝑛2)
139 in which  is the interface area density for ith-phase;  is the cell height normal to interface;  is a 𝐴𝑖 Δ𝑛 𝛽
+
140 model constant (0.075); and B is a damping factor.
141
142 In the present study, the Volume of Fluid (VoF) approach is used to track the free surface variations 
143 due to wave propagation. This approach is based on the concept of air-water mixture velocity as follows:
144 (11)𝑣𝑖 = 𝛼𝑣𝑤𝑖 + (1 ‒ 𝛼)𝑣𝑎𝑖
145 where  and  are the flow velocities for the water phase and the air phase respectively; and α is the 𝑣𝑤𝑖 𝑣
𝑎
𝑖
146 fluid volume fraction. When α = 0, the cell is fully occupied by air; when α = 1, the cell is full of water 
147 and when 0 < α < 1 the cell is partly filled and encloses the interface. The calculation is initialised with 
148 given volume fraction of the fluid phase through adapting the region of water to the initial water level. 
ACCEPTED MANUSCRIPT
8
149 A surface-tracking technique is then used to solve the water and air volume fraction in each 
150 computational cell throughout the domain.
151 2.2 Waves generation
152 In the present study, the surface waves are generated by imposing a boundary condition at the inlet to 
153 the model area. The free surface elevation and corresponding flow velocity across the water body are 
154 computed according to the appropriate wave theory depending on the wave length to water depth ratio 
155 at each time step. More details can be found in ANSYS (2010). 
156 The turbulent kinetic energy, , at the inlet is calculated from turbulence intensity by the following 𝑘
157 equations:
158 (12)𝑘 = 32(𝑣𝑇𝑖)2
159 where  is the depth-mean horizontal flow velocity and  is the initial turbulence intensity. The 𝑣 𝑇𝑖
160 corresponding special turbulence dissipation rate, , is found from the turbulence length-scale, , at the 𝜔 𝑙
161 inlet:
162 (13)𝜔 = 𝑘12𝑐 ‒ 14𝜇 𝑙 ‒ 1
163 where  is the model constant (0.09). The length scale is defined as:𝑐𝜇
164 (14)𝑙 = 0.07𝐿𝐷
165 where  is the characteristic length which is taken as the hydraulic diameter of the inlet. 𝐿𝐷
166
167 One of the difficulties in modelling surface waves is the prevention of wave reflections at the outlet 
168 boundary while waves are passing through it. In the present study, a damping zone is introduced to 
169 suppress this effect via adding a damping source term in the momentum equation (2) near the outlet 
170 boundary. The source term is computed as follows:
171 (15)𝐹𝑠 =‒ c(0.5𝜌|𝑣|𝑣)𝑓(𝑦)𝑓(𝑥)
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172 where  is the damping resistance (1/m),  and  are the damping functions in horizontal and  c 𝑓(𝑥) 𝑓(𝑦)
173 vertical directions respectively (ANSYS 2010). 
174 2.3 Turbine representation
175 The VBM simulates the effects of the blades rotation within the fluid through a body force in the x, y 
176 and z directions, which acts inside a disk of fluid with an area equal to the swept area of the turbine 
177 blade. The value of this body force is computed based on integration of rotational force from the rotors 
178 over a swept cycle, so that the details of the flow around an individual rotor can be simplified. In this 
179 way, the power generation from a HATT can be described by considering the fluid passing through a 
180 thin disk that will convert the fluid kinetic energy into rotational motion. It is assumed that this disk 
181 contains an infinite number of rotating blades and functions as an energy extractor, causing a sharp 
182 change in pressure (hydraulic jump). Bernoulli’s equation is applied over this disk with the assumption 
183 that the flow is frictionless. The axial  and angular  induction factors can be defined as:(𝑎) (𝑎')
184 (16)𝑎 = 𝑣1 ‒ 𝑣2𝑣1
185 (17)𝑎' = Ω𝑤2Ω
186 where  is flow velocity upstream of turbine,  is the flow velocity immediately behind the turbine, 𝑣1 𝑣2
187 Ω is the blade rotational speed and is the wake rotational speed. The effective approaching flow Ω𝑤 
188 containing the axial free stream and rotational flow determine the effective angle of attack β as shown 
189 below:
190 (18)tanβ = λr(1 + a')(1 ‒ a)
191 where  is the tip speed ratio.𝜆𝑟
192
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193
194 Figure 2 - Angles of lift and drag forces on blade section;  is the angle of attach;  is the blade ration 𝛽
195 angle; L is the direction of lift force; and D is the direction of the drag force; Fx and F are 
196 the force components along x and  directions, respectively.
197 The blade is divided into sections at a fixed radius. The drag and torque (tangential) forces are calculated 
198 on each section of the blade as in Figure 2 using the equations:
199 (19)𝑆𝑥 = 𝑑𝐹𝑥 = 𝜎'𝜋𝜌𝑉2(1 ‒ 𝑎)2cos2 𝛽 (𝐶𝐿𝑠𝑖𝑛𝛽 + 𝐶𝐷𝑐𝑜𝑠𝛽)𝑟𝑑𝑟
200 (20)𝑆𝜃 = 𝑑𝐹𝜃 = 𝜎'𝜋𝜌𝑉2(1 ‒ 𝑎)2cos2 𝛽 (𝐶𝐿𝑐𝑜𝑠𝛽 ‒ 𝐶𝐷𝑠𝑖𝑛𝛽)𝑟2𝑑𝑟
201 where  is the local solidity;  and  are lift and drag coefficients respectively, and their values are  𝐶𝐿 𝐶𝐷
202 provided as part of the blade specification; r is the directional vector along the blade. and  are the 𝑆𝑥 𝑆𝜃
203 source terms in axial and tangential directions, respectively. These source terms are added in the RANS 
204 equation (2) in the form Fi.
205 To take into account the variation in CL and CD across the length of a blade, from root to tip, the whole 
206 blade is divided into a number of small sections. The lift and drag forces on each section are computed 
207 from 2D aerodynamics based on the angle of attack, chord length, aerofoil type, and lift and drag 
208 coefficient for each segment. The free stream velocity at the inlet boundary is used as an initial value 
209 to calculate the local angle of attack (AOA) and Reynolds number (Re) for each segment along the 
210 blade. The calculated values of AOA, lift and drag coefficients are then interpolated from a look-up 
211 table, which contains values of these variables as a function of AOA and Re (Mozafari, 2010).
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212 In reality, however, a secondary flow at the tip of the blade will be generated when a turbine is operating, 
213 e.g. the tip vortices and radial flow (Nhoet al., 2012). This secondary flow violates the assumption of 
214 the local lift and drag forces being computed in 2D, called the rotor tip effect. To take this into account, 
215 in total 96% of the blade’s span is assumed to experience lift and drag and the remaining 4% to be 
216 affected by drag force alone. 
217 For each different tidal turbine, the corresponding tip speed ratio varies, which affects the operation of 
218 the turbine and hence the simulation as described above. In the present work, the turbine tip speed ratio 
219 is kept at 5.5, corresponding to the turbine used in the laboratory experiment model validation tests. 
220 The value can be changed when a particular turbine configuration is given, but the overall results in 
221 terms of the objectives of the present work are expected to be broadly similar.
222 2.4 Power measures
223 The power produced by the turbine is computed based on the power coefficient proposed in de Jesus 𝑐𝑝 
224 Henriques et al. (2014) times the power available at the turbine site:
225 (21)𝑃 = 12𝐶𝑝𝑣3𝐴𝑡
226 where  in the horizontal mean velocity across the turbine surface; and  is the area swept by the blade.𝑣 𝐴𝑡
227
228 2.5 Boundary conditions
229 There are five different types of boundary conditions involved in the model simulation: inlet, outlet, 
230 bed, channel top and side walls, see Figure 1. At the inlet boundary, the velocity components, as well 
231 as the background turbulence intensity and hydraulic diameter are defined. The velocity is set to be 
232 perpendicular to the boundary with an initial gauge pressure of zero. 
233 Under a combined waves and current condition, the flow velocity at the inlet includes both steady 
234 current and surface wave-induced oscillatory flows. The wave-induced velocity components are 
235 calculated according to the particular wave theory appropriate for the simulation as introduced 
236 previously. In the present work, linear wave theory and Stokes 2nd order wave theory were used since 
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237 the wave length-water to water depth ratio was limited between the shallow water wave and deep water 
238 wave conditions. At each time step, the free surface level is specified according to the wave theory or 
239 experimental conditions, if available. 
240 The channel sides are defined as walls with slip conditions to minimise the side-wall effects. The bed 
241 is specified as a non-slippery boundary with specified roughness height. The top of the channel has an 
242 open-air boundary condition where the pressure is set to atmospheric.
243 At the model outlet, the pressure is specified based on the free surface level projected from the volume 
244 fraction values at the neighbouring cell inside the computational domain. A damping zone is 
245 introduced to suppress the wave reflection via adding a damping source term in the momentum equation 
246 as shown in equation (15).
247 2.6 Solution methods
248 The computational domain is discretised using an unstructured hybrid mesh as shown in Figure 3. The 
249 hexahedron cells are generated over the turbine swept area by applying a 3D blocking procedure in 
250 order to have a uniform node distribution around the disk for VBM to be able to function (Figure 3a). 
251 The rest of the channel is discretised using tetrahedral cells with varying density across the channel: 
252 high resolution immediately in front and behind the wake area as shown in Figure 3b.
253 Figure 3. Computational mesh around turbine (a) and distribution across the width of the channel (b).
z/D
(b)(a)
x/D
y/D
x/D
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254 In the present study, the Pressure-Implicit with Splitting of Operators (PISO) pressure-velocity coupling 
255 scheme is used to solve the governing differential equations (ANSYS 2010). An implicit scheme is used 
256 for temporal discretisation to reduce the limitation on time step size and keep the simulation stable. The 
257 Green-Gauss theorem is used for discretization of spatial gradients of scalars at cell centres. Node-based 
258 gradient evaluation is used for the turbine region when implementing VBM to get high accuracy 
259 (ANSYS 2010). 
260 The momentum, volume fraction, turbulent kinetic energy and specific dissipation rate are all computed 
261 using the Quadratic Upstream Interpolation for Convective Kinematics (QUICK) scheme, which is 
262 based on an average of the weighted and centre interpolation of the variable. This scheme is selected 
263 for its higher accuracy when compared with upwind schemes (Leonard, 1979). At each time step, the 
264 convergence criteria are also checked so that normalised residuals for all variables are lower than 10-5. 
265 2.6 Mesh sensitivity 
266 A number of tests were conducted to assess the model’s accuracy for flow velocity based on different 
267 mesh resolution at the turbine face and in the wake region in order to identify the required mesh 
268 resolution for a mesh-independent solution. These tests were setup according to the experimental 
269 condition in Tedds et al. (2014). The dimensions of the flume in these latter experiments was 3.7m long, 
270 1.4m wide with a water depth kept at 0.85m with a 0.5m diameter three-bladed turbine centred at mid-
271 depth. A steady water flow with cross-section averaged speed of 0.9m/s and 3% turbulence intensity 
272 was imposed at the inlet. Figure 4 shows the comparison of computed stream-wise velocity (u) against 
273 the measured data across the width of the channel at 2 turbine diameters downstream. Table 1 also 
274 summaries the average errors and the corresponding CPU time for these different mesh configurations. 
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Mesh cells = 0.9 million Mesh cells = 1.1 million
z/D
u/
ū
276 Figure 4 Comparison of computed stream-wise velocity (u) at 2D behind the turbine for different 
277 mesh resolution.  is the inlet flow velocity, D is the turbine diameter.𝒖
Tests Total Mesh Cells (million) CPU Time (hour) Error (%)
1 0.3 4 40
2 0.5 6 29
3 0.7 9 11
4 0.9 14 9
5 1.1 21 8
278 Table 1 – Model CPU time and corresponding averaged error for different mesh sizes.
279
280 It is obvious that the accuracy of the model improves with increasing mesh resolution. Once the number 
281 of mesh cells are beyond 0.7 million, the difference in the errors tends to be small. The required 
282 computational efforts, however, increases dramatically. It was, therefore, decided to employ 0.7 million 
283 cells to cover the turbine face, which requires at least 20 mesh nodes across the whole length of a blade.
284 Apart from turbine representation, the model accuracy in surface wave dynamics is also very important 
285 in the present study. To resolve the surface wave propagation, it was often critical to consider the 
286 temporal step size across a wave period, and the number of nodes over one wave length. Several tests 
287 with combined current and waves were therefore carried out to simulate wave-current interactions in a 
288 channel without turbine influences. The experiment conducted by de Jesus Henriques et al. (2016) was 
289 used to validate the model’s prediction. A sinusoidal linear wave was generated by a paddle wave maker 
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290 in the same flume as that in Tedds et al. (2014) with 0.76m depth of water. Table 2 lists the 
291 corresponding wave characteristics. A steady cross-section averaged current of 0.9m/s was imposed at 
292 the inlet in the same direction as the wave propagation.
Wave Height 
H(m)
Period 
T(s)
Wavelength 
L(m) H/L
Current speed 
V (m/s)
Ursell number 
(HL2/D3)
0.082 0.75 2.00 0.041 0.9 0.75
293 Table 2 Wave conditions used in the model calibration.
294
295 Figure 5 shows the computed surface elevation based on four different time steps over one wave period, 
296 in comparison with the measured data. Results show a remarkable improvement in the accuracy when 
297 increasing the number of time steps. When the total number of steps is more than 30, however, the 
298 model accuracy does not improve noticeably and therefore 30 steps per wave cycle was selected in the 
299 following calculations.
300
301 Figure 5 Comparison of computed water surface elevation against experimental data across a wave 
302 period with 4 different time steps.
303 3. Model Validation
304 The experiment of de Jesus Henriques et al. (2016) was selected for model calibration. The experimental 
305 conditions are listed in Table 2. The model was setup using a total of approximately 1 million 
306 tetra/mixed cells. At the inlet, 2nd order Stokes wave theory was used as suggested in de Jesus Henriques 
steps
steps
steps
steps
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307 et al. (2016). The horizontal profiles of the velocity components, as well as the surface elevation at 1.5D 
308 behind the turbine, were recorded in the experiments (Figure 6).
309     
310
311 Figure 6 Plan view of the horizontal measuring locations at 2D, 3D and 4D downstream along the 
312 channel centreline. 
313 The model simulation continued for more than 100 wave cycles before any data was collected to ensure 
314 that the computed solution had converged. The results from the last three wave cycles were averaged 
315 to produce ensemble-averaged outputs that can be compared with the measured data.
316
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318
319 Figure 7 Comparison of measured and computed horizontal profiles of normalised velocities  in [a], 𝑢 𝑢
320  in [b] and  in [c] at x = 2D, 3D, 4D downstream along the centreline, respectively.  𝑣 𝑢 𝑤 𝑢 𝑢
321 is the inflow velocity. [d] Shows a comparison of measured and computed surface elevation 
322  with respect of time at x = 1.5D downstream. 
323
324 Figure 7 shows the computed results against the measured stream-wise velocity u in [a], vertical velocity 
325 v in [b] and span-wise velocity w in [c] at 2D, 3D and 4D downstream of the turbine positions at the 
326 level of the turbine central axis above the bed and across the width of the channel: all velocities 
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327 normalised by the inlet velocity . The symbols are measured data and solid lines are computed results. 𝑢
328 The overall agreements are reasonable, with accuracy varying between 85% - 90% of the measured 
329 values on average. It is clear that the VBM is able to capture the main feature of the flow behind the 
330 turbine from x = 2D and onwards, especially in the stream-wise direction which is a magnitude larger 
331 than that in vertical and span-wise directions. Certain differences in the computed and measured values 
332 can be found in the velocity along the vertical direction in [b] at x = 3D and 4D where the minimum 
333 flow velocity is found at different positions in the z direction. Similarly, in [c] at x = 2D, the 2nd peak 
334 of span-wise velocity is not seen in the model results. These discrepancies are largely due to the fact 
335 that the VBM is based on a cycle-averaged force and therefore the blade rotation effects in both vertical 
336 and span-wise directions are not represented in great detail. It can be noted in these comparisons that 
337 the accuracy of the computed results improves noticeably when moving downstream away from the 
338 turbine. 
339 It is also noted that in the comparison of stream-wise velocity in [a], the measured data and computed 
340 results show a similar “W” shaped distribution immediately behind the turbine and a “U” shape from 
341 4D further downstream. This feature is also seen in the steady-flow-only condition (Sufian and Li, 
342 2014). However, it is found that when waves are present, the changes in velocity distribution from a 
343 “W” shape to a “U” shape take place at x = 4D, whereas in the steady-current-only condition, the 
344 changes are delayed until x = 6D as shown in Sufian and Li (2014). The difference indicates that the 
345 presence of waves enhances fluid mixing and therefore reduces the length of flow transition from a 
346 highly separated flow to a well-mixed one. 
347 The computed surface elevation at x = 1.5D downstream of the turbine is compared with the measured 
348 values over one wave cycle in [d]. As a comparison, the result without a turbine is also shown in the 
349 figure denoted by a solid line. The computed results and the experimental data show that the wave shape 
350 clearly differs from that when the turbine is absent. The wave height reduces by almost 17%, largely 
351 due to the reduction in water level during the wave trough (offshore) period. In addition, a slight wave 
352 phase shift becomes clear and the wave shape deviates from its original form as it becomes non-linear 
353 and closer to a Stokes 3rd order wave.
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354 4. Model Application
355 After the model had been validated, it was scaled up to simulate a field-scale operation for conditions 
356 similar to that suggested by Black and Veatch (2005). The model domain retained the same as that in 
357 the validation case and the boundary conditions were kept the same. The channel was scaled up to 100m 
358 wide and 300m long, and featured a free surface. The water depth was 60m with a steady flow of 2m/s, 
359 giving a Re of 2.18×108. The turbine diameter was 15m, positioned at 2/3rd of the depth from the mean 
360 water level (MWL) at 100m away from the inlet to avoid any boundary effects. The turbine operated at 
361 a tip speed ratio of 5.5 at all times, producing a blockage ratio effect of 2.9%. The model discretisation 
362 followed the same mesh generation techniques as that of experimental case to avoid inconsistency and 
363 used a total of 1.4 million tetra/mixed cells.
364 The defined wave at the inlet was 5.34m in height, the wavelength 293m and wave period 14.8s (Table 
365 3). Linear wave theory was used to generate the boundary values at the inlet for this case. These 
366 parameters are typically found in UK waters during storms (Black and Veatch, 2005). The background 
367 turbulence intensity was kept low to avoid its interference with the wave-current generated turbulence. 
368 To illustrate the results clearly, the whole water column is divided into three regions in the vertical 
369 direction where the velocity profiles show very different behaviours i.e., the upper surface layer y/D > 
370 2.5, turbine-affected layer 0.5 < y/D < 2.5 and bed boundary layer y/D < 0.5 as shown in Figure 8. 
371
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D
372 Figure 8 Distribution of the three layers in the water column; u is the stream-wise flow velocity;  is 𝑢
373 the inflow velocity; D is the turbine diameter.
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374 The calculations were initialised using the steady-flow velocity at the inlet with a flat water surface and 
375 then integrated forward for more than 100 wave cycles before the results were collected at interval of 1 
376 second. However, due to space limitation, the analysis is based on results at 0˚, 90˚, 135˚, 225˚ and 270˚ 
377 as shown in Figure 9 only. 
378
379 Figure 9 - The selected 4 wave phases at which the results are compared with measurements.
Wave Height 
H (m)
Period 
T(s)
Wavelength 
L(m) H/L
Current speed V 
(m/s)
Ursell number 
(HL2/D3)
5.34 14.8 293 0.0167 2.00 2.12
380 Table 3 – Wave parameters.
381 To assist the analysis, wave-period-averaging was conducted based on the following method,
382 (22)<  >= 1𝑇∫𝑇0dt
383 in which T is wave period,  is the instantaneous variable,  is the wave-period-averaged value.<  >
384 Figure 10 presents the vertical profiles of stream-wise velocity at 1D, 2D, 3D and 4D downstream along 
385 the centre plane (across the width) of the channel at the five selected wave phases. It is found that the 
386 maximum velocity is under the wave crest (90º) and the minimum velocity is under wave trough (270º). 
387 It is also noticed that the differences in velocity over one wave cycle are larger close to the free surface 
388 in the upper surface layer than that down below, which is consistent with the fact the wave-induced 
389 orbital motion decays over the depth. In contrast, the wave effects on near-bed boundary layer processes 
390 are not obvious, although different boundary layer thicknesses can be seen in these figures.       
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393 Figure10  Vertical profiles of stream-wise velocity at 1D, 2D, 3D and 4D downstream (centreline) at 
394 wave angle of 0˚, 90˚, 135˚, 270˚ and 360˚; u is stream-wise flow velocity;  is the inflow 𝑢
395 velocity; D is turbine diameter.
396
397 The above figures show that the vertical position of the maximum velocity reduction varies at different 
398 phases of the wave. For example, at x = 2D, under the wave crest (90o), the elevation of velocity 
399 minimum is slightly below y/D = 1.3, as marked with A, while under wave trough (270˚), the position 
400 of the velocity minimum is slightly above y/D = 1.3, as marked with B. This is due to the flow speed 
401 reaching its maximum strength at 90˚ with a higher water head. As a result, the wake moves downwards 
402 towards the bed. Under the wave trough (270˚), the opposite takes place where the pressure above the 
403 turbine reduces causing the wake downstream of the turbine to rise up. This indicates that the wake is 
404 constantly lifted and suppressed throughout the wave cycle. However, the turbine-affected region more 
405 or less remains the same part of the water column, e.g., 0.5 < y/D < 2.5 at all the positions considered. 
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406 It is also noted that the variation in flow speed between wave crest (90o) and wave trough (270o) 
407 becomes larger moving further downstream. For example, at x = 2D, the difference between maximum 
408 and minimum velocities is above 75% of the inflow velocity and such variation increases at 3D to 100% 
409 and 4D to 130%. This is due to the fact that close to the turbine, the current undergoes strong transition 
410 and the wave oscillatory effect is comparatively less significant. Moving away from the turbine, wake 
411 recovery takes place and the wave is able to penetrate through to cause noticeable variation in velocity 
412 at different phases. It is therefore clear that turbines suppress the wave motion by minimising the 
413 velocity variation within a distance of 4D downstream.
414 Figure 11 compares vertical profiles of wave-period-averaged stream-wise velocity magnitude at 1D, 
415 2D, 3D and 4D downstream for with and without the turbine present. It is clear that the wave-period-
416 averaged flow velocity largely follows a similar distribution as that in steady current cases (Sufian and 
417 Li, 2014), e.g., accelerated flow above and below the turbine and strong velocity reduction at turbine 
418 affected region. It is also noticed that the “W” shape in velocity profile changes to a “U” shape after 2D 
419 behind the turbine, unlike the validation case (3D). This is partly due to the difference in blockage ratio 
420 between the two cases, wherein the validation test it is 16.5% but in this case, it is only 2.9%. At higher 
421 blockage, the turbine experiences a stronger pressure change at the turbine face, which consequently 
422 causes the flow to accelerate faster around the turbine and the hub-blade gap, but higher flow deficits 
423 behind the blades. In addition, the surface waves in the laboratory validation case are also much weaker 
424 than those in the present field case, which leads to less noticeable effects than the present field case.
425
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427 Figure 11 Vertical profiles of wave-period-averaged velocity magnitude at 1D, 2D, 3D and 4D 
428 downstream (centreline) when stream-wise waves are present. It also shows the mean inlet 
429 velocity profile. 
430
431 Figure 12 compares the vertical profiles of stream-wise velocity under a steady current alone and that 
432 under combined waves with a current after wave-period-averaging at x = 1D and x = 4D. Overall, the 
433 two cases show similar flow behaviours. At both positions, however, the speed reduction in the 
434 combined flow tends to be less than that in the steady flow case as discussed above in the turbine 
435 affected region. At 4D position, the larger wave-induced boundary layer flow in the near bed region is 
436 apparent in comparison with the steady flow condition, together with stronger flow reduction near the 
437 surface. 
438
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439 Figure 12 Comparison between vertical profiles of wave-period averaged velocity magnitude of 
440 current + wave and steady current at [a] 1D and [b] 4D (centreline).
441
442 Figure 13 shows a snapshot of velocity over the flow depth through the turbine centre when the wave 
443 crest is above the turbine (90˚) for no turbine in [a], with turbine in [b], and across the channel at the 
444 turbine level in [c]. It is clear in [a] that the waves have a significant impact on the flow pattern across 
445 the depth. When the turbine is in place as in [b], the wake behind the turbine is clearly visible, extending 
446 to the end of the channel and interacting with the wave-induced flows. The turbine-induced accelerated 
447 flow interferes with the wave-induced flow acceleration above, as well as beneath the turbine. But 
448 further downstream, the velocity reduction is also clearly visible (x/D =0-3). In the region x = 4D - 8D, 
449 the wave-induced flow reduction is enhanced by the turbine wake and the reduction region extends from 
450 3D to 9D. Similar behaviours are seen in the horizontal plane [c] where the turbine interferes with the 
451 wave-induced oscillatory flows. 
452 In Figure 13 [b], a new low velocity region in 3D < x < 10D in horizontal and 0.5D < y < 2D in the 
453 vertical is clearly visible underneath the wave trough, which also extends to the region under the 
454 following wave crest in 9D < x < 13D. This is due to the interaction between the turbine wake and 
455 wave-induced oscillations in the water. When such reduction is superimposed on the wave oscillating 
456 flow, the lower flow speed under the wave trough is further reduced.
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457
458
459 Figure 13 Contours of stream-wise velocity over the water depth at the turbine centre when the wave 
460 crest (90˚) at turbine location, [a] no turbine, [b] with turbine and [c] top-down view with 
461 turbine.
462
463 Figure 14 shows a snapshot of velocity distribution when the wave trough is above the turbine (270˚) 
464 across the flow depth for no turbine in [a], with the turbine in [b] and top-down view of the horizontal 
465 plane at turbine level in [c]. At the turbine position, the flow speed is increased above and beneath the 
466 turbine, which interacts with the wave-induced speed reduction under the wave trough. Behind the 
467 turbine, the wave-induced lower velocity region extends to x = 5D (B and B’). The flow speed in the 
468 region 5D < x < 10D is also reduced and leads to a 50% reduction in the original flow velocity, see C 
469 and C’.
A’
A
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470
471 Figure 14  Contours of stream-wise velocity across the water depth at the turbine centre when the wave 
472 trough (270˚) is at the turbine location in [a] no turbine, [b] with turbine and [c] top-down 
473 view with turbine.
474
475 Figure 15 presents the  computed T.K.E. distribution when the wave crest is above turbine in [a] for the 
476 water depth and top-down view in [b], and when wave trough is at the turbine location for the water 
477 depth in [c] and top-down view in [d]. It is clear that wave oscillatory motion leads to strong T.K.E. 
478 generation along the water surface as the wave propagates to the turbine at x = -2D as shown in both [a] 
479 and [c]. Meanwhile, the turbine rotation-generated turbulence also propagates downstream which is 
480 more or less limited within the mid layer of the water. Comparing with that under the wave trough, the 
481 overall T.K.E. level is found to be stronger during wave crest passes through in [a] and [b], 
482 approximately twice as much as that in [c] and [d]. It is also seen from the top-down view at the turbine 
C’B’
CB
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[b]
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483 level that higher levels of T.K.E. are found on the right side of the hub comparing to that on the left 
484 hand side. The eddy shedding behind the turbine rotor is clearly visible in the wake, especially close to 
485 the turbine.
486
487 Figure 15 Contours of TKE across the water depth and span-wise at turbine centre when the wave crest 
488 (90˚) and trough (270˚) are at the turbine location [a]: 90˚, [b] top-down view: 90˚, [c] water 
489 depth: 270˚ and [d] top-down view: 270˚.
490 Among these figures, there are noticeable interactions between the turbine-induced turbulence and that 
491 due to the surface waves at y = 2.5D , starting from x = 1D. These interactions become stronger further 
492 downstream, as shown in Figure 15. However, the wave-induced turbulence is generally lower than that 
[d]
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[b]
[a]
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493 in the turbine wake region and hence we see the turbine wake still dominates the turbulence 
494 characteristic in the water column in this particular case.  
495 Figure 16 shows the computed surface elevation along the channel length when the wave trough (a) and 
496 wave crest is at the turbine position (b). The black line denotes the surface elevation without turbine; 
497 the red line denotes the surface elevation when the turbine is installed. 
498 Figure 16 Comparison of surface elevation along the channel length between with turbine and no-
499 turbine conditions. The wave trough is above the turbine in (a) and crest is above the turbine 
500 in (b).   
501   
502 It is found that the wave shape deforms when the turbine is installed in the channel. Such impact is 
503 expected, as Sun et al. (2008) have previously observed in steady flows that the free surface experiences 
504 a slight rise in front of a turbine followed by an immediate drop. In the present study, the wave surface 
505 in front of the turbine is interrupted from descending in (a) by the turbine-induced flow acceleration 
506 near the surface. This velocity increase delays the surface drop (trough) at the turbine location to show 
507 a surface rise between -1D < x < 2D. Apart from the water level rise around x = 0D, it is also clear that 
508 there is a water level drop further downstream at approximately x = 3D which subsequently rises 
509 quickly, peaking at approximately x = 10D. In Figure 16 (b), the flow slows down in front of the turbine 
510 and leads to a surface rise between -2D < x < -1D. The accelerated flow above the turbine increases the 
511 flow speed causeing a surface drop that interferes with the ascending motion of the wave at x = 0. 
512 Further downstream, the accelerated flow dissipates and the wave crest peaks at 2D away from its 
513 original position. As a result of these interactions, the overall wavelength is extended by 12% of the 
a b
y/
D
turbine turbine
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514 original wavelength in these two figures. Meanwhile, the wave height is reduced by almost 13% due to 
515 the surface uplift above the turbine area. 
516 Figure 17 presents a top-down view of the computed free surface elevation based on the volume fraction 
517 values in (a) and corresponding stream-wise velocity magnitude in (b) at the surface layer. The volume 
518 fraction of 0.5 is used to denote the free surface level in (a). Due to the changes in flow velocity around 
519 the turbine, the wave trough area is clearly extended immediately behind the turbine position in (a). In 
520 addition, the wave diffraction behind the turbine is also noticeable as shown in the bending of the wave 
521 crest lines.  The velocity magnitude in (b) at the surface undergoes rapid change, i.e., the immediate 
522 rise in the velocity behind the turbine, particularly at the centre of the channel between 0 and 1D. Further 
523 downstream, the interaction with wave-induced oscillatory flows leads to high speed flow along the two 
524 sideways of the channel walls with reduce flow speed in the centre of the channel.
525
526 Figure 17 Top-down view of the computed free surface elevation in (a) and corresponding stream-wise 
527 velocity magnitude in (b).  
528 The above turbine-wave interactions are clearly the results of the presence of the turbine and its 
529 operation within the fluid. The turbine blockage effect introduces a strong change in the pressure around 
530 the turbine, which suppresses the wave introduced oscillations, especially close to the bed surface where 
531 the wave orbital motion is weak. In addition, the rotating blade creates considerable swirling motion 
532 immediately downstream of the turbine and interferes with the wave-induced flow field. However, 
[a]
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533 further downstream of the turbine, the pressure drop due to the presence of the turbine becomes less 
534 significant in comparison with that due to wave oscillation. The wave orbital motion therefore is able 
535 to penetrate through the wake of the turbine and shorten the distance required for the velocity profile 
536 recovery.
537
538 Figure 18 presents the computed power generation throughout one wave cycle, in comparison with that 
539 under only a steady current. The calculation is based on the mean velocity over the volume that covers 
540 from -0.5D to 1D around the turbine swept area. The power coefficient Cp in equation (21) follows that 
541 in de Jesus Henriques et al. (2014). Under a steady current, due to the eddy shedding behind the turbine, 
542 the power output over the same period of time is not constant as seen in Figure 18. However, the 
543 magnitude of the fluctuation is considered to be small. Under the combined wave and current condition, 
544 the maximum power outputs are produced when the wave crest passes (t/T=0.25), and the minimum 
545 power output occurs after the wave reverses direction (t/T = 0.55). On average, it can be seen that that 
546 the power output is very similar to that under a steady current, which is in line with several previous 
547 studies, e.g. de Jesus Henriques et al (2014), Tatum et al. (2016), Luznik et al. (2013). However, the 
548 fluctuations in the power output within a wave cycle are noticeable: the largest power output is almost 
549 5-6 times the minimum values. It should be noted that the present study is based on a fixed pitch angle 
550 and a particular tip speed ratio. In field applications, either or both will be altered to optimise the turbine 
551 performance under such complex flows. In addition, the present work does not consider the flow-
552 structure interactions in detail. As demonstrated by Tatum et al (2016), the flow-structure interaction 
553 can have significant influences on the results. Nevertheless, the present results clearly show the potential 
554 impacts from large stormy waves on power generation from a HATTs due to the complex wave-current-
555 turbine interactions.
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558 Figure 18  Comparison of power output between waves with current and current-alone condition.
559  
560 6. Conclusions
561 In the present study, a CFD model based on an ANSYS FLUENT model system is developed to 
562 simulate a tidal stream turbine under combined surface waves and a steady current. The 
563 turbine operation was represented by a Virtual Blade Model with the focus on the temporally-averaged 
564 flow field, rather than the instantaneous flow characteristics at individual blades. The surface waves 
565 were simulated by a VoF approach with satisfactory agreement found with the available measurements 
566 from laboratory scale studies. The model system was applied to a realistic field scale test under 
567 combined waves and current conditions to investigate potential impacts from waves on the 
568 hydrodynamics and turbulence around the turbine as well as the turbine effects on wave propagation.
569 The model results show that when turbines are employed in flows with propagating waves, the wave-
570 period-averaged velocity distributions are similar to those found in steady flow conditions. It is also 
571 found that under large waves, the wake behind the turbine will change its distribution in the water body 
572 under different pressures when the wave crest and trough are passing through. The velocity-deficit-peak 
573 drops slightly in elevation when the wave crest passes and slightly rises when the wave trough is in the 
574 near-wake region. It is found that the surface waves enhance the fluid mixing behind the turbine and 
575 the local turbulence levels. Consequently, the length of the flow transition behind the turbine is 
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576 shortened in comparison with the steady current condition. Further downstream, the wave is able to 
577 penetrate through the wake region and influence the recovery process. On the other hand, the surface 
578 wave-induced oscillations in velocities are also suppressed by the turbine operation around the turbine 
579 and in the near wake region.
580 Results from the present model also show that the turbine has an impact on wave shape. For stream-
581 wise waves, the wavelength was found to be slightly extended by about 12% and the wave height 
582 reduced by about 10% on average. The wave shape became highly non-liner with a steep peak at the 
583 crest and a flatter trough. Wave diffraction around the turbine site was clearly visible in the 
584 results. Comparing wave-current case with currently only case, the presence of waves was found to 
585 encourage stronger turbulence generation in the flow regime. Under large waves and a strong current, 
586 the turbine-induced T.K.E. extends to the upper surface layer and interacts with the upper layer under 
587 the free surface. 
588 The predicted power generation under combined flows was found to be similar to that under a steady 
589 current. However, the wave has a strong signature in the power output within the wave cycle and leads 
590 to large fluctuations that need to be dealt with in practical applications. 
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