A three-dimensional cloud-resolving model, maintained in a statistically steady convecting state by tropicslike forcing, is subjected to sudden (10 min) stimuli consisting of horizontally homogeneous temperature and/or moisture sources with various profiles. Ensembles of simulations are used to increase the statistical robustness of the results and to assess the deterministic nature of the model response for domain sizes near contemporary global model resolution. The response to middle-and upper-tropospheric perturbations is predominantly local in the vertical: convection damps the imposed stimulus over a few hours. Low-level perturbations are similarly damped, but also produce a vertically nonlocal response: enhancement or suppression of new deep convective clouds extending above the perturbed level. Experiments show that the ''effective inhibition layer'' for deep convection is about 4 km deep, far deeper than traditional convective inhibition defined for undilute lifted parcels. Both the local and nonlocal responses are remarkably linear but can be highly stochastic, especially if deep convection is only intermittently present (small domains, weak forcing). Quantitatively, temperature-versus-moisture perturbations in a ratio corresponding to adiabatic vertical displacements produce responses of roughly equal magnitude. However, moisture perturbations seem to provoke the nonlocal (upward spreading) type of response more effectively. This nonlocal part of the response is also more effective when background forcing intensity is weak. Only at very high intensity does the response approach the limits of purely local damping and pure determinism that would be most convenient for theory and parameterization.
Introduction
Penetrative moist convection is essential to many highimpact weather and climate phenomena, including tropical storms, monsoons, intraseasonal oscillations, and the El Niñ o-Southern Oscillation. Convective clouds also play a key role in the broader climate system by balancing much of the atmosphere's radiative energy losses through latent heat release. Atmospheric prediction models must therefore include a realistic representation of moist convection, a long-standing problem in meteorology. While recent progress has been made through the use of high-resolution models that explicitly resolve convective-scale circulations (typically referred to as ''cloud-resolving'' models or CRMs), there is still a practical need for lower-resolution models that rely on parameterizations of convection through simple algorithms. Motivation for refining and improving such algorithms stems from their recognized role in contributing to certain ''poster child'' deficiencies in state-of-the-art global models, such as poor simulation of the MaddenJulian oscillation (MJO; Lin et al. 2006 ; see also Slingo et al. 1996) .
A critical aspect of the convection parameterization problem is the choice of closure, which involves specifying how the existence and overall intensity of convection depend on the properties of its environment. Observations would seem to be well suited for addressing this issue, but the coupling between convection and large-scale dynamics is so tight that it is difficult to obtain a definitive answer. For example, Fig. 1 displays typical atmospheric anomalies observed during periods of enhanced rainfall over the tropical western Pacific (see also Sherwood and Wahrlich 1999) . While the enhancement in free-tropospheric moisture (Fig. 1b) has sometimes been interpreted to be the causal agent of deep convection (e.g., Khouider and Majda 2006; Fuchs and Raymond 2007; Kuang 2008) , it is also true that convective clouds tend to detrain moisture locally, so cause and effect is not clear. Similarly, the two-signed (warmover-cold) temperature anomaly pattern in the troposphere (Fig. 1a ) could simply be a response to latent heating associated with the buildup of convection but might also play a role in causing this buildup if deep convection is especially sensitive to low-level stability conditions, as postulated by Mapes (2000) , Majda and Shefter (2001) , and Raymond and Fuchs (2007) .
A promising strategy for disentangling causality is through the use of CRMs. Early works were limited by computing time to triggered storms, often in 2D, with initial soundings taken from observations (e.g., Nicholls et al. 1988; Ferrier et al. 1995) . However, observed soundings have unknown stability properties with respect to numerical convection, and artificial initial conditions (e.g., warm bubbles) further limited the generality of the results. Today CRMs can be run for months, now even in 3D, allowing the sensitivities of equilibrated cloud fields to be assessed reliably. For example, Derbyshire et al. (2004) used a limited-area CRM to show a strong sensitivity of tropical convection to free tropospheric moisture, a sensitivity widely lacking in parameterizations. A predecessor to this study, Mapes (2004) , explored the rectified sensitivities of equilibrated convection to vertical dipole temperature and moisture anomalies, elaborated further here. Another complementary study, nearly simultaneous to this one, is Kuang (2010) .
In this study, we take a closer look at the sensitivities of 3D convection to sudden, externally forced changes in its thermodynamic environment. We revisit the question of whether ascent in the lower free troposphere enhances deep convection, despite associated upper tropospheric warming and drying, a key mechanism in the ''stratiform instability'' theory of convectively coupled waves (Mapes 2000) . We further separate the influences of temperature versus moisture to map out a richer suite of tests for convection parameterizations. By considering dependences of the results on model domain size and the background intensity of convection, and by taking an ensemble-based approach, this study also shows some of the nondeterministic aspects of convection sensitivity.
The remainder of this paper is organized as follows. Section 2 provides an overview of the experiment and model diagnostics, followed by an in-depth analysis of results in section 3. The main findings of this study are summarized and discussed in section 4.
Experiment overview a. Methodology
The simulations were performed using version 6.2 of the System for Atmospheric Modeling (SAM), described in detail by Khairoutdinov and Randall (2003) . For most of these runs, the domain extended 128 km on a side and 28 km in the vertical, with 2-km horizontal grid spacing and vertical grid spacing stretching from 50 m near the surface to 500 m at and above 5 km. The horizontal boundary conditions were specified as FIG. 1. Typical (a) temperature and (b) moisture anomaly profiles observed during periods of enhanced rainfall over the tropical western Pacific. Results were obtained by regressing many years of twice-daily radiosonde data at five island stations (Koror, Majuro, Ponape, Truk, and Yap) onto collocated time series of 0.58 3 0.58 satellite-estimated rainfall (Huffman et al. 2007 ). For convenience, the rainfall time series were normalized to have a standard deviation of unity and a mean of zero. Solid curves were constructed using unfiltered rainfall data; dotted curves denote regressions onto high-pass-filtered data with a cutoff period of 2 days.
periodic, while rigid lid conditions were assumed at the upper and lower boundaries, with Rayleigh damping in the uppermost 8 km of the domain. Turbulent mixing by unresolved eddies was parameterized using a simple Smagorinsky-type closure. The effects of planetary rotation were not considered, and the domain-averaged horizontal winds were relaxed to 0 on a 6-h time scale.
1 Convection in the model was maintained by timeindependent ''background'' forcing, consisting of spatially uniform profiles of cooling and moistening. Figure 2 shows the structures of the cooling and moistening profiles, which are representative of large-scale advective tendencies observed during convectively active periods of the Tropical Ocean Global Atmosphere Coupled OceanAtmosphere Response Experiment (TOGA COARE; Ciesielski et al. 2003) . The cooling profile has a maximum amplitude of roughly 26.6 K day 21 at 7 km. The moistening profile peaks somewhat lower down at 6 km and also appears more bottom heavy; the maximum amplitude of the moistening (expressed in latent heating units)
is roughly 5 K day
21
. Vertically integrating these forcing profiles implies a net moist static energy sink of 55 W m
22
. To balance this sink, we imposed spatially uniform surface latent and sensible heat fluxes. The amplitudes of the fluxes (51 and 4 W m
, respectively) were chosen to be consistent with typical Bowen ratios over tropical oceans.
After a 2-day spinup period, the model was subjected to sudden perturbations (or ''stimuli'') through the addition of intense, spatially uniform forcing over a 10-min interval. To increase the statistical robustness of the results, each perturbation run (along with its unperturbed counterpart) was repeated 48 times using an ensemblebased approach. The ensemble members were made to differ by (i) adding different sets of random perturbations to the initial conditions and (ii) randomly altering the time (within 3 h of the simulation start time) at which the background forcing was switched on.
The vertical structures of the perturbations were chosen to address uncertainties surrounding the relative roles of large-scale waves with shallow versus deep vertical wavelengths in modulating convection. In particular, we considered (as a starting point) convection sensitivity to thermodynamic perturbations caused by adiabatic vertical motion having the vertical structure of either first or second baroclinic linear modes of a resting troposphere (monopole or dipole vertical displacements, respectively). Figure 3 depicts the temperature and moisture anomaly profiles produced by these modal vertical displacements, computed for the time-mean sounding prevailing in the model under the background forcing in Fig. 2 , using the algorithm of Fulton and Schubert (1985) . Displacements are scaled so that temperature anomaly profiles have peak amplitudes of 0.5 K. Corresponding peak moisture anomalies are roughly 40% larger in the case of the dipole vertical displacements, owing to this mode's larger vertical displacements at low levels where the vertical gradient of moisture is larger.
Although the above sets of perturbations are idealized, they are nevertheless relevant to the real world. For example, first-and second-mode temperature fluctuations have both been found to appear prominently in observations and simulations of large-scale tropical waves (Haertel and Johnson 1998; Tulich et al. 2007; Haertel et al. 2008 ; see also Fig. 1 ). Meanwhile, Mapes and Houze (1995) showed that observed divergence profiles associated with mesoscale convective systems (MCSs) tend to correspond to first-and second-mode wave profiles of the troposphere so well that vertically spectral wave feedbacks were hypothesized to be sculpting the convective heating profile. Results from our idealized experiments may thus be relevant enough to self-organizing convectively coupled waves to usefully inform closure assumptions in two-mode tropical wave FIG. 2. Background temperature (solid) and moisture (dotted) tendency profiles used to maintain convection in the CRM. The profiles are representative of large-scale advective tendencies observed during convectively active periods of TOGA COARE (Ciesielski et al. 2003) . The dashed curve denotes an idealized (radiative like) cooling profile, adopted as part of a model sensitivity study in section 3e. models (e.g., Mapes 2000; Majda and Shefter 2001; Khouider and Majda 2006; Kuang 2008 ).
b. Model diagnostics
A key diagnostic in this study is the apparent heat source Q1 of Yanai et al. (1973) . To gain further insights, we partition sufficiently cloudy grid columns into three distinct types: shallow convective (including congestus), deep convective, and stratiform anvil, using the ZcWmax method of Tulich et al. (2007) . Figure 4 shows the contributions of these various cloud types to the equilibrium Q1 profile under the COARE background forcing. Deep convective clouds provide warming through the depth of the free troposphere (1-16 km), with a peak near 5 km. There is also a shallow layer of weak cooling below 1 km due to evaporation of rain within unsaturated downdrafts. Stratiform anvils generate relatively weak warming in the upper half of the troposphere (7-16 km) and stronger cooling below. The shape of the profile is broadly similar to that diagnosed observationally by Johnson and Young (1983) , although their profile shows upper-level warming that is comparable in amplitude to low-level cooling. Shallow convection in the model acts mainly to warm the lower troposphere, offsetting much of the low-level cooling in stratiform regions.
Vertical integration is used to define the ''bulk convective heating'' as
where z top denotes the top of the atmosphere, r 0 is the base state density, and Q1 SC and Q1 DC denote the contributions to Q1 by shallow and deep convective clouds, respectively. Figure 5 depicts a typical evolution of hQ1 C i under the COARE background forcing (solid curve), with fluctuations ranging from near zero to over 1500 W m 22 on a time scale of around 3 h. Averaging over the 48 ensemble members (dotted) reduces variance as expected for independent data. In addition to hQ1 C i, we define bulk temperature and moisture in the model as h[T]i and h[q]i, respectively, where square brackets denote a horizontal domain average, hereafter dropped for notational simplicity. Also, the ''response'' of any variable to the imposed perturbations was defined simply as the difference of perturbed minus unperturbed runs. The accumulated or FIG. 3. Temperature (solid) and moisture (dashed) anomaly profiles produced by adiabatic vertical wave displacements having either (a) first or (b) second baroclinic mode structure in the troposphere. Vertical velocity structure functions were obtained using the algorithm of Fulton and Schubert (1985) , with an upper boundary assumed at 16 km. The profiles are valid for equilibrium conditions in the CRM under the COARE background forcing. ''net'' response was then computed as Q1, where (Á) denotes integration in time over a specified interval (typically the first 2 h of the response). Ensemble averaging is also implied in future figures, unless otherwise stated.
Results

a. Response to first-mode perturbations
Convection in the model was found to be highly sensitive to deep (first mode) temperature and moisture perturbations (T 1 and q 1 , respectively). This sensitivity is illustrated in Fig. 6a , which depicts the ensembleaveraged evolution of the bulk convective heating response hQ1 C i. Figures 6b and 6c are similar but for the bulk temperature and moisture responses, hT i and hqi, respectively. Error bars denote the threshold for the time series being significantly different from zero at the 90% confidence level. For convenience, time in these and subsequent panels is defined relative to the time of perturbation introduction. Convection responds to the perturbations through a distinct pulse of heating (i.e., hQ1 C i ) 0). The duration of the pulse is almost 2 h, with the strongest heating occurring at t ' 1 h. A sharp peak in heating is also apparent early on at t 5 10 min. We attribute this early spike in heating (also seen in the bulk stratiform heating time series; not shown) to condensation directly driven by the imposed cooling and moistening within saturated parts of the domain.
The initial decay of imposed anomalies overshoots the zero axis and remains slightly positive (negative in the case of moisture) for a period of roughly 7 h. During this time, the bulk heating time series fluctuates about the zero axis but generally remains below the level of statistical significance. However, at t ' 8 h, the bulk heating response becomes significantly negative such that the temperature and moisture time series briefly change sign before eventually returning to near zero by the end of the experiment (t 5 12 h). To understand this behavior, Figs. 7a and 7b depict the time-height evolution of the ensemble-averaged temperature and moisture responses, respectively. The overshoot in the bulk time series at t ' 1 h stems mainly from convective warming and drying of the free troposphere above ;3 km. Drying is also apparent near the surface, accompanied by strong cooling due to evaporatively driven convective downdrafts. In between (z ' 0.5-2.5 km), there is a thin layer of residual moisture that persists even after the pulse of enhanced warming and drying. We speculate that this thin layer of residual moisture allows convection in the perturbed runs to remain close to background levels, even in the presence of anomalously warm and dry air aloft. Eventually, by t ' 7 h, the residual moist layer is sufficiently eroded (presumably in part through vertical turbulent mixing) to cause a brief suppression of convection in the perturbed runs. This suppression of convection lasts long enough to allow the background forcing to finally reverse the effects of the earlier convective warming and drying. This extended response, with its concentration of structure at low levels, is surely distorted by, and perhaps an artifact of, our specification of constant uniform surface fluxes and so is of little further scientific interest here. We believe the flux treatment does not ruin the other aspects of the results discussed further.
Returning to the subject of the initial convective response, Fig. 8 shows how the time-height evolution of Q1 is partitioned among shallow convective, deep convective, and stratiform cloud types. The evolution can be divided into two parts. First there are two nearly instantaneous, short-lived bursts of heating at lower and upper levels in shallow convective and stratiform regions, respectively. The duration of these bursts is around 15 min, with the former (shallow convective) being largely responsible for the initial spike in bulk convective heating hQ1 C i, seen earlier in Fig. 6a . Presumably the absence of a supersaturation-driven spike FIG. 5 . Typical evolution of bulk convective heating hQ1 C i (solid curve) under the COARE background forcing. The dotted curve denotes the 48-member ensemble average.
APRIL 2010 T U L I C H A N D M A P E S
in the deep convective heating time series (see Fig. 8b ) stems from the relatively small fractional area covered by deep convective regions: 2% versus 51% and 26% covered by shallow convective and stratiform regions, respectively. The second stage of the evolution is dominated by deep convective heating, which shows deepening and intensification over the first 30-45 min, followed by more gradual decay over the next hour and the familiar development of upper-level stratiform anvils (shading in Fig. 8c ). The stratiform anvil gradually thins and dissipates over a period of several hours, during which mild shallow convection enhancement is also apparent (see Fig. 8a ). The cause of these shallow clouds is not clear but may stem from forced lifting at the edges of convectively generated surface-based cold pools.
b. Response to second-mode perturbations
Convection was also found to be highly sensitive to the second-mode temperature and moisture perturbations (T 2 and q 2 , respectively). Comparison of the solid and dotted curves in Fig. 9a shows that the initial evolution of the bulk convective heating response hQ1 C i is once again characterized by a distinct pulse of heating, similar to that in the previous experiment, except for a slightly larger peak amplitude. In this case, however, the pulse of convective heating serves to intensify, rather than damp, the warming and drying imposed at upper levels (not shown). This intensification results in considerably larger excursions in the bulk temperature hT i and moisture hqi responses (see Figs. 9b,c) . The enhanced upper-level warming and drying apparently leads to the suppression of convection (i.e., hQ1 C i , 0) FIG. 6 . Evolution of the (a) bulk convective heating hQ1 C i, (b) temperature hT i, and (c) moisture hqi responses to the first-mode perturbations T 1 and q 1 . Error bars denote the threshold for the time series being significantly different from 0 at the 90% confidence level.
between t 5 2 and 6.5 h (see Fig. 9a ). Beyond this time, Fig. 9 shows that the bulk evolution of the response is broadly similar to that in the previous experiment (dotted curves), except for nearly constant positive offsets in hTi and hqi. These offsets apparently have equal and opposite influences on convection intensity, since hQ1 C i is statistically indistinguishable in the two cases (Fig. 9a) .
Considering the roles of the various cloud types, Fig. 10 shows that deep convective heating still dominates the early stages of the response between t 5 0.5 and 1.5 h (i.e., after the initial saturation adjustment in shallow convective and stratiform heating and cooling). In this case, however, the time-integrated heating profile in deep convective regions is slightly more bottom heavy (cf. Figs. 8d and 10d parcels are not insensitive to the imposed upper-level warming and drying. Shallow convection also provides considerably larger heating at low levels, and this shallow heating is no longer offset by enhanced low-level cooling in stratiform regions (cf. Figs. 8d and 10d) . The net result, in terms of the net time-integrated heating response Q1, is a profile that is considerably more bottom heavy, as illustrated in Fig. 11 .
c. Responses to temperature versus moisture
The above findings lead naturally to questions about the relative roles of temperature versus moisture in determining the nature of the convective responses. To address this issue, we repeated the above experiments but with the temperature and moisture perturbations imposed separately. Inspection of Figs. 12 and 13 shows that the responses are approximately linear, in the sense that the response R(Á) to perturbations obeys
Focusing on the initial convective pulses in Fig. 12 , we see that in both experiments (first and second mode) the temperature-induced pulse is larger in amplitude and longer in duration than the moisture-induced pulse. Nevertheless, Fig. 13 shows that the profiles of the net heating responses Q1 are skewed toward higher levels in the moisture-only experiments. In other words, moisture is more effective than temperature at producing an elevated convective heating response. These differing T-versus-q sensitivities may have relevance to the problem of tropical cyclogenesis, as discussed by Raymond and Sessions (2007) . FIG. 9 . As in Fig. 6 , but for the model's bulk response to the second-mode perturbations T 2 and q 2 . For comparison, dotted curves in each panel denote the responses to the first-mode perturbations T 1 and q 1 .
d. Responses to mid-versus low-level perturbations
The strong sensitivity of deep convection to the secondmode perturbations T 2 and q 2 provides preliminary evidence that convection is more sensitive to thermodynamic perturbations in the lower free troposphere, as compared to perturbations higher up. To investigate this issue further, we performed an additional set of runs using perturbations constructed from vertically localized (rather than wavelike) vertical displacements. As illustrated in Fig. 14 , the perturbations were constructed by retaining only the low-level or midlevel portions of the third-mode temperature and moisture structure functions (T 3 and q 3 , respectively). To distinguish between the effects of temperature versus moisture, the simulations were performed with these T and q perturbations imposed separately, rather than simultaneously.
Comparison of Figs. 15a and 15b shows that the simulated convection field responds quite differently to the low versus midlevel temperature perturbations (T 3L versus T 3M , respectively). In particular, while the convective response to T 3M consists largely of anomalous heating at midlevels (i.e., the same levels where the model was perturbed), the response to T 3L exhibits heating that is initially confined to low levels but soon extends through the whole troposphere. Responses to the moisture perturbations q 3L versus q 3M are broadly similar, as illustrated in Figs. 15c and 15d , respectively. However, Fig. 16 shows that moisture tends to provoke net heating responses Q1 skewed toward higher levels, as seen previously in Fig. 13 .
In summary, it appears that low-level cooling and moistening are essential for triggering a vertically coherent response in the deep cloudiness field, confirming our motivating idea that low-level inhibition processes, not just instability (column-integrated parcel buoyancy), importantly govern convection, even in equilibrated conditions. To help better define the levels that are important for deep convective triggering, Fig. 17a shows how convection responds to two types of low-level temperature perturbations: one confined to the lowest 2 km and one confined to the layer z ' 2-4 km (referred to as T 6La and T 6Lb , respectively; see Fig. 17b ). Both perturbations elicit deep heating responses with comparable FIG. 10 . As in Fig. 8 , but for the cloud-partitioned heating responses to the second-mode perturbations T 2 and q 2 .
FIG. 11. Profiles of the net (0-2 h) heating response Q1 to either the first-(dotted) or second-mode (solid) temperature and moisture perturbations (i.e., T 1 and q 1 or T 2 and q 2 , respectively).
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amplitudes above 8 km, indicating that perturbations in the layer z ' 2-4 km are nearly as important as perturbations down in the very low levels where traditional undiluted-parcel convective inhibition (CIN) resides.
e. Dependence of the response on background forcing
The discussion thus far has been based on a single choice of background forcing. To see how this choice FIG. 12 . Bulk convective heating responses hQ1 C i to temperature and moisture perturbations imposed separately (dotted and dashed curves, respectively) for (a) first-and (b) second-mode perturbations, respectively. Heavy solid curves denotes the sums of the individual responses [i.e., R(T) 1 R(q)]. Meanwhile thin solid curves denote the responses to temperature and moisture perturbations imposed simultaneously [i.e., R(T, q)]. Fig. 12 , but for the net (0-2 h) heating responses Q1*.
FIG. 13. As in
932
influenced the results, we performed an additional pair of runs with the amplitude of the background forcing (including surface fluxes) either increased or decreased by a factor of 4, later referred to as ''strong'' and ''weak'' forcing, respectively. Comparing the bulk heating responses to T 2 in Fig. 18a , we see that the response time is highly sensitive to background forcing strength: the duration of the convective pulse increases from roughly 1.5 h in the strong forcing case to around 5 h in the weak forcing case. This stretching behavior is broadly consistent with interpretations by Cohen and Craig (2004) that the time scale for convective adjustment to a change in forcing is determined primarily by the horizontal spacing of clouds, which determines the time it takes for gravity waves to pervade the cloud field. To wit, a 16-fold decrease in forcing strength might quadruple the typical distance between isotropic clouds, since the area or number of updrafts, not their strength, is how convection carries the extra mass flux when forcing increases (Robe and Emanuel 1996) . The 1.5-versus 5-h response times here are not too far from that prediction. However, cloud spacing is hard to define in the case of the weak background forcing because convection becomes highly intermittent in time (not shown), so this reasoning only goes so far.
The vertical structure of the response is also sensitive to background forcing amplitude. Referring to Fig. 18b , we see that the net heating response becomes both FIG. 14. Vertical structures of (a) low-level vs (b) midlevel temperature (solid) and moisture (dashed) perturbations used to further assess convection sensitivity to its environment. Perturbations were derived by retaining only the low-level or midlevel portions of the temperature and moisture anomaly profiles produced by third-mode adiabatic vertical wave displacements. deeper and stronger (weaker and shallower) as the amplitude of the background forcing is decreased (increased). The presence of net cooling between z ' 6 and 12 km in the strong forcing runs explains why the peak amplitude of the corresponding heating pulse is smaller than in the standard forcing runs (cf. the solid and dotted curves in Fig. 18a) . Presumably if the strength of the forcing were increased even further, then the net heating response might eventually match the structure of the imposed temperature perturbation perfectly, but with opposite sign. This hypothetical ''perfect damping'' limitwhere convection acts to damp wave-induced perturbations on a level-by-level basis-is not reached in even our most strongly forced model experiments.
To gain insights into the progression toward that limit, we repeated the strong-versus-weak forcing experiment, but with the temperature perturbation T 2 separated into its low-level (cool) and upper-level (warm) components, denoted T 2L and T 2U , respectively. The results, depicted in Fig. 19 , show that the progression toward local damping occurs mainly through a reduction in the amount of upper-level heating triggered in response to low-level cooling T 2L , rather than more effective damping of the upper-level warm anomalies T 2U . The reduction in heating occurs because the duration of the convective pulse becomes comparable to the 30-60-min growth time for deep convection (cf. Figs. 15a and 18a) , so that deep convection cannot develop fast enough before the response has effectively ended because of adjustment processes. Conversely, the increased heating at upper levels in the weak forcing case stems from the smallness of the 30-60-min growth time relative to the 5-h convective pulse duration. This explanation hinges on the fact that updraft strength (and hence deep convection development time) does not scale with the forcing (Emanuel and Bister 1996) .
Somewhat different results are obtained when the background forcing is replaced by simple uniform cooling of the troposphere at 21.5 K day 21 (dotted curve in Fig. 2, intended to crudely mimic the effects of radiation), together with corresponding surface flux (;150 W m 22 , with the same Bowen ratio as above). Figure 20 shows that the net heating response to low-level cooling T 2L is considerably less bottom heavy than under the COARE background forcing, even though the response times are comparable at ;2 h. By performing a cluster analysis of deep convection in these two runs (similar to Cohen and Craig 2004 ; not shown), we confirmed that the horizontal cloud spacings are also comparable, but with the averaged cluster area being about 60% smaller under the uniform cooling, consistent with expected reduction in convective area fraction (Emanuel and Bister 1996) . The smaller area fraction is apparently responsible for the reduction in low-level heating (i.e., the local damping component of the response), in accordance with the absence of an initial (shallow convective) heating spike in Fig. 20a. (Meanwhile, Fig. A1 in the appendix suggests that the enhancement in upper-level warmingthe nonlocal component of the response-stems from enhanced instability of the mean sounding.) f. Dependence of the response on domain size
Simulations were also performed with the square periodic domain quadrupled (''large'' domain) or quartered (''small'' domain). Results in this case showed only minor differences in the ensemble-mean responses (not presented), although the ensemble spread was greatly affected, as discussed further below.
g. Ensemble spread
Most convective parameterization schemes are deterministic, ignoring the possibility of fluctuations in convective heating that are unrelated to the modelresolved flow. However, there is growing evidence that inclusion of stochastic effects can improve both weather and climate model results (e.g., Lin and Neelin 2000; Bright and Mullen 2002; Teixeira and Reynolds 2008; Berner et al. 2009 ). With a view toward the development of physically based stochastic convection schemes (e.g., Plant and Craig 2008) , this section describes some of the nondeterministic aspects of the simulated convective responses. For convenience, we use the subscript i to denote the ith member of the ensemble and the ensemble standard deviation s i as a measure of ensemble spread. Figure 21a depicts the 48 realizations of the bulk convective heating response hQ1 C i i to the second-mode temperature perturbation T 2 . The spread s i grows rapidly during the first hour, commensurate with the growth of the initial pulse of convective heating in the ensemble-mean time series, denoted by the heavy black curve. The spread then grows gradually, with mild pulsations near the 3-4 h intermittency time (Fig. 5a) , toward saturation at the equilibrium spread of the unperturbed runs.
To assess the degree of spread in the vertical structures of the responses, we defined the duration of an individual pulse (t p i ) as the time when the ith bulk convective heating response hQ1 C i i first becomes negative. Most of the pulses have durations of around 2 h (i.e., comparable to the ensemble mean), although some last over 3 h (Fig. 21b) . Integrating Q1 i over this casedependent duration allows us to compare the vertical structures of the 48 net heating responses Q1 i . As can be seen in Fig. 21c , the spread is largest at z ' 4 km, coincident with the peak in ensemble-mean heating. However, significant variability also exists at upper FIG. 18 . Dependence of the convective response to the secondmode temperature perturbation T 2 on the amplitude of the background forcing. (a) Time series of the bulk convective heating response hQ1 C i under weak (dotted), standard (solid), and strong (dotted) forcing. (b) As in (a), but for the net (0 2 t p ) heating responses Q1, where t p denotes the time when hQ1 C i first drops below 0 (i.e., t p 5 1.25, 1.83, and 4.92 h in the case of the weak, standard, and strong forcing runs, respectively).
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levels, even though the ensemble-mean heating is relatively small. Figure 22 shows that the spread is greater for smaller domains and weaker forcing, in agreement with earlier work by Xu et al. (1992) . The dotted lines in Fig. 22 further show that the spread among perturbation responses scales very well (with a forcing-dependent but not domain-dependent coefficient) with the spread among background heating profiles:
where a is an estimated constant of proportionality (with units of time) and s i (Q1 i *) denotes the typical ensemble standard deviation of the background apparent heating. Thus, it appears that randomness among the ensemble of responses can be traced to randomness in the background heating field. Such a relationship might be expected, given the approximate linear nature of the responses.
Discussion
This study employed a 3D CRM (128 km on a side) to examine the transient sensitivities of tropical convection to vertically coherent perturbations in the background temperature and moisture profiles.
A useful interpretation of the results is that there are two components of the sensitivity. components. Moisture triggers more of the vertically nonlocal component than does temperature. For vertical dipole anomalies that may be important to wave dynamics (with warming and drying at upper levels and cooling and moistening below), the triggered component tends to dominate the local adjustment component (causing a deep monopolar heating response), except in simulations with very strong background forcing.
It is remarkable that both components are very linear, although the nonlocal one should perhaps be called multilinear for clarity. Kuang (2010) exploits this multilinearity in an elegant matrix inversion to show that convection's very short-term transient sensitivities, as documented here, are closely (but nonlocally in the vertical) related to the infinite-time-scale sensitivities of CRM convection to sustained perturbations in its forcing. This high degree of linearity in the mean responses does not mean, however, that convection is highly deterministic, at least on the 128-km scale with 500 W m 22 intensity, which is quite intermittent in time (Fig. 5a) .
The strong sensitivity to low-level perturbations shown here supports the idea that short vertical wavelengths play an important role in wave modulations of tropical deep convection, as deduced from diagnosis of convection waves in large domains (Tulich and Mapes 2008) and implied in several recent tropical wave models (Mapes 2000; Khouider and Majda 2006; Raymond and Fuchs 2007; Kuang 2008) . We find (as does Kuang 2010) that the ''effective inhibition layer'' for deep convection is about 4 km deep, far deeper than literal adherence to undilute-parcel convective inhibition would indicate. Apparently real convective elements have marginal enough buoyancy throughout the lower troposphere (e.g., Fig. A1b ) that their fate can be inhibited (or boosted) at any level through this deep layer. Perhaps this near-neutral buoyancy is tantamount to (and maintained by) a close ''quasi-equilibrium'' between forcing and convection in the lower but not the upper troposphere, as assumed in Kuang (2008) and inferred from observations by Sobel et al. (2004) .
For adiabatic vertical displacements, the resulting T and q anomalies have roughly equal impacts on convection. Observed fluctuations obey this displacementlike ratio for fast (,2 day) time scales (e.g., the dotted curves in Fig. 1 ), whereas moisture fluctuations become relatively greater (and hence should be the primary modulator of convection) for observed convection variations on longer time scales (see also Mapes et al. 2006 ). This implied dominance of moisture effects on longer time scales is consistent with results of Grabowski (2003) that fluctuations in free-tropospheric humidity are essential for producing planetary-scale MJO-like disturbances in aquaplanet simulations with a CRM used as a convection parameterization. Kuang (2010) also discusses the relative roles of temperature versus moisture in convective waves and finds that results depend on what background forcing is assumed. We too found some background forcing dependence to sensitivities, which were shown to be mediated by mean-state differences and/or variations in convective area fraction (which affect the convective response time, as well as the rate at which perturbations are damped locally in the vertical).
This study highlights shortcomings of existing parameterization assumptions but also offers a rich suite of calibration targets for future schemes within a singlecolumn testing framework. For example, making schemes vary their deep convective heating based on perturbed inputs in the lowest 4 km may well be the key to improving tropical weather variability. We also find that the convective adjustment time scale is not a constant but rather depends on convection intensity (see also Cohen and Craig 2004) . Finally, noise levels for convection schemes as a function of domain size and forcing strength can be estimated from our results, while the intermittency of convection in small domains and under weak forcing may be used to define an ''atomic'' or minimum discrete entity scale for deep convection. less bottom heavy under radiative-like cooling of the troposphere than under the COARE background forcing, even though the response times are nearly the same. Broadly similar results were obtained by Kuang (2010) , who further showed that this mean-state dependence of convection sensitivity can alter the mechanisms of convection wave instability in a cloud model. While differences in convective area fraction are likely responsible for affecting changes in the low-level component of the response (as discussed in section 3e), Fig. A1a suggests that differences in the time-mean sounding may be responsible for affecting the upper-level component. In particular, the colder upper troposphere in the case of the uniform cooling implies an increase in the energy available to deep convection, assuming all other factors remain equal. Direct evidence for this increase can be seen in Fig. A1b , which compares statistical composites of the buoyancy acceleration B in deep convective updrafts (i.e., points in deep convective columns whose vertical velocity w . 1 m s
21
). The larger buoyancy above 6 km in the case of the uniform cooling is consistent with the more effective triggering of upper-level heating in response to low-level cooling seen in Fig. 20b . These buoyancy composites also fit with the results in Fig. 17 showing that the effective inhibition for deep convection is about 4 km deep, since B is relatively small or negative below z 5 4 km in all cases.
