We are developing new computer vision techniques for characterization of breast masses on mammograms. We had previously developed a characterization method based on texture features. The goal of the present work was to improve our characterization method by making use of morphological features. Toward this goal, we have developed a fully automated, three-stage segmentation method that includes clustering, active contour, and spiculation detection stages. After segmentation, morphological features describing the shape of the mass were extracted. Texture features were also extracted from a band of pixels surrounding the mass. Stepwise feature selection and linear discriminant analysis were employed in the morphological, texture, and combined feature spaces for classifier design. The classification accuracy was evaluated using the area A z under the receiver operating characteristic curve. A data set containing 249 films from 102 patients was used. When the leave-one-case-out method was applied to partition the data set into trainers and testers, the average test A z for the task of classifying the mass on a single mammographic view was 0.83Ϯ0.02, 0.84Ϯ0.02, and 0.87Ϯ0.02 in the morphological, texture, and combined feature spaces, respectively. The improvement obtained by supplementing texture features with morphological features in classification was statistically significant (pϭ0.04). For classifying a mass as malignant or benign, we combined the leave-one-case-out discriminant scores from different views of a mass to obtain a summary score. In this task, the test A z value using the combined feature space was 0.91Ϯ0.02. Our results indicate that combining texture features with morphological features extracted from automatically segmented mass boundaries will be an effective approach for computer-aided characterization of mammographic masses.
I. INTRODUCTION
Mammography is currently the only proven and costeffective method to detect early breast cancer. Masses are important indicators of malignancy on mammograms. However, only a small percentage of masses found on mammograms are malignant. Many benign conditions, such as cysts and fibroadenomas are detected as breast masses. Some benign masses may look suspicious enough for the radiologist to recommend biopsy. In three studies, it was found that only 20%-30% of mammographically suspicious nonpalpable breast masses that underwent biopsy were malignant. [1] [2] [3] In order to reduce costs and patient discomfort, it is important to reduce the number of benign biopsies without missing any malignant masses. Computer-aided diagnosis has the potential to assist the radiologists in the characterization of mammographic masses. 4 In recent years, many researchers have investigated the use of computer-extracted image features for classification of breast masses as malignant or benign. The features were extracted from the gray-level and morphological characteristics of the lesion. Kilday et al. 5 extracted mass shapes using interactive gray-level thresholding, and classified them into cancer, cyst, and fibroadenoma categories using morphological features and patient age. Pohlman et al. 6 segmented masses using an adaptive region growing algorithm, whose parameters were interactively adjusted. After mass segmentation, features related to tumor shape and boundary roughness were automatically extracted and used for the classification of the lesions. They found that their tumor boundary roughness feature provided slightly inferior classification accuracy compared to two experienced radiologists who specialized in mammography. Rangayyan et al. 7 used a measure of the diffusion of a mass into the surrounding mammogram termed edge acutance, as well as a number of shape factors, including Fourier descriptors, moments, and compactness, to classify masses. They found the edge acutance measure to be superior to the other features extracted from the mass shape. Using the acutance measure alone, they were able to correctly classify 93% of masses in a database of 54 cases. Viton et al. 8 characterized the degree of spiculation and the presence of fuzzy areas in the region surrounding a mass by means of polar and pseudopolar representations of this region. Huo et al. 9 extracted features related to the margin and the density of the masses for classification. They designed and tested a two-stage hybrid classifier consisting of a rulebased stage and an artificial neural network stage on a data set of 95 mammograms. The hybrid classifier achieved an area under the receiver operating characteristic ͑ROC͒ curve of 0.94 for their data set. Sahiner et al. and Chan et al. used texture features extracted from transformed images for characterization of breast masses, 10 and investigated the effect of their computer-aided diagnosis ͑CAD͒ method on radiologists' rating of breast masses. 4 They showed that their CAD method could significantly improve radiologists' accuracy in characterization of masses, and thereby might reduce unnecessary biopsies.
A second class of techniques for computer aided characterization of breast lesions use the computer to combine mammographic features extracted by a radiologist into a malignancy rating. Getty et al. designed a classifier based on 12 mammographic features extracted by radiologists, and showed that the classifier could substantially increase the radiologists' diagnostic accuracy. 11 Lo et al. and Baker et al. designed a neural network classifier based on BI-RADS features of the American College of Radiology, and the personal and family history of the patient. [12] [13] [14] The neural network classifier had significantly higher specificity at high sensitivity levels compared to radiologists. 14 In the clinical evaluation of a mammographic mass, its shape and margin characteristics are very important. 15 We previously introduced a rubber-band straightening transform to analyze the margin characteristics of a mass. 10 In the present study, our aim is to include features related to the shape of the mass to improve the characterization accuracy. In order to obtain an accurate delineation of mass boundaries, we have developed a fully automated three-stage segmentation method. The first stage of our segmentation method is based on a clustering technique that we previously investigated. Clustering is used to find the general outline of the mass shape. This general outline is refined using an active contour method in the second stage. In the third stage, spiculations are detected and segmented based on image gradient directions. After segmentation, morphological features are extracted from the mass shape, and are combined with the texture features that we have previously utilized for characterization of breast masses.
II. METHODS

A. Data set
The mammograms used in this study were randomly selected from the files of patients in the Radiology Department at the University of Michigan who had undergone biopsy. All mammograms were acquired with dedicated mammographic systems. The criteria for inclusion of a mammogram in the data set were that the mammogram contained a biopsyproven mass, and that approximately equal numbers of malignant and benign masses were present in the data set.
Our data set consisted of 249 mammograms from 102 patients. The mammograms contained a total of 122 benign and 127 malignant masses. The true pathology of the masses was determined by biopsy and histologic analysis. Six of the benign masses, and 63 of the malignant masses were characterized as spiculated by a radiologist experienced in mammographic interpretation. Out of the 249 mammograms, 223 were acquired six months or less before biopsy, and 26 were acquired more than six months before biopsy. The probability of malignancy of the biopsied mass on each mammogram was ranked by a Mammography Quality Standards Act ͑MQSA͒ approved radiologist on a scale of 1 ͑most benign mammographic appearance͒ to 10 ͑most malignant mammographic appearance͒. The distribution of the malignancy ranking of the masses on each view is shown in Fig. 1 . Note that the malignant and benign masses overlap over the entire range of suspicion for malignancy, indicating that the malignant or benign features of these masses could not be easily distinguished by radiologists. This is consistent with the fact that all these masses had undergone biopsy. The size of the masses in our data set ranged from 5 to 29 mm ͑mean size ϭ12.5 mm͒. The distribution of the size for malignant and benign masses is shown in Fig. 2 . It is observed that the distribution of the size for malignant masses is similar to that for benign masses.
The mammograms were digitized with a LUMISYS DIS-1000 laser scanner at a pixel size of 100 mϫ100 m and 4096 gray levels. The digitizer was calibrated so that gray level values were linearly proportional to the optical density ͑OD͒ within the range of 0.1 to 2.8 OD units, with a slope of 0.001 OD/pixel value. Outside this range, the slope of the calibration curve decreased gradually, with the OD range extending to 3.5. The pixel values were linearly converted before they were stored on the computer so that a high pixel value represented a low optical density.
The location of the biopsied mass was identified by the radiologist, and a region of interest ͑ROI͒ containing the mass was extracted for computerized analysis. The size of the ROI was chosen such that the radiologist-marked lesion and a band of about 50-pixel-wide surrounding background were included in the ROI.
Before any processing, the ROIs were first processed with a background correction algorithm. The goal of background correction is to reduce the nonuniform background caused by the overlapping breast structures and the location of the lesion on the mammogram. The nonuniform background is not related to mass malignancy, but may affect the segmentation and feature extraction results used in our computerized analysis. Details and examples of our background correction technique can be found in the literature. 16, 17 
B. Mass segmentation
We used a fully automated segmentation method to extract the mass shape. The block diagram for our mass segmentation algorithm is shown in Fig. 3 , and the individual steps of the segmentation algorithm are explained in the following.
Initial mass segmentation
The mass segmentation method employed in this study started with the initial detection of a mass shape within a ROI using a pixel-by-pixel K-means clustering algorithm, which was discussed in detail in the literature. 18, 19 The parameters of the segmentation algorithm were chosen so that the segmented region was slightly smaller than the apparent size of the mass. This choice prevented most of the masses from merging into neighboring objects. After clustering, one to several objects would be segmented in the ROI. If more than one object was segmented, the largest connected object was selected. The selected object was then filled, grown in a local neighborhood, and eroded and dilated with morphological operators. In the resulting binary image, a nonzero value indicated an object pixel, and zero value indicated a background pixel. The implementation details of these steps have been described in the literature. 10 Figures 4͑a͒-4͑d͒ show examples of a spiculated mass and a nonspiculated mass and the results of the first stage segmentation.
Active contour segmentation
Although initial mass segmentation resulted in reasonable mass shapes for most of the masses, further refinement was necessary before detection and segmentation of the spiculations. We used an active contour model for mass shape refinement.
An active contour is a deformable continuous curve, whose shape is controlled by internal forces ͑the model, or a priori knowledge about the object to be segmented͒ and external forces ͑the image͒. 20 The internal forces impose a smoothness constraint on the contour, and the external forces push the contour toward salient image features, such as edges. To solve a segmentation problem, an initial boundary is iteratively deformed so that the energy due to internal and external forces is minimized along the contour. The energy terms used in our implementation are described in the literature. 21 We used the shape segmented by our first stage segmentation method as the initial boundary. To minimize the contour energy, we used an iterative algorithm proposed by Williams and Shah. 22 The details of our active contour model have been described elsewhere. 23 Figures 4͑c͒-4͑f͒ show the initial and final contours of the model for a spiculated mass and a nonspiculated mass, respectively. A binary image, denoted by Z 2 in the schematic shown in Fig. 3 , is produced by filling the interior of the resulting contour, such that any pixel within the object has a pixel value of 1, and any background pixel has a pixel value of 0.
Segmentation of spiculations
Spiculations on mammograms appear as linear structures with a positive image contrast, and they usually lie in a radial direction to the mass. As a result of their linearity, the gradient directions at image pixels on or close to the spiculation are more or less in the same orientation relative to that of the spiculation. Karssemeijer et al. have used this property for detecting spiculated lesions on mammograms. 24 In this study, we developed a method for determining whether a pixel (i c , j c ) on the mass contour lies on the path of a spiculation, and to segment the spiculation if it does.
For a pixel (i c , j c ) on the mass boundary, a search region S(i c , j c ) is defined as the set of all image pixels that ͑i͒ lie outside the mass; ͑ii͒ have a positive contrast; ͑iii͒ are at a distance less than 4 mm from (i c , j c ); and ͑iv͒ are within Ϯ/4 of the normal to the mass contour at (i c , j c ) ͑Fig. 5͒. At each image pixel (i, j) in S(i c , j c ), the obtuse angle between two lines is computed, where the first line is defined by the gradient direction at (i, j), and the second line joins the pixel (i, j) to the mass boundary pixel (i c , j c ) ͑Fig. 6͒. We have used a method based on convolution with Gaussian derivatives 25 for computing the gradients. The spiculation measure x(i c , j c ) at a mass boundary pixel (i c , j c ) is defined as the average value of in the search region S(i c , j c ). If the pixel (i c , j c ) lies on the path of a spiculation, then will be close to /2 whenever the image pixel (i, j) is on the spiculation, and hence the mean of the spiculation measure will be high.
For the segmentation task, we computed x(i c , j c ) for a sequence of 30 contours. The first contour in the sequence is that provided by the active contour model. The following contours in the sequence are obtained by expanding the previous contour by one pixel at a time, so that x is computed in a 30-pixel-wide band around the mass. The resulting image in the 30-pixel-wide band around is referred to as the spiculation likelihood map, and is denoted by Z 3 in Fig. 3 . Figure  7 shows the spiculation likelihood map for the two masses used in Fig. 4 . The spiculation likelihood map Z 3 is used for both detecting whether a mass is spiculated, and for segmenting the spiculations. To detect whether a mass is spiculated, a binary image Z 4 is produced by thresholding Z 3 , at a threshold T. After initial experimentation, the value of T was chosen to be 0.85. This threshold was kept constant in the segmentation algorithm for all images used in the study.
After thresholding, all connected objects in Z 4 are detected. The number of the objects is used as an estimate of the number of possible spiculations. The ratio of the total area of the objects in Z 4 to the mass area is used as an indication of the relative size of the spiculations. The product of the two features above ͑number of objects and the size ratio͒ is used as a spiculation detection variable to classify the mass as spiculated or nonspiculated. The choice of the threshold for this classification is discussed in Sec. II D. If the mass is classified as spiculated, then the algorithm combines the binary image that represents the mass outline detected by the active contour model (Z 2 ) and the binary image that represents the result of thresholding (Z 4 ) to segment the spiculations ͑Fig. 3͒. If the mass is classified as nonspiculated, then the output of the segmentation is Z 2 . Figure 8 shows the result of spiculation detection and segmentation for the masses used in Figs. 4 and 7.
C. Feature extraction
Extraction of morphological features
Malignant masses tend to have more irregular contours than benign masses. In addition, spiculation is a strong indication for malignancy. Therefore, features related to the segmented mass shape are expected to yield useful information for characterization of breast masses. In this study, thirteen morphological features were extracted from the final mass outline. A list of these thirteen features, as well as their accuracy in classifying each mass in our data set as malignant or benign, are shown in Table I . In this section, we describe these morphological features. The classification accuracy is discussed in Sec. IV.
The first five morphological features listed in Table I are based on the normalized radial length ͑NRL͒, defined as the Euclidean distance from the object's centroid to each of its edge pixels and normalized relative to the maximum radial length for the object. 5 In our previous studies, we found that NRL mean, standard deviation, entropy, area ratio, and zero crossing count were useful for discriminating between objects containing masses and normal tissue. 26 The sixth feature, convexity, is defined as the ratio of the area of the segmented object to the area of the smallest convex shape that contains the object. If the object is convex, as is the case with many benign masses, then this feature will attain its maximum value of unity. If the object shape is highly nonconvex, as is the case with many spiculated or malignant masses, then the value of this feature will be small.
The seventh feature, Fourier descriptor ͑FD͒, is based on the Fourier transform of the object boundary sequence. To compute the Fourier transform of the object boundary sequence, the x and y coordinates of each border pixel m is represented as a complex number, z(m)ϭx(m)ϩ jy(m), where 0mϽN, and z(m) is a periodic sequence with period N. Let c(k) denote the Fourier coefficients of the periodic sequence z(m), and let d(k) be a periodic sequence with period N, defined in the interval 0kϽN as
It can be shown that d(k) is independent of rotation, translation, and scaling of the object, and the choice of the initial point z(0) on the object contour sequence. 27 Objects with irregular contours have more high-frequency components than those with smooth contours. The following summary Fourier descriptor measure 28 which emphasizes lowfrequency components of d(k) is therefore useful in discriminating between shapes with smooth and irregular contours
For computational efficiency, all contours were interpolated to a large integral power of 2, ( 2 12 ) before the computation of the Fourier series.
The remaining six features were also shown to be useful in discriminating between objects containing masses and normal tissue. 26 These features include the perimeter, area, perimeter-to-area ratio, circularity, rectangularity, and contrast of the object. The definition of these features can be found in the literature. 
Extraction of texture features
The texture of the region surrounding the mass can yield important features for its classification. Since possible spiculations and the gradient of the opacity caused by the mass are approximately radially oriented, the texture of the region surrounding a mass is expected to have a radial dependence. However, most texture extraction methods are designed for texture orientations in a uniform direction ͑horizontal, verti- cal, or at a certain angle between these two directions͒. To be able to extract meaningful texture features from the region surrounding a mass, we have designed a rubber band straightening transform ͑RBST͒ that maps a band of pixels surrounding the mass onto the Cartesian plane ͑a rectangular region͒. 10, 29, 30 In the transformed image, the border of the mass is expected to appear approximately as a horizontal edge, and spiculations are expected to appear approximately as vertical lines.
The mass outline produced by the first stage segmentation discussed previously is used for defining the RBST image. The mass object produced by this stage is usually slightly smaller than what can be visually discerned on the mammogram. Thus, a thin border region along the mass margin is included in the RBST image. Important texture and gradient information at the mass margin is therefore included in the analysis of the region surrounding the mass. A 40-pixel-wide region, corresponding to a 4 mm band is used to determine the RBST image.
The texture features extracted from the RBST images include 13 texture measures, each calculated at 4 directions and 10 distances, from the spatial gray-level dependence ͑SGLD͒ matrices, and 5 run-length statistics ͑RLS͒ measures, each calculated at four directions, as described in our previous work. 10 A list of the SGLD and RLS texture measures is shown in Table II . Also shown in Table II are the classification accuracies when each measure is used alone to distinguish between malignant and benign ROIs. For conciseness, the range of classification accuracy ͑over four directions and ten distances for SGLD measures, and over four directions for RLS measures͒ of each texture measure is shown. The definition of these features 31, 32 and the parameters used in this study can be found in the literature.
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D. Classification
The classifier in this study was designed to classify the masses on each available view. The same mass imaged on the CC and MLO views, and any additional views received different classification scores for each view. To assess the classifier accuracy, we considered both film-based and casebased methods. In the film-based method, the purpose was to classify the mass on each view as malignant or benign. In the case-based method, the purpose was to classify each mass as malignant or benign, using the information from all available views. To merge the information from different views of a lesion, we considered two methods. In the first method, the scores from different views were averaged. In the second method, the maximum malignancy score among all views was used as the score of the mass. The second method corresponds to calling a mass malignant if it appears to be malignant on any view, whereas the first method gives equal weight to each view to predict malignancy.
Stepwise feature selection and linear discriminant analysis were used for classifier design, and an N-fold crossvalidation resampling scheme was used for partitioning the data into design and test sets. In a first set of experiments, we used tenfold cross validation. The data set was partitioned into ten random partitions such that all mammograms from one patient were grouped into the same partition. Nine of the partitions were used for feature selection and classifier training, and the remaining partition was used for testing. The purpose of grouping all mammograms of one patient into the same partition was to ensure that the test data were independent from training. Without this type of partitioning, one mammogram from a patient may be used for training a classifier that will be tested on another mammogram of the same patient, which may bias the test results because the training and test sets may not be completely independent. The test partition was rotated in a round-robin manner so that all partitions served as a test partition once and only once. The discriminant scores were analyzed using ROC methodology, using the LABROC program of Metz et al. 33 For each test partition, the classification accuracy was evaluated as the area A z under the ROC curve. A mean A z value for the data set was obtained by averaging these ten A z values. In a second set of experiments, we used a leave-one-case-out method for data partitioning. This method is similar to ten-fold cross validation discussed previously, with the differences that, in the leave-one-case-out method, each partition consisted of films from one and only one patient, and that the scores from all ROIs were accumulated for the ROC analysis. Since there were 102 patients, this corresponded to 102-fold cross validation. The statistical significance of the difference between ROC curves obtained with classifiers using different feature spaces ͑texture, morphological, or combined͒ was tested using the CLABROC program of Metz et al. 34 Classifier training consisted of three stages, and was based on the training set alone for all of these three stages. The first stage was related to mass segmentation. As discussed in Sec. II B, the decision to classify a mass as spiculated or nonspiculated was based on thresholding a spiculation detection variable obtained from the spiculation likelihood map. The value of this threshold was determined from the training set such that the sum of correct decision percentages for the spiculated and nonspiculated masses was maximized for the training set. Classification of a mass as spiculated or nonspiculated determined if the spiculation segmentation step would be applied to the mass ͑see Fig. 3͒ . This affected the morphological features extracted and selected in the second stage of classifier training. The second stage of the training involved stepwise feature selection, 35, 36 which has been used for classifier design in many of our CAD applications. 10, 17, 37, 38 Stepwise feature selection iteratively enters features into or removes features from the group of selected features based on a feature selection criterion. In this study, the feature selection criterion was based on the Wilks' lambda, 39 obtained using the trainers alone. The number of features in stepwise feature selection was controlled by the F-to-enter and F-to-remove thresholds, which were evaluated over a range from 5.0 to 2.0. In the third stage, the coefficients of the linear classifier were determined based on the training set. By making these three decisions independent of the test set, we aimed at improving the generalizability of our classification results to unknown cases in the patient population. Figure 9 shows the distribution of the detection variable used for the classification of a mass as spiculated or nonspiculated. It is observed that by properly choosing the threshold, more than 30% ͑60/180͒ of the nonspiculated masses can be correctly identified without misclassifying any spiculated masses. At the selected threshold for the spiculation detection variable ͑see the earlier paragraph͒ 77% ͑53/ 69͒ of the spiculated masses and 78% ͑140/180͒ of the nonspiculated masses were correctly identified. Since there are six spiculated but benign masses in our data set, we did not use this variable for the classification of the masses as malignant or benign.
III. RESULTS
For both the tenfold cross validation and leave-one-caseout data partitioning methods, we investigated the classification of the masses as malignant or benign in the morphological feature space alone, texture feature space alone, and the combined morphological and texture feature space.
A. Tenfold cross validation
The average number of selected features was 2, 10, and 14 in the morphological, texture, and combined feature spaces. The resulting A z values for each of the ten partitions are shown in Table III . It is observed that combining the morphological and texture feature spaces improves the classification accuracy. The average A z value for the ten partitions in this study was 0.85 for either the texture or the morphological features used alone. Using the combined feature space, the average test A z value for the ten partitions reached 0.89.
B. Leave-one-case-out
The average number of selected features was 4, 8, and 10 in the morphological, texture, and combined feature spaces. The resulting A z values were 0.84Ϯ0.02, 0.83Ϯ0.02, and 0.87Ϯ0.02 in the morphological, texture, and combined feature spaces, respectively. The ROC curves for classification in these three feature spaces is shown in Fig. 10 . For classification in the combined feature space (A z ϭ0.87Ϯ0.02), the distribution of the classifier scores for the 249 masses is shown in Fig. 11 . This distribution represents film-based classification results, in the sense that the mass on each film is given a separate score, as discussed in Sec. II D. In practice, radiologists read different views of the same patient together. To simulate this condition, we combined the discriminant scores of different views of the same mass from the same year to obtain a single case-based score for each mass. This analysis resulted in 127 average scores for 102 patients, because some patients had mammograms spanning multiple years or from both breasts, and masses in different breasts or from different years were averaged separately. As described in Sec. II D, we compared using either the maximum malignancy score or the average malignancy score as the combination method. These two methods both resulted in ROC curves with A z ϭ0.91. The distribution of the casebased scores using the averaging method is shown in Fig. 12 .
The ROC curves for film-based classification (A z ϭ0.87 Ϯ0.02) and case-based classification (A z ϭ0.91Ϯ0.02) are shown in Fig. 13 .
IV. DISCUSSION
Our results indicate that accurate segmentation of mammographic masses and the use of morphological features can be effective in classifying breast masses as malignant or benign. When tenfold cross validation was used for data partitioning, the average classification accuracy with morphological features alone was equal to that with texture features alone (A z ϭ0.85). The average classification accuracy improved to A z ϭ0.89 when texture and morphological features were combined. In the tenfold cross-validation method, the test A z values for each partition were computed separately. This meant that there were, on average, 24.9 films in each test partitioning. Due to the small number of cases used for computing the test ROC curves, the standard deviations of the A z values were large, relative to those obtained using the leave-one-out method, as observed from Table III . As a result, the difference between the classifiers trained with the three different feature spaces did not reach statistical significance for any of the ten partitions shown in Table III . For the leave-one-case-out method, the scores from all ROIs were accumulated for the ROC analysis, as explained previously. This meant that the classification scores for all films were analyzed to obtain the test ROC curve. In this case, the classifier based on the combined feature space was significantly more accurate than that based on the texture feature space alone (pϭ0.04). The difference between the classifiers based on the combined and morphological feature spaces did not reach statistical significance.
We previously introduced a rubber-band straightening transform to analyze the margin characteristics of a mass in a texture feature space. 10 In this work, we developed a new three-stage segmentation method that consists of clustering, active contours, and spiculation detection; and evaluated the effectiveness of combining the morphological features extracted from the segmented mass and texture features for improving computerized breast mass classification. The morphological features used in this study were not novel; 5, 26, 28 and we had previously attempted to combine these features with texture features. However, with our previous mass segmentation method, we were unable to improve our texturebased classification results by including morphological features. This is a strong indication that the quality of segmentation is very important for morphological feature extraction.
The three-stage segmentation method used in this study adds two new stages to our previous segmentation method. 10 Previously, the clustering method was successful in segmenting the main portion of the mass from the background. However, one major limitation of clustering-based segmentation is that, even for well-circumscribed masses, the segmented shape contains many irregularities due to structured or random noises ͓see Fig. 4͑d͔͒ . Another limitation is that, to prevent merging with neighboring structures, the clustering parameters have to be chosen so that the segmented object is slightly smaller than the object that would visually be determined for a majority of the masses. Morphological features extracted from such a segmented mass may not adequately characterize the true morphology of the mass. The first new segmentation component of this study is the use of an active contour model for refining the clustering-based segmentation results. The second new component is the use of image gradient directions for detecting and segmenting spiculations. As shown in Fig. 9 , the spiculation detection variable designed in this study was able to provide some separation between the spiculated and the nonspiculated masses. When the spiculation detection variable was used as the decision variable to classify the masses as spiculated or nonspiculated, the area A z under the ROC curve was 0.85. However, this variable could not be directly used for the classification of the masses as malignant or benign, because almost half ͑64/127͒ of the malignant masses were visually characterized as nonspiculated by a radiologist experienced in mammographic interpretation.
The ability of each morphological feature to discriminate between the ROIs containing malignant and benign masses is shown in Table I Table III . When feature selection was performed using the morphological features alone, the contrast feature was selected, in addition to FD, for all of the ten partitions shown in the first column of Table III . The classification accuracy of the contrast feature is lower than those of several other features in Table I . However, contrast is the only feature in Table I that makes use of the gray scale information in the image. Therefore, compared to other morphological features, it seems to be able to introduce more complementary, and useful, information into the classifier when combined with FD.
The ability of each texture measure to discriminate between malignant and benign masses is shown in Table II . It is observed that when used alone, the texture features are less effective than morphological features in classifying the masses in our data set. However, when texture features are combined using a linear classifier, the classification accuracy is comparable to classification using a linear classifier with morphological features alone. This may be an indication that the linear classifier is not as effective for combining these morphological features as for combining the texture features. We believe that a major reason for this is the distributions of the morphological features. It is known that the linear classifier is optimal for features with multivariate Gaussian class distributions with equal covariance matrices. 40 Due to the thresholding operation in segmentation ͑see the last paragraph of Sec. II B, and Fig. 3͒ , the distributions of the morphological features in this study are very different from being Gaussian. As an example, the distribution of the Fourier descriptor feature is shown in Fig. 14 . It can be observed that the distributions of both the benign and the malignant masses follow a bimodal distribution, very likely with the smaller peak corresponding to masses classified as spiculated, and the larger peak corresponding to those classified as nonspiculated. It is known that other types of classifiers, such as artificial neural networks or hybrid classifiers, perform better with non-Gaussian distributions. We will investigate the performance of other types of classifiers in these feature spaces in the future.
In a previous study, we had used the same texture features as those in this study, and had obtained an ROC area of 0.92 on a data set containing 238 masses. 4 The main reason for the lower accuracy with texture features in this study is the difference of the feature selection methods used in the two studies. In our previous study, the features were selected using the entire data set, as have been done in most studies in the CAD literature. [41] [42] [43] [44] [45] [46] After feature selection, the data set was partitioned into training and test sets for formulation of the linear discriminant function. In the current study, both feature selection and classifier coefficient determination were performed on the training set. We have recently compared the effect of these two different approaches to feature selection on classifier performance prediction using a Monte Carlo simulation study. 39 We have found that, when feature selection is performed using the training set alone, the predicted test performance of the classifier is lower, in general, than that of a classifier trained with an infinite number of samples, as can be expected when a classifier is designed with a finite design sample set. However, when feature selection is performed using the entire set of available samples ͑training and test sets together͒, the predicted test performance can be higher or lower than that of a classifier trained with an infinite number of samples, depending on the number of available samples, the number of features, and the correlation between the features. The fact that the predicted performance of the classifier designed with a finite sample set can exceed that with an infinite sample set in the latter case indicates that feature selection using the entire available sample set can result in an overly optimistic prediction of the classifier performance. In studies with a clinical data set, there is no knowledge of the true class distributions, so it is difficult to predict which approach will be less biased. In order to provide a conservative prediction of the classifier performance for the general population, we chose to perform the feature selection on trainers alone in our current study.
Our data set contained 223 mammograms obtained less than six months before biopsy ͑preoperative mammograms͒ and 26 mammograms obtained more than six months prior to biopsy ͑prior mammograms͒. In order to obtain case-based average scores, we combined the scores from different years separately. Since the characteristics of the mass may change with time, combining scores across multiple years will not be reasonable. Similar to radiologists' interpretation, 4 casebased classification accuracy was higher than film-based accuracy, with A z ϭ0.91 and A z ϭ0.87 for the two methods, respectively.
An important feature of a CAD lesion classifier is its ability to alert radiologists to a suspicious lesion on a mammogram obtained at a time when the radiologist's suspicion level is not high enough to recommend biopsy. These prior mammograms, which are by definition more difficult to characterize, were included in our database because one would encounter such cases in clinical use or evaluation of a CAD system. If these 26 prior mammograms in our data set were excluded from the analysis, then case-based and film-based A z values would be 0.94 and 0.88, respectively. Since the number of prior mammograms was small, we did not compare the classification accuracy of prior mammograms to that of preoperative mammograms in this study. When a larger set of prior mammograms is collected, it will be interesting and important to evaluate whether the computer classifier can predict the malignancy of the ''unsuspected'' masses in earlier years.
V. CONCLUSION
We have developed a fully automated three-stage segmentation method for delineation of mass boundary and detection and segmentation of spiculations. Morphological features describing the shape of the mass and texture features describing the margin characteristics of the mass were extracted from the segmented mass and a band of pixels surrounding the segmented mass, respectively. The data set was partitioned using a tenfold cross validation and a leave-onecase-out method for training and testing a classifier with stepwise feature selection followed by linear discriminant analysis. Using the combined feature space, the test classification accuracy was A z ϭ0.89 and A z ϭ0.87 for the tenfold cross validation and the leave-one-case-out methods, respectively. Case-based classification scores were obtained by averaging the test scores of the same mass from the same year. The area under the ROC curve for case-based classification was A z ϭ0.91. Our results indicate that combining morphological features extracted from the automatically segmented mass boundary with texture features can significantly improve the accuracy for computer-aided characterization of mammographic masses.
