Abstract In this paper, we consider a non-autonomous nonlocal reactiondiffusion equation with a small perturbation in the nonlocal diffusion term and the non-autonomous force. Under the assumptions imposed on the viscosity function, the uniqueness of weak solutions cannot be guaranteed. In this multi-valued framework, the existence of weak solutions and minimal pullback attractors in the L 2 -norm are analysed. In addition, some relationships between the attractors of the universe of fixed bounded sets and those associated to a universe given by a tempered condition are established. Finally, the upper semicontinuity property of pullback attractors w.r.t. the parameter is proved. Indeed, under suitable assumptions, we prove that the family of pullback attractors converges to the corresponding global compact attractor associated to the autonomous nonlocal limit problem when the parameter goes to zero.
Introduction and statement of the problem
Recently nonlocal problems have attracted attention of many authors because nonlocal terms allow to give more accurate results, for instance, in physics (cf. [8, 16, 54] ), engineering (cf. [39, 6, 37, 40] ), and population dynamics (cf. [42, 23, 21] ). If one considers the parabolic diffusion equation
being u the density of population, we are not considering, for instance, what the behaviour of the population is when an area is overcrowded or isolated. However, if the diffusion term were nonlocal, this behaviour could be considered. Therefore, the obtained results would be more accurate if these effects were taken into account (e.g., cf. [22, 23] ). A variant of problem (1) in search of the higher accuracy in the results is settled in [42] . The nonlocal parabolic equation
is considered, where a ∈ C(R; R + ) and there exists two positive constants m, M such that 0 < m ≤ a(ξ) ≤ M ∀ξ ∈ R.
These are natural conditions of non-degeneracy of a in order to the solution exists not only in finite-time intervals (see [42] for more details). Observe that this equation is much more complex than (1), since, for instance, some common manipulations such as multiplying by u t do not give any information in the a priori estimates, unlike what happens in the local case (see [3, Chapter 2, p. 32] for more details). Assuming also that the function a is globally Lipschitz, the uniqueness of a weak solution is guaranteed. Since then, Chipot and their collaborators have studied the asymptotic behaviour of the solution of nonlocal evolution problems with uniqueness similar to (2) considering mixed boundary conditions (cf. [17, 26] ), different nonlocal terms (cf. [22, 24, 27] ), and even they have analysed other types of nonlocal evolution equations like the nonlocal plaplacian evolution equation (cf. [25] ). To that end, different techniques have been applied such as dynamical systems (cf. [42, 24, 28] ), energy functionals, global minimizers, and Lyapunov function (cf. [27, 25] ), which does not always exist (see [28] for more details). In addition, some results that establish order relationships among two stationary solutions and the long-time behaviour of the solution of the evolution problem have also been studied (cf. [23, 24, [17] [18] [19] ).
In the context of attractors, there are several choices to study the asymptotic behaviour of the solutions of evolution problems. One can prove the existence of the global compact attractor in the autonomous framework as in [42, 1] . However, when the equation possesses time-dependent terms, several approaches from non-autonomous dynamical systems can be used. Namely, one can do attempts with uniform attractors (cf. [20] ), skew-product flows (cf.
[50]), and pullback attractors (see [38] for more details; also related to random dynamical systems, cf. [30] ). In this paper, we will choose this last approach because it allows us to minimize the assumptions on the forcing terms and the resultant objects are strictly invariant in a suitable sense. Indeed, we will not study the pullback attractors of "fixed" bounded sets, but for a class (called universe) of families which can move in time and fulfil a tempered condition (cf. [11, 9, 33] ).
The existence of pullback attractors in L 2 (Ω) for the following nonlocal non-autonomous equation
with homogeneous Dirichlet boundary conditions was studied in [12] when f was a sublinear function (see also [29] for a particular close result with exponential decay to zero). Later, we have proved an analogous result (submitted for publication) for f satisfying
where α 1 , α 2 , and κ are positive constants and p ≥ 2 (see also [51] for a particular case). In both papers, the function a is assumed to be locally Lipchitz and the function f fulfilled a monotonicity condition. These two assumptions lead to the uniqueness of a weak solution. In this paper, we get rid of them to prove the existence of minimal pullback attractors in the L 2 -norm for the dynamical system associated to the following perturbed non-autonomous nonlocal reaction-diffusion problem
where Ω ⊂ R N is a nonempty bounded open set, τ ∈ R, ε ∈ [0, 1), f ∈ C(R) fulfils (4), and l ∈ (L 2 (Ω)) ′ . Observe that from (4), we can deduce that there exists β > 0 such that
Under the more relaxed assumption of less regularity on the function a and due to the possible lack of uniqueness, the existence of minimal pullback attractors in L 2 (Ω) is carried out using the theory of non-autonomous multi-valued dynamical systems (see [47, 43, 13, 36, 46, 2, 3] for more details). Moreover, relationships between these attractors and the attractors of the universe of fixed bounded sets of L 2 (Ω) will be also analysed in this paper making use of the techniques in [46] .
In addition, we will be interested in studying the upper semicontinuity of attractors with respect to the parameter ε (cf. [15, Chapter 3] ). Many authors have been interested in studying this robustness property in different frameworks. For instance, in the random context, it is studied by Caraballo, Langa, and Robinson in [10] . There, the upper semicontinuity w.r.t. a parameter is proved for two problems, a reaction-diffusion and Navier-Stokes equations, both with a small random perturbation involving additive noise. In [14] , Carvalho, Rodrigues, and D lotko prove that diffusively coupled abstract semilinear parabolic systems synchronize by proving the upper semicontinuity of the associated attractors and the one of a limiting problem. Later, Arrieta, Carvalho, and Rodríguez-Bernal prove in [7] this property for a nonlinear second-order parabolic equation for which the diffusion coefficient was large in a subdomain of Ω. In a multi-valued framework, in [43] the upper semicontinuous behaviour of a family of attractors corresponding to a general class of parameterized delay differential equations posed in potentially different state spaces is studied. Now, this property will be analysed in this paper in the nonlocal framework. As far as we know, in the previous literature there are no results on the existence of attractors in this multi-valued framework for problems (P ε ) neither on their upper semicontinuous behaviour.
The structure of the paper is as follows. The existence of weak solutions is analysed in Section 2 by using the Faedo-Galerkin approximations and compactness arguments (cf. [41, 48] ). Section 3 is devoted to recall some abstract results on the theory of multi-valued non-autonomous dynamical systems. These results are used in Section 4 to prove the existence of minimal pullback attractors in L 2 (Ω). To that end, we apply an energy method which relies on the continuity of weak solutions (see [34, 35, 44, 46, 33] ). Thereupon, we establish some relationships between pullback attractors. Finally, under some additional assumptions, we obtain the upper semicontinuity of these pullback attractors as ε → 0 in Section 5. Indeed, we prove that the family of pullback attractors indexed by ε converges to the attractor associated to (P 0 ) when ε → 0. [Of course, here after (P 0 ) denotes the problem (P ε ) with ε = 0.] Before to start, let us introduce some notation that will be used in the sequel. As usual, the inner product in L 2 (Ω) will be denoted by (·, ·) and by | · | its associated norm. The inner product in H 1 0 (Ω) given by the product in (L 2 (Ω)) N of the gradients will be represented by ((·, ·)) and by · its associated norm. By ·, · we represent the duality product between H −1 (Ω) and H 1 0 (Ω) and by · * the norm in H −1 (Ω). We identify L 2 (Ω) with its dual, and therefore we have the chain of compact and dense embeddings
Observe that as a result of the previous identification, we can make an abuse of the notation considering l ∈ L 2 (Ω) and denoting (l, u) like l(u). The duality product between L p (Ω) and L q (Ω) (where q is the conjugate exponent of p) will be denoted by (·, ·) and the norm in L p (Ω) will be represented by · L p (Ω) . We also denote by ·, · the duality product between
, where r ≥ 1 and X is a separable Banach space, will be denoted by · L r (τ,T ;X) .
In what follows we assume that h ∈ L 2 loc (R; H −1 (Ω)) and u τ ∈ L 2 (Ω).
where the previous equation must be understood in the sense of D ′ (τ, ∞).
Remark 1
If u is a weak solution to (P ε ), then, from (3), (5) , and (6) we
[41, Théorème 2, p. 575]) and the initial datum in (P ε ) makes sense. Moreover, the following energy equality holds
for all τ ≤ s ≤ t (cf. [ 
Existence of a weak solution
In this section, we will study the existence of weak solution to (P ε ). It is worth noting that we do not impose any assumptions of smoothness on Ω.
, there exists at least one weak solution u to (P ε ).
Proof Consider fixed T > τ . For each integer n ≥ 1, we denote by
where
. Now, multiplying by ϕ nj (t) in (8) , summing from j = 1 to n, and using (3), we obtain
a.e. t ∈ (τ, T n ), where (τ, T n ) is an interval of existence of solutions to (8) by the Carathéodory Theorem. From (4),
On the other hand, using the Cauchy inequality (cf. [32, Appendix B, p. 622]) and taking into account that ε ∈ [0, 1), we have
Therefore, taking these two inequalities into account, from (9) we deduce
a.e. t ∈ (τ, T n ). Now, integrating between τ and t ∈ (τ, T n ),
From the above a priori estimate, we deduce that solutions to (8) are defined in the whole interval [τ, T ], and the sequence {u n } is bounded in
, and a subsequence of {u n } (relabeled the same) such that
To prove that ξ 1 = f (u) and ξ 2 = −a(l(u))∆u, we will argue analogously as in [49 Integrating in (8) between t and t + b, with b ∈ (0, T − τ ), t ∈ (τ, T − b), and using (3) and the Hölder inequality, we have
Since {u n } and {f
Then, it fulfils a.e. t ∈ (τ, T − b)
Now, integrating between τ and T − b, we have
Thereupon, using the Hölder inequality,
As a result of the previous estimates, there exists a positive constant C ε (T ) such that
In addition, taking into account that
Then, since the embedding
is compact and taking into account (11) and (12) 
Then, if we consider fixed n, ϕ ∈ D(τ, T ), and w ∈ span[w 1 , . . . , w n ], it holds for all µ > n
Now, making µ → ∞, from (10), (13), and (14), we obtain
and taking into account the regularity of f (u), −a(l(u))∆u, and h, it fulfils that u ′ belongs to
. Thus, by the regularity of u and u ′ , it holds that u ∈ C([τ, T ]; L 2 (Ω)). Finally, we only need to check that u(τ ) = u τ .
On the one hand, we fix n ≥ 1, ϕ ∈ H 1 (τ, T ) such that ϕ(T ) = 0 and ϕ(τ ) = 0, and w ∈ span[w 1 , . . . , w n ], and consider µ > n. Then, at light of (8) we have
Now, taking limit when µ → ∞,
On the other hand, from (6) we deduce
Then, comparing (15) with this last expression, it holds that (u τ , w)ϕ(τ ) = (u(τ ), w)ϕ(τ ) with w ∈ span[w 1 , . . . , w n ]. Finally, taking into account that ϕ(τ ) = 0 and {w j } is a Hilbert basis of L 2 (Ω), we conclude that u(τ ) = u τ . Since a weak solution on an arbitrary finite time-interval [τ, T ] has been obtained, then we may now repeat the argument, say, on an interval of the form [T, T + 1], then on [T + 1, T + 2], etcetera, concatenating these solutions to obtain a weak solution well-defined globally in time.
Abstract results on multi-valued process and pullback attractors
In this section, we briefly recall some abstract results on multi-valued nonautonomous dynamical systems (cf. [47, 43, 13, 36, 46, 2, 3] ) which we will use in the following section to prove the main results of this paper. In addition, we will show results which allow us to establish relationships between pullback attractors (cf. [46] ).
Let (X, d X ) be a metric space and
In what follows, we denote by P(X) the family of all nonempty subsets of X.
Definition 2 A multi-valued process (also called multi-valued non-autonomous dynamical system) U on X is a family of mappings U (t, τ ) :
Observe that if the relationship given in (ii) is an equality instead of an inclusion, the multi-valued process U is called strict.
for any x ∈ X and for every neighborhood N in X of the set U (t, τ )x, there exists a value ε > 0 such that U (t, τ )y ⊂ N provided that d X (x, y) < ε. Now, we consider a universe D, that is a nonempty class of families parameterized in time D = {D(t) : t ∈ R} ⊂ P(X) and a family of nonempty sets D 0 = {D 0 (t) : t ∈ R} ⊂ P(X).
Definition 5 A family D 0 = {D 0 (t) : t ∈ R} is said to be pullback Dabsorbing for a multi-valued process U if for every t ∈ R and D ∈ D, there exists τ ( D, t) ≤ t such that
Definition 6 Given a family of nonempty sets D = {D(t) : t ∈ R} ⊂ P(X), a multi-valued process U on X is pullback D-asymptotically compact if for any t ∈ R and any sequences {τ n } ⊂ (−∞, t] and {x n } ⊂ X such that τ n → −∞ and x n ∈ D(τ n ), it fulfils that any sequence {y n } is relatively compact in X, where y n ∈ U (t, τ n )x n for all n.
where dist X (·, ·) denotes the Hausdorff semi-distance in X between two subsets of X; 3. A D is negatively invariant, i.e.
A pullback D-attractor A D is said to be minimal if it satisfies that if there exists another family of closed sets C = {C(t) : t ∈ R} such that it is pullback D-attracting, then A D (t) ⊂ C(t) for all t ∈ R.
Observe that pullback attractors are not unique in general (cf. [45] ); however, the minimal pullback attractor is, therefore, in the sense of minimality, one recovers uniqueness of pullback attractor.
In what follows, we denote the omega-limit set of D 0 at time t by
where {. . . } X denotes the closure in X.
The following result ensures the existence of a pullback D-attractor for a multi-valued process U (this generalizes slightly the results from [13, 3] , see also [46] ; the proof is very similar so we omit it). 
Theorem 2 Assume that U is an upper-semicontinuous multi-valued process with closed values,
We denote by D X F the universe of fixed nonempty bounded subsets of X, i.e. the class of all families D of the form D = {D(t) = B : t ∈ R}, where B is a fixed nonempty bounded subset of X. Now, we establish some relationships between pullback attractors (for more details see [46] ).
Corollary 1 Under the assumptions of Theorem 2, if
is the minimal pullback D X F -attractor for the multi-valued process U and the following relationship holds
Corollary 2 Under the assumptions of the previous corollary, if there exists
In this section, the existence of minimal pullback attractors in L 2 (Ω) will be analysed using the results given in Section 3. In addition, we establish relationships between pullback attractors. Finally, under some additional assumptions, we will prove the upper semicontinuity of pullback attractors as ε → 0.
In what follows, we denote by Φ ε (τ, u τ ) the set of weak solutions to (P ε ) in [τ, ∞) with initial datum u τ ∈ L 2 (Ω).
Now, we define a multi-valued map
Firstly, we establish the following natural result, the multi-valued map U ε is a strict multi-valued process. Roughly speaking, this is a consequence of the translation and concatenation properties of the weak solutions. The proof is not difficult, so we omit it for the sake of brevity.
Lemma 1
Assume that the function a ∈ C(R;
, and l ∈ L 2 (Ω). Then, the multivalued map U ε given by (16) is a strict multi-valued process on L 2 (Ω) for all ε ∈ [0, 1).
Remark 2 Observe that when
, where S is the multi-valued semiflow associated to the weak solutions of (P 0 ). It is obvious that the dynamical system generated by (P 0 ) is autonomous. We will also keep the notation Φ 0 for the set of solutions to (P 0 ). Now, for each fixed ε, we have the following continuity result concerning the weak solutions to (P ε ). To do this, we will apply an energy method which relies on the continuity of weak solutions (cf. [34, 35, 44, 46, 33] ).
Proposition 1 Under the assumptions of Lemma 1, if
Proof Fix τ < T . From the energy equality and taking into account (3), it follows 1 2
a.e. t ∈ (τ, T ). Then, taking into account that
a.e. t > τ. Integrating between τ and t ∈ (τ, T ], we have
. From this, taking into account (3) and (5), we deduce that the sequences {−a(l(u n ))∆u n } and {f (u
. Then, applying the Aubin-Lions lemma, there exists a subsequence of {u n } (relabeled the same) and From (18) it is not difficult to check that u fulfils (6) in the interval (τ, T ). In addition, taking into account that u ∈ C([τ, T ]; L 2 (Ω)) and arguing as in the proof of Theorem 1, it holds that u(τ ) = u τ . Therefore, u ∈ Φ ε (τ, u τ ). Now we prove (17) . By the boundedness of
is compact, applying the Ascoli-Arzelà Theorem, we have (for another sequence, relabeled again the same) that
From this, and taking into account the boundedness of {u
On the other hand, the following estimate
holds with z replaced by u or any u n . Now, we define the following functions
Observe that the functions J and J n are continuous on [τ, T ] for all n thanks to the regularity of u and all u n . In addition, by (20) , these functions are non-increasing on [τ, T ]. Now, taking into account (18) , one deduces that
In fact, it can be proved that
To do this, consider fixed s 0 ∈ (τ, T ]. Now we will prove that J n (s 0 ) → J(s 0 ). Let {s m } m≥1 ⊂ (τ, T ) be a sequence such that J n (s m ) → J(s m ) for all m ≥ 1 and s m ↑ s 0 . Then, given ǫ > 0, there exist m(ǫ) ≥ 1 and n(ǫ) ≥ 1 such that
Now, as J n are non-increasing on [τ, T ],
This means that lim sup n |u
(21) holds, and thus, from (19) once more, (17) is satisfied in [τ, T ]. It is clear that repeating this procedure in [τ, T + 1], [τ, T + 2]
, and so on, and using a diagonal argument, then (17) holds for all s ≥ τ for a suitable subsequence.
The next result shows that the multi-valued process U ε is upper-semicontinuous with closed values for all ε ∈ [0, 1).
Proposition 2 Under the assumptions of Lemma 1, the multi-valued process U ε is upper semicontinuous with closed values for all ε ∈ [0, 1).
Proof Consider fixed ε ∈ [0, 1). To prove that the multi-valued process U ε is upper-semicontinuous, we argue by contradiction. Assume that there exist
(Ω), and y n ∈ N for all n ∈ N. Now, since y n ∈ U ε (t, τ )u n τ , there exists u n ∈ S(τ, u n τ ) such that u n (t) = y n . Taking into account that u n τ → u τ in L 2 (Ω) and using Proposition 1, there exist a subsequence of {u n } (relabeled the same) and u ∈ Φ ε (τ, u τ ) such that (17) holds. Therefore, there exists a subsequence of {y n } (relabeled the same) such that y n → u(t) strongly in L 2 (Ω). This is a contradiction, since u(t) ∈ U ε (t, τ )u τ . Thus, it satisfies that the multi-valued process U ε is upper-semicontinuous.
Finally, that the multi-valued process U ε has closed values follows immediately from Proposition 1.
The following result will be very useful to define a suitable universe in P(L 2 (Ω)) for our goals.
Proposition 3 Under the assumptions of Lemma
Proof From the energy equality, using (3) and (4), we deduce
Adding ±µ ε |u(t)| 2 , multiplying by e µεt , and using the Cauchy inequality, we have
Finally, integrating between τ and t, (22) holds. Now, we can define a suitable tempered universe in P(L 2 (Ω)).
Definition 9
The class of all families of nonempty subsets
It is worth noting that
µ is inclusion-closed. To prove the existence of a pullback absorbing family, we will assume that there exist a couple of values ε 0 ∈ (0, 1) and µ ε0 ∈ (0, 2(1 − ε 0 )λ 1 m) such that the function h satisfies
Actually, once that such couple (ε 0 , µ ε0 ) does exist, it holds trivially that for any ε ∈ [0, ε 0 ) it is possible to obtain the above estimate for some µ ε ∈ (0, 2(1 − ε)λ 1 m). Namely, it suffices to use µ ε = µ ε0 .
Proposition 4 Under the assumptions of Lemma 1, if the function h also satisfies (23), then, for any
and u ∈ Φ ε (τ, u τ ), from Proposition 3, we know that u fulfils (22) . Now, since
Therefore, from this, (22) , and the fact that h satisfies (23), we conclude the result.
µε -asymptotic compactness, we will use the following estimates.
Lemma 2 Under the assumptions of Proposition 4, for any
Proof The first inequality of (24) involving the expression ρ ε 1 can be proved analogously as in the proof of Proposition 4 if τ ≤ τ 1 ( D, t) < t − 2 (far enough pullback in time) because of our choice of tempered universe and taking into account (23) . As in Proposition 1, we have
Now, using (4) and the Cauchy inequality, we have
a.e. s > τ . Then, we deduce for all τ ≤ r − 1 that
In particular, from above and the first inequality in (24), we conclude the proof. Now, we are ready to prove that for any ε small enough (namely, less than or equal to ε 0 , after (23)), the multi-valued process U ε is pullback D L 2 µε -asymptotically compact. To that end, we argue analogously as in the proof of Proposition 1, making use of continuous and non-increasing functions. We only provide a brief sketch and omit the details, for the sake of brevity.
Proposition 5 Under the assumptions of Proposition 4, for any
µε , a sequence {τ n } ⊂ (−∞, t − 2] with τ n → −∞, and u τn ∈ D(τ n ) for all n. Let us prove that any sequence {y n }, where
On account of Lemma 2, there exists τ 1 ( D, t) < t − 2 satisfying that, if
. With regard to the nonlinear terms, using (3), it holds that {−a(l(u n ))∆u n } n≥n1 is bounded in L 2 (t − 2, t; H −1 (Ω)), and using (5), we can prove that
. Then, using the Aubin-Lions compactness Lemma, there exists an element u ∈ L
, such that for a subsequence (relabeled the same) it follows
, and due to (25) , u fulfils (6) in the interval (t − 2, t).
From (25) it holds that {u
is compact, by the Ascoli-Arzelà Theorem, we have (for another sequence, relabeled again the same) that
Using the boundedness of {u
where the weak limit has been identified using (26) . Now, analogously to the proof of Proposition 1, it is not difficult to conclude that
which implies in particular that the multi-valued process U is pullback D L 2 µε -asymptotically compact. We omit the details for the sake of brevity. Now, we can establish the main result of this section.
Theorem 3 Assume that the function
and there exist ε 0 ∈ (0, 1) and µ ε0 ∈ (0, 2(1 − ε 0 )λ 1 m) such that (23) holds, and l ∈ L 2 (Ω). Then, for all processes U ε with
t ∈ R}, and the minimal pullback D
which is strictly
µε and the following relationships hold
Moreover, if there exists some µ e ε0 for some ε 0 ∈ (0, ε 0 ] such that h fulfils
(t) for all t ∈ R and for all ε ∈ (0, ε 0 ].
Proof Thanks to Corollary 1, the existence of the minimal pullback D
, and the relationship between them are guaranteed. Namely, the upper semicontinuity of the multi-valued process with closed values (cf. Proposition 2), the relationship between the universes, the existence of a pullback D Finally, taking into account (28) , it can be proved that for each ε ∈ (0, ε 0 ), ∪ t≤T R ε L 2 (t) is bounded for each T ∈ R, where R ε L 2 is given in Proposition 4. Therefore, for each U ε ε∈(0,e ε0) both families of attractors coincide (cf. Corollary 2).
Remark 3
The case ε = 0 can be deduced from the above results, but treated more easily since there is no h term in problem (P 0 ). Consequently, as said in Remark 2, the equation is autonomous and the generated family of multivalued maps by the solution operator is a multi-valued semiflow S and satisfies S(t − τ ) = U 0 (t, τ ). Under the above assumptions, a global compact attractor A 0 in L 2 (Ω) exists, and it can be seen as pullback attractor not only for the universe D (t) as ε → 0 for all t ∈ R. Namely, we will prove that this family of attractors converges upper semicontinuously to the global compact attractor A 0 of the multivalued semiflow S (or alternatively the multivalued process U 0 ) associated to problem (P 0 ). To do this, roughly speaking we will argue by contradiction and make use of a sequential continuity result in the spirit of [5, Theorem 7] . (However, observe that now the parameter ε is also changing.)
Theorem 4 (A continuous dependence result) Assume that the function
, and l ∈ L 2 (Ω). Consider also sequences {ε n } ⊂ (0, 1) with lim n ε n = 0 and {u
, and u 0 ∈ Φ 0 (τ, u τ ) such that for all T > τ the following convergences hold:
Proof
Step 1: We will establish all the convergences in (29) 2 (Ω). We will prove this step 1 in the interval (τ, T ). It is standard, using the same procedure in intervals of the form (τ, T + 1), (τ, T + 2), etcetera, and a diagonal argument, that all the convergences (but the last one) hold for all T > τ.
Since each u εn is a weak solution to (P εn ) in [τ, T ], from the energy equality, using (3), we have
. Observe that γ := max n {ε n } ∈ (0, 1). Then, using this, (4) and the Cauchy inequality, we obtain
. Besides, using (3) and taking into account the boundedness of {u
. Finally, from (5) and the boundedness of
. From all this and bearing in mind that
. Then, using the Aubin-Lions lemma, there exist a subsequence of {u εn } (relabeled the same),
, such that (29) holds. Actually, by the Dominated Convergence Theorem, we will also assume that this subsequence is such that
Now, we check that u
Using (29) and taking into account that lim n→∞ ε n = 0, then
Therefore, u 0 is a solution to the equation in (P 0 ). To conclude that u 0 ∈ Φ 0 (τ, u τ ), we need to check that u 0 (τ ) = u τ . But this is standard, using
, with ϕ(T ) = 0 and ϕ(τ ) = 0, as test elements in the problems (P εn ) in [τ, T ]. Then, after passing to the limit, bearing in mind (29) and the fact that u n τ ⇀ u τ weakly in L 2 (Ω), we deduce
On the other hand, the same test element vϕ in (P 0 ), after integration between τ and T , yields
Comparing both expressions, since ϕ(τ ) = 0 and
Step 2: The last convergence in (29) holds. Observe that from the energy equality (7), we deduce
Analogously, u 0 fulfils
Then, we have the following continuous functions on [τ, T ]
From the above inequalities, one deduces that the functions J 0 and J εn , for all n, are non-increasing on [τ, T ]. In addition, from this, (29) and (30) , it can be proved analogously as in the proof of Proposition 1 that
Therefore, we deduce
On the other hand, analogously as in the proof of Proposition 5, taking into account the boundedness of {u εn } and 
Proof We establish (32) by contradiction. Assume that there exist δ > 0, t ∈ R, and a sequence {ε n } n≥1 ⊂ (0, ε 0 ] with lim n→∞ ε n = 0 such that
By the negatively invariance of the pullback attractors, solutions to problems (P εn ) can be constructed inside the attractors, and from above we deduce that there exists a sequence of such solutions {u εn } n≥1 with u
Since A D 0 , δ)) ⇀ u τ weakly in L 2 (Ω). Now, applying Theorem 4, we deduce that there exists u 0 ∈ Φ 0 (τ, u τ ) and a subsequence of {ε n } n≥1 (relabeled the same) such that (29) holds in (τ (t, D ε0 0 , δ), t). In particular, from the last convergence in (29) at time t, we deduce that there exists n 0 ≥ 1 such that
But taking into account (34) and (35), we obtain
which is a contradiction with (33).
Conclusions and final remarks
A family of parameterized nonlocal reaction diffusion equations has been analysed. We do not impose any regularity on the boundary of the domain. Existence of global weak solutions is established. However, the uniqueness is not guaranteed by the conditions on the viscosity coefficient, which lead to a natural multivalued non-autonomous dynamical system framework. The theory of minimal pullback attractors for a suitable tempered universe has been used to obtain a family of parameterized attractors. The time depending forces take values in H −1 , which involve the use of an energy method in order to prove asymptotic compactness of the processes. Then, the upper semicontinuity behaviour of this family is proved when the parameter goes to zero, connecting the cited attractors with the one of the corresponding autonomous limit problem. It is worth noting that this last result is even new in the case that uniqueness of solution holds.
Although the form of the parameterized perturbation of problems (P ε ) looks like simple, this performance has been used for the sake of clarity in the presentation. It is not difficult to check that all the results hold with a more general family of equations as du dt − g 1 (ε)a(l(u))∆u =g 1 (ε)f (u) + g 0 (ε)h(t), where g 0 , g 1 , andg 1 are continuous real functions with values, say, in [0, 1] and such that lim ε→0 g 0 (ε) = 0, lim ε→0 g 1 (ε) = lim ε→0g1 (ε) = 1. Moreover, other generalizations are also possible, as replacing the continuity assumption on g 0 , g 1 , andg 1 given above by monotonicity.
