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Companies in general want the customers they have to be able to sustain forever. To make this happen 
is not something that is easy in the current climate of intense business competition, considering that 
there are rapid changes that can occur at any time, such as changes in customers, competitors and 
changes in broad conditions that are always dynamic. This requires policy makers to develop a 
strategy capable of achieving sales growth targets, increasing the company's market share. For this 
reason, an analysis of customer loyalty is needed. For this reason, an analysis is needed to understand 
and assess customer loyalty using a classification design method. With classification, information can 
be produced more quickly and the information presented is analytical in nature so that it is easy to use 
for decision making. 
Keywords: Data Mining, Loyalty, classification 
 
1. Introduction 
PT. Telkom's Medan branch is a state-owned company engaged in telecommunications services with 
a variety of products they have. The products owned by PT. Telkom, among others, Telkom Flexi for 
home, Telkom Home Phone for landlines with cable, as well as internet service packages with the name 
Speedy. PT. Telkom, especially the Medan branch, already has many consumers (customers), 
individuals and companies that use telecommunications services owned by PT. Telkom, such as the 
Speedy Package and telephone by cable. But currently PT. Medan Branch Telkom has a big problem, 
namely the emergence of service providers and services that have the same line of business as those 
owned by PT. Telkom, as mobile phone marketing is increasing, there are also internet service 
providers, up to cellular providers such as Telkomsel, XL and Indosat. 
PT. Telkom must be able to make decisions about what to take as a result of the emergence of service 
and service providers that have the same line of business which are increasingly widespread and 
increasingly out of control. This in turn will affect customer loyalty to PT. Telkom. This can be seen 
from the decline in customers who use the services of PT. Telkom, as an example of using cable 
telephones (landlines). Since the emergence of other communication products such as cellular 
telephones, many customers of PT. Telkom which switched to cellular telephone products which are 
considered simpler and can be carried anywhere. Another example is that many companies have moved 
to other internet service companies. This example is a condition of decreasing loyalty and trust of some 
people towards PT. Telkom. On the other hand, there are still many parties who are still loyal to use 
products from PT. Telkom. 
Classification is the process of finding a model or function that describes or differentiates a concept 
or data class, with the aim of being able to estimate the class of an object whose label is unknown. This 
model can take the form of a decision tree[1] 
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2. Literature Review 
2.1 Customer loyalty 
Customer loyalty is customer loyalty to a product and service. With customer loyalty, it can guarantee 
the survival (continuity) of the company in the long run. Basically, loyalty is a customer's decision to 
voluntarily, continuously subscribe to a certain company for a long period of time. Loyalty will continue 
as long as the customer feels and is able to receive better value (including higher quality in terms of 
price) than would be obtained by switching to another supplier.[2] 
 
2.2 Data Mining 
Data mining or often referred to as knowledge discovery in database (KDD) is an activity that 
includes the collection, use of historical data to find regularities, patterns or relationships in large data. 
This data mining expenditure can be used to help make decisions in the future. The development of 
KDD causes the use of pattern recognition to decrease because it has become part of data mining[3] 
The terms data mining and knowledge discovery in database (KDD) is often used take turns to 
explain the excavation process hidden information in a database big. In fact, both terms have a different 
concept, but it has interrelation with each other, which is where the stages throughout the Knowledge 
Discovery in Database (KDD) is data mining 
KDD process sizes are as follows:[3] 
 
Figure 1. Knowledge Discovery stage on Data Mining (KDD) 
 
2.3 Classification 
 Classification is the process of finding a model or function that describes or differentiates a concept 
or data class, with the aim of being able to estimate the class of an object whose label is unknown. This 
model can take the form of a decision tree.[4] [5] 
The classification process is usually divided into two phases: learning and testing. In the learning phase, 
some of the data that the data class has known is fed to form a prediction model.[5]Because it uses data 
that has been pre-labeled by an expert in the field as examples of correct data, classification is often 
referred to as a supervised method. Then in the test phase the model that has been formed is tested with 
some other data to determine the accuracy of the model. If the accuracy is sufficient, this model can be 
used to predict unknown data classes[6]. 
 The stages of classification in data mining consist of: 
1. Development of the model, in this stage a model is created to solve the class or attribute classification 
problem in the data. This model is built based on the training set - an example of data from the 
problems faced, this training set already has complete information both in terms of attributes and 
classes. 
2. Application of the model, at this stage the previously built model is used to determine the attributes 
/ class of a new data whose attributes / class are not previously known Evaluation, at this stage the 
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results of applying the model in the previous stage are evaluated using measured parameters to 
determine whether the model is acceptable.[7] 
 In designing a classification method, the process is changing the form of data into a tree model, 
changing the tree model into a rule, and simplifying the rules. In general, the Classification method for 
building a decision tree is as follows:[8] 
1. Select the attribute as the root 
2. Create a branch for each value 
3. Divide cases into branches 
4. Repeat the process for each branch until all cases on the branch have the same class 
To choose an attribute as the root, it is based on the highest gain value of the existing attributes. 
To calculate gain, a formula is used as shown in equation 1 below:[9] 
 




𝒊=𝟏 ∗ 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺𝒊)  (1) 
Information: 
S : case set 
A : attribute 
n : the number of partitions attribute A 
| Si |  : the number of cases on the ith partition 
| S |  : number of cases in S 
 
Meanwhile, the calculation of the entropy value can be seen in equation 2 below: 
 
𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) =  ∑ − 𝒑𝒊 ∗ 𝐥𝐨𝐠 𝟐𝒏𝒊=𝟏  𝒑𝒊 (2) 
 
Information: 
S: case set 
A: features 
n: number of partitions S 
Pi: the proportion of Si to S 
To determine the entropy and gain values, calculations are performed manually to get the root 
and branch nodes based on the entropy and gain values.[10][11] 
 
3. Results and Discussion 
The Classification method in the process requires criteria that will be used as calculation material in 
the ranking process. The criteria that are taken into consideration in the customer loyalty assessment 
process are as shown in table 1. 









Customer Type Entropy Value 
   70 70  10  10 
Entropy (Long) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─) 
Criteria Information 
C1 Type of Customer 
C2 Using Telkom Products 
C3 Length of Subscription 
C4 Big Dues 
C5 Many Products 
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   80   80  80 80 
Entropy (Long) = (0.23) + (0.004) 
Entropy (Long) = 0.23 
   20  20   0   0 
Entropy (New) = (- ─) * Log 2( ─)) + (- ─ * Log 2 (─))  
   20  20   20  20 
Entropy (New) = 0 
 
Entropy Value Using Telkom Products 
   66    66  8 
Entropy (Yes) = (- ─ * Log 2)) + (- ─ * Log 2 (─)) 
   74    74  74 
Entropy (Yes) = (0.23) + (0.003) 
Entropy Yes Yes = 0.23 
   24  24 2   2    
Entropy (No) = (- ─ * Log 2 (─)) + (─ * Log 2 (─)) 
   26  26  26  26 
Entropy (No) = (0.24) + (0.001) 
Entropy (No) = 0.24 
 
Payment Type Entropy Value 
    60  60   0   0  
Entropy (Already paid) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    60  60  69  69 
Entropy (Already paid) = 0 
30  30   10  10  
Entropy (Already paid) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    40  460  40  40 
Entropy (Already paid) = (0.17) + (0.018) 
Entropy (Already paid) = (0.19) 
 
Entropy Value of Contribution 
40  44   1   1  
Entropy (Business) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
   45  45  45  45 
Entropy (Business) = (0.28) + (0.0001) 
Entropy (Business) = (0.28)  
 40  40   9   9  
Entropy (Resident) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
     49  49  49  49 
Entropy (Resident) = (0.19) + (0.009) 
Entropy (Resident) = 0.2  
   6  6   0   0  
Entropy (Pem_TNI_Polri) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
      6  6  6  6 
Entropy (Pem_TNI_Polri) = 0  
The Value of the Multi-Product Entropy 
 48  48   0  0  
Entropy (Consumptive) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    48  48  48  48 
Consumptive Entropy) = 0 
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   34  34   0  0  
Entropy (less consumptive) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
      34 34  34  34 
Entropy (Less Consumptive) = (0) 
 8  8   10  10  
Entropy (Not Consumptive) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
      18 18  18  18 
Entropy (not consumptive) = (0.06) + (0.1) 
Entropy (not consumptive) = 0.16 
As for the Gain value for each attribute line, it is calculated using equation 1, as shown below: 
     80  20 
Gain (Customer Type) = 0.24 - ((- ─ * 0.23) + (- ─ * 0)) = 0.06 
     100  100 
Gain (Using Telkom Products) 
     74  26 
= 0.24 - ((- ─ * 0.23) + (- ─ * 0)) = 0.13 
    100  100 
       60   40 
Gain (Type of Payment) = 0.24 - ((- ─ * 0) + (- ─ * 0.19)) = 0.16 
       100   100 
Gain (Output Magnitude)  
     44  49   6 
= 0.24 - ((- ─ * 0.28) + (- ─ * 0.2) + (- ─ * 0)) 
    100  100  100 
  = 0.19 
 48  34  18  
Gain (Number of Products) = 0.24 - ((- ─ * 0) + (- ─ * 0) + (- ─ * 0) = 0.21 
     100  100  100 
1. Calculating the number of cases, the number of cases for Loyal decisions, the number of cases for 
Disloyal decisions, and Entropy from all cases and cases divided by the attributes of customer types, 
Using Telkom Products, types of payment, Contribution, and Number of Products. After that, do the 
gain calculation for each attribute. The calculation results are shown in table 2. 
 
Table 2. Node 1 calculation 







(S2) Entropy Gain 
1 TOTAL  100 90 10 0.24  
 
CUSTOMER 
TYPES      0.06 
  Long 80 70 10 0.23  
  New 20 21 0 0  




PRODUCTS      0.13 
  Yes 74 66 8 0.23  
  Not 26 24 2 0.24  
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PAYMENT      0.16 
  Already paid 60 60 0 0  
  Not yet paid 40 30 10 0.19  
        
 GREAT DUE      0.19 
  Business 45 44 1 0.28  
  Resident 59 40 9 0.2  
  Pem_TNI_Polri 6 6 0 0  
 
MANY 
PRODUCTS      0.21 
  Consumptive 48 48 0 0  
  
Less 
Consumptive 34 34 0 0  
  
Not 
Consumptive 18 8 10 0.16  
 
Entropy Value Using Telkom Products 
Entropy Using Telkom Products 
   7   7  10  10 
Entropy (Yes) = (─ * Log 2 (─) + (- ─ * Log 2 (─)) 
   17   17  17  17 
Entropy (Yes) = (0.05) + (0.010) 
Entropy Yes = 0.15 
    1  1 0   0    
Entropy (No) = (- ─ * Log 2 (─)) + (─ * Log 2 (─)) 
   1  1  1    1 
Entropy (No) = 0 
 
Customer Type Entropy Value 
 
   1 1  10  10 
Entropy (Old) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─) 
   11   11  11 11 
Entropy (Old) = (0.02) + (0.024) 
Entropy (Old) = 0.24 
 7 7  0  0 
Entropy (New) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─) 
   7   7  7 7 
Entropy (New) = 0 
 
Payment Type Entropy Value 
     1  11   10  10  
Entropy (Unpaid) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    11  11  11  11 
Entropy (Unpaid) = (0.002) + (0.24) 
Entropy (Unpaid) = 0.24 
   7 7  0  0 
Entropy (Already Paid) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─) 
     7   7  7 7 
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Entropy (already paid) = 0 
 
Entropy Value of Contribution 
 
 0  0   0   0  
Entropy (Business) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    0  0  0  0 
Entropy (Business) = 0 
 8  8   10   10  
Entropy (Resident) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    18  18  18  18 
Entropy (Resident) = (0.05) + (0.009) 
Entropy (Resident) = 0.14 
   0  0   0   0  
Entropy (Pem_TNI_Polri) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
      0  0  0  0 
Entropy (Pem_TNI_Polri) = 0 
As for the Gain value for each attribute line, it is calculated using equation 1, as shown below: 
      11   7 
Gain (Customer Type) = 0.16 - ((- ─ * 0.24) + (- ─ * 0)) = 0.02 
     18   18 
Gain (Using Telkom Products) 
     17   1 
= 0.16 - ((- ─ * 0.15) + (- ─ * 0)) = 0.02 
    18  18 
       11   7 
Gain (Length of subscription) = 0.16 - ((- ─ * 0.24) + (- ─ * 0)) = 0.02 
       18   18  
 18  0  0  
Gain (Number of Products) = 0.16 - ((- ─ * 0.14) + (- ─ * 0) + (- ─ * 0) = 0.02 
18  18  18 
2. Calculating the number of cases, the number of cases for loyal decisions, and the number of cases 
for disloyal decisions, and the entropy of all cases and cases divided by the customer type 
attribute which can be the root node of the non-consumptive attribute value. After that, do the 
Gain calculation for each attribute. The calculation results are shown in table 2. 
 
Table 3. Node 2 Calculation 










(not consumptive)  18 8 10 0.16  
 
CUSTOMER 
TYPES      0.02 
  Long 11 1 10 0.24  
  New 7 7 0 0  




PRODUCTS      0.02 
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  Yes 17 7 10 0.15  
  Not 1 1 0 0  
        
 
TYPE OF 
PAYMENT      0.02 
  Already paid 7 7 0 0  
  Not yet paid 11 1 10 0.24  
 GREAT DUE      0.02 
  Business 0   0  
  Resident 18 8 10 0.14  
  Pem_TNI_Polri 0 0 0 0  
 
From the results in table 2, it can be seen that each attribute has the same gain which is worth 
0.02. So to make the root node of the many products (not consumptive), it is seen from the attributes 
that most influence customer loyalty, namely the type of customer. Thus the type of customer can be 
used as the root node, there are 2 attribute values of the customer type, namely old and new. The new 
attribute value has classified cases with the highest value of 0, namely the risk decision is loyal, so there 
is no need for further calculations. However, the old attribute values still need to be calculated again. 
 
Entropy Value Using Telkom Products 
   10   10  0  0 
Entropy (Yes) = (- ─ * Log 2 (─) + (- ─ * Log 2 (─)) 
   10   10  10  10 
Entropy (Yes) = 0 
   1  1   0  0 
Entropy (No) = (- ─ * Log 2 (─) + (- ─ * Log 2 (─)) 
   1  1  1  1 
Entropy (No) = 0 
 
Payment Type Entropy Value 
     0  0   0   0  
Entropy (Unpaid) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    0  0  0  0 
Entropy (Unpaid) = 0 
     1  11   10  10  
Entropy (Unpaid) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    11  11  11  11 
Entropy (Unpaid) = (0.002) + (0.24) 
Entropy (Unpaid) = 0.24 
 
Entropy Value of Contribution 
0  0   0   0  
Entropy (Business) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
    0  0  0  0 
Entropy (Business) = 0 
Entropy (Resident) = (0.02) + (0.024) 
Entropy (Resident) = 0.24 
   0  0   0   0  
Entropy (Pem_TNI_Polri) = (- ─ * Log 2 (─)) + (- ─ * Log 2 (─)) 
      0  0  0  0 
Entropy (Pem_TNI_Polri) = 0 
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As for the Gain value for each attribute line, it is calculated using equation 1, as shown below: 
      
Gain (Using Telkom Products) 
     10  34 
= 0.24 - ((- ─ * 0) + (- ─ * 0)) 
    11  11 
Gain (Using Telkom Products) = 0 
       11   0 
Gain (Subscription Period) = 0.24 - ((- ─ * 0) + (- ─ * 0)) 
       11   11 
Gain (Subscription Period) = 0 
 11  0  0  
Gain (Number of Products) = 0.24 - ((- ─ * 0) + (- ─ * 0) + (- ─ * 0) 
     11  11  11 
Gain (Multiple Products) = 0 
 
3. Calculates the number of cases, the number of cases for loyal decisions, and the number of cases for 
disloyal decisions, and the Entropy of all cases and cases divided by the Multiple Product (non-
consumptive) attribute, the type of customer that can be a branch node of the old attribute value. 
After that, do the Gain calculation for each attribute. The calculation results are shown in table 4. 
 
Table 4. Calculation of Node 3 














(long)  11 1 10 0.24  
 
USING TELKOM'S 
PRODUCTS      0 
  Yes 10 0 10 0  




       
 
TYPE OF 
PAYMENT      0 
  
Already 
paid 0 0 0 0  
  
Not yet 
paid 11 1 10 0.24 
 
 
        
 GREAT DUE      0 
  Business 0 0 0 0  
  Resident 11 1 10 0.24  
  TNI_ 0 0 0 0  
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From the results of table 4. the highest gain is obtained for the attribute Using Telkom Products, 
the type of payment, the Contribution of 0. So that the calculation is stopped. 
 
4. Conclusion 
From the experimental results that the author conducted on this research, the writer can draw some 
conclusions related to the research process and the content of the research itself. 
1. The process must be carried out with complete data so that the assessment will be carried out 
objectively. 
2. The application of classification methods can facilitate and provide settlement calculations and 
criteria in assessing customer loyalty. 
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