The main atmospheric parameters and abundances of the iron group elements (vanadium, chromium, iron, cobalt and nickel) are determined for 62 red giant "clump" stars revealed in the Galactic field by the Hipparcos orbiting observatory. The stars form a homogeneous sample with the mean value of temperature T eff = 4750 ± 160 K, of surface gravity log g = 2.41 ± 0. Girardi & Salaris (2001) . This suggests that nearby clump stars are (in the mean) relatively young objects, reflecting mainly the near-solar metallicities developed in the local disk during the last few Gyrs of its history. We find iron group element to iron abundance ratios in clump giants to be close to solar.
INTRODUCTION
The clump of core-helium burning stars is a prominent feature in the colour-magnitude diagrams of open clusters. Cannon (1970) predicted that the red clump stars should also be abundant in the solar neighbourhood. Many photometric studies have tried with varying success to identify such stars in the Galactic field (see Tautvaišienė 1996 for a review), however we had to wait for the Hipparcos mission. The presence of red clump stars in the solar neighbourhood was clearly demonstrated in the HR diagrams by Perryman et al. (1995) . The Hipparcos catalogue (Perryman et al. 1997) contains about 600 clump stars with parallax error lower than 10%, and hence an error in absolute magnitude lower than 0.12 mag. This accuracy limit corresponds to a distance of about 125 pc within which the sample of clump stars is complete. Now it is important to investigate their distributions of masses, ages, colours, magnitudes and metallicities, which may provide useful constraints to chemical evolution models of the local Galactic disk. Moreover, clump stars may be useful indicators of ages and distances for stellar clusters ⋆ E-mail:eduardas.puzeras@tfai.vu.lt and the Local Group galaxies (cf. Hatzidimitriou & Hawkins 1989 , Hatzidimitriou 1991 , Udalski 1998 , Girardi & Salaris 2001 .
In this paper we report on the primary atmospheric parameters and the abundances of iron group elements in the 62 clump stars of the Galactic field obtained from the high-resolution spectra. The results are discussed in detail together with results of other studies of the clump stars. Preliminary results of this study were published by Tautvaišienė et al. (2005) and Tautvaišienė & Puzeras (2008) .
In Fig. 1 , we show a HR diagram constructed for the Hipparcos stars with σπ/π < 0.1 and σB−V < 0.025 mag. On the giant branch is a distinct red clump at B − V ≈ 1.0, M (Hp) ≈ 1.0 mag. The sample of 63 stars investigated in our study is indicated by open circles.
OBSERVATIONAL DATA
The red clump stars were selected from the Hipparcos Catalogue (Perryman et al. 1997 ). Spectra for partially overlapping star samples were observed on several telescopes, described below. Spectra for 17 stars were obtained at the Nordic Optical Telescope (NOT, La Palma) with the SOFINéchelle spectrograph (Tuominen et al. 1999) . The 2nd optical camera (R ≈ 60 000) was used to observe simultaneously 13 spectral orders, each of 40 − 60Å in length, located from 5650Å to 8130Å. Reduction of the CCD images, obtained with SOFIN, was done using the 4A software package (Ilyin 2000) . Procedures of bias subtraction, cosmic ray removal, flat field correction, scattered light subtraction, extraction of spectral orders were used for image processing. A Th-Ar comparison spectrum was used for the wavelength calibration. The continuum was defined from a number of narrow spectral regions, selected to be free of lines.
The spectra of 14 stars were observed with the HIRES spectrograph on the 10-m Keck Telescope. A 1.1 x 7 arcsec slit (R ≈ 34 000) was used, and 19 spectral orders located from 5620 to 7860Å were extracted. The spectra were reduced using IRAF and MAKEE packages.
The spectra of 17 stars were observed with the long camera of the 1.22 m Dominion Astrophysical Observatory telescope's coudé spectrograph (R ≈ 40 000). The interactive computer graphics program REDUCE by Hill et al. (1982) was used to rectify them. The scattered light was removed during the extraction procedure by the program CCDSPEC described in Gullivier & Hill (2002) .
The spectra for 18 stars in the spectral interval from 6220Å to 6270Å were obtained at the Elginfield Observatory (Canada) with the 1.2 m telescope and the highresolution coudé spectrograph (R ≈ 100 000). Spectra were recorded using an 1872 diode Reticon self-scanned array light detector, mounted in a Schmidt camera, with focal length of 559 mm. See Brown et al. (2008) for further discussion concerning the equipment and operation.
This observational data was supplemented by spectroscopic observations (R ≈ 37 000) of red clump stars obtained on the 2.16 m telescope of the Beijing Astronomical Observatory (China) taken from the literature (Zhao et al. 2001 ).
In Fig. 2 , we show examples of observed spectra for several common stars using different instruments. A careful selection of spectral lines for the analysis has allowed us to avoid systematic differences in analysis results obtained from the different instruments. E.g., the star HD 216228 has been observed on four telescopes, a comparison of the measured equivalent widths (EW) of its Fe i lines is shown in Fig. 3 .
METHOD OF ANALYSIS AND PHYSICAL DATA
The spectra were analysed using a differential model atmosphere technique. The programme packages, developed at the Uppsala Astronomical Observatory, were used to calculate the theoretical equivalent widths and the line profiles. A set of plane parallel, line-blanketed, constant-flux LTE model atmospheres was computed with an updated version of the MARCS code (Gustafsson et al. 2003) . The Vienna Atomic Line Data Base (VALD, Piskunov et al. 1995) was extensively used in preparing the input data for the calculations. Atomic oscillator strengths for the spectral lines analysed this study were taken from an inverse solar spectrum analysis done in Kiev (Gurtovenko & Kostik 1989) .
Because of the asymmetric nature of line measurement errors (i.e. problems such as blending and telluric line superposition always increase measured line width), we used a "quality over quantity" approach when selecting lines for abundance calculations. All lines used for calculations were carefully selected. Inspection of the solar spectrum (Kurucz et al. 1984 ) and the solar line identifications of Moore et al. (1966) were used to avoid blends and lines blended by telluric absorption lines. All line profiles in all spectra were hand-checked requiring that the line profiles be sufficiently clean to provide reliable equivalent widths. Only lines with equivalent widths between 20 mÅ and 150 mÅ were used for abundance determinations. Spectral lines systematically producing outlier abundances in a number of stars, indicating spectral (observational) defect, undetected blends or erroneous atomic data, were rejected as well. The equivalent widths of the lines were measured by fitting of a Gaussian profile using the 4A software package (Ilyin 2000) .
Effective temperature, gravity and microturbulence were derived using traditional spectroscopic criteria. The preliminary effective temperatures for the stars were determined using the (B − V )o and (b − y)o colour indices and the temperature calibrations by Alonso et al. (2001) . For some stars the averaged temperatures also include the values obtained from the infrared flux method (IRFM). All the effective temperatures were carefully checked and corrected if needed by forcing Fe i lines to yield no dependency of iron abundance on excitation potential by changing the model effective temperature. Surface gravity was obtained by forcing Fe i and Fe ii lines to yield the same [Fe/H] value by adjusting the model gravity. Microturbulence value corresponding to minimal line-to-line Fe i abundance scattering was chosen as correct value. Depending upon the telescope, the number of Fe i lines analysed was up to 65 and of Fe ii up to 12.
Using the gf values and solar equivalent widths of analysed lines from Gurtovenko & Kostik (1989) we obtained the solar abundances, used later for the differential determination of abundances in the programme stars. We used the solar model atmosphere from the set calculated in Upp- sala with a microturbulent velocity of 0.8 km s −1 , as derived from Fe i lines.
In addition to thermal and microturbulent Doppler broadening of lines, atomic line broadening by radiation damping and van der Waals damping were considered in the calculation of abundances. Radiation damping parameters of lines were taken from the VALD database. In most cases the hydrogen pressure damping of metal lines was treated using the modern quantum mechanical calculations by Anstee & O'Mara (1995) , Barklem & O'Mara (1997) and Barklem et al. (1998) . When using the Unsöld (1955) approximation, correction factors to the classical van der Waals damping approximation by widths (Γ6) were taken from Simmons & Blackwell (1982) . For all other species a correction factor of 2.5 was applied to the classical Γ6 (∆logC6 = +1.0), following Mäckle et al. (1975) . For lines stronger than W = 100 mÅ the correction factors were selected individually by inspection of the solar spectrum. Cobalt abundances were investigated with hyperfine structure (HFS) effects taken into account. The HFS corrections for every line in every star we calculated with the LTE spectral synthesis program MOOG (Sneden 1973 ) and the HFS input data adopted from Prochaska et al. (2000) .
Estimation of uncertainties
The sources of uncertainty can be divided into two distinct categories. The first category includes the errors that affect a single line (e.g. random errors in equivalent widths, oscillator strengths), i.e. uncertainties of the line parameters. Other sources of observational error, such as continuum placement or background subtraction problems also are partly included in the equivalent width uncertainties. The second category includes the errors which affect all the lines together, i.e. mainly the model errors (such as errors in the effective temperature, surface gravity, microturbulent velocity, etc.). The scatter of the deduced line abundances σ, presented in Table 2 and Table 3 , gives an estimate of the uncertainty due to the random errors in the line parameters (the mean value of σ is 0.07). Thus the uncertainties in the derived abundances that are the result of random errors amount to approximately this value.
Typical internal error estimates for the atmospheric parameters are: ±100 K for T eff , ±0.2 dex for log g and ±0.3 km s −1 for vt. The sensitivity of the abundance estimates to changes in the atmospheric parameters by the assumed errors is illustrated for the star HD 218031 in Table 1 . It is seen that possible parameter errors do not affect the abundances seriously; the element-to-iron ratios, for which we use the neutral species for both and use in our discussion, are even less sensitive. Table 2 presents the adopted atmospheric parameters for our stellar sample, the numbers of Fe i and Fe ii lines investigated, the line-to-line scatter and sources of spectral observations used. Some stars were observed on several telescopes. For them the main atmospheric parameters were not redetermined from the new observations, since several checks gave a good agreement. The new observing material was used to increase the number of chemical elements with reliable detections. The elemental abundances relative to hydrogen [El/H] of iron group chemical elements, line-to-line scatters and numbers of lines investigated are presented in Table 3 .
RESULTS AND DISCUSSION
The sample of clump stars investigated form quite a homogeneous sample with no obvious division into metallicitydependent groups as was suggested by Zhao et al. (2001) . The effective temperature ranges from 4300 to 5100 K with the mean value T eff = 4750 ± 160 K; log g is between 1.8 and 3.3 with the mean value log g = 2.41 ± 0.26; the mean microturbulent velocity vt = 1.34 ± 0.19 km s −1 ; the metallicity range is from +0.3 to −0.60 dex, however the majority of stars concentrate at the mean value [Fe/H]= −0.04 dex with a rms deviation about the mean of 0.15 dex.
Comparison with results by McWilliam (1990)
There is an overlap of 35 stars between our sample of clump stars and that of high-resolution spectroscopic analysis by McWilliam (1990) . McWilliam & Rich (1994) noted that the McWilliam (1990) study was hampered by the narrow wavelength (6550 − 6800Å) coverage and the lack of metalrich model atmospheres, which caused an underestimation of metallicities for metal rich stars. Our results confirm this; we find for the stars in common [Fe/H] 
It is also noticeable that the effective temperature calibrations of McWilliam (1990) and of Alonso et al. (2001) , which was used in our work, have a slight systematic temperature determination difference of 50±50 K, the temperatures of McWilliam being lower.
Comparison with results by Zhao et al. (2001)
A study of 39 red clump giants was carried out by Zhao et al. (2001) . Unfortunately, the determination of effective temperatures in this work was done using the erroneous temperature calibration by Alonso et al. (1999) , which was subsequently updated by Alonso et al. (2001) . Fig. 4 demonstrates the consequences of this misunderstanding on a sample of 24 stars reanalysed in our study.
For the stars with [Fe/H] greater than solar, the temperatures and metallicities were overestimated by up to 200 K and 0.2 dex, respectively. For the metal-deficient stars -underestimated by approximately the same values. Considering those stars with no temperature difference, it is also clear that the [Fe/H] values determined in our study are about 0.1 dex lower. This is most likely caused by a very careful selection of unblended lines in our analysis and careful choice of the continuum level in a number of regions.
Comparison with recent studies
Chemical composition of 177 clump giants of the Galactic disk were investigated by Mishenina et al. (2006) Probably this is because the difference between these works is more prominent for the metal-deficient stars, while our common stars are more metal abundant. So, we can not determine which of these studies is right. There are only 3 common stars between Liu et al. and Mishenina et al. Concerning the agreement of effective temperature and surface gravity determinations, our results are in a very good agreement with the study by Mishenina et al. (2006) despite the different methods of effective temperature determination. So called "spectroscopic" effective temperature values in the work by Luck & Heiter (2007) are systematically higher by almost 100 K, and log g by +0.4 dex, however their "physical" determinations are in a good agreement with our work and Mishenina et al. Effective temperatures in the work by Liu et al. are in the mean by about 60 K lower and log g by about 0.3 dex higher than in our work, Obs.: 1 -NOT, 2 -Keck, 3 -Dominion, 4 -Eglifield, 5 -Beijing. as evaluated from 8 common stars. The systematic difference in temperatures between the studies of Luck & Heiter (spectroscopic) and Liu et al. is 160 K.
METALLICITY DISTRIBUTION IN CLUMP STARS OF THE GALAXY
There have been few attempts to derive typical metallicities for Hipparcos clump stars. The first was an indirect method by Jimenez et al. (1998) , they obtained −0.7 < [Fe/H] < 0.0. However, they modelled the clump with star formation rate (SFR) strongly decreasing with Galactic age. Consequently, they were considering, essentially, the behaviour of the old clump stars, with masses of about 0.8 -1.4 M⊙. In the same paper a theoretical simulation of the Hipparcos clump was made. Girardi & Salaris (2001) found that the total range of metallicities allowed by their model is quite large (−0. The near-solar metallicity and so small σ [Fe/H] imply that nearby clump stars are (in the mean) relatively young objects, reflecting mainly the near-solar metallicities developed in the local disk during the last few Gyrs of its history. From the same simulation they determined that the peak of age distribution in the Hipparcos clump is at about 1 Gyr.
In our study, the results of [Fe/H] determinations in clump stars of the Galaxy confirm the theoretical model by Girardi & Salaris (2001) . The metallicity range in our study is from +0. Vanadium was investigated in our and two other studies. We obtain the mean value of [V/Fe] = 0.11±0.12, Liu et In our study, cobalt abundances were investigated with hyperfine structure effects taken into account; we find [Co/Fe] = 0.02±0.11, which is close to solar.
Abundances of iron group elements

Final remarks
The main atmospheric parameters T eff , log g, vt, [Fe/H] and abundances of vanadium, chromium, cobalt and nickel were determined for 62 red clump stars revealed in the Galactic field by the Hipparcos orbiting observatory.
The stars form a homogeneous sample with the mean value of temperature T eff = 4750 ± 160 K, of surface gravity log g = 2.41 ± 0.26 and the mean value of metallicity The iron group element to iron abundance ratios in the investigated clump giants are close to solar. This allows us to use the clump stars to study the chemical and dynamical evolution of the Galaxy. Clump giants may provide a very useful information on mixing processes in evolved low mass stars. We plan to address this question in our further study of the Galactic clump.
