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Abstract
We consider a model describing the steady flow of compressible heat-conducting chemically-
reacting multi-component mixture. We show the existence of strong solutions under the addi-
tional assumption that the mixture is sufficiently dense. We work in the Lp-setting combining
the methods for the weak solutions with the method of decomposition. The result is a general-
ization of [2] and [3], where the case of single-constituted fluid was studied.
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1 Introduction
Recently, in mathematical fluid mechanics, it is possible to track increasing interest in models
dealing with mixtures of different kinds. This is connected, indeed, with applications, since these
models can describe processes which are important in many different areas, in chemistry, food
industry, in pharmacology etc.
In addition, within the last decades, much better understanding of simpler models of compress-
ible single-constituted fluids from the point of view of mathematical analysis allowed to deal also
with much more complicated models which contain additionally to fluid mechanics (or thermody-
namics) equations describing compressible fluid flow also further terms and equations which make
possible to describe the behaviour of mixtures, even in the case when the components undergo
chemical reactions.
In many applications the properties of weak solutions are too weak to be applicable, e.g. in
the convergence analysis for numerical schemes. On the other hand, classical solutions typically
exist only in situations when either the data are very small (so small that from the point of view
of applications such results are often not of much interest) or, in case of evolutionary problem, on
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very short time intervals. Again, the latter usually means intervals of length 10−10 s, which, again
is usually too short to have any reasonable application.
In this paper we want to study a problem which is somewhere in the middle of the results for
weak and classical solutions. Based on previous results in this directions, obtained for steady isen-
tropic compressible flow as well as steady flow of heat-conducting fluid flow of single constituted gas,
we aim to extend these results also for a certain system of partial differential equations describing
the steady flow of chemically reacting mixture of heat-conducting gases. The main point is that we
obtain strong solutions to our system, i.e. solutions which solve the corresponding system of partial
differential equations a.e., under the assumptions that the prescribed total mass of the mixture is
sufficiently large. Indeed, in a sense this condition is similar to small data results, however, our
assumptions allow to obtain solutions which are not just small perturbations of the flow with zero
velocity and constant density and temperature.
Indeed, there is a price to pay for this. We have to restrict ourselves to a very specific assump-
tions on the model with the hope that we may later on extend these or similar results to more
complex models.
2 Formulation of the problem, known result
Our model is based on the assumption that we take only the barycentric velocity into account and
do not study separate velocities for each constituent. Therefore only one equation (or three as we
work in the three–dimensional space) for the linear momentum appears. Similarly, we assume that
the mixture is in the thermodynamic equilibrium in the sense that only one temperature and one
specific internal energy is considered, even though these quantities may be different at different
places. Therefore we deal with only one equation for the total energy of the whole mixture. To
summarize, we consider the following steady version of a model of chemically reacting mixture with
n constituents in a bounded smooth domain Ω ⊂ R3
div(̺u) = 0, (1)
div(̺u⊗ u)− div S+∇π(̺, θ) = ̺f , (2)
div(̺eu) + divQ = S : D(u)− π(̺, θ) divu, (3)
div(̺Yku) + divFk = ̺mkωk, k = 1, . . . , n. (4)
The unknowns are: density ̺: Ω → (0,∞), velocity field u: Ω → R3, absolute temperature
θ: Ω → (0,∞), and Yk: Ω → [0, 1], k = 1, 2, . . . , n; mass fraction Yk corresponds to the k-
th constituent; it is related to the density of the k-th constituent by ̺k = ̺Yk. Thus, since∑n
k=1 ̺k = ̺, we demand
∑n
k=1 Yk = 1.
Above and in what follows, we use the following notation. Scalar-valued quantities (as e.g.
the density ̺) are printed with the standard font. The vector-valued quantities Ω → R3 (as e.g.
the velocity u) are printed in bold while the vector valued quantities Ω → Rn (as e.g. ~Y =
(Y1, Y2, . . . , Yn)) are printed with the arrow. Finally, the tensor-valued functions (as e.g. the stress
tensor S) are printed with a special font.
The specific external force f : Ω → R3 is given, as well as the molar production rates ωk =
ωk(~Y , θ): [0, 1]
n × (0,∞) → R, k = 1, 2, . . . , n, are assumed to be given bounded functions such
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that for any admissible choice of ~Y and θ they satisfy
n∑
k=1
mkωk = 0. (5)
This assumption means that no mass is created during the chemical reactions and the system can
stay in equilibrium. Unfortunately, it is necessary for our approach to take all molar masses mk
equal, for simplicity we choose mk = 1. In order to guarantee the non-negativity of the entropy
production we also need to assume that (pointwisely, in the domain of the functions)
n∑
k=1
ωk(~Y , θ)gk(̺, ~Y , θ) ≤ 0. (6)
The rest of the functions in system (1)–(4) will be also given functions of the unknowns through
the following constitutive relations.
The viscous part of the stress tensor S is a linear function with respect to the symmetric gradient
of the velocity with density dependent viscosity, for the sake of simplicity we use
S(̺,∇u) = 2̺D(u), D(u) = 1
2
(∇u+∇uT ). (7)
The fact that the viscosity depends on the density is in fact physically relevant. Moreover, as
we may easily include also a nonzero bulk viscosity with similar form of the viscosity (it is only
important that both viscosities are bounded from above and below by C(1+ ̺)), our model differs
from the models where the Bresch–Desjardin entropy plays an important role (see [5]); such a model
was studied for chemically reacting mixtures in the evolutionary case in [23] or [33].
The pressure consists of two parts: the cold pressure and the molecular pressure; the latter
(according to the Dalton law) is the sum of partial pressures pk
π = πc + πm = ̺
γ +
n∑
k=1
pk = ̺
γ + ̺θ
n∑
k=1
Yk
mk
with γ > 1 being constant. Note that, similarly as above, for the sake of simplicity, all relevant
physical constants are set to be equal to 1. As we restrict to the case mk = 1, we have simply
π = ̺γ + ̺θ. (8)
Similarly, the specific internal energy
e = ec + em =
1
γ − 1̺
γ−1 + θ
n∑
k=1
cvkYk (9)
and the specific entropy
sk = cvk log θ − log(̺Yk), s =
n∑
k=1
Yksk, (10)
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where cvk is the specific heat at constant volume which is related to the specific heat at constant
pressure by relation cpk = cvk + 1. Further, we introduce the specific enthalpies
hk = cpkθ, (11)
and the Gibbs function for each constituent
gk = hk − θsk, g =
n∑
k=1
Ykgk. (12)
For the diffusion fluxes Fk we assume the Fick law
Fk = −D(̺, θ, ~Y )∇Yk, 0 < ̺D0 ≤ D ≤ C̺ (13)
with D a continuous function. This is one of the assumptions which are quite simplifying, however,
for our approach necessary. Consequently, we have
n∑
k=1
Fk = 0.
The energy flux Q is a sum of two parts
Q = q+
n∑
k=1
hkFk, (14)
the one described by the well-known Fourier law
q = −κ(̺, θ)∇θ, (15)
and the other representing the exchange of heat due to molecular diffusion by the product of specific
enthalpies hk and corresponding diffusion fluxes Fk defined above.
The system is accompanied with the following boundary conditions on ∂Ω, n denotes the outer
normal vector to ∂Ω,
Fk · n = 0, k = 1, . . . , n (16)
Q · n = L(̺, θ)(θ −Θ), (17)
u · n = 0, (18)
n · S(̺,∇u) · τ k + fu · τ k = 0, (19)
with τ k, k = 1, 2, being two linearly independent vectors tangent to ∂Ω, and Θ > 0 representing
the outer temperature. We assume
f ≥ 0, κ, L ∼M(1 + θα), (20)
id est, we assume that the functions κM(1+θα) and
L
M(1+θα) are bounded away from zero and from
above and the functions κ and L at least continuous. Later on, we set α = 3. Note that the
coefficient M is the mean density of the fluid (closely connected to the total mass of the mixture)
and will be assumed throughout this paper sufficiently large. Hence, equivalently to (20), we may
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assume that all quantities behave linearly with respect to the density. Our assumption f ≥ 0
is connected with the assumption in the main theorem that our domain Ω must not be axially
symmetric. In this case for all functions from W 1,p(Ω;R3) satisfying u · n = 0 on the boundary of
Ω the Korn inequality yields
‖u‖1,p ≤ Cp‖D(u)‖p (21)
for arbitrary 1 < p <∞. We may replace the condition on geometric properties of Ω by assuming
that f > 0 and f ∼ M . The proof follows similar lines, only in order to estimate the velocity,
we need to combine the estimates from the entropy and the total energy balance and the proof
becomes slightly more complicated, see also [2] and [3].
Remark 1. Integrating equation (4), by virtue of the boundary conditions (16) and (18), one can
observe that any stationary solution to our system has to satisfy sort of compatibility conditions∫
Ω
ωk
(
~Y (x), θ(x)
)
dx = 0, ∀k = 1, . . . , n. (22)
Then a natural question arises, whether this can be achieved by suitable choice of ~Y , θ for any
admissible choice of ωk. Let us show that it is indeed the case. In view of (12) condition (6) is
reduced to
n∑
k=1
ωk(~Y , θ)
(
cpkθ − cvk log θ + θ log(Yk)
) ≤ 0. (23)
We are able to construct two subsets Xm and Zm of the domain of definition of ωk such that for
m sufficiently large ωk ≥ 0 on Xm and ωk ≤ 0 on Zm. Let us define for fixed δ ∈ (0, 12) and
k ∈ {1, . . . , n}
Xm :=
{
(θ, ~Y ) ∈ Rn+1+ , θ ∈ (δ, δ−1), Yk ≤
1
m
, Yi ∈ (δ, 1 − δ) for i 6= k
}
.
As θ log Yk ≤ −δ logm on Xm we have gk → −∞ for m → +∞, as a matter of fact the other
summands in (23) are bounded. Therefore, ωk has to be non-negative on set Xm. Similarly, on a
set defined by
Zm =
{
(θ, ~Y ) ∈ Rn+1+ , θ ∈ (δ, δ−1), Yk = 1−
n− 1
m
,Yi =
1
m
for i 6= k
}
,
we have
n∑
l=1
ωlgl = ωkgk +
∑
i 6=k
ωi
(
cpiθ − cvi log θ − θ logm
)
≤ 0
ωkgk +
∑
i 6=k
ωi
(
cpiθ − cvi log θ
)
≤ θ logm
∑
i 6=k
ωi.
Since the left-hand side of the last inequality is bounded independently of m, necessarily
∑
i 6=k ωi ≥ 0
and in view of (5) we have ultimately ωk ≤ 0. This shows that ωk changes the sign within its domain
of definition (or is zero on a nontrivial subset), and thus there always exist suitable ~Y and θ such
that condition (22) is satisfied.
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The main point of the preceding remark lies in the fact that by our construction, we do not
need to consider condition (22) in what follows. This condition will appear after the limit passages
ǫ and δ → 0. Note that the situation here is the same as in [13], [25] or [26], where, however, this
problem was not discussed.
In what follows we use standard notation for the Sobolev and Lebesgue spaces with the abbre-
viate notation for their norms over Ω, namely
‖g‖p := ‖g‖Lp(Ω) , ‖g‖k,p := ‖g‖W k,p(Ω) .
Our main assumption, which is in fact crucial in the next considerations, concerns the density.
We restrict ourselves to the case of fluids with high density in comparison to other given data.
More precisely, we will write
̺ =M + r,
∫
Ω
r dx = 0,
1
|Ω|
∫
Ω
̺dx =M,
we define for p > 3 the following norm of the solution
Ξ =Mγ−2 ‖r‖1,p + ‖u‖2,p + ‖θ‖1,p + ‖~Y ‖1,p
and study the solutions with
Ξ≪M. (24)
In particular, due to embedding W 1,p(Ω) →֒ L∞(Ω), we will have M2 < ̺ < M. The existence of
such solutions will be guaranteed provided
M > C0(f ,Θ, ~ω), (25)
where the number C0 on the right-hand side depends only on the given data, see (53).
Different models of mixtures have been recently studied in many papers. Our approach is close
to the model introduced by Giovangigli (see [12]), even though we simplify the quite general model,
not only by considering the Fick law. The book also contains global-in-time existence proof for his
model, however, only in case of small data. Some other (more sophisticated) small data results can
be found in [27] and [28].
Global-in-time solutions for large data are much more difficult to obtain. The first result in this
direction is by Feireisl, Petzeltova´ and Trivisa [10], where also the Fick law was studied. Further
results, for more general diffusion matrix, can be found in [35], [36] and in [21], [22], [23] or in [33].
In the papers, where also the fluid equations are included, the viscosity is similar to the viscosity
studied here. However, here the estimates coming from Bresch–Desjardin entropy play an important
role and therefore the precise form of viscosity which is unfortunately not very relevant from the
point of view of physics must be used. The incompressible limit of these equations were studied
in [11] or in [15].
In this paper we deal with steady solutions. The first studies of models based on the approach
from [12] are [36]. These results were extended in [13], [25], [26] and in [14]. Note also that our
approach is also based on the method of decomposition, developed and successfully used in nineties
to study strong solutions of the compressible Navier–Stokes equations by Novotny´ and Padula,
see [24]. This fact will be hidden here as we can directly use results from [2] and [3] which are
based on this technique and we do not have to prove them here again.
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Last but not least, note that there are many different approaches to models of mixtures, see
e.g. [4], [6] or [29]. The models, where the velocities are studied separately for each constituent are
studied in many papers by Mamontov and Prokudin, see e.g. [17] or [18].
In what follows, we first show a priori estimates for our problem. They indicate the form of the
main result which will be presented at the end of the following section. The last section will be
devoted to the construction of a solution to our problem, i.e. to the proof of our main result.
3 A priori estimates
This section contains the a priori estimates for our system. Note that the following lemma only
indicates in which spaces we should look for solutions; it is even not a rigorous proof of a priori
estimates since we use during the computations the assumption that the ”density perturbation”
r ≪ M which does not follow from the assumptions and must be verified in the following section,
where the solution is constructed.
Lemma 1. Suppose that the quadruple (u, r, θ, ~Y ) is a smooth solution to system (1)–(4) satisfying
boundary conditions (16)–(19). Assume further that the solution lies in the class (24). Then we
have
‖u‖1,2 + ‖θ‖9 + ‖θ‖1,2 + ‖~Y ‖1,2 ≤E(f ,Θ), (26)
‖u‖2,p +Mγ−2 ‖r‖1,p + ‖θ‖1,p + ‖~Y ‖1,p ≤C(f ,Θ, ωk), (27)
with the right-hand sides independent of the solution and M .
Proof. First, we multiply equation (3) by
1
θ
; it yields
S : D(u)
θ
− divQ
θ
=
π(̺, θ) divu
θ
+
div(̺eu)
θ
,
hence by constitutive assumptions (7), (8), (9) and (14) we have
2̺ |D(u)|2
θ
− q · ∇θ
θ2
− div
(Q
θ
)
=
∑n
k=1 hkFk · ∇θ
θ2
+
̺γ divu
θ
+ ̺divu+
̺u · ∇(ec + em)
θ
. (28)
Further, note that
πc divu
θ
+
̺u · ∇ec
θ
=
1
θ
(
̺γ divu+ ̺u · ∇( ̺γ−1
γ − 1
))
=
1
θ
(
̺γ−1̺divu+ ̺γ−1u · ∇̺
)
=
̺γ−1
θ
div(̺u) = 0
and
πm divu
θ
+
̺u · ∇em
θ
= ̺divu+ ̺
n∑
k=1
cvkYku · ∇θ
θ
+ ̺u ·
n∑
k=1
cvk∇Yk. (29)
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Next, by multiplying equation (4) by
gk
θ
, we obtain due to (11)–(12)
div(̺Yku)
hk − θsk
θ
+ divFk
gk
θ
=
̺ωkgk
θ
(30)
which reads
̺u · cpk∇Yk − div(̺Yku)sk + div
(
Fk
gk
θ
)
− Fk · ∇
(gk
θ
)
= ̺ωk
gk
θ
. (31)
Moreover, as cpk = cvk + 1, we have
n∑
k=1
̺u · cpk∇Yk =
n∑
k=1
̺u · cvk∇Yk + ̺u · ∇1 =
n∑
k=1
̺u · cvk∇Yk,
and
n∑
k=1
div(̺uYk)sk = div(̺su)− ̺u
n∑
k=1
Yk · ∇sk.
The last term can be expanded by relation (10) as follows
̺u
n∑
k=1
Yk · ∇sk = ̺u
n∑
k=1
Yk · ∇(cvk log θ − log ̺− log Yk)
= ̺u
n∑
k=1
Yk ·
(
cvk
∇θ
θ
− ∇̺
̺
− ∇Yk
Yk
)
=
∑n
k=1 cvkYk̺u · ∇θ
θ
− u · ∇̺,
where we have used that
∑n
k=1 Yk = 1. Similarly, as
∑n
k=1Fk = 0, we have
−
n∑
k=1
Fk · ∇
(gk
θ
)
= −
n∑
k=1
Fk · ∇
(hk − θsk
θ
)
=
n∑
k=1
Fk · ∇sk =
n∑
k=1
Fk ·
(
cvk
∇θ
θ
− ∇̺
̺
− ∇Yk
Yk
)
=
n∑
k=1
Fk · cvk∇θ
θ
−
n∑
k=1
Fk · ∇Yk
Yk
.
Thus, integrating (31) over Ω yields∫
Ω
div
( n∑
k=1
Fk
gk
θ
− ̺su
)
dx+
∫
Ω
n∑
k=1
Fk · cvk∇θ
θ
dx−
∫
Ω
n∑
k=1
Fk · ∇Yk
Yk
dx
=
∫
Ω
u · ∇̺dx−
∫
Ω
n∑
k=1
̺u · cvk∇Yk dx−
∫
Ω
∑n
k=1 cvkYk̺u · ∇θ
θ
dx+
∫
Ω
n∑
k=1
̺ωk
gk
θ
dx,
while the integrated version of (28) reads∫
Ω
(
2̺ |D(u)|2
θ
− q · ∇θ
θ2
)
dx−
∫
Ω
div
(Q
θ
)
dx
=
∫
Ω
∑n
k=1 hkFk · ∇θ
θ2
dx+
∫
Ω
̺divudx+
∫
Ω
̺u · ∇(θ∑nk=1 cvkYk)
θ
dx.
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We conclude (using the Fourier law (15))
∫
Ω
(
2̺ |D(u)|2
θ
+
κ(̺, θ) |∇θ|2
θ2
)
dx−
∫
Ω
n∑
k=1
Fk · ∇Yk
Yk
dx+
∫
Ω
div
(
−
n∑
k=1
Fksk − ̺su+ κ∇θ
θ
)
dx
=
∫
Ω
n∑
k=1
̺ωk
gk
θ
dx.
Alternatively, we in fact got the entropy balance
∫
Ω
div
(
̺su+
q
θ
+
n∑
k=1
skFk
)
dx =
∫
Ω
σ dx
with σ the entropy production rate
σ =
2̺ |D(u)|2
θ
+
κ(̺, θ) |∇θ|2
θ2
−
n∑
k=1
Fk · ∇Yk
Yk
−
n∑
k=1
̺ωk
gk
θ
.
Thus, by virtue of integrating by parts on the left-hand side we have, due to boundary conditions
(16)–(18),
∫
Ω
(
2̺ |D(u)|2
θ
+
κ(̺, θ) |∇θ|2
θ2
−
n∑
k=1
Fk · ∇Yk
Yk
−
n∑
k=1
̺ωk
gk
θ
)
dx+
∫
∂Ω
L(̺, θ)
Θ
θ
dS
=
∫
∂Ω
L(̺, θ) dS,
and due to (6), (13) and (20)
∫
Ω
( |D(u)|2
θ
+ |∇ log θ|2 + θα−2 |∇θ|2 +
n∑
k=1
|∇Yk|2
Yk
)
dx+
∫
∂Ω
(1
θ
+ θα−1
)
dS ≤ C
∫
∂Ω
θα dS.
(32)
Moreover, θα−2 |∇θ|2 =
∣∣∣θ α2−1∇θ∣∣∣2 = ∣∣∣ 2α∇(θ α2 )∣∣∣2, hence
‖θ‖α3α =
∥∥∥θα/2∥∥∥2
6
≤ C
∥∥∥θα/2∥∥∥2
1,2
≤ C
(∥∥∥∇(θα/2)∥∥∥2
2
+
∫
∂Ω
θα dS
)
≤ C ‖θ‖αLα(∂Ω) ,
and (see (21))
‖u‖1, 6α
3α+1
≤ C‖D(u)‖ 6α
3α+1
≤ C
∥∥∥∥D(u)√
θ
∥∥∥∥
2
∥∥∥√θ∥∥∥
6α
≤
∥∥∥∥D(u)√
θ
∥∥∥∥
2
‖θ‖1/23α ≤ C ‖θ‖
α
2
+ 1
2
Lα(∂Ω) .
Furthermore, we have the total energy balance∫
∂Ω
(
L(̺, θ)(θ −Θ) + f |u|2) dS = ∫
Ω
̺f · udx,
9
hence ∫
∂Ω
θα+1 dS ≤ C
(∫
Ω
f · udx+
∫
∂Ω
θαΘdS
)
,
which yields ∫
∂Ω
θα+1 dS ≤ C( ‖f‖ 6α
5α−1
‖u‖ 6α
3α+1
+ ‖θ‖αLα+1(∂Ω) ‖Θ‖Lα+1(∂Ω)
)
. (33)
Therefore, combining inequalities (32) and (33) we conclude
‖u‖26α
α+1
≤ C ‖u‖21, 6α
3α+1
≤ C( ‖f‖2 6α
5α−1
+ ‖Θ‖α+1
Lα+1(∂Ω)
)
. (34)
Further, from (33) we also have∫
∂Ω
θα+1 dS ≤ C( ‖f‖2 6α
5α−1
+ ‖Θ‖α+1
Lα+1(∂Ω)
)
which yields
‖θ‖α3α + ‖∇(θ
α
2 )‖22 ≤ C
( ‖f‖2 6α
5α−1
+ ‖Θ‖α+1
Lα+1(∂Ω)
) α
α+1 . (35)
In particular, taking α = 3
‖u‖29/2 ≤ C
( ‖f‖29/7 + ‖Θ‖4L4(∂Ω) ) (36)
as well as
‖θ‖39 + ‖∇θ
3
2 ‖22 ≤ C
( ‖f‖ 329/7 + ‖Θ‖3L4(∂Ω) ). (37)
Besides, we can go back to the momentum equation, and test it by the velocity field to get
M ‖∇u‖22 +M‖u‖2L2(∂Ω) ≤ C
∫
Ω
(∇(̺θ) · u+ ̺f · u) dx ≤ C ‖̺‖∞ (‖θ‖2 ‖divu‖2 + ‖f‖6/5 ‖u‖6),
‖u‖21,2 ≤ C(Θ, f). (38)
Therefore, there exists a constant E dependent only on given data, such that (recall that 0 ≤ Yk ≤ 1)
‖u‖1,2 + ‖θ‖9 + ‖θ‖1,2 + ‖~Y ‖1,2 ≤ E (39)
and the first part of the estimates is proved.
In order to improve the regularity we use the method of decomposition in the same way as for the
case of single-component fluid in [2] and [3]. Here, we use the fact that the momentum equation
is influenced by the chemical reactions only through the temperature involved in the pressure.
Otherwise, all the other terms in the momentum equation are identical to the single-component
case, and thus can be treated exactly in the same way. This yields (cf. [3, Lemma 2.1, p. 268]),
‖u‖2,p +Mγ−2 ‖r‖1,p ≤ C
(‖f‖p + ‖∇θ‖p). (40)
Let us now estimate the first gradient of the temperature. The equation for the internal energy
can be rewritten in the form
− div(κ(̺, θ)∇θ) = S : ∇u− πm divu− ̺u · ∇em − div( n∑
k=1
θcpkFk
)
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and by regularity of this elliptic equation, see [9], we get
M ‖θ‖1,p ≤ C
(
M ‖θ −Θ‖W−1/p,p(∂Ω) + ‖S : ∇u‖ 3p
3+p
+ ‖πm divu+ ̺u · ∇em‖ 3p
3+p
+
∥∥∥ n∑
k=1
θcpkFk
∥∥∥
p
)
which yields
‖θ‖1,p ≤ C
(
‖θ −Θ‖W−1/p,p(∂Ω) + ‖∇u‖26p
3+p
+ ‖θ divu‖ 3p
3+p
+ ‖u · ∇θ‖ 3p
3+p
+
n∑
k=1
(
‖uθ · ∇Yk‖ 3p
3+p
+
1
M
‖θFk‖p
))
.
Note that to prove the estimates, we write div
(
κ(̺, θ)∇θ) = div(M(1+ θ3)∇θ)+div(r(1+ θ3)∇θ)
and use [3, Lemma A.2 and Lemma A.3] together with the assumption that ‖r‖∞ ≪ M (this
assumption has already been used once, in order to obtain (40)).
Let us estimate the terms on the right-hand side of the preceding inequality. We need to carefully
interpolate between estimates coming from the entropy balance and the higher order norms. Using
the Ho¨lder and the Gagliardo–Nirenberg interpolation inequalities we obtain
‖∇u‖26p
3+p
≤ C ‖∇u‖
6p−6
5p−6
2 ‖u‖
4p−6
5p−6
2,p ≤ C ‖u‖
4p−6
5p−6
2,p , (41)
‖θ divu‖ 3p
3+p
≤ C ‖θ‖9 ‖∇u‖ 9p
9+2p
≤ C ‖θ‖9 ‖∇u‖1−t2 ‖u‖t2,p , (42)
‖u∇θ‖ 3p
3+p
≤ C ‖u‖6 ‖∇θ‖ 6p
6+p
≤ C ‖u‖1,2 ‖∇θ‖1−t
′
2 ‖∇θ‖t
′
p (43)
with t < 1 and t′ < 1. As also 4p−65p−6 < 1, these three terms can be put directly to the left-hand side
by means of the Young inequality. Further, we will use
‖u‖∞ ≤ C ‖u‖1−r6 ‖u‖r2,p ‖θ‖∞ ≤ C ‖θ‖1−s9 ‖θ‖s1,p ,
where r =
p
5p− 6 and s =
p
4p − 9 . Thus,
‖uθ · ∇Yk‖ 3p
3+p
≤ ‖u‖∞ ‖θ‖9 ‖∇Yk‖ 9p
9+2p
≤ C ‖u‖r2,p ‖∇Yk‖ 9p
9+2p
. (44)
For 3 < p ≤ 185 we have 9p9+2p ≤ 2 and therefore, we can put the term to the left-hand side.
Otherwise, we interpolate
‖∇Yk‖ 9p
9+2p
≤ C ‖∇Yk‖1−ς2 ‖∇Yk‖ςp
with ς =
5p − 18
9p − 18 . Similarly,
‖θFk‖p ≤ ‖θ‖∞ ‖Fk‖p ≤ C ‖θ‖s1,p ‖Fk‖p .
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Summing up the previous estimates yields
‖θ‖1,p ≤ C(f ,Θ)
(
1 + ‖∇Yk‖
5p−6
4p−6
5p−18
9p−18
p +
1
M
‖Fk‖
4p−9
3p−9
p
)
. (45)
Further, note that
M ‖∇Yk‖p ≤ C ‖Fk‖p
and
5p− 6
4p− 6
5p− 18
9p− 18 <
4p− 9
3p− 9 for any p >
18
5
,
whence
‖θ‖1,p ≤ C(f ,Θ)
(
1 +
1
M
‖Fk‖
4p−9
3p−9
p
)
. (46)
Therefore, it remains to bound Fk. Equation (4) reads
divFk = ̺ωk − div(̺u · Yk),
and we can estimate (we use again that ‖r‖∞ ≪ M ; note also that we work with solutions such
that 0 ≤ Yk ≤ 1, k = 1, 2, . . . , n)
‖∇Yk‖p ≤ C
(‖ωk‖p + ‖u‖p) ≤ C(1 + ‖u‖q2,p) ≤ C(1 + ‖θ‖q1,p) (47)
for p > 6, while
‖∇Yk‖p ≤ C (48)
for 3 < p ≤ 6, where we used
‖u‖p ≤ ‖u‖1−q6 ‖u‖q2,p with q =
p− 6
5p− 6
for p > 6. Hence, by virtue of the Young inequality we obtain
1
M
‖Fk‖p ≤ C ‖∇Yk‖p ≤ C
(
1 + ‖θ‖
p−6
5p−6
1,p
)
(49)
if p > 6, while
1
M
‖Fk‖p ≤ C (50)
if 3 < p ≤ 6. Together with inequality (46) this yields
‖θ‖1,p ≤ C (51)
if 3 < p ≤ 6, while
‖θ‖1,p ≤ C(f ,Θ, ω)
(
1 + ‖θ‖
4p−9
3p−9
p−6
5p−6
1,p
)
(52)
for p > 6. However,
4p − 9
3p − 9
p− 6
5p− 6 < 1 for all p > 6.
Therefore, we can conclude
‖u‖2,p +Mγ−2 ‖r‖1,p + ‖θ‖1,p + ‖~Y ‖1,p ≤ C(f ,Θ, ~ω). (53)
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The last estimate of the solutions determines the class within which we search for the solution,
thus we are ready to formulate our main result.
Theorem 1. Let γ > 1. Let Ω ⊂ R3 be a C2 bounded domain which is not axially symmetric. Let
p > 3, f ∈ Lp(Ω), Θ0 ∈ W 1−1/p,p(∂Ω), Θ0 ≥ T0 > 0 a.e. on ∂Ω, ~ω ∈ L∞(Ω;Rn). Then there
exists M0 sufficiently large with respect to ‖f‖p, ‖~ω‖∞ ‖Θ‖W 1−1/p,p(∂Ω) in the sense of condition
(25) such that for any M ≥M0, where M = 1Ω
∫
Ω ̺dx is the average of the density, there exists a
strong stationary solution to the system (1)–(19). Moreover, it possesses the regularity (̺,u, θ, ~Y ) ∈
W 1,p(Ω)×W 2,p(Ω;R3)×W 2,p(Ω)×W 2,p(Ω;Rn).
Note that the preceding computations were rather instructive, they do not provide any proof
of the result. Moreover, we used the assumption that ‖r‖∞ ≪M which was not guaranteed above
and must be shown independently while proving the theorem.
4 Construction of the solutions
In contrast to the single-constituted fluid case studied in [2] or [3], we are not able to deduce here
the comparison principle for the temperature. Therefore, inspired by previous works on compress-
ible mixtures and in order to guarantee the non-negativity of temperature as well as the specific
concentrations, we introduce two approximation parameters ǫ, δ > 0. At the first stage we search
rather for the logarithms than for the quantities themselves.
For the construction of the solutions we will use the homotopy argument due to Leray and
Schauder from their celebrated paper [16]. It states that a family of mappings Fλ on a Banach
space X has at least one fixed point for each value of λ ∈ [0, 1], as soon as the following three
conditions are satisfied:
1. For λ = 0 the existence and uniqueness of the fixed point is guaranteed.
2. Mapping Fλ: X → X is continuous and compact for each λ ∈ [0, 1], and depends continuously
on λ.
3. We have uniform a priori bounds on the fixed points of Fλ, id est, on solutions to Fλ(x) = x
for any λ ∈ [0, 1].
We set in our situation
X = {(u, θ, ~Y ),u ∈W 1,∞(Ω;R3); θ, log θ ∈W 1,∞(Ω); ~Y , {log Yk}nk=1 ∈W 1,∞(Ω;Rn)}.
For fixed ǫ and δ positive we will aim to apply the theorem on the family
Fλ : (u, θ, ~Y ) 7→ (u, θ, ~Y )
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with Fλ being a solution operator of the following system
div(̺u) = 0, (54)
λ̺u · ∇u− div S(̺,∇u) +∇π(̺, λ θ
g(‖θ‖1,p)
)
= ̺f , (55)
− div
(δ + θ
θ
κλ∇θ
)
= S(̺,∇u) : ∇u
−λ̺ θ
g(‖θ‖1,p)
divu− λ̺u · ∇e˜m(̺, θ, ~Y )− λdiv
( n∑
k=1
θcpkFkλ
)
, (56)
λ
̺u · ∇Yk
g(‖θ‖1,p)
+ div
(
Fkλ
)
= λ̺ωk
(
~Y , θ
)− ǫ log Yk−δYk + δ
n
, k = 1, 2, . . . , n, (57)
where
g(‖θ‖1,p) = max
{
1,
‖θ‖1,p
C0
}
with C0 defined in (53),
e˜m(̺, θ, ~Y ) =
θ
∑n
k=1 cvkY k
g(‖θ‖1,p)
, (58)
and the corresponding boundary conditions
Fkλ · n = 0, k = 1, 2, . . . , n, (59)
−δ + θ
θ
κλ∇θ · n = Lλ(̺, θ)(θ −Θ) + ǫ log θ, (60)
u · n = 0, (61)
n · S(̺,∇u) · τ l + fu · τ l = 0, l = 1, 2, (62)
where we have denoted κλ = κ0M(1 + θ
3) + λ(κ(̺, θ)− κ0M(1 + θ3)), Dλ = D0M + λ(D−D0M),
and similarly for Lλ = L0M(1 + θ
3) + λ(L− L0M(1 + θ3)) (L0 and D0 are positive numbers),
Fkλ = −
(
Dλ(̺, θ, ~Y ) +
ǫ
Yk
)
∇Yk.
As mentioned above, we need to reformulate the problem in terms of logarithms of temperature
and concentrations, this reads
div(̺u) = 0, (63)
λ̺u · ∇u− div S(̺,∇u) +∇π(̺, λ ez
g(‖ez‖1,p)
)
= ̺f , (64)
− div
(
(δ + ez)κλ∇z
)
= S(̺,∇u) : ∇u
−λ̺ e
z
g(‖ez‖1,p) divu− λ̺u · ∇e˜m
(
̺, ez, e~w
)− λdiv( n∑
k=1
ezcpkFkλ
)
,
(65)
ǫwk − div
((
Dλe
wk + ǫ
)
∇wk
)
= − λ̺u · ∇e
wk
g(‖ez‖1,p) + λ̺ωk
(
e~w, ez
)− δewk + δ
n
, (66)
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k = 1, 2, . . . , n, with corresponding boundary conditions
−
(
Dλe
wk + ǫ
)
∇wk · n = 0, k = 1, 2, . . . , n, (67)
−(δ + ez)κλ∇z · n = Lλ(̺, ez)(ez −Θ) + ǫz, (68)
u · n = 0, (69)
n · S(̺,∇u) · τ l + fu · τ l = 0, l = 1, 2. (70)
For λ = 0 the system reduces to
div(̺u) = 0, (71)
− div S(̺,∇u) +∇π(̺, 0) = ̺f , (72)
− div
(
(δ + ez)κ0M(1 + e
3z)∇z
)
= S(̺,∇u) : ∇u, (73)
− div
((
D0Me
wk + ǫ
)
∇wk
)
+ ǫwk + δe
wk =
δ
n
, k = 1, 2, . . . , n (74)
with boundary conditions
−
(
D0Me
wk + ǫ
)
∇wk · n = 0, k = 1, 2, . . . , n, (75)
−(δ + ez)(1 + e3z)κ0M∇z · n = L0M(1 + e3z)(ez −Θ) + ǫz, (76)
u · n = 0, (77)
n · S(̺,∇u) · τ l + fu · τ l = 0, l = 1, 2. (78)
4.1 Properties of F0
We start with the study of the case λ = 0. We first show existence and uniqueness of the solution
to this problem (it is also the fixed point here), then we verify that for suitably chosen constants
E and Cf the solution belongs to the balls defined below.
The existence and uniqueness of fixed point for equations (71)–(72) with boundary conditions
(77)–(78) follows from our previous works. For the reader’s convenience we recall the corresponding
Lemma 3.1 from [3]. We use below the present notation.
Lemma 2. Let Ω ∈ C2 be a bounded domain in R3 which is not axially symmetric. Let 3 < p <∞.
Then there exist constants Cf , E and M0 > Cf dependent only on the given data, such that for any
M larger than M0 problem (71)–(72) with boundary conditions (77)–(78) admits a unique solution
(r,u) in the class Mr ×Mu ∩W 2,p(Ω;R3) where
Mu =
{
f ∈W 1,∞(Ω;R3), f · n = 0 on ∂Ω,∥∥∇f∥∥
2
≤ E, ‖∇f‖∞ + ‖f‖∞ ≤ Cf
}
,
Mr =
{
f ∈W 1,p(Ω),
∫
Ω
f dx = 0, Mγ−2(‖f‖∞ + ‖∇f‖p) ≤ Cf
}
.
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In addition to the above defined subsets of function spaces we further define
Mθ =
{
f ∈W 1,p(Ω), ‖f‖
3
2
9 + ‖∇|f
3
2 |‖2 ≤ E, ‖f‖1,p ≤ Cf
}
,
M~Y =
{
~f ∈W 1,p(Ω;Rn), ‖~f‖1,2 ≤ E, ‖∇~f‖p ≤ Cf , k = 1, . . . , n
}
,
where Cf and E depend only on the given data Ω, p, f , Θ.
We now look for existence of solutions to (73) and (74) with the corresponding boundary
conditions (or, equivalently, equations (56) and (57) with the corresponding boundary conditions
and λ = 0). Note that these solutions (together with u) are in fact the fixed points of F0.
We first consider (74) with the corresponding boundary conditions (75). We apply the method
of the Kirchhoff transform. We fix k ∈ {1, 2, . . . , n} and define
h(x) = D0Me
x + ǫ, H(wk) =
∫ wk
0
h(x) dx
and set Wk = H(wk). Then (74) with the boundary conditions (75) transforms into
−∆Wk + ǫH−1(Wk) + δeH−1(Wk) = δ
n
∂Wk
∂n
= 0.
(79)
Note that H(y) ∼ εy for y ≪ −1, H(y) ∼ ǫy + 1 for y close to 0 and H(y) ∼ ey for y ≫ 1 and
note that H(·) is increasing in R. Therefore also H−1 behaves linearly in R− and near 0 while
H−1(y) ∼ log y for y ≫ 1 and H−1(·) is also increasing in R.
Due to the properties of H and H−1 there exists unique solution to (79) in W 1,2(Ω). Moreover,
it is also not difficult to verify that Wk ∈ W 2,r(Ω) for any 1 ≤ r < ∞. From here, by a simple
bootstrapping argument, we easily obtain that that also wk and e
wk ∈W 2,r(Ω).
In a very similar way we also get that z and ez, where z solves (73) with the boundary condition
(76), belong to W 2,r(Ω) for any 1 ≤ r <∞. Hence we see that the operator F0 is in fact a compact
operator from X to X. The continuity of the operator is trivial.
It remains to show that the constructed solution (and thus also the fixed point) lies within our
class Mθ, and M~Y respectively. This is very simple. As explained above, the functions z and wk
are sufficiently regular. Moreover, we may rewrite the equations for θ := ez and Yk := e
wk . Then
it is straightforward to get the estimates for wk, first by testing the equation by wk and then using
the elliptic regularity, similarly as in the previous section. To conclude, note that we can obtain the
entropy end the total energy identity in a simplified form. To do so, we test the thermal equation
by e−z which gives us∫
Ω
κ0M
δ + ez
ez
(1 + e3z) |∇z|2 dx+
∫
Ω
Me−z |∇u|2 dx
+ L0M
∫
∂Ω
(1 + e3z)e−zΘdS ≤ L0M
∫
∂Ω
(1 + e3z) dS
and denoting θ := ez we get the entropy identity. Next, simply integrating the equation and
summing it with the momentum equation tested by the velocity yields the total energy balance
L0M
∫
∂Ω
(1 + θ3)(θ −Θ)dS + δ
∫
∂Ω
log θ dS =
∫
Ω
̺f · udx.
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Since we control the integral of 1θ over the boundary, there is no problem to estimate the additional
term and we may proceed exactly as in the previous section to show the estimates in lower order
norms (estimates by E). To finish, we use the elliptic regularity to estimate also the Lp-norm of
the temperature gradient. To do so, it is enough to estimate 1M ‖S(̺,∇u) : ∇u‖ 3p
3+p
. It reads
1
M
‖S : ∇u‖ 3p
3+p
≤ C ‖∇u‖26p
3+p
≤ C ‖∇u‖
6p−6
5p−6
2 ‖u‖
4p−6
5p−6
2,p ≤ CE
6p−6
5p−6C
4p−6
5p−6
f
.
Therefore, after possible enlargement of constant Cf , we obtain z ∈ Mθ. To show that ~Y ∈ M~Y ,
where Yk = e
wk , is even simpler.
4.2 Properties of Fλ: well posedness, continuity and compactness
Let us show that the solution operator Fλ is for λ ∈ (0, 1] well-defined, continuous and compact
from X to X. Furthermore, we also need that the fixed points are bounded in this space, but this
will be shown in the next subsection, based on estimates of the fixed points in
Mu ×Mθ ×M~Y .
We start with problem (63)–(64) with the corresponding boundary conditions (61)–(62). We may
again recall the result from [3, Lemma 3.1]
Lemma 3. Let Ω ⊂ R3 be a C2 bounded domain which is not axially symmetric. Let 3 < p <∞.
Then there exist constants Cf , E and M0 > Cf dependent only on the given data, such that for any
M larger than M0 and for any u ∈ Mu, and z, ez ∈ W 1,∞(Ω), λ ∈ (0, 1], problem (63)–(64) with
boundary conditions (61)–(62) admits a unique solution (r,u) in the class Mr×Mu ∩W 2,p(Ω;R3).
Note that it is important here that we may estimate the ”temperature” in Mθ which is a
consequence of the regularization of the equation for the temperature by the presence of the function
g(·).
The unique solvability of problem (65)–(66) with the corresponding boundary conditions follows
similarly as in the previous subsection. We only solve first the equation for wk and then put into
Fkλ the found ~w and solve the equation for z.
The regularity of the solutions to the elliptic equation yields the compactness of the mapping
as the solution lies in W 2,p(Ω) which is compactly embedded into W 1,∞(Ω).
It remains to verify the continuity of the family of operators Fλ, both in λ and, for fixed
λ ∈ [0, 1], from X to X. First, let us show the continuity in λ, more precisely
Lemma 4. The mapping Fλ: (u, θ, Yk) 7→ (u, θ, Yk) is continuous in λ as the operator from [0, 1]
to X.
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Proof. Let us consider λ1, λ2 and the corresponding solutions ui, θi, Yk,i, i = 1, 2.
div(̺iui) = 0 (80)
λi̺iu · ∇ui − div S(̺i,ui) +∇π
(
̺i, λi
θ
g(‖θ‖1,p)
)
= ̺if , (81)
− div
(δ + θi
θi
κλ,i∇θi
)
= S(̺i,ui) : ∇ui
−λi̺i θ
g(‖θ‖1,p)
divui− λi̺iui · ∇e˜m(̺i, θ, Yk)− λi div
( n∑
k=1
θcpkFkλ,i
)
(82)
λi
̺iu · ∇Yk
g(‖θ‖1,p)
+ div
(
Fkλ,i
)
= λi̺iωk
(
Yk, θ
)− ǫ log Yk,i − δYk + δ
n
. (83)
Let us take (80)1–(80)2, multiply by γM
γ−2(r1−r2) and integrate over Ω, this yields after some
integration by parts∫
Ω
γMγ−1(u1 − u2) · ∇(r1 − r2) dx
= γMγ−2
∫
Ω
|r1 − r2|2
2
divu1 + (r1 − r2)(u1 − u2) · ∇r2 + r2(r1 − r2) div(u1 − u2) dx. (84)
Let us further test the difference of equations (81)1–(81)2 by the difference u1 − u2 to obtain
the following terms:
(λ1 − λ2)
∫
Ω
̺1u · ∇u1(u1 − u2) dx ≤ (λ1 − λ2)‖̺1‖∞‖u‖∞‖∇u1‖2‖u1 − u2‖1,2
λ2
∫
Ω
(̺1 − ̺2)u · ∇u1(u1 − u2) dx ≤ λ2‖r1 − r2‖2‖u‖∞‖∇u1‖2‖u1 − u2‖1,2
λ2
∫
Ω
̺2u · ∇(u1 − u2)(u1 − u2) dx = −λ2
∫
Ω
(
̺2 div(u) + u · ∇r2) |u1 − u2|
2
2
dx
∫
Ω
(̺1 − ̺2)∇u1 : ∇(u1 − u2) dx ≤ ‖r1 − r2‖2‖∇u1‖∞‖u1 − u2‖1,2
∫
∂Ω
̺2|u1 − u2|2 dS +
∫
Ω
̺2|∇(u1 − u2)|2 dx ≥ M
2
‖u1 − u2‖21,2
∫
Ω
(̺γ1 − ̺γ2) div(u1 − u2) dx
≤ γMγ−2‖r1 − r2‖2
(
‖r1 − r2‖2‖divu1‖∞ + ‖∇r2‖p‖u1 − u2‖1,2 + ‖r2‖∞‖div(u1 − u2)‖2
)
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(λ1 − λ2)
∫
Ω
̺1
θ
g(‖θ‖1,p)
div(u1 − u2) dx ≤ (λ1 − λ2)‖̺1‖∞‖θ‖2‖u1 − u2‖1,2
λ2
∫
Ω
(r1 − r2) θ
g(‖θ‖1,p)
div(u1 − u2) dx ≤ λ2‖r1 − r2‖2‖θ‖∞‖u1 − u2‖1,2
∫
Ω
(̺1 − ̺2)f · (u1 − u2) dx ≤ ‖r1 − r2‖2‖f‖3‖u1 − u2‖1,2,
where for the difference of the pressures we used (84). This can be combined to get
M‖u1 − u2‖21,2 ≤ C(M)(λ1 − λ2)2 +Mγ−2‖r1 − r2‖22‖divu1‖∞ + C(M2γ−5 +M−1)‖r1 − r2‖22.
The second term on the right-hand side can be estimated by means of the Bogovskii estimates,
namely we test the difference of momentum equations by Φ = B[r1 − r2] yielding estimate for
γMγ−1‖r1 − r2‖22.
We get the following terms:∫
Ω
(λ1 − λ2)ρ1u · ∇u1 ·Φ dx ≤ |λ1 − λ2|M‖u‖3‖∇u1‖2‖r1 − r2‖2
∫
Ω
λ2(r1 − r2)u · ∇u1 ·Φ dx ≤ ‖r1 − r2‖22‖u‖∞‖∇u1‖3
∫
Ω
λ2ρ2u · ∇(u1 − u2) ·Φ dx ≤M‖u‖3‖∇(u1 − u2)‖2‖r1 − r2‖2
∫
Ω
(r1 − r2)∇u1 : ∇Φ dx ≤ ‖r1 − r2‖22‖∇u1‖∞
∫
Ω
ρ2∇(u1 − u2) : ∇Φdx ≤M‖∇(u1 − u2)‖2‖r1 − r2‖2
∫
Ω
γMγ−1(r1 − r2)2 + (r1 − r2)2λ1θ dx ≥Mγ−1‖r1 − r2‖22
∫
Ω
ρ2(λ1 − λ2) θ
g(‖θ‖1,p)
(r1 − r2) dx ≤M |λ1 − λ2|‖θ‖2‖r1 − r2‖2
yielding by virtue of Young’s inequality and the fact that Cf ≪Mγ−1
Mγ−1‖r1 − r2‖22 ≤ CM3−γ
(
(λ1 − λ2)2 + ‖∇(u1 − u2)‖22
)
.
Therefore, we get
M‖u1 − u2‖21,2 ≤ C(M)(λ1 − λ2)2 + C‖u1 − u2‖21,2‖divu1‖∞ + C(M−1 +M3−2γ)‖u1 − u2‖21,2
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and due to choice of M finally
‖u1 − u2‖21,2 + ‖r1 − r2‖22 ≤ C(M)(λ1 − λ2)2.
Since the velocity and the density belong to W 2,p(Ω;R3)×W 1,p(Ω), by interpolation, we get that
‖u1 − u2‖1,∞ ≤ C|λ1 − λ2|α
for some positive α. Next, in a straightforward way, combining energy method and elliptic regu-
larity, we first get from (83)
n∑
k=1
‖ log Yk,1 − log Yk,2‖1,∞ + ‖~Y1 − ~Y2‖1,∞ + ‖~Y1 − ~Y2‖2,q ≤ C|λ1 − λ2|α
for some α > 0 and any q < ∞, and then, using particularly the last estimate (for the second
derivatives) in (82), we also get
‖ log θ1 − log θ2‖1,∞ + ‖θ1 − θ2‖1,∞ ≤ C|λ1 − λ2|α.
This completes the proof of this lemma.
To finish this subsection, we have to show the continuity of the operator Fλ as the operator
from X to X for arbitrary λ ∈ [0, 1]. To do so, we can combine results from [3] (in particular,
Lemma 3.4 and comments below it) with standard elliptic regularity for the equations (56) and
(57) with the corresponding boundary conditions to show that
Lemma 5. The mapping Fλ: (u, θ, Yk) 7→ (u, θ, Yk) is continuous from X to X for any λ ∈ [0, 1].
4.3 Boundedness of fixed points of Fλ
To conclude, we need to show that the possible fixed points of Fλ(.) are bounded in X. Our system
reads (we denote θ = ez, Yk = e
wk)
div(̺u) = 0, (85)
λ̺u · ∇u− div S(̺,u) +∇π(̺, λ θ
g(‖θ‖1,p)
)
= ̺f , (86)
− div(K∇θ) = S : ∇u− λπ˜m(̺, θ) divu− λ̺u · ∇e˜m(̺, θ, Yk)− λdiv( n∑
k=1
θcpkJk
)
, (87)
λ
̺u · ∇Yk
g(‖θ‖1,p) + divJk = λ̺ωk − ǫ log Yk − δYk +
δ
n
, k = 1, . . . , n (88)
with
Jk = −
(
Dλ +
ǫ+ δYk
Yk
)
∇Yk, K = δ + θ
θ
κλ, π˜m(̺, θ) = ̺
θ
g(‖θ‖1,p)
and e˜m as in (58), and boundary conditions
Jk · n = 0, k = 1, 2, . . . , n, (89)
−K∇θ · n = Lλ(̺, θ)(θ −Θ), (90)
u · n = 0, (91)
n · S(̺,∇u) · τ k + fu · τ k = 0. (92)
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Indeed, we have to bound not only θ and ~Y , but also log θ and {log Yk}nk=1. As a by-product
we get that (r,u, θ, ~Y ) are bounded in Mr, Mu, Mθ and M~Y , respectively, independently of λ. In
particular, it will imply that for λ = 1 the function g(‖θ‖1,p) equals to 1, id est, the fixed point is
in fact (after the limit passages ǫ and δ → 0) a solution to our original problem. Moreover, as for ǫ
and λ > 0 we do not know that
∑n
k=1 Yk = 1, we also show now that
∑n
k=1 Yk − 1 = o(δ) provided
ǫ = ǫ(δ), suitable (for our purpose, ǫ = δ3 is enough).
We will closely follow the a priori estimates.
First of all, we deduce from (88) a useful estimate of quantity σY =
∑n
k=1 Yk which we finally
want to be equal 1. We sum the equations for k = 1, . . . , n
λ
̺u · ∇(σY − 1)
g(‖θ‖1,p) − div
(
Dλ(̺, θ, ~Y )∇(σY − 1)
)
− δ∆(σY − 1) + δ(σY − 1)
= λ̺
n∑
k=1
ωk − ǫ
n∑
k=1
log Yk + ǫ
n∑
k=1
∆ log Yk,
and test it by (σY − 1) to get (recall
∑n
k=1 ωk = 0)∫
Ω
(
δ +Dλ(̺, θ, ~Y )
)|∇(σY − 1)|2 dx+ δ ∫
Ω
(σY − 1)2 dx
≤ Cǫ
n∑
k=1
∫
Ω
(
|σY − 1|| log Yk|+ |∇ log Yk||∇(σY − 1)|
)
dx, (93)
yielding
(M + δ) ‖∇(σY − 1)‖22 + δ ‖σY − 1‖22 ≤ C
ǫ2
δ
n∑
k=1
(
‖log Yk‖22 + ‖∇ log Yk‖22
)
. (94)
In particular, we have
‖σY − 1‖21,2 ≤ C
ǫ2
δ2
n∑
k=1
‖log Yk‖21,2 .
We will be able to perform the limits ǫ, δ → 0+ simultaneously. However, we need to guarantee
not only that σY − 1 is bounded, but also that it vanishes in the limit. Therefore, we set for the
rest of the proof1
ǫ = δ3
to get
‖σY − 1‖22 ≤ Cδ4
n∑
k=1
‖log Yk‖21,2 . (95)
Moreover, we obtain (as Yk > 0)
‖Yk‖22 ≤ ‖σY ‖22 ≤ ‖σY − 1‖22 + ‖1‖22 ≤ C
(
1 + δ4
n∑
k=1
‖log Yk‖21,2
)
. (96)
1Actually, any power strictly larger than 2 would work in the same manner.
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Observe also that we have
n∑
k=1
Jk = (Dλ + δ)∇σY + δ3
n∑
k=1
∇(log Yk), (97)
whence due to (94)
∥∥∥ n∑
k=1
Jk
∥∥∥
2
≤M ‖∇σY ‖2 + δ3
n∑
k=1
‖∇(log Yk)‖2 ≤ C
√
Mδ5/2
n∑
k=1
‖log Yk‖1,2 . (98)
Next, we multiply equation (87) by
1
θ
, yielding
2̺ |D(u)|2
θ
+
K |∇θ|2
θ2
− div
(−K∇θ
θ
+
λ
∑n
k=1 hkJk
θ
)
= λ
∑n
k=1 hkJk · ∇θ
θ2
+ λ
̺divu
g(‖θ‖1,p)
+ λ
(̺∑nk=1 cvkYku · ∇θ
g(‖θ‖1,p)θ +
̺u
g(‖θ‖1,p) ·
n∑
k=1
cvk∇Yk
)
, (99)
and equation (88) by
gk
θ
; we obtain, see (11)–(12),
λ
div(̺Yku)
g(‖θ‖1,p)
hk − θsk
θ
+ divJk
gk
θ
= λ
̺ωkgk
θ
− ǫgk log Yk
θ
− δYkgk
θ
+ δ
gk
nθ
. (100)
This identity can be rewritten to
λ
̺u · cpk∇Yk
g(‖θ‖1,p) − λ
div(̺Yku)sk
g(‖θ‖1,p) + div
(
Jk
gk
θ
)
− Jk · ∇
(gk
θ
)
= λ
̺ωkgk
θ
− (cpk − cvk log θ + log ̺+ log Yk)
(
δ
(
Yk − 1
n
)
+ ǫ log Yk
)
. (101)
Further, ∫
Ω
̺u · cpk∇Yk
g(‖θ‖1,p) dx =
∫
Ω
̺u · cvk∇Yk
g(‖θ‖1,p) dx,
λ
n∑
k=1
div(̺uYk)sk
g(‖θ‖1,p) = λ
div(̺su)
g(‖θ‖1,p) − λ
∑n
k=1 cvkYk̺u · ∇θ
g(‖θ‖1,p)θ + λ
σY u · ∇̺
g(‖θ‖1,p) + λ
̺u · ∇σY
g(‖θ‖1,p) ,
and
−
n∑
k=1
Jk · ∇
(gk
θ
)
=
n∑
k=1
Jk · cvk∇θ
θ
−
n∑
k=1
Jk · ∇Yk
Yk
−
n∑
k=1
Jk · ∇̺
̺
.
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Thus, integrated version of (101) reads
∫
Ω
div
( n∑
k=1
Jk
gk
θ
− λ ̺su
g(‖θ‖1,p)
)
dx+
∫
Ω
n∑
k=1
Jkcvk · ∇θ
θ
dx+
n∑
k=1
∫
Ω
(
ǫ| log Yk|2 − Jk · ∇Yk
Yk
)
dx
+
n∑
k=1
∫
Ω
δ
(
1 + (Yk − 1
n
) log Yk
)
dx =
∫
Ω
(
nδ + λ
̺u · ∇σY
g(‖θ‖1,p) + λ
σY u · ∇̺
g(‖θ‖1,p)
)
dx
− λ
∫
Ω
n∑
k=1
̺ucvk · ∇Yk
g(‖θ‖1,p) dx− λ
∫
Ω
∑n
k=1 cvkYk̺u · ∇θ
g(‖θ‖1,p)θ dx+
∫
Ω
n∑
k=1
Jk · ∇̺
̺
dx
+ λ
∫
Ω
n∑
k=1
̺ωk
gk
θ
dx−
∫
Ω
n∑
k=1
(cpk − cvk log θ + log ̺)
(
δ
(
Yk − 1
n
)
+ ǫ log Yk
)
dx, (102)
while integrating (99) gives us
∫
Ω
2̺ |D(u)|2
θ
+
K |∇θ|2
θ2
dx−
∫
Ω
div
(−K∇θ + λ∑nk=1 hkJk
θ
)
dx
= λ
∫
Ω
∑n
k=1 hkJk · ∇θ
θ2
dx+ λ
∫
Ω
̺divu
g(‖θ‖1,p) dx+ λ
∫
Ω
̺u · ∇(θ∑nk=1 cvkYk)
θg(‖θ‖1,p) dx.
We can conclude adding (102) and using the boundary conditions
∫
Ω
2̺ |D(u)|2
θ
+
K |∇θ|2
θ2
dx−
∫
Ω
[ n∑
k=1
Jk · ∇Yk
Yk
+ ǫ| log Yk|2 + δ
(
1 +
(
Yk − 1
n
)
log Yk
)]
dx
+
∫
∂Ω
Lλ
Θ
θ
dS =
∫
∂Ω
Lλ dS +
∫
Ω
n∑
k=1
(cpk − cvk log θ + log ̺)
(
δ
(
Yk − 1
n
)
+ ǫ log Yk
)
dx
+ λ
∫
Ω
(
nδ +
̺(1− σY )
g(‖θ‖1,p) divu
)
dx+
n∑
k=1
∫
Ω
(
λ̺ωk
gk
θ
+ Jk · ∇̺
̺
+ (cpk − cvk)Jk · ∇θ
θ
)
dx,
whence, recalling ǫ = δ3
∫
Ω
2̺ |D(u)|2
θ
+
K |∇θ|2
θ2
dx+ λ
∫
Ω
n∑
k=1
(D + δ)|∇Yk|2
Yk
dx+
∫
∂Ω
Lλ
Θ
θ
dS
+ λ
∫
Ω
n∑
k=1
δ3|∇ log Yk|2 + δ3| log Yk|2 + δ
(
1 + Yk log Yk
)
dx ≤
∫
∂Ω
Lλ dS + λ
∫
Ω
̺(1− σY ) divu
g(‖θ‖1,p) dx
+
∫
Ω
( n∑
k=1
(
(cpk − cvk log θ + log ̺)
(
δ
(
Yk − 1
n
)
+ δ3 log Yk
)
+ Jk · ∇̺
̺
+ Jk · ∇θ
θ
))
dx.
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Let us estimate the lower order terms on the right-hand side of the last inequality. We have using
(95) (recall that g ≥ 1)
λ
∫
Ω
̺(1− σY ) divu
g(‖θ‖1,p) dx ≤ CλM ‖1− σY ‖2 ‖divu‖2 ≤ CλMδ
2
n∑
k=1
‖log Yk‖1,2 ‖divu‖2
≤ CλM2δ ‖divu‖22 + λ
δ3
5
n∑
k=1
‖log Yk‖21,2 . (103)
Similarly for the second term we have
λδ
∫
Ω
(cpk − cvk log θ + log ̺)(Yk − 1
n
) dx ≤ Cλδ(1 + ‖Yk‖2)(1 + ‖ log θ‖2 +M), (104)
and in order to eliminate the term we use for sufficiently small δ, see (96)
‖Yk‖22 ≤ C
(
1 + δ4
n∑
k=1
‖log Yk‖21,2
)
.
Next (recall that due to the construction we know that ̺ ≥ M2 )
λ
∫
Ω
δ3(cpk − cvk log θ + log ̺) log Yk dx ≤ λδ
3
5
‖log Yk‖22 + Cλδ3
(
1 +
∫
Ω
(
log2 θ + log2 ̺
)
dx
)
≤ λδ
3
5
‖log Yk‖22 + Cλδ3
(
M +
∫
Ω
log2 θ dx
)
. (105)
Similarly, due to (98) and the fact that r ∈Mr we obtain
λ
∫
Ω
n∑
k=1
Jk · ∇̺
̺
dx ≤ Cλ‖∇r‖2
M
√
Mδ5/2
n∑
k=1
‖log Yk‖1,2 ≤ λ
Cδ2
M
‖∇r‖22 + λ
n∑
k=1
δ3
5
‖log Yk‖21,2 ,
(106)
λ
∫
Ω
n∑
k=1
Jk · ∇θ
θ
dx ≤ Cλ ‖∇ log θ‖2
√
Mδ5/2
n∑
k=1
‖log Yk‖1,2
≤ Cλδ2M ‖∇ log θ‖22 + λ
δ3
5
n∑
k=1
‖log Yk‖21,2 . (107)
Therefore, due to structural assumptions concerning κλ and Lλ we get after dividing by M∫
Ω
( |D(u)|2
θ
+ |∇ log θ|2 + λθ |∇θ|2 +
n∑
k=1
λ
|∇Yk|2
Yk
)
dx+
∫
∂Ω
(1
θ
+ λθ2
)
dS
+
λ
M
∫
Ω
n∑
k=1
δ3|∇ log Yk|2 + δ3| log Yk|2 + δ
(
1 + Yk log Yk
)
dx ≤ C
∫
∂Ω
(
λθ3 + 1
)
dS
+ Cλ
(
δ +
1
M
∫
Ω
(
δθ + δ3 log2 θ
)
dx+ δ2 ‖∇ log θ‖22 + δM ‖divu‖22 +
δ2
M2
‖∇r‖22
)
, (108)
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where the integral over Ω on the right-hand side can be absorbed by the left-hand side for δ
sufficiently small, the same holds for the term with ∇ log θ. The last two terms are actually small
due to the choice of M and the definition of Mu and Mr respectively. Therefore, we can write
simply
∫
Ω
( |D(u)|2
θ
+ |∇ log θ|2 + λθ |∇θ|2 +
n∑
k=1
λ
|∇Yk|2
Yk
)
dx+
∫
∂Ω
(1
θ
+ λθ2
)
dS
+
λ
M
∫
Ω
n∑
k=1
δ3|∇ log Yk|2 + δ3| log Yk|2 + δ
(
1 + Yk log Yk
)
dx ≤ C
(
λ ‖θ‖3L3(∂Ω) + 1
)
. (109)
In particular
λ ‖θ‖39 ≤ Cλ
∥∥∥θ3/2∥∥∥2
1,2
≤ Cλ
(∥∥∥∇(θ3/2)∥∥∥2
2
+
∫
∂Ω
θ3 dS
)
≤ C
(
λ ‖θ‖3L3(∂Ω) + 1
)
.
Furthermore, we have the total energy balance∫
∂Ω
(
Lλ(̺, θ)(θ −Θ) + f |u|2
)
dS =
∫
Ω
̺f · udx
∫
∂Ω
(
θ + λθ4 + |u|2 ) dS ≤ C(∫
Ω
f · udx+
∫
∂Ω
(1 + λθ3)ΘdS
)
≤ C
(
‖f‖6/5 ‖u‖6 + 1
)
.
(110)
Therefore,
λ ‖θ‖39 ≤ C
(
‖u‖3/46 + 1
)
.
Looking back to the momentum equation, and multiplying by the velocity field yields
M ‖∇u‖22 +M‖u‖2L2(∂Ω) ≤ C
∫
Ω
(
λ
∇(̺θ)
g(‖θ‖1,p) · u+ ̺f · u
)
dx
≤ C ‖̺‖∞
(
λ ‖θ‖2 ‖divu‖2 + ‖f‖6/5 ‖u‖6
) ≤ C(Θ, f)(‖u‖1/46 ‖divu‖2 + 1),
and by Young’s inequality
‖u‖21,2 ≤ C(Θ, f). (111)
Therefore, there exists constant E dependent only on given data and independent of λ and δ such
that
‖u‖1,2+λ ‖θ‖39+λ ‖θ‖1,2+ ‖~Y ‖1,2+ ‖log θ‖21,2+ λ
n∑
k=1
(
δ3 ‖log Yk‖21,2+ δ ‖Yk log Yk‖1
)
≤ E. (112)
The estimate of gradient ~Y independent of λ comes simply from equation (88) tested by Yk and
estimate (96). Furthermore, by (94) we have
λ ‖σY − 1‖21,2 ≤ δCE. (113)
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The rest of the estimates closely follows the a priori approach. We obtain (simply considering λθ
instead of θ)
‖u‖2,p +Mγ−2 ‖r‖1,p ≤ C
(‖f‖p + λ ‖∇θ‖p). (114)
Examining equation (87) we get
M ‖θ‖1,p ≤ C
(
M ‖θ −Θ‖W−1/p,p(∂Ω) + ‖S : ∇u‖ 3p
3+p
+ λ
∥∥∥π˜m(̺, θ) divu+ ̺u · ∇e˜m(̺, θ, ~Yk)∥∥∥ 3p
3+p
+λ
∥∥∥ n∑
k=1
θcpkJk
∥∥∥
p
)
‖θ‖1,p ≤ C
(
‖θ −Θ‖W−1/p,p(∂Ω) + ‖∇u‖26p
3+p
+ λ ‖θ divu‖ 3p
3+p
+ λ ‖u · ∇θ‖ 3p
3+p
+ λ
n∑
k=1
(
‖uθ · ∇Yk‖ 3p
3+p
+
λ
M
‖θJk‖p
))
.
Let us estimate the terms on the right-hand side of the preceding inequality. We need to carefully
interpolate between estimates coming from the entropy balance and the higher order norms. Using
the Ho¨lder and the Gagliardo–Nirenberg interpolation inequalities, we obtain
‖∇u‖26p
3+p
≤ C ‖∇u‖
6p−6
5p−6
2 ‖u‖
4p−6
5p−6
2,p ≤ C ‖u‖
4p−6
5p−6
2,p (115)
λ ‖θ divu‖ 3p
3+p
≤ Cλ ‖θ‖9 ‖∇u‖ 9p
9+2p
≤ Cλ ‖θ‖9 ‖∇u‖1−t2 ‖u‖t2,p (116)
λ ‖u∇θ‖ 3p
3+p
≤ C ‖u‖6 λ ‖∇θ‖ 6p
6+p
≤ C ‖u‖1,2 λ ‖∇θ‖1−t
′
2 ‖∇θ‖t
′
p (117)
with t < 1 and t′ < 1. As also 4p−65p−6 < 1, these three terms can be put directly to the left-hand side
by means of the Young inequality. Further, we will use
‖u‖∞ ≤ C ‖u‖1−r6 ‖u‖r2,p λ ‖θ‖∞ ≤ Cλ ‖θ‖1−s9 ‖θ‖s1,p ,
where r =
p
5p− 6 and s =
p
4p − 9 . Thus,
λ ‖uθ · ∇Yk‖ 3p
3+p
≤ ‖u‖∞ λ ‖θ‖9 ‖∇Yk‖ 9p
9+2p
≤ C ‖u‖r2,p ‖∇Yk‖ 9p
9+2p
. (118)
For 3 < p ≤ 185 we have 9p9+2p ≤ 2 and therefore, we can absorb the term by the left-hand side.
Otherwise, we interpolate
‖∇Yk‖ 9p
9+2p
≤ C ‖∇Yk‖1−ς2 ‖∇Yk‖ςp
with ς =
5p − 18
9p − 18 . Similarly,
λ ‖θJk‖p ≤ λ ‖θ‖∞ ‖Jk‖p ≤ C ‖θ‖s1,p ‖Jk‖p .
Summing up the previous estimates yields
‖θ‖1,p ≤ C(f ,Θ)
(
1 + ‖∇Yk‖
5p−6
4p−6
5p−18
9p−18
p +
1
M
‖Jk‖
4p−9
3p−9
p
)
. (119)
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Further, note that as Yk > 0
M ‖∇Yk‖p + δ3 ‖∇(log Yk)‖p ≤ C ‖Jk‖p (120)
independently of λ, and
5p− 6
4p− 6
5p − 18
9p − 18 <
4p− 9
3p− 9 for any p > 3,
whence
‖θ‖1,p ≤ C(f ,Θ)
(
1 +
1
M
‖Jk‖
4p−9
3p−9
p
)
. (121)
Therefore, it remains to bound Jk. Equation (88) reads
divJk = λ̺ωk − λdiv(̺u · Yk)
g(‖θ‖1,p) − δ
3 log Yk − δYk + δ
n
,
and thanks to the Bogovskii-type estimates we get
1
M
‖Jk‖p ≤ C
(‖ωk‖p + ‖u‖2p ‖Yk‖2p + δ3M−1 ‖log Yk‖p + δM−1 ‖Yk‖p). (122)
Using the following interpolations
‖u‖2p ≤ ‖u‖1−q6 ‖u‖q2,p with q =
p− 3
5p− 6 , ‖Yk‖2p ≤ ‖Yk‖
1−β
6 ‖Yk‖β1,p with β =
p− 3
3p− 6 ,
‖log Yk‖p ≤ ‖log Yk‖1−t
′′
2 ‖log Yk‖t
′′
1,p ‖Yk‖p ≤ ‖Yk‖1−t
′′′
2 ‖Yk‖t
′′′
1,p with t
′′, t′′′ ∈ (0, 1),
we obtain
1
M
‖Jk‖p ≤ C
(
1 + λ ‖θ‖q1,p ‖Yk‖β1,p + δ3M−1 ‖log Yk‖t
′′
1,p + δM
−1 ‖Yk‖t
′′′
1,p
)
(123)
and with (120) in hands together with the Young inequality
1
M
‖Jk‖p ≤ C
(
1 + ‖θ‖
p−3
5p−6
3p−6
2p−3
1,p
)
. (124)
This yields due to (121)
‖θ‖1,p ≤ C(f ,Θ, ω)
(
1 + ‖θ‖
4p−9
3p−9
p−3
5p−6
3p−6
2p−3
1,p
)
. (125)
However,
4p − 9
3p − 9
p− 3
5p− 6
3p− 6
2p− 3 < 1, for all p > 3.
Therefore, we can conclude
‖u‖2,p +Mγ−2 ‖r‖1,p + ‖θ‖1,p + ‖~Y ‖1,p ≤ C(f ,Θ, ωk). (126)
Furthermore, coming back to (88) with estimate (126) available, it is not difficult to verify using
standard elliptic regularity that also ‖~Y ‖2,p is bounded uniformly with respect to λ, ǫ and δ and
{log Yk}nk=1 is bounded in W 2,p uniformly with respect to λ (however, not to ǫ and δ). Using this
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fact, we use (87) and similarly get the bound for θ in W 2,p(Ω) uniformly with respect to λ, ǫ and δ
and of log θ uniformly with respect to λ (but not with respect to ǫ and δ). This finishes the proof of
boundedness of possible fixed points of Fλ uniformly with respect to λ and therefore F1 possesses
at least one fixed point in X. Moreover, the fixed point fulfils
‖u‖2,p +Mγ−2 ‖r‖1,p + ‖θ‖1,p + ‖~Y ‖1,p ≤ C(f ,Θ, ωk) (127)
with the right-hand side independent of M , ǫ and δ. Therefore, for a suitable choice of C0 in the
definition of the function g(·) (and the connected choice of the lower limit of M) we see that the
function g = 1. Finally, using the elliptic regularity, we can also easily that∥∥∇2θ∥∥
p
+ ‖∇2~Y ‖p ≤ C(M, f ,Θ, ωk). (128)
4.4 Proof of the main theorem
It remains to perform the limit passage as δ → 0+; recall that we set ǫ = δ3. The available bounds
(112), (127) and (128) are sufficient to manage all terms, including the nonlinear ones. In particular
from (113) we achieve the condition
∑n
k=1 Yk = 1,
δ3 ‖log Yk‖1,2 ≤ δ3/2E1/2,
thus Yk ≥ 0 and consequently also Yk ≤ 1. Considerations for the other terms are similar and we
skip the details. This completes the proof of our main result.
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