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Abstract
We deal with the following parabolic problem
⎧⎪⎨
⎪⎩
ut −u = |∇u|p + λ u|x|2 + f, u > 0 in Ω × (0, T ),
u(x, t) = 0 on ∂Ω × (0, T ),
u(x,0) = u0(x), x ∈ Ω,
where Ω ⊂ RN , N  3, is a bounded regular domain such that 0 ∈ Ω or Ω = RN , p > 1, λ 0 and f  0,
u0  0 are in a suitable class of functions.
There are deep differences with respect to the heat equation (λ = 0). The main features in the paper are
the following.
• If λ > 0, there exists a critical exponent p+(λ) such that for p  p+(λ), there is no nontrivial local
solution.
• p+(λ) is optimal in the sense that, if p < p+(λ) there exists solution for suitable data.
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2968 B. Abdellaoui et al. / Advances in Mathematics 225 (2010) 2967–3021• If we consider the Cauchy problem, i.e., Ω ≡ RN , we find the same phenomenon about the critical
power p+(λ) as above. Moreover, there exists a Fujita type exponent F(λ) < p+(λ) in the sense that
independently of the initial datum, for 1 < p < F(λ), any solution blows up in a finite time respect to
an integral norm. This is a major difference with respect to the heat equation (λ = 0).
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1. Introduction
This paper deals with the existence and nonexistence of positive solutions to the following
problem: ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ut −u = |∇u|p + λ u|x|2 + f (x, t) in ΩT ≡ Ω × (0, T ),
u(x, t) > 0 in ΩT ,
u(x, t) = 0 on ∂Ω × (0, T ),
u(x,0) = u0(x) if x ∈ Ω,
(1.1)
where Ω is either an open bounded domain in RN such that 0 ∈ Ω , or Ω = RN , N  3, p > 1
and λ > 0. We suppose that f and u0 are positive measurable functions with some hypotheses
that we will specify later.
Problem (1.1) can be seen as a Hamilton–Jacobi equation with a viscosity term, see [17,27,9]
and the references therein. Also in the case λ = 0 and p = 2, this model appears in the physical
theory of growth and roughening of surfaces, where it is known as the Kardar–Parisi–Zhang
equation (see [23]). A modification of the above equation was studied in [10] as a model in
flame propagation. If p = 2 and λ = 0, a general multiplicity result for positive solutions was
proved in [3], where the authors give a direct connection between problem (1.1) and semi-linear
problems with measure data.
Notice that the Hardy potential has mathematical interest in itself because represents a bor-
derline case, but also appears as the linearization of supercritical semi-linear reaction terms, for
instance, in combustion theory. See [28].
For general p > 1 and λ = 0, the model is known as the generalized Kardar–Parisi–Zhang
equation. This model was introduced by Krug and Spohn in [24]. In this last case, existence
results are obtained in [22] and [9], for the Cauchy problem (Ω = RN ) and for regular initial
data u0 and f ≡ 0.
One of the main contributions of this work is to show that there exists an optimal power
p+(λ), depending only on λ and N , such that if p  p+(λ) there is no nontrivial local solution,
even in the distributional sense. On the contrary if p < p+(λ) there exist positive solutions under
some suitable additional hypotheses on the data, that is, p+(λ) is the optimal power to have local
existence. It is due to this behavior depending on λ that the problem is interesting.
Notice that the nonlinear perturbations of the heat equation that we are considering do not
satisfy the so called sign condition (see [26]). To prove the existence of a solution we use the
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estimates under the presence of the Hardy potential and the lack of monotonicity of the nonlinear
terms. These difficulties force to prove some new comparison properties and estimates. We will
use the results on almost everywhere convergence of the gradients obtained in [14] (see too [13]).
The elliptic case was recently studied in [4].
In the second part of the paper we analyze the behavior of the Cauchy problem (Ω = RN ),
which deserves some surprises with respect to the case λ = 0. The paper is organized as follows.
In Section 2 we present some preliminaries and prove results that are used in the next sec-
tions. Section 2.1 is devoted to prove a new maximum principle that seems to be interesting in
itself. The corresponding maximum principle in the Laplace equation was obtained in [5]. The
techniques of the proof in the parabolic case are very different. As a consequence, we obtain
a comparison principle and then a uniqueness result for some approximated problems. In Sec-
tion 2.2 we find a lower estimate for the local behavior of a general supersolution and some a
priori estimates for very weak solutions in the sense of Definition 2.1.
Section 3 deals with the nonexistence of nontrivial local solutions to problem (1.1). Consider
α1 = N − 22 −
((
N − 2
2
)2
− λ
) 1
2
and α2 = N − 22 +
((
N − 2
2
)2
− λ
) 1
2
, (1.2)
the roots of the quadratic equation α2 − (N − 2)α + λ = 0. Such roots give the radial solutions
|x|−α1 , |x|−α2 to the homogeneous problem
−w − λ w|x|2 = 0.
Therefore, as in the elliptic case considered in [4], we define
p+(λ) = 2 + α11 + α1 . (1.3)
We will prove that if p  p+(λ), problem (1.1) has no nontrivial local solution and, as a conse-
quence, we prove complete and instantaneous blow-up for a sequence of approximated problems.
In Section 4 we prove the existence result in bounded domains for p < p+(λ) under some
additional hypotheses on u0 and f . The idea is to use the fact that the associated elliptic problem
has a positive solution. Since the supersolution of the elliptic problem is a supersolution to the
parabolic problem under some hypotheses on the data, then using an iteration argument and the
comparison principle obtained in Section 2.1, we get the existence of a positive solution to the
parabolic problem in an appropriate sense. Whence, p+(λ) is the critical exponent for existence
of positive solutions to problem (1.1).
In Section 5 we analyze the Cauchy problem (5.2), namely Ω = RN , with p < p+(λ) for
which we also find a Fujita type exponent. The study is performed as follows. In Section 5.1
we find a family of subsolutions to (5.2) blowing up in a finite time for 1 < p < F(λ) =
1 + 1
N−α1+1 < p+(λ) in a natural weighted norm. The interval F(λ) < p < p+(λ) is studied
in Section 5.2 where we find a family of supersolutions to problem (5.2) defined for all time
t > 0. With these previous results in hand it is natural to conjecture that F(λ) is really the Fujita
exponent for problem (5.2). To prove that the conjecture is true, we divide the arguments in sev-
eral steps. In Section 5.3 we prove a local in time existence theorem, for a suitable class of initial
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Section 5.2, we obtain that for small initial data and F(λ) < p < p+(λ) there exist global solu-
tions. Section 5.5 is devoted to prove the blow-up respect to a natural norm (Theorem 5.6), that in
particular shows that F(λ) is the Fujita exponent for (5.2). Notice that this is a major difference
with the case of the heat equation (λ = 0) with a gradient term, for which given any p > 1, and
for small initial datum, there exists a global solution, see [22] and the references therein.
Finally Appendix A at the end of the paper is devoted to collect the proofs of some technical
results to do the paper almost self-contained.
2. Preliminaries and tools
Despite the fact that in problem (1.1) weights do not appear in the principal part of the
operator, we will need some properties of weighted Sobolev spaces related to some Caffarelli–
Kohn–Nirenberg inequalities in [15]. In consequence, we begin with some notations and prelim-
inary results about Sobolev spaces that we will use in our work. For γ < N−p
p
, we consider the
weighted Sobolev space D1,pγ (Ω) endowed with the norm
‖φ‖p
D
1,p
γ
=
∫
Ω
(|φ|p + |∇φ|p)|x|−pγ dx,
and D1,p0,γ (Ω), the closure of C∞0 (Ω) with respect to the norm ‖.‖D1,pγ (Ω). Using a Poincaré type
inequality, we know that the space D1,p0,γ (Ω) may be defined as the completion of C∞0 (Ω) with
respect to the Lp(|x|−pγ dx)-norm of the gradient. We recall now the Hardy–Sobolev inequality
in these spaces that we will use systematically in the paper. Suppose 1 <p <N and −∞ < γ <
N−p
p
, then for all u ∈ C∞0 (Ω), we have∫
Ω
|u|p|x|−p(γ+1) dx Λ−1N,p,γ
∫
Ω
|∇u|p|x|−pγ dx, ΛN,p,γ =
(
N − p(γ + 1)
p
)p
. (2.1)
See [16] for the Harnack inequality of the associated parabolic problems. Moreover Λ−1N,p,γ is
optimal and it is not achieved. Hereafter we will denote ΛN ≡ ΛN,2,0.
We define Tk(σ ), the k-truncation function, i.e.
Tk(σ ) =
{
σ, |σ | k,
k sign(σ ), |σ | > k, (2.2)
and
Gk(σ) = σ − Tk(σ ). (2.3)
We will use the concept of very weak solution which, roughly speaking, is the more general
setting for which the equation has a meaning in the distributional sense.
Definition 2.1. Consider the equation
ut −u = |∇u|p + λ u2 + f (x, t) in Ω × (0, T ). (2.4)|x|
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if |u||x|2 ∈ L1loc(ΩT ), |∇u|p ∈ L1loc(ΩT ), f ∈ L1loc(ΩT ) and for all φ ∈ C∞0 (Ω × (0, T )) such that
φ  0, we have that
T∫
0
∫
Ω
(−φt −φ)udx dt  ()
T∫
0
∫
Ω
(
|∇u|p + λ u|x|2 + cf
)
φ dx dt. (2.5)
If u is a very weak super and subsolution, then we say that u is a very weak solution.
Notice that the concepts of very weak subsolution, supersolution and solution are local in
nature. The nonexistence result in this framework is the strongest possible. It is clear that if u is
a very weak supersolution (subsolution) to (1.1) means
u ∈ C((0, T );L1loc(Ω))∩Lp((0, T );W 1,ploc (Ω)).
Assume u a solution to problem (1.1) such that u|x|2 ∈ L1(ΩT ), u ∈ Lp((0, T );W
1,p
0 (Ω)),
f ∈ L1(ΩT ) and u0(x) ∈ L1(Ω), then u can be recovered as a limit of truncated problems.
Indeed, define g(x, t) ≡ |∇u|p + λ u|x|2 + f , thus g ∈ L1(ΩT ). Consider {gn}n∈N ⊂ L1(ΩT ) ∩
L∞(ΩT ), gn → g in L1(ΩT ) and {φn}n∈N ⊂ L1(Ω)∩L∞(Ω), φn → u0 in L1(Ω). Solving the
problems
unt −un = gn in ΩT , un(x,0) = φn(x) in Ω,
u(x, t) = 0 on (x, t) ∈ ∂Ω × (0, T ),
the theory of renormalized solutions provides that un → u and we recall that u ∈ Lq(0, T ;
W
1,q
0 (Ω)), q < max{p, N+2N+1 }, u ∈ C([0, T ],L1(Ω)) and then the relevant fact is that we can
take test functions
φ ∈ L2((0, T );W 1,20 (Ω))∩L∞(Ω × (0, T )).
See for instance [18,12,11] and [30] even for more general operators. The concept of renormal-
ized solution is equivalent in this setting to entropy solution or solutions obtained by approxima-
tions. See, for instance, [29] for a proof of the equivalence of these concepts of solutions.
The previous remarks motivate the strategy to follow in order to solve problem (1.1). We will
consider some truncated problems (for instance, (2.11) below) and then we will obtain uniform
estimates that permit to pass to the limit and find a solution at least in the renormalized, or
entropy, setting.
2.1. Maximum principle and comparison results
We begin by proving a maximum principle that we will use systematically in our work. This
result is the parabolic counterpart of a result for elliptic equations obtained by Alaa and Pierre
in [5]. Moreover, the techniques used in the proof of the parabolic case are absolutely different
to that used in the elliptic case in [5].
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L2r0([0, T ];L2p0(Ω)) where p0, r0 > 1 and N2p0 + 1r0 < 1. Assume that w(x, t) 0 verifies,
(i) w ∈ C((0, T );L1(Ω))∩Lr1([0, T ];W 1,p10 (Ω)), where r1,p1  1 such that N2p1 + 1r1 > N+12 ,(ii) w is a subsolution to problem
⎧⎪⎨
⎪⎩
wt −w  |h||∇w| in ΩT ,
w(x, t) = 0 on ∂Ω × (0, T ),
w(x,0) = 0 in Ω.
(2.6)
Then w ≡ 0.
Proof. Since w ∈ Lr1([0, T ];W 1,p10 (Ω)) with r1,p1  1 such that N2p1 + 1r1 > N+12 , then us-
ing Gagliardo–Nirenberg inequality it follows that w ∈ Lr2([0, T ];Lp2(Ω)) with r2, q2  1
and N2p2 + 1r2 > N2 . As N2p0 + 1r0 < 1, then N2p′0 +
1
r ′0
> N2 . Hence, we choose β > 0 such that
1
β+1 (
N
2p′0
+ 1
r ′0
) > N2 .
We claim that
T∫
0
∫
Ω
wβ−1|∇w|2 dx dt < ∞. (2.7)
For ε > 0, consider m(s) ≡ ( s1+εs )β and define Dε(s) =
∫ s
0 m(y)dy. Using mε(w) as a test
function in (2.6), it follows that
∫
Ω
Dε
(
w(x,T )
)
dx + β
T∫
0
∫
Ω
(
w
1 + εw
)β−1 |∇w|2
(1 + εw)2 dx dt

T∫
0
∫
Ω
(
w
1 + εw
)β
|h||∇w|dx dt.
Using the Young inequality there results
T∫
0
∫
Ω
(
w
1 + εw
)β
|h||∇w|dx dt
 η1
T∫
0
∫
Ω
(
w
1 + εw
)β−1
|∇w|2 dx dt + η2
T∫
0
∫
Ω
|h|2(x, t)wβ+1 dx dt.
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T∫
0
∫
Ω
|h|2wβ+1 dx dt 
T∫
0
(∫
Ω
|h|2p0 dx
) 1
p0
(∫
Ω
wp
′
0(β+1) dx
) 1
p′0
dt

( T∫
0
(∫
Ω
|h|2p0 dx
) r0
p0
dt
) 1
r0
( T∫
0
(∫
Ω
wp
′
0(β+1) dx
) r′0
p′0
dt
) 1
r′0
.
Using the hypothesis on h and the choice of β , it follows that
( T∫
0
(∫
Ω
|h|2p0 dx
) r0
p0
dt
) 1
r0
( T∫
0
(∫
Ω
wp
′
0(β+1) dx
) r′0
p′0
dt
) 1
r′0
< ∞.
By setting ε → 0 and using Fatou’s lemma, we find that
∫
Ω
wβ+1(x, T ) dx + β
T∫
0
∫
Ω
wβ−1|∇w|2 dx dt < ∞,
and then the claim follows.
By the assumption on h, there exists q > 2 such that |h|q ∈ Lr2([0, T ],Lp2(Ω)) and N2p2 +
1
r2
< 1.
Let ψ be the solution to the problem
⎧⎪⎨
⎪⎩
ψt −ψ =
∣∣h(x,T − t)∣∣qψ in ΩT ,
ψ(x, t) = 0 on ∂Ω × (0, T ),
ψ(x,0) = 1 in Ω.
(2.8)
Using the classical parabolic regularity theory (see for instance [25,6]), we obtain that ψ ∈
L∞(ΩT ). Consider ψ1(x, t) = ψ(x,T − t), then ψ1 solves
⎧⎪⎪⎨
⎪⎪⎩
−dψ1
dt
−ψ1 =
∣∣h(x, t)∣∣qψ1 in ΩT ,
ψ1(x, t) = 0 on ∂Ω × (0, T ),
ψ1(x, T ) = 1 in Ω.
(2.9)
Using ( w1+εw )
βψ1 as a test function in (2.6), passing to the limit as ε → 0 and using the estimate
(2.7), it follows that
1
β + 1
∫
wβ+1(x, t)ψ1(x, t) dx + β
t∫ ∫
wβ−1|∇w|2ψ1 dx dsΩ 0 Ω
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β + 1
t∫
0
∫
Ω
wβ+1
(
(−ψ1)t −ψ1
)
dx ds

t∫
0
∫
Ω
|h||∇w|wβψ1 dx ds =
t∫
0
∫
Ω
|h||∇w|wθ1+θ2+θ3ψ1 dx ds,
with θ1 = β−12 , θ2 = β+1q and θ3 = (q−2)(β+1)2q (it is clear that θ1 + θ2 + θ3 = β). Using Young
inequality with θ1, θ2, θ3 and by definition of ψ1 there results
1
β + 1
∫
Ω
wβ+1(x, t)ψ1(x, t) dx + β
t∫
0
∫
Ω
wβ−1|∇w|2ψ1 dx ds
+ 1
β + 1
t∫
0
∫
Ω
wβ+1|h|qψ1 dx ds  η1
t∫
0
∫
Ω
wβ−1|∇w|2ψ1 dx ds
+ η2
t∫
0
∫
Ω
wβ+1|h|qψ1 dx ds + η3
t∫
0
∫
Ω
wβ+1(x, s)ψ1(x, s) dx ds.
Choosing η1 and η2 small, we get
1
β + 1
∫
Ω
wβ+1(x, t)ψ1(x, t) dx  η3
t∫
0
∫
Ω
wβ+1(x, s)ψ1(x, s) dx ds.
Since w  0 and ψ1 > 0 in Ω × (0, t) for t < T , then by Gronwall’s inequality we obtain that
w ≡ 0. 
The above maximum principle implies the following comparison result.
Lemma 2.3 (Comparison principle). Let u, v ∈ C((0, T );L1(Ω)) ∩ Lp((0, T );W 1,p0 (Ω)), for
some p > 1, with |ut −u| ∈ L1(ΩT ) and |vt −v| ∈ L1(ΩT ). Consider a Caratheodory func-
tion H(x, t, s) such that, H(x, t, ·) ∈ C1(RN) for all (x, t) ∈ ΩT with sups∈RN |∇sH(x, t, s)| =
h(x, t) ∈ L2r ([0, T ];L2p(Ω)), for p, r > 1 and N2p + 1r < 1. Assume that u and v verify
{
ut −uH(x, t,∇u)+ f in Ω,
u(x,0) = u0(x) in Ω,
{
vt −v H(x, t,∇v)+ f in Ω,
v(x,0) = v0(x) in Ω,
(2.10)
where f ∈ L1(ΩT ), u0, v0 ∈ L1(Ω) and v0(x) u0(x) in Ω . Then v  u in ΩT .
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J (σ ) = H(x, t, σ∇v + (1 − σ)∇u), σ ∈ [0,1]. By hypothesis, there exists θ ∈ (0,1) such that
H(x, t,∇v)−H(x, t,∇u) = 〈∇sH (x, t, θ∇v + (1 − θ)∇u),∇w〉.
From (2.10), we conclude that w satisfies wt −w  |h(x, t)||∇w| in ΩT . Therefore, applying
Kato type inequality, see Lemma 3.2 in [8], we have
⎧⎪⎨
⎪⎩
w+t −w+ 
∣∣h(x, t)∣∣∣∣∇w+∣∣ in ΩT ,
w+(x, t) = 0 on ∂Ω × (0, T ),
w+(x,0) = 0 in Ω.
By the hypothesis on h and using Lemma 2.2, we conclude that w+ ≡ 0. 
The following consequence will be very useful in the sequel.
Corollary 2.4. Assume u0 ∈ L1(Ω), f ∈ L1(ΩT ) and H(s) = |s|p1+ 1
n
|s|p , p > 1. For n ∈ N con-
sider the problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
unt −un − λan(x)un = |∇un|
p
1 + 1
n
|∇un|p
+ fn in ΩT ,
un(x, t) = 0 on ∂Ω × (0, T ),
un(x,0) = un0(x) if x ∈ Ω,
(2.11)
where an(x) = min{ 1|x|2 , n}, un0 = Tn(u0) and fn = Tn(f ). Then problem (2.11) has a unique
positive solution un. Moreover, un  un+1, for every n ∈ N.
Corollary 2.5. Assume that 1 p < N+2
N+1 and f ∈ L1(ΩT ). Let u,v be two functions such that
u,v ∈ Lp((0, T );W 1,p(Ω)), ut −u,vt −v ∈ L1(ΩT ) and
{
ut −u |∇u|p + f in ΩT ,
u(x,0) = u0(x) in Ω,
{
vt −v  |∇v|p + f in ΩT ,
v(x,0) = v0(x) in Ω, (2.12)
where v  u on ∂Ω × (0, T ), u0, v0 ∈ L1(Ω) and v0(x) u0(x) in Ω . Then v  u in ΩT .
Proof. Consider w = v − u. It is clear that w ∈ Lp((0, T );W 1,p(Ω)), w  0 on ∂Ω × (0, T ),
w0(x)  0 in Ω and wt − w ∈ L1(ΩT ). In order to conclude, it is sufficient to prove that
w+ = 0. We have
wt −w  |∇v|p − |∇u|p in ΩT .
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N+1 < 2, it follows that
⎧⎪⎨
⎪⎩
wt −w  a(x, t)|∇w| in ΩT ,
w  0 on ∂Ω × (0, T ), w0(x) 0 in Ω,
w ∈ Lp(0, T ,W 1,p(Ω)), wt −w ∈ L1(ΩT ),
with a(x, t) p|∇u|p−1 if p > 1 and a(x, t) = 1 if p = 1. Using Kato’s inequality there results
⎧⎪⎨
⎪⎩
(w+)t −w+  a(x, t)|∇w+|,
w+(x,0) = 0 in Ω,
w+ ∈ Lp
(
0, T ,W 1,p(Ω)
)
.
Since p < N+2
N+1 , then a(x, t) ∈ L2r ([0, T ];L2q(Ω)), for q, r > 1 and N2q + 1r < 1. By using the
previous comparison lemma, we conclude that w+ = 0. 
Remark 2.6. As a consequence of Lemma 2.5, if 1 p < N+2
N+1 , then the problem
⎧⎪⎨
⎪⎩
ut −u = |∇u|p in ΩT ,
u = 0 on ∂Ω × (0, T ),
u0(x) = u0 in Ω,
has a unique positive solution u ∈ C([0, T ];L1(Ω))∩Lp((0, T ),W 1,p0 (Ω)). It is worthy to point
out that since α1 <N , then N+2N+1 <p+(λ) where p+(λ) is the critical power given in (1.3).
2.2. Local behavior of a very weak supersolution to problem (1.1)
We begin by analyzing the behavior of any positive solution in a neighborhood of the origin.
The following result is well known (see for instance [1]).
Lemma 2.7. Assume that u is a nonnegative function defined in Ω such that u ≡ 0, u ∈ L1loc(ΩT )
and u|x|2 ∈ L1loc(ΩT ). If u satisfies ut −u−λ u|x|2  0 in D′(ΩT ) with λΛN and Br1(0)Ω ,
then there exists a constant C = C(N, r1, t1, t2) such that for each cylinder Br(0)×(t1, t2)ΩT ,
0 < r < r1,
u C|x|−α1 in Br(0)× (t1, t2),
where α1 is given in (1.3). In particular, for r conveniently small we can assume that u > 1 in
Br(0)× (t1, t2).
We obtain some a priori local integral estimates for a very weak solution to problem (2.4).
Lemma 2.8. Assume that u is a nonnegative very weak supersolution to (2.4), with λΛN and
α1 is as in (1.3), then in each cylinder Br(0)× (t1, t2), with 0 < t1 < t2  T we have:
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t1
∫
Br (0) |∇u|p|x|−α1 dx dt < ∞,
(2) ∫ t2
t1
∫
Br (0)
u
|x|2+α1 dx dt < ∞,
(3) ∫ t2
t1
∫
Br (0) f |x|−α1 dx dt < ∞.
Moreover, if |∇u|p +λ |u||x|2 +f ∈ L1(ΩT ) and u is a solution to problem (1.1) obtained as a limit
of approximations, then
sup
t∈(t1,t2)
∫
Ω
u(x, t)|x|−α1 dx < ∞. (2.13)
Proof. Since u ∈ C((0, T );L1loc(Ω)) ∩ Lp((0, T );W 1,ploc (Ω)), fixed 0 < T1 < t1 < t2 < T2 < T ,
in particular, u ∈ Lp((T1, T2);W 1,p(Br(0))) for all Br(0) ⊂ Ω . Moreover there exists a positive
constant c0 such that u(x, t) c0 for all (x, t) ∈ Br(0)× (T1, T2). Consider w the solution to
⎧⎪⎪⎨
⎪⎪⎩
wt −w = λ w|x|2 + 1 in Br(0)× (T1, T2),
w(x, t) = 0 on ∂Br(0)× (T1, T2),
w(x,T1) = 0 in Br(0),
(2.14)
with λ  ΛN . It is clear that w ∈ L2(0, T ;W 1,20 (Ω)) if λ < ΛN and w ∈ L2(0, T ;H(Ω)) if
λ = ΛN , where H(Ω) is the Hilbert space defined as the completion of C∞0 (Ω) with respect to
the norm
‖φ‖H(Ω) =
(∫
Ω
(
|∇φ|2 −ΛN φ
2
|x|2
)
dx
) 1
2
. (2.15)
See [2] for a justification that (2.15) is a norm.
According to Lemma 2.7, there exists a constant C = C(N, r1, T1, T2) such that w  C|x|−α1
in Br(0)× (T1, T2). Then w(x, t) = w(x,T2 + T1 − t) satisfies
⎧⎪⎪⎨
⎪⎪⎩
−wt −w = λ w|x|2 + 1 in Br(0)× (T1, T2),
w(x, t) = 0 on ∂Br(0)× (T1, T2),
w(x,T2) = 0 in Br(0).
It is clear that w(x, t) C|x|−α1 in Br(0)× (t1, t2).
Let us consider the sequence {un} of solutions to the approximated problems,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
unt −un = |∇u|
p
1 + 1
n
|∇u|p + λ
un
|x|2 + Tn(f ) in Br(0)× (T1, T2),
un(x, t) = 0 on ∂Br(0)× (T1, T2),
u (x,T ) = c in B (0).
(2.16)n 1 0 r
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follows that un  un+1 and un  u, ∀n ∈ N.
Taking w as a test function in (2.16), we find
T2∫
T1
∫
Br(0)
un dx dt =
T2∫
T1
∫
Br (0)
|∇u|p
1 + 1
n
|∇u|p w dx dt +
T2∫
T1
∫
Br(0)
Tn(f )w dx dt.
Hence passing to the limit as n → ∞ and using Fatou’s lemma we obtain
T2∫
T1
∫
Br(0)
|∇u|pw dx dt < ∞ and
T2∫
T1
∫
Br (0)
fw dx dt < ∞.
Taking into account the lower estimate of w near the origin given by Lemma 2.7, there results
t2∫
t1
∫
Br(0)
|∇u|p |x|−α1 dx dt < ∞ and
t2∫
t1
∫
Br (0)
f |x|−α1 dx dt < ∞.
To get the estimate on the term u|x|2+α1 , consider vn the solution to⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vnt −vn = |∇u|
p
1 + 1
n
|∇u|p + λ
Tn(u)
|x|2 + f in Br(0)× (T1, T2),
vn(x, t) = 0 on ∂Br(0)× (T1, T2),
vn(x,T1) = c0 if x ∈ Br(0).
(2.17)
It is clear that {vn} is an increasing sequence on n such that vn  u. Hence taking again
w as a test function in (2.17) and using the same computation as above, it follows that∫ t2
t1
∫
Br(0)
u
|x|2+α1 dx dt < ∞.
We prove now estimate (2.13). Fixed t1, t2 such that (t1,2t2) ⊂ (0, T ), let ϕ be the solution to
the following elliptic problem ⎧⎨
⎩
−ϕ = λ ϕ|x|2 + 1 in Ω,
ϕ(x) = 0 on ∂Ω.
(2.18)
It is clear that ϕ  C|x|−α1 in Br(0). Taking (2t2 − t)ϕ as a test function in (2.17) and integrating
in Ω × (t,2t2) with t1 < t < t2, it follows that
−(2t2 − t)
∫
Ω
vn(x, t)ϕ dx +
2t2∫
t
∫
Ω
vn(x,σ )ϕ dx dσ +
2t2∫
t
∫
Ω
(2t2 − σ)u(x,σ )
(
λϕ
|x|2 + 1
)
dx dσ
=
2t2∫ ∫ ( |∇u|p
1 + 1
n
|∇u|p + λ
Tn(u)
|x|2
)
(2t2 − σ)ϕ dx dσ + c
2t2∫ ∫
f (2t2 − σ)ϕ dx dσ.t Ω t Ω
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2t2
2t2∫
t1
∫
Ω
un(x,σ )
(
λϕ
|x|2 + 1
)
dx dσ  (2t2 − t)
∫
Ω
u(x, t)ϕ dx
 c(2t2 − t)
∫
Br(0)
un(x, t)|x|−α1 dx.
Thus by letting n → ∞ and using (3), we conclude that
∫
Br (0)
u(x, t)|x|−α1 dx  t2
(2t2 − t)
2t2∫
t1
∫
Ω
u(x,σ )
(
c|x|−α1−2 + 1)dx dσ  C for all t ∈ (t1, t2).
Then (2.13) follows. 
Remark 2.9.
(1) The estimates obtained in Lemma 2.8 will be used in the next section.
(2) We point out that (2.13) gives the natural norm to study nontrivial blow-up results.
Fixed n ∈ N, we will consider for each k ∈ N, the truncated problems
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vkt −vk = λTn
(
1
|x|2
)
vk + |∇vk|
p
1 + 1
k
|∇vk|p
+ f in Ω1 × (0, T ),
vk(x, t) = 0 on ∂Ω1 × (0, T ),
vk(x,0) = Tn(u0) if x ∈ Ω1,
(2.19)
where Ω1 ⊂ RN is a bounded domain, λ  ΛN , u0 ∈ L1(Ω1) and f ∈ L∞(Ω1 × (0, T )). By
the comparison Lemma 2.3 and classical estimates for the heat equation, problem (2.19) has a
unique weak solution.
Lemma 2.10. Assume that λ ΛN and f ∈ L∞(ΩT ). Let Ω1 be a bounded domain such that
0 ∈ Ω1 Ω , then there exists un a minimal solution to the problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
unt −un = λTn
(
1
|x|2
)
un + |∇un|p + f in Ω1 × (0, T ),
un(x, t) = 0 on ∂Ω1 × (0, T ),
un(x,0) = Tn(u0) if x ∈ Ω1.
(2.20)
Moreover if u˜ ∈ C([0, T );L1loc(Ω)) is a very weak supersolution to (2.4) in Ω × (0, T ) with
u0(x) u˜(x,0), then un  un+1  u˜ almost everywhere.
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using Lemma 2.3 we find that vk  vk+1 and vk  u˜ for every k. Since an(x) = Tn( 1|x|2 ) ∈
L∞(Ω1 × (0, T )), then using standard arguments (see for instance [19] and the references
therein) there exists un such that vk ⇀ un weakly in L2(0, T ;W 1,20 (Ω1)). Therefore we conclude
that un ∈ L2(0, T ;W 1,20 (Ω1)) ∩ C([0, T ],L2(Ω1)), un  u˜ a.e. and un solves (2.20). Moreover,
by construction and by Lemma 2.3, we conclude that un is minimal and the same argument shows
that un  un+1  u˜. 
Corollary 2.11. Let u˜ ∈ C([0, T );L1loc(Ω)) be a very weak supersolution to (2.4), then under the
hypotheses of Lemma 2.10, there exists a positive function u defined in Ω1 × (0, T ) such that
u ∈ L∞(0, T ;L1(Ω1)), |u||x|2 ∈ L1(Ω1 × (0, T )), |∇u|p ∈ L1loc(Ω1 × (0, T )) and
T∫
0
∫
Ω1
u(−ϕt −ϕ)dx dt −
T∫
0
∫
Ω1
λ
uϕ
|x|2 dx dt

T∫
0
∫
Ω1
|∇u|pϕ dx dt +
T∫
0
∫
Ω1
f ϕ, ∀ϕ ∈ C∞0 (ΩT ), ϕ  0.
Moreover, if un is the minimal solution to problem (2.20) in Ω1 × (0, T ) then,
(1) un ↑ u u˜, a.e. in Ω1 × (0, T ), and in L1(Ω1 × (0, T ), dx dt).
(2) an(x)un ↑ u|x|2 a.e. and in L1(Ω1 × (0, T ), dx dt).
(3) For all t ∈ [0, T ],
(a) limn→∞
∫
Ω1
un(x, t) dx =
∫
Ω1
u(x, t) dx 
∫
Ω1
u˜(x, t) dx < +∞,
(b) limn→∞
∫
Ω1
an(x)un(x, t) dx =
∫
Ω1
u(x,t)
|x|2 dx 
∫
Ω1
u˜(x,t)
|x|2 dx < +∞.
(4) ∇un → ∇u a.e. and |∇Tmun| → |∇Tmu| in L1(Ω1 × (0, T ),φ dx dt), ∀m> 0.
(5) ∫ T0 ∫Ω1 |∇u|pφ dx dt  lim infn→∞ ∫ T0 ∫Ω1 |∇un|pφ dx dt  C,
where φ is the solution to the problem⎧⎪⎨
⎪⎩
−φt −φ = 1 in Ω1 × (0, T ),
φ = 0 on ∂Ω1 × (0, T ),
φ(x,T ) = 0.
(2.21)
Proof. The items (1)–(3) are a direct consequence of the monotonicity of the sequence {un} and
the fact that un  u˜. By using Tm(un)φ as a test function in (2.20) we get
T∫
0
∫
Ω1
∣∣∇Tm(un)∣∣2φ dx ds  Cm,
and therefore, up to a subsequence, we get
∇Tm(un)⇀ ∇Tm(u) weakly in L2
(
Ω1 × (0, T ),φ dx dt
)
.
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convergence of the gradients in item (4). Finally item (5) is a direct consequence of the Fatou
Lemma. 
3. Nonexistence and blow-up results
In this section we will assume that λ > 0. To prove nonexistence and blow-up results, without
loss of generality, we suppose that u˜(x,0) ≡ u˜0 = 0 and f is a nonnegative function such that
f ∈ L∞(ΩT ).
3.1. Nonexistence
The main goal in this subsection is to find a necessary and sufficient condition on p in such a
way that problem (1.1) has no positive solution.
The threshold exponent p coincides with the critical one in the elliptic case found in [4]. More
precisely, we prove the following nonexistence result.
Theorem 3.1. Let p+(λ) = 2+α11+α1 , where α1 = N−22 −
√
(N−22 )2 − λ is defined in (1.2). If
p  p+(λ), then problem (2.4) has no positive very weak supersolution u˜ such that u˜t − u˜ ∈
L1loc(ΩT ). In the case where f ≡ 0, the unique nonnegative very weak supersolution is u˜ ≡ 0.
Proof. We argue by contradiction. Assume that u˜ is a very weak supersolution to (1.1) such that
u˜t −u˜ ∈ L1loc(ΩT ) with u˜0 ≡ 0 and f ∈ L∞(ΩT ).
If λ > ΛN = (N−22 )2, then it is sufficient to consider u˜ as a very weak supersolution to the
problem
⎧⎪⎪⎨
⎪⎪⎩
vt −v = λ v|x|2 + f1 in Ω × (0, T ),
v > 0 in Ω × (0, T ),
v = 0 on ∂Ω × (0, T ),
(3.1)
where f1(x) = |∇v|p + cf . The nonexistence result follows using the nonexistence result in [7].
(See also [1] for an alternative proof.)
Let us consider the case λ  ΛN . If u˜ is a very weak supersolution to (1.1), then by Corol-
lary 2.11 there exists a supersolution u which is the limit of the sequence {un} of the minimal
solution to the truncated problems (2.20). Since ut −u− λ u|x|2  0 in D′(ΩT ), by Lemma 2.7,
there exists a cylinder Br(0) × (T1, T2), with 0 < r < r1 0 < T1 < T2  T and a constant
C = C(N, r1, T1, T2) such that u C|x|−α1 and u > 1 in Br(0)× (T1, T2).
Fixed 0 < T1 < t1 < t2 < T2 and let φ ∈ C∞0 (Br(0)), using |φ|
p′
umn
as a test function in (2.20),
with p′ = p
p−1 and 0 <m 1, passing to the limit as n → ∞, it follows that
1
1 −m
∫
u1−m(x, t2)|φ|p′ dx dt + p′
t2∫
t
∫ |φ|p′−2φ∇φ∇u
um
dx dtBr (0) 1 Br(0)
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t2∫
t1
∫
Br (0)
|∇u|p |φ|
p′
um
dx dt + λ
t2∫
t1
∫
Br(0)
u1−m |φ|
p′
|x|2 dx dt if 0 <m< 1, (3.2)
and
∫
Br (0)
log
(
u(x, t2)
)|φ|p′ dx dt + p′
t2∫
t1
∫
Br (0)
|φ|p′−2φ∇φ∇u
u
dx dt

t2∫
t1
∫
Br (0)
|∇u|p |φ|
p′
u
dx dt + λ
t2∫
t1
∫
Br(0)
|φ|p′
|x|2 dx dt if m = 1. (3.3)
We start by analyzing inequality (3.2). Using Young inequality, for ε > 0 there exists C(ε)
such that
p′
t2∫
t1
∫
Br(0)
|φ|p′−1|∇φ||∇u|
um
dx dt
 ε
t2∫
t1
∫
Br (0)
|φ|p′ |∇u|p
um
dx dt +C(ε)
t2∫
t1
∫
Br(0)
|∇φ|p′
um
dx dt. (3.4)
Since u(x, t) C|x|−α1 in Br(0) × (t1, t2), then there exists a positive constant C ≡ C(ε,N, r,
t1, t2) such that
t2∫
t1
∫
Br (0)
|∇φ|p′
um
dx dt  C
∫
Br (0)
|∇φ|p′ |x|mα1 dx,
λ
t2∫
t1
∫
Br(0)
u1−m |φ|
p′
|x|2 dx dt  C
∫
Br(0)
|φ|p′
|x|2+(1−m)α1 dx. (3.5)
Hence, for ε small enough, from (3.2), (3.4) and (3.5),
1
1 −m
∫
Br(0)
u1−m(x, t2)|φ|p′ dx +C
∫
Br (0)
|∇φ|p′ |x|mα1 dx  C
∫
Br (0)
|φ|p′
|x|2+(1−m)α1 dx. (3.6)
By a similar computation for the case m = 1, using inequality (3.3), we obtain
∫
Br (0)
log
(
u(x, t2)
)|φ|p′ dx +C ∫
Br (0)
|∇φ|p′ |x|α1 dx  C
∫
Br (0)
|φ|p′
|x|2 dx. (3.7)
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Case 1. p+(λ) < p  2.
Since p+(λ) < p, then p′ < α1 + 2. There are two possibilities.
(i) If α1 < p′ < α1 + 2, it follows that |x|−
N
p′ α1 ∈ L1+ε(Ω), then using Hölder and Sobolev
inequalities,
∫
Br (0)
log
(
u(x, t2)
)|φ|p′ dx

( ∫
Br(0)
|x|
(p′)∗α1
p′ |φ|(p′)∗ dx
) p′
(p′)∗
( ∫
Br (0)
(
logu(x, t2)
) N
p′ |x|− Np′ α1 dx
) p′
N
 S−1
( ∫
Br(0)
|∇φ|p′ |x|α1 dx
)( ∫
Br (0)
(
logu(x, t2)
) N
p′ |x|− Np′ α1 dx
) p′
N
,
where (p′)∗ = Np′
N−p′ and S is the optimal constant in the Sobolev inequality. Moreover, from (3.7)
we obtain
( ∫
Br (0)
|∇φ|p′ |x|α1 dx
)[
S−1
( ∫
Br (0)
(logu)
N
p′ |x|− Np′ α1 dx
) p′
N +C(ε, t1, t2)
]
 C(N, r0, t1, t2)
∫
Br
|φ|p′
|x|2 dx.
Hence
∫
Br(0)
|∇φ|p′ |x|α1 dx  C
∫
Br (0)
|φ|p′
|x|2 dx for all φ ∈ C
∞
0
(
Br(0)
)
,
where the constant C > 0 is independent of φ. Since p′ − α1 < 2, we reach a contradiction with
Hardy–Sobolev inequality, which in this case is as follows
∫
Br(0)
|∇φ|p′ |x|α1 dx ΛN,p′,α1
∫
Br (0)
φp
′
|x|p′−α1 dx. (3.8)
(ii) We consider now the complementary case p′  α1, and we use the family of inequali-
ties (3.2). Using the Hölder inequality, taking into account that u is limit of approximations and
the regularity results in Lemma 2.8, it follows that
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1 −m
∫
Br (0)
u1−m(x, t2)|φ|p′ dx 
( ∫
Br(0)
u(x, t2)|x|−α1 dx
)1−m( ∫
Br(0)
|φ| p
′
m |x| 1−mm α1 dx
)m
 C
( ∫
Br(0)
|φ| p
′
m |x| 1−mm α1 dx
)m
.
Consider q = p′, a = ( 1
m
− 1)N , b = N − 1
m
(N − q), θ = amα1
q
and γ = α1[ 1−mm − amq ]. For
these values, it is clear that b < q for all 0 < m < 1. Choosing m such that q
q∗ < m < 1, we
get a < q∗. Thus a + b = q
m
and θ + γ = 1−m
m
α1. Then by Hölder and Sobolev inequalities we
conclude that
1
1 −m
∫
Br(0)
u1−m(x, t2)|φ|p′ dx
 C
( ∫
Br(0)
|x|θ( 11−m ) dx
)1−m( ∫
Br(0)
|φ|q∗ |x|q∗
mα1
q dx
)ma
q∗
( ∫
Br(0)
|φ|q |x|γ qb dx
)m(q∗−a)
q∗
 CS−1
( ∫
Br(0)
|∇φ|q |x|mα1 dx
)ma
q
( ∫
Br(0)
|φ|q |x|γ qb dx
)m(q∗−a)
q∗
 C(ε)S−1 CS
−1ma
q
∫
Br(0)
|∇φ|q |x|mα1 dx + εCS
−1m(q∗ − a)
q∗
∫
Br(0)
|φ|q |x|γ qb dx. (3.9)
Moreover, from the above computation and by (3.6), it follows that
(
C(ε)S−1 +C(ε, t1, t2)
)( ∫
Br (0)
|∇φ|q |x|mα1 dx
)
 C(N, r0, t1, t2)
∫
Br (0)
|φ|q
|x|2+(1−m)α1 dx − ε
CS−1m(q∗ − a)
q∗
∫
Br(0)
|φ|q |x|γ qb dx.
Let us recall the Hardy–Sobolev inequality with weight that we need in this case,
∫
Br(0)
|∇φ|p′ |x|mα1 dx ΛN,p′,m
∫
Br(0)
|φ|p′
|x|p′−α1m dx.
Since 2+(1−m)α1 >p′−mα1 if and only if p+(λ) < p, then in order to get a contradiction with
Hardy’s inequality, it is sufficient to choose the above parameters such that − γ q  2+(1−m)α1.b
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b
 0, then the result follows directly.
(b) If −γ q
b
> 0, it is clear that −γ q
b
= qα1
b
[ am
q
− 1−m
m
]. Hence we have to find the value of m
and the decomposition in a, b, θ , γ , such that qα1
b
[ am
q
− 1−m
m
] 2 + (1 −m)α1.
Since q
q∗ <m< 1, then b > 0.
(i) If γ  0, then the result follows directly from the case (a).
(ii) If γ < 0, choosing m close to 1, it follows that |γ q
b
| = qα1
b
[ am
q
− 1−m
m
]  2 + (1 − m)α1.
Then we reach the case (b).
Therefore the nonexistence result follows in this case.
Case 2. p = p+(λ) and λ <ΛN .
Notice that, by definition, p+(λ) 2. As above from Lemma 2.7, we know that for a suitable
positive constant c0,
u(x, t) c0|x|α1 in Bη(0)× (t1, t2). (3.10)
Without loss of generality we can assume that η e−1. From the construction of u and by using
the regularity results in Lemma 2.8, we obtain that
t2∫
t1
∫
Bη(0)
|∇u|p+(λ)|x|−α1 dx dt < ∞ and
t2∫
t1
∫
Bη(0)
u
|x|2+α1 dx dt < ∞. (3.11)
Consider the function w(x, t) = |x|−α1((t − t1)2(log( 1|x| ))β + 1) defined in (x, t) ∈ Bη(0) ×
(t1, t2), with β > 0 that will be chosen below. Since λ < ΛN , then w ∈ C([t1, t2],L2(Bη(0))) ∩
L2((t1, t2),W 1,2(Bη(0))) and by a direct computation we obtain that
wt −w − λ w|x|2 =
(t − t1)
|x|2+α1
{
2|x|2
(
log
(
1
|x|
))β
+ β(t − t1)
(
log
(
1
|x|
))β−1
×
[
(N − 2 − 2α1)+ (1 − β)
(
log
(
1
|x|
))−1]}
.
Notice that
|∇w| = |x|−α1−1
{
(t − t1)2
(
α1
(
log
(
1
|x|
))β
+ β
(
log
(
1
|x|
))β−1)
+ α1
}
,
thus
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{
(t − t1)2
(
α1
(
log
(
1
|x|
))β
+ β
(
log
(
1
|x|
))β−1)
+ α1
}1−p+(λ)
= |x|−α1−2
{
(t − t1)2
(
α1
(
log
(
1
|x|
))β
+ β
(
log
(
1
|x|
))β−1)
+ α1
}
.
We set
h(x, t) =
{
(t − t1)2
(
α1
(
log
(
1
|x|
))β
+ β
(
log
(
1
|x|
))β−1)
+ α1
}1−p+(λ)
,
then 0  h(x, t)  α1−p+(λ)1 in the same cylinder. Since |x|  e−1, choosing β small enough,
there exists t¯1 ∈ (t1, t2) such that
wt −w − λ w|x|2  β|∇w|
p+(λ)h(x, t) in Bη(0)× (t1, t¯1)
and w(x, t1) = |x|−α1 for x ∈ Bη(0). Consider u1 ≡ c1u, then
(u1)t −u1 − λ u1|x|2  c
1−p
1 |∇u1|p+(λ) in Bη(0)× (t1, t¯1).
Let c0 be a constant satisfying (3.10) and take c1 > 0 such that c1c0  2. Then for β conveniently
small we have
c
1−p+(λ)
1  ‖h‖∞β.
Since c1c0  2 we obtain that u1(x, t)w(x, t) for |x| = η, w(x, t1) u1(x, t1) and
(u1)t −u1 − λ u1|x|2  βh(x, t)|∇u1|
p+(λ).
Claim. u1 w in Bη(0)× (t1, t¯1).
Let v = w − u1, then using the regularity of w and by (3.11), it follows that
v ∈ C([t1, t¯1],L1(Bη(0)))∩Lp+(λ)((t1, t¯1),W 1,p+(λ)(Bη(0))),
v(x, t) 0 on ∂Bη(0), v(x, t1) 0 for x ∈ Bη(0) and
t¯1∫
t1
∫
Bη(0)
|v|
|x|2+α1 dx dt < ∞,
t¯1∫
t1
∫
Bη(0)
|∇v|p+(λ)|x|−α1 dx dt < ∞. (3.12)
By a direct computation we get
vt −v − λ v 2  p+(λ)h(x, t)β|∇w|p+(λ)−2∇w∇v ≡ a(x, t)∇v,|x|
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a(x, t) ≡ βp+(λ)h(x, t)|∇w|p+(λ)−2∇w = −βp+(λ)h(x, t)|∇w|p+(λ)−1 x|x| .
Since h(x, t) = (|∇w||x|α1+1)1−p+(λ), then a(x, t) = −βp+(λ) x|x|2 ∈ L∞([t1, t¯1];Lq(Bη(0)))
for all q <N . Notice that due to the regularity of the vector field a, we cannot apply the compar-
ison principle 2.3. To overcome this lack of regularity, we proceed as follows.
Using Kato inequality there results
(v+)t −v+ − λ v+|x|2 + p+(λ)β
〈
x
|x|2 ,∇v+
〉
 0 and
t¯1∫
t1
∫
Bη(0)
|∇v+|p+|x|−α1 dx dt < ∞.
Since α1
p+(λ) <
N−2
2 , then by the Hardy–Sobolev inequality applied to v+ we obtain
t¯1∫
t1
∫
Bη(0)
v
p+(λ)+
|x|p+(λ)+α1 dx dt < ∞. (3.13)
Define γ = βp+(λ)2 and consider the weight |x|−2γ . For suitable β , it follows that 2γ < N − 2,
then |x|−2γ is an admissible weight in order to have Caffarelli–Kohn–Nirenberg inequalities
(see [15]). Hence there results that
|x|−2γ (v+)t − div
(|x|−2γ∇v+)− λ v+|x|2(γ+1)
= |x|−2γ
(
(v+)t −v+ + p+(λ)β
〈
x
|x|2 ,∇v+
〉
− λ v+|x|2
)
 0. (3.14)
We claim that there exists σ1 > 2 + α1, depending only on N and λ, such that
t¯1∫
t1
∫
Bη(0)
v+
|x|σ1 dx dt < ∞. (3.15)
Indeed,
t¯1∫
t1
∫
Bη(0)
v+
|x|σ1 dx dt =
t¯1∫
t1
∫
Bη(0)
v+
|x|
p+(λ)+α1
p+(λ)
1
|x|σ1−
p+(λ)+α1
p+(λ)
dx dt

( t¯1∫
t
∫
B (0)
v
p+(λ)+
|x|p+(λ)+α1 dx dt
) 1
p+(λ)
( t¯1∫
t
∫
B (0)
1
|x|p′+(σ1−
p+(λ)+α1
p+(λ) )
dx dt
) 1
p′+
.1 η 1 η
2988 B. Abdellaoui et al. / Advances in Mathematics 225 (2010) 2967–3021Denote θ(σ1) = p′+(σ1 − p+(λ)+α1p+(λ) ). Since p+(λ) = 2+α11+α1 , then its conjugate p′+ = 2+α1. Hence
there results that θ(σ1) = (2 + α1)(σ1 − 1) − α1(1 + α1). By a direct computation, we ob-
tain θ(2 + α1) = 2(1 + α1) = N − 2√ΛN − λ < N . Thus, there exists σ1 > 2 + α1 such that
θ(σ1) < N and then
∫
Bη(0) |x|
−(p′+(σ1− p+(λ)+α1p+(λ) )) dx < ∞. Hence (3.15) holds.
The idea should be to use ϕ, the solution to the problem
⎧⎨
⎩−div
(|x|−2γ∇ϕ)− λ ϕ|x|2(γ+1) = 1|x|2(γ+1) in Bη(0),
ϕ = 0 on ∂Bη(0),
as a test function in (3.14). A direct calculation shows that
ϕ(x) = η
a
λ
(
1
|x|a −
1
ηa
)
where a = N − 2(γ + 1)
2
−
√(
N − 2(γ + 1)
2
)2
− λ.
Thus, ϕ does not have the required regularity to be used directly as a test function in (3.14).
Therefore, we consider the approximated sequence,
ϕn(x) = η
a
λ
(
1
(|x| + 1
n
)a
− 1
(η + 1
n
)a
)
,
with ϕn ∈ C1(Bη(0)), ϕn = 0 on ∂Bη(0), ∇ϕn(x) = − ηaλ a(|x|+ 1
n
)a+1
x
|x| and
−div(|x|−2γ∇ϕn)= ηa
λ
|x|−2γ
(
a(N − 1 − 2γ )
|x|(|x| + 1
n
)a+1
− a(a + 1)
(|x| + 1
n
)a+2
)
.
Notice that
t¯1∫
t1
∫
Bη(0)
|x|−2γ |∇v+||∇ϕn|dx dt < ∞ and
t¯1∫
t1
∫
Bη(0)
v+ ϕn
|x|2(γ+1) dx dt < ∞.
Choosing ϕn as a test function in (3.14) and since by construction v+(x, t1) = 0, we get
t¯1∫
t1
∫
Bη(0)
v+
(−div(|x|−2γ∇ϕn))dx dt − λ
t¯1∫
t1
∫
Bη(0)
v+ϕn
|x|2(γ+1) dx dt  0. (3.16)
By the definition of ϕn we have
v+ϕn
2(γ+1) 
ηa
(
v+
a+2(γ+1) +
2
a
v+
2(γ+1)
)
.|x| λ |x| η |x|
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a + 2(γ + 1) < σ1. Hence v+ϕn|x|2(γ+1) 
Cv+
|x|σ1 . Then by definition of σ1 and using the dominated
convergence theorem, we easily prove that
t¯1∫
t1
∫
Bη(0)
v+ϕn
|x|2(γ+1) dx dt
→ η
a
λ
t¯1∫
t1
∫
Bη(0)
v+
|x|a+2(γ+1) dx dt −
1
λ
t¯1∫
t1
∫
Bη(0)
v+
|x|2(γ+1) dx dt as n → ∞.
We now deal with the first term in (3.16),
∣∣v+ div(|x|−2γ∇ϕn)∣∣= ηa
λ
∣∣∣∣
(
a(N − 1 − 2γ )v+
|x|1+2γ (|x| + 1
n
)a+1
− a(a + 1)v+|x|2γ (|x| + 1
n
)a+2
)∣∣∣∣
 η
a
λ
a(N − 1 − 2γ )v+
|x|1+2γ (|x| + 1
n
)a+1
+ η
a
λ
a(a + 1)v+
|x|2γ (|x| + 1
n
)a+2
.
As above it is not difficult to see that
ηa
λ
(
a(N − 1 − 2γ )v+
|x|1+2γ (|x| + 1
n
)a+1
+ a(a + 1)v+|x|2γ (|x| + 1
n
)a+2
)
 η
a
λ
a(N + a − 2γ )v+
|x|σ1 ,
and then by the dominated convergence theorem we obtain
t¯1∫
t1
∫
Bη(0)
v+ div
(|x|−2γ∇ϕn)dx dt → ηa
λ
t¯1∫
t1
∫
Bη(0)
a(N − a − 2(γ + 1))v+
|x|2(1+γ )+a dx dt as n → ∞.
Hence passing to the limit in (3.16) and taking into account a(N − a − 2(γ + 1))− λ = 0, there
results that
t¯1∫
t1
∫
Bη(0)
v+
(−div(|x|−2γ∇ϕn))dx dt − λ
t¯1∫
t1
∫
Bη(0)
v+ϕn
|x|2(γ+1) dx dt →
t¯1∫
t1
∫
Bη(0)
v+
|x|2(1+γ ) dx dt,
as n → ∞. Thus, according to (3.16), ∫ t¯1
t1
∫
Bη(0)
v+
|x|2(1+γ ) dx dt  0, and hence v+ ≡ 0. Therefore
u1 w in (t1, t¯1)×Bη(0).
To finish the proof in this case we use the same argument as in the first case. More precisely,
fixed tˆ1 ∈ (t1, t¯1), consider φ ∈ C∞0 (Br(0)) with 0 < r  η, then there exit positive constants C1,
C2 depending on ε, tˆ1, t¯1 and N such that
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1 −m
∫
Br (0)
u1−m(x, t¯1)|φ|p′ dx +C1
∫
Br(0)
|∇φ|p′ |x|mα1
(
log
1
|x|
)−βm
dx
 C2
∫
Br (0)
|φ|p′
|x|2+(1−m)α1
(
log
1
|x|
)β(1−m)
dx. (3.17)
By similar arguments to those in (3.9), it follows that
1
1 −m
∫
Br(0)
u1−m(x, t¯1)|φ|p′ dx

( ∫
Br(0)
u(x, t¯1)|x|−α1 dx
)1−m( ∫
Br (0)
|φ| p
′
m |x| 1−mm α1 dx
)m
 C(ε)S−1 CS
−1ma
q
∫
Br(0)
|∇φ|q |x|mα1 dx + εCS
−1m(q∗ − a)
q∗
∫
Br(0)
|φ|q |x|γ qb dx,
with q = p′, a = ( 1
m
− 1)N , b = N − 1
m
(N − q), and γ = α1[ 1−mm − amq ]. It is clear that b <
q ≡ p′ for all 0 <m< 1. Choosing m such that q
q∗ <m< 1, we get a < q
∗
. Therefore, from the
above computation and by (3.17) there results
[
C(ε)S−1 +C(ε, tˆ1, t¯1)
]( ∫
Br(0)
|∇φ|q |x|mα1
(
log
1
|x|
)−βm)
 C(N, r, tˆ1, t¯1)
∫
Br (0)
|φ|q
|x|2+(1−m)α1
(
log
1
|x|
)β(1−m)
dx
− εCS
−1m(q∗ − a)
q∗
∫
Br(0)
|φ|q |x|γ qb dx.
With the same argument as in the end of the proof of the first step, there exists a constant
C > 0, such that
∫
Br (0)
|∇φ|q |x|mα1 dx  C
∫
Br (0)
|φ|q
|x|2+(1−m)α1
(
log
1
|x|
)βm
dx for all φ. (3.18)
Since p′ = 2 + α1, then from Hardy inequality we know that
∫
Br(0)
|∇φ|p′ |x|mα1 dx ΛN,m,p
∫
Br(0)
|φ|p′
|x|p′−α1m dx = ΛN,m,p
∫
Br(0)
|φ|p′
|x|2+(1−m)α1 dx. (3.19)
Putting together (3.18) and (3.19) we reach a contradiction with the optimality of the Hardy
constant. Hence the result also follows in this critical case.
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In this case α1 = N−22 and p+(λ) = N+2N . As above we know that u(x, t) c|x|−α1 in Bη(0)×
(t1, t2) and
t2∫
t1
∫
Bη(0)
|∇u|p+(λ)|x|−α1 dx dt < ∞.
We consider φ ∈ C∞0 (Bη1(0)) such that φ  0 and φ = 1 in Bη1(0), with η1 < η. Thanks to the
regularity of u, we get
∫ t2
t1
∫
Bη(0) |∇(φu)|p+(λ)|x|−α1 dx dt < ∞. Since α1p+(λ) = N(N−2)2(N+2) < N , we
can apply Caffarelli–Kohn–Nirenberg inequalities to obtain that
C1
t2∫
t1
∫
Bη(0)
(φu)p+(λ)|x|−α1 dx dt 
t2∫
t1
∫
Bη(0)
∣∣∇(φu)∣∣p+(λ)|x|−α1 dx dt < ∞,
and hence
t2∫
t1
∫
Bη1 (0)
up+(λ)|x|−α1 dx dt < ∞ for some η1 < η.
Therefore we conclude that u ∈ Lp+(λ)((t1, t2),D1,p+α1
p+(λ)
(Bη1(0))). It is not difficult to see that for
all φ ∈ Lp+((t1, t2),D1,p+α1
p+(λ)
(Bη1(0))), we have
C2
t2∫
t1
∫
Bη1 (0)
|φ|p+(λ)
|x|α1+p+(λ) dx dt

t2∫
t1
∫
Bη1 (0)
|φ|p+(λ)|x|−α1 dx dt +
t2∫
t1
∫
Bη1 (0)
|∇φ|p+(λ)|x|−α1 dx dt,
where C2 > 0 is independent of φ. In particular,
t2∫
t1
∫
Bη1 (0)
up+(λ)
|x|α1+p+(λ) dx dt < ∞. (3.20)
Using the fact that u(x, t) c|x|−α1 in Bη1(0)× (t1, t2) and since α1 + p+(λ)+ α1p+(λ) = N ,
we reach a contradiction with (3.20). Hence the nonexistence result follows in this case.
Case 4. p > 2.
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u˜t −u˜ λ u˜|x|2 + |∇u˜|
2 −C(p)+ f in Ω × (0, T ).
By Lemma 2.7, there exists a positive constant c0(N, r, t1, t2) such that u(x, t) c0|x|α1 in Br(0)×
(t1, t2)ΩT . Thus,
u˜t −u˜ (λ− ε) u˜|x|2 + |∇u˜|
2 + εc0|x|2+α1 −C(p)+ f in Br(0)× (t1, t2).
Choosing r small enough, it follows that
u˜t −u˜ (λ− ε) u˜|x|2 + |∇u˜|
2 + f in Br(0)× (t1, t2).
Since p+(λ− ε) < 2, then we conclude as in the first case. 
Remark 3.2. Notice that there is a lack of continuity with respect to the case λ = 0. The same
occurs in the elliptic problem (see [4]). Moreover, from the result of [22], we know that under
some regularity and boundedness condition on f and u0, there is a positive solution to problem
ut − u = |∇u|p + f , ∀p  1. However, for λ > 0, there is no solution if p  p+(λ). Notice
that p+(λ) → 2 as λ → 0, so the Hardy potential is a singular perturbation of the above problem.
3.2. Complete and instantaneous blow-up
As a consequence of the nonexistence result for p  p+(λ), we obtain instantaneous and
complete blow-up for the following approximated problems.
Theorem 3.3. Let u˜n ∈ C((0, T );L1(Ω))∩Lp((0, T );W 1,p0 (Ω)) be a solution to the problem⎧⎪⎨
⎪⎩
u˜nt −u˜n = |∇u˜n|p + λan(x)u˜n + f in ΩT ,
u˜n(x, t) = 0 on ∂Ω × (0, T ),
u˜n(x,0) = 0 if x ∈ Ω,
(3.21)
with f = 0, an(x) = Tn( 1|x|2 ) and p  p+(λ). Then u˜n(x0, t0) → ∞, ∀(x0, t0) ∈ Ω × (0, T ).
Proof. Without loss of generality, we can assume that f ∈ L∞(ΩT ) and λΛN .
Let us suppose by contradiction that there exists (x0, t0) ∈ ΩT such that
u˜n(x0, t0) → C0 < ∞, n → ∞.
We divide the proof in two main cases related to the value of p.
Case. p+(λ) p  2.
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to (3.21) such that un  un+1, ∀n ∈ N and un(x0, t0) u˜n(x0, t0) → C0 < ∞.
The classical Harnack inequality for the heat equation implies that there exists s > 0 and a
positive constant C = C(N, s, t0, β), such that∫ ∫
R−
un(x, t) dx dt  C ess inf
R+
un,
where R− = Bs(x0)× (t0 − 34β, t0 − 14β) and R+ = Bs(x0)× (t0 + 14β, t0 +β). We can suppose
that 0 ∈ Bs(x0), since otherwise, we consider Bδ(y) ⊂ Bs(x0), with y ∈ Bs(x0) such that∫ ∫
R−y
un(x, t) dx dt 
∫ ∫
R−
un(x, t) dx dt  C ess inf
R+
un  C ess inf
R+y
un,
with R−y = Bδ(y)× (t0 − 34β, t0 − 14β) and R+y = Bδ(y)× (t0 + 14β, t0 + β). In a recurrent way,
we get ∫ ∫
R−
un(x, t) dx dt  C ess inf
R+
un  Cun(x0, t0) C′,
with R− = Br(0)× (t1, t2) and R+ = Br(0)× (t3, t4).
Denote gn(x, t) = |∇un|p + λan(x)un + f . Then un solves
unt −un = gn in Br(0)× (t1, t2). (3.22)
Let φ be the solution to the problem⎧⎪⎨
⎪⎩
−φt −φ = 1 in Br(0)× (t1, t2),
φ = 0 on ∂Br(0)× (t1, t2),
φ(x, t2) = 0.
Using φ as a test function in (3.22), there results that
t2∫
t1
∫
Br(0)
un(x, s) dx ds =
t2∫
t1
∫
Br (0)
gn(x, s)φ dx ds,
thus
T∫
0
∫
Ω
gnφ dx ds  C′ for all n.
Therefore, ∇un ⇀ ∇u weakly in Lp(Br(0) × (t1, t2);φ dx dt) and thanks to the monotone
convergence theorem, an(x)un ↗ u2 in L1(Br(0)× (t1, t2);φ dx dt).|x|
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in D′(Br(0)× (t1, t2)), i.e., in the sense of Corollary 2.11.
Since un ↑ u in L1(Br(0) × (t1, t2);φ dx dt), then −un → −u in the sense of distribu-
tions. Using the result proved in Appendix A, we know that ∇un → ∇u almost everywhere. We
can apply Fatou’s lemma and we have,
T∫
0
∫
Ω
|∇u|pφ dx 
T∫
0
∫
Ω
|∇un|pφ dx,
for all φ ∈ C∞0 (Ω × (0, T )), φ  0. Thus we conclude that u is a supersolution to (2.4) in the
sense of Corollary 2.11, so we reach a contradiction with the nonexistence result of Theorem 3.1.
Case. p > 2.
Since u˜n is a solution to the (3.21), it follows that u˜n is a supersolution to the problem
⎧⎪⎨
⎪⎩
wt −w = f in ΩT ≡ Ω × (0, T ),
w(x, t) = 0 on ∂Ω × (0, T ),
w(x,0) = 0 if x ∈ Ω.
Moreover using the fact that f  0, and by the strong maximum principle for the heat equation
it follows that
u˜n(x, t)w(x, t) > η0 for all (x, t) ∈ Br(0)× (T1, T2).
Fixed η0 < 1, since p > 2, there exists η1 > 0 such that |∇un|p  η1|∇un|2 − η0. Therefore we
conclude that
u˜nt −u˜n  η1|∇u˜n|2 − η0 + λη0an(x)u˜n + f in Br(0)× (T1, T2).
Since limn→∞ lim|x|→0 an(x) = ∞, for fixed λ > 0, there exists n0 ∈ N and r1 > 0 such that for
n n0, we have −η0 + λη0an(x)u˜n  λη0an(x)u˜n2 in Br1(0). Thus, from the last computation, it
follows that
u˜nt −u˜n  η1|∇u˜n|2 + λη0 an(x)u˜n2 + f in Br1(0)× (T1, T2).
Therefore for some η2 > 0, it follows that η2u˜n is a supersolution to the problem
⎧⎪⎨
⎪⎩
wt −w = |∇w|2 + λan(x)w + f in Br1(0)× (T1, T2),
w(x, t) = 0 on ∂Br1(0)× (T1, T2),
w(x,0) = 0 if x ∈ Br1(0).
(3.23)
Proceeding as in the case p  2, we reach the same contradiction. 
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Cauchy problem, i.e., if Ω = RN .
4. Existence results
In this section we consider 1 < p < p+(λ), which is the complementary case to the nonexis-
tence result studied in the previous section. The main goal of this section is to show that, under
the hypothesis of existence of a suitable supersolution w, we are able to prove existence of pos-
itive solution to problem (1.1). This result, together with the nonexistence one obtained in the
previous section show that p+(λ) is the optimal power to have existence.
We begin by proving the following general existence result.
Theorem 4.1. Consider r > 0 such that Ω  Br(0). Let w be a positive function defined in
Br(0)× [0, T1) verifying,
(i) w ∈ Lp((0, T1);W 1,p(Br(0)))∩C([0, T1];L2(Br(0))).
(ii) ∃s > 0 such that w1+s|x|2 , w
(2−p)s+p
2−p ∈ L1(Br(0)× (0, T )).
(iii) 0 u0(x)w(x,0).
(iv) w is a very weak supersolution to Eq. (1.1) with f = 0.
Then there exists u, with the at least the same regularity of w, solution to the problem
⎧⎪⎪⎨
⎪⎪⎩
ut −u = |∇u|p + λ u|x|2 in ΩT ≡ Ω × (0, T ),
u(x, t) = 0 on ∂Ω × (0, T ),
u(x,0) = u0(x) if x ∈ Ω.
(4.1)
Proof. Assume that the initial datum satisfies 0  u0(x)  w(x,0). Since Ω  Br(0), then
w is a supersolution to (4.1). Moreover, it is clear that v(x, t) = 0 is a strict subsolution
to (4.1). We construct a solution to (4.1) as a limit of approximated problems. Consider
vn ∈ L2((0, T ),W 1,20 (Ω)), the weak solution to the following approximated problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vnt −vn = λ 1|x|2 + 1
n
vn + |∇vn|
p
1 + 1
n
|∇vn|p
in Ω, t > 0,
vn(x, t) = 0 on ∂Ω, t > 0,
vn(x,0) = u0(x) in Ω, t > 0.
(4.2)
By Lemma 2.3, we conclude that 0 < v1  · · ·  vn−1  vn  w in Ω × (0, T1). Hence there
exists u ∈ Lp((0, T1);Lp(Ω)) such that vn ↑ u strongly in L2((0, T1),L2(Ω)) and u  w.
Since w1+s|x|2 ∈ L1(Ω × (0, T1)), then using the dominated convergence theorem we get easily
that 1|x|2+ 1
n
vn → u|x|2 strongly in L1(Ω × (0, T1)). To show that u is a solution to problem (4.1),
we have just to prove that |∇vn|p
1+ 1
n
|∇vn|p → |∇u|
p strongly in L1(Ω × (0, T1)).
We claim that {vn} is uniformly bounded in Lp((0, T1);W 1,p(Ω)).0
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1
s+1 (σ + 1)s+1 − σ . By using h(vn) as a test function in (4.2), it follows that
∫
Ω
H
(
vn(x,T )
)
dx + s
T1∫
0
∫
Ω
(vn + 1)s−1|∇vn|2 dx dt

T1∫
0
∫
Ω
(vn + 1)s |∇vn|p dx dt + λ
T1∫
0
∫
Ω
(1 +w)sw
|x|2 dx dt +
∫
Ω
H
(
u0(x)
)
dx
 ε
T1∫
0
∫
Ω
(vn + 1)s−1|∇vn|2 dx dt
+C(ε)
T1∫
0
∫
Ω
(vn + 1)
(2−p)s+p
2−p dx dt + λ
T1∫
0
∫
Ω
(1 +w)sw
|x|2 dx dt +C(s,u0)
 ε
T1∫
0
∫
Ω
(vn + 1)s−1|∇vn|2 dx dt +C(ε,w,u0).
Hence we conclude that
1
s + 1
∫
Ω
(
vn(x,T )+ 1
)s+1
dx + (s − ε)
T1∫
0
∫
Ω
(vn + 1)s−1|∇vn|2dx dt  C(ε,w,T1).
Thus
T1∫
0
∫
Ω
(vn + 1)s−1|∇vn|2 dx dt  C1 and
T1∫
0
∫
Ω
(vn + 1)s |∇vn|p dx dt  C2.
As a consequence, there results that
1
k1−s
T1∫
0
∫
Ω
∣∣∇Tk(vn)∣∣2 dx dt  C3 and
T1∫
0
∫
Ω
|∇vn|p dx dt  C4.
Hence vn ⇀ u weakly in Lp(0, T1,W 1,p0 (Ω)) and Tk(vn) ⇀ Tk(u) weakly in L
2(0, T1,
W
1,2
0 (Ω)). Define θk(σ ) = (1 +Gk(σ))s − 1 whose primitive is
Θk(σ) =
{0 if 0 σ < k,
1 (1 + σ − k)s+1 − (σ − k) if σ  k. (4.3)
s+1
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∫
Ω
Θk
(
vn(x,T1)
)
dx + s
T1∫
0
∫
Ω
(
1 +Gk(vn)
)s−1∣∣∇Gn(vn)∣∣2 dx dt

T1∫
0
∫
Ω
((
1 +Gk(vn)
)s − 1)|∇vn|p dx dt
+ λ
T1∫
0
∫
Ω
((1 +Gk(vn))s − 1)vn
|x|2 dx dt +
∫
Ω
Θk
(
u0(x)
)
dx

T1∫
0
∫
Ω
((
1 +Gk(vn)
)s − 1)|∇vn|p dx dt
+ λ
T1∫
0
∫
Ω
((1 +Gk(w))s − 1)w
|x|2 dx dt +
∫
Ω
Θk
(
u0(x)
)
dx.
Using the regularity of w it follows that
T1∫
0
∫
Ω
((1 +Gk(w))s − 1)w
|x|2 dx dt → 0 as k → ∞.
In the same way, we have
∫
Ω
Θk(u0(x)) dx → 0 as k → ∞. Hence
lim sup
k→∞
∫ ∫
{vnk}
|∇vn|p dx dt  lim sup
k→∞
T1∫
0
∫
Ω
∣∣∇Gk(vn)∣∣p(1 +Gk(vn))s dx dt = 0. (4.4)
From Theorem A.1 in Appendix A we obtain that ∇vn → ∇u a.e. in Ω × (0, T1). To obtain the
strong convergence of |∇vn|
p
1+ 1
n
|∇vn|p we will use Vitali’s lemma. Let E ⊂ Ω×(0, T ) be a measurable
set such that |E| < ε, we have
∫ ∫
E
|∇vn|p
1 + 1
n
|∇vn|p
dx dt =
∫ ∫
E∩{vnk}
|∇vn|p
1 + 1
n
|∇vn|p
dx dt +
∫ ∫
E∩{vn<k}
|∇vn|p
1 + 1
n
|∇vn|p
dx dt

∫ ∫
E∩{vnk}
|∇vn|p dx dt +
∫ ∫
E∩{vn<k}
∣∣∇Tk(vn)∣∣p dx dt.
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lim sup
k→∞
∫ ∫
E∩{vnk}
|∇vn|p dx dt = 0.
On the other hand, since Tk(vn) is bounded in L2((0, T1);W 1,20 (Ω)) and p < 2, then using
Hölder inequality it follows that
∫ ∫
E∩{vn<k}
∣∣∇Tk(vn)∣∣p dx dt 
( ∫ ∫
E∩{vn<k}
∣∣∇Tk(vn)∣∣2 dx dt
) p
2 |E| 2−p2  C|E| 2−p2  Cε 2−p2 .
Therefore, by Vitali’s lemma
|∇vn|p
1 + 1
n
|∇vn|p
→ |∇u|p in L1(Ω × (0, T1)) as n → ∞,
and then we conclude the existence result. 
To finish the existence proof we need to find a supersolution to (4.1). One way to proceed is
by using the elliptic results in [4]. Consider α1 and α2 as in (1.2), p+(λ) as in (1.3), and define
p−(λ) = 2+α21+α2 . It follows that
N
N − 1 <p−(λ)
N + 2
N
 p+(λ) < 2, if 0 < λΛN.
Moreover, if p−(λ) < p < p+(λ), then by setting w(x) = A|x|−β where β = 2−pp−1 , A > 0, we
obtain that w > 0 satisfies
−w = |∇w|p + λ w|x|2 in R
N.
Notice that w ∈ L1loc(RN), w|x|2 ∈ L1loc(RN) and since NN−1 < p−(λ) < p, then |∇w|p ∈
L1loc(R
N). It is clear that w ∈ W 1,2loc (RN) if and only if p > N+2N . As a consequence we prove
the next existence result.
Theorem 4.2. Assume that λ <ΛN and 1 <p < p+(λ). Then problem (4.1) has a supersolution
w satisfying the regularity assumptions of Theorem 4.1, and then if u0 w, problem (4.1) has a
solution.
Proof. We divide the proof in two steps:
(i) 1 <p  p−(λ).
(ii) p−(λ) < p < p+(λ).
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p(β + 1) < β + 2.
Define w(x) ≡ |x|−β , where Ap−1 = β(N−β−2)−λ
βp
. Then w ∈ W 1,2(Ω) and
−w − λ w|x|2  |∇w|
p.
It is clear that w is a supersolution to problem (4.1) if u0(x)w. Since w satisfies the regularity
hypotheses imposed in Theorem 4.1, then the existence result follows if u0 w.
(ii) p−(λ) < p < p+(λ). Since N+2N ∈ (p−(λ),p+(λ)), we begin by assuming that p > N+2N .
Let w(x) = A|x|−β with β = 2−p
p−1 and β
pAp−1 = β(N − β − 2) − λ, then β ∈ (α1, α2) and
A> 0. It is clear that w ∈ W 1,2loc (RN) satisfies the regularity hypotheses of Theorem 4.1 and
−w = λ w|x|2 + |∇w|
p.
Hence the existence result follows.
Assume now that p−(λ) < p  N+2N . Since λ < ΛN , then we fix λ1 such that λ < λ1 < ΛN
and p+(λ1) > N+2N . Consider p1 >
N+2
N
in such a way that p1 < p+(λ1). As in the previous
case, we define w1(x) ≡ A1|x|β1 with β1 = 2−p1p1−1 and β
p
1 A
p−1
1 = β1(N −β − 2)−λ1. Moreover
w1 ∈ W 1,2loc (RN) satisfies
−w1 = λ1 w1|x|2 + |∇w1|
p1 .
Since p < p1 and λ < λ1, a direct computation shows that
−w1  λ w1|x|2 + θ |∇w1|
p,
where θ > 0. Therefore by setting w2(x) = θ 1θ−1 w1(x) = θ 1θ−1 A1|x|β1 , we obtain that
−w2  λ w2|x|2 + |∇w2|
p.
As above if u0(x)  w2(x), then w2 is a supersolution to problem (4.1), therefore using Theo-
rem 4.1 we conclude. 
Notice that if λ = ΛN , then p+(ΛN) = N+2N , therefore using [4] we get the existence of a
positive constant c1 > 0 such that if
w(x) =
∣∣∣∣ xR
∣∣∣∣
−N−22 (
log
(
R
|x|
))1/2
−A, with A =
(
r
R
)−N−22 (
log
(
R
|r|
))1/2
, r < R, (4.5)
then c1w(x) is a supersolution to the problem
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p + cg in Br(0), and wn = 0 on ∂Br(0),
where 0 g(x) 1|x|2 and c is small enough.
Choosing r > 0 such that Ω ⊂ Br
2
(0), it follows that w ∈ W 1,q(Ω) for all q < 2, even more
w ∈ H(Ω) defined in (2.15). It is not difficult to verify that w satisfies the regularity assumptions
in Theorem 4.1 to find solutions. Precisely we have proved the following result.
Theorem 4.3. Let λ = ΛN and assume that u0(x)  w given in (4.5), then problem (4.1), with
λ = ΛN , has a minimal solution v ∈ C([0, T ];L1(Ω))∩L2(0, T ;H(Ω)).
Remark 4.4. We can prove with similar arguments as above that the problem
⎧⎪⎪⎨
⎪⎪⎩
ut −u = |∇u|p + λ u|x|2 + cf (x, t) in ΩT ,
u(x, t) = 0 on ∂Ω × (0, T ),
u(x,0) = u0(x) if x ∈ Ω,
has a positive solution if f (x, t) 1|x|2 and c c(T ) is a suitable small constant.
It seems to be interesting to find necessary and sufficient conditions on f and u0 to get the
existence of positive solution to the above problem.
5. Cauchy problem
In [22], the authors consider the initial value problem
{
ut = u+ |∇u|p, x ∈ RN, t > 0,
u(x,0) = u0(x) 0, x ∈ RN,
(5.1)
with p > 1. They prove that problem (5.1) has a global positive solution under some condition
on the initial datum u0.
We will see that the behavior is quite different under the influence of a Hardy term, i.e., if we
consider the problem
ut −u = λ u|x|2 + |∇u|
p in RN, t > 0, λ > 0, u(x,0) = u0(x) in RN. (5.2)
First of all, from the previous sections, we know that the above equation has no local supersolu-
tion for p  p+(λ).
In this section we will prove that a new different feature holds for the Cauchy problem (5.2):
the existence of a Fujita type exponent F(λ) < p+(λ) if λ ∈ (0,ΛN ].
It is easy to find a self-invariant solution to the homogeneous linear equation
vt −v − λ v 2 = 0 in RN × (0,∞), (5.3)|x|
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to (5.2). Indeed, precisely we look for a solution to (5.3) of the form v(r, t) = t−μφ( r
tν
).
Therefore, putting v in (5.3), by setting s = r
tν
and taking ν = 12 , we find the equation,
0 = vt − v′′ − (N−1r )v′ − λ vr2 . Thus,
0 = φ′′(s)+
(
(N − 1)
s
+ s
2
)
φ′(s)+
(
μ+ λ
s2
)
φ(s). (5.4)
Define φ(s) = s−αe−βsγ , then
φ′(s) =
(
−α
s
− γβsγ−1
)
φ(s),
φ′′(s) =
(
α
s2
− βγ (γ − 1)sγ−2 +
(
α
s
+ βγ sγ−1
)2)
φ(s). (5.5)
From (5.4) and (5.5), it is sufficient to choose α = α1, β = 14 , γ = 2 and μ = N−α12 to verify
vt − v′′ −
(
N − 1
r
)
v′ − λ v
r2
= 0.
Then
v(r, t) = t−N2 +α1r−α1e(−14 r
2
t
) which satisfies
∫
RN
|x|−α1v(r, t) dx = C. (5.6)
Notice that, in particular, for λ = 0 (equivalently α1 = 0) we get the fundamental solution of the
heat equation.
5.1. A class of subsolutions to (5.2) for small p. Blow-up in a finite time
We study values of p for which there exists a class of subsolutions to Eq. (5.3) blowing up
in a finite time. Precisely, we look for a family of subsolutions to problem (5.2) in the form
w(r, t, T ) = (T − t)−θ ζ( r
(T−t)β ), with θ, β > 0 to be chosen and ζ > 0 a smooth function.
Denoting s = r
(T−t)β , it follows that
wt = (T − t)−θ−1
(
θζ + βr
(T − t)β ζ
′(s)
)
,
wr(r, t) = (T − t)−θ−βζ ′(s),
wrr(r, t) = (T − t)−θ−2βζ ′′(s). (5.7)
We need to have
wt −wrr − (N − 1)wr − λw  |wr |p. (5.8)
r r2
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−ζ ′′(s)−
(
N − 1
s
− 1
2
s
)
ζ ′(s)−
(
λ
s2
− θ
)
ζ(s)
∣∣ζ ′∣∣p(s). (5.9)
Assume that ζ(s) = Aφ(cs) with φ(s) = s−α1e− s24 , A> 0, c > 0, hence (5.9) is equivalent to
−cs2
(
c
4
+ 1
4
)
+ 1
s2
(
cα1(N − 1)− c2
(
α1 + α21
)− λ)
+ c(N − α1)
2
− c2
(
α1 − 12
)
+ (2 − p)
2(p − 1)
Ap−1c(p−1)(1−α1)
[
α1
cs
+ sc
2
]p
s−α1(p−1)e−
1
4 (cs)
2(p−1).
If s is large enough, then the above inequality holds for all A> 0 and c > 0. Now, if s is close to 0,
since α21 −(N−2)α1 +λ = 0, choosing c ∈ (0,1] such that cα1(N−1)−c2(α1 +α21)−λ 0 and
the above inequality holds for all A> 0. It remains to obtain a control in a compact interval, for
which it is sufficient to choose A > 0 large enough. Hence we can find a family of subsolutions
to (5.2) given by
w(r, t, T ) = A(T − t)− 2−p2(p−1)
(
c r
(T − t) 12
)−α1
e−
1
4
cr2
T−t . (5.10)
It is worth to point out that in the case λ = 0, namely α1 = 0, the previous inequality is reduced
to
−cs2
(
c
4
+ 1
4
)
+ cN
2
+ c
2
2
+ θ Ap−1c2p−1
(
s
2
)p
e−
1
4 (cs)
2(p−1),
that is not true near s = 0 since c22 + cN2 + (2−p)2(p−1) > 0. This gives some numerical justification
to the influence of λ > 0, to have a Fujita type exponent. Let Br(0) be a ball in RN . Since
∫
Br(0)
|x|−α1w(x, t, T ) dx = C(T − t)− (2−p)2(p−1)+N2 −
α1
2
c r
(T−t)
1
2∫
0
φ(s)sN−α1−1 ds,
then for p < 1 + 1
N−α1+1 , that is −
(2−p)
2(p−1) + N2 − α12 < 0, it follows that
lim
t→T
∫
Br(0)
|x|−α1w(x, t, T ) dx = ∞.
As we will see, the value F(λ) = 1 + 1
N−α1+1 is optimal with this blowing-up property, i.e.,
it could be seen as the Fujita exponent for problem (5.2).
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F
(
0+
)= lim
λ↓0 F(λ) =
N + 2
N + 1 <F(λ) < p−(λ)
N + 2
N
 p+(λ) 2.
Notice that the first inequality shows a discontinuity of the Fujita exponent at λ = 0.
5.2. A class of global supersolutions to (5.2) for F(λ) < p < p+(λ)
Consider F(λ) = 1 + 1
N−α1+1 as in the previous section. We look for a family of supersolu-
tions to Eq. (5.2), i.e., we look for w such that
wt −wrr − (N − 1)
r
wr − λw
r2

∣∣w′∣∣p, (5.11)
for F(λ) < p < p+(λ). Assume that w(r, t, T ) = (T + t)−θ g( r(T+t)β ) (see for instance [21]
and [20]), with g a smooth bounded positive function and θ,β > 0 to be conveniently chosen.
Denoting s = r
(T+t)β , it follows that
wt = −(T + t)−θ−1
(
θg + βr
(T + t)β g
′(s)
)
, wr(r, t) = (T + t)−θ−βg′(s),
wrr(r, t) = (T + t)−θ−2βg′′(s).
In order to get homogeneity in the equation, it is sufficient to choose θ = (2−p)2(p−1) and β = 12 .
Therefore (5.11) gives
g′′(s)+
(
N − 1
s
+ 1
2
s
)
g′(s)+
(
λ
s2
+ θ
)
g(s)+ ∣∣g′(s)∣∣p  0. (5.12)
Consider α1 < γ < 2p−1 and g(s) = Aφ(cs) with φ(s) = s−γ e−
s2
4 , A > 0, c > 0. Hence substi-
tuting in (5.12), there results that
c2[γ 2 − (N − 2)γ + λ]
(cs)2
+ (cs)2
[
c2
4
− 1
4
]
+ c2γ − c
2
2
− c
2(N − 1)
2
− γ
2
+ (2 − p)
2(p − 1) +A
p−1cp−1
[
γ
cs
+ sc
2
]p−1
(cs)−γ (p−1)e−
1
4 (cs)
2(p−1)  0.
Since α1 < γ , and p > 1 + 1N−α1+1 , it is sufficient to choose c < 1 and then we have
c2γ − c
2
2
− c
2(N − 1)
2
− γ
2
+ (2 − p)
2(p − 1)  0 and (cs)
2
[
c2
4
− 1
4
]
 0.
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p−1 and c
2[γ 2 − (N − 2)γ + λ] 0, then by choosing A small enough it
follows that
c2[γ 2 − (N − 2)γ + λ]
(cs)2
+Ap−1cp−1
[
γ
cs
+ sc
2
]p−1
(cs)−γ (p−1)e−
1
4 (cs)
2(p−1)  0.
Therefore, we have found a family of supersolutions
w(r, t, T ) = Ac−γ (T + t) γ2 − 2−p2(p−1) r−γ e−c2 r
2
4(T+t) . (5.13)
Notice that w(r,0, T ) = AT − 2−p2(p−1) a−γ |x|−γ e−−a
2|x|2
4 , where a = c
T
1
2
< 1.
5.3. Local existence for 1 <p < p+(λ)
As in Theorem 4.1, we begin by proving a local existence result under the hypothesis of
existence of a supersolution. Namely we have the next result.
Theorem 5.1. Let w be a nonnegative function defined in RN × [0, T1), verifying:
(i) w ∈ Lp((0, T1);W 1,ploc (RN))∩C([0, T1];L2loc(RN)).
(ii) ∃s > 0 such that w1+s|x|2 , w
(2−p)s+p
2−p ∈ L1(K × (0, T )), for all compact set K ⊂ RN .
(iii) 0 u0(x)w(x,0) and us+10 ∈ L1loc(RN).
(iv) w is a very weak supersolution to Eq. (5.2).
Then there exists a solution u to (5.2) satisfying u(x,0) = u0 with, at least, the same regularity
as w.
Proof. We follow closely the argument used in the proof of Theorem 4.1, the only difference is
that in this case the estimates are local in space and we need to use a suitable cut-off function.
For the reader convenience we give some details.
Consider an initial datum 0  u0(x) w(x,0) where w(x, t) satisfies the above hypotheses.
We construct a global solution as a limit of approximated problems in bounded domains. Let Bn
the ball in RN with radius n and centered at the origin. We consider
vn ∈ L2
(
(0, T );W 1,20 (Bn+1)
)∩L∞((0, T );W 1,p0 (Bn+1)), ∀T > 0,
the weak solutions to the following approximated problems,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vnt −vn = λ 1|x|2 + 1
n
v˜n−1 + |∇vn|
p
1 + 1
n
|∇vn|p
in Bn+1, t > 0,
vn(x,0) = u0(x) in Bn+1, t > 0,
vn(x, t) = 0 on ∂Bn+1, t > 0,
(5.14)
with
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⎧⎪⎨
⎪⎩
v0t −v0 = 0 in B1, t > 0,
v0(x,0) = u0(x) in B1, t > 0,
v0(x, t) = 0 on ∂B1, t > 0,
and v˜n−1 = vn−1 in Bn, v˜n−1 = 0 in RN \Bn. Applying the comparison Lemma 2.3, we conclude
that 0 < v˜0  v˜1  · · · v˜n−1  v˜n  w in Bn+1. Hence there exists u ∈ Lp((0, T1);Lploc(RN))
such that v˜n ↑ u strongly in L2((0, T1);L2loc(RN)) and u  w. Since w
1+s
|x|2 ∈ L1(K × (0, T1))
for all compact set K ⊂ RN , then using the dominated convergence theorem we get easily that
1
|x|2+ 1
n
v˜n−1 → u|x|2 strongly in L1(K×(0, T1)). Notice that to conclude we have just to prove that
|∇v˜n|p
1+ 1
n
|∇v˜n|p → |∇u|
p strongly in L1loc(R
N × (0, T1)). We claim that {v˜n} is uniformly bounded in
Lp((0, T1);W 1,ploc (RN)). To prove the claim we use ((vn +1)s −1)φ2 as a test function in (5.14),
with φ ∈ C∞0 (RN) a fixed nonnegative function and n n0 is chosen such that suppφ  Bn0(0).
Let consider H(σ) = 1
s+1 (σ + 1)s+1 − σ . It follows that
∫
RN
H
(
vn(x,T )
)
φ2 dx
+ s
T1∫
0
∫
RN
(vn + 1)s−1|∇vn|2φ2 dx dt + 2
T1∫
0
∫
RN
(
(vn + 1)s − 1
)
φ∇vn∇φ dx dt

T1∫
0
∫
RN
(vn + 1)s |∇vn|pφ2 dx dt + λ
T1∫
0
∫
RN
(1 +w)sw
|x|2 φ
2 dx dt +
∫
RN
H
(
u0(x)
)
φ2 dx
 ε
T1∫
0
∫
RN
(vn + 1)s−1|∇vn|2φ2 dx dt +C(ε)
T1∫
0
∫
RN
(vn + 1)
(2−p)s+p
2−p φ2 dx dt
+ λ
T1∫
0
∫
RN
(1 +w)sw
|x|2 φ
2 dx dt +C(s,u0)
 ε
T1∫
0
∫
RN
(vn + 1)s−1|∇vn|2φ2 dx dt +C(ε,w,u0).
Hence we conclude that
1
s + 1
∫
RN
(
vn(x,T )+ 1
)s+1
φ2 dx + (s − ε)
T1∫
0
∫
RN
(vn + 1)s−1|∇vn|2φ2 dx dt
 C(ε,w,T1, φ).
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T1∫
0
∫
RN
(vn + 1)s−1|∇vn|2φ2 dx dt  C1 and
T1∫
0
∫
RN
(vn + 1)s |∇vn|pφ2 dx dt  C2.
As a consequence, there results that
1
k1−s
T1∫
0
∫
RN
∣∣∇Tk(vn)∣∣2φ2 dx dt  C3 and
T1∫
0
∫
RN
|∇vn|pφ2 dx dt  C4.
Hence, using the definition of v˜n we conclude that v˜n ⇀ u weakly in Lp((0, T1);W 1,ploc (RN))
and Tk(v˜n)⇀ Tk(u) weakly in L2((0, T1);W 1,2loc (RN)).
Let θk(σ ) defined in (4.3) and consider θk(vn)φ2 as a test function in (5.14), then we obtain
that
∫
RN
θk
(
vn(x,T1)
)
φ2 dx + s
T1∫
0
∫
RN
φ2
(
1 +Gk(vn)
)s−1∣∣∇Gn(vn)∣∣2 dx dt
+ 2
T1∫
0
∫
RN
((
1 +Gk(vn)
)s − 1)φ∇vn∇φ dx dt

T1∫
0
∫
RN
((
1 +Gk(vn)
)s − 1)φ2|∇vn|p dx dt +
∫
RN
θk
(
u0(x)
)
φ2 dx
+ λ
T1∫
0
∫
RN
((1 +Gk(vn))s − 1)vn
|x|2 φ
2dx dt

T1∫
0
∫
RN
((
1 +Gk(vn)
)s − 1)φ2|∇vn|p dx dt +
∫
RN
θk
(
u0(x)
)
φ2 dx
+ λ
T1∫
0
∫
RN
((1 +Gk(w))s − 1)w
|x|2 φ
2dx dt.
Thus
T1∫ ∫
N
((
1 +Gk(vn)
)s − 1)|∇vn||∇φ||φ|dx dt
0 R
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T1∫
0
∫
{vnk}
((
1 +Gk(vn)
)s − 1)|∇vn||∇φ||φ|dx dt
 ε
T1∫
0
∫
RN
(
1 +Gk(vn)
)s∣∣∇Gk(vn)∣∣2φ2 dx dt
+C(ε)
T1∫
0
∫
{vnk}
((
1 +Gk(vn)
)s − 1)|∇φ|2 dx dt.
Since φ ∈ C∞0 (RN) is fixed, then using the regularity of w it follows that
T1∫
0
∫
RN
((1 +Gk(w))s − 1)w
|x|2 φ dx dt
+
T1∫
0
∫
{vnk}
((
1 +Gk(vn)
)s − 1)|∇φ|2 dx dt → 0 as k → ∞.
In the same way, we have
∫
RN
θk(u0(x))φ2 dx → 0 as k → ∞. Hence we conclude that
lim sup
k→∞
∫ ∫
{vnk}
|∇vn|p dx dt  lim sup
k→∞
T1∫
0
∫
RN
∣∣∇Gk(vn)∣∣p(1 +Gk(vn))s dx dt = 0.
From the result of Theorem A.1 in Appendix A we obtain that ∇vn → ∇u a.e. Then to get the
desired result we have to prove the strong convergence of |∇vn|
p
1+ 1
n
|∇vn|p to |∇u|
p in L1(K × (0, T1)).
This last confirmation follows using closely the same computation as in the proof of Theorem 4.1.
Hence we conclude. 
Notice that, using a separation of variables argument we can find a local supersolution for ini-
tial datum u0 such that u0(x)A|x|−β with β close to α1. More precisely we have the following
result.
Proposition 5.2. Assume that p < p+(λ), and
u(x,0) T −θ |x|−β, with T > 0, α1 < β < α2 such that β + α1 <N.
Then (5.2) has a local solution u in RN × (0, T ) for some T > 0, satisfying that for any ball
Br(0), ∀r > 0, ∫
Br (0)
|x|−α1u(x, t) dx < ∞, for all 0 < t < T . (5.15)
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(T−t)θ |x|−β with α1 < β < α2 and (β + α1) < N , it follows that
β(N − 1)−β(β + 1)−λ > 0. Moreover, since p < p+(λ), then β < (β + 1)p < β + 2. A direct
computation shows that for T > 1 and choosing θ large w is a supersolution to (5.2). Since
u0(x)w(x,0), using Theorem 5.1, we get the existence of a minimal solution u to (5.2) such
that (5.15) holds. 
5.4. Global existence for small data and F(λ) < p < p+(λ)
We consider the class of initial data
FD =
{
u0 :R
N → R ∣∣ 0 u0(x)A|x|−α1e−D2 |x|24 }
and the class of supersolutions found in Section 5.2 given by
w(r, t, T ) = Ac−γ (T + t) γ2 − 2−p2(p−1) r−γ e− r
2
4(T+t) .
In order to have u0(x)w(x,0) for some supersolution, we must choose D verifying
(
2(γ − α1)
D2 − a2
) γ−α1
2
e−
γ−α1
2 AT −
p−2
2(p−1) a−γ .
Furthermore, since 2(α1 + 1) < N and for any λ, p(α1 + 1) < p+(λ)(α1 + 1) = α1 + 2 < N ,
then for γ > α1, with γ near α1, we have 2(γ + 1) < N and (γ + 1)p < N , so w ∈
L2((0, T ),W 1,2(RN)) and |∇w|p belongs to L1((0, T ) × RN). Notice that γ can be chosen
very close to α1 as we want. This fact will be used to reach an extra regularity on w. Therefore
using Theorem 5.1 we get the existence of a minimal solution uw defined in RN × (0, T ).
Since w ∈ L2((0, T );W 1,2(RN)) with w 22−p ∈ L∞((0, T );L1(RN)), then we claim that the
solution u, obtained in Theorem 5.1, is an energy solution to (5.2), i.e., u ∈ L2((0, T );W 1,2(RN))
for all T > 0. To prove the claim we consider vn, the solution of (5.14). Following the computa-
tions of Theorem 5.1, and by setting s = 1, it follows that
1
2
∫
Bn
v2n(x,T ) dx + 2
T∫
0
∫
Bn
|∇vn|2 dx dt

T∫
0
∫
Bn
vn|∇vn|p dx dt + 12
∫
Bn
u20(x) dx
 ε
T∫
0
∫
Bn
|∇vn|2 dx dt +C(ε)
T∫
0
∫
Bn
v
2
2−p
n dx dt +C(u0)
 ε
T∫ ∫
|∇vn|2 dx dt +C(ε)
T∫ ∫
w
2
2−p dx dt +C(u0).
0 Bn 0 Bn
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1
2
∫
Bn
v2n(x,T ) dx + (s − ε)
T∫
0
∫
Bn
|∇vn|2 dx dt  C(ε)
T∫
0
∫
Bn
w
2
2−p dx dt +C(s,u0).
Since w has an exponential decay at infinity, we have just to consider the behavior of w near 0.
As 2γ2−p < N , there results
1
2
∫
Bn
v2n(x,T ) dx + (1 − ε)
T∫
0
∫
Bn
|∇vn|2 dx dt  C1 +C2
∫
B1
|x| −2γ2−p dx dt < C.
Therefore we conclude that {vn} is bounded in L2((0, T );W 1,2(RN)) and then
vn ⇀ u weakly in L2
(
(0, T );W 1,2(RN )).
A similar computation allows us to prove that {vnt } is bounded in L2((0, T );W−1,2(RN)).
We prove now that vn → u strongly in L2((0, T );W 1,2(RN)). Let φ be a positive test function
such that 0 φ  1, φ = 1 in BR(0) and φ = 0 in RN\B2R(0), with R very large. For n  R,
using (vn − u)φ as a test function in (5.14), it follows that
T∫
0
∫
RN
vnt (vn − u)φ dx dt +
T∫
0
∫
RN
φ∇vn∇(vn − u)dx dt +
T∫
0
∫
RN
(vn − u)∇φ∇vn dx dt
= λ
T∫
0
∫
RN
1
|x|2 + 1
n
v˜n−1(vn − u)φ dx dt +
T∫
0
∫
RN
|∇vn|p
1 + 1
n
|∇vn|p
(vn − u)φ dx dt. (5.16)
We claim that
λ
T∫
0
∫
RN
∣∣∣∣ 1|x|2 + 1
n
v˜n−1(vn − u)φ
∣∣∣∣dx dt
+
T∫
0
∫
RN
∣∣∣∣ |∇vn|p1 + 1
n
|∇vn|p
(vn − u)φ
∣∣∣∣dx dt → 0 as n → ∞,
independently of the choice of φ. To prove the claim we use the fact that vn and u are dominated
by w.
The first term is dominated by λ w2|x|2 , hence it is sufficient to apply the dominated convergence
theorem.
To estimate the second term, we follow closely the previous computation. Using Hölder’s
inequality, we have
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0
∫
RN
∣∣∣∣ |∇vn|p1 + 1
n
|∇vn|p
(vn − u)φ
∣∣∣∣dx dt 
T∫
0
∫
RN
|∇vn|p|vn − u|dx dt

( T∫
0
∫
RN
|∇vn|2 dx dt
) p
2
( T∫
0
∫
RN
|vn − u|
2
2−p dx dt
) 2−p
2
.
Thanks to the choice of γ and the condition on p, using the dominated convergence theorem we
get
∫ T
0
∫
RN
|vn − u|
2
2−p dx dt → 0 as n → ∞. Since {vn} is bounded in L2((0, T );W 1,2(RN)),
then the claim follows.
We deal now with the fist term in (5.16). It is clear that ∫ T0 ∫RN (vn − u)∇φ∇vn dx dt → 0 as
n → ∞, hence it follows that
T∫
0
∫
RN
vnt (vn − u)φ dx dt +
T∫
0
∫
RN
φ∇vn∇(vn − u)dx dt
=
T∫
0
∫
RN
(vn − u)t (vn − u)φ dx dt +
T∫
0
∫
RN
ut (vn − u)φ dx dt
+
T∫
0
∫
RN
φ
∣∣∇(vn − u)∣∣2 dx dt +
T∫
0
∫
RN
φ∇u∇(vn − u)dx dt
= 1
2
∫
RN
(vn − u)2φ dx +
T∫
0
∫
RN
φ
∣∣∇(vn − u)∣∣2 dx dt
+
T∫
0
∫
RN
ut (vn − u)φ dx dt +
T∫
0
∫
RN
φ∇u∇(vn − u)dx dt.
Using the weak convergence of {vn} and a duality argument, it is not difficult to see that
T∫
0
∫
RN
ut (vn − u)φ dx dt +
T∫
0
∫
RN
φ∇u∇(vn − u)dx dt = o(1),
independently of the choice of φ.
Hence by letting R → ∞ it follows that
1
2
∫
RN
(vn − u)2 dx +
T∫
0
∫
RN
∣∣∇(vn − u)∣∣2 dx dt → 0 as n → ∞.
Thus the strong convergence follows. As a consequence, we get that u ∈ L2((0, T );W 1,2(RN))
and uw. It is clear that u(x, t) → 0 as t → ∞ for all x ∈ RN\{0}.
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Theorem 5.3. Assume that F(λ) < p < p+(λ), then for all u0 ∈ FD , Cauchy problem (5.2) has
a positive global energy solution u ∈ L2(0, T ;W 1,2(RN)).
Remark 5.4.
(1) The local existence result proved in Proposition 5.2 holds for all p < p+(λ) at least for a
particular class of initial data.
(2) The imposed conditions on the initial data u0 in Proposition 5.2 and Theorem 5.3 are far
from being optimal.
5.5. Blow-up in a finite time for p < F(λ) and any initial datum
It is clear that the L∞-blow-up is instantaneous in problem (5.2) because the solutions are
unbounded. According to the behavior of the self-similar solution v to (5.3) and since any positive
solution to (5.2) is a supersolution to (5.3), it is natural the following definition.
Definition 5.5. Consider u(x, t) a positive solution to (5.2), then we say that u blows up in a
finite time if there exists T ∗ < ∞ such that
lim
t→T ∗
∫
Br (0)
|x|−α1u(x, t) dx = ∞,
for any ball Br(0).
Theorem 5.6. Assume that p < F(λ) = 1 + 1
N−α1+1 , then any positive solution u to problem(5.2) blows up in a finite time in the sense of Definition 5.5.
Proof. We analyze the properties of the subsolution w(r, t, T ) found in (5.10).
(i) w(r, t, T ) blows-up in a finite time in the sense of the local weighted L1 in Definition 5.5.
(ii) Assume that p < F(λ) = 1+ 1
N−α1+1 . We denote by u(x, t) = u(x, t+T ) a time translation
of a positive solution u(x, t) to (5.2). Since u(x, t) is a supersolution to the homogeneous
equation (5.3) with the same initial datum, in order to get that u(x,0)  w(r,0, T ), it is
sufficient to check that for v defined in (5.6) and some T > 0, v(x,T )  w(r,0, T ). This
immediately follows because p < F(λ) = 1 + 1
N−α1+1 .
(iii) Call G(x, t) = |∇w|p−1. Since p < F(λ), then there exists q > 2 such that
sup
t∈[0,T1]
∫
RN
∣∣G(x, t)∣∣ qN2 dx = C(T1) < ∞.
We will prove u(x, t) w(x, t, T ), ∀t < T . Denote k(x, t) = w(x, t, T ) − u(x, t). It imme-
diately follows that
kt −k  λ k 2 + |∇w|p − |∇u|p in RN, t ∈ (0, T1), T1 < T.|x|
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N × (0, T )). Applying Kato’s in-
equality, it follows that
(k+)t −k+  λ k+|x|2 + pG|∇k+| in R
N, t ∈ (0, T1), T1 < T,
k+(x,0) = 0. (5.17)
By using ϕ = k+1+k+ as a test function in (5.17), one can check that k+ ∈ L2((0, T1);W 1,2(RN)).
Fix γ > 0 such that (γ + 1)λ <ΛN .
We claim that
∫ T1
0
∫
RN
k
γ−1
+ |∇k+|2 dx dt < ∞.
To prove the claim we consider ε > 0, let mε(s) ≡ ( s1+εs )γ and define Mε(s) =
∫ s
0 mε(y)dy.
Using mε(k+) as a test function in (5.17), it follows that
∫
RN
Mε
(
k+(x, T1)
)
dx + γ
T1∫
0
∫
RN
(
k+
1 + εk+
)γ−1 |∇k+|2
(1 + εk+)2 dx dt

T1∫
0
∫
RN
(
k+
1 + εk+
)γ
G|∇k+|dx dt.
Using Young’s inequality there results
T1∫
0
∫
RN
(
k+
1 + εk+
)γ
G|∇k+|dx dt
 
T1∫
0
∫
RN
(
k+
1 + εk+
)γ−1
|∇k+|2 dx dt +C()
T1∫
0
∫
RN
|G|2(x, t)kγ+1+ dx dt.
Since k+ w and 2(p − 1)(α1 + 1)+ α1(γ + 1) < N , then
T1∫
0
∫
RN
|G|2(x, t)kγ+1+ dx dt < C.
Hence, by setting ε → 0 and using Fatou’s lemma, we conclude that
∫
RN
k
γ+1
+ dx + γ
T1∫
0
∫
RN
k+γ−1|∇k+|2 dx dt < ∞,
and then the claim follows.
For a > 0 small enough, and γ as above, i.e., λ(γ + 1) < ΛN , we consider ψ the solution to
the problem
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⎩−ψt −ψ − λ(γ + 1)
ψ
|x|2 = a|G(x, t)|
qψ in RN, t ∈ (0, T1),
ψ(x,T1) = φ(x) in RN,
(5.18)
where 0 < φ ∈ L1(RN) ∩ L∞(RN). We refer to Appendix A.2 for the proof of the existence of
such a ψ . Using ψ( k+1+εk+ )
γ as a test function in (5.17), passing to the limit as ε → 0 and by the
summability result in the claim, it follows that
1
γ + 1
∫
RN
k
γ+1
+ (x, T1)ψ(x,T1) dx + γ
T1∫
0
∫
RN
k
γ−1
+ |∇k+|2ψ dx ds
+ 1
γ + 1
T1∫
0
k
γ+1
+ (−ψt −ψ)dx ds 
T1∫
0
∫
RN
|G||∇k+|kγ+ψ dx ds
=
T1∫
0
∫
RN
|G||∇k+|vθ1+θ2+θ3+ ψ dx ds,
with θ1 = γ−12 , θ2 = γ+1q and θ3 = (q−2)(γ+1)2q (it is clear that θ1 + θ2 + θ3 = γ ).
Hence by the definition of ψ and using Young inequality, there results
1
γ + 1
∫
RN
k
γ+1
+ (x, T1)ψ(x,T1) dx + γ
T1∫
0
∫
RN
k
γ−1
+ |∇k+|2ψ dx ds
+ a
γ + 1
T1∫
0
∫
RN
k
γ+1
+ |G|qψ dx ds  η1
T1∫
0
∫
RN
k
γ−1
+ |∇k+|2ψ dx ds
+ η2
T1∫
0
∫
RN
k
γ+1
+ |G|qψ dx ds + η3
T1∫
0
∫
RN
k
γ+1
+ (x, s)ψ(x, s) dx ds.
Choosing η1 and η2 small, we get
1
γ + 1
∫
Ω
k
γ+1
+ (x, T1)ψ(x,T1) dx  η3
T1∫
0
∫
Ω
k
γ+1
+ (x, s)ψ(x, s) dx ds.
Since k+  0 and ψ > 0 in RN × (0, T1) for t < T1, then by Gronwall’s inequality we obtain that
k+ ≡ 0 and therefore w(x, t, T ) u(x,T + t).
Since T1 < T is arbitrary and w(x, t, T ) blows-up as t → T , therefore, for p < F(λ) = 1 +
1
N−α1+1 , any positive solution to (5.2) blows up in a finite time. 
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N−α1+1 . It seems an open problem to know what happens if p = F(λ), the critical
exponent.
Appendix A
A.1. Pointwise convergence of the gradients
In this part of the appendix we prove the pointwise convergence of the gradients used in the
proof of Lemma 2.10 and Corollary 2.11. We will perform the details in the case of Lemma 2.10,
noticing that the case of Corollary 2.11 follows with the same arguments since we have the same
kind of a priori estimates.
There, for fixed n ∈ N and k  1, we consider the truncated problems
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vkt −vk = λTn
(
1
|x|2
)
vk + |∇vk|
p
1 + 1
k
|∇vk|p
+ f in Ω1 × (0, T ),
vk(x, t) = 0 on ∂Ω1 × (0, T ),
vk(x,0) = Tn(u˜0) if x ∈ Ω1,
(A.1)
where Ω1 is any bounded domain with Ω1 Ω , λ  ΛN , u0 ∈ L1(Ω) and f ∈ L∞(ΩT ). We
suppose that u˜ ∈ C([0, T );L1loc(Ω)) is a very weak supersolution to (2.4) with 1 < p  2, then
it is clear that u˜ is a supersolution to (A.1). Hence, using Lemma 2.3 we find that vk  vk+1
and vk  u˜ for every k. Therefore, there exists un satisfying un = limk→∞ vk  u˜ a.e. and in
L1(ΩT ).
For simplicity of notation we set gk(x, t) = |∇vk |p1+ 1
k
|∇vk |p + λan(x)vk + f , where an = Tn(
1
|x|2 ).
We prove that gk is uniformly bounded in L1(Ω1 × (0, T ),φ dx dt) where φ is the solution to
the problem {
−φ = 1 in Ω1,
φ = 0 on ∂Ω1. (A.2)
Notice that φ(x)  c dist(x, ∂Ω). Using φ as a test function in (2.19) and since vk  u˜, there
results that
∫
Ω1
u˜(x, T )φ dx +
T∫
0
∫
Ω1
u˜(x, s) dx ds 
∫
Ω1
vk(x,T )φ dx +
T∫
0
∫
Ω1
vk(x, s) dx ds

T∫
0
∫
Ω1
gk(x, s)φ dx ds,
thus
T∫ ∫
gkφ dx ds  C for all k.0 Ω1
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ut −u = μ in D′
(
Ω1 × (0, T )
)
where gk ⇀μ weakly in the measures sense.
To prove the pointwise convergence of the gradients we follow similar arguments as in [13], we
refer to [12] and [29] where strong results about the convergence of truncating approximation
are obtained.
Notice that from the above computations we have just uniform local estimates and then we
need some extra arguments.
Theorem A.1. Assume that {vk} is defined by (A.1), then
∇vk → ∇un a.e. (x, t) ∈ Ω1 × (0, T ).
Proof. By using Tm(vk) · φ as a test function in (A.1) we get
∫
Ω1
Θm
(
vk(x,T )
)
φ dx +
T∫
0
∫
Ω1
∣∣∇Tm(vk)∣∣2φ dx ds +
T∫
0
∫
Ω1
Θm(vk)(−φ)dx ds
=
T∫
0
∫
Ω1
gk(x, s)φTm(vk) dx ds,
where Θm(s) =
∫ s
0 Tm(σ)dσ . Thus, by the previous boundedness, we find
∫
Ω1
Θm
(
vk(x,T )
)
φ dx +
T∫
0
∫
Ω1
∣∣∇Tm(vk)∣∣2φ dx ds +
T∫
0
∫
Ω1
Θm(vk) dx ds
m
T∫
0
∫
Ω1
gk(x, s)φ dx ds  Cm.
Then
T∫
0
∫
Ω1
∣∣∇Tm(vk)∣∣2φ dx ds  Cm,
and therefore, up to a subsequence,
∇Tm(vk)⇀ ∇Tm(un) weakly in
(
L2
(
Ω1 × (0, T ),φ dx dt
))N
.
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T∫
0
∫
Ω1
|∇vk|qφ dx dt < C, q < N + 2
N + 1 , ∀k ∈ N.
(See Lemma 2.2 in [13].)
To prove the result it is sufficient to show that for some θ > 0, we have
T∫
0
∫
Ω1
∣∣∇(vk − un)∣∣θφ dx dt → 0 as k → ∞.
As in [13] we denote by ω(k, ν,m, ε) any quantity that satisfies
lim
ε→0+
lim sup
m→∞
lim sup
ν→∞
lim sup
k→∞
w(k, ν,m, ε) = 0,
and by wν,m,ε(k) any quantity that goes to zero as k → ∞ for a fixed ν,m and ε.
We perform the following time regularization. For v ∈ L2(0, T ;W 1,20 (Ω1)), we define
vν(x, t) =
t∫
−∞
v(x, s)eν(s−t) ds,
where
v(x, t) =
{
v(x, t) if t ∈ [0, T ],
0 if t /∈ [0, T ].
It is clear that vν → v strongly in L2((0, T );W 1,20 (Ω1)), (vν)′ = ν(v − vν) in the weak sense,
i.e.,
〈
(vν)
′,w
〉= ν ∫
ΩT
(v − vν)w dx dt for all w ∈ L2
(
(0, T );W 1,20 (Ω1)
)
.
Since φ ∈ W 1,20 (Ω1), then Tm(vk)φ ∈ L2((0, T );W 1,20 (Ω1)) and (Tm(vk)φ)ν = φ(Tm(un))ν .
Consider 0 < 2θ < 1 and the splitting,
T∫
0
∫
Ω1
∣∣∇(vk − un)∣∣2θφ dx dt =
∫
unm
∣∣∇(vk − un)∣∣2θφ dx dt +
∫
un<m
∣∣∇(vk − un)∣∣2θφ dx dt
≡ Im,k + Jm,k.
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∫
unm
∣∣∇(vk − un)∣∣2θφ dx dt
 c
( T∫
0
∫
Ω1
[|∇vk| + |∇un|]qφ dx dt
) 2θ
q (
meas
{∣∣un(x, t)∣∣m})1− 2θq .
Since meas{|un(x, t)|m} → 0 as m → ∞, it follows that
Im,k → 0 as m → ∞. (A.3)
We deal now with Jm,k . We have
Jm,k =
T∫
0
∫
Ω1
∣∣∇(Tm(vk)− Tm(un))∣∣2θφ dx dt.
Using the definition of (Tm(un))ν and the monotonicity of vk it follows that
lim
k→∞χ{|vk−(Tm(un))ν |>ε} = χ{|un−(Tm(un))ν |>ε} for all ν and m ∈ N,
lim
ν→∞χ{|un−(Tm(un))ν |>ε} = χ{|un−Tm(un)|>ε} for all m ∈ N.
For simplicity of typing we set Ω1T ≡ Ω1 × (0, T ), hence we have that
Jm,k 
∫
Ω1T
∣∣∇(Tm(vk)− Tm(un))∣∣2θφχ{|vk−(Tm(un))ν |>ε} dx dt
+
∫
Ω1T
∣∣∇(Tm(vk)− Tm(un))∣∣2θφχ{|vk−(Tm(un))ν |ε} dx dt. (A.4)
Since |∇(Tm(vk) − Tm(un))|2θφ is bounded in L q2θ (Ω1 × (0, T )) and since χ{|un−(Tm(un))ν |>ε}
goes to zero almost everywhere, we conclude that
T∫
0
∫
Ω1
∣∣∇(Tm(vk)− Tm(un))∣∣2θφχ{|vk−(Tm(un))ν |>ε} dx dt = ω(k, ν,m, ε). (A.5)
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T∫
0
∫
Ω1
∣∣∇(Tm(vk)− Tm(un))∣∣2θφχ{|vk−(Tm(un))ν |ε} dx dt
 C
(
meas
(
Ω1 × (0, T )
))1−θ( T∫
0
∫
Ω1
∣∣∇(Tm(vk)− Tm(un))∣∣2φχ{|vk−(Tm(un))ν |ε} dx dt
)θ
.
Notice that ∫
Ω1T
∣∣∇(Tm(vk)− Tm(un))∣∣2φχ{|vk−(Tm(un))ν |ε} dx dt

∫
Ω1T
∣∣(∇vk − Tm(un))∣∣2φχ{|vk−(Tm(un))ν |ε} dx dt

∫
Ω1T
∇vk∇
(
vk − Tm(un)
)
φχ{|vk−(Tm(un))ν |ε} dx dt
−
∫
Ω1T
∇Tm(un)∇
(
vk − Tm(un)
)
φχ{|vk−(Tm(un))ν |ε} dx dt.
Using the weak convergence of Tm(vk) and the monotonicity of {vk} we get easily that∫
Ω1T
∇Tm(un)∇
(
vk − Tm(un)
)
φχ{|vk−(Tm(un))ν |ε} dx dt = ων,m,ε(k). (A.6)
We deal now with the first integral in (A.4). Since (Tm(un))νφ → Tm(un)φ strongly in
L2((0, T );W 1,20 (Ω1)) as ν → ∞, it follows that∫
Ω1T
∣∣∇(vk − Tm(un))∣∣2φχ{|vk−(Tm(un))ν |ε} dx dt
=
∫
Ω1T
∇vk∇
(
vk −
(
Tm(un)
)
ν
)
φχ{|vk−(Tm(un))ν |ε} dx dt +ωm,ε(k, ν).
Using Tε(vk − (Tm(un))ν)φ as a test function in (A.1) it follows that〈
(vk)t , Tε
(
vk −
(
Tm(un)
)
ν
)
φ
〉
+
∫
ΩT
φ∇vk∇Tε
(
vk −
(
Tm(un)
)
ν
)
dx dt +
∫
ΩT
Tε
(
vk −
(
Tm(un)
)
ν
)∇vk∇φ dx dt
=
∫
φTε
(
vk −
(
Tm(un)
)
ν
)
gk dx dt  ε
∫
gkφ dx dt  Cε.Ω1T Ω1T
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wν,m,ε(k). On the other hand, it is not difficult to see that
∫
Ω1T
∣∣Tε(vk − (Tm(un))ν)∣∣|∇vk||∇φ|dx dt  Cε.
Thus we conclude that∫
Ω1T
φ∇vk∇Tε
(
vk −
(
Tm(un)
)
ν
)
dx dt w(k, ν,m, ε). (A.7)
Putting together (A.5), (A.6) and (A.7) it follows that
Jm,k = w(k, ν,m, ε). (A.8)
Hence, from (A.3) and (A.8) the result follows. 
A.2. An auxiliary problem in RN × (0, T )
We prove the existence of a solution ψ ∈ L2((0, T );D1,2(RN)) to the problem
⎧⎨
⎩ψt −ψ − λ
ψ
|x|2 = aB(x, t)ψ in R
N, t ∈ (0, T ),
ψ(x,0) = ψ0(x),
(A.9)
with supt∈[0,T ]
∫
RN
B
N
2 (x, t) dx  C(T ), ψ0 ∈ L1(RN)∩L∞(RN) and a small.
Theorem A.2. There exists a0 > 0 such that for all a  a0, problem (A.9) has a unique solution
ψ ∈ L2(0, T ,D1,2(RN)).
Proof. We define the following mapping from L2((0, T );L2∗(RN)) into L2((0, T );L2∗(RN)).
H : L2((0, T );L2∗(RN )) L2((0, T );L2∗(RN ))
v H(v) = u
being u ∈ L2((0, T );L2∗(RN)) the solution to
⎧⎨
⎩
ut −u− λ u|x|2 = aB(x, t)v in R
N, t ∈ (0, T ),
u(x,0) = ψ0(x).
It is clear that H is well defined and that u ∈ L2((0, T );D1,2(RN)).
We claim that for a  a0 small enough the operator H is a contraction. Denote w = u1 − u2.
It follows that wt − w − λ w|x|2 = aB(x, t)(v1 − v2). Hence using w as a test function and by
the Hardy inequality it follows that
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2
∫
RN
w2(x, T ) dx − 1
2
∫
RN
w2(x,0) dx +
(
ΛN − λ
ΛN
) T∫
0
∫
RN
|∇w|2 dx dt
 a
T∫
0
∫
RN
B(x, t)(v1 − v2)w dx dt.
Applying Hölder’s, Sobolev’s and Young’s inequalities,
CS
T∫
0
( ∫
RN
w2
∗
dx
) 2
2∗
dt
 a
T∫
0
( ∫
RN
w2
∗
dx
) 1
2∗
( ∫
RN
(v1 − v2)2∗ dx
) 1
2∗
( ∫
RN
B(x, t)
N
2 dx
) 2
N
dt
× aCε
T∫
0
( ∫
RN
w2
∗
dx
) 2
2∗
dt + aC(T )C′(ε)
T∫
0
( ∫
RN
(v1 − v2)2∗ dx
) 2
2∗
dt.
Hence, choosing a small, we have
∥∥H(v1 − v2)∥∥L2((0,T );L2∗ (RN))  C‖v1 − v2‖L2((0,T );L2∗ (RN))
with C < 1. Thus the claim follows and then by using the classical Banach fixed point theorem
we get the desired result. 
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