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A study is made of the existence and stability of certain traveling wave solutions 
to the Fits Hugh-Nagnmo system &/at = Pu/W + U(U - a)(1 - U) - ZI, 
&/at = bu. In particular it is shown that for the wave speed c sufficiently small 
such waves are unstable in the temporal linearized sense. The study com- 
plements recent work of J. M. Greenberg and D. A. Larson. 
1. INTRODUCTION 
The nonlinear evolutionary system 
au -= 
at g + u(u - u) (1 - 2.4) - v, 
av 
z = bu - yv, 
where 0 < y, 0 < b, 0 < a < 1, X, t E (- 00, co) x [0, co), was first suggested 
by Pitz Hugh (1961) and subsequently investigated by Nagumo et al. (1962) as a 
simple mathematical model governing the propagation of electrical impulses in 
the Nerve Axon. This system is considerably simpler than the now classic model 
proposed by Hodgkin and Huxley (1952) and appears to give good qualitative 
agreement with known physiological results. ‘rhe physiological interpretation 
of the Fitz Hugh-Nagumo system is given in Green and Sleeman (1974). 
In recent years the Fitz Hugh-Nagumo model has been the subject of con- 
siderable interest and investigation. For an overview of these results we cite the 
survey articles of Cohen (1971), Hadeler (1976), and Hastings (1975). 
Among the many still largely unresolved problems associated with (1.1) is the 
question of stability of travelin, m wave solutions. That is, we consider solutions 
of the form 
24 = u(x + ct), v = v(x + ct) 
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such that u(t), w(E) tend to zero as i [ , = i x -i- ct tends to infinity-. such 
solutions are known to exist (see Hastings, 1975) only for a limited range of 
wave speeds. It is conjectured, and there is considerable numerical evidence to 
support this, that the higher wave speed gives rise to a generically stable traveling 
\yave solution. This has been demonstrated analytically in a simplification of (1.1) 
wherein the “cubic” nonlinearity is replaced by a piecewise linear nonlinearity 
(see Rinzel and Keller (1973)). At the lower wave speed Greenberg (1973) has 
established the existence of a traveling wave solution and Larson (1977) has gone 
on to show that such waves are generically unstable. 
However, both Greenberg and Larson rely crucially on the assumption that 
the “relaxation time” 117 is large but finite and that the term yv appearing in the 
second of Eqs. (1.1) cannot be neglected. On the other hand, Hastings (1975) 
remarks that qualitatively one should not expect the behavior of solutions to (1.1) 
to vary much in character whether the term ye is present or not and that its 
inclusion may be included for analytical convenience. Indeed Xagumo et aE. 
( 1962) considered y = 0. 
In this paper we partially confirm these remarks by studying the case when 
y = 0, proving the existence of traveling wave solutions for c sufficiently small, 
and the generic instability of such waves. The analysis we employ is in the 
spirit of Greenberg (1973) and Larson (I 978) but there are significant differences 
from the case where y > 0. 
The plan of this paper is as follows. In Section 2 we set out some preliminary 
results and concepts; in particular, we give a precise definition of “instability” 
as used in this paper. Other definitions of stability/instability used in connection 
with nerve impulse problems and related topics are to be found in Hastings 
(1975), Rinzel and Keller (1973) E vans (1972), Benjamin (19723, Hoppensteadt 
(1975), Larson (1977) and Sattinger (1976). Section 3 briefly demonstrates the 
existence of traveling waves when c = 0 and a perturbation argument, making 
use of the contraction mapping principle together with the use of an implicit 
function theorem, is given in Section 4 to establish the existence of traveling 
wave solutions for c > 0 and sufficiently small. In Section 5 we prove the 
temporal linear instability of the traveling wave solution for c = 0 and finally 
in Section 6 apply methods similar to those of Section 4 together with a little 
spectral theory to prove the temporal instability of traveling waves for c small 
and positive. 
2. PRELIMINARIES 
Traveling wave solutions u(t), a([) with 5 = x + CL, and c F R of (1. i > 
satisfy, for y : 0, the system of ordinary differential equations 
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together with the conditions 
u,v-+O as 16 I-+% W) 
where the wave speed c E R takes characteristic values to be determined. In the 
case where c = 0, (2.1) degenerates to the single equation 
u”+u(u--)(I -u)=v, (2.3) 
where u, v must satisfy conditions (2.2). Note that for a nontrivial solution to 
exist we must have b = 0. Furthermore we shall see that (2.3) has an explicit 
solution vector (us(f), 0) for all a E (0, +). That a should be restricted in this 
way, even when b # 0, is proved in Sleeman (1975). 
In Section 4 of this paper we prove that for / c j > 0 and sufficiently small 
there is a solution vector (u,(f), vC(f)) which is a perturbation of the solution 
bd~3,o~ of (2.3) b a ove. We then go on to show that both these solutions are 
unstable in a certain sense. The definition of instability we shall use is that of 
Larson (1978), and is motivated as follows. We consider solution vectors (~~(0, 
v,(Q) c E I&! and the linear parabolic system of partial differential equations 
Ut = %g - q ff’(uc(t7) u - v, 
vt = -cv< + bu, 
(2.4) 
where J(U) = z1(u - a) (I - U). 
For each fixed c, (2.4) is the linearized variational problem for the solution 
vector {u,(& vC(&} to (1.1) in the traveling coordinate system in which this 
solution is stationary in time. We now seek solutions of (2.4) in the separated 
form 
u(& t) = @q(S), v(E, t) = e+J(f), 
from which it follows that 5 and v must satisfy, for each fixed c, the eigenvalue 
problem 
Q” - cii’ + f ‘(a&q) P - 5 = au, 
-cc’ f ba = ov; 
(2.5) 
for which c and 6 are bounded on R. 
When c = 0, (2.5) degenerates to the Schrbdinger eigenvalue problem 
2” + f’(z&J)) a - 5 = ail, 
bu = av; 
a~ and 5 bounded on R. 
With this preamble our definition of instability is the following. 
(2.6) 
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DEFIXITION. For c E R fixed and sufficiently small, the solution vector 
{%(E), %(c”)) for (2.1) . IS unstable in the temporal sense as long as there exists 
a solution to (2.5) for g E G and such that Re(o) > 0. If c = 0, this statement 
is applied to (2.6). 
3. THE STANDING WAVE 
hIcKean (t970), who aroused most of the current interest in Nagumo’s 
equation, gave several solutions to system (2.1) when b = 0. The solution of 
interest to us here is 
u(4) = uo(() = 3[(2 - .)I,‘2 (4 - .)I’2 cash .1,‘2( + (1 f 1 /a)]-1; 
u(t) = 0, 
(3.1) 
which satisfies conditions (2.2) and furthermore 
%(S) - o(&” Ii i) as ill + co. 
The latter property is of importance in subsequent sections. 
4. EXISTENCIX 0F TRXVELING WAVE SOLUTIOXS OF Sim~i c 
For purposes of discussion we write system (2.1) in the form of an integro- 
differential equation, viz: 
u”(4) - cu’(4) + f(u) - ; “y u(f - s) ds = 0. 
0 
(4.1) 
Let us now seek solutions of (4.1) in the form 
With these assumed forms substituted into (4. I), a simple calculation reveais 
that U(t), b, , b, must satisfy the inhomogeneous equation 
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The strategy now is to generate a Fredholm Alternative Theorem for problem 
(4.2) in order to derive three separate equations (depending on c) for the unknown 
function U(f) and the parameters b, and b, . In order to do this we introduce 
some function spaces defined as follows. 
for any ;\ E R, nonnegative integers n and A 3 0. 
With these function spaces we state the following result. 
THEOREM 1. Suppose go C,,O f or some X E (0, a1i2). Then the problem 
UJ1 + Uf ‘(uo) = g (4.3) 
has a bounded solution on R ;f and only if 
i m u;(E) g(t) dt = o. (4.4) -cc 
If (4.4) is satisfied, then a one-parameter family of bounded solutions to (4.3) is 
given by 
(4.5) 
where a: E !R is arbitrary, ~~(4) = u~(~)/u~(O) and e is the Green’s function for the 
homogeneous problem associated with (4.3). Specifically e is given by 
@(t, t) = G(5, 4, for t > 0, t > 0, 
zzz 0, for !! > 0, t < 0, 
= &G(O, t), for E = 0, t > 0, 
= &G(O, -t), for 5 = 0, t ,< 0, 
zzz 0, for E < 0, t > 0, 
= (3--S, 4, for E < 0, t < 0. 
(4-h) 
Here 
G(t, t) = uz(E) udt) for 0 < 4 -=E t,
= %(f) u2(t> for 0 < t < E, 
(4.7) 
where uz(f) is the unique solution of the homogeneous counterpart of (4.3) which 
satisjes the conditions U(0) = 1, u’(0) = 0. 
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‘The proof of this theorem follows along the same lines as the corresponding 
result in Larson (1978) and may be omitted. 
Next we appeal to the estimates of Greenberg (1973) to arrive at the following 
useful facts. 
(i) ~~(0) = 0, u;(O) = 1, z+(f) and all its derivatives behave like 
Q(e- al’Plbi) as j [ 1 ---t a. 
(ii) ~~(0 d 11 .an a its derivatives behave like Q(ea”2~~~) as i 4 ; --f CD. 
(iii) I) J’Tm c( ., t)g(t) dt /j2,A < n/r 11 g I/~,~ for any g E Cho, Mo being 
independent of g. 
If we apply Theorem 1 to problem (4.2) with X E (0, alp) and fixed, we find 
that U, , b, , b, must satisfy the equations 
CT(f) = m,~~~) 7 1% f?(t, t) [u;(t) + 6, j-Y uo(t - s) ds + CR‘(.) :“j’l dt, (4.8) 
x-c.2 0 
and 
uo(t - s) ds $ cl?(,) (t)/ u;(t) dt = 0, (4.9) 
where 
(4.30) 
-- c -f$f”‘(z~,, $ cb, f:’ U(t - s) ds. 
‘0 
In order for (4.9) to be satisfied for c = 0 we must have 
which on an integration by parts is seen to be equivalent to the condition 
.,[l (uoft)f(uo) - bo”o”(9) dt = Ql (4.11) 
i.e., 
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It is interesting to note from (4.11) that 6, must satisfy the condition 
b, ( (1 - 4” 
4 ’ 
which is the analog, for y = 0, of a similar condition given by Greenberg (1973, 
Theorem 1) for the case y # 0. It is also related to the necessary condition for 
the existence of a traveling wave solution to (1.1) given by Green and Sleeman 
(1974) and Sleeman (1975). 
Taking, without loss of generality, 01 = 1 and noting the value of b, above, we 
see that the system (4.8), (4.9) reduces to 
(4.12) 
and 
where 
s = F(s) (t) u;(t) dt = 0, -cc (4.13) 
The next step is to show that the set (4.12), (4.13) can be solved for sufficiently 
small j c j > 0; this will then guarantee the existence of solutions to (2.1) for 
such / c ) . The method proceeds in two steps which are outlined as follows. 
We first demonstrate that, for / c / > 0 and sufficiently small, 6, can be uniquely 
defined from (4.13) as a functional of U( .) and c, i.e. 6, = 6r( U(s), c). This form 
of bi is then inserted into (4.12) and the resulting integro-functional equation is 
then shown to be solvable, for 1 c j > 0 and sufficiently small, by the Contraction 
Mapping Principle. In order to do this we need the following estimates set out 
in Lemma 1 below. These estimates follow directly from the form of F( .) and 
the function spaces CAn, A E (0, a112). See Greenberg (1973). 
LEMMA 1. Let A and M > 0 be arbitrary. Then there are constants C,(A, M) 
> 0 and Mp(A, M) < co such that as long as 1 c 1 < C&A, M), U and U* are in 
cl and bl and bf are in E-M, M] we have that 
IlF(c, u,(.>, b, > UC.>, b,)ll,,, < MdA, M) (4.14) 
and 
II% u,(.), 4lU(.), 0 - %G %(.h 4l3 u*(.)> c I/&A 
(4.15) 
< Mb% M) [Ii u - u* llz,n + I b, - b: Il. 
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Once again we follow the analysis of Larson (1977) and introduce a further 
class of function spaces as follows. Let X E (0, a’;“), jj t;i /jah < A, 6 f [O, A - 
,! ii J2,,J; then define 
x4,S = (fE G.4 I !df- Cl /12,,, < 3. (4.15) 
As asserted in Greenberg (1973), 3t,.4 is a complete metric space for these 
ranges of k and ,4 and consequently so is Bi,,,, for the given range of 6. 
With the introduction of this space we have the following result. 
LTl32M id 3. Let A and X be as abose. Then there exist constants C’,(A) > 0 and 
S(A) E (0, A - Ij q gzJ) and a uniquely defined map, 4: B:,,.,c,, X [-C,(A), 
Cl(A)] -3 R such that 
is F(c, uo(t>, b, , U(t), z,‘J(U(.), c)) u;(t) dt = 0, 
S.--m 
(ii) there exists a constant M,,(A) < CO such thntfor all c 
ail 5 and I:* in B,2,,,,(,, we have 
: $lJ(U(.), c  - #(Ly.), “)I < Mb(A) I u -- L-” ,2,: 
(4.17) 
; Cl(A) and 
Pi”OO$. Take M > 0 and arbitrary for the present and define the map 
G: 3;,,4 x [-ill, M] x [-C&4, M), c&4, M)] --f R 
by 
G(U, 6, , c) = fm F(c, uo(t), b, , L-(I), 6,) u;(t) dt, 
“-cc 
(4.20: 
where C,(*d, M) is the constant whose existence is assured by Lemnla I. Further.- 
more from Lemma 1 the above map is well defined on its domain of definition. 
It is also straightforward but tedious to verify that G is continuously FrCchet 
differentiable in a neighborhood of (I%~, 0, 0) in Bi>A x [-IW, +M] x 
[-C,(A, M), C,(A, M)] and that because of the parity of I+, , zll , and up and the 
form of F(.) (0 
G(u, , 0,O) = 0. 
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= - --m s 
m ?Lo2(t) at # 0. 
u=ri, 
b+=O 
The Ci version of the Banach space implicit function theorem therefore guaran- 
tees that in some subneighborhood of (tii , 0,O) we can define the map JL as 
stated in the lemma which has the desired properties (i), (ii). For ease of notation 
we denote this subneighborhood by 
&,8(A) x [-w% Cd41 for some C,(A) > 0 
and 
This completes the proof. 
Lemma 2 now allows us to solve (4.13) for / c / < C,(A), U(.) E B,2,,,,(,, , A 
and X held fixed as above to give b, = Z&U(.), c) uniquely. Substituting this 
form of b, into (4.12) we arrive at an integro-functional equation for U( .) which 
we solve under the restriction that U(.) E Bi,,,,(,, . This we do by use of the 
contraction mapping principle. The arguments parallel those of Greenberg 
(1973) and Larson (1978) an d need not be repeated here. In this way the existence 
of solutions to (2.1) is established for / c 1 > 0 and sufficiently small. 
5. INSTABILITY FOR c = 0 
In this section we examine the stability of the solitary wave when c = 0. To 
this end we write the eigenvalue problem (2.6) in the form 
P” + f’(uo(E)) E = (ff + b/a) a, (5.1) 
where s is required to be bounded on 58. 
Since the differential operator L = d2/dt2 + J’(uo([)) appearing on the left- 
hand side of (5.1) is the linearized variational operator about the solution zto([) 
given by (3.1) it follows by direct calculation that ~(8) = U:(E) is an eigenfunction 
of (5.1) corresponding to the eigenvalue 0 = (a + b/6) = 0. Furthermore, from 
the form of u,(t) it is clear that this eigenfunction has exactly one zero on R, 
namely at the origin. It then follows from standard results (Dunford and 
Schwartz, 1963, pp. 1473-1477) concerning the spectrum of the Schrodinger 
operator that there exists precisely one solution x0(E) of (5.1) corresponding to 
an eigenvalue 6 = Z0 = (cr + b/a) which is strictly positive. ,z,([) is even in t 
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and together with its derivatives behaves like O(C’~+~~)““~‘/) as [ 1 --f a. As- 
sociated with C0 > 0 there are two values of 0 which are roots of the equation 
LT.‘2 - ao, + b = 0. 
For b suficienkiy small, one of these roots is strictly positive. Accordingly, from 
the definition of Section 2, we deduce the temporal lin’ear instability of the 
solitary wave u,(t). 
6. IN~TABxLITY FOR ,C > 0 
FVe now turn to the question of stability for the eigenvalue problem (2.5) for 
I c > 0 but sufficiently small so that the existence theory of ‘Section 4 guarantees 
the existence of a solution vector {u,(E), nC(l)) of (2.1). Write the system (2.5) in 
the compact form 
a” - CU’ + f’(z&)) u = UE + 4 j- e-(*wq[ - s) ds, (6.1) 
0 
s bounded on R. 
E’or this problem we are reminder that unlike the situation in Section 4 the 
parameter b is now determined as a function of c. This time we have the freedom 
to choose 0 as a function of c. Thus for 1 c j > 0 and suficiently small we seek 
solutions of (6.1) in the form 
43 = zo(4) + cQ(7(E), U=Uof rq . ‘34 
With the observation that ~~(8) satisfies (5.1), 
b = boc2 $ blC3 
and 
%(E) = u,(t) + cU(<), 
we see that D(<n and ~r must satisfy the inhomogenzous proMem. 
QV) t Lf’@oo) - 001 Q(t) 
= 4lc3 + Lo1 - w3s%0)1 x0 
f c r 
= PC.) (0 t- Q(.> (E), say. 
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Since zs([)and its derivatives satisfythe orderrelationO(e-@+“o)““I”I) asj [ 1 --f 03, 
x0 E CA2 as long as X < a1iz (cf. Section 4). Thus on fixing h E (0, aliz) we have in 
comparison with Theorem 1 the result (the proof is the same). 
THEOREM 2. Suppose g E C,,O fey some h E (0, alIz). Then the problem 
P(f + {f’(Uo) - fJo0) q<o = g (6.4) 
has a bounded solution in R if and on& if 
!- m zo(S)g(f) df = 0. (6.5) -cc 
If (6.5) is satisjed then a one-parameter family of bounded solutions to (6.4) isgiven 
by 
a(‘(0 = azo(t) + j” c*(t, t>s(t> dt. (6.6) 
--m 
Here we have ol E R and assume that ~~(0) = 1 and because x0(f) is even xi(O) = 0. 
Furthermore G*(f, t) takes the same form as c(f, t) in (4.6) except that G(f, t) 
is now replaced by 
G”(t, t> = z2(5) z,(t), fOY 0 < 5 < t, 
(6.7) 
= zo(5> x2(t), for 0 < t < 5, 
where .z,(Q is the unique solution to the homogeneous problem associated with (6.4) 
such that x,(O) = 0, x;(O) = -1. AZ so x2([) and its derivatives behave as 
% (~+%ww) as 1 ,$ j -+ co and consequently we have the estimate 
1; j-1 G”(-, t)g(t) dt ;I2 h < MC* II g 110,~ (63) 
for someJinite MGS . 
Applying this result to the problem at hand we obtain, on taking 0: = 1, the 
following pair of equations for the determination of u(f) and q , viz., 
(6.9) 
and 
r v-Y.> (t) + a-> WI %W dt = 0. (6.10) 
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Because of the oddness of U(t) E B:,, it is seen that (6.10) is satisfied identically 
for o1 = c = 0 and so the problem centers on applying a contraction mapping 
principle to (6.9) and an implicit function theorem argument to (6.10) to assert 
the existence of u(f) and q for / c / > 0 and sufficiently smail. Thus from here 
3x11 our analysis parallels that of Section 4. 
To begin with we have the analog of Lemma I, namely, 
LEMMA 3. Let A and M > 0 be arbitrary. Then there exist constants C$,A, Ir/r) 
> 0 and Mo(A, M) < cls such that as long as / c \ < C$(A, M), g and .?? aYe 
in lga and o1 and 0: aye in [-M, M], we haae 
‘I P(c, ~1 , UC)) + cQ(c, 01 , ~(.))\\,,A < ~f&‘4 W (6.11) 
and 
: P(c, Gl ) u(g) - P(c, CT;, cy)) T c(Q(c, Gl , 06.)) - Q(E, CT,*, Sj;v(~))),/o,n 
6 M,(A, M) [II c7 - 0” g2,h + j crl - CT; I]. (6.12) 
Similariy, in analogy with Lemma 2, we have 
LEMMA 4. Let h E (0, a”:“), A > ;/ z *I 2,h and dq’bae the Junction space I/ 
BL6 = (fe % I 11.f - x0 lh < % 
WhW? 
Then there exist constants C,*(A) > 0 and S*(A) E (0, A - / x, iiz,J and a 
maiquely defined “up 
such that 
(i) for 02 (E, c) S B,“,R,BS(Aj X [-CT(A), C*(A)], we izave 
r” [P(c, @y Fq.), c), Q(a)) -!- cQ(c, $!i”(C(~), c), E(~))] zo(t) dt = 0; 
y-m 
(ii) there exists a constant M*(A) < co such that for all i c / < CT(A) md 
i?? and u* in Bi,,,,,t,, , we have 
i #*(D(.), c)/ < M*(A) 
and 
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The proofs of Lemmas 3 and 4 are similar to the proofs of Lemmas 1 and 2 
above. 
The key in the proof of Lemma is that of verifying that the map 
G*:B;,A x [-M,M] x [-C,"(M), C,*(M)]-+ R, M > 0, 
defined by 
G*(U(.), a, , c) = 
s m VT*) + 4x.)1 (t) 44 dt -cc 
has the properties 
G*(z,(.), 0,O) = 0 
aG* 
and - 
c ) au1 
# 0. 
ixz, 
Ul=C=O 
The first requirement is already satisfied (see the remarks following (6.10)). 
An easy calculation shows that 
and so the second requirement is also satisfied. 
Employing arguments similar to those of Section 4, based on (6.8) and 
Lemmas 3 and 4 above, show that the problem (6.9), (6.10) may be solved for 
] c 1 > 0 and sufficiently small. By construction ur(c) -+ 0 as c --j 0 and so 
for 1 c 1 sufficiently small. By our definition of instability it follows that the 
solution vector (UC(<), v,(e)) is unstable in the linear temporal sense as a solution 
of (2.1) provided 1 c 1 is sufficiently small. 
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