We consider the problem of optimizing and executing multiple continuous queries, where each query is a conjunction of filters and each filter may occur in multiple queries. When filters are expensive, significant performance gains are achieved by sharing filter evaluations across queries. A shared execution strategy in our scenario can either be fixed, in which filters are evaluated in the same predetermined order for all input, or adaptive, in which the next filter to be evaluated is chosen at runtime based on the results of the filters evaluated so far. We show that as filter costs increase, the best adaptive strategy is superior to any fixed strategy, despite the overhead of adaptivity. We show that it is NP-hard to find the optimal adaptive strategy, even if we are willing to approximate within any factor smaller than ln m where m is the number of queries. We then present a greedy adaptive execution strategy and show that it approximates the best adaptive strategy to within a factor O(log 2 m log n) where n is the number of distinct filters. We also give a precomputation technique that can reduce the execution overhead of adaptive strategies.
INTRODUCTION
We consider the problem of optimizing a collection of continuous queries [3] , where each query is a conjunction of filters on the incoming data stream. We focus on scenarios that exhibit sharing, meaning the same filter may occur in multiple queries. The goal of our optimization is to minimize the overall cost of evaluating the filters by sharing filter evaluations across multiple queries. Note that our problem is different from that addressed in publish-subscribe systems [21, 23] , which generally focus on special techniques for indexing a large number of queries (or subscriptions) to quickly identify which subscriptions match the incoming data. The differences are discussed in more detail in Section 1.1.
As an example of our scenario, suppose several information analysts are all monitoring an incoming stream S of images. Each analyst identifies the images of interest to him by specifying a collection of filters F1, . . . , F k that the image must satisfy. Thus, each analyst poses a continuous query of the form:
In this scenario, filters will most likely be shared, as more than one analyst may be looking for certain characteristics. For example, one analyst might be interested in outdoor images (filter F1) with at least five people in it (filter F2), while another analyst might be interested in outdoor images (filter F1 again) with at least one person clad in black (filter F3).
Filters that detect patterns within an image are often expensive to evaluate, thereby motivating the need to share filter processing across queries to increase throughput. (For example, the filter in the OpenCV library [19] to detect number of faces, when running on a 1.8 GHz machine, takes an average of 0.5 seconds on an 800 × 600 image.) Numerous other applications such as network monitoring, video surveillance, monitoring of voice calls, and intrusion detection, also exhibit shared expensive predicates and have high throughput requirements (e.g., a video feed needs to be processed in real time).
A naïve execution strategy for such scenarios is to evaluate each query independently on the incoming stream. However, since filters are shared, this approach can perform a significant amount of redundant work. A better alternative is to choose a shared execution strategy for a given collection of queries. In a shared strategy, filters are evaluated on each data item in some order dictated by the strategy, until all of the queries are resolved. (Since each query is a conjunction of filters, a query is resolved as soon as one of the query filters evaluates to false, or when all of the query filters evaluate to true.) In this way, filter evaluations are shared across all queries. In this paper, we address the problem of finding the optimal shared execution strategy for any given collection of queries that share expensive filters.
Finding the optimal shared execution strategy poses the following major challenges:
1. Filter placement. The decision whether a filter should be evaluated earlier or later in a shared strategy should be made by taking all of the following factors into account:
• Cost: Filters with low cost should preferably be evaluated early, since they might resolve queries at lower cost.
• Selectivity: The average fraction of incoming data items that satisfy a filter is referred to as the selectivity of that filter. Filters with lower selectivity should preferably be evaluated early, since they are more likely to resolve queries by evaluating to false.
• Participation: The number of queries that contain a given filter is referred to as the participation of that filter. Filters with higher participation should preferably be evaluated early, since they can decide the results of a larger number of queries.
For a given filter, these three factors may give contradictory suggestions for its placement, so we must devise a placement method that takes all the factors into account.
2. Execution Overhead. Executing a shared strategy incurs some amount of overhead, e.g., keeping track of which filters have been evaluated, and which queries have been resolved. This overhead is in addition to the cost of the filters evaluated by the strategy. Thus the overall choice of the optimal strategy must take into account the expected total cost of filters evaluated by a strategy as well as its execution overhead.
To address the above challenges, we first consider the space of possible shared execution strategies and outline two broad categories of strategies: fixed and adaptive. In a fixed strategy, the order in which filters are evaluated is predetermined and is the same for each data item on the stream. In an adaptive strategy, at any stage the next filter to be evaluated is chosen based on the results of the filters evaluated so far. Adaptive strategies (sometimes also called conditional plans [10] ) have a higher execution overhead since at each step they incur the cost of choosing the next filter to evaluate. However, in terms of the expected total cost of filters evaluated, the best adaptive strategy is often superior to any fixed strategy. Specifically, we show problem instances where any fixed strategy has a cost Ω(μ) times the cost of the best adaptive strategy, where μ is the maximum number of queries in which a filter is present (measuring the extent of sharing of filters across queries). Thus, as the extent of sharing and filter costs increase, the higher execution overhead of adaptive strategies is compensated for by the savings obtained in filter evaluation cost, thus motivating the need to design and analyze adaptive strategies.
We then consider the optimization problem of finding the leastcost adaptive strategy, where the cost of a strategy is the expected total cost of filters evaluated by it. A key idea behind our results is to model this optimization problem as a probabilistic version of the well-known set cover problem [12] . Based on the similarity to set cover, we first show a lower bound: it is NP-hard to find an adaptive strategy whose cost approximates the optimal cost to within any factor smaller than ln m, where m is the number of queries. We then give a greedy adaptive strategy, and we show that its cost approximates the optimal cost to within a factor O(log 2 m log n), where m is the number of queries as before, and n is the number of filters. We have performed experiments (results provided in the extended technical report [18] ) which indicate that the greedy strategy performs very well in practice.
Finally, we consider the problem of reducing the execution overhead for adaptive strategies. One method is to precompute and store which filter is to be evaluated next for each possible combination of outcomes of the filters evaluated so far. (Essentially, we would be materializing the "decision tree" corresponding to the adaptive strategy.) However, in general, this approach requires space exponential in the number of filters. We give an algorithm that takes into account the amount of space available to store the decision tree and decides which parts of the decision tree should be precomputed so that the execution overhead of the strategy is minimized.
Related Work
There has been work pertaining to shared query execution in both the data streams context [3] as well as the classical DBMS context. For data streams, most of the work on shared query execution is for publish-subscribe systems, e.g., [7, 21, 23] . In publish-subscribe systems, the problem setting is essentially the same as ours: Each user specifies (or subscribes to) the data of interest by specifying conditions on the incoming data stream, and the goal is to dispatch each incoming data item to all matching subscriptions. Publishsubscribe systems generally focus on scenarios where the number of subscriptions is very large (of the order of millions), and they use special disk-based indexing mechanisms to efficiently locate the matching subscriptions for a given data item. Unlike our work, their focus is not on deciding the order of filter evaluation, since filters are considered cheap. Another important distinction is that publish-subscribe systems often exploit the internal structure of filters to achieve sharing [13] . Such techniques to exploit sharing do not extend to the "black-box" user-defined filters we consider, or to other general filters such as those implemented by a table lookup or a semijoin. In the continuous query context, exploiting sharing for continuous sliding-window aggregates, but not for expensive filters, is considered in [1] . Expensive filters are considered in [4] , but only for a single query.
In conventional relational DBMSs, shared query execution has been considered under multi-query optimization [8] . This work focusses mostly on exploiting common join subexpressions in queries, and does not consider expensive filters. The techniques developed in this paper can also be applied in the classical relational setting for optimizing multiple queries with expensive filters. Optimization of a single query with expensive filters has been considered in [6, 15] . In the context of active databases, the Ariel system [14] has been designed for efficiently evaluating a collection of rules or triggers using discrimination networks. However, just as in publishsubscribe systems, sharing is achieved by exploiting the internal structure of the trigger conditions. Furthermore, optimization in Ariel is mainly through randomization and hill-climbing with no provable guarantees of optimality.
Note that our notion of an adaptive execution strategy is not related to adaptive plans in Eddies [2] , or even Eddies with contentbased routing [5] . In Eddies, different plans may be chosen for different tuples in order to adapt to changes in operator costs and selectivities over time. In our case, we assume that operator costs and selectivities do not change over time. Rather, different plans may be chosen for different tuples since the next operator (filter) to be evaluated is based on the results of the filters evaluated so far. There has been work on sharing in the Eddies context [16] , but this work does not provide provable performance guarantees.
We note that our problem is similar in spirit to [11] , where adaptive querying of information sources is considered, each of which answers a subset of queries with some probability, time delay and cost. The significant difference with our work is that they assume each information source (predicate in our case) satisfies each query with some probability which is independent of its satisfying another query; in our setting, the filter satisfies all queries it belongs to with the same probability in a perfectly correlated fashion. This makes our problem harder to approximate and we need different solution strategies and analysis techniques.
As far as we are aware, we are the first to consider the shared queries problem presented in this paper.
Summary of Contributions
• We formally define the problem of optimizing a collection of queries with conjunctions of shared filters (Section 2).
• We explore the space of shared execution strategies and show that when filters are expensive, the optimal strategy is adaptive (Section 3).
• We show the hardness of finding (even approximating) the optimal adaptive strategy, and we give a greedy adaptive strategy that approximates the optimal strategy to within a factor O(log 2 m log n), where m is the number of queries and n is the number of filters (Section 4).
• We show how the execution overhead of an adaptive strategy can be reduced by appropriate precomputation (Section 5).
• In the extended technical report [18] , we give a thorough experimental evaluation showing that our techniques lead to a significant improvement in performance over more naïve techniques.
PRELIMINARIES
Consider an incoming stream S of data items. Let there be a set of m queries Q = {Q1, . . . , Qm} posed on stream S. Each query Qi is a conjunction of filters on the items of S:
For the rest of the paper, we denote the query Qi as the set of filters {F μ maximum number of queries a filter is present in κ maximum number of filters present in a query λ number of (Fi, Qj) pairs where Fi is present in Qj Note that μ measures the extent of sharing of filters between queries. Also note that λ ≤ min(mκ, nμ).
A shared execution strategy P for the queries in Q gives an order in which the filters in F should be evaluated on the items of stream S. Formally, a shared execution strategy in its most general form is defined as follows: DEFINITION 2.1. (SHARED EXECUTION STRATEGY) . A shared execution strategy P for the set of queries Q is a function that takes as input the set of filters evaluated so far and their results, and decides the next filter to be evaluated.
Strategy P in its general form is said to be adaptive. In the special case when P always evaluates filters in the same order for each data item, regardless of the results of the filters evaluated so far, P is said to be fixed. This classification is elaborated upon in Section 3.
Algorithm ExecuteStrategy(P) P: Shared execution strategy for the set of queries Q 1. for each data item s on stream S 2.
for each query Q ∈ Q /* Initialization */ 3.
while (status(Q) = unresolved for some Q) 5.
choose next filter F to be evaluated according to P 6. evaluate F on s 7.
if (F evaluates to false) 8.
for each Q where F ∈ Q status(Q) ← false 9. else 10.
for each Q where F ∈ Q numFiltersLeft(Q)--11.
if (numFiltersLeft(Q) = 0) then status(Q) ← true
Figure 1: Execution Algorithm for a Shared Execution Strategy
The execution algorithm for a shared strategy P is as follows (see Figure 1 ). For each incoming item s on stream S, we first initialize the status of every query in Q to unresolved (Lines 2-3). At any stage, the next filter F to be evaluated is chosen according to strategy P, and F is evaluated on item s (Lines 5-6). If F evaluates to false, then all queries that contain F are resolved to false (Line 8). Otherwise, if F evaluates to true, F is removed from all the queries it is part of. Any query Q that now becomes empty (i.e., F was the only remaining filter in Q), is resolved to true (Lines 10-11). This process is continued until all queries in Q are resolved. We assume the set of queries Q is indexed on filters, so that for any filter F , the queries that contain F can be determined efficiently (so that Lines 8 and 11 can be executed efficiently).
Next we describe our cost model for shared execution strategies (Section 2.1), then formally define the problem of optimization of queries with shared expensive filters (Section 2.2).
Cost Model
In order to compare different shared execution strategies and to choose the best one among them, we need to associate a cost expression with every strategy. The execution cost of a shared strategy consists of two major components:
1. Cost of filters evaluated. This is the total cost incurred in Line 6 of Algorithm ExecuteStrategy in Figure 1 .
2. Execution overhead. This is the cost incurred in the rest of the algorithm in Figure 1 , i.e., excluding Line 6. Execution overhead consists of two parts-bookkeeping cost (such as keeping track of the number of filters remaining in each query), and the cost of adaptivity, i.e., the cost incurred by P in deciding the next filter to be evaluated (Line 5). The cost of adaptivity depends on the specific plan P, but the bookkeeping cost is independent of P and (for any tuple) is at most O(1) per filter present in a query, making it O(λ) overall.
We are focussing on applications with expensive filters (e.g., detecting patterns in images, and others mentioned in the introduction), and thus the first component of execution cost typically dominates the second. In this paper, we primarily focus on filter evaluation cost and we address the problem of designing execution strategies that minimize the expected total cost of filters evaluated. In practice, it is also important to keep the execution overhead low, and we give techniques for doing so in Section 5.
To arrive at an expression for the expected total cost of filters evaluated by a strategy, as in much of previous work [4, 6, 15] , we assume that for each filter Fi ∈ F, the following two quantities are known:
• Cost: The average per-item processing time (or intuitively, the cost) of filter Fi is denoted by ci.
• Selectivity: The average fraction of data items that satisfy filter Fi is referred to as the selectivity of filter Fi, and is denoted by si. The selectivity si can also be interpreted as the probability Pr[Fi = true], where the probability is taken over the distribution of input data items.
For simplicity of presentation and analysis, we assume independent filters in the remaining discussion, i.e., the selectivity of a filter does not depend on the filters already evaluated. Note that our algorithms are more general, and work even for correlated filters (as demonstrated by our experiments in [18] ); we mention the simple modifications needed wherever appropriate. Consider a shared execution strategy P. Let ei be the probability that P will evaluate filter Fi on an incoming item s. In general, ei may be less than 1 because all the queries might get resolved before Fi is evaluated. Then the expected cost of filters evaluated by strategy P is given by:
The exact expression for ei depends on the specific type of strategy P and is given in Section 3. ei can be written in terms of selectivities of filters as shown by the following example. EXAMPLE 2.2. Let there be two queries Q1 = {F1, F2} and Q2 = {F2, F3}. Let P be a fixed execution strategy that always evaluates the filters in the order F1, F3, F2. According to strategy P, filters F1 and F3 will always need to be evaluated. Thus e1 = e3 = 1. However, filter F2 will need to be evaluated only if at least one of F1 or F3 evaluates to true. Since filters are independent, the probability that F2 will need to be evaluated (i.e., Pr[F1 = true ∨ F3 = true] is e2 = s1 + s3 − s1s3. Thus the cost of strategy P according to (2) is:
Problem Statement
The problem of optimizing queries with shared expensive filters can be defined as follows:
. (OPTIMIZATION OF QUERIES WITH SHARED EXPENSIVE FILTERS). Given a set of queries Q of the form (1), find a shared execution strategy P (Definition 2.1) such that cost(P) given by (2) is minimized.
The problem of finding the best adaptive strategy is NP-hard (Theorem 4.2). We therefore focus on designing approximation algorithms. We give the standard definition of approximation ratio that is used to measure the quality of an approximation algorithm.
DEFINITION 2.4 (APPROXIMATION RATIO). An algorithm A has an approximation ratio k (or is a k-approximation) if for all possible instances of the problem,
A is guaranteed to result in a solution whose cost is at most k times the cost of the optimal solution.
SHARED EXECUTION STRATEGIES
Recall Definition 2.1 of a shared execution strategy. In general, a strategy P decides the next filter to be evaluated based on the results of the filters evaluated so far. Such a strategy is referred to as an adaptive strategy. However, a simple special case is when P evaluates filters in a fixed order, independent of the results of the filters evaluated so far. In this case, P is referred to as a fixed strategy. We study these two types of strategies in the following subsections. We first show how to calculate the cost of a fixed strategy P. For this, we need to find the probability ei that P evaluates Fi (recall (2) 
Fixed Strategies
The last 3 rows in the table above have b(v) = 1 since at least one of Q1 and Q2 (both of which contain F2) remain unresolved. Thus
Fixed strategies are of interest because it is known from previous work that for the special case of a single query (i.e., m = 1), the optimal strategy is a fixed one, and is given by the following theorem 1 .
THEOREM 3.3. [15] For a single query that is a conjunction of filters F1, . . . , Fn, it is optimal to evaluate the filters in increasing order of rank, where rank(Fi) = ci/(1 − si).
Now consider the strategy FixedGreedy that is a naïve extension of the above theorem to multiple queries. FixedGreedy processes the queries sequentially in arbitrary order. For each query, the filters are evaluated in the order given by the single-query greedy algorithm (Theorem 3.3). We now show a performance bound for FixedGreedy. Table 1 ).
PROOF. Suppose the optimal strategy interleaves evaluation of filters from different queries. However, for any single query, the expected cost of the filters evaluated by the optimal strategy for resolving that query is at least the cost spent by FixedGreedy (since FixedGreedy is optimal for any single query). Since each filter appears in at most μ queries, the cost of FixedGreedy can be at most μ times that of the optimal strategy.
In Theorem 3.7, we will show that this approximation ratio of O(μ) is the best possible for any fixed strategy. Theorem 3.4 shows that the performance of FixedGreedy deteriorates as the extent of sharing, μ increases. Intuitively, FixedGreedy performs badly in the case of multiple queries because the placement of filters in the strategy does not take into account the participation of each filter, i.e., the number of queries in which the filter participates. In fact, our main adaptive strategy presented in Section 4 can be viewed as an extension of Theorem 3.3 to take participation into account.
Fixed strategies have a low execution overhead: they only incur the usual bookkeeping cost of O(λ) for each data item (recall Section 2.1). To avoid redundant work, when a filter F is chosen to be evaluated, we iterate through all the queries in which F participates. If all these queries are resolved, evaluation of F is skipped. The cost of these iterations is also of the same order as the bookkeeping cost (at most O(λ) for each data item). Apart from this, the decision step in Line 5 of Figure 1 is very cheap, since filters are evaluated in a fixed order. However, in terms of the expected total filter evaluation cost (given by (2)), fixed strategies are often inferior to the more general adaptive strategies, as shown next.
Adaptive Strategies
Recall Definition 2.1 that defines general adaptive strategies. An adaptive strategy can be represented conveniently as a decision tree in which each node corresponds to a filter and has two children referred to as the Yes child and the No child respectively.
To build the decision tree for a given adaptive strategy P, note that the first filter to be evaluated by P must be a fixed filter F (since there are no previous filters on which F can depend). Make F the root of the decision tree. Add as the Yes child of F the filter that P evaluates next if F evaluates to true. If the evaluation of F to true resolves all queries and there are no more filters to be evaluated, the Yes child of F is a special leaf node marked ⊥. Figure 2 , with nodes named N1, . . . , N7.
The execution of P for each data item can be viewed as starting at the root of the corresponding decision tree and traversing to one of the leaves based on filter results. We assume that no two nodes on the path from the root to a leaf can correspond to the same filter (since that would constitute redundant filter evaluation). Let Pr[N ] denote the probability that a node N is visited during execution of P. Let Nyes and Nno denote the children of N . If the filter at N is Fi, we have (by using Pr[Fi = true] = si and independence of filters): Figure 2 .
As in the case of fixed strategies, to calculate the cost of an adaptive strategy P, we must calculate the probability ei that P evaluates filter Fi (recall (2) 
EXAMPLE 3.6. We continue with our running example (Example 2.2) and the adaptive strategy P shown in Figure 2 . Since F1 occurs at the root, e1 = 1. F2 occurs at nodes N2 and N5.
We now motivate the need for designing adaptive strategies by showing that they are vastly superior in performance to any fixed strategy when the sharing parameter μ is large. PROOF. We construct a problem instance as follows. Let n = √ m. We have n filters F1, F2, . . . , Fn with cost c = 0 and selectivity s = 1/n. There are another n filters H1, . . . , Hn of cost c = 1 and selectivity s = 0. There are m queries Q1, Q2, . . . , Qm which are divided into n disjoint groups G1, G2, . . . , Gn. Filters Fi and Hi are present in all queries in group Gi. In addition, we add each filter Hi to one query from each of the remaining groups. This addition is done such that any query in group Gj has at most one filter Hi (i = j) mapped to it. Note that each query in group Gi has at most 3 filters-Fi, Hi and one Hj for some j = i. Thus, κ = 3. Also, μ = Θ(n). The construction is illustrated in Figure 3 for the case m = 9, and n = 3.
Without loss of generality, any strategy first evaluates all the filters F1, . . . , Fn since these filters have zero cost. Since the selectivity of these filters is 1/n, in expectation one group of queries remains unresolved at the end of this evaluation. The best adaptive strategy then evaluates the filters Hi corresponding to the unresolved groups Gi, spending unit cost for each unresolved group. Since the expected number of unresolved groups is 1, the expected cost of the best adaptive strategy is O (1) . Now consider any fixed strategy. It has to choose an ordering of H1, . . . , Hn in advance, and at best can choose a random ordering since the instance is symmetric on the indices of the filters. Fix the event that exactly one group of queries Gj * is unresolved after evaluating F1, . . . , Fn. This event happens with probability 1/e. The filter Hj * appears at location n/2 in the ordering of H1, . . . , Hn in expectation. All filters Hi before Hj * in the ordering need to be evaluated since they are present in some query in the unresolved group Gj * . Therefore, the expected cost of any fixed strategy is Ω(n) = Ω(μ).
Adaptive strategies have higher execution overhead than fixed strategies since they incur the cost of deciding the next filter to be evaluated at each step. One way to avoid this cost is to store the entire decision tree corresponding to the strategy in memory. However, storing the entire decision tree is infeasible in general since its size can be exponential in the number of filters. In the next section, we focus only on filter evaluation cost and consider the problem of finding the adaptive strategy that minimizes the expected total cost of filters evaluated for a given set of queries. Then in Section 5, we show how the execution overhead of an adaptive strategy can be reduced by appropriate precomputation.
FINDING THE OPTIMAL STRATEGY
In this section, we consider the problem of finding the optimal strategy for a given set of queries (Definition 2.3). We first show the similarity of our problem to the well-known set cover problem (Section 4.1). Based on this similarity, we show the hardness of finding (or even approximating) the optimal strategy in the general case. We then identify special cases where this hardness does not hold (Section 4.2). We then give a lower bound on the cost of the optimal strategy (Section 4.3), followed by our general greedy adaptive strategy in Section 4.4. DEFINITION 
Hardness and Set Cover

(SET COVER PROBLEM [12]). Given a collection S of k sets S1, . . . , S k , choose a minimum collection C of sets from S that covers the universal set, i.e., S i ∈C
For our problem, let the universal set be the set of all queries Q, and let each filter Fi be a set Si = {Q ∈ Q|Fi ∈ Q}. Thus, a filter covers all the queries that it can potentially resolve, and the aim is to pick the least-cost collection of filters that resolve (or cover) all the queries; hence the similarity to set cover. However, our problem departs from classical set cover in that the notion of a filter resolving (or covering) a query is probabilistic. Thus, when a filter Fi is picked, it resolves the set of queries Si only with probability 1 − si, i.e., when it evaluates to false. Otherwise, with probability s i, i.e., when it evaluates to true, it resolves only those queries in Si in which it was the solitary filter. Thus our problem can be viewed as a new probabilistic version of set cover that, to the best of our knowledge, has not been considered before.
We now show the hardness of finding the optimal adaptive strategy, and then identify certain special cases where this hardness does not hold. The following hardness result for our optimization problem follows easily from a reduction from set cover (recall that m is the number of queries), and the proof is omitted. 
Limited Phase Adaptivity
Before considering full-blown adaptive strategies, we show in this section that when κ (the maximum number of filters in a query) is small, there exist strategies that make only a small number of adaptive decisions, and yet have a good approximation ratio. Such strategies that make a small number of adaptive decisions are interesting since they are closer to fixed strategies in having a low execution overhead.
An adaptive strategy that makes k adaptive decisions evaluates its filters in k + 1 phases, where the filters in each phase are fixed according to the results of filter evaluations in the previous phases. The next theorem (whose proof is omitted) follows by observing the similarity of the problem to Vertex Cover for κ = 2 and to κ-Hypergraph Vertex Cover for general κ. THEOREM 4.3.
When κ = 2, there exists a polynomialtime algorithm to find a strategy that is a 2-approximation, and that makes no adaptive decisions, i.e., is fixed.
For general κ, there exists a polynomial-time algorithm to find a strategy that is an O(κ 2 )-approximation, and that makes κ − 2 adaptive decisions.
The above theorem adequately demonstrates the power of adaptivity for our problem: For κ = 3, using Theorem 3.7, any fixed strategy is an Ω(μ)-approximation. However, by Theorem 4.3, for κ = 3, we can find an adaptive strategy that is a 9-approximation and makes only one adaptive decision. Thus, allowing for adaptive strategies with just one intermediate decision can yield a dramatic performance benefit of Θ(μ) for such instances.
We now build towards designing a general adaptive strategy. We start by presenting an efficiently computable lower bound on the cost of the optimal adaptive strategy.
Lower Bound on Cost
In this section, we prove a lower bound on the cost of the optimal strategy. This lower bound is used to bound the approximation ratio of our algorithm. It is also used in our experiments [18] as a benchmark to compare our algorithm against.
For every query Qi ∈ Q, let ri denote the probability that Qi resolves to false. Then,
Consider the following linear program with variables e1, . . . , en.
Minimize n j=1 cj · ej subject to: PROOF. Consider any adaptive strategy P. Let ej denote the probability that P evaluates filter Fj. By the union bound in probability theory, Pr[Qi
Since Fj evaluating to false is independent of Fj being evaluated, we have:
From (2), the cost of P is n j=1 cj · ej. Thus, the optimum value of the linear program in (7) is a lower bound on the cost of any adaptive strategy.
The above linear program essentially approximates the probability of filter evaluations for any decision tree by using linear constraints that are derived by applying union bounds. This makes the lower bound efficiently computable. However, we have not encoded the constraint that the values of ej must be obtainable from some decision tree by (5), which seems hard to do through a linear program. Thus, the above lower bound may be loose. However, for our problem, it turns out to be good enough for designing approximation schemes. (In our experiments [18] , we found that this lower bound was only about a factor of 2 lower than the actual optimal cost).
This general technique of lower bounding the value of an adaptive strategy using linear constraints is also used in the context of stochastic scheduling [9, 20] to develop non-adaptive strategies that are constant factor approximations to the best adaptive strategy. For our problem however, we use the linear program to design approximate adaptive strategies.
Greedy Adaptive Strategy
In this section, we describe our general greedy adaptive execution strategy and provide theoretical guarantees regarding its cost. Recall the similarity of our problem to set cover (Section 4.1). The following greedy algorithm is the best known polynomial-time algorithm for set cover: Start by picking the set that covers the maximum number of elements. Then at each stage pick the set that covers the maximum number of uncovered elements, and continue until all elements are covered.
Let us try using this algorithm to find an adaptive strategy for our problem, which is a probabilistic version of set cover. Our aim is to resolve all queries. Thus, at any stage, we should pick the filter that is expected to resolve the maximum number of unresolved queries per unit cost. This algorithm, Greedy, is shown in Figure 4 (written assuming it will be invoked repeatedly by Line 5 of algorithm ExecuteStrategy in Figure 1) .
If there exists an unresolved query Q that has only a single unevaluated filter F , then evaluation of F is necessary to resolve Q.
Hence we first evaluate any such filter F (Lines 1-2 of Figure 4) . Suppose filter Fi occurs in pi unresolved queries. Then with probability 1 − si, Fi resolves pi queries (when it evaluates to false), otherwise with probability si it does not resolve any queries (when it evaluates to true, since there are no queries with a single filter remaining). Thus the expected number of queries resolved by Fi is pi (1 − si) . Analogous to Theorem 3.3, we define the pRank of Fi as the ratio of ci to pi(1 − si), and then pick the filter with the minimum pRank (Lines 4-6 of Figure 4) . Thus, Greedy can also be seen as an extension of the technique in Theorem 3.3 to take participation of a filter into account, i.e., the number of queries in which a filter occurs.
If the filter selectivities are correlated, we need a simple modification to the definition of pRank. Let si denote the conditional selectivity of Fi given the results of all filters evaluated so far. Then
, where pi denotes the number of unresolved queries Fi participates in.
The algorithm Greedy turns out to be hard to analyze since the number of adaptive decisions made is large. Instead, we have analyzed a natural variant of Greedy (called GreedyVariant) that makes use of the bound in Section 4.3 more directly and hence is easier to analyze. GreedyVariant evaluates chunks of filters non-adaptively before making the next adaptive decision (in contrast to Greedy that evaluates one filter before making the next adaptive decision). GreedyVariant is given in Appendix A ( Figure 6 ). We have obtained the following performance bound for GreedyVariant (the proof is provided in the extended technical report [18] ). THEOREM 4.5. Algorithm GreedyVariant (Figure 6 ) has an approximation ratio of O(log 2 m log n).
Note that although the above theorem assumes independent filters, we have performed experiments [18] for both independent and correlated filters. In our experiments, GreedyVariant always performs worse than Greedy (although only slightly so), which gives strong evidence that Greedy itself has similar theoretical guarantees. In practice, Greedy performs very well and produces the optimal solution on most instances. We now consider the execution overhead of Greedy at each invocation.
THEOREM 4.6. The per-tuple execution overhead of algorithm
Greedy is O(λ log n) for independent filters and (λ + n 2 t) log n) for correlated filters, where t is the time for computing a conditional selectivity value. Recall that λ is the total number of (Fi, Qj) pairs where Fi is present in Qj.
PROOF. We maintain a priority queue of filters sorted by pRank. Each time a filter is evaluated, consider the queries that this filter participates in. If these queries are resolved, they are deleted. The total work involved in deleting resolved queries is O(λ). The pRanks of all filters that participate in these queries needs to be updated. For a given query, this operation happens once when the query is satisfied. Therefore, the total number of times the pRank of filters is updated is O(λ). Each of these updates involves manipulating the heap, which takes O(log n) time.
If filter selectivities are correlated, each time a filter is evaluated, the pRanks of all other filters needs to be updated since their conditional selectivity changes. The number of such updates is O(n 2 ). The total amount of work is now O((λ + n 2 t) log n). We assume that computing the new selectivity takes t time; in practice, for simple types of correlation, this computation can be implemented in O(1) time using table lookup.
Note that the execution overhead of Greedy is only O(log n) times worse than the fixed bookkeeping overhead. This however Algorithm Precompute(M, P) M : number of decision-tree nodes that can be stored P: Adaptive strategy P 1. candidates ← {root of decision tree corresponding to P} 2. while (number of stored nodes < M) 3. store node Ni ∈ candidates with maximum O[Ni] (from (8) can be significant, especially for cheap filters. We now show how the execution overhead of Greedy (or any adaptive strategy in general) can be reduced by precomputation.
REDUCING EXECUTION OVERHEAD
One way to reduce the execution overhead of an adaptive strategy P, given arbitrary amounts of memory, is to precompute and store the entire decision tree corresponding to P. Deciding the next filter to be evaluated is then a simple lookup into the stored decision tree. However, in general the size of the decision tree may be exponential in the number of filters, making it infeasible to store the entire decision tree unless the total number of filters |F| is small. In practice, we may have sufficient memory to precompute and store only some M nodes of the decision tree, with the rest of the filter selections occurring dynamically. Our goal is to decide which M nodes from the decision tree to precompute and store, such that the expected execution overhead incurred is minimized.
Consider the execution overhead incurred when P is executed with M stored nodes. Recall from Section 3.2 that the execution of an adaptive strategy for each data item can be viewed as starting at the root of the decision tree and traversing down to some leaf node. For any node Ni, let o[Ni] denote the overhead incurred in computing node Ni, and let Pr[Ni] be the probability of visiting node Ni (from (4)). If Ni is stored, its contribution to the execution overhead is 0 since only a simple lookup is needed whenever Ni is visited. If Ni is not stored, the expected contribution of Ni to the overall execution overhead is given by: This assumption is reasonable because the overhead of deciding the next filter often depends on the number of unevaluated filters (as in Greedy) or the number of unresolved queries, both of which decrease as we go down the decision tree. Note that the probability of visiting nodes also decreases as we go down the tree (from (4)).
Algorithm Precompute ( Figure 5 ) decides the best M nodes to be stored without computing the whole decision tree. Since o [Ni] and Pr[Ni] both decrease as we go down the decision tree, O[Ni] also decreases on going down the decision tree. Hence any node in the subtree of node Ni need not be considered for storing unless Ni has already been stored. Thus, algorithm Precompute starts by considering only the root for storing, and then every time a node Ni is chosen for storing, its children are added to the set of nodes being considered for storing. This process continue until M nodes have been chosen, and requires only O(M ) node computations. This reasoning yields the following theorem. THEOREM 5.1. Algorithm Precompute decides the M nodes to store such that the execution overhead is minimized.
CONCLUSIONS
We considered the problem of optimizing a collection of queries where each query is a conjunction of possibly expensive filters, and filters may be shared across queries. We explored the space of shared execution strategies and showed that for multiple queries, a fixed execution strategy (of the type commonly used for a single query) may be suboptimal in terms of the expected total cost of filters evaluated. Instead, the optimal strategy for multiple queries is adaptive, i.e., the next filter to be evaluated is decided based on the results of the filters evaluated so far. We proved the hardness of approximating the optimal adaptive strategy to any factor smaller than logarithmic in the number of queries. We gave a simple greedy adaptive execution strategy that approximates the optimal strategy to within a factor polylogarithmic in the number of queries and filters. We also gave a simple method to reduce the execution overhead of any adaptive strategy.
An interesting direction for future work is to consider the same problem of optimizing multiple queries with shared expensive filters, but in a distributed rather a centralized setting. In a distributed setting many more factors need to be taken into account, e.g., the costs of filters at different nodes, the computational capacities of nodes, and the communication costs between the nodes, thus leading to a challenging optimization problem.
APPENDIX A. GREEDY ALGORITHM VARIANT
In this section, we analyze a variant of Greedy (recall Section 4.4) known as GreedyVariant shown in Figure 6 (written assuming it will be invoked repeatedly by Line 5 of Algorithm ExecuteStrategy in Figure 1 ). We refer to each invocation of GreedyVariant as a phase. GreedyVariant differs from Greedy in that in every phase, it returns a set of filters to be evaluated (Line 11) rather than a single filter at a time as returned by Greedy.
Recall the definition of ri from (6), the probability that query Qi resolves to false. At any general stage of execution when some filters have already been evaluated, the current value of this proba-
if Qi is δ1-satisfied by F h then Q f ← Q f − {Qi} 11. pick all filters in F l ∪ F h to be evaluated 
We also define the following:
DEFINITION A.2 (α-COVER). An α-cover of a collection of queries Q is any set F of filters such that F α-satisfies Q for every query Q ∈ Q . The cost of the cover is
Fix three constants 0 < δ1 < δ2 < δ3 < 1 such that δ3 − δ2 ≥ 0.1 and δ2 − δ1 ≥ 0.1. For concreteness, take them to be 0.25, 0.35 and 0.5 respectively. δ2 is used only in the analysis and not in the algorithm. First, we partition the set of unresolved queriesQ into the set of queries Q f that probably resolve to false (indicated by a high value of ri ≥ δ3), and the remaining set of queries Qt that probably resolve to true (Line 2). Most of the unevaluated filters in the queries in Qt will need to be evaluated any way, so we pick all these filters to be evaluated (Line 3). Lines 6-7 are similar to greedily choosing the filter with the minimum pRank in Greedy (recall Figure 4) , i.e., the filter that has the minimum ratio of cost to expected number of queries resolved. However, to calculate the expected number of queries resolved by filter Fj, we cannot simply say, as we did in Greedy, that filter Fj resolves every unresolved query it is part of with probability 1 − sj: We are choosing a set of filters to evaluate rather than a single filter, and the probability that a query is unresolved may have been substantially reduced due to filters already chosen in the current phase. Thus, we maintain a current estimateri of the probability that Qi is unresolved and will eventually resolve to false. This estimate is updated whenever a filter is added to the set of filters chosen to be evaluated. Then, if Fj ∈ Qi, Fj resolves Qi only with probability min(ri, 1 − sj) rather than with probability 1 − sj. Clearly,ri is initially ri (Line 4) and reduces by 1−sj * when Fj * ∈ Qi is chosen to be evaluated (Line 9). We continue choosing filters with the minimum pRank in this way until the probability that Qi is unresolved has decreased sufficiently for every query Qi ∈ Q f (Line 10).
A.1 Analysis
Let OPT denote the expected total cost of filters evaluated by the optimal adaptive strategy. Intuitively, the proof rests on proving the following two main points:
1. In every phase, the cost of filters chosen to be evaluated is at most O(log 2 m) times OPT.
2. After every phase, the number of unresolved queries decreases by at least a constant factor, thus the number of phases is logarithmically bounded.
Combining the above two, we shall show that GreedyVariant is a O(log 2 m log n) approximation. Let a partial decision tree be a decision tree where the leaf nodes may have unresolved queries. LEMMA A.3. Let T be any partial decision tree. The optimal expected cost of extending T to a complete decision tree (where all queries are resolved at any leaf node) is ≤ OPT.
PROOF SKETCH. This lemma follows from the intuitive fact that even if some filters have been evaluated and some queries resolved (as given by the partial decision tree T ), we can still follow the optimal strategy to resolve all the queries, skipping the evaluation of filters that had already been evaluated in T and reusing the results of evaluation from T . Clearly, the cost of doing so cannot be greater than the original optimal cost OPT, since the evaluation of some filters is skipped.
LEMMA A.4. The cost of the filters in F l is at most
PROOF. Any query Q in Qt resolves to true with probability at least 1 − δ3. Thus the optimal strategy evaluates all filters in the queries in Qt with probability at least 1 − δ3.
LEMMA A.5. There exists a δ2-cover for Q f with cost is at most OPT · O(log m).
PROOF. Consider the fractional ej obtained by solving the linear program in (7) . As shown in Section 4.3, the optimal value of this linear program is a lower bound on OPT. We first set e j ← min (1, 30ej log m) . Clearly, the cost of the resulting solution n j=1 cje j ≤ 30 log m · OPT. Let FA be the set of filters Fj for which e j = 1, and FB be the set of remaining filters, i.e., FB = F − FA.
If for some query Qi ∈ Q f , j | F j ∈F A ∩Q i (1 − sj) ≥ δ2, then Qi is already δ2-satisfied by FA alone. Now consider the remaining queries Qi ∈ Q f . For these queries, we have:
By the first constraint in the linear program in (7), and because ri ≥ δ3, and for all j, ej ≤ 1, we have:
Combining the above with (10), and because δ3 − δ2 ≥ 0.1, we get j | F j ∈F B ∩Q i (1 − sj)ej ≥ 0.1. Finally, since for filters Fj ∈ FB e j = 30ej log m, we get:
For filters in FB, we perform randomized rounding [22] of e j , setting e j to 1 with probability equal to e j and to 0 otherwise. The expected cost of the resulting solution n j=1 cje j remains the same, i.e., ≤ 30 log m · OPT. By Chernoff bound [17] and using (11) , for any Qi ∈ Q f that was not already δ2-satisfied by FA, the probability that after rounding j | F j ∈F B ∩Q i (1 − sj)e j < 1 is O(1/m 2 ). Let FC = FA ∪ {Fj ∈ FB | e j was rounded to 1}. Thus all queries in Q f are δ2-satisfied by FC with probability at least 1 − 1/m. Since the cost of FC is at most OPT · O(log m), it is the required δ2-cover. LEMMA A.6. At the end of the first phase, the cost of the filters in F h is at most O(log m) times the cost of the optimal δ2-cover.
PROOF. Let C be the cost of the optimal δ2-cover. The sum U = Q i ∈Q fr i is at most m initially. By the same argument as the proof for greedy set cover [22] , it can be shown that the greedy step in Line 6 ( Figure 6 ) ensures that every time filters of cost at most C are added to F h , U reduces by at least a factor half. When U falls below δ3 − δ1, the loop in lines 5-10 terminates since F h is now a δ1-cover for the queries in Q f . This is because U ≤ δ3 − δ1 implies that for each query Qi ∈ Q f ,ri ≤ δ3 − δ1, i.e.,ri has decreased by at least δ1 from its initial value, thereby implying that F h δ1-satisfies Qi. Thus, U needs to be reduced by a factor half at most log( PROOF. All the queries in Qt are definitely resolved after the first phase since all their unevaluated filters (F l ) are chosen to be evaluated. Now consider the queries in Q f . Since F h is a δ1-cover for Q f , for every query Qi ∈ Q f , we have j | F j ∈Q i ∩F h (1 − sj) ≥ δ1. Thus the probability that Qi is left unresolved after evaluating all filters in F h is at most j | F j ∈Q i ∩F h sj ≤ THEOREM A.9. GreedyVariant is a O(log 2 m log n) approximation to the optimal adaptive solution.
PROOF. By Lemma A.8, the expected number of unresolved queries reduces by at least a constant factor. Since this reduction is independent of the queries unresolved at the beginning, Lemma A.8 can be applied to any phase. Suppose cmax and cmin are the maximum and minimum filter costs. After log(ncmax/cmin) phases, the expected number of unresolved queries is at most O( c min ncmax ). Then, even if we apply all filters non-adaptively, we could apply at most n filters of cost at most cmax. The expected cost of this application is therefore at most O(cmin), which can be ignored since OPT is also at least cmin.
By Lemma A.3, the expected cost of the optimal solution given a partial decision tree is at most OPT. Combining with Lemma A.7, we obtain that for every phase, the expected cost is at most O(OPT· log 2 m). Therefore, GreedyVariant is a O(log 2 m · log ncmax c min ) approximation to OPT. If cmax/cmin is polynomially bounded in n, the approximation ratio is O(log 2 m log n). To get an approximation ratio independent of the costs of the filters in the general case, we group the filters based on cost into powers of n 3 (assuming by scaling that cmin = 1). There are at most n groups, since there are n filters. We then separately bound the contribution of each cost group to the cost of GreedyVariant, thereby obtaining a final approximation ratio of O(log 2 m log n).
