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1 はじめに
ブラインド再構成 (Blind Reconstruction) とは,さまざまな未知の入力情報からなる出
力情報を既知としたときに,その入力情報を再構成しようとするものである.これはブラ
インド信号源分離 (Blind Source Separation: BSS) を拡張した概念である.BSS は複数の
未知の混合信号からそれぞれの信号源を分離するもので,ブラインド再構成では信号源
以外の未知情報の解析も試みる.BSSの計算手法はさまざまに提案されており,信号処理







x_{k}(t)=\displaystyle \sum_{j=1}^{N}a_{kj}s_{j}(t-c_{kj}) k=1, \cdots , M (1)
ここで, x_{k}(t) は出力情報 (観測信号), Sj(t) は入力情報 (信号源) であり, M, N はそれぞ
れ観測点と信号源の数をあらわす.また,信号が混合される際の係数として, a初を減衰







































なわちすべての壁が直線的) であるが具体的な形状は未知として,その大きさを 20\mathrm{m} 四方
程度とする.信号源データを s(t) で表し,信号源は室内のある位置 s^{pos} から発せられ,移
動しないものとする.観測点数を M(M\geq 4) とし,観測データを x_{k}(t)(k=1,2, \cdots , M) ,
観測点の位置を x_{k}^{pos} で表す (観測点も動かないとする).また観測点には全部で L個の直
接音と反射音 (1回反射,2回反射,) が到達するとし,これを考慮波総数と呼ぶこと
にする.このとき,信号源と観測信号の間に次の関係が成り立つと仮定する.
x_{k}(t)=\displaystyle \sum_{j=1}^{L}a_{kj}\mathcal{S}(t-c_{kj}) k=1, \cdots , M (2)
ここで, a_{kj}>0 とckj >0 は信号源と観測信号の位置に関する減衰定数と時間差である.
本モデルでは,観測データ x_{k}(t) , 観測点位置ぜ8, 観測点数Mが既知であり,信号源デー
タ s(t) , 信号源位置 可 減衰定数 a_{kj} , 時間差 c_{kj} , 考慮波総数 L , および部屋を構成す
る壁の位置は未知とする.本稿では単純化のため,モデルを2次元平面で扱うものとす
る.このとき,壁の位置は A_{l}\cdot x+B_{i}y+C_{i}=0 (ただし i は壁の枚数で未知) と表すこと
ができる.また,便宜的に以下の仮定をする.
0<c_{k1}<c_{k2}<\cdots<c_{kL} k=1, \cdots, M (3)
0<c_{11}<\cdot c_{k1} k=2, , M (4)
このとき(2) 式の右辺において,各 k について j=1 の項が直接音に関する項であると解
釈できる.それは,それぞれの時間差 c初の中で c_{k\mathrm{i}} が最小であり,観測信号を構成する
L個の音のうち直接音が最初に到達するからである.
以上の定式化のもと,既知の観測データ x_{k}(t) と観測点位置媛O8 から未知の信号源 s_{(}t)




\displaystyle \hat{x}_{k}( $\omega$)= (\sum_{j=1}^{L}a_{kj}\mathrm{e}^{-i $\omega$ c_{kj}})\hat{s}( $\omega$) k=1, , M (5)
ただし, \wedge はフーリエ領域を表すものとする.任意の1 (1\leq l\leq M) に対して,
\tilde{\hat{s}}( $\omega$)=a_{l1}\mathrm{e}^{-i $\omega$ c_{l1}}\hat{s}( $\omega$) (6)
と定義する.このとき,(5) 式を \tilde{\hat{s}}( $\omega$) で表すと,
\displaystyle \hat{x}_{k}( $\omega$)= (\sum_{j=1}^{L}\frac{a_{kj}}{a_{l1}}\mathrm{e}^{-i $\omega$(c_{kj}-c_{l1})})\tilde{\hat{s}}( $\omega$) k=1, \cdots , M (7)
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となる.いま, 1=k_{1} と固定し, k=k_{1}, k_{2}(k_{1}\neq k_{2}) に対して商関数ん ( $\omega$) を次のように
定義する.
\displaystyle \sum$\beta$_{j}\mathrm{e}^{-i $\omega \eta$_{j}}L
\displaystyle \hat{h}( $\omega$):=\frac{\hat{x}_{k_{2}}( $\omega$)}{\hat{x}_{k_{1}}( $\omega$)}=\frac{j=1}{1+\sum_{j=2}^{L}$\alpha$_{j}\mathrm{e}^{-i $\omega \zeta$_{j}}} (8)
ただし, $\alpha$_{j}, $\beta$_{j}, $\zeta$_{j}, $\eta$_{j} はそれぞれ,
$\alpha$_{j}=\displaystyle \frac{a_{k_{1}j}}{a_{k_{1}1}}>0, $\beta$_{j}=\frac{a_{k_{2}j}}{a_{k_{1}1}}>0, $\zeta$_{j}=c_{k_{1}j}-c_{k_{1}1}\geq 0, $\eta$_{j}=c_{k_{2}j}-c_{k_{1}1}>0 (9)






タ数を N とし,観測データ x_{k}(t) に対して, x_{k,0}, x_{k,1}, x_{k,2}, \cdots ,  x_{k,N-1} を離散観測データ,
観測データの時間刻みを  $\Delta$ t (x_{k,j}=x_{k}( $\Delta$ t\times j) , 観測時間 T= $\Delta$ t\times N), 周波数刻みを
 $\Delta \omega$ とする.なお,  $\Delta$ t と  $\Delta \omega$ の間には  $\Delta$ t\times $\Delta \omega$= 2 $\pi$/N の関係が存在する.このとき,
(8) 式右辺の指数部は,例えば, \mathrm{e}^{-i $\omega \zeta$\cdot( $\Delta$ t}j_{=\mathrm{e}^{-i\cdot m $\Delta \omega$^{\sim}}}j と離散化される.ただし, \tilde{ $\zeta$}_{j} は窃を
離散化し四捨五入した正の整数値である.離散化された整数値が窃,病であるが,記号の
煩雑を避けるため,以降 \tilde{ $\zeta$}_{j} ,秘を改めて $\zeta$_{j},  $\eta$ j で表す.
(8) 式をフーリエ逆変換し,離散化を考慮すると
\displaystyle \sum$\beta$_{j}z^{$\eta$_{j}}L\displaystyle \frac{1}{N}\sum_{k=0}^{N-1}h_{k}z^{k}=\frac{j=1}{1+\sum_{j=2}^{L}$\alpha$_{j}z^{$\zeta$_{j}}} (11)
と表すことができる.ここで z=\mathrm{e}^{-im2 $\pi$/N} とおいた.いま,(10) 式の仮定より,
\displaystyle \frac{1}{N}\sum_{k=0}^{N-1}h_{k}z^{k}(1+\sum_{j=2}^{L}$\alpha$_{j}z^{$\zeta$_{\hat{J}}}) =\sum_{j=1}^{L}$\beta$_{j}z^{$\eta$_{j}} (12)
とできる.(12)式を展開し, zの係数版ではじめにゼロにならない項を両辺で比較すると,
\displaystyle \frac{1}{N}h_{\tilde{k}}z^{\tilde{k}}=$\beta$_{1}z^{$\eta$_{1}} (13)
となる.ただし h_{\tilde{k}} は, h_{k} (k=0, \cdots , N-1) のうちゼロでなく, kが最小のものを表して
いる.ここで,(11) 式の左辺が既知であったことより, h_{\tilde{k}} の値とその添え字鳶の値が既
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知である.また総観測データ数N も既知であるので,(13) より直接音に関する減衰定数
比 $\beta$_{1}(=a_{k_{2}1}/a_{k_{1}1}) と相対時間差 $\eta$_{1}(=c_{k_{2}1}-c_{k_{1}1}) が判明する.これと同じ操作をすべての
観測信号 k=k_{1} :fixed と k=k_{2}, k_{3}, \cdots ,  k_{M} に対して行うことで,各観測信号の直接音に




る[16]. いま,信号の伝搬速度を Vとする.直接音に関する相対時間差は,信号源 s^{pos} と
2つの観測点曙8, x_{k_{j}}^{pos}(k_{j}\neq k_{1}) に関するものであり,伝搬速度 V を用いることで相対距
離distj =V(c_{k_{\mathrm{j}}1}-c_{k_{1}1}) に変換することができる.この相対距離について考えてみると,
信号源位置 s^{po8} は2つの観測点 x_{k_{1}}^{pos} ) x_{k_{j}}^{pos} を焦点とする相対距離 distjの双曲線上に存在す
る,ということが言える.よって,観測点 x_{k_{j}}^{p_{08}} を j=2 , 3, ,M として少なくとも3つ
の双曲線を考え,それら双曲線の交点を求めることで信号源位置 \mathcal{S}^{pos} が特定される (図2
参照).
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信号源位置 s^{pos} が得られたことにより,その位置 s^{pos} と観測点位置 x_{k_{1}}^{po8} および伝搬速
度 V を考慮することで, x_{k_{1}} の直接音に関する時間差 c_{k_{1}1} を計算することができる.ただ
し計算上の c_{k_{1}1} は実数値として得られるが,離散化を考えているため,これを四捨五入し
て整数値とする.また, $\eta$_{1}(=c_{k_{2}1}-c_{k_{1}1}) が分かっていることから, x_{k_{2}} の直接音に関する
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時間差 c_{k_{2}1} も求められる.いま,既知となった時間差 c_{k_{1}1}, c_{k_{2}1} を用いて (2) 式を変形する
と以下の2式が得られる.
y_{k_{1}}(t):=\displaystyle \frac{x_{k_{1}}(t+c_{k_{1}1})}{a_{k_{1}1}}=s(t)+$\alpha$_{2}s(t-$\zeta$_{2})+\cdots+$\alpha$_{L}s(t-$\zeta$_{L}) (14)
y_{k_{2}}(t) \displaystyle \frac{x_{k_{2}}(t+c_{k_{2}1})}{a_{k_{1}1}}=$\beta$_{1}s(t)+$\beta$_{2}s(t-$\eta$_{2}+$\eta$_{1})+\cdots +$\beta$_{L}s(t-$\eta$_{L}+$\eta$_{1}) (15)
ただし (14)式,(15)式では,連続量と離散量が混在して記述されている.またそれぞれ
の式が 1/a_{k_{1}1} 倍されているが,本来は未知の値である.ここで,(3)(4)(9) より,
0=$\zeta$_{1}<$\zeta$_{2}<\cdots<$\zeta$_{L} (16)
0<$\eta$_{1}<$\eta$_{2}<. . . <$\eta$_{L} (17)
である.本論では次の仮定をする.
任意の j, k に対して $\zeta$_{j}\neq$\eta$_{k} (18)
この仮定は観測データ簸1 (t) ) x_{k_{2}}(t) におけるすべての相対時間差が,離散化してもすべて
等しくならないという仮定である.具体的には,サンプリング周波数 44100Hz , 伝搬速
度 340m/secで観測データが得られている場合,時間差1 step あたり約 8mm弱であり,
2.27\times 10^{-}5sec程度の違いがあればよい.もしこの仮定が観測データ x_{k_{1}}(t) , x_{k_{2}}(t) で成立
しない場合には,任意の異なる観測データ x_{k}(t) , Xj(t) , k\neq j で成立すればよい.本稿で
は観測データ毎1 (t) , x_{k_{2}}(t) で(18) が成り立つとする.
これまでに,直接音に関する減衰定数比 $\beta$_{1}(=a_{k_{2}1}/a_{k_{1}1}) が得られており,この値を基準
として逐次的な計算を行う.(14) 式(15) 式において,左辺の y_{k_{1}}(t) , y_{k_{2}}(t) は定数倍 1/a_{k_{1}1}
の自由度を除き既知と言える.それは観測データ x_{k_{1}}(t) , x_{k_{2}}(t) と時間差 c_{k_{1}1}, c_{k_{2}1} が既知で





となる. y_{k_{1},\mathrm{j}}, y_{k_{2},j} の比を考えると,
y_{k_{2},j}/y_{k_{1},j}=$\beta$_{1}
(j=0,1, \cdots m_{0}) (20)
(j=0,1, \cdots m_{0}) (21)
が言える.ただし, m_{0} は,  $\zeta$2—1,  $\eta$_{2}-$\eta$_{1}-1 が未知であるため, y_{k_{2},j_{0}}/y_{k_{1},j_{0}}\neq$\beta$_{1} なる項
j_{0}=m_{0}+1 により決定される.さらに(12) 式で次の非ゼロの z係数飯は(18) より,
h_{$\eta$_{1}+m\mathrm{o}+1}/N=$\beta$_{2} \mathrm{o}\mathrm{r} \mathrm{h}_{$\eta$_{1}+\mathrm{m}_{0}+1}/\mathrm{N}=-$\alpha$_{2}$\beta$_{1} (22)
である.ここで, $\alpha$_{j} > 0, $\beta$_{j} > 0であることに注意すると,(22) 式の h_{$\eta$_{1}+m\mathfrak{v}+1}の符号から,





{\rm Min}($\zeta$_{3}-1, $\eta$_{2}-$\eta$_{1}-1) (h_{$\eta$_{1}+rn\mathrm{o}+1}<0)
\end{array}\right. (23)
















なる項により決定される.以下,上述により既知となる値 y_{k_{1},i} , y_{k_{2},i} ) $\alpha$_{i}, $\beta$_{i}, $\zeta$_{i} ) $\eta$_{i} とあらか
じめ既知の編 を用いることで,再帰的に y_{k_{1},j}, y_{k_{2},j}, $\alpha$_{j}, $\beta$_{j}, $\zeta$_{j}, $\eta$_{j}(i<j) を求めることが




(20) の第一式より脈1,j=s_{j}(j=0,1, \cdots , m_{0}) であり, m_{0} までの sj が再構成される.
また,すべての y_{k_{l},j}, y_{k_{2},j} ) $\alpha$_{j}, $\beta$_{j}, $\zeta$_{j_{\rangle}}$\eta$_{j} が得られているので,(14) 式の離散化されたものを
考えることで,
s_{j}=y_{k_{1},j}-($\alpha$_{2}s_{j-$\zeta$_{2}}+$\alpha$_{3^{\mathcal{S}}j-$\zeta$_{3}}+\cdots+$\alpha$_{L}s_{j-$\zeta$_{L}}) (27)
となり,信号源データが再構成される.ただし, \mathrm{s}_{j-$\zeta$_{k}} について j-$\zeta$_{k}<0のときは 8_{j-$\zeta$_{k}}=0
とする.また,前述の通り再構成される信号源には定数倍の違いが生じている.
2.6 壁の位置の特定
これまでに,信号源位置 s^{\mathrm{p}os} と,信号源から壁に反射を経た観測点 x_{k}^{pos} までの時間差
殉が判明している.ここで信号の伝搬速度 Vを用いることで, \mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}_{kj}=Vc_{kj} のように時
間差を距離の情報に変換することができる.ただし k=2 , 3, \cdots, L の時間差 \grave{c}_{kj} のどれが
1回反射なのかは未知である (k=1 の場合は仮定より直接音に関するものとわかってい
る ) . そこで,1回反射に関する時間差を仮に c_{k}^{1_{j}} とし,その距離を distkj = Vcちとする.
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また,1つの未知の壁 A_{i}x+B_{i}y+\mathrm{G}=0 (方向ベクトル:wal紛 を考える.この壁に対し
て観測点魂08と鏡像の位置にある点を㌶O8 とする.同様に観測点 i_{j}^{po8} の鏡像点を \tilde{x}_{j}^{pos} と




























x_{k}(t)=\displaystyle \sum_{j=1}^{13}a_{kj}s(t-c_{kj}) k=1_{ $\iota$}\cdots , 4 (29)
が成り立つとする.また定式化の際に述べた仮定を満たすものとする.観測条件として
は,サンプリング周波数 44100Hz , 信号の伝搬速度 V=340m/sec とし,総ステップ数
N=131072step (およそ2. 97se\mathrm{c}) の音声データを扱う [17]. 信号源の時刻歴を図5に示
す.表1‐4に減衰定数比 a_{kj}/a_{11} と時間差 c_{kj} の設定値を示す.この設定値と (29) 式を用い
て観測データを作成する.その観測データの一例として x_{1}(t) の時刻歴を図6に示す.以
上の問題設定を行い,観測データ x_{k}(t) とその位置魂08および,観測点数M=4 のみが





0 0.\mathcal{S} 1 1.5 2 2.5
図5: 信号源 s(t) の時刻歴.
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離散化誤差がある.今回は観測条件としてサンプリング周波数 44100Hz , 信号の伝搬速
度 V=340m/s\mathrm{e}c を用いているので,lstep はおよそ 8mmであり,最大で約 16mm に起
因する誤差が生じると想定される.
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表1: 観測信号 x_{1}(t) に関する減衰比,時間差の設定値,実験値,誤差.
表2: 観測信号 x_{2}(t) に関する減衰比,時間差の設定値,実験値,誤差.




表6: 壁の方程式 y=A_{i}x+B_{i} の設定値,実験値,誤差.
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