is a positive definite symmetric tensor of order 2p periodic with respect to a lattice Γ. The behavior of the resolvent of the operator A ε as ε → 0 is studied. It is shown that the resolvent (A ε + I) −1 converges in the operator norm to the resolvent of the effective operator A 0 with constant coefficients. For the norm of the difference of resolvents, an estimate of order ε is obtained. §1. Introduction 1.1. On homogenization theory. Problems related to physical processes in a crystal arise naturally in solid state physics. From the point of view of mathematical physics, these problems lead to an investigation of differential operators (DO) that are periodic with respect to a certain lattice Γ describing the crystal structure.
§1. Introduction 1.1. On homogenization theory. Problems related to physical processes in a crystal arise naturally in solid state physics. From the point of view of mathematical physics, these problems lead to an investigation of differential operators (DO) that are periodic with respect to a certain lattice Γ describing the crystal structure.
An approximation in a small spacial grid period (in a certain precise meaning to be clarified later on) of operators with periodic coefficients by operators with constant coefficients is of great interest. Such a simplification of an initial operator is called homogenization or averaging. The limiting operator with constant coefficients describes an averaged homogeneous medium.
Homogenization theory is a vast area of theoretical and applied studies. A lot of valuable results were obtained and many specific methods were developed in the field. First of all, the reader is referred to [BaPa, BeLP, ZKO] . This list is to no extent exhaustive and does not cover all the existing results.
Operator-theoretic approach to the homogenization theory.
Over the past ten years, in the work of Birman and Suslina, a new operator approach to the averaging of periodic DOs of the second order was proposed. A significant limitation of this approach is that the initial operator A is assumed to admit a factorization as the product of mutually conjugate first order differential operators:
A fundamental result of this theory is the following theorem on approximation of the resolvent in the operator norm (see [BS1] ).
Theorem 1.1 (Birman, Suslina) . Let Γ be a lattice in R d , and let g = g(x) be a Γ-periodic (m × m)-matrix satisfying the relations
where 0 < ν 1 ≤ ν 2 < +∞ are some constants. Suppose that m ≥ n and b(k) is an (m × n)-matrix first degree homogeneous in k ∈ R d and such that rank b(k) = n for k = 0. Consider the Γ-periodic second order differential operator
and the related family of (εΓ)-periodic operators A ε (g) = A(g(·/ε)). Then there exists a constant matrix g 0 such that the effective differential operator A 0 = A(g 0 ) approximates the family of the operators A ε in the following sense:
where
Estimate (1.2) is order sharp and the constant C × is controlled explicitly. Such estimates are called "operator error estimates in homogenization theory".
In other publications, Birman and Suslina obtained a number of results, including more accurate approximations of the resolvent of the operator A ε (g) (see [BS2, BS3] ), as well as operator error estimates in the homogenization of nonstationary periodic problems (see [S, BS4] ).
We explain the basic ideas of the approach of Birman and Suslina. For periodic DOs, the averaging procedure can be studied as the spectral threshold effect at the edge of the spectrum of A(g). An appropriate scaling reduces the problem of obtaining (1.2) to the study of the behavior of the resolvent (A(g) + ε 2 I) −1 for small ε, i.e., of the resolvent of A(g) near the edge of the spectrum (the point λ = 0). Next, in accordance with the Floquet-Bloch theory, the operator A(g) is expanded into a direct integral of operators A(k; g), acting in L 2 (Ω) (where Ω is a cell of the lattice of periods) and depending on a d-dimensional parameter k (quasimomentum). The operator A(k; g) is given by b(D + k) * g(x)b(D + k) with periodic boundary conditions. The behavior of the resolvent (A(k; g)+ε 2 I) −1 can be efficiently described in terms of threshold characteristics (eigenvalues and eigenfunctions of the operator A(k; g) near the edge of the spectrum). For this, the one-dimensional parameter t = |k| is singled out and the family of operators A(k; g), which is a quadratic operator pencil with respect to t, is studied by the methods of analytic perturbation theory. A significant part of the construction is carried out within the framework of an abstract operator-theoretic approach in which one studies the operator pencil of the form A(t) = X(t) * X(t) (where X(t) = X 0 + tX 1 ) acting in a Hilbert space H. It is assumed that the subspace N = Ker A(0) is finite-dimensional. A key point of this abstract approach is the extraction of the so-called spectral germ S of the family A(t) at t = 0. The germ S is a selfadjoint operator acting in a finite-dimensional subspace N; it is determined by the threshold characteristics of the operator. It turns out that an approximation in the operator norm for the resolvent (A(t) + ε 2 I) −1 can be found in terms of an operator of finite rank, namely, the resolvent of t 2 S. When applied to differential operators, this abstract result leads to the desired approximation of the resolvent, because the effective DO has the same germ as the original DO.
Main result.
In the present paper, we use the approach described above to investigate operators of higher order. A restriction of the form (1.1) is still crucial. We study the operator
where g(x) is a symmetric positive definite tensor periodic with respect to the lattice Γ, and D = −i∇ is the operator of differentiation. The precise definition of the operator (1.3) is given in §2. In particular, an operator of the form (1.3) for p = 2 is studied in the elasticity theory of plates (see [ZKO] ). For the operators A ε = A(g(·/ε)) of order 2p, an analog of Theorem 1.1 is obtained. Namely, the effective operator
is constructed, and it is shown that the resolvent of A ε converges in the operator norm of L 2 (R d ) to the resolvent of the effective operator A 0 , and there is an estimate of the form (1.2) for the difference of the resolvents. This estimate is order sharp, and the constant in the estimate is controlled explicitly in terms of d, p, g ∞ , g −1 L ∞ , and the parameters of the lattice Γ. This is the main result of the paper (see Theorem 2.3).
Method of investigation.
Our method is a further development of the approach proposed in [BS1] . With the help of a scaling transformation, an estimate of the form (1.2) for an operator of order 2p is reduced to the inequality
Next, the operator A(g) is expanded into a direct integral of operators A(k; g) acting in L 2 (Ω) and depending on the quasimomentum k. The operator A(k; g) is given by
p with periodic boundary conditions. As in [BS1] , a one-dimensional parameter t = |k| is singled out; with respect to this parameter the family A(k; g) is a polynomial operator pencil of degree 2p. An abstract operator-theoretic approach is developed in order to study it. An operator pencil of the form
It is assumed that the subspace N = Ker X 0 is finite-dimensional and that the kernels of X 1 , . . . , X p−1 contain N. It is possible to extract the spectral germ S of the operator family A(t) at t = 0. This germ is a selfadjoint operator acting in the subspace N, where it is determined only by the operators X 0 and X p (and does not depend on the operators X 1 , . . . , X p−1 ). The resolvent (A(t) + ε 2p I) −1 is approximated by a finite-rank operator, namely, by the resolvent of t 2p S. This is the main result of the abstract part of the paper (Theorem 4.11). When applied to differential operators, this abstract result leads to the desired estimate (1.4), because the effective operator has the same spectral germ as the initial operator.
1.5. Outline of the paper. The further presentation is organized as follows. In §2, the rigorous statement of the problem and the main result are given. In § §3 and 4, we develop the abstract approach to polynomial operator pencils. In §5, the expansion of the operator A into a direct integral is described and the basic properties of the DOs in question are obtained. Finally, in §6, the abstract method described in § §3 and 4 is applied to the DOs under study. On this basis we prove our main result (Theorem 2.3). §2. Statement of the problem and the main result 2.1. Basic notation. Let Γ be the lattice in R d generated by the vectors a 1 , a 2 , . . . ,
and let Ω be an elementary cell of Γ: 
We denote by r Ω the Brillouin zone:
This r Ω is a fundamental domain for r Γ: all its r Γ-translations are mutually disjoint and the union of their closures covers the entire R d . Also, let r 0 be the radius of a ball inscribed in clos Ω. Observe that 2r 0 = min
Given a measurable Γ-periodic function f , we put f ε (x) = f (ε −1 x). For a Hilbert space H, we denote by (·, ·) H and · H the scalar product and the norm in H, respectively. If G is another Hilbert space, then · H→G stands for the norm of a bounded operator from H to G. If it does not lead to any misunderstanding or ambiguities, some of the indices may be dropped. In particular, if the spaces H and G coincide, the norm of an operator acting in H will be denoted by · H . By ·, · and | · | we designate the standard scalar product and the norm in C
n . In what follows, we write
s the following tensor of order s: 
In this case, as M we can take the subspace of all symmetric matrices, and m = d(d+1) 2 . Now, suppose that the tensor g = g(x) is defined for all x ∈ R d , Γ-periodic, and uniformly lower and upper bounded. That is, there exist constants ν 1 , ν 2 > 0 such that
Notation 2.1. To simplify the notation, we denote the norm in the space
Relations (2.3) are equivalent to the fact that for each x ∈ R d there exists g(x) −1 and
where B(M ) is the space of bounded operators in M . Relation (2.3) follows from (2.4) with (2.5)
In what follows, we shall suppose that the constants ν 1 , ν 2 in (2.3) are chosen optimally, as in (2.5).
Consider the pth order derivative operator
and acting by the rule
Remark 2.2. Since the derivatives commute, we see that D p u(x) always belongs to the subspace M for any x.
We introduce the following closed quadratic form defined on the same domain as the pth derivative operator:
This form gives rise to a selfadjoint operator A acting in L 2 (R d ). Formally, the operator A may be written in the form
though no differentiability properties are assumed about the tensor g. The same notational convention will be used later in the text for other operators, where in each case the proper definition is to be understood in the sense of quadratic forms. If necessary, the dependence on the tensor coefficient will be indicated explicitly:
For the operator A(g), we consider a family of periodic differential operators A ε (g) = A(g ε ), with rapidly oscillating coefficients as ε → 0. A typical problem of homogenization theory in application to the operator A ε (g) is the study of the solutions of the equation
as ε → 0. Equivalently, we are interested in the behavior of the resolvent (A ε (g) + I)
as ε → 0. Such a limiting procedure may be interpreted physically as the study of a medium with rapidly oscillating parameters. The following theorem is the main result of this paper.
) be a Γ-periodic tensor satisfying conditions (2.1) and (2.3) uniformly in x. Let A be the operator given by (2.8). Then there exists a constant tensor g 0 ∈ B(M ) and a constant
The tensor g 0 is called the effective tensor of the problem and describes the "homogenized" medium. A constructive description can be obtained for g 0 ; see Subsections 6.2 and 6.3 below. The constant C × in (2.9) can be expressed explicitly in terms of d, p, the constants ν 1 and ν 2 in (2.3), and the parameters of the lattice Γ.
For p = 1, the results of Theorem 2.3 are a particular case of Theorem 1.1 in [BS1] . In the current work, Theorem 2.3 will be proved for p ≥ 2. §3. Abstract approach: The spectral germ
In this section we postulate a number of properties for abstract operator families and introduce the concept of a spectral germ.
Polynomial pencils of the form X(t)
* X(t). Let H, H * be separable Hilbert spaces. Consider a family of nonnegative selfadjoint operators
where the family of operators X(t) is a polynomial pencil of the form
where p ∈ N and p ≥ 2.
Remark 3.1. The case where p = 1 was studied in detail in the papers [BS1, BS2, BS3] . The restriction p ≥ 2 is introduced in the present paper for convenience, and all the results obtained generalize the known facts for p = 1.
The operators X(t) and X j act from the space H to the space H * ,
and are closed. It is assumed that
Note that, by the closed graph theorem, X p is bounded. Next, we formulate the conditions imposed on the operators X j . Along with the family of operators A(t), we shall also consider the following family, selfadjoint in H * :
We denote
, n * := dim N * , and require that the following condition hold true.
Condition 3.4.
n ≤ n * ≤ ∞.
The third condition characterizes the kernels of X j for j = 1, . . . , p − 1.
Condition 3.5. The kernels of X j for j = 1, . . . , p − 1 include the kernel of X 0 :
Finally, the fourth condition allows us to estimate "intermediate" operators X j for j = 1, . . . , p − 1. For convenience, we also include the trivial inequality for j = 0. Condition 3.6. For j = 0, . . . , p − 1 and any u ∈ Dom X 0 , we have
where r C is a constant (obviously, r C ≥ 1).
Remark 3.7. Instead of estimate (3.2), it suffices to check the following less restrictive estimate:
Estimate (3.2) follows from (3.3) if Conditions 3.2 and 3.5 are satisfied.
Proposition 3.8. Under Condition 3.6, we have
Proof. For u ∈ Dom X 0 , we write
which immediately implies (3.4).
Fixing a positive number
, where p C is the constant defined in (3.5). Note that, by (3.5) for p ≥ 2, we have
. Therefore, the minimum in (3.6) becomes
Lemma 3.9. For |t| ≤ t 0 and f ∈ Dom X 0 we have
and (3.8) implies that
H . Proof. We prove (3.8). Inequality (3.9) is proved similarly. Using estimate (3.4), we get
Hence, by (3.6), 
Proof. We argue by contradiction. Suppose that rank F(t, δ) < n. Then there exists f ∈ N with f H = 1 such that f ⊥ F(t, δ). In this case, X(t)f 2 H * > δ. But on the other hand,
We have used the fact that f ∈ N, whence for all j = 0, . . . , p − 1 we have X j f = 0. This contradiction shows that rank F(t, δ) ≥ n.
Conversely, suppose that rank F(t, 3δ) > n. Then there exists f ∈ F(t, 3δ) with
Again, we have a contradiction. Thus,
which proves (3.11).
Proposition 3.10 expresses the fact that for sufficiently small |t|, the spectrum of A(t) does not spread much from zero and does not overlap with the rest of the spectrum. Sometimes we shall use the shorthand notation
3.2. The operator R and the spectral germ S. By P and P * we denote the orthogonal projections of H onto N and of the space H * onto N * , respectively. We also denote D := Dom X 0 ∩ N ⊥ . Since (by Condition 3.2) the point λ = 0 is an isolated point of the spectrum of A 0 , the sesquilinear form (X 0 ϕ, X 0 ζ) H * , ϕ, ζ ∈ D, determines an inner product on D, turning D itself into a Hilbert space. For z ∈ H * consider the equation
with respect to p ϕ ∈ D. Since the right-hand side of (3.12) is a continuous antilinear functional of ζ ∈ D, the solution p ϕ exists and is unique. In this case, X 0 p ϕ − z ∈ N * . Now, for ω ∈ N we put z = −X p ω. We denote the corresponding solution of equation (3.12) by p ϕ(ω) and consider (3.13)
We define the operator R that takes ω to ω * :
The operator R admits an alternative representation:
where the notation on the right means that R is extended by zero on N ⊥ . Similarly, we construct a continuous operator R * : N * → N. For this operator, we have
Definition 3.11. The spectral germ of the family A(t) at the origin is the selfadjoint operator
The representations (3.15)-(3.17) imply that
p P * X p P. By Condition 3.2, the operator S acts in a finite-dimensional subspace.
Remark 3.12. The germ S is only determined by the operators X 0 and X p , and it does not depend on X j for j = 1, . . . , p − 1. Condition (3.20) is equivalent to saying that Ker R = {0} or, equivalently, rank R = n. Now, let r A(t) be another operator family in H, subject to the same conditions as the family A(t). The objects related to the family r A(t) will also be marked by a tilde sign.
Definition 3.14. Families A(t) and r A(t) are threshold equivalent if N = r N and S = r S.
Eigenvalues and eigenvectors of the operator A(t) in a neighborhood of zero.
Consider the problem on the eigenvalues of A(t) near t = 0. In accordance with analytic perturbation theory (see [K] ), for |t| ≤ t 0 there exist real-analytic functions λ j (t) and real-analytic H-valued functions ϕ j (t) such that
where t 0 is the parameter defined in (3.7). The functions {ϕ j (t)} n j=1 form an orthonormal basis in F(t). The condition |t| ≤ t 0 ensures that the spectral multiplicity of A(t) on the interval [0; δ] is constant and is equal to n, and that there is no spectrum on (δ; 3δ). For sufficiently small t * ≤ t 0 we have convergent power series expansions
Theorem 3.15. The series for the eigenvalues λ j (t) begin from the power 2p, that is, γ
At the same time,
Proof. Condition 3.5 is crucial for the proof. The spectral problem (3.21) is equivalent to the relations
We substitute the power expansions (3.22) and (3.23) in (3.26) and compare the coefficients of the terms of the same order of magnitude with respect to t. At the zero order, we have
so that ω j ∈ N. Moreover, by the orthonormality of the eigenfunctions ϕ j (t), the set {ω j } n j=1 forms an orthonormal basis in N. Next, for the coefficients of t 1 we have
(3.27)
For p = 2 the argument only becomes easier, and in place of the last identity we immediately obtain (3.28). Putting ζ = ω j in (3.27), we obtain γ (2) j = 0, whence
This procedure can be continued up to the power t p−1 inclusive.
As a result, we see that ϕ
. . , p − 1. Now we consider the terms of degree t p . Acting as above, we get γ
and X 0 ϕ
We deduce that ϕ
and therefore, in accordance with (3.13), (3.14),
Consideration of the equations that correspond to t
i for i = p + 1, . . . , 2p − 1 shows (via the substitution ζ = ω j ) that for these i the coefficients γ (i) j vanish. The equation corresponding to t 2p leads to
If in this equation we consider only ζ ∈ N, it becomes
(we have used formulas (3.15) and (3.19)). This immediately implies the relation Sω j = γ
because the operator A(t) is nonnegative for every t; therefore, its eigenvalues λ j (t) are nonnegative and γ (2p) j t 2p is the principal part of λ j (t) in a neighborhood of t = 0.
Relation (3.25) means that
By (3.21) and Proposition 3.10, we have [BS1] . For ease of reading, the main points of [BS1] will also be summarized.
We are talking about estimates related to the difference of the resolvents of two operators. The standard resolvent identity is not always applicable, because the operators may have different domains. Instead, a modification of the resolvent identity is used for the case where the domains of the forms corresponding to the operators coincide.
Let a and b be two closed nonnegative forms in H defined on a common domain 
The corresponding quadratic form is positive. Similarly, we introduce the form b γ . The linear space d is a Hilbert space d(a γ ) with the scalar product (4.2). The norm in d(a γ ) is denoted by · d . By the coincidence (4.1) of domains, the form b γ is continuous in d(a γ ), and it generates an equivalent norm. We denote
Consider the form t = b − a. Obviously, it is a γ -continuous, and it gives rise to the corresponding operator T γ selfadjoint in d:
We also denote Ω z (A) := I + (z + γ)R z (A) = (A + γI)R z (A), where z belongs to the resolvent set of A, z ∈ ρ(A), and R z (A) is the resolvent of A at z. Similar notation is introduced for B. Then an analog of the standard resolvent identity holds true:
The definition of the norm (4.2) in the space d directly implies the inequalities
In their turn, these imply estimates to be used in what follows. By L with different indices we shall denote operators continuous on d(a γ ).
Proposition 4.1. In the notation introduced above, we have
where α is the constant defined in (4.3).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 
( 4.8) Estimates (4.5) and (4.6) are proved in [BS1, Chapter 1, (2.14) and (2.15)], and estimates (4.7) and (4.8) generalize inequality (2.17) in [BS1, Chapter 1] and can easily be established by induction.
Estimates for the difference of resolvents. We return to the consideration of the polynomial pencil A(t).
In this section, we shall be interested in the difference of the resolvents R z (A(t)) − R z (A(0)), where z belongs to the contour Γ δ surrounding equidistantly the segment [0, δ] of the real axis at a distance δ. Recall that δ is a fixed number such that δ ≤ min{d 0 /36, 1/4}, where d 0 is the distance from zero to the rest of the spectrum of A 0 . We also recall that the parameter t is subject to the condition |t| ≤ t 0 , where t 0 is defined in (3.7). For brevity, we write R z (t) in place of R z (A(t)) and Ω z (t) in place of Ω z (A(t)). Also, we omit H and H * in the notation of norms if this cannot lead to any misunderstanding. Now we incorporate the objects associated with a polynomial pencil A(t) in the approach of Subsection 4.1. Put
Using inequality (3.10), for |t| ≤ t 0 we find
By Proposition 3.10, for |t| ≤ t 0 , the distance from the contour Γ δ to σ(A(t)) is not less than δ, whence
Consider the form
Let T δ = T δ (t) be the operator corresponding to this quadratic form in the space d with the metric generated by the form a γ with γ = δ. The operator T δ admits the representation 
where (4.13)
and t 0 is defined in (3.7).
Proof. Using (3.4), (3.9), and the fact that δ ≤ 1, for u ∈ Dom X 0 , we obtain
which gives precisely (4.12).
Proposition 4.4. If
and r C is the constant occurring in (3.2).
Proof. By (3.2), for u ∈ Dom X 0 , i, j = 0, . . . , p − 1, we have
Therefore, the representation (4.10) implies that
Now we pass directly to estimating on the norm of the difference of the resolvents. Combining estimates (4.6), (4.9), and (4.12), we obtain
because α ≤ 3. Thus, (4.4) and (4.9) imply the estimate
We shall also need a more accurate representation for the difference of resolvents. We rewrite the resolvent identity (4.4) in the form
and we keep substituting this equation into itself, employing the expansion of T δ (t) in the form (4.11). After 2p iterations (viewing (4.17) itself as the zero iteration) we obtain an expansion of the form
where the operators I j (z), j = 1, . . . , 2p, are expressed explicitly in terms of R z (0), Ω z (0) and the set of T (j) δ , and do not depend on t, and Ψ(t, z) is the remainder of higher order in t.
Proposition 4.5. For the remainder in the expansion (4.18), the following estimate holds true:
with constant c 1 (p) depending only on p.
Proof. The remainder term Ψ(t, z) is equal to the sum of terms of the type
where m ≤ 2p, Q = q 1 + · · · + q m > 2p, and a term in which the dependence on t is not expressed explicitly:
With the help of (4.7), the product of the form (4.21) can be estimated as follows:
Since |z + δ| ≤ 3δ for z ∈ Γ δ , we can apply (4.14) to obtain
Relations (4.8), (4.9), (4.12) and the inequality α ≤ 3 imply the following estimate on the term (4.22):
For the spectral projection, we have the representation (see [K] )
where the contour Γ δ is oriented counterclockwise. Consequently,
Using (4.16) and calculating the length of the contour Γ δ as 2πδ + 2δ, we get
Also, we have the representation
By (4.18),
Inequality (4.19) yields an estimate for the remainder in (4.24):
where, by (4.20), the constant B • is given by the expression
Finally, the consideration of the eigenvalue problem for the operator A(t) (see Subsection 3.3 and formula (3.30)) shows that
where p Ψ(t) satisfies (4.25).
Proposition 4.6. If the families A(t) and r A(t) are threshold equivalent, then
Proof. This is a direct consequence of the representation (4.27), estimate (4.25), and Definition 3.14 of threshold equivalent families.
Resolvent of A(t) near zero. Now we investigate the resolvent of A(t)
near the edge of the spectrum; namely, we consider the operator A(t) + ε 2p I −1 . First, we formulate another condition.
Condition 4.7. The eigenvalues λ j (t) of the operator A(t) satisfy
Remark 4.8. For the spectral germ, Condition 4.7 implies that S ≥ c * I N , ensuring nondegeneracy. In fact, estimates of type (4.28) follow from the condition of nondegeneracy of the germ, but for a smaller interval of t.
Proposition 4.9. Consider the operator
We have
where the constant C 1 is given by the expression
The terms on the right in (4.29) can be rewritten as
By (4.28), we can write
Note that we have the identity
from which it immediately follows that
Using (4.27) and introducing Φ = F − P , we have
Then estimates (4.32), (4.33), and (4.23) yield
and estimates (4.32), (4.33), and (4.25) imply that
Taken together, the last two inequalities show that
Estimate (4.30) follows from (4.34) and (4.35).
Proposition 4.9 and Definition 3.14 imply the following assertion. 
we have
for ε > 0 and |t| ≤ min t 0 , r t 0 .
In accordance with Proposition 3.10, for |t| ≤ t 0 the spectrum of A(t) is empty in the interval (δ, 3δ), and therefore (A(t) +ε
Hence, estimate (4.30) and Proposition 4.10 imply the following theorem.
Theorem 4.11. Suppose that operator families A(t) and r
A(t) of the type (3.1) are threshold equivalent, let S be their common spectral germ (3.18), and let P be the projection onto the common kernel N = Ker
(4.37) §5. Preliminary analysis of differential operators
We return to the analysis of differential operators. Let the assumptions of Subsection 2.2 be satisfied, and let A be the operator (2.8). In this section, we factorize the operator A in the form (1.1), describe the Gelfand-Bloch transformation and reduce the problem to a situation suitable for the abstract approach of § §3 and 4. A. By (2. 3), the tensor g admits the form
Factorization of the operator
where the tensor χ ∈ B(M ) satisfies (2.3) (with the replacement of the constants ν 1,2 with their square roots) and the equivalent relations of the form (2.4). The form (2.7) and the operator (2.8) can be written as
where the operator X acts from
by the formula Xu = χD p u, u ∈ Dom X.
Expansion of the operator
A into a direct integral. The Gelfand-Bloch transformation U is the unitary map
defined on functions of the Schwartz class S by the formula
and extended to L 2 by continuity. We consider the closed operator
and acting by the formula
Consider the quadratic form
and the corresponding selfadjoint operator
which (see (2.8)) can formally be written as
The Gelfand-Bloch transformation (5.1) makes it possible to perform a partial diagonalization of the operator A. Namely, if v ∈ Dom a = Dom X and Uv = r v, then (5.10)
The study of the operators X(k).
In the operator-valued functions of the quasiimpulse k introduced above, we single out the dependence on the modulus of the parameter k:
6.3. The effective tensor and effective DO. Together with the family A(t, θ; g), we now consider the family A(t, θ; g 0 ). We may assume that g 0 is factored:
, then the solution of (6.6) is given by v = 0 and, consequently, (g 0 ) 0 = g 0 and
The latter observation shows that the families A(t, θ; g) and A(t, θ; g 0 ) are threshold equivalent. Put
this is the symbol of a differential operator with constant coefficients: 
where v is the solution of equation (6.6).
Proof. For C ∈ M, we rewrite (6.7) in the form
Note that the terms on the right-hand side are orthogonal: BC ∈ N * = Ker X * 0 and χD p v ∈ Ran X 0 . Consequently,
which proves the assertion.
Also, the Voigt-Reuss fork is valid for the effective tensor g 0 . The proof is exactly the same as in Subsection 3.1.4 of the paper [BS1] , and we omit it here.
Proposition 6.3 (Voigt-Reuss fork). Let
be the arithmetic mean value of the tensor g on the elementary cell (taken componentwise), and let
be the harmonic mean value of the tensor g. Then the effective tensor g 0 satisfies the estimates
Behavior of the resolvent
This section is based on the results of Subsection 4.3. By inequality (6.9), we have the estimates
∞ . Consequently, the effective tensor g 0 also satisfies a condition of the form (2.3), and with the same constants.
In accordance with the abstract approach (see Subsection 3.1), we need to fix a positive number δ ≤ min{d 0 /36, 1/4}. Looking at (5.16), we fix δ as follows:
where the r C j are as defined in (5.15). In terms of the constants ν 1 , ν 2 occurring in (2.3), and taking the obvious inequality ν −1 1 ν 2 ≥ 1 into account, we have
2 , where c 3 (d, p, Γ) is a constant depending only on d, p, and Γ. By (6.11) and (5.12), for the constant p C as in (3.5), we have Given (6.10) and (6.12), instead of the sharp value of the constant t 0 defined in (3.7), as t 0 we take the following (possibly underestimated) quantity: 
Now
Theorem 4.11 is applicable. We only need to find the value of the constant C 1 defined in (4.31). Taking (5.12), (6.10), and (6.11) into account, we replace the constant r B, defined in (4.15), with a larger constant (6.14) r B = 2pc Proof. This claim follows immediately from estimate (6.4) on the first eigenvalue of A(k; g).
On the basis of Propositions 6.4 and 6.5, we obtain the following theorem.
Theorem 6.6. In the notation introduced above, we have the following estimate: 
where the constant C × is the same as in Theorem 6.6. where A(g 0 ) is the effective differential operator for A(g). Subtracting the second identity from the first, and using the fact that the operator T ε is unitary, we see that
(6.19) Now Theorem 2.3 follows directly from (6.18) and (6.19).
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