Suppose G is a graph on n vertices with minimum degree r. Using standard random methods it is shown that there exists a two-coloring of the vertices of G with colors, +1 and −1, such that all closed neighborhoods contain more 1's than −1's, and altogether the number of 1's does not exceed the number of −1's by more than (4 p log r/r + 1/r)n. For large r this greatly improves earlier results and is almost optimal, since starting with an Hadamard matrix of order r, a bipartite r-regular graph is constructed on 4r vertices with signed domination number at least (1/2) √ r − O(1). The determination of lim n→∞ γ s (G)/n remains open, and is conjectured to be Θ(1/ √ r).
f : S → {+1, −1}. For any set A ⊂ S, we let f (A) = a∈A f (a). The discrepancy of H with respect to f is defined by D(H, f ) := max This measures, in supremum norm, how well the A i can be partitioned. For a given H we want to determine or estimate D(H). A large number of classical theorems in number theory, geometry, and combinatorics can be formulated in this language.
Here we consider a one-sided version of discrepancy. Let α be a real number and suppose that H is a hypergraph with vertex set S. The function g : S → {+1, −1} defines an α-dominating partition of the hypergraph H, if g(A) := a∈A g(a) ≥ α for every edge A in H. For α = 1 we simply want the set P := g −1 (+1) to contain strictly more elements of A than the set N := g −1 (−1). The α-domination number of H is defined as the minimum of such functions dom α (H) := min g:S→{+1,−1} g is α-dominating g(S).
We simply write dom for dom 1 . This notion differs from the usual discrepancy in another way, too, namely, we measure our success by minimizing the size of P . Theorem 1.1. Let H be an n vertex hypergraph with edge set {A 1 , A 2 , . . . , A m }, and suppose that every edge has at least k vertices, where k ≥ 100. Then
The relatively simple proof is postponed to Section 3. It demonstrates the power of the probabilistic method. In section 4 we give upper bounds for 3 ≤ k < 19.
As we will see in Sections 5 and 6 via an explicit construction, the upper bound in Theorem 1.1 is off from the best possible by at most the √ log k factor. We conjecture that, indeed, dom(H) ≤ c √ k (n + m) (?) (1.2) holds for some constant c (independent of n, m, k and of H). We are able to establish this upper bound in some cases (in Section 7) modulo a discrepancy conjecture of Beck and Fiala [5] .
Signed domination of graphs
All graphs we consider are simple. We are especially interested in the class of rregular, n-vertex graphs, G n (r-reg), and the class of n-vertex graphs with minimum degree at least r, G n (≥ r). In a graph G, the closed neighborhood of a vertex v ∈ V (G),
for short, consists of v together with its neighbors. A signed domination function of a graph G is a function g : V (G) → {+1, −1} such that for every vertex v, the sum of the values of g over the closed neighborhood of v is positive, and the minimum of the sum v∈V g(v) over all such functions is called the signed domination number, γ s (G), i.e., γ s (G) = min{g(V (G)) : g is a signed dominating function of G}.
Using the notations of the previous Section, we have that γ s (G) = dom(N (G)), where N is the hypergraph on the vertex set V (G) and its edges are the closed neighborhoods
This variant of the usual domination number was introduced by Dunbar, S. T. Hedetniemi, Henning, and Slater [9] in the early 1990's. They also observed that γ s (G) ≥ n/(r + 1) for all r-regular n-vertex graphs. This is sharp when r is even and n/(r + 1) is an integer, as shown by a vertex disjoint union of complete graphs. However, for r odd, Henning and Slater [13] pointed out that γ s (G) ≥ 2n/(r + 1) for every graph G ∈ G n (r-reg), and that this lower bound is again sharp whenever n/(r + 1) is an integer.
Let γ s (G) denote the maximum of γ s (G) in the class of graphs G ∈ G. We consider γ s (n, r) := γ s (G n (r-reg)), and γ s (n, ≥ r) = γ s (G n (≥ r)). Zelinka [20] proved that γ s (n, 3) ≤ (4/5)n, and that the fraction 4/5 is best possible. Favaron [10] sharpened this by proving that γ s (G) ≤ (3/4)n for all connected cubic graphs G ∈ G n (3-reg), except for the Petersen graph P 10 . (It is easy to show that γ s (P 10 ) = 8.) Henning [12] , and Favaron [10] independently proved that for r-regular graphs,
if r is even.
They established these upper bounds for every locally minimal signed domination function, in this sense their bounds are sharp. But for the absolute minimum, γ s , we improve this upper bound for r = 4 and r ≥ 6 and extend it to G n (≥ r) by constructing a signed domination function with value 1 on slightly more than half of the vertices of G. Indeed, applying Theorem 1.1 to the neighborhood hypergraph one gets the following obvious corollary.
Theorem 2.1. If G is an n-vertex graph with minimum degree r ≥ 99, then γ s (G) ≤ 4 log(r + 1) r + 1 + 1 r + 1 n.
The proof of the upper bound by random method
We use the following theorem of Chernoff [7] to estimate large deviations. One can refer to [2, p.238 ] for a concise proof. If p ∈ [0, 1], X 1 , . . . , X n are mutually independent random variables with
Proof of Theorem 1.1.
Let each vertex receive the label +1 with probability p. Let P ⊆ S be the random set of the vertices thus labeled. Let U = U(P ) be the set of edges A ∈ E(H) that intersect P in at most |A|/2 elements, and call them uncovered by P . Let Q = Q P be the union of uncovered edges. Assign the label +1 to every element of Q − P ; vertices outside P ∪ Q receive −1. The resulting function g : S → {+1, −1} is a signed dominating function of H.
Note that g(S) = 2|P ∪Q|−|S|. We bound the expected value of g(S) by computing E(|P |) + E(|Q|). Clearly, E (|P |) = pn. Moreover, |Q| ≤ A∈U |A|, hence the linearity of expectation gives
To apply (3.1), we decrease the labels of vertices by p and describe P with random variables X i (for i ∈ S) taking the value X i = 1 − p with probability p and X i = −p with probability 1 − p. Let X = i∈A X i . The edge A intersects P in at most |A|/2 elements if and only if X = i∈A X i ≤ (1 − p)|A|/2 + (−p)|A|/2. This gives
It is readily observed that f (a, k) is an increasing function of a; thus f (a,
This implies that Prob
Since there is at least one choice of g such that g(V ) ≤ E(G(S)), this completes the proof of the upper bound for dom(H).
An improvement of the upper bound for small values
In the previous section, the two-step random coloring colored all elements in the uncovered edges with +1. In this section we color these edges with the exact number of colors they require. Although this gives a better bound than that in [12] and [10] for all k ≤ 99, we only do this for k ≤ 19.
Definition 4.1. Let a ≥ 3 be an integer, and p a real number. Let
Proof. Observe that the substitution j = ⌊a/2⌋ − i yields
Case 1. a is even: Using a+1 j = a j (a+1)/(a+1−j) and the fact that (a+1)/(a+1−j) is an increasing function of j we obtain
where the last inequality holds because the leading fraction in (4.1) is a decreasing function of j with value (a + 3)/(a + 1) at j = 0. Solving the inequality for f (a + 1, p) yields the result.
Theorem 4.2. If the hypergraph H has m edges, and every edge contains at least k elements, then dom(H) is bounded from above by
where the values of p and q are given in Table 1 . The last column of the Table applies to graphs in G n (≥ r).
Proof. The proof follows that of Theorem 1.1. Assign each vertex the label +1 with probability p, and let P be the random set of vertices thus labeled. Denote by U i = U i (P ) the set of edges A i ∈ H that intersect P in exactly ⌊|A|/2⌋ − i edges, and call these uncovered edges. For A ∈ U i (i ≥ 0), let Q A be a set of i + 1 elements in A\P and set Q = A Q A . We assign the label +1 to every element in P ∪ Q. As before, the expected size of |P | in pn. The expected size of |Q| is
For each choice of p = p k given in the table, it is readily verified that 2(1 − p)(2p Table 1 If k is odd and we consider only k-uniform hypergraphs, then a slightly different choice of p k yields a better bound. This is summarized in Table 2 ; the last column refers to graphs in G n (r-reg). Table 2 5. A construction from the Hadamard matrix
In this section we construct a t-regular, bipartite graph G = G 4t on 4t vertices from an Hadamard matrix H of order t. This G is used in the next Section to obtain lower bounds for γ s (n, r)/n. Construction 5.1. An Hadamard matrix H of order t is a t × t matrix of entries +1 and −1 such that H T H = I. After multiplying some columns of H by −1, if necessary, we may suppose that the first row of H, h 1 , contains only +1's. Then every other row has exactly t/2 +1's and −1's.
Let the vertex set V = V (G) consist of four sets, {a Figure 1 , some of the edges of G are drawn; an edge to the boundary of a set represents edges to all vertices in that set.
It is easy to check that G is indeed t-regular. The vertex a + is adjacent to the t vertices of B; a − is adjacent to the t − 1 vertices from D and to d * ; d * is adjacent to t − 1 vertices from C and to a − . Also, each vertex of B is adjacent to t − 1 vertices from C and to a + . The neighborhoods of c Suppose that β is a real number with − √ t < β ≤ √ t/2 and the function f : V → {+1, −1} is such that
For the proof we are going to use the following theorem of Olson and Spencer [16] . Let h i denote the i th row of H and let f : [t] → {+1, −1} be arbitrary. Then there is an ℓ such that for the scalar product we have
For completeness, we include their elegant proof (also see in [18] ): Since the vectors h 1 , . . . , h t are pairwise orthogonal they form a basis for R t . Write f in the form
Proof of Lemma 5.2. Since G is a regular bipartite graph with parts C ∪ {a + , a − } and B ∪ D ∪ {d * } we obtain from (5.1) that
This gives
Let f be the restriction of f to B. Because the edges between a + ∪ C and B come from the Hadamard matrix H, (5.2) implies that (at least) one of the following two cases holds. Either Case 1) ℓ = 1 and |f (B)| = |f · h 1 | ≥ √ t, or Case 2) there is an ℓ > 1 such that |f (N (c
Using this, and (5.3), and f (D ∪d
and we are done. In Case 2, i.e., when ℓ > 1 define I = N (c + ℓ , B) and J = N (c − ℓ , B) (see Figure 1 ). We have
This is not enough to give a lower bound of √ t/2 on f (B) since, for example, we could have f (I) = 1 2
We use the edges between C and D to obtain the required lower bound. Let
The sum of the left-hand-sides of (5.5) and (5.6) together with the double of (5.3) is exactly 2f (
On the other hand, since N (c
Adding (5.5') to the (5.6) and to the double of (5.3) we get
Thus (5.7), (5.7') and (5.4) give
Lower bounds
In this section we use Construction 5.1 to obtain lower bounds for the signed domination numbers, e.g., for γ s (n, r).
Corollary 6.1. Suppose that r, t are positive integers such that a Hadamard matrix of order t exists and t ≤ r ≤ t + 2 √ t, t > 3. Suppose that − √ t < α − 1 − (r − t) ≤ √ t/2. Then there exists an r-regular bipartite graph F on 4t vertices such that
Proof. Consider the graph G 4t defined in the previous section. Since it is regular and bipartite, by the König-Frobenius theorem [14] one can add r − t perfect matchings to G to obtain F . Let g be an α-dominating function of F . Since g(N (v)) ≥ α−1−(r −t) for all v ∈ V (F ), we can apply Lemma 5.2.
Considering vertex disjoint copies of graphs one can see that
This, and the obvious upper bound γ s (G) ≤ n, imply that the limit c r := lim n→∞ γ s (n, r)/n exists and is equal to its supremum (Fekete's Lemma, see, e.g., in [19] ). The same is true for C r := lim n→∞ γ s (n, ≥ r)/n, and for
where dom α (v, k) = max n+m≤v {dom α (H) : H is an n vertex hypergraph with at most m edges each having at least k elements}. Theorem 1.1 implies
It is conjectured (see e.g. Hall's book [11] ) that Hadamard matrices exist for all t divisible by 4 (and for t = 1, 2). Let H denote the set of orders of Hadamard matrices. It is known, that 2(p + 1) ∈ H for all odd prime powers p, moreover h 1 , h 2 ∈ H implies h 1 h 2 ∈ H. Therefore, (as H. Diamond [8] pointed out for us), the sequence H has positive density. For these values (6.1) implies
We would get this lower bound asymptotically for all r, if we knew that the largest gap in H ∩ {1, 2, 3, . . . , x} is at most o( √ x). It is known [8] that the largest gap between numbers having at most 3 prime divisors is less than O(x 4/11 ). The sieve method might give this for the numbers of the form 8(p 1 + 1)(p 2 + 1)(p 3 + 1), too.
Note that, according to (6.1), (say for |r − t| ≤ √ r/100) we have that dom α (F ) is positive (and of order O( √ r)) even for α as small as − √ r/10.
One can get a slightly better lower bound for C r from the following graph G ′ with minimum degree r: Let t = 2r, t ∈ H and let G ′ be the restriction of the construction
. This graph gives
Indeed, using again (5.2), one can show that dom α (G ′ ) ≥ √ 2r + α − O(1) (for |α| < r/2). The details are omitted.
A matching upper bound from a discrepancy conjecture
Let us call the set T an ℓ-transversal of a hypergraph H if |A ∩ T | ≥ ℓ for all edges A ∈ H. The minimum cardinality of such a T is denoted by τ ℓ (H). Let H be a hypergraph with m edges and n vertices such that |A| ≥ k for all A ∈ H. Alon [1] proved that
and this is best possible in the following sense. Define
Our first aim is to extend (7.1) for all ℓ in the following convenient form.
Proposition 7.1. Let H be a k-uniform hypergraph with m edges and n vertices. Then for all (k/2) > ℓ ≥ 1
Proof. It is an easy application of the probabilistic method. We proceed as in [1] , and as in the proof of Theorem 1.1. First select from each edge A ∈ H an ℓ-subset, L(A) ⊂ A. Then let us pick, randomly and independently each vertex v ∈ S := V (H) with probability p = 2ℓ/k. Let P ⊂ S be the random set of the vertices thus picked. Denote by U = U(P ) the set of edges A ∈ H that intersect P in less than ℓ elements, and call them uncovered by P . Let Q = Q P be the union of L(A) over all uncovered edges. Then, P ∪ Q is obviously an ℓ-transversal of H. Note that (substituting ℓ = 4 log k) one gets Alon's bound, too, up to a constant factor.
Recall that D(H) is the discrepancy of a hypergraph H. Spencer [18] proved that if H has m edges, then D(H) < 6 √ m.
3)
The next Proposition shows that one cannot expect to improve essentially the lower bound for c r and C r using relatively small graphs, like we did using F 4r and G 4t defined in the previous sections. Proof. First, define ℓ = 6 √ n + 1. As ℓ ≤ (r + 1)/2 one can apply (7.2) (for the neighborhood hypergraph, H, of G) and obtain an ℓ-transversal T of size at most 12 √ n + 1(n/(r + 1)) + O(1). Consider the restriction of H to S \ T and add the hyperedge S \ T . Apply Proof. As in the previous proof, let G ∈ G n (r-reg). First apply (7.2) for the neighborhood hypergraph with ℓ = K √ r + 2 to obtain an ℓ-cover, then apply (7.4) to the restricted-extended hypergraph. The details are omitted.
