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Abstract
It is well-known that Poisson sampling designs are natural choices for
large-scale consumer/financial surveys and the study of wildlife or hard-to-
reach populations. In this article a Poisson sampling design is considered
when studying a population of unknown size and when sampling is carried out
with unknown selection probabilities. A fixed-population sampling model is
adopted for inference. The complete minimal sufficient statistic is derived for
the fixed-population parameter vector and sampling model parameters. As
Rao-Blackwellization of preliminary estimators typically entails tabulating a
large number of data reorderings, a Markov chain resampling strategy to ap-
proximate the improved estimators is also presented. The efficiency of the new
inferential strategy is explored via an empirical study based on a population at
high-risk for HIV/AIDS. The results demonstrate that significant improvement
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in precision over the existing preliminary estimators can be achieved with the
new strategy.
Keywords: Complete statistic; Mark-recapture; Minimal sufficient statistic;
Poisson Sampling; Population size; Population total; Rao-Blackwell method.
1 Introduction
Poisson sampling (Sa¨rndal et al., 2003), an extension of Bernoulli sampling, is similar
to stratified sampling with the sole difference being that the number of individuals
selected within each stratum for the sample is a random variable. For this reason,
surveys based on large or hidden populations where the investigator does not have
control over final sample sizes can naturally fall under the framework that bases
inference on a Poisson sampling design.
The use of Poisson sampling designs are of high interest in survey methodology,
and there have been some recent advancements in the underlying theory of Poisson
sampling. For example, Grafstrom (2010) presents a summary of his contributions to
the literature on Poisson sampling, which include the presentation of two sampling
designs that are extensions of the Poisson sampling design with the derivation of a
probability function for one and strategies for choosing optimum sampling weights
for the other. Fuller (2009) explores the use of a rejective sampling procedure for
several sampling designs, including Poisson sampling, to measure the efficiency of
the sample mean and variance of a regression estimator as well to highlight when
the procedure can be used to eliminate samples that give negative weights to the
2
regression estimator. Qualite (2008) provides a theoretical justification to show that a
Horvitz-Thompson estimator based on observations made from a conditional Poisson
sampling without replacement design will be more efficient than a Hansen-Hurwitz
estimator that is based on a multinomial sampling with replacement design.
An internet search has provided two sources of work that are immediately relevant to
that found in this article. First, Ahmad et al. (2000) derive a complete and sufficient
statistic for the population size and total of responses of interest when sampling
is based on a sequential sampling design that terminates when a predetermined
number of repetitions occur. Second, Kindahl (1962) investigated the use of simple
and stratified random sampling designs when the population size is unknown. In
his article, the expansion estimators for a population total rely on estimates of the
population size that in turn are based on classic mark-recapture procedures. His
procedure entails taking a final estimator that sums over the estimates obtained
independently for each strata.
Traditional inference in survey sampling rests on the use of a fixed population model
where the population size is known (for example, see Basu (1969), Cassel et al. (1977),
Chaudhuri and Stenger (2005)). Basu (1969) derived the minimal sufficient statistic
for the population parameter vector when data collection is based on an ignorable
sampling design. Cassel et al. (1977) later showed that the minimal sufficient statistic
in the fixed population setting is not complete when an ignorable sampling design
is used. In this article the authors consider a fixed population model where the
population size is unknown. Data collection is based on samples that are selected via
a Poisson sampling design. The typical objects of inference are the fixed population
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parameter vector and sampling model selection probabilities. The sampling design
is thus non-ignorable since selection probabilities depend on unknown parameter
values. Proofs for both minimal sufficiency and completeness are provided.
The article is organized as follows. Section 2 introduces the sampling design and
notation. Section 3 provides the mathematical proofs for deriving the complete
minimal sufficient statistic. Section 4 outlines the Rao-Blackwellization procedure.
As the number of data reorderings that contribute to the improved estimator may
become prohibitively large for tabulation, in Section 5 a Markov chain resampling
procedure that can be used to approximate the improved estimators is presented.
Section 6 presents the results of estimating common population quantities of interest
from a simulation study based on an empirical population of individuals at high-
risk for HIV/AIDS. Section 7 is reserved for a discussion and direction for future
work.
2 Sampling Design and Notation
Define N to be the size of the population and K to be the number of samples selected
for the study. Define the number of unique selection probabilities to beG ≤ N and let
the p = (p1, p2, ..., pG) be the sampling model parameter vector of distinct selection
probabilities that effects a partition of the study population into stratum as follows.
Define Pik = p
(i) = pj to be the probability that unit i is selected on sample k where
i = 1, 2, ..., N , k = 1, 2, ..., K, and j = 1, 2, ..., G. To clarify, all units in stratum j
have probability pj of being selected for each sample.
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Following the traditional fixed population approach the typical objects of inference
are θ = (y1, y2, ..., yN), where yi refers to the response(s) of interest (including stratum
membership) of unit i, and the sampling model parameter vector p = (p1, p2, ..., pG).
Define Nj to be the number of units that belong to stratum j, j = 1, 2, ..., G. The
original data that is observed for the study is d0 = ((sk, ysk
) : k = 1, 2, ..., K) where
sk refers to the units selected for sample k and ysk
is the vector of the responses of
interest of the units selected for sample k, k = 1, 2, ..., K.
We shall clarify the notation we have introduced for our sampling design and no-
tation setup with the following example. Suppose that K = 3 samples are se-
lected over a population with G = 2 stratum. Consider the outcome in the top
of Table 1 where letters refer to units and subscripts denote the stratum (repre-
sented as a number) that the unit belongs to. In this outcome the original data is
d0 = (((A, 1), (B, 1), (C, 2)), ((C, 2)), ((A, 1), (C, 2))).
3 The Minimal Sufficiency and Completeness Re-
sults
Define the reduced data to be rd(d0) = dR = ((s, ys), C) where rd is the reduction function,
s = ∪Kk=1sk, and C = (C1, C2, ..., CG) where Cj is the total number of selections made
from stratum j over all samples. For example, the reduced data based on the outcome
in the top of Table 1 is dR = (((A, 1), (B, 1), (C, 2)), (3, 3)).
We now make the definition that a parameter vector θ is consistent with a data
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value dR = ((s, ys), C) if θ can be partitioned such that the first n = |s| unit labels
and observed y-values of θ coincide with s and y
s
, respectively. For all dR define
ΘdR to be the subset of all θ that are consistent with dR. For example, parameter
vectors that are consistent with the reduced data from the example presented in
Table 1 are θ = (yA = 1, yB = 1, yC = 2), (yA = 1, yB = 1, yC = 2, y“4” = 1), (yA =
1, yB = 1, yC = 2, y“4” = 2), (yA = 1, yB = 1, yC = 2, y“4” = 1, y“5” = 1), (yA =
1, yB = 1, yC = 2, y“4” = 2, y“5” = 1),... It shall be understood that permutations
of parameter vectors are equivalent, for example (yA = 1, yB = 1, yC = 2) ≡ (yB =
1, yA = 1, yC = 2).
Notice that unlike the traditional fixed-population model setup, as N is unknown the
unit labels are not necessarily indexed as 1, 2, ..., N , that is the units are not identi-
fiable. Rather, the units are arranged in a non-numerical and non-cardinal fashion,
hence the use of the notation “i” for unobserved unit labels in our example.
The likelihood function for θ and p given a specific realization of D0 = d0 can be
expressed as
L(θ, p|D0 = d0) = Pθ,p(D0 = d0) =
G∏
j=1
[(
pj
1− pj
)Cj
(1− pj)KNj
]
I[θ  ΘdR ] (1)
where Nj =
∑
i
Iθ[yi = j]. Notice that, unlike the likelihood for the unobserved data
in the fixed-population model where the population size is known and the samples
are collected via an ignorable sampling design, the likelihood of the population pa-
rameters is not flat (see Godambe (1966) for details on the flatness of the likelihood
when based on an ignorable sampling design in the known population size fixed pop-
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ulation model setting). This is a direct consequence of the non-ignorability feature
of the Poisson sampling design when selection probabilities are unknown.
THEOREM : The reduced data DR = rd(D0) is the minimal sufficient statistic for
(θ, p).
PROOF : For any d0, θ and p we have that
Pθ,p(D0 = d0) =
G∏
j=1
[(
pj
1− pj
)Cj
(1− pj)KNj
]
I[θ  ΘdR ] = T (θ, p, dR)t(d0) (2)
where t(d0) = 1. By the Neyman-Factorization Theorem dR is sufficient for (θ, p).
To show the minimality of the claim, take any d0 = ((sk, ysk
) : k = 1, 2, ..., K) and
d∗0 = ((s
∗
k, ys∗k
) : k = 1, 2, ..., K) where P (d0) > 0 and P (d
∗
0) > 0. Let rd be the usual
reduction function where rd(d0) = dR = ((s, ys), C) and rd(d
∗
0) = d
∗
R = ((s
∗, y
s∗
), C∗).
Now, suppose that
Pθ,p(D0 = d0) = h(d0, d
∗
0)Pθ,p(D0 = d
∗
0) (3)
where h(d0, d
∗
0) is independent of (θ, p). Then
G∏
j=1
[(
pj
1− pj
)Cj
(1− pj)KNj
]
I[θ  ΘdR ] (4)
= h(d0, d
∗
0)
G∏
j=1
[(
pj
1− pj
)C∗j
(1− pj)KN∗j
]
I[θ  Θd∗R ]. (5)
As the probability of obtaining the original data is greater than zero and h(d0, d
∗
0)
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does not depend on θ or p, the indicators must be zero or one at the same time.
Therefore ΘdR = Θd∗R and hence s = s
∗ and y
s
= y
s∗
. Furthermore, the equality
G∏
j=1
(
pj
1− pj
)Cj
=
G∏
j=1
(
pj
1− pj
)C∗j
(6)
must hold for all values of p. This only happens if Cj = C
∗
j for all j = 1, 2, ..., G.
Therefore it must be that dR = d
∗
R and hence DR is the minimal sufficient statistic
for (θ, p). 
THEOREM : The statistic DR = rd(D0) is complete.
PROOF : Choose any measurable function g (which is independent of (θ, p)). Sup-
pose that
Eθ,p[g(Dr)] =
∑
Dr=dr
(
g(dr)Pθ,p(Dr = dr)
)
= 0. (7)
Index all possible dr as d
(a)
r where a = 1, 2, ..., A. Now, suppose
Eθ,p[g(Dr)] =
A∑
a=1
(
g(d(a)r )Pθ,p(Dr = d
(a)
r )
)
=
A∑
a=1
(
g(d(a)r )
G∏
j=1
(
pj
1− pj
)C(a)j
(1− pj)KNj
)
=
G∏
j=1
(1− pj)KNj
A∑
a=1
(
g(d(a)r )
G∏
j=1
(
pj
1− pj
)C(a)j )
= 0. (8)
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As Nj > 0 and 0 < pj < 1 for all j = 1, 2, ..., G it must be that g(d
(a)
r ) = 0 for all
a = 1, 2, ..., A. Hence, P (g(Dr) = 0) = 1 for all (θ, p). Therefore Dr is a complete
statistic. Furthermore, this reinforces the minimal sufficiency theorem. 
4 Estimation
Recall that the reduced data is dr = ((s, ys), C). A reordering of the original data is
consistent with the reduced data if it consists of all n members (that is, where each
sampled individual is selected for at least one sample) and a total Cj selections are
made from each corresponding stratum, where j = 1, 2, ..., G, over all samples. For
example, recall that the reduced data of the original data presented in Table 1 is
dR = (((A, 1), (B, 1), (C, 2)), (3, 3)). The bottom of Table 1 presents a reordering of
the original data that is consistent with the reduced data.
Define R to be the set of all reorderings of the original data that are consistent with
the observed reduced data. Let γˆ0 denote a preliminary estimate of a population
quantity (for example, the population size or total of response information). For
each reordering i  R we shall let d(i)0 be the corresponding reordered sample data
(where the reduced data corresponding with d
(i)
0 is dr), γˆ
(i)
0 shall be the preliminary
estimate obtained with reordering i, and C
(i)
j,k shall be the number of individuals
from stratum j that are selected on sampling occasion k under reordering i. The
Rao-Blackwellized version of the preliminary estimator γˆ0 is
γˆRB = E[γˆ0|dr]
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=
∑
iR
(
γˆ
(i)
0 p(d
(i)
0 |dr)
)
=
∑
iR
(
γˆ
(i)
0 p(d
(i)
0 )
)
∑
iR
p(d
(i)
0 )
(9)
=
∑
iR
(
γˆ
(i)
0
K∏
k=1
{
G∏
j=1
[
p
C
(i)
j,k
j (1− pj)Nj−C
(i)
j,k
]})
∑
iR
(
K∏
k=1
{
G∏
j=1
[
p
C
(i)
j,k
j (1− pj)Nj−C
(i)
j,k
]})
=
∑
iR
(
γˆ
(i)
0
G∏
j=1
[
p
Cj
j (1− pj)Nj−Cj
])
∑
iR
(
G∏
j=1
[
p
Cj
j (1− pj)Nj−Cj
])
=
∑
iR
γˆ
(i)
0 /|R|.
Notice that this estimator does not depend on (θ, p) therefore reinforcing the claim
that dr is a sufficient statistic for (θ, p). Also notice that the probability of observing
data reorderings is uniform amongst all those whose reduced data coincides with that
from the original outcome.
5 Markov Chain Resampling Procedure
As the number of samples grows and/or the sample sizes increase evaluating the
exact expression for the Rao-Blackwellized estimator may be difficult as there will
likely be a prohibitively large number of data reorderings to tabulate. It is therefore
suggested that a Markov chain resampling method be used to approximate the Rao-
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Blackwellized version of the preliminary estimators. The candidate distribution we
chose for our Markov chain procedure is outlined as follows.
Suppose there are G stratum. Repeat Steps 1 and 2 once for each stratum j =
1, 2, ..., G.
Step 1: Suppose that the number of units from stratum j that are selected for the
final sample s is equal to nj. Distribute all nj members to the new hypothetical
samples completely at random.
Step 2: For k = 1, 2, ..., K, let lk,j be the number of units from stratum j that are
in s and that have not (possibly yet) been selected for sample k. Select a sample to
receive an additional unit with probability proportional to lk,j. Suppose the sample
selected is k∗, then select a unit from stratum j completely at random amongst those
lk∗,j units not yet selected for sample k
∗.
Repeat step 2 a total of Cj − nj times.
We will define an outcome obtained with the candidate distribution as one that
results in a specific sequence for which units are assigned to samples.
CLAIM : With the aforementioned resampling strategy, all possible outcomes have
equal probability of being selected.
PROOF : Let Qj be the (uniform) probability of assigning individuals from stratum
j to the hypothetical samples as is done in step 1. Define lk,j,i to be the number of
units from stratum j (that are in s) and that have not been selected for sample k
prior to step i, for i = 1, 2, ..., Cj − nj. Then the probability of a specific outcome o∗
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under the resampling procedure is
P (o∗) =
G∏
j=1
(
Qj
Cj−nj∏
i=1
[
lk∗,j,i/
K∑
k=1
lk,j,i × 1/lk∗,j,i
])
=
G∏
j=1
(
Qj
Cj−nj∏
i=1
[
1/
K∑
k=1
lk,j,i
])
(10)
where k∗, j, i denotes the sample k∗ that is selected to be assigned a unit from stratum
j that is in s at step i. Notice that this probability is uniform amongst all outcomes
since
K∑
k=1
lk,j,i remains constant over all reorderings for each i = 1, 2, ..., Cj −nj. This
gives the claim. 
Consider a sample reordering that is consistent with the minimal sufficient statistic.
Let fj,i be the number of times unit i in stratum j is selected over all sampling
occasions for this reordering. Then, the total possible number of outcomes that give
rise to a sample reordering is
G∏
j=1
{[ ∏
is∩Uj
(
fj,i
1
)]( ∑
is∩Uj
(fj,i − 1)
)
!
}
(11)
where Uj represents the units of stratum j. Recall that all sample reorderings that
are consistent with the minimal sufficient statistic have the same probability of being
selected in the empirical setting. Hence, with the aforementioned candidate distri-
bution, the accept-reject aspect of the Markov chain is carried out using the ratio of
the number of outcomes that give rise to the most recently accepted reordering and
that from the candidate reordering as the probability of acceptance of the candidate
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reordering.
With the aforementioned Markov chain resampling procedure, one can obtain a re-
sampling estimator of the Rao-Blackwellized estimator as follows. Suppose γ is a
population quantity or selection model parameter to be estimated with a Markov
chain of length B. Let γˆ
(b)
0 be the preliminary estimate of γ that is obtained with
the most recently accepted sample reordering at iteration b. Then, γ˜RB =
B∑
b=1
γˆ
(b)
0
B
can
be used to approximate the improved estimator.
6 Empirical Study
6.1 Population Size Estimators
In the event that sample selection probabilities are homogenous throughout the pop-
ulation (that is, there is only one stratum), the M0 estimator (that is, the maximum
likelihood estimator) for the population size is a function of the corresponding mini-
mal sufficient statistics (n,C) for (N, p) (Rivest and Baillargeon, 2007). Notice that
this agrees with our setup and theory when individual responses are not of interest
to the analyst.
In our study we will consider the following population size estimators.
• the Mh lower bound estimator (Chao, 1987),
• the Poisson2 (using a Poisson model) estimator based on an Mh assumption
(Rivest and Baillargeon, 2007),
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• Darroch’s Mh estimator (Darroch et al., 1993), and
• the Gamma3.5 (using a Gamma model) estimator based on an Mh assumption
(Rivest and Baillargeon, 2007).
The aforementioned estimators can be obtained with the “closedp.bc” function in the
“Rcapture” package in R (see Rivest and Baillargeon (2007) for further details).
6.2 Population Total Estimators
The population total τ is defined to be τ =
N∑
i=1
yi. In our study we will consider the
following population total estimators. Let Nˆj be an estimate of the size of stratum
j and Uj be the collection of units in stratum j. A Hansen-Hurwitz type estimator
of the population total is
τˆHH =
G∑
j=1
(
Nˆj
K∑
k=1
∑
iUj∩sk
yi
K∑
k=1
|Uj ∩ sk|
)
. (12)
It can be shown that the Rao-Blackwellized version of this estimator is
τˆHH,RB = E[τˆHH |dr] =
G∑
j=1
(
Nˆj,RB
∑
iUj∩s
yi
|Uj ∩ s|
)
. (13)
A Horvitz-Thompson type estimator of the population total is
τˆHT =
G∑
j=1
∑
iUj∩s
(
yi
1− (1− pˆj)K
)
(14)
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where pˆj is an estimator of pj. It can then be shown that the Rao-Blackwellized
version of this estimator is
τˆHT,RB = E[τˆHT |dr] =
G∑
j=1
∑
iUj∩s
(
yi
1− (1− pˆj,RB)K
)
. (15)
6.3 Simulation Study Results
We explore the new strategy via an empirical study of individuals at high-risk for HIV
in the Colorado Springs area (Darrow et al., 1999; Klovdahl et al., 1994; Rothenberg
et al., 1995). The population is summarized in Figure 1. The dark-colored nodes
represent injection-drug users and the light-colored nodes represent non-injection-
drug users. The size of the population is 595. The population is divided into four
stratum that depends on drug-using habits and interaction with other members of
the community. Table 2 provides the counts of the four stratum. The variable of
interest is the number of links in the population where links represent social, sexual,
and/or drug affiliation. Figure 2 presents the distribution of the number of links per
individual.
The simulation study is based on the use of p = (0.100, 0.150, 0.125, 0.175). The
reported output is based on 2000 simulation runs where three samples are selected
for each outcome. 500 resamples were selected to approximate the improved ver-
sions of the preliminary estimators. The acceptance rate of the Markov chain was
approximately 83%. Table 3 gives the approximate expectation and variance of the
population size estimators, as well as the ratio of the variances of the improved and
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preliminary estimators. In each case, significant improvements were seen with the
Rao-Blackwellized estimator.
Individual bias-adjusted Lincoln-Petersen estimators based on the first two samples
were used as the estimators for each of the stratum sizes. Estimates of selection
probabilities are based on pˆj =
m1,2,j+1
n1,j+1
where m1,2,j is the number of units selected
from stratum j for both samples 1 and 2 and n1,j is the number of units selected
from stratum j for the first sample. Table 4 gives the approximate expectation and
variance of the population total estimators, as well as the ratio of the variances of
the improved and preliminary estimators. The true population total is 1458. In each
case, significant improvements were seen with the Rao-Blackwellized estimator.
7 Discussion
In this article we have derived the complete minimal sufficient statistic for the fixed-
population parameter vector and sampling probabilities when the population size is
unknown and when a Poisson sampling design is assumed for data collection. We
have also outlined a Markov chain resampling procedure that can be used to approx-
imate the improved estimators. A simulation study over an empirical population has
demonstrated that significant improvements of estimates of population unknowns
can be achieved.
The decomposition of variances expression reveals that the greater the variability
amongst the preliminary estimates corresponding with sampling reorderings that are
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consistent with the minimal sufficient statistic, the greater the expected improvement
in the Rao-Blackwellized estimator. With the Poisson sampling design, estimators
based on studies that are comprised of many samples and/or smaller selection prob-
abilities will benefit the most from the Rao-Blackwellization strategy outlined in this
article. Future work on which sampling designs may benefit from a similar strategy
would be helpful.
One advantage the new method possesses is as follows. If estimates based on a subset
of the samples have the same expectation as those based on the full set of samples
then, as the minimal sufficient statistic is consistent, this may reduce the amount of
computational effort for obtaining the improved estimator. For example, the Lincoln-
Petersen estimator is a relatively primitive estimator, based only on two samples, and
is less computationally complicated than any of the other estimators.
Kindahl (1962) explored the use of a Taylor series expansion to approximate the
expectation and variance of population total estimates when using the expansion
estimator approach that relies on a mark-recapture estimator of the population size.
Future research on suitable estimates of the variance of estimates of such population
quantities like the population total can benefit from using these methods as a basis
for future research.
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Table 1: Top: An example of observed data from a multiple survey study. Bottom:
A data reordering that is consistent with the reduced data of the original data.
Original Data
Sample 1 A1 B1 C2
Sample 2 C2
Sample 3 A1 C2
Reordered data
Sample 1 A1 C2
Sample 2 B1 C2
Sample 3 A1 C2
Table 2: Empirical distribution of the drug-using and sharing relationships.
Stratum Count
Isolated injection drug-users 104
Non-isolated injection drug-users 238
Isolated non-injection drug-users 145
Non-isolated non-injection drug-users 108
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Table 3: Approximate Expectation and Variance of Population Size Estima-
tors based on a three-sample study. The sampling probabilities were p =
(0.100, 0.150, 0.125, 0.175). The population size is 595.
Estimator Expectation Var., Preliminary Var., Improved Ratio
Chao’s LB 581 8640 7646 0.88
Poisson2 588 52355 9282 0.18
Darroch 594 201887 11564 0.06
Gamma3.5 614 620733 20348 0.03
Table 4: Approximate Expectation and Variance of Population Total Estima-
tors based on a three-sample study. The sampling probabilities were p =
(0.100, 0.150, 0.125, 0.175). The population total is 1458.
Estimator Expectation Var., Preliminary Var., Improved Ratio
Hansen-Hurwitz 1363 257920 67606 0.26
Horvitz-Thompson 1371 213630 68580 0.32
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Figure 1: HIV/AIDS at-risk population (Darrow et al., 1999; Klovdahl et al., 1994;
Rothenberg et al., 1995). The dark nodes indicate individuals whom are injection
drug users, and links between pairs of nodes indicate drug-using relationships. The
size of the population is 595.
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Figure 2: The distribution of the number of links per individual in the population
at high-risk for HIV/AIDS (Darrow et al., 1999; Klovdahl et al., 1994; Rothenberg
et al., 1995).
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