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Abstract—The rising needs for increased energy efficiency and 
better use of renewable energy sources bring out the necessity for 
improved energy management and forecasting models. Electricity 
consumption, in particular, is subject to large variations due to the 
effect of multiple variables, such as the temperature, luminosity or 
humidity, and of course, consumers’ habits. Current forecasting 
models are not able to deal adequately with the influence and 
correlation between the multiple involved variables. Hence, novel, 
adaptive forecasting models are needed. This paper presents a 
novel approach based on multiple artificial intelligence-based 
forecasting algorithms. The considered algorithms are artificial 
neural networks, support vector machines hybrid fuzzy inference 
systems, Wang and Mendel’s fuzzy rule learning method and a 
genetic fuzzy system for fuzzy rule learning based on the MOGUL 
methodology. These algorithms are used to forecast the electricity 
consumption of a real office building, using multiple input 
variables and consumption disaggregation.  
Keywords: artificial intelligence, electricity consumption, 
forecasting, office building 
I. INTRODUCTION 
The increase of the technology and energy based systems in 
nowadays lifestyles lead to a larger daily energy consumption 
which results as the unpredictability of the energy demand[1]. 
On the other hand, the limitation of renewable energy sources 
and energy storage makes it important and necessary for the 
energy operators to have a trustable profile of energy 
consumption in the future [2]. A more reliable energy 
consumption perspective helps the energy operators to have 
better control on the energy demand and the power distribution 
networks that terminate as a better control on the market price 
and unnecessary consumptions [3]. This way, The European 
Union (EU) has assumed a pioneer and leading role in this field 
and has committed to reaching ambitious targets [4] and a huge 
investment has already been made, e.g. in smart meters [5]. 
 Many studies have been published during the past years to 
improve the prediction models in power energy systems. In [6] 
has been presented a study that uses forecasting methods to 
identify correlations between electricity consumption behavior 
and distributed photovoltaic (PV) output. Or in [7] where the 
authors present a hybrid model that incorporates multiple linear 
regression with artificial neural networks for a daily energy 
consumption forecasting. Further relevant related works using 
different approaches can be founded in [8]–[10]. Current 
forecasting models are, however, not able to deal adequately 
with the influence and correlation between the multiple involved 
variables, such as luminosity and temperature, and therefore, 
novel, adaptive forecasting models are needed. 
This paper presents a day-ahead energy consumption 
forecasting approach for office buildings. The forecasting model 
contains five forecasting algorithms, namely Artificial Neural 
Network (ANN), Support Vector Machines (SVM) and three 
Fuzzy Rule Based Systems (FRBS), which are: hybrid fuzzy 
inference systems (HyFIS), Wang and Mendel’s Fuzzy Rule 
Learning Method (WM) and a genetic fuzzy system for fuzzy 
rule learning based on the MOGUL methodology 
(GFS.FR.MOGUL). Based on this approach, the total energy 
consumption of the building is disaggregated considering the 
different types of existent energy consumption in the building, 
namely HVAC, lights and electrical sockets. The forecasting 
methods are trained separately by different data sets to predict 
these three consumption values. Also, the influence of the 
different environmental variables on the consumption of every 
consumption type is included in the learning process.   
II. MATERIAL AND METHODS 
This work proposes a forecasting model for office buildings 
that includes five forecasting methods namely, Artificial Neural 
Network (ANN), Support Vector Machines (SVM) and three 
Fuzzy Rule Based Systems (FRBS), which are: hybrid fuzzy 
inference systems (HyFIS), Wang and Mendel’s Fuzzy Rule 
Learning Method (WM) and a genetic fuzzy system for fuzzy 
rule learning based on the MOGUL methodology 
(GFS.FR.MOGUL). These methods are implemented in the R 
programming language and are based on different data mining 
techniques. This improves the performance of this forecasting 
model and ensures that the obtained results are the most reliable 
results. The proposed model in this study uses the data from 
building N of the GECAD research center located in ISEP/IPP, 
Porto, Portugal. This building has a SQL database that includes 
the electrical information of the building as well as 
meteorological variables of the related location. The electrical 
data are collected and stored through SOICAM (SCADA Office 
Intelligent Context Awareness Management [11], a system that 
is used to manage and simulate the GECAD campus microgrid. 




A. Artificial Neural Network 
ANNs are one of the most used and known forecasting 
methods. This method is inspired by the human brain and their 
number of neurons with high interconnectivity. ANNs are 
several combined nodes or neurons, divided into different levels 
and interconnected by numeric weights. They resemble the 
human brain in two fundamental points: the knowledge being 
acquired from the surrounding environment, through a learning 
process; and the network's nodes being interconnected by 
weights (synaptic weights), used to store the knowledge. The 
ANN is implemented in R using the “neuralnet” package [13].   
B. Support Vector Machines 
SVM's are a field of supervised machine learning methods 
and are one of the most known methods in the area of 
forecasting. The first running kernel of SVM was created in the 
sequence of  [14]by Vapnik, implementing a generalization of 
the nonlinear algorithm Generalized Portrait and only for 
classification and linear problems. Vapnik developed the 
statistical learning theory further in 1979. Finally, the current 
form of the SVM approach was presented in 1992, with a paper 
at the COLT conference[15]. In this study, the "e1071" package 
[16] based on R language is used to implement SVM.  
C. Fuzzy Rule Based Systems 
Fuzzy rule-based systems (FRBSs) are a set of different 
forecasting algorithms based on the fuzzy concept [17]. These 
methods are implemented based on various combinations 
between fuzzy rules and data mining approaches such as space 
partition, neural networks, clustering, genetic algorithms, and 
gradient descent methods. This study takes advantage of using 
the "frbs” package [18] based on the R language which contains 
15 FRBSs methods. For this work, three methods from this 
package have been chosen to be used namely as Hybrid Neural 
Fuzzy Interface System (HyFIS), Wang and Mendel’s Fuzzy 
Rule Learning Method (WM) and a genetic fuzzy system for 
fuzzy rule learning based on the MOGUL methodology 
(GFS.FR.MOGUL). 
HyFIS uses a combination of neuronal networks with fuzzy 
rules to implement a forecasting algorithm and is the most 
known method of the FRBS package which includes two 
learning phases [19]: 
• The first phase concerns the structure learning, i.e., 
finding the rules by using the knowledge acquisition module; 
• The second phase regards the parameter learning phase 
for tuning fuzzy membership functions to achieve the desired 
level of performance [20]. 
The advantage of using HyFIS is that the fuzzy rule base can 
be easily updated when there is newly available data. When there 
is a newly available pair data, a rule is created for this data, and 
this new rule updates the fuzzy rule base. A detailed explanation 
of this method’s implementation can be found in [21]. 
The second chosen FRBS method for this work is WM 
proposed by Wang and Mendel in 1991[22]. The process of 
fuzzy rule bases generation in this method includes four steps: 
1. Divide the Input and Output Spaces into Fuzzy 
Regions. 
2. Generate Fuzzy Rules from Given Data Pairs 
3. Assign a degree to each rule 
4. Create a Combined Fuzzy Rule Base 
This method has been known because of having a simple 
structure with good performance. In [23] has been presented 
with a complete explanation of the steps of this method as well 
as the details of the implementation process.   
GFS.FR.MOGUL is a forecasting method that implements a 
genetic algorithm determining the structure of the fuzzy IF-
THEN rules and the membership function parameters. Two 
general types of fuzzy IF-THEN rules are considered: 
• Descriptive rules. 
• Approximate/free semantic approaches. 
In the first type, the linguistic labels illustrate a real-world 
semantic, and the linguistic labels are uniformly defined for all 
rules. In contrast, in the approximate approach, there is any 
associated linguistic label. The work presented in [24] includes 
a complete explanation about the structure of this method. 
III. RESULTS AND DISCUSSION 
This study proposes a day-ahead energy consumption 
forecasting approach for the energy consumption of an office 
building, which the energy consumption of the building N of 
GECAD facilities located in Porto, Portugal has been chosen for 
this purpose. The proposed model includes five forecasting 
algorithms namely as ANN, SVM, HyFIS, WM, and 
GFS.FR.MOGUL in order to obtain the best possible results. 
The proposed forecasting approach contains two forecasting 
strategies that are based on using different variables and 
different data structures to train the forecasting methods. Both 
strategies divide the total energy consumption of the building 
into three values of consumption which correspond as the three 
existed types of consumers in the building such as HVAC, 
Lights, and Sockets. The Energy consumption of each one of 
these consumers will be forecasted separately and the methods 
will be trained ones for every type of consumers. For the case of 
Lights only the consumption from 11:00 to 19:00 is considered 
because out of this interval the lights consumption is zero. These 
strategies first selected 14 days before the target day that have 
the same day type (official day, weekend) as the target day. The 
test data set which is the main input of the methods includes the 
data from these selected 14 days. And as the train data, the same 
day of the week as the target day from the past 10 weeks are 
considered as the targets. This way, for all these 10 days the 
same data set as the test data set is created and the methods train 
based on this data set. A different data set is created for every 
hour of the target day and every consumer type. This means to 
predict the energy consumption of the next 24 hours; 72 different 
data sets are created, and the methods will be trained 72 times 
by these data sets.   
In the first strategy, the input data consider only the historical 
energy consumption of the building. For every consumer, the 
train and the test data sets include the value of energy 
consumption of the intended consumer. The forecasting 
methods predict three consumption values for every hour and the 
sum of these values presents the predicted total consumption. 
Figure 1 presents the total consumption values by the five 
proposed forecasting methods as well as the real energy 




Figure 1 – Forecasted total consumption values for 17/5/2018 based on the first forecasting strategy
As can be seen in figure 1 the methods present different 
performances but all the forecasted values at the peak hours of 
the consumption are lower than the real consumption of the 
building. Between these five methods SVM by average MAPE 
error of 7.35% presents the most reliable results, followed by 
GFS.FR.MOGUL by 9.87%. HyFIS and WM have a similar 
result by average MAPE errors of 10.13%and 10.36% and 
finally, the ANN by the error of 12.27% presents the highest 
average error while the first proposed forecasting strategy is 
used.  
 The Second forecasting strategy proposes the usage of a 
second variable in the process of the training. This second 
variable is choose based on the type of consumer. In this process 
in the case of the HVAC, the input data set includes a 
combination of the energy consumption and environmental 
temperature of the related place which in this case is the 
environment temperature of the Porto. It is obvious that the 
usage on the HVAC system has e direct influence by the 
temperature of the place and the methods can improve their 
result by recognizing this relation. To forecast the energy 
consumption of the Lights the value of the solar radiation of the 
related place is considered the energy consumption as well in the 
training data set. As same as the influence of the environmental 
temperature on the HVAC's consumption, the solar radiation can 
affect the consumption of the Lights and using this combination 
in order to estimate this consumption can improve the results. 
The process of the forecasting the consumption of Sockets in this 
strategy is the same as the first strategy and only the energy 
consumption of the sockets during the selected days is used to 
train the methods. Figure 2 presents the structure of this 
forecasting strategy. 
In order to compare two proposed forecasting strategies, the 
energy consumption of the same date as the presents results for 
the first strategy has been chosen to evaluate the efficiency of 
the second forecasting strategy. Figure 2 presents the predicted 
total consumption values by the forecasting methods based on 
the second strategy as well as the real values for 17/5/2018. 
As it is visible in figure 3, while the second strategy is used the 
method are able to predict the more reliable results during the 
peak hours of the consumption. 
 





Figure 3 - Forecasted total consumption values for 17/5/2018 based on the second forecasting strategy 
Table 1 – Average MAPE errors of the forecasting methods 
  ANN SVM HyFIS WM GFS.FR.MOGUL 
Strategy 
1 
HVAC 35.15% 20.71% 27.44% 27.40% 26.17% 
Lights 32.24% 15.66% 31.06% 31.55% 31.11% 
Sockets 9.98% 5.52% 7.02% 7.10% 4.87% 
Total 12.27% 7.35% 10.13% 10.26% 9.87% 
Strategy 
2 
HVAC 27.39% 19.60% 23.33% 23.19% 26.17% 
Lights 47.23% 15.67% 35.10% 30.08% 31.11% 
Sockets 9.98% 5.52% 7.02% 7.10% 4.87% 
Total 10.23% 7.19% 8.71% 8.58% 9.87% 
 
Figure 4- Forecasted values and MAPE errors of energy consumption of the HVAC system by SVM for 17/5/2018 
*S: strategy, E: MAPE error
Based on the showed results the SVM by the average MAPE 
error of 7.19% is the most trustable methods. WM by 8.58%, 
HyFIS by 8.71% and ANN by 10.23% are also presenting the 
more trustable results than their own results when the first 
strategy is used. GFS.FR.MOGUL by an average error of 9.87% 
presents the same results as the first strategy. Table 1 presents 
the average MAPE errors of the forecasting methods based on 
the first and second strategy. 
The comparison of the presented average errors for every 
type of consumer separately proves that the SVM also in the case 
of the consumption of each type of consumer also has the best 
performance. Figure 4 presents the forecasted values for the 
HVAC system by the SVM for the 17/5/2018 as well as the 
MAPE error of each value. Figure 4 shows that in some specific 
hours the SVM based on the first strategy presents a lower error 
but, in most hours of the day, especially during the peak hours 
of consumption, the second strategy has the better results.  
 
 
In the case of the consumption of the Lights, SVM is also the 
most trustable method. As has been explained, for the 
consumption of the lights only the consumption from 11:00 to 
19:00 is considered and SVM by the average MAPE error of 
15.66% for strategy 1 and 15.67% for strategy 2 has the most 
reliable results during these hours. Based on the average MAPE 
error using the solar radiation values in the train data of the 
method does not make a positive influence on the results, but the 
analyses of the standard deviation of the obtained error disaffirm 
this theory. The standard deviation of the errors when the first 
strategy is used is 10.3%. while this value when the second 
strategy is used is 9.06%. Which indicate that majority of the 
forecasted values based on the second strategy present a lower 
error than the forecasted values based on the first strategy. 
Figure 5 presents the predicted values by SVM for the 
consumption of the lights as well as the MAPE error for every 
value.   
For the consumption the electrical sockets the situation is 
different. As there is no available environmental variable that 
has an influence on this consumption, the only used variable in 
the process of both strategies is the historical energy 
consumption. However, the consumption of the sockets is the 
only case which SVM does not present the best forecasting 
results. The average MAPE errors of SVM for consumption of 
the sockets is 5.52% and this error for GFS.FR.MOGUL is 
4.87%. as can be seen in the table1 using a second variable in 
the process of forecasting the consumption of HVAC and lights 
has no influence on the results of the GFS.FR.MOGUL. But in 
the other hand, in the case of the sockets, as the value of this 
consumption is more stable during the 24 hours of the day and 
there is no other variable to be used in the method training 
process, the GFS.FR.MOGUL is the most trustable method in 
this case. Figure 6 presents the forecasted values by 
GFS.FR.MOGUL and SVM for sockets consumption as well as 
the MAPE errors of these values.  
As the presented results and figures show, for a day-ahead 
energy consumption forecasting, dividing the value of the 
consumption in to consumption values of different types of 
consumer and using different variables related to the intended 
consumer type to train the forecasting method is able to improve 
the final results and describe a more trustable energy 
consumption profile for the next 24 hours. Based on the obtained 
results between the five proposed forecasting methods, SVM 
calculates the most closed estimated values to the real value by 
the average MAPE error of 7.19% for total consumption. 
 
 
Figure 5 - Forecasted values and MAPE errors of energy consumption of the HVAC system by SVM for 17/5/2018  
*S: strategy, E: MAPE error   
 




The presented paper as the main target considers the 
improvement of day-ahead energy consumption forecasting for 
a building. This work proposes a forecasting model that includes 
five forecasting methods namely as  Artificial Neural Network 
(ANN), Support Vector Machines (SVM) and three Fuzzy Rule 
Based Systems (FRBS), which are: hybrid fuzzy inference 
systems (HyFIS), Wang and Mendel’s Fuzzy Rule Learning 
Method (WM) and a genetic fuzzy system for fuzzy rule learning 
based on the MOGUL methodology (GFS.FR.MOGUL), 
implemented in R programing language. Also, two forecasting 
strategies have been presented in this study in order to forecast 
the energy consumption of the building N of GECAD facilities. 
These forecasting strategies divide the energy consumption into 
three consumption values which correspond as the consumption 
of HVAC, Lights, and Sockets. And train the methods separately 
for each one of these values to have a more exact predicted 
consumption. The first strategy uses only the historical data of 
the energy consumption and the second strategy uses a second 
variable as well as the energy consumption in the training 
process of the methods. This second variable is chosen based on 
their influence on the consumption of the related consumer type. 
Which for the HVAC system is the environmental temperature 
and for the lights is the solar radiation of the related place. 
The presented results in this paper prove that while the 
methods are trained separately to forecast the value for the 
different type of consumers instead of forecasting directly the 
total consumption, the obtained result is more trustable. Also, 
the result confirms that usage of a second related variable in the 
training process helps the methods to estimate a more reliable 
perspective in the energy consumption during the next 24 hours. 
Between the five presented forecasting method, four of them 
were able to recognize the relation between the used second 
variable and used this relation to calculate more exact results. 
These four methods are ANN, SVM, HyFIS, and WM. The 
results of GFS.FR.MOGUL were not improved when the second 
variable has been used but also no negative influence was 
recorded. Between these methods, the SVM by the average 
MAPE error of 7.19% based on the second strategy presents the 
most reliable results. Also in the case of the consumption of each 
type of consumer separately the SVM by the average error of 
19.6% for HVAC systems and 15.67% for lights based on the 
second strategy has the lowest errors between the methods. For 
the case of the consumption of the sockets the best performed 
results belongs to GFS.FR.FS by the average error of 4.87% 
followed by SVM by 5.52%. 
As future work, energy consumption prediction for longer 
time intervals are considered as well as the implementation of 
the proposed model for outer types of buildings by different 
consumer types. 
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