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Abstract
We are interested in spatially extended pattern forming systems close to the threshold of the first in-
stability in case when the so-called degenerated Ginzburg–Landau equation takes the role of the classical
Ginzburg–Landau equation as the amplitude equation of the system. This is the case when the relevant
nonlinear terms vanish at the bifurcation point. Here we prove that in this situation every small solution
of the pattern forming system develops in such a way that after a certain time it can be approximated by
the solutions of the degenerated Ginzburg–Landau equation. In this paper we restrict ourselves to a Swift–
Hohenberg–Kuramoto–Shivashinsky equation as a model for such a pattern forming system.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The so-called degenerated Ginzburg–Landau equation
∂T A = α0A+ α1∂2XA+ α2|A|2A+ α3|A|2∂XA+ α4A2∂XA¯+ α5|A|4A, (1)
with αj = αj,r + iαj,i ∈ C, α1,r > 0, T  0, X ∈ R, and A(X,T ) ∈ C appears as an univer-
sal amplitude equation describing formally and phenomenologically spatially extended pattern
forming systems close to the threshold of the first instability in case when the relevant nonlin-
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which the degenerated Ginzburg–Landau equation is valid by proving estimates for this formal
approximation and by proving the attractivity of the set of solutions which can be described by
the degenerated Ginzburg–Landau equation.
Throughout the paper we restrict ourselves to a Swift–Hohenberg–Kuramoto–Shivashinsky
equation (SHKS-model)
∂tu = −
(
1 + ∂2x
)2
u+ αu− βu∂xu− γ u3 (2)
with (x, t) ∈ R×R+ and parameters α,β, γ ∈ R as model for such pattern forming systems. We
comment on the general situation at the end of the introduction.
We are interested in (2) close to the threshold of the instability of the spatially homogeneous
trivial solution u= 0. This instability occurs for α = 0 and thus we consider 0 < α = ε2  1
as small bifurcation parameter. We are interested in a degenerated situation, namely when the
relevant nonlinear term goes to zero, as ε → 0. Thus, we will assume
3γ + β
2
9
= εc3, (3)
with c3 ∈ R a constant independent of ε. In this situation by the ansatz
u(x, t) = ε1/2A(εx, ε2t)eix + ε1/2A¯(εx, ε2t)e−ix +O(ε) (4)
the degenerated Ginzburg–Landau equation can be derived with coefficients αj depending on
the parameters β and γ from (2). For ε > 0 small, the solution A of the degenerated Ginzburg–
Landau equation describes slow modulations in time and space of the most unstable pattern eix . It
is the purpose of this paper to investigate to which extent the amplitude equation and the original
pattern forming system are related.
Notation. Fourier transform is defined by uˆ(k) = (Fu)(k) = 12π
∫
e−ikxu(x) dx. Moreover, let
‖u‖Cnb =
∑n
j=0 ‖∂jx u‖C0b , where ‖u‖C0b = supx∈R |u(x)|.
Our first result is the approximation property.
Theorem 1.1 (Approximation). Let m 1. For all C1 > 0, T0 > 0 there exist ε0 > 0,C2 > 0 such
that for all solutions A ∈ C([0, T0],Cm+4b ) of (1) satisfying
sup
T ∈[0,T0]
max
j=0,...,m+4
sup
X∈R
∣∣∂jXA(X,T )∣∣ C1
the following holds: For all ε ∈ (0, ε0) there exist solutions u ∈ C([0, T0/ε2],Cmb ) of (2) with
sup
t∈[0,T0/ε2]
max
j=0,...,m
sup
x∈R
∣∣∂jx (u(x, t)− (ε1/2A(εx, ε2t)eix + c.c.))∣∣ C2ε.
Proof. See Section 2. 
Remark 1.2. As a consequence of Theorem 1.1 the dynamics [3,7,10] known for (1) can be found
approximately in the pattern forming system (2), too. The error of order O(ε) is much smaller
than the approximation and the solution which are both of order O(ε1/2) for all T ∈ [0, T0]
or t ∈ [0, T0/ε2], respectively. Note that this fact should not be taken for granted. There are
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arguments do not reflect the true dynamics of the original equations. For special solutions the
degenerated Ginzburg–Landau equation provides a good approximation for all t  0, cf. [19].
The second result is the attractivity of the set of modulated pattern.
Theorem 1.3 (Attractivity). Let m  1. For all C1 > 0 and n ∈ N there exist ε0 > 0,
T1 > 0,Cm,n > 0 such that the following holds for all ε ∈ (0, ε0): Let u0 ∈ Cmb be an initial
condition of (2) satisfying
‖u0‖Cmb  C1ε1/2.
Then the associated solution u for t = T1/ε2 possesses a representation
u
(
x,T1/ε
2)= ε1/2A1(εx)eix + c.c.+ εR(x)
with
‖A1‖Cnb + ‖R‖Cmb  Cm,n.
Proof. See Section 3. 
Remark 1.4. As a consequence of the second result the overall picture is as follows. Solutions
of (2) to initials conditions of order O(ε1/2) develop in such a way that after a time T1/ε2 they
can be approximated via (4) by the solutions of the degenerated Ginzburg–Landau equation (1).
Remark 1.5. We do not prove Theorems 1.1 and 1.3 as stated but under the additional assumption
sup
T ∈[0,T0]
∥∥Aˆ(·, T )∥∥
L1(m+4)  C1
in Theorem 1.1 and under the additional assumption∥∥uˆ0(·)∥∥L1(m)  C1ε1/2
in Theorem 1.3. The space L1(m) is equipped with the norm∥∥uˆ(·)∥∥
L1(m) =
∫ ∣∣uˆ(k)∣∣(1 + |k|)m dk.
From uˆ ∈ L1(m) it follows u ∈ Cmb , with ‖u‖Cmb  C‖uˆ‖L1(m), but not vice versa, since
lim|x|→∞ u(x) = 0 for such functions. We restrict ourselves to this subset F−1L1(m) of Cmb
in order to make clear the ideas of the proofs and to keep the functional analytic tools at a mini-
mum level. The more involved functional analytic tools which are needed for the transfer of the
proofs to Cmb or H
m
,u spaces can be found for instance in [16].
In the rest of the introduction we will relate these results to the general situation and to the
existing literature. We will explain the difficulties and the ideas of the proofs.
Remark 1.6. In the generic situation, γ˜ = 3γ + β29 =O(1), by the ansatz
u= εA(εx, ε2t)eix + c.c. +O(ε2)
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∂T A= A+ 4∂2xA− γ˜ A|A|2
can be derived. In this nondegenerated situation approximation and attractivity results have been
established by a number of authors, cf. [2,4,11,12,14,21,22] for model problems, but also for
the general situation including the Navier–Stokes equation. Nowadays the theory is a well estab-
lished mathematical tool which can be used to prove upper semi-continuity of attractors [8,17]
and global existence results [13,16]. For an overview see [9].
Remark 1.7. Our model (2) is the most simple possible pattern forming system showing this kind
of degeneracy. In order to find this degeneracy in a physical system two additional real-valued
parameters are necessary, one for the real and one for the imaginary part of the coefficient in front
of the cubic terms in the Ginzburg–Landau equation. There are a number of physical systems
where at least the real part of the cubic coefficient can be adjusted to vanish simultaneously with
the bifurcation parameter. We refer to [5,20] and to the literature cited there.
Remark 1.8. In reflection symmetric situations in case of a real Ginzburg–Landau equation
only one additional parameter is needed to achieve the degenerated situation. If for instance
a scalar-valued partial differential equation on the real axis is invariant under the symmetry
(x,U) → (−x,U) then the Ginzburg–Landau equation has to be invariant under the transfor-
mation (X,A) → (−X, A¯), i.e. with A(X) also A¯(−X) is a solution of the Ginzburg–Landau
equation. Inserting A¯(−X) into the degenerated Ginzburg–Landau equation
∂r A¯= c1A¯+ c2∂2x A¯+ c3A¯|A¯|2 − c4|A¯|2∂xA¯− c5A¯2∂xA+ c6A¯|A¯|4
and comparing it with the complex conjugate Ginzburg–Landau equation
∂T A¯= c¯1A¯+ c¯2∂2x A¯+ c¯3A¯|A¯|2 + c¯4|A¯|2∂xA¯+ c¯5A¯2∂xA+ c¯6A¯|A¯|4
shows cj = c¯j for j = 1,2,3,6 and cj = −c¯j for j = 4,5, i.e. c1, c2, c3, c6 ∈ R and c4, c5 ∈ iR.
Exactly the same result we find under the symmetry (x,U) → (−x,−U) which leads to
(X,A) → (−X,−A¯). Our SHKS-model falls into this class.
Remark 1.9. In the degenerated case, i.e. in the situation which we consider in this paper, there is
one approximation result stated in the literature. Our proof differs from the one given in [20] by
a detailed analysis of the way how the degeneracy gives the additional ε for the error estimates.
See the subsequent Remark 1.10 where we explain the ideas and difficulties of the proof.
Remark 1.10. The major difficulty in the proof of the approximation theorem stems from the
long time scale O(ε−2). Since the approximation is of order O(ε1/2) a simple application of
Gronwall’s inequality would only give an estimate on a time scale O(ε−1/2). The use of mode
filters which turned out to be fundamental in the justification of the classical Ginzburg–Landau
equation would only give an estimate on a time scaleO(ε−1). These mode filters allows us to use
that the quadratic interaction of the critical modes e±ix gives damped modes e0x, e±2ix . In order
to get the missing factor ε−1 the degeneracy condition (3) has to be used. On the level of the
Ginzburg–Landau equation this means that the cubic terms in the Ginzburg–Landau equation are
multiplied by ε or possess at least one derivative. In scaled variables derivatives gives formally
additional powers of ε, i.e. ∂x = ε∂X . In order to use this, ε regularity has to be given up, i.e.
‖∂xA(ε·)‖ 0  ε‖∂XA(·)‖ 0  ε‖A(·)‖C1 . This regularity has to be gained back with the linearCb Cb b
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tration of the Fourier modes at the wave numbers k = ±1 has to be used. This essential step is
not worked out in [20]. The argument in [20] is only formal at this point.
Remark 1.11. There is a serious difficulty to prove the attractivity result according to the fact that
long time existence on an interval of length O(1/ε2) can only be achieved with the help of the
concentration of the modes at the wave numbers k = ±1. On the other hand we need the long time
existence on an interval of length O(1/ε2) to prove the concentration of the modes. Therefore,
we introduce a time-dependent norm which allows us to handle both problems simultaneously.
This idea goes back to [18], where the much simpler situation of an instability at the wave number
k = 0 has been handled.
Remark 1.12. The approximation and the attractivity result can be optimized. See [13,16] in case
of the classical Ginzburg–Landau equation. By compatible theorems for instance the attractivity
domain in Theorem 1.3 can be extended to a size of orderO(1) by the method of pseudo-orbits of
Ginzburg–Landau approximations. However, such a formulation and the associated proofs which
would be much more involved, are far beyond the scope of this paper.
Notation. Throughout this paper constants are denoted by the symbol C if they can be chosen
independently of the small perturbation parameter 0 < ε  1.
2. The approximation theorem
The major difficulty in proving the approximation result stems from the long time scale
of order O(1/ε2). In order to come to this long time scale the derivation of the generalized
Ginzburg–Landau equation has to be rebuild, i.e. we have to use that the quadratic interaction of
critical modes gives noncritical modes, and we have to use the degeneracy condition. Therefore,
the solution is split in parts with disjoint supports in Fourier space and a change of variables is
applied to extract the degeneracy.
2.1. Linear stability of the trivial solution
We consider the linearization of (2) around u= 0, namely
∂tu= −
(
1 + ∂2x
)2
u+ αu=: Lαu
with u(x, t) ∈ R and t  0. The solutions are given by
u(x, t) = eλk,αt eikx,
with
λk,α = −k4 + 2k2 + (α − 1)= −
(
k2 − 1)2 + α.
Therefore, u = 0 is asymptotically stable for α < 0. For α > 0 instability occurs. Due to the
parabolic form of λ near the maxima k = ±1 we expect slow modulations in time and space
of the most unstable pattern e±ix for α > 0, but small. See Fig. 1. These modulations will be
described by the generalized Ginzburg–Landau equation.
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2.2. Derivation of the generalized Ginzburg–Landau equation
According to the linear stability analysis we make the ansatz
φ(x, t) = εA0
(
εx, ε2t
)+ ε1/2A1(εx, ε2t)eix + εA2(εx, ε2t)ei2x
+ ε3/2A3
(
εx, ε2t
)
ei3x + c.c.
with α = ε2 > 0 small for the solutions u of (2) under the degeneracy condition (3). With X := εx
and T := ε2t which imply ∂x = ε∂X and ∂t = ε2∂T we obtain
ε5/2eix∂T A1 + c.c. = −εA0 +O
(
ε2
)+ ε3/2eix(iβ(A1A0 +A2A¯1)− 3γA21A¯1)
+ ε5/2eix(A1 + 4∂2XA1 − 3γA3A¯21)
− ε5/2eixβ(A1∂XA0 +A0∂XA1 +A2∂XA¯1 + A¯1∂XA2 + iA3A¯2)
+ εe2ix(−9A2 − iβA21)+ ε3/2e3ix(−64A3 − 3iβA1A2 − γA31)
+ c.c. + h.o.t.
Equating the coefficients in front of εe0ix , εe2ix , ε3/2e3ix and ε3/2eix to zero gives
A0 = 0, A2 = −iβA21/9, A3 =
(−3iβA1A2 − γA31)/64 (5)
and
∂T A1 =
(
A1 + 4∂2xA1
)− β(A1∂xA0 +A0∂xA1 +A2∂xA¯1 + A¯1∂xA2 + iA3A¯2)
− 3γA3A¯21. (6)
Eliminating A0,A2,A3 in (6) by the algebraic relations (5) using the degeneracy condition (3)
gives the generalized Ginzburg–Landau equation
∂T A1 = A1 + 4∂2xA1 − c1A21A¯1 + c2
(
A21∂xA¯1 + 2|A1|2∂xA1
)+ c3|A1|4A1
with
c1 = ε−1
(
3γ + β
2
9
)
, c2 = iβ
2
9
,
c3 = −β
2 + 3γ
576
β2 + γ β
2 + 3γ
64
.
Remark 2.1. The ansatz is motivated by the following facts. The scaling in x comes from the
O(ε)-width of the unstable modes in Fourier space. See Fig. 1. The scaling in t comes from the
O(ε2) magnitude of the largest eigenvalue. The scaling of the amplitude of A1 comes from the
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to the scalings in the ansatz.
Remark 2.2. The ansatz φ is necessary for the derivation of the generalized Ginzburg–Landau
equation. It is O(ε)-close to the approximation (4) of the introduction which is sufficient for the
approximation.
2.3. Idea of the proof
In order to explain the main idea to prove Theorem 1.1 we consider the abstract evolutionary
system
∂tU = ΛU +B(U,U)+C(U,U,U)
with Λ a linear, B a bilinear symmetric and C a trilinear symmetric operator. The solution U is
split into the approximation ε1/2ϕ and an error εβR, i.e. U = ε1/2ϕ+ εβR with β  1. The error
satisfies
∂tR = ΛR + 2ε1/2B(ϕ,R)+O(ε).
The theorem is proved if R is O(1)-bounded on the time interval [0, T0/ε2]. Obviously, there is
a serious difficulty to do so by the O(ε1/2)-terms on the right-hand side. In order to bound R the
derivation of the generalized Ginzburg–Landau has to be rebuild in proof of the estimates, i.e.
the modes have to be separated (cf. Section 2.4) and the degeneracy condition has to be used. In
order to benefit from the degeneracy condition it turns out to be advantageous to change variables
(cf. Section 2.5).
2.4. Separation of modes
We write (2) in Fourier space, i.e.
∂t uˆ= λuˆ+ ρuˆ ∗ uˆ+ γ1uˆ ∗ uˆ ∗ uˆ
with uˆ = uˆ(k, t), λ = λ(k) := −(1 + k2)2 + ε2, ρ = ρ(k) := 2iηk := −iβk, and γ1 = −γ . The
modes are concentrated at integer multiples of the critical wavenumber k0 = 1. Therefore, uˆ is
split into modes uˆm with support around the wave numbers k = m ∈ Z. In order to do so we
define a cut off function
χ(k) :=
{
1, |k|< δ,
0, else.
Moreover, the modes are scaled like in the derivation of the generalized Ginzburg–Landau equa-
tion, i.e. first
ε1/2vˆ1(k) = uˆ1(k) = uˆ(k)χ(k − 1) and ε1/2vˆ−1(k) = uˆ−1(k) = uˆ(k)χ(k + 1).
The slaved modes are separated up to order O(ε5/2), i.e.
ε1vˆ0(k) = uˆ0(k) = uˆ(k)χ(k/2),
ε1vˆ2(k) = uˆ2(k) = uˆ(k)χ
(
(k − 2)/2),
ε3/2vˆ3(k) = uˆ3(k) = uˆ(k)χ
(
(k − 3)/3),
ε2vˆ4(k) = uˆ4(k) = uˆ(k)χ
(
(k − 4)/4),
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(
(k + 2)/2),
ε3/2vˆ−3(k) = uˆ−3(k) = uˆ(k)χ
(
(k + 3)/3),
ε2vˆ−4(k) = uˆ−4(k) = uˆ(k)χ
(
(k + 4)/4).
By interaction of u−1, u1 with u0, u2, u−2 terms of order O(ε3/2) are produced which are sepa-
rated, too, i.e.
ε3/2vˆ1n(k) = uˆ1n(k) = uˆ(k)
(
χ
(
(k − 1)/3)− χ(k − 1)),
ε3/2vˆ−1n(k) = uˆ−1n(k) = uˆ(k)
(
χ
(
(k + 1)/3)− χ(k + 1)).
By coupling for instance of u1, u−1 with u1n,u1n and of u0, u2, u−2 with itself, other terms of
order O(ε2) are created which are separated, too, i.e.
ε2vˆ0n(k) = uˆ0n(k) = uˆ(k)
(
χ(k/4)− χ(k/2)),
ε2vˆ2n(k) = uˆ2n(k) = uˆ(k)
(
χ
(
(k − 2)/4)− χ((k − 2)/2)),
ε2vˆ−2n(k) = uˆ−2n(k) = uˆ(k)
(
χ
(
(k + 2)/4)− χ((k + 2)/2)).
The remaining modes are contained in ε5/2vˆr and uˆr , respectively, i.e.
ε5/2vˆr = uˆ− ε2vˆ0n − ε3/2vˆ1n − ε3/2vˆ−1n − ε2vˆ2n − ε2vˆ−2n − ε1/2vˆ1 − ε1/2vˆ−1
− εvˆ0 − εvˆ2 + εvˆ−2 − ε3/2vˆ+3 − ε3/2vˆ−3 − ε2vˆ4 − ε2vˆ−4.
See Fig. 2.
Remark 2.3. Figure 2 and all the pictures below have to be understood as follows. uˆ1 is of order
O(ε−1/2) in L1, etc.
These modes satisfy
∂t vˆ0 = λvˆ0 + 2ρ(vˆ1 ∗ vˆ−1)χ0 +H0,
∂t vˆ0n = λvˆ0n + 2ρ(vˆ2 ∗ vˆ−2)χ0n + 6γ1(vˆ0 ∗ vˆ1 ∗ vˆ−1)χ0n +H0n,
∂t vˆ1 = λvˆ1 + 3γ1ε(vˆ1 ∗ vˆ1 ∗ vˆ−1)χ1 + 2ρε(vˆ1 ∗ vˆ0 + vˆ−1 ∗ vˆ2)χ1 +H1,
Fig. 2. The separation of modes, see Remark 2.3.
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∂t vˆ2 = λvˆ2 + ρ(vˆ1 ∗ vˆ1)χ2 +H2,
∂t vˆ2n = λvˆ2n + 2ρ(vˆ2 ∗ vˆ0 + vˆ3 ∗ vˆ−1)χ2n + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ0)χ2n +H2n,
∂t vˆ3 = λvˆ3 + γ1(vˆ1 ∗ vˆ1 ∗ vˆ1)χ3 + 2ρ(vˆ1 ∗ vˆ2)χ3 +H3,
∂t vˆ4 = λvˆ4 + ρ(vˆ2 ∗ vˆ2)χ4 + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ2)χ4 +H4,
∂t vˆr = λvˆr + 2ρ(vˆ2 ∗ vˆ3 + vˆ1 ∗ vˆ4)χr + 3γ1(vˆ1 ∗ vˆ1 ∗ vˆ3 + · · ·
+ vˆ2 ∗ vˆ2 ∗ vˆ1)χr +Hr, (7)
where
χm(k) :=
{
χ((k −m)/m), |m| ∈ N,
χ(k/2), m = 0,
and
χ0n(k) := χ(k/4)− χ(k/2),
χ±1n(k) := χ
(
(k ∓ 1)/3)− χ(k ∓ 1),
χ±2n(k) := χ
(
(k ∓ 2)/4)− χ((k ∓ 2)/2),
and where χr is the characteristic function on the support of vˆr . The Hj stand for higher order
terms in the following sense. It turns out to be advantageous to collect the stable modes and
terms, i.e.
vˆs := (vˆ0, vˆ2, vˆ3, vˆ4, vˆ0n, vˆ1n, vˆ2n, vˆr ),
Hs := (H0,H2,H3,H4,H0n,H1n,H2n,Hr).
We introduce the norms
‖uˆ‖L1(m) :=
∫ ∣∣uˆ(k)∣∣(1 + |k|)m dk,
‖uˆ‖L1(m,ε,k0) :=
∫ ∣∣uˆ(k)∣∣(1 + ∣∣∣∣k − k0ε
∣∣∣∣
)m
dk.
From uˆ ∈ L1(m), it follow u ∈ Cmb , but lim|x|→∞ u(x) = 0. From uˆ ∈ L1(m, ε, k0) of orderO(1)
it follows u = εA(εx)eik0x with A ∈ Cmb of order O(1), i.e. uˆ is concentrated in an O(ε)-
neighborhood of k0, whereas u is a slow modulation in space of eik0x . With the abbreviation
‖vˆs‖L1(m) := ‖vˆ0‖L1(m) + ‖vˆ2‖L1(m) + ‖vˆ3‖L1(m) + ‖vˆ4‖L1(m) + ‖vˆ0n‖L1(m)
+ ‖vˆ1n‖L1(m) + ‖vˆ2n‖L1(m) + ‖vˆr‖L1(m),
‖Hs‖L1(m) := ‖H0‖L1(m) + ‖H2‖L1(m) + ‖H3‖L1(m) + ‖H4‖L1(m) + ‖H0n‖L1(m)
+ ‖H1n‖L1(m) + ‖H2n‖L1(m) + ‖Hr‖L1(m),
we find
‖H1‖L1(0,ε,1) Cε2
(‖vˆ1‖L1(0,ε,1) + ‖vˆs‖L1(m)),
‖Hs‖L1(m−1) Cε
(‖vˆ1‖L1(0,ε,1) + ‖vˆs‖L1(m))
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‖vˆ1‖L1(0,ε,1) + ‖vˆs‖L1(m) Cv,
with Cv > 0 an arbitrary, but fixed constant. Here we used
‖uˆ ∗ vˆ‖L1(m)  C‖uˆ‖L1(m)‖vˆ‖L1(m),
‖uˆ ∗ vˆ‖L1(0,ε,1)  C‖uˆ‖L1(0,ε,1)‖vˆ‖L1(0,ε,1),
‖uˆχˆ1‖L1(m)  C‖uˆχˆ1‖L1(0,ε,1).
Later on we will choose vˆ±1 ∈ L1(1, ε,1) ⊂ L1(0, ε,1), with ‖vˆ±1‖L1(1,ε,1) of order O(1) for
ε → 0.
Notation. Throughout the rest of this paper we will use the notation of this section, especially
uj stands for the unscaled and vj for the scaled modes.
2.5. Change of variables
As already said in order to benefit from the degeneracy condition it turns out to advantageous
to change variables. In particular, the term 2ερ(k)(vˆ1 ∗ vˆ0 + vˆ−1 ∗ vˆ2)(k) in the equation for vˆ1 is
changed into ερ˜(k)(vˆ1 ∗ vˆ1 ∗ vˆ−1)(k) with |ρ˜(k)| C(|ε| + |k − 1|). Since vˆ0 and vˆ2 are slaved
to vˆ1 the transform is given by
vˆ0 = −2λ−1χ0ρvˆ1 ∗ vˆ−1 + εwˆ0,
vˆ2 = −λ−1χ2ρvˆ1 ∗ vˆ1 + εwˆ2,
similarly for vˆ−2, and vˆj = wˆj else. Then we obtain
∂t wˆ0 = λwˆ0 + H˜0 + F˜0,
∂t wˆ0n = λwˆ0n + H˜0n,
∂t wˆ1 = λwˆ1 + εG(wˆ1, wˆ1, wˆ−1)+ H˜1,
∂t wˆ1n = λwˆ1n + H˜1n,
∂t wˆ2n = λwˆ2n + H˜2n,
∂t wˆ2 = λwˆ2 + H˜2 + F˜2,
∂t wˆ3 = λwˆ3 + H˜3,
∂t wˆ4 = λwˆ4 + H˜4,
∂t wˆr = λwˆr + H˜r
with
‖H˜1‖L1(0,ε,1)  Cε2
(‖wˆ1‖L1(0,ε,1) + ε‖wˆs‖L1(m)),
‖H˜s‖L1(m−1)  C
(‖wˆ1‖L1(0,ε,1) + ε‖wˆs‖L1(m)),
as long as
‖wˆ1‖L1(0,ε,1) + ‖wˆs‖L1(m)  Cw,
with Cw > 0 an arbitrary, but fixed constant, where we used the abbreviation
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‖H˜s‖L1(m) := ‖H˜0‖L1(m) + ‖H˜2‖L1(m) + ‖H˜3‖L1(m) + ‖H˜4‖L1(m) + ‖H˜0n‖L1(m)
+ ‖H˜1n‖L1(m) + ‖H˜2n‖L1(m) + ‖H˜r‖L1(m).
Note that under the transform we obtain
H0 = 2ρεvˆ2 ∗ vˆ−2 + ρεvˆ0 ∗ vˆ0 +O
(
ε2
)
= 2ρε(−λ−1χ2ρwˆ1 ∗ wˆ1) ∗ (−λ−1χ−2ρwˆ−1 ∗ wˆ−1)
+ ρε(−2λ−1χ0ρwˆ1 ∗ wˆ−1) ∗ (2λ−1χ0ρw1 ∗ wˆ−1)+O(ε2)
and similarly for H2, such that the estimates for H˜0 and H˜2 are correct. The time derivatives of
the transform are collected in F˜0 and F˜2, i.e.
F˜0 = ε−12λ−1χ0ρ(∂t wˆ1 ∗ wˆ−1 + wˆ1 ∗ ∂t wˆ−1),
F˜2 = ε−12λ−1χ2ρ(∂t wˆ1 ∗ wˆ1).
The advantage of the transformation lies in the equation for wˆ1 where all terms of order O(ε)
are now of the form εG(wˆ1, wˆ1, wˆ−1) with
G(wˆ1, wˆ1, wˆ−1)(k) =
∫ ∫ ∫
g(k, k − , −m,n)wˆ1(k − )wˆ1(l −m)wˆ−1(n) dndmd,
where
g(1,1,1,−1)=O(ε).
Remember that the order O(ε)-terms make difficulties to prove estimates on the long time inter-
val [0, T0/ε2]. The mode distribution after the transform is sketched in Fig. 3.
Notation. Throughout the rest of this paper the variables of the transformed system are denoted
with wj .
2.6. Estimates for the residual
For the error estimates, it is necessary to make the so called residual
Fig. 3. The separation of modes after the transformation.
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Res0n = −∂t wˆ0n + λwˆ0n + H˜0n,
Res1 = −∂t wˆ1 + λwˆ1 + εG(wˆ1, wˆ1, wˆ−1)+ H˜1,
Res1n = −∂t wˆ1n + λwˆ1n + H˜1n,
Res2n = −∂t wˆ2n + λwˆ2n + H˜2n,
Res2 = −∂t wˆ2 + λwˆ2 + H˜2 + F˜2,
Res3 = −∂t wˆ3 + λwˆ3 + H˜3,
Res4 = −∂t wˆ4 + λwˆ4 + H˜4,
Resr = −∂t wˆr + λwˆr + H˜r
small for the chosen approximation. The residual contains all terms which do no cancel after
inserting the approximation (4) into the equation, i.e. Res(u) = 0 means that u is a solution
of (2). In order to make residual small we add higher order terms to the approximation, i.e. for
the solution u of the transformed system we finally make the ansatz
ϕ(x, t) = (ε1/2A1(εx, ε2t)eix + c.c.)+ (ε3/2A11(εx, ε2t)eix + c.c.)
+ ε2A0
(
εx, ε2t
)+ (ε2A2(εx, ε2t)ei2x + c.c.)
+ ε3A10
(
εx, ε2t
)+ (ε3A12(εx, ε2t)ei2x + c.c.)
+ (ε3/2A3(εx, ε2t)ei3x + c.c.)+ (ε2A4(εx, ε2t)ei4x + c.c.)
+ (ε5/2A13(εx, ε2t)ei3x + c.c.)+ (ε3A14(εx, ε2t)ei4x + c.c.)
+ (ε5/2A5(εx, ε2t)ei5x + c.c.)+ (ε3A6(εx, ε2t)ei6x + c.c.)
+ (ε7/2A15(εx, ε2t)ei5x + c.c.)+ (ε4A16(εx, ε2t)ei6x + c.c.)
+ (ε7/2A7(εx, ε2t)ei7x + c.c.)+ (ε4A8(εx, ε2t)ei8x + c.c.).
By construction A1 solves the degenerated Ginzburg–Landau equation (1). A11 solves the degen-
erated Ginzburg–Landau equation linearized around A1 with an inhomogeneity only depending
on A±1. All other Aj can be obtained as solutions of algebraic equations similar to (6). We re-
fer to [20] for details. Hence, the approximation is well defined as long as the solution A1 of
the degenerated Ginzburg–Landau equation (1) exists. Since the approximation equations are
independent of ε, the Aj are O(1)-bounded for all t ∈ [0, T0/ε2].
We define
ε1/2ϕˆ1 = ϕˆχ1, ε3/2ϕˆ1n = ϕˆχ1n, ε3/2ϕˆ3 = ϕˆχ3,
ε2ϕˆ4 = ϕˆχ4, ε2ϕˆ0 = ϕˆχ0, ε2ϕˆ2 = ϕˆχ2,
ε2ϕˆ0n = ϕˆχ0n, ε2ϕˆ2n = ϕˆχ2n, ε5/2ϕˆr = ϕˆχr .
By construction the ϕˆj are O(1)-bounded for all t ∈ [0, T0/ε2] in L1(1, ε, j).
The approximation ϕ has been chosen in such a way that the following lemma holds.
J. Bitzer, G. Schneider / J. Math. Anal. Appl. 331 (2007) 743–778 755Lemma 2.4. For all ε ∈ (0,1) there is CRes > 0 such that
sup
t∈[0,T0/ε2]
∥∥Res1(t)∥∥L1(1,ε,1)  CResε4,
sup
t∈[0,T0/ε2]
∥∥Ress(t)∥∥L1(m)  CResε2,
where we used the abbreviation
Ress = (Res0,Res2,Res3,Res4,Res0n,Res1n,Res2n,Resr )
and
‖Ress‖L1(m) = ‖Res0‖L1(m) + ‖Res2‖L1(m) + · · · + ‖Resr‖L1(m).
Proof. We skip the details since they are well documented in the literature, cf. [22]. The lemma
is based on the following estimate. Let |f (k + )| C|k|s . Then we have∫ ∣∣∣∣ε−1Aˆ
(
k − 
ε
)
f (k)
∣∣∣∣(1 + |k|)m−s dk
 ‖Aˆ‖L1(m) sup
k
|f (k + )|
|k|s(1 + |k + |)m−s supk
|k|s(1 + |k + |)m−s
(1 + | k
ε
|)m
k=εK
 Cεs sup
K
|K|s(1 + |εK + |)m−s
(1 + |K|)m =O
(
εs
)
. (8)
By inserting the above ansatz into the transformed system a number of terms cancel. The last
estimate is then applied for instance to∣∣f (k + 1)∣∣= ∣∣λ(1 + k)+ 4k2∣∣ C|k|3
for |k| 1.
For uˆ1 the approximation is of order O(ε1/2). By A1 the residual at the wave number k = 1
is of order O(ε7/2). See Section 2.2. By A11 the residual at the wave number k = 1 is of order
O(ε9/2), i.e. O(ε4) in the equation for w1. In the equation of A11 the curve of eigenvalues λ is
expanded at k = 1 up to |k − 1|3. Therefore, due to (8) for the solution Aˆ of the degenerated
Ginzburg–Landau equation we need Aˆ ∈ C([0, T0],L1(m+ 4)) as stated in Theorem 1.1. For uˆ2
in the transformed system the approximation is of order O(ε2). By A2 the residual at the wave
number k = 2 is of order O(ε3). By A12 the residual at the wave number k = 2 is of order O(ε4),
i.e. O(ε2) in the equation for w2. All other terms are estimated similarly. 
2.7. The equations for the error
The solution is split into the approximation and an error, i.e.
wˆ1 = ϕˆ1 + ε2Rˆ1, wˆ1n = ϕˆ1n + ε2Rˆ1n, wˆ3 = ϕˆ3 + ε2Rˆ3,
wˆ4 = ϕˆ4 + ε2Rˆ4, wˆ0 = ϕˆ0 + ε2Rˆ0, wˆ2 = ϕˆ2 + ε2Rˆ2,
wˆ0n = ϕˆ0n + ε2Rˆ0n, wˆ2n = ϕˆ2n + ε2Rˆ2n, wˆr = ϕˆr + ε2Rˆr .
Then we obtain for the critical modes
∂t Rˆ1 = λRˆ1 + 3εG(ϕˆ1, ϕˆ1, Rˆ−1)+ 6εG(ϕˆ1, Rˆ1, ϕˆ−1)+ ˜˜H 1,
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‖ ˜˜H 1‖L1(0,ε,1)  Cε2
(‖Rˆ1‖L1(0,ε,1) + ε‖Rˆs‖L1(m) +CRes)
+C(D1,Ds)ε3
(‖Rˆ1‖L1(0,ε,1) + ‖Rˆs‖L1(m))2
as long as
‖R1‖L1(0,ε,1) D1, ‖Rs‖L1(m) Ds,
with C a constant independent of D1 and Ds and C(D1,Ds) a constant depending on D1 and
Ds which will be defined below independent of 0 < ε  1. Here Rs stands for the stable modes,
i.e.
Rs := (Rˆ0, Rˆ2, Rˆ3, Rˆ4, Rˆ1n, Rˆ0n, Rˆ2n, Rˆr ),
and ‖Rs‖L1(m) defined as above.
For the stable modes we obtain
∂t Rˆs = λRˆs + ˜˜Hs + ˜˜F s,
where
˜˜
Hs := ( ˜˜H 0, ˜˜H 2, ˜˜H 3, ˜˜H 4, ˜˜H 1n, ˜˜H 0n, ˜˜H 2n, ˜˜Hr)
satisfies
‖ ˜˜Hs‖L1(m−1)  C
(‖Rˆ1‖L1(0,ε,1) + ε‖Rˆs‖L1(m))+CRes
+C(D1,Ds)ε
(‖Rˆ1‖L1(0,ε,1) + ‖Rˆs‖L1(m))2. (9)
˜˜
F s contains the terms coming from the time derivative terms F˜0 and ˜˜F 2. They satisfy
‖ ˜˜F s‖L1(m) C
(
ε‖Rˆ1‖L1(0,ε,1) + ε−1‖∂t Rˆ1‖L1(0,ε,1) + ε‖Rˆ1‖2L1(0,ε,1)
)
since in F˜0 and F˜2 we have
ε−1(∂t wˆ1 ∗ wˆ1) = ε−1
(
2ϕ1 ∗ ∂tϕ1 + ε2∂tϕ1 ∗ Rˆ1 + ε2ϕ1 ∗ ∂t Rˆ1 + 2ε4Rˆ1 ∗ ∂t Rˆ1
)
and ∂tϕ1 =O(ε2) in L1(0, ε,1). We replace ∂tR1 by the right-hand side of the equation for R1.
Using |λ(k)|C(ε2 + |k − 1|2) for k close to 1 and the estimate (8) shows
‖∂t Rˆ1‖L1(0,ε,1)  Cε‖Rˆ1‖L1(1,ε,1)
such that
‖ ˜˜F s‖L1(m) C‖Rˆ1‖L1(1,ε,1) + ε2‖Rˆ1‖2L1(1,ε,1). (10)
The equations are solved with the variation of constant formula using zero initial data, i.e.
Rˆ1(t) =
t∫
0
eλ(t−τ)
(
3εG(ϕˆ1, ϕˆ1, Rˆ−1)+ 6εG(ϕˆ1, Rˆ1, ϕˆ−1)+ ˜˜H 1
)
(τ ) dτ
and
Rˆs(t) =
t∫
0
eλ(t−τ)
( ˜˜
Hs(τ)+ ˜˜F s(τ )
)
dτ.
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In order to use that the O(ε)-terms in the equation for Rˆ1 are more or less of the form
ρ˜(k)(ϕ1 ∗ ϕ−1 ∗ Rˆ1) with |ρ˜(k)|  C(ε + |k − 1|), i.e. to use that the coefficient function ρ˜(k)
is of order O(ε) at the critical wavenumber k = 1, we look for solutions R1 ∈ L1(1, ε,1) and
Rs ∈ L1(m). We find∥∥Rˆ1(t)∥∥L1(1,ε,1)
=
∥∥∥∥∥
t∫
0
eλ(t−τ)
(
3εG(ϕˆ1, ϕˆ1, Rˆ−1)+ 6εG(ϕˆ1, Rˆ1, ϕˆ−1)+ ˜˜H 1
)
(τ ) dτ
∥∥∥∥∥
L1(1,ε,1)

t∫
0
∥∥eλ(t−τ)∥∥
L1(0,ε,1)→L1(1,ε,1)
(∥∥3εG(ϕˆ1, ϕˆ1, Rˆ−1)∥∥L1(0,ε,1)
+ ∥∥6εG(ϕˆ1, Rˆ1, ϕˆ−1)∥∥L1(0,ε,1) + ‖ ˜˜H 1‖L1(0,ε,1))(τ ) dτ.
In the following we give estimates for the terms on the right-hand side. We have∥∥εG(ϕˆ1, ϕˆ1, Rˆ−1)∥∥L1(0,ε,1)
= ε
∫ ∫ ∫ ∣∣g(k, k − , −m,m)ϕˆ1(k − )ϕˆ1(−m)Rˆ−1(m)∣∣dmddk
C3ε2‖ϕˆ1‖L1(1,ε,1)‖ϕˆ1‖L1(1ε,1)‖Rˆ−1‖L1(1,ε,−1)
since
ε
∥∥∥∥∥
∫ ∫
g(k, k − , −m,m)ϕˆ1(k − )ϕˆ1(−m)Rˆ−1(m)dmd
∥∥∥∥∥
L1(0,ε,1)
= ε
∫ ∫ ∫ ∣∣g(k, k − , −m,m)ϕˆ1(k − )ϕˆ1(−m)Rˆ−1(m)∣∣dmddk
 ε sup
k,,m∈M
∣∣∣∣ g(k, k − , −m,m)
(1 + | k−−1
ε
|)(1 + | −m−1
ε
|)(1 + |m+1
ε
|)
∣∣∣∣
×
∫ ∫ ∫ ∣∣ϕˆ1(k − )∣∣
(
1 +
∣∣∣∣k − − 1ε
∣∣∣∣
)∣∣ϕˆ1(−m)∣∣
(
1 +
∣∣∣∣−m− 1ε
∣∣∣∣
)
× ∣∣Rˆ−1(m)∣∣
(
1 +
∣∣∣∣m+ 1ε
∣∣∣∣
)
dmddk
= ε sup
k,,m∈M
∣∣∣∣ g(k, k − , −m,m)
(1 + | k−−1
ε
|)(1 + | −m−1
ε
|)(1 + |m+1
ε
|)
∣∣∣∣
× ‖ϕˆ1‖L1(1,ε,1)‖ϕˆ1‖L1(1,ε,1)‖Rˆ−1‖L1(1,ε,−1),
where
M := {k, ,m ∈ R: |k − − 1|< δ, |−m− 1| < δ, |m+ 1|< δ, |k − 1|< δ}.
In order to estimate
sup
k,,m∈M
∣∣∣∣ g(k, k − , −m,m)
(1 + | k−−1 |)(1 + | −m−1 |)(1 + |m+1 |)
∣∣∣∣∣
ε ε ε
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k − − 1 =: εK
−m− 1 =: εL
m+ 1 =: εM
⎫⎬
⎭ ⇐⇒
⎧⎨
⎩
k = ε(K +L+M)+ 1
= ε(L+M)
m = εM − 1
such that it remains to estimate
sup
K,L,M∈M˜
∣∣∣∣g(1 + ε(K +L+M),1 + εK,1 + εL, εM − 1)(1 + |K|)(1 + |L|)(1 + |M|)
∣∣∣∣,
where now
M˜= {K,L,M ∈ R: |εK| < δ, |εL|< δ, |εM| < δ}.
Since
g
(
1 + ε(K +L+M),1 + εK,1 + εL, εM − 1)
 g(1,1,1,−1)+D1ε|K +L+M| +D2ε|K| +D3ε|L| +D4ε|M|
with constants Dj independent of 0 ε  1, and g(1,1,1,−1)= O(ε), we obtain
sup
K,L,M∈M˜
∣∣∣∣g(1 + ε(K +L+M),1 + εK,1 + εL, εM − 1)(1 + |K|)(1 + |L|)(1 + |M|)
∣∣∣∣
 sup
K,L,M∈M˜
∣∣∣∣g(1,1,1,−1)+D1ε|K +L+M| +D2ε|K| +D3ε|L| +D4ε|M|(1 + |K|)(1 + |L|)(1 + |M|)
∣∣∣∣
 Cε.
Similarly we find∥∥εG(ϕˆ1, Rˆ1, ϕˆ−1)∥∥L1(0,ε,1) Cε2‖ϕˆ1‖L1(1,ε,1)‖Rˆ1‖L1(1,ε,1)‖ϕˆ−1‖L1(1,ε,−1).
For the linear semigroup we obtain
∥∥eλ(t−τ)∥∥
L1(0,ε,1)→L1(1,ε,1)  sup
k
∣∣∣∣eλ(k)(t−τ)
(
1 + |k − 1|
ε
)∣∣∣∣
 C
(
sup
k
∣∣e−(k−1)2(t−τ)∣∣+ sup
k
∣∣∣∣ |k − 1|ε e−(k−1)2(t−τ)
∣∣∣∣
)
 C
(
1 + sup
K
∣∣∣∣e−K2(t−τ) |K|ε
∣∣∣∣
)
 C
(
1 + sup
ξ
∣∣∣∣e−ξ2 |ξ |ε√t − τ
∣∣∣∣
)
 C
(
1 + 1
ε
√
t − τ
)
with C a constant independent of 0 ε2t  T0. Using the above estimates we finally obtain for
the critical part
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t∫
0
C
(
1 + 1
ε
√
t − τ
)(
3Cε2‖ϕˆ1‖L1(1,ε,1)‖ϕˆ1‖L1(1,ε,1)‖Rˆ−1‖L1(1,ε,−1)
+ 6Cε2‖ϕˆ1‖L1(1,ε,1)‖Rˆ1‖L1(1,ε,1)‖ϕˆ−1‖L1(1,ε,−1)
+ ‖ ˜˜H 1‖L1(0,ε,1)
)
(τ ) dτ

t∫
0
C
(
1 + 1
ε
√
t − τ
)(
ε2
∥∥Rˆ1(τ )∥∥L1(1,ε,1) + ∥∥ ˜˜H 1(τ )∥∥L1(0,ε,1))dτ

t∫
0
C
(
1 + 1
ε
√
t − τ
)(
(C + 1)ε2∥∥Rˆ1(τ )∥∥L1(0,ε,1) +Cε3∥∥Rˆs(τ )∥∥L1(m)
+ ε2CRes +C(D1,Ds)ε3
(∥∥Rˆ1(τ )∥∥L1(0,ε,1) + ∥∥Rˆs(τ )∥∥L1(m))2)dτ.
For the stable part we similarly obtain
∥∥Rˆs(t)∥∥L1(m) =
∥∥∥∥∥
t∫
0
eλ(t−τ)
( ˜˜
Hs(τ)+ ˜˜F s(τ )
)
dτ
∥∥∥∥∥
L1(m)

t∫
0
∥∥eλ(t−τ)∥∥
L1(m−1)→L1(m)
(∥∥ ˜˜Hs(τ)∥∥L1(m−1) + ∥∥ ˜˜F s(τ )∥∥L1(m))dτ.
Using∥∥eλ(t−τ)χs∥∥L1(m−1)→L1(m)  sup
k∈Ms
∣∣eλ(k)(t−τ)(1 + |k|)∣∣ C1e−σ(t−τ)(1 + (t − τ)−1/4),
for a σ > 0 and χs the characteristic function for Ms = {k ∈ R | |k − 1| > δ, |k + 1| > δ},
estimate (9) for ˜˜Hs and estimate (10) for ˜˜F s shows
∥∥Rˆs(t)∥∥L1(m) 
t∫
0
Ce−σ(t−τ)
(
1 + (t − τ)−1/4)(∥∥ ˜˜Hs(τ)∥∥L1(m−1) + ∥∥ ˜˜F s(τ )∥∥L1(m))dτ

t∫
0
Ce−σ(t−τ)
(
1 + (t − τ)−1/4)(C∥∥Rˆ1(τ )∥∥L1(1,ε,1) + εC∥∥Rˆs(τ )∥∥L1(m)
+CRes +C(D1,Ds)ε
(∥∥Rˆ1(τ )∥∥L1(0,ε,1) + ∥∥Rˆs(τ )∥∥L1(m))2)dτ
 C sup
τ∈[0,t]
(∥∥Rˆ1(τ )∥∥L1(1,ε,1) + ε∥∥Rˆs(τ )∥∥L1(m) +CRes
+C(D1,Ds)ε
(∥∥Rˆ1(τ )∥∥L1(0,ε,1) + ∥∥Rˆs(τ )∥∥L1(m))2)
×
t∫
0
e−σ(t−τ)
(
1 + (t − τ)1/4)dτ
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τ∈[0,t]
(∥∥Rˆ1(τ )∥∥L1(1,ε,1) + ε∥∥Rˆs(τ )∥∥L1(m) +CRes
+C(D1,Ds)ε
(∥∥Rˆ1(τ )∥∥L1(0,ε,1) + ∥∥Rˆs(τ )∥∥L1(m))2)
and finally
sup
τ∈[0,t]
∥∥Rˆs(τ )∥∥L1(m)  C sup
τ∈[0,t]
(∥∥Rˆ1(τ )∥∥L1(1,ε,1) + ε∥∥Rˆs(τ )∥∥L1(m) +CRes
+C(D1,Ds)ε
(∥∥Rˆ1(τ )∥∥L1(0,ε,1) + ∥∥Rˆs(τ )∥∥L1(m))2). (11)
With the abbreviations
S1(t) := sup
τ∈[0,t]
∥∥R1(τ )∥∥L1(1,ε,1),
Ss(t) := sup
τ∈[0,t]
∥∥Rs(τ)∥∥L1(m),
Eq. (11) implies
Ss(t) C
(
S1(t)+ εSs(t)+ εC(D1,Ds)
(
S1(t)+ Ss(t)
)2 +CRes).
Choosing ε > 0 such that
Cε  1/2 and εC(D1,Ds)(D1 +Ds)2  1 (12)
this yields
Ss(t) 2C
(
S1(t)+CRes + 1
)
. (13)
Under the assumption that
εDs + εC(D1,Ds)(D1 +Ds)2  1 (14)
from the estimate for Rˆ1 we obtain, substituting T = ε2t and τ˜ = ε2τ , that∥∥∥∥Rˆ1
(
T
ε2
)∥∥∥∥
L1(1,ε,1)
 C
T∫
0
(
1 + 1√
T − τ˜
)(∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
+ (1 +CRes)
)
dτ˜
 C
T∫
0
(
1 + 1√
T − τ˜
)
(1 +CRes) dτ˜ +C
T∫
0
(
1 + 1√
T − τ˜
)∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
dτ˜
= C(1 +CRes)(T + 2
√
T )+C
T∫
0
(
1 + 1√
T − τ˜
)∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
dτ˜
 C +C
T∫ (
1 + 1√
T − τ˜
)∥∥∥∥Rˆ1
(
τ˜
ε2
)∥∥∥∥
L1(1,ε,1)
dτ˜ .0
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a D1 > 0 independent of ε > 0 small, such that∥∥Rˆ1(t)∥∥L1(1,ε,1) D1 =O(1)
for all t ∈ [0, T0/ε2]. Inserting this into the estimate (13) for Rs shows the existence of a Ds > 0
independent of ε > 0 such that
Ss(t) 2C
(
S1(t)+CRes + 1
)
 2C(D1 +CRes + 1)=: Ds =O(1)
for all t ∈ [0, T0/ε2]. Thus, D1 and Ds are defined independent of 0 < ε  1 such that ε0 > 0 is
well defined by (12) and (14). Therefore, we are done.
3. Attractivity
In this section we prove that the set of solutions which can be described by the generalized
Ginzburg–Landau equation in the sense of Section 2 is attractive. In order to do so we have to
show that solutions to arbitrary initial conditions of O(ε1/2) develop in such a way that after a
certain time of order O(1/ε2) they possess a Fourier mode distribution as drawn in Fig. 7. In a
first step we prove that a very short time scale we obtain a mode distribution as drawn in Fig. 2.
In a second step we prove the full attractivity result (see Theorem 3.3).
3.1. The first step
As already said in this section we prove that after a very short time, namely t = ε−a with
a > 0 arbitrarily small, but fixed we obtain a mode distribution as sketched in Fig. 2.
For notational simplicity we choose a = 1/4 in the following in detail we prove
Theorem 3.1. For all C1 > 0 there exist ε0 > 0,C2 > 0 such that for all ε ∈ (0, ε0) the following
holds: Let uˆ(·,0) be an initial condition of (2) satisfying∥∥uˆ(·,0)∥∥
L1(m)  C1ε
1/2.
Then the associated solution uˆ= uˆ(k, t) for t = ε−1/4 satisfies with the notation from Section 2.4∥∥uˆ0(ε−1/4)∥∥L1(m)  C2ε,∥∥uˆ2(ε−1/4)∥∥L1(m)  C2ε,∥∥uˆ0n(ε−1/4)∥∥L1(m) C2ε2,∥∥uˆ2n(ε−1/4)∥∥L1(m) C2ε2,∥∥uˆ1(ε−1/4)∥∥L1(1,ε,1)  C2ε1/2,∥∥uˆ1n(ε−1/4)∥∥L1(m) C2ε3/2,∥∥uˆ3(ε−1/4)∥∥L1(m)  C2ε3/2,∥∥uˆ4(ε−1/4)∥∥L1(m)  C2ε2,∥∥uˆr(ε−1/4)∥∥L1(m)  C2ε5/2.
Similar estimates hold for the uˆ−n. See Fig. 2.
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O(1). In Fourier space the scaled variable vˆ satisfies
∂t vˆ = λvˆ + ε1/2ρvˆ ∗ vˆ + εγ1vˆ ∗ vˆ ∗ vˆ.
We apply the variation of constant formula and obtain
vˆ(k, t) = eλ(k)t vˆA(k)+ ε1/2
t∫
0
eλ(k)(t−τ)
(
ρvˆ ∗ vˆ + ε1/2γ1vˆ ∗ vˆ ∗ vˆ
)
(k, τ ) dτ,
where vA = ε−1/2uA. According to the fact that (2) is a semilinear equation, there is t0 > 0 such
that we have a unique solution
vˆ ∈ C([0, t0),L1(m)).
This solution can be extended by applying the existence and uniqueness theorem a number of
times up to t0 = ε−1/4 if we can prove a priori the boundedness of vˆ for all t ∈ [0, ε−1/4]. With
N˜(vˆ) := ρvˆ ∗ vˆ + ε1/2γ1vˆ ∗ vˆ ∗ vˆ,
we obtain
sup
t∈[0,ε−1/4]
∥∥vˆ(·, t)∥∥
L1(m)
 sup
t∈[0,ε−1/4]
(∥∥eλt vˆA∥∥L1(m) + ε1/2
t∫
0
∥∥eλ(t−τ)∥∥
L1(m−1)→L1(m)
∥∥N˜(vˆ)(τ )∥∥
L1(m−1) dτ
)
 eε7/4‖vˆA‖L1(m) +Cε1/2 sup
t∈[0,ε−1/4]
t∫
0
eε
2(t−τ)(1 + (t − τ)−1/4)dτ
× sup
τ∈[0,ε−1/4]
∥∥N˜(vˆ(τ ))∥∥
L1(m−1)
 e‖vˆA‖L1(m) +Cε1/2
(
e
(
ε−1/4 + 4t3/4)ε−1/4
t=0
)
×
(
sup
τ∈[0,ε−1/4]
∥∥vˆ(τ )∥∥2
L1(m) + sup
τ∈[0,ε−1/4]
∥∥vˆ(τ )∥∥3
L1(m)
)
.
For ε > 0 sufficiently small we find
sup
t∈[0,ε−1/4]
∥∥vˆ(·, t)∥∥
L1(m)  2e‖vˆA‖L1(m),
which is of orderO(1) for ε → 0. Similarly, for ε > 0 sufficiently small and N > 0 fixed we also
find
sup
t∈[0,Nε−1/4]
∥∥vˆ(·, t)∥∥
L1(m)  2e‖vˆA‖L1(m).
We consider the structure of vˆ(k, t) for t = ε−1/4. We define
vˆ(k, t) = vˆ±1(k, t)+ vˆs(k, t)
with
vˆ±1(k, t) =
(
χ1(k)+ χ−1(k)
)
vˆ(k, t), vˆs(k, t) = vˆ(k, t)− vˆ±1(k, t).
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Using the O(1) boundedness of vˆ(t) for all t ∈ [0, ε−1/4] shows∥∥vˆs(ε−1/4)∥∥L1(m)  ∥∥eλε−1/4χs∥∥L1(m)→L1(m)∥∥vˆs(0)∥∥L1(m)
+ ε1/2C sup
τ∈[0,ε−1/4]
∥∥N˜(vˆ)(τ )∥∥
L1(m−1)
ε−1/4∫
0
eλ(t−τ)(1+(t−τ)−1/4) dτ
 e−σε−1/4
∥∥vˆs(0)∥∥L1(m) +Cε1/2 sup
τ∈[0,ε−1/4]
∥∥N˜(vˆ)(τ )∥∥
L1(m)
O(ε1/2)
for ε → 0. Therefore, for t = ε−1/4 we have the mode distribution drawn in Fig. 4.
With the same argument we conclude that the same mode distribution occurs for all t ∈
[ε−1/4,Nε−1/4] with N  1 from above, i.e.
sup
t∈[ε−1/4,Nε−1/4]
∥∥ ˆ˜vs(t)∥∥L1(m)  Cε1/2.
We introduce v˜s = ε−1/2vs such that
uˆ= uˆ±1 + uˆs = ε1/2vˆ±1 + ε1/2vˆs = ε1/2vˆ±1 + ε ˆ˜vs.
We split ˆ˜vs further. We write
ˆ˜vs = vˆ0,±2 + vˆr
with
vˆ0,±2 = (χ0 + χ2 + χ−2) ˆ˜vs, vˆr = ˆ˜vs − vˆ0,±2.
vˆr satisfies
∂t vˆr = λvˆr + N˜rχr
with
N˜τ (vˆ±1, vˆ0,±2, vˆr ) = ρ
(
vˆ∗2±1 + 2ε1/2vˆ±1 ∗ (vˆr + vˆ0,±2)+ ε(vˆr + vˆ0,±2)∗2
)
+ γ1
(
ε1/2vˆ∗3±1 + 3εvˆ∗2±1 ∗ (vˆr + vˆ0,±2)
+ 3ε3/2vˆ±1 ∗ (vˆr + vˆ0,±2)∗2 + ε2(vˆr + vˆ0,±2)∗3
)
.
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sup
t∈[ε−1/4,Nε−1/4]
‖N˜rχr‖L1(m−1)
 Cε1/2
(
sup
t∈[ε−1/4,Nε−1/4]
‖vˆ±1‖L1(m) sup
t∈[ε−1/4,Nε−1/4]
‖vˆs‖L1(m)
+ sup
t∈[ε−1/4,Nε−1/4]
‖vˆ±1‖3L1(m) + sup
t∈[ε−1/4,Nε−1/4]
‖vˆs‖2L1(m)
)
=O(ε1/2).
We consider the variation of constant formula
vˆr (t) = eλ(t−ε−1/4)vˆr
(
ε−1/4
)+
t∫
ε−1/4
eλ(t−τ)Nr(t)χr dτ.
We estimate∥∥vˆr (t)∥∥L1(m)  ∥∥eλ(t−ε−1/4)χr∥∥L1(m)→L1(m)∥∥vˆr (0)∥∥L1(m)
+ sup
r∈[0,t]
‖N˜rχr‖L1(m−1)
t∫
ε−1/4
∥∥eλ(t−r)χr∥∥L1(m−1)→L1(m) dτ
 e−σ(t−ε−1/4)
∥∥vˆr(ε−1/4)∥∥L1(m)
+Cε1/2
t∫
ε−1/4
e−σ(t−τ)(t − τ)−1/4 dτ.
For t ∈ [2ε−1/4,Nε−1/4] we find
sup
t∈[2ε−1/4,Nε−1/4]
∥∥vˆr (t)∥∥L1(m)  Cε1/2.
Now we write
uˆ(k, t) = ε1/2vˆ±1(k, t)+ εvˆ0,±2(k, t)+ ε3/2 ˆ˜vr(k, t)
and split ˜˜vr into
ˆ˜vr = vˆ±1n,±3 + vˆr(2)
with
vˆ±1n,±3 = (χ1n + χ−1n + χ3 + χ−3) ˆ˜vr , vˆr(2) = ˆ˜vr − vˆ±1n,±3.
vˆr(2) satisfies
∂t vˆr(2) = λvˆr(2) + ε−3/2
(
ρ
(
εvˆ∗2±1 + 2ε3/2vˆ±1 ∗ vˆ0,±2 +O
(
ε2
))
+ γ1
(
ε3/2vˆ∗3±1 +O
(
ε2
)))
χr(2)
= λvˆr(2) +Br(2)
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with ‖Br(2)(t)‖L1(m−1) = O(ε1/2) for all t ∈ [2ε−1/4,Nε−1/4] according to χr(2)vˆ∗2c = 0,
χr(2)vˆ±1 ∗ vˆ0,±2 = 0, and χr(2)vˆ∗3±1 = 0. From the variation of constant formula we obtain as
above∥∥vˆr(2)(t)∥∥L1(m)  ∥∥eλ(t−2ε−1/4)χr(2)∥∥L1(m)→L1(m)∥∥vˆr(2)(2ε−1/4)∥∥L1(m)
+ sup
t∈[2ε−1/4,Nε−1/4]
∥∥Br(2)(t)∥∥L1(m−1)
×
t∫
2ε−1/4
∥∥eλ(t−τ)χr(2)∥∥L1(m−1)→L1(m) dτ
 e−σ(t−2ε−1/4)C +Cε1/2
and finally
sup
t∈[3ε−1/4,Nε−1/4]
∥∥vˆr (t)∥∥L1(m) Cε1/2.
See Fig. 5.
Similarly we can show that for t ∈ [4ε−1/4,Nε−1/4] the solution uˆ(t) possesses a representa-
tion
uˆ= ε1/2vˆ±1 + εvˆ0,±2 + ε3/2vˆ±1n,±3 + ε2vˆ0n,±2n,±4 + ε5/2vˆr(3)
with
vˆ0n,±2n,±4 = ε−1/2vˆr(2)(χ0h + χ2n + χ−2n + χ4 + χ−4)
and vˆ±1, vˆ0,±2, vˆ±1n,±3, vˆ0n,±2n,±4 O(1)-bounded in L1(m) for all t ∈ [4ε−1/4,Nε−1/4]. See
Fig. 2.
In order to use in the following the degeneracy condition (3) we apply a transformation similar
to the change of variables from Section 2.5, i.e. we set
vˆ0 = −2λ−1χ0ρvˆ1 ∗ vˆ−1 + εwˆ0,
vˆ2 = −λ−1χ2ρvˆ1 ∗ vˆ1 + εwˆ2
similarly for vˆ−2 and vˆj = wˆj else. Then we obtain as above
766 J. Bitzer, G. Schneider / J. Math. Anal. Appl. 331 (2007) 743–778∂t wˆ0 = λwˆ0 + H˜0 + F˜0,
∂t wˆ0n = λwˆ0n + H˜0n,
∂t wˆ1 = λwˆ1 + εG(wˆ1, wˆ1, wˆ−1)+ H˜1,
∂t wˆ1n = λwˆ1n + H˜1n,
∂t wˆ2n = λwˆ2n + H˜2n,
∂t wˆ2 = λwˆ2 + H˜2 + F˜2,
∂t wˆ3 = λwˆ3 + H˜3,
∂t wˆ4 = λwˆ4 + H˜4,
∂t wˆr = λwˆr + H˜r ,
with
F˜0 = ε−12λ−1χ0ρ(∂t wˆ1 ∗ wˆ−1 + wˆ1 ∗ ∂t wˆ−1),
F˜2 = ε−12λ−1χ2ρ(∂t wˆ1 ∗ wˆ1)
and
‖H˜1‖L1(0,ε,1)  Cε2
(‖wˆ1‖L1(0,ε,1) + ε‖wˆs‖L1(m)),
‖H˜s‖L1(m−1)  C
(‖wˆ1‖L1(0,ε,1) + ε‖wˆs‖L1(m)),
as long as
‖wˆ1‖L1(0,ε,1) + ‖wˆs‖L1(m)  Cw
with Cw > 0 an arbitrary, but fixed constant. 
Remark 3.2. So far we only proved wˆ0|t=4ε−1/4 and w±2|t=4ε−1/4 =O(ε−1) in L1(m). In order
to prove these terms to be of order O(1) we already need the concentration of the modes due to
the terms F0,±2 similarly as in (10).
3.2. Concentration of the modes in a subproblem
In order to prove the concentration of the modes we start with the subproblem
∂t wˆ1 = λwˆ1 + εG(wˆ1, wˆ1, wˆ−1).
In order to keep the notation on a reasonable level we make the transformation k → k − 1,
k −  → k − − 1, −m → −m− 1, and m →m+ 1, i.e. wˆ1 and wˆ−1 are now concentrated
at the wavenumber k = 0 throughout Section 3.2.
We apply the variation of constant formula
wˆ1(t) = eλ(k)t wˆ1(k,0)+ ε
t∫
0
eλ(k)(t−s)G(wˆ1, wˆ1, wˆ−1)(k, s) ds,
and introduce
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0τt
∥∥wˆ1(τ )∥∥L1 ,
b(t) = sup
0τt
∫ (
ε2τ
)1/2∣∣wˆ1(k, τ )∣∣
∣∣∣∣kε
∣∣∣∣dk.
For a(t) we obtain the inequality
a(t) sup
0τt
(∥∥eλτ wˆ1(·,0)∥∥L1 + ε
τ∫
0
∥∥eλ(τ−s)∥∥
L1→L1
∥∥G(wˆ1, wˆ1, wˆ−1)(s)∥∥L1 ds
)
Ca(0)+Cε sup
0τt
τ∫
0
∥∥G(wˆ1, wˆ1, wˆ−1)(s)∥∥L1 ds.
There is a serious difficulty according to the fact that long time existence on an interval of length
O(1/ε2) can only be achieved with the help of the concentration of the modes at the wave num-
bers k = ±1. On the other hand we need the long time existence on an interval of lengthO(1/ε2)
to prove the concentration of the modes. Therefore, we introduced a time-dependent norm b(t)
which allows us to handle both problems simultaneously.
The nonlinear terms can be estimated by∥∥G(wˆ1, wˆ1, wˆ−1)∥∥L1
=
∫ ∫ ∫ ∣∣g(k, k − , −m,m)∣∣∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk

∫ ∫ ∫
C
(|k| + |k − | + |−m| + |m|)∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk

∫ ∫ ∫
C
(|k − + −m+m| + |k − | + |−m| + |m|)
× ∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk

∫ ∫ ∫
C
(|k − | + |−m| + |m| + |k − | + |−m| + |m|)
× ∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk

∫ ∫ ∫
2C|k − |∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk
+
∫ ∫ ∫
2C|−m|∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk
+
∫ ∫ ∫
2C|m|∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk.
The third line can be estimated by
2C
∫ ∫ ∫
|m|∣∣wˆ1(k − )∣∣∣∣wˆ1(−m)∣∣∣∣wˆ−1(m)∣∣dmddk
 2C
∫ ∣∣wˆ1(k)∣∣dk
∫ ∣∣wˆ1()∣∣d
∫
|m|∣∣wˆ−1(m)∣∣dm
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∫ ∣∣∣∣mε
∣∣∣∣∣∣wˆ−1(m)∣∣(ε2τ)1/2 dm
 2Cτ−1/2a(τ)a(τ )b(τ ).
Similarly we obtain the estimates for the first and second line such that∥∥G(wˆ1, wˆ1, wˆ−1)∥∥L1  6Cτ−1/2a(τ)a(τ )b(τ ),
and
a(t) Ca(0)+ 6Cε sup
0τt
τ∫
0
a(s)a(s)b(s)s−1/2 ds
 Ca1a(0)+Ca2T 1/21 a(t)a(t)b(t). (15)
From the definition of b(t) we get the inequality
b(t) sup
0τt
∫ (
ε2τ
)1/2∣∣∣∣eλ(k)τ wˆ1(k,0)kε
∣∣∣∣dk
+ sup
0τt
∫ (
ε2τ
)1/2∣∣∣∣∣
τ∫
0
eλ(k)τ−s)G(wˆ1, wˆ1, wˆ−1)(k, s) ds
∣∣∣∣∣
∣∣∣∣kε
∣∣∣∣dk.
The first line can be estimated by∫ (
ε2τ
)1/2∣∣∣∣eλ(k)τ wˆ1(k,0)kε
∣∣∣∣dk  C∥∥wˆ1(k,0)∥∥L1 = Ca(0),
independent of τ using
sup
|k|δ
∣∣∣∣eλ(k)τ kε
∣∣∣∣ C(ε2τ)−1/2.
Using the estimate from above for ‖G(wˆ1, wˆ1, wˆ−1)‖L1 yields∫ (
ε2τ
)1/2
ε
∣∣∣∣∣
τ∫
0
eλ(k)(τ−s)G(wˆ1, wˆ1, wˆ−1)(k, s) ds
∣∣∣∣∣
∣∣∣∣kε
∣∣∣∣dk

(
ε2τ
)1/2
ε
τ∫
0
sup
∣∣∣∣eλ(k)(τ−s) kε
∣∣∣∣
∫ ∣∣G(wˆ1, wˆ1, wˆ−1)(k, s)∣∣dk ds

(
ε2τ
)1/2 τ∫
0
sup
k
∣∣eλ(k)(τ−s)k∣∣6Cs−1/2a(s)a(s)b(s) ds

(
ε2τ
)1/26Ca(τ)a(τ )b(τ )
τ∫
0
sup
k
∣∣eλ(k)(r−s)k∣∣s−1/2 ds

(
ε2τ
)1/26Ca(τ)a(τ )b(τ )C12
τ∫
0
(τ − s)−1/2s−1/2 ds

(
ε2τ
)1/2
Ca(τ)a(τ )b(τ ),
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b(t) Cb1a(0)+Cb2T 1/21 a(t)2b(t). (16)
We choose T1 > 0 independent of ε > 0 so small that
Ca2Cb1T
1/2
1 a(0)a(0)
1
8
and Cb2T 1/21 a(0)a(0)
1
8
.
Then from (15) and (16)
a
(
T1/ε
2) 2Ca1a(0) and b(T1/ε2) 2Cb1a(0)
according to
Ca2T
1/2
1 a(t)
2b(t) Ca1a(0) and Cb2T 1/21 a(t)
2b(t) Cb1a(0).
Hence a(T1/ε2) and b(T1/ε2) areO(1)-bounded for ε → 0. Thus wˆ1 ∈ L1(1, ε,1) for t = T1/ε2
withO(1)-bounded norm in this space, i.e. wˆ1 is concentrated inO(ε)-neighborhood of the wave
number k = 1.
3.3. Concentration of the modes in the full problem
It remains to transfer the concentration of modes in the subproblem to the full problem which
we write as
∂t wˆ1 = λwˆ1 + εG(wˆ1, wˆ1, wˆ−1)+ H˜1,
∂t wˆ3 = λwˆ3 + ˜˜H 3,
∂t wˆs = λwˆs + H˜s + F˜s ,
where
wˆs = wˆ0 + wˆ2 + wˆ−2 + wˆ4 + wˆ−4 + ε1/2wˆr + wˆ0n + wˆ2n + wˆ−2n,
H˜s = H˜0 + H˜2 + H˜−3 + H˜4 + H˜−4 + ε1/2H˜r + H˜0n + H˜2n + H˜−2n,
F˜s = F˜0 + F˜2 + F˜−2,
wˆh = wˆ3 + wˆ−3 + wˆ1n + wˆ−1n,
˜˜
Hh = H˜3 + H˜−3 + H˜1n + H˜−1n.
The terms on the right-hand side satisfy
‖H˜1‖L1(0,ε,1) C
(
ε2‖wˆ1‖5L1(0,ε,1) + ε2‖wˆ1‖2L1(0,ε,1)‖wˆh‖L1(m)
+ ε2‖wˆ1‖L1(0,ε,1)‖wˆs‖L1(m) + ε5/2‖wˆh‖2L1(m) + ε7/2‖wˆs‖2L1(m)
)
,
‖ ˜˜Hh‖L1(m) C
(‖wˆ1‖3L1(0,ε,1) + ε‖wˆ1‖L1(0,ε,1)‖wˆs‖L1(m) + ε3/2‖wˆh‖2L1(m)
+ ε5/2‖wˆs‖2L1(m)
)
,
‖H˜s‖L1(m)  C
(‖wˆ1‖4L1(0,ε,1) + ‖wˆ1‖L1(0,ε,1)‖wˆh‖L1(m) + ε1/2‖wˆ1‖L1(0,ε,1)‖wˆs‖L1(m)
+ ε‖wˆh‖2L1(m) + ε2‖wˆs‖2L1(m)
)
,
‖F˜s‖L1(m)  C‖w1‖L1(0,ε,1)‖∂tw1‖L1(0,ε,1)ε−1
 Cεq−1‖w1‖L1(0,ε,1)‖w1‖L1(q,ε,1),
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With the definition of a(t) and b(t) from above and
c(t) = sup
0τt
∥∥wˆh(τ )∥∥L1(m),
d(t)= sup
0τt
(
ε2(1 + τ))1/2∥∥wˆs(τ )∥∥L1(m),
these inequalities can be rewritten as
‖H˜1‖L1(0,ε,1)  C
(
ε2a(t)2c(t)+ ε2a(t)5 + ε2a(t)d(t)(ε2(1 + t))−1/2
+ ε5/2c(t)2 + ε7/2(ε2(1 + t))−1d(t)2),
‖H˜h‖L1(m)  C
(
a(t)3 + εa(t)d(t)(ε2(1 + t))−1/2 + ε3/2c(t)2
+ ε5/2d(t)2(ε2(1 + t))−1),
‖H˜s‖L1(m)  C
(
a(t)4 + a(t)c(t)+ ε1/2a(t)d(t)(ε2(1 + t))−1/2
+ εc(t)2 + ε2d(t)2(ε2(1 + t))−1),
‖Fs‖L1(m)  C
(
ε2t
)−1/2
a(t)b(t),
where we used for instance∥∥wˆ1(t)∥∥L1(0,ε,1)∥∥wˆs(t)∥∥L1(m)

∥∥wˆ1(t)∥∥L1(0,ε,1)∥∥wˆs(t)∥∥L1(m)(ε2(1 + t))1/2(ε2(1 + t))−1/2
 a(t)d(t)
(
ε2(1 + t))−1/2.
For the estimate of a(t) we use for a γ  0 that∥∥∥∥∥
τ∫
0
eλ(τ−s)χ1f1(s)
(
ε2(1 + s))−γ ds
∥∥∥∥∥
L1(0,ε,1)

τ∫
0
∥∥eλ(τ−s)χ1∥∥L1(0,ε,1)→L1(0,ε,1)∥∥f1(s)∥∥L1(0,ε,1)(ε2(1 + s))−γ ds
 C sup
0sτ
∥∥f1(s)∥∥L1(0,ε,1)ε−2γ
{
τmax(0,1−γ ), γ = 1,
ln τ, γ = 1.
For the estimate of b(t) we use for a γ  0 that
∫ (
ε2τ
)1/2∣∣∣∣∣
τ∫
0
eλ(k)(τ−s)χ1(k)f1(k, s)
(
ε2(1 + s))−γ ds
∣∣∣∣∣
∣∣∣∣kε
∣∣∣∣dk

(
ε2τ
)1/2
ε−1ε
τ∫
sup
∣∣∣∣eλ(k)(τ−s)χ1(k)kε
∣∣∣∣
∫ ∣∣f1(k, s)∣∣(ε2(1 + s))−γ dk ds0 k
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(
ε2τ
)1/2
ε−1
τ∫
0
sup
k
∣∣eλ(k)(τ−s)χ1(k)k∣∣∥∥f1(s)∥∥L1(0,ε,1)(ε2(1 + s))−γ ds

(
ε2τ
)1/2
ε−1 sup
0sτ
∥∥f1(s)∥∥L1(0,ε,1)
τ∫
0
C(τ − s)−1/2s−1/2(ε2(1 + s))−γ ds

(
ε2τ
)1/2
ε−1C sup
0sτ
∥∥f1(s)∥∥L1(0,ε,1)ε−2γ (1 + τ)−min(1/2,γ ),
where the last estimate is easily obtained by
∫ τ
0 =
∫ τ/2
0 +
∫ τ
τ/2. For the estimate of c(t) and d(t)
we use with a γ  0 that∥∥∥∥∥
τ∫
0
eλ(τ−s)χ3fh(s)
(
ε2(1 + s))−γ ds
∥∥∥∥∥
L1(m)

τ∫
0
∥∥eλ(τ−s)χh∥∥L1(m)→L1(m)∥∥fh(s)∥∥L1(m)(ε2(1 + s))−γ ds
C sup
0sτ
∥∥fh(s)∥∥L1(m)(ε2(1 + τ))−γ
and ∥∥∥∥∥
τ∫
0
eλ(τ−s˜)χsfs(s˜)
(
ε2(1 + s˜))−γ ds˜
∥∥∥∥∥
L1(m)

τ∫
0
∥∥eλ(τ−s˜)χs∥∥L1(m)→L1(m)∥∥fs(s˜)∥∥L1(m)(ε2(1 + s˜))−γ
C sup
0s˜τ
∥∥fs(s˜)∥∥L1(m)(ε2(1 + τ))−γ .
Applying the variation of constant, formula and summarizing all estimates, also (15) and (16),
shows
a(t)C
(
a(0)+ T 1/21 a(t)2b(t)+ T1
(
a(t)2c(t)+ a(t)5)+ a(t)d(t)T 1/21
+ ε1/2c(t)2 + ε1/2d(t)2),
b(t) C
(
a(0)+ T 1/21 a(t)2b(t)+ T 1/21 ε
(
a(t)2c(t)+ a(t)5)+ T1ε1/2c(t)2
+ εa(t)d(t)+ ε3/2d(t)2),
c(t) C
(
c(0)+ a(t)3 + a(t)d(t)+ ε3/2c(t)2 + ε1/2d(t)2),
d(t) C
(
d(0)+ a(t)4 + T1a(t)c(t)+ ε1/2a(t)d(t)+ εc(t)2 + εd(t)2 + a(t)b(t)
)
,
where we used ε ln(1 + ε−2T1) → 0 for ε → 0. By the equations of c(t) and d(t) these terms
can be estimated in terms of c(0), d(0), a(t), and b(t) for ε > 0 and T1 > 0 sufficiently small.
Hence these new estimates can be inserted in the estimates for a(t) and b(t) which again can be
estimated in terms of a(0), b(0), c(0), and d(0) for ε > 0 and T1 > 0 sufficiently small.
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chosen sufficiently small, but independent of ε > 0.
3.4. The detailed mode picture
We start with the transformed system which we write as
∂t uˆ = λuˆ+N(uˆ). (17)
For this system we proved the long time existence for the solutions on a time interval [0,NT1/ε2]
for a N ∈ N by renaming T1 by NT1 at the end of the last section. Moreover, we proved the mode
distribution drawn in Fig. 6 for all t ∈ [T1/ε2,NT1/ε2].
Now we use the bootstrap argument from Section 3.1, i.e. we use this mode distribution to
prove that a more detailed mode distribution is true for all t ∈ [2T1/ε2,NT1/ε2], etc.
Fig. 6. The mode distribution after the concentration step.
Fig. 7. The mode distribution after a time O(1/ε2) in the nontransformed system.
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If we plug in the mode distribution drawn in Fig. 6 into the nonlinearity of the transformed
system we obtain for t ∈ [T1/ε2,NT1/ε2] a mode distribution drawn in Fig. 8.
We consider the variation of constant formula
uˆ(k, t) = eλ(k)(t−T1/ε2)uˆ(k,T1/ε2)+
t∫
T1/ε2
eλ(k)(t−s)N(uˆ)(k, s) ds.
For the noncritical modes we find
∫ ∣∣∣∣∣
t∫
T1/ε2
eλ(k)(t−s)(1 − χ1 − χ−1)N(uˆ)(k, s) ds f (k)
∣∣∣∣∣dk
C sup
t∈[T1/ε2,κT1/ε2]
∥∥N(uˆ)(·, t)f (·)∥∥
L1(0)
with a weight f which possesses the property that 1/f the mode distribution from Fig. 8, i.e.
(1−χ1 −χ−1)uˆ possesses the same mode distribution (1−χ1 −χ−1)N(uˆ), i.e. the modes show
some concentration at the wave numbers k = ±3. Moreover,
eλ(k)(t−T1/ε2)uˆ
(
k,T1/ε
2)=O(e−1/ε)
for all t ∈ [2T1/ε, κT1/ε2].
For the critical modes from uˆ1 ∈ L1(1, ε,1) for t ∈ [T1/ε2, κT1/ε2] follows for t ∈
[2T1/ε, κT1/ε2] that uˆ1 ∈ L1(3/2, ε,1), i.e. the modes are more concentrated after this time
step. In order to explain this concentration consider the model
∂t uˆ= −k2uˆ+
(|k| + ε)h,
with
sup
t∈[0,T1/ε2]
∫
h(k, t)ε−3/2
(
1 +
∣∣∣∣kε
∣∣∣∣
)1
dk =O(1). (18)
In order to prove∫ ∣∣uˆ(k, t)∣∣ε−1/2(1 + ∣∣∣∣k
∣∣∣∣
)3/2
dk =O(1)
ε
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uˆ(k, t) = e−k2t uˆ(k,0)+
t∫
0
e−k2(t−s)
(|k| + ε)h(k, s) ds (19)
and estimate∫ ∣∣uˆ(k, t)∣∣ε−1/2(1 + ∣∣∣∣kε
∣∣∣∣
)3/2
dk

∫ t∫
0
∣∣∣∣e−k2(t−s)ε−1/2
(
1 + |k
ε
|
)3/2(|k| + ε)h(k, s)∣∣∣∣ds dk

t∫
0
sup
k
∣∣∣∣e−k2(t−s)ε−1/2
(
1 +
∣∣∣∣kε
∣∣∣∣
)3/2(|k| + ε)ε3/2(1 + ∣∣∣∣kε
∣∣∣∣
)−1∣∣∣∣ds
× sup
0st
∫ ∣∣h(k, s)∣∣ε−3/2(1 + ∣∣∣∣kε
∣∣∣∣
)1
dk.
We have the O(1) boundedness of the second factor due to (18). For the first factor we get the
O(1) boundedness by
sup
k
∣∣∣∣e−k2(t−s)ε
(
1 +
∣∣∣∣kε
∣∣∣∣
)1/2(|k| + ε)∣∣∣∣
 C
(
sup
k
∣∣e−k2(t−s)ε2∣∣+ sup
k
∣∣e−k2(t−s)|k|3/2ε1/2∣∣)
 C
(
ε2 + (t − s)−3/4ε1/2)
such that for t = T1/ε2
t∫
0
sup
k
∣∣∣∣e−k2(t−s)ε−1/2
(
1 +
∣∣∣∣kε
∣∣∣∣
)3/2(|k| + ε)ε3/2(1 + ∣∣∣∣kε
∣∣∣∣
)−1∣∣∣∣ds

t∫
0
C
(
ε2 + (t − s)−3/4ε1/2)ds  Cε2t +Cε1/2t1/4
 CT1 +CT 1/41 =O(1).
Moreover,∫ ∣∣e−k2T1/ε2 uˆ(k,0)∣∣ε−1/2(1 + ∣∣∣∣kε
∣∣∣∣
)3/2
dk =O(1).
The estimate for (17) goes exactly the same using∣∣λ(1 + k)∣∣C(ε2 − k2),∣∣g(k, ,m,n)∣∣ C(ε + |k − 1| + |k − − 1| + |−m− 1| + |n+ 1|), (20)
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Fig. 10. Mode distribution of N(uˆ) for t ∈ [2T1/ε2, κT1/ε2].
i.e. for t ∈ [2T1/ε2, κT1/ε2] we have that uˆ0 ∈ L1(1, ε,0) is of order O(ε2) and uˆ1 ∈
L1(3/2, ε,1) of order O(ε1/2). This mode distribution is drawn in Fig. 9.
Now we come to the next iteration step. We insert uˆ with the mode distribution drawn in Fig. 9
into the nonlinearity of (17) and obtain the mode distribution drawn in Fig. 10, in particular we
have
χ0N(uˆ) =O
(
ε2
) ∈ L1(3/2, ε,0), χ1N(uˆ)=O(ε3/2) ∈ L1(3/2, ε,1).
We consider again the variation of constant formula
uˆ(k, t) = eλ(k)(t−2T1/ε2)uˆ(k,2T1/ε2)+
t∫
2T1/ε2
eλ(k)(t−s)N(uˆ)(k, s) ds.
With the weight function f defined as above via Fig. 10 we obtain for the noncritical modes that
∫ ∣∣∣∣∣
t∫
2T1/ε2
eλ(k)(t−s)(1 − χ1 − χ−1)N(uˆ)(k, s) ds f (k)
∣∣∣∣∣dk
C sup
2 2
∥∥N(uˆ)(·, t)f (·)∥∥
L1(0),t∈[2T1/ε ,κT1/ε ]
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which shows that (1 −χ1 −χ−1)uˆ and (1 −χ1 −χ−1)N(uˆ) possess the same mode distribution.
For the critical modes exactly as above we conclude that uˆ1 ∈ L1(3/2, ε,1) of order O(ε1/2) for
t ∈ [2T1/ε2,NT1/ε2] implies uˆ1 ∈ L1(2, ε,1) of order O(ε1/2) for [3T1/ε2, κT1/ε2] such that
for t ∈ [3T1/ε2, κT1/ε2] we have a mode distribution as drawn in Fig. 11, i.e. we have
uˆ0 =O
(
ε2
) ∈ L1(3/2, ε,0),
uˆ1 =O
(
ε1/2
) ∈ L1(2, ε,1),
uˆ2 =O
(
ε2
) ∈ L1(1, ε,2),
uˆ3 =O
(
ε3/2
) ∈ L1(3/2, ε,3),
uˆ4 =O
(
ε2
) ∈ L1(1, ε,4),
uˆ5 =O
(
ε5/2
) ∈ L1(m),
uˆ6 =O
(
ε3
) ∈ L1(m),
uˆr =O
(
ε7/2
) ∈ L1(m),
and similar for uˆ−n with n ∈ N.
Now we have a mode distribution which allows us to proceed recursively as in [1] with explicit
formulae. The appearing peaks are described by the choice of appropriate weights. For n 4 we
define the family of weights fn(k) by
1/fn(k) = ε(n+1)/2 max
j=±1,m=0,±2; l=±3,...,±n
{
2,1/
(
ε + |k − j |)n/2,
1/
(
ε + |k −m|)n/2−3/2,1/(ε + |k − l|)n/2−|l|/2+1/2}.
We see that a plot of k → 1/fn(k) looks similar to Fig. 7.
For the solutions of (17) we show
Theorem 3.3. Let u(·, t) be an initial condition of (17) with ‖u(·, t)‖L1  Cε for an ε indepen-
dent constant C. Then for all n > 0 there exist Cn,Tn, ε0 > 0 such that for all 0 < ε < ε0 the
associated solution u(·, t) fulfill ‖u(·, Tn/ε2, )fn(·)‖L1  Cn.
Proof. In the following we need the set Ic = [−5/4,−3/4] ∪ [3/4,5/4]. We denote by Ec the
characteristic function on Ic and by Es the one on the complement.
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1/f ∗n (k) = ε(n+1)/2 max
j=±1,m=0,±2; l=±3,...,±n
{
2,
(
ε + |k − j |)/(ε + |k − j |)n/2+1,
1/
(
ε + |k −m|)n/2−3/2,1/(ε + |k − l|)n/2−|l|/2+1/2}
to control the convolution. We took care of the property∣∣g(l, l − l1, l1 − l2, l2)∣∣C(|l − 1| + |l − l1 − 1| + |l1 − l2 − 1| + |l2 + 1|).
A simple calculation shows
f ∗n (k + l) fn(k)fn(l).
As a consequence of this, one finds, e.g. ‖(uˆ ∗ vˆ)f ∗n ‖L1  ‖uˆfn‖L1‖vˆfn‖L1 .
Now we show that there exist ε0, Cˆn > 0 such that for all 0 < ε < ε0 the estimate
‖uˆ(t)fn‖L1  Cˆn for all t ∈ [nT1/ε2,NT1/ε2] implies the estimate ‖uˆ(t)fn+1‖L1  Cˆn+1 for
all t ∈ [(n+ 1)T1/ε2,NT1/ε2]. We obtain for all t ∈ [(n+ 1)T1/ε2,NT1/ε2] that∥∥Ecuˆ(t)fn+1∥∥L1  C sup|k|<1/2
∣∣e−k2(t−nT1/ε2)(1 + |k/ε|)1/2∣∣∥∥uˆ(nT1/ε2)fn∥∥L1
+
t∫
nT1/ε2
sup
k∈Ic
∣∣eλ(t−τ)fn+1/f ∗n ∣∣dτC2n
 C
(
1 + T −1/41
)
Cn +C
(
T1 + T 1/41
)
C2n =O(1)
and ∥∥Esuˆ(t)fn+1∥∥L1 Cne−σT1/ε2/ε +CC2n =O(1),
where we made use of Ehs fn+1 Ehs f ∗n and choose ε so that Cne−σT1/ε
2
/ε < 1. 
As a corollary to the above theorem it follows
Corollary 3.4. The functions in Fourier space can be written for a T > 0 as
uˆ
(
T/ε2, k
)= N∑
m=−N
εβ(m)
(
ε−1Aˆm
(
(k −m)/ε, ε2t))+O(ε(N+3)/2),
where the function β is defined by β(±2) = β(0) = 2, β(±1) = 1/2, and β(m) = |m|/2 for
|m| 3. The functions Aˆm fulfill ‖(1 + k2)N/2Aˆm‖1  C0 for a constant C0 independent of ε.
Since
sup
x∈R, r=0,...,N
∣∣∣∣∂rx
∫
u(k)eikx dk
∣∣∣∣= sup
r=0,...,N
∣∣∣∣
∫
u(k)(ik)r dk
∣∣∣∣ C∥∥(1 + | · |)Nu(·)∥∥1 < ∞
the inverse Fourier-transform v(x, t) = F−1u(k, t) of such a function is N times differentiable.
Therefore one can expect that the attractivity result can be stated in the following way (compare
[14, Theorem 1]):
778 J. Bitzer, G. Schneider / J. Math. Anal. Appl. 331 (2007) 743–778Corollary 3.5. For C > 0, all N ∈ N and all initial conditions u0 of (17) with ‖u0‖Cnb  Cε1/2
there exist ε0, T0 > 0 such that for all 0 < ε < ε0 there is a representation of the associated
solution u at a time T0/ε2 through
u
(
x,T0/ε
2, ε
)= N∑
m=−N
εβ(m)Am(εx)e
imx +O(ε(N+3)/4).
The functions Am ∈ CNb fulfill ‖Am‖CNb  C0 for a constant C0 independent of ε.
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