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Abstract A new filter was created by improving the stan-
dard Kuwahara filter. It allows more efficient noise reduction
without blurring the edges and imagepreparation for segmen-
tation and further analyses operations. One of the biggest and
most common restrictions encountered in filter algorithms
is the need for a declarative definition of the filter window
size or the number of iterations that an operation should be
repeated. In the case of the proposed solution, we are deal-
ing with automatic adaptation of the algorithm to the local
environment of each pixel in the processed image.
Keywords Noise reduction · Image processing ·
Image filtering
1 Introduction
Contextual transformations are operations in which the out-
come depends on amodified pixel and its surroundings [4,5].
Alternatively, the name “digital filters” is also used. The
application of digital filters is very wide, and they are used
in many areas of life including radiology, automatic control
systems andmachine vision. Themain applications of digital
filters are as follows:
• suppressing unwanted noise,
• improving image sharpness,
• removing specific defects ,
• visualizing certain image features,
• reconstructing partly destroyed images.
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In this paper, I address the issues of reducing noise from
digital images and present a new highly efficient algorithm.
The issue of noise or other errors is extremely important
because they can appear during image acquisition, transmis-
sion or compression and decompression. Therefore, image
filtering is a very important aspect of image processing and
preparation for further work such as image compression,
edge detection or image segmentation. The application of
noise reduction algorithms is also extensively used inmedical
imaging. A large number of articles discussing this subject
have been published, e.g., [2,3].
However, at the beginning I would like to present the pre-
sentation of the standard commonly used algorithms and to
clarify the terms used.
It is highly likely that there exist filters that remove noise
from digital images faster, gain a better rate of bug fixing
or modify the edges of objects less than those used in this
study. However, a comparison of all the existing solutions
would require a large and difficult to estimate amount of
work, at least because of the need to provide a similar level
of implementation and other conditions of the experiment,
and thus, it would exceed significantly the planned scope of
the study. There is nothing, however, to prevent extending the
scope of the comparison and to present its results in future
publications.
The general concept of the context filters is to create the
output image on the basis of the source image in such a way
that the value of each pixel at coordinates (x,y) in the output
image is determined based on a certain neighborhood of the
pixel at coordinates (x,y) in the source image [4–9]. This
neighborhood is defined as a filter window. Usually, it is
assumed that the filter window is square and the size (width
andheight) is an odd integer number, e.g., 3×3, 5×5, 7×7. In
this case, a pixel at coordinates (x,y) is exactly in the middle
of the filter window. There are also solutions that collect
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statistical information about the entire image and then use
them during the processing of each pixel.
2 Context filters
2.1 Average filter
The average filter is one of the simplest filters enabling
removing noise and distortion. Unfortunately, it also intro-
duces changes in the areas that have originally been noise
and distortion free.
Let us assume that we construct a filter operating on the
window N × N . In this case, the resulting value of the pixel
is the average value of all the pixels contained within the
current analysis window of the source image
mθ = 1
N × N ×
∑
(x,y)∈θ
ϕ
(
f (x, y)
)
(1)
where:
f is the source image function,
f (x,y) is the value of the pixel at coordinates (x, y),
ϕ is a function calculating the value of a particular pixel.
This function can take different values depending on the
color space, the format or the depth of the image,
N × N is the number of pixels in the current window,
θ represents the collection of pixels in the current win-
dow.
Some of the largest disadvantages of the average filter are
blurring noise and significant modification of correct pixels.
2.2 Median filter
The concept of the median filter is very similar to that shown
above. The only difference is that all elements in the current
filter window have to be sorted and ordered in an ascending
sequence. The resulting value is the value of the item in the
exact middle point of the ordered sequence (position N×N2
for N × N window).
With the use of this filter, one can very effectively remove
any local noise, without blurring the noise to larger areas,
which was a major disadvantage of the average filter.
2.3 Adaptive median filter
The adaptive median filter, as its name suggests, is a mod-
ification of the median filter. This modification consists in
allowing a situation where the window size is not constant,
but changes dynamically according to the context. If you
select too small a window, the median filter could not handle
all the noises, while too large a window results in dissolving
the smaller but desired image detail.
The adaptive median filter algorithm has the following
form:
Step 1 For each pixel f (x, y) of the image f, we determine
the list of neighbors in N × N window. Among these ele-
ments, we calculate the minimum, middle (median) and the
maximum value and denote these values as fmin, fmed and
fmax, respectively.
Step 2 If fmin = fmed or fmed = fmax, then the size of filter
window is increasing and the actions done in the previous
step for the new window have to be repeated. Otherwise, go
to the next step.
For obvious reasons, theremust exist themaximum allow-
able window size. If it is not possible to further increase the
filter window size, then the output pixel is set to the neighbors
list middle value determined in the previous step ( fmed).
Step 3 If fmin < f (x, y) and f (x, y) < fmax, then the
output pixel takes the value of f (x, y), which means that
item is not modified. Otherwise, the output pixel is set to
the neighbors list middle value determined in the first step
( fmed).
This filter is able to reduce even a large noise. Unfor-
tunately, the high computational complexity of this filter is
quite a serious disadvantage. In addition, if the maximum
window size is set to too small a value, we can get unsatis-
factory results. However, too large a window size may cause
very unsatisfactory execution time.
2.4 Kuwahara filter
Because the contour plays a very important role in the
process of image analysis [4,9], it is very important to
ensure that the image smoothing does not affect the sharp-
ness of contours. This could cause serious problems later,
during segmentation. The Kuwahara filter [1] is an exam-
ple of a filter which meets these requirements. This filter
can be constructed for any window size. For readability,
the algorithm will be described for the window of size of
3 × 3.
The filter window should be divided into four areas.
Let us denote them as θk where k ∈ {0, 1, 2, 3}. These
four areas are highlighted in Fig. 1. The center pixel is
marked with black color. If a square filter window con-
sists of (2 × n + 1) × (2 × n + 1) elements, then each
area will contain exactly (n + 1) × (n + 1) elements. In
the described case, the filter window size is 3 × 3, so each
area will consist of four elements. Then, for each of these
areas, the values of average mk and variance δ2k are calcu-
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Fig. 1 Kuwahara filter window with highlighted four areas θk
Fig. 2 Comparison of adaptive Kuwahara filter with other filters.
Image without noise. Labels a, b, c, d and e correspond to a original
image, bKuwahara filter with constant window size 3× 3, c Kuwahara
filter with constant window size 11 × 11, d adaptive median filter and
e adaptive Kuwahara filter
lated. The average and variance are calculated according to
the formula:
mk = 1
(n + 1) × (n + 1) ×
∑
(x,y)∈θk
ϕ
(
f (x, y)
)
(2)
δ2k =
1
(n + 1) × (n + 1) ×
∑
(x,y)∈θk
[
ϕ
(
f (x, y)
) − mk
]2
(3)
where:
k ∈ {0, 1, 2, 3},
f is the source image function,
f (x, y) is the value of the pixel at coordinates (x, y),
ϕ is a function calculating the value of a particular pixel,
1
(n+1)×(n+1) is the number of pixels in the current area,
n is the value obtained directly from the filter window
size.
Finally, we compare the variance of all four areas and look
for an index of the area for which the variance is the smallest.
δ2min = mink∈{1,2,3,4}
(
δ2k
)
(4)
The resulting value of the center pixel is the average value
of the area for which the variance was the smallest.
The result of increasing the size of the filter windows will
be better noise reduction, but it can cause blurring of small
details in the analyzed image.
3 Adaptive Kuwahara filter
The adaptive Kuwahara filter algorithm was created by com-
bining two other filters: the adaptive median filter and the
Kuwahara filter. The most important feature of the adaptive
median filter is the possibility to adjust the window size of
the filter to the results of a partial analysis obtained during
the operation, whereas the major task of the Kuwahara filter
is smoothing colors intensity and removing small noise while
maintaining the edges. Unfortunately, neither of these filters
are flaw free.
The first blurs the edges, making further analysis even
more difficult. Furthermore, in connection with variable win-
dow size, computational complexity of the filter can be much
higher than of other filters. On the other hand, the Kuwahara
filter retains the edges, but it requires a strictly defined win-
dow size. An undesirable effect of the second filter is very
significant pixelation, which is a mosaic of large, homoge-
neous, often rectangular areas.
The differences in the operation of the various algorithms
can be seen in Figs. 2, 3, 4, 5, 6 and 7. Each figure consists
of a sequence of five images; starting from the left side, they
represent (a) original image, (b) after applying Kuwahara
filter wherewindow size is constant and equals 3×3, (c) after
applying Kuwahara filter where window size is constant and
equals 11× 11, (d) after applying adaptive median filter and
(e) after applying adaptive Kuwahara filter.
In addition, one can see how the presented filters behave
in relation to images with different noise levels. Figure 2
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Fig. 3 Comparison of adaptive Kuwahara filter with other filters.
Image has been modified by the addition of salt and pepper noise with
uniform distribution on the surface of 1%. Labels a, b, c, d and e corre-
spond to a original image, bKuwahara filter with constant window size
3× 3, c Kuwahara filter with constant window size 11× 11, d adaptive
median filter and e adaptive Kuwahara filter
Fig. 4 Comparison of adaptive Kuwahara filter with other filters.
Image has been modified by the addition of salt and pepper noise with
uniform distribution on the surface of 2%. Labels a, b, c, d and e corre-
spond to a original image, bKuwahara filter with constant window size
3× 3, c Kuwahara filter with constant window size 11× 11, d adaptive
median filter and e adaptive Kuwahara filter
Fig. 5 Comparison of adaptive Kuwahara filter with other filters.
Image has been modified by the addition of additive salt and pepper
noise with uniform distribution on the surface of 5%. Labels a, b, c, d
and e correspond to a original image, b Kuwahara filter with constant
window size 3×3, cKuwahara filter with constant window size 11×11,
d adaptive median filter and e adaptive Kuwahara filter
Fig. 6 Comparison of adaptive Kuwahara filter with other filters.
Image has been modified by the addition of additive salt and pepper
noise with uniform distribution on the surface of 25%. Labels a, b, c, d
and e correspond to a original image, b Kuwahara filter with constant
window size 3×3, cKuwahara filter with constant window size 11×11,
d adaptive median filter and e adaptive Kuwahara filter
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Fig. 7 Comparison of adaptive Kuwahara filter with other filters.
Image has been modified by the addition of additive salt and pepper
noise with uniform distribution on the surface of 25% and white grid.
Labels a, b, c, d and e correspond to a original image, b Kuwahara
filter with constant window size 3× 3, c Kuwahara filter with constant
window size 11×11, d adaptive median filter and e adaptive Kuwahara
filter
is the original image without additional noise. Figure 3 has
been modified by the addition of salt and pepper noise with
uniform distribution on the surface of 1%. Figure 4 has been
modified by the addition of salt and pepper noise with uni-
form distribution on the surface of 2%. Figure 5 has been
modified by the addition of additive salt and pepper noise
with uniform distribution on the surface of 5%. The bright-
ness of the randomly selected pixel was changed (increased
or decreased) by 25% of the maximum value. Figure 6, like
the previous one, has been modified by the addition of addi-
tive salt and pepper noise with uniform distribution on the
surface of 25%. The last picture (Fig. 7) is a modification of
the previous one by adding a white grid.
4 Algorithm description
The standard Kuwahara filter requires a strictly defined win-
dow size. In the case of the proposed modification of the
filter, the window size is changing, just as it did in the adap-
tive median filter, depending on the local properties of the
image. The initial window size is 3 × 3.
Step 1 The filter window should be divided into four areas
by following the original algorithm. Let us denote them as
θk where k ∈ {0, 1, 2, 3}. Initially, each of these areas will
consist of four pixels. For the purposes of this algorithm, let
us call these four areas the basic areas.
Step 2 For each of these areas, the values of mean mk and
variance δ2min are calculated. As before, the value of a specific
pixel can be the value of color intensity, brightness or any
other calculated value. The mean and variance are calculated
according to the formula:
mk = 1
Nk
×
∑
(x,y)∈θk
ϕ
(
f (x, y)
)
(5)
δ2k =
1
Nk
×
∑
(x,y)∈θk
[
ϕ
(
f (x, y)
) − mk
]2
(6)
where:
k ∈ {0, 1, 2, 3},
f is the source image function,
ϕ is a function calculating the value of a particular pixel,
Nk is the number of pixels in the current area, in the first
cycle the value is 4.
Step 3 Each of the basic areas is considered separately. For
the chosen area, the size of the window is increased by 1.
Next, for the new window size, mean mk and variance δ2k
have to be calculated according to the formulas presented in
the previous step.
Anexample canbe seen inFig. 8. Thefilterwindowcentral
element and the elements included in area θk as it increases
are highlighted.
If the variance of the new area (δ2k ) is smaller than before
the resizing of the filter window (δ2k ), then the mean and
variance of the basic area k take the newly calculated val-
ues:
mk := mk (7)
δ2k := δ2k (8)
Then we continue to increase the size of the window for
the basic area selected in the current step until its size reaches
themaximumallowable size or until the variance of the newly
enlarged area is greater than that calculated in the previous
cycle of the algorithm. In this way, the minimum variance
and the corresponding average value will be achieved for the
basic area k. For further calculations, it is not necessary to
know the size of the window for which the variance and the
mean values were calculated.
The calculations shown in Step 3 must be repeated sepa-
rately for each of the four basic areas.
Step 4 Finally, we compare the variance of all four areas. At
this stage, each of the basic areas can be made with different
quantity of items. We are looking for an index of the area for
which the variance is the smallest.
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Fig. 8 Resizing the filter window and items included in the new area θk
Fig. 9 An example of possible window size distribution for basic areas
δ2min = mink∈{1,2,3,4}
(
δ2k
)
(9)
The resulting value of the output pixel is the average value
of the basic area for which the variance was the smallest.
Figure 9 presents an example of possible window size distri-
bution for items included in the four basic areas and common
parts of these areas. The center pixel is marked with black
color.
Figure 10 presents a block diagram showing the operation
of the developed algorithm.
5 Comparison of algorithms
One of the most serious problems of the edge preserving
smoothing filters is causing over blurring and removing
details in low-contrast regions. Nonlinear edge preserving
smoothing filters have been an actively researched continu-
ously for decades. Worth mentioning is the articles [10–15]
where authors present various approaches to the problem of
edge preserving smoothing filters.
Very interesting approach of the advanced modification
of the Kuwahara filter was introduced in the work [16]
where authors used very sophisticatedmathematical descrip-
tion on the theoretical considerations. The paper in any
way does not cover the technical aspects of implementa-
tion or optimization. The only suggestion placed by the
authors was information that definite integral can be approx-
imate by discrete sums. It is a trivial remark and in any
meaningful way does not clean the complexity of implemen-
tation.
The article authors suggest that processing time depends
on the size of the filter kernel, the number of sectors and the
size of input. However, based on the exemplary, implemen-
tation and the description of the algorithm can be concluded
that the computational complexity is also influenced by the
radius h parameter which is used for mapping Ω into a
disk of h radius. There were not, however, shown any esti-
mations considering the computational complexity of the
presented algorithm. But, on the basis of the theoretical con-
siderations, it can easily be concluded that the computational
complexity of the adaptive Kuwahara filter is significantly
smaller than anisotropic Kuwahara filter. This is, due to
among other things, because the necessity of smoothing with
a Gaussian filter and defining elliptic filter kernels. In addi-
tion, for each regions, in order to obtain weighted local
averages and variances, complex calculations have to be per-
formed.
The separate aspect is the fact that anisotropic Kuwahara
filter was primarily designed for preserving shape boundaries
and achieving the painterly effect look,without having to deal
with individual brush strokes. One of the major similarities
of the two filters (adaptive Kuwahara filter and anisotropic
Kuwahara filter) is a robust against high-contrast noise, and
the difference is the fact that the proposed new approach does
not require from the user to provide any additional parame-
ters.
Short tests were conducted to compare the quality of the
noise reduction in the analyzed filters. Tests include previ-
ously discussed algorithms and anisotropic Kuwahara filter.
Original images have been modified by the addition of addi-
tive salt and pepper noise with uniform distribution on the
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Fig. 10 Block diagram of the adaptive Kuwahara filter
surface of 25%. Finally, the original and filtered were com-
pared with the use of the mean squared error algorithm. The
results are shown in Table 1. In the MSE algorithm, smaller
value indicates a better result. Figure 11 presents a sequence
of seven images; starting from the left side, they represent
original image, noised image, after applying average filter
withwherewindow size 7×7, after applying adaptivemedian
filter, after applying Kuwahara filter where window size is
constant and equals 7 × 7, after applying adaptive Kuwa-
hara filter and finally after applying anisotropic Kuwahara
filter.
One can easily see proposed algorithm guarantees to
achieve very good results. For the all examined examples,
the effects of the adaptive Kuwahara filter were better than
anisotropic Kuwahara filter. In addition, taking into account,
lower computational complexity adaptive Kuwahara filter
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Table 1 Comparation of the noise reduction filters (MSE algorithm)
SN Average filter adaptive median filter Kuwahara filter adaptive Kuwahara filter anisotropic Kuwahara filter
1 16.62 15.64 16.40 13.67 15.50
2 17.88 17.45 17.58 14.78 15.17
3 21.37 17.58 21.42 18.09 19.08
Bold values indicate the smallest and the best value in row
Fig. 11 Comparation of the noise reduction filters on the Lena image
can be considered as a strong contender of the anisotropic
Kuwahara filter.
6 Summary
On the basis of the examples, it can be easily noticed that
the modified Kuwahara filter is a promising improvement.
The most important of its features includes the ability to pre-
serving the edges of the objects. After applying the proposed
filter, both the objects and the edges are changed much less
than when using the standard Kuwahara filter. Additionally,
the tendency to pixelation, compared to the standard Kuwa-
hara filter, has been greatly reduced. Furthermore, it has the
ability to remove noise from an image with comparable effi-
cacy as that of the adaptive median filter as well as it retains a
greater variety of color intensity in relation to the Kuwahara
filter what can be confirmed by analyzing the results of MSE
algorithm.
While creating presented solution, very important aspect
was the optimization of computational complexity. The adap-
tive Kuwahara filter is very fast in operation, especially
compared to the adaptive median filter. This suggests that
the direction for further research should be a detailed analy-
sis of the computational complexity of created algorithm and
its comparison with other filters.
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