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The standard approach to fault-tolerant quantum computation is to store information in a quantum error
correction code, such as the surface code, and process information using a strategy that can be summarized
as distill-then-synthesize. In the distill step, one performs several rounds of distillation to create high-fidelity
logical qubits in a magic state. Each such magic state provides one good T gate. In the synthesize step, one
seeks the optimal decomposition of an algorithm into a sequence of many T gates interleaved with Clifford
gates. This gate-synthesis problem is well understood for multiqubit gates that do not use any Hadamards.
We present an in-depth analysis of a unified framework that realises one round of distillation and multiqubit
gate synthesis in a single step. We call these synthillation protocols, and show they lead to a large reduction
in resource overheads. This is because synthillation can implement a general class of circuits using the same
number of T -states as gate synthesis, yet with the benefit of quadratic error suppression. This general class
includes all circuits primarily dominated by control-control-Z gates, such as adders and modular exponentiation
routines used in Shor’s algorithm. Therefore, synthillation removes the need for a costly round of magic state
distillation. We also present several additional results on the multiqubit gate-synthesis problem. We provide
an efficient algorithm for synthesizing unitaries with the same worst-case resource scaling as optimal solutions.
For the special case of synthesizing controlled-unitaries, our techniques are not just efficient but exactly optimal.
We observe that the gate-synthesis cost, measured by T -count, is often strictly subadditive. Numerous explicit
applications of our techniques are also presented.
The topological surface code or toric code [1] is the most
widely known modern approach to quantum error correction.
Tolerating noise up to 1% [2, 3], it has established itself as the
front-running proposal for quantum computation [4–6]. How-
ever, it can not natively support fully universal quantum com-
putation [7]. Augmenting the surface code from a static device
to a computer requires extra gadgets, which can be realised by
a two-step process. In the first step, magic state distillation is
used to prepare encoded high-fidelity magic states [8]. Each
of these magic resources provides a fault-tolerant T -gate, also
known as a pi/8 phase gate. In the second step, we decom-
pose any desired unitary into a sequence of T -gates and Clif-
ford gates, using gate-synthesis techniques to minimise the
required number of T -gates. We paraphrase this paradigm as
distill-then-synthesize.
After the initial discovery of Reed-Muller protocols for
magic state distillation [8, 9], recent years brought several
innovations that reduced the cost of magic state distillation.
Next came the 10 → 2 protocol of Meier. et al [10], fol-
lowed by the triorthgonal codes of Bravyi and Haah [11]. The
Bravyi-Haah magic state distillation (BHMSD) protocol con-
verts 3k+8 magic states into k magic states with quadratic er-
ror suppression, and will be our standard benchmark through-
out. Concatenating BHMSD two or three times, will suppress
error rates from 10−4 to between 10−10 and 10−15, which suf-
fices for many near term applications. Once below very small
error rates, multilevel distillation [12] can further improve dis-
tillation yields, though it requires much larger circuits.
Gate synthesis has undergone an even more impressive re-
naissance, making huge leaps forward since the early days
of the Solovay-Kitaev theorem [13, 14]. For synthesis of
∗ earltcampbell@gmail.com
single qubit gates, optimal protocols have been found [15–
17]. Here we are primarily interested in the multiqubit gate-
synthesis problem [15, 17–21]. For multiqubit circuits gener-
ated by CNOT and T gates, optimal synthesis is well charac-
terised [18, 20–22], though no efficient solver exists for large
circuits. This multiqubit gate set requires Hadamards to ac-
quire universality, and so gate-synthesis can be applied to sub-
circuits separated by Hadamards as shown in Fig. (1a). This
class of multiqubit gates is finite and can be exactly synthe-
sized from the relevant gate set. That is, there is no approx-
imation error in this multiqubit synthesis problem and any
noise arises from imperfections in the T gates used.
However, the anticipated resource cost for fault-tolerant
quantum computing remains formidable and we seek further
reductions. To date, most of this progress came about by
treating magic state distillation and gate-synthesis as distinct
puzzles. However, one can circumvent the need for subse-
quent synthesis. As an alternative to inexact synthesis of sin-
gle qubit rotations, one can prepare special single qubit re-
sources [23–26]. In the multiqubit setting, the only known
alternative approach prepares the resource state for a Toffoli
gate [12, 27, 28]. This work inspired us to ask whether one
can directly distill resources for a general class of multiqubit
gates.
Here we present a general framework for implementing
error-suppressed multiqubit circuits generated by CNOT and
T gates. Our approach fuses notions of phase polynomials
used in multiqubit gate synthesis [22] with a generalisation
of Bravyi and Haah’s triorthogonal G-matrices [11]. Our
work reveals mathematical connections between these con-
cepts, showing our protocols to be formal unifications of pre-
vious of gate-synthesis and distillation protocols. For single-
qubit small-angle rotations, schemes like [24–26] share some
similarity with our current work, insofar as the need for sub-
sequent synthesis is removed. The protocols in [12, 27] are
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2closer in spirit to our work as multi-qubit synthesis for the
Toffoli (only) is implicitly performed, but our work makes
the connections to synthesis both explicit and general. On
a practical level, synthillation is never more expensive than
traditional distill-then-synthesize. But, for a broad and im-
portant class of circuits, synthillation effectively eliminates
the need for one round of distillation. For many applica-
tions, we need only two or three rounds of BHMSD, so re-
moving one round is a significant advance. Asymptotically,
one round of BHMSD uses three raw copies per output, and
so by this metric our approach reduces overheads by approx-
imately a third. We emphasise that this resource saving is
benchmarked against optimal gate-synthesis, and so is cumu-
lative with resource saving made over naive, suboptimal ap-
proaches to gate-synthesis. The synthillation protocol is also
compatible with module-checking [29], which offers further
savings in some regimes. We also present several techniques
and efficient algorithms for finding gate-synthesis decomposi-
tions, which naturally feeds into our synthillation protocol. In
general, optimal gate-synthesis appears to be a hard problem,
but we make progress by focusing on easy special classes and
looking for near-optimal solutions.
Our first section begins by formalising the exact multi-
qubit synthesis problem, and outlining our key results. Sec. II
presents the synthillation protocol. Sec. III provides the
proofs for our gate-synthesis results. Sec. IV goes into a de-
tailed study of several concrete applications. We close with
Sec. V, discussing the broader context. All calculations and
examples presented here can be reproduced using a Mathe-
matica script in our supplementary material [30]. A more con-
cise account of the synthillation protocol is also available [31].
We remark that there are several ideas on how to circumvent
magic state distillation [28, 32–36]. While these approaches
save on the costs associated with magic state distillation, they
all incur additional costs that are not immediately apparent.
For instance, typically these proposals require extra allocation
of resources toward error correction. So far, no alternative
has been quantifiably shown to compete with two-dimensional
topological codes combined with distill-then-synthesize. In
particular, no alternative has come close to the 1% threshold
of the surface code, with current numerics pointing toward 3D
gauge colour codes possessing a threshold that is worse by an
order of magnitude [37, 38]. This further motivates expanding
the repertoire of techniques within the magic states paradigm.
I. OVERVIEW
The magic states model was first formalized by Bravyi
and Kitaev [8]. It assumes certain operations are ideal, free
resources. The model is justified because these operations
are natively protected against noise in many error correcting
codes, including the 2D topological codes such as the sur-
face code and 2D colour codes. The protected operations
are called Clifford operations and include: preparation of |0〉
states, measurement of Pauli-spin operators (elements of the
Pauli group P), unitaries in the Clifford group (denoted C, the
normalizer of the Pauli group), classical randomness and feed-
forward. Stabilizer states can be reached from |0〉 states with
Clifford unitaries and also constitute free resources. In con-
trast, non-stabilizer states and non-Clifford unitaries are not
natively protected, and so not free from noise and constitute
costly resources. To obtain high-fidelity non-Clifford opera-
tions, such as the T -gate or preparation of magic |T 〉 := T |+〉
states, requires several layers of magic state distillation, with
each layer comprising many Clifford operations. As such, the
cost of magic states is significantly more than a Clifford op-
eration. Throughout we measure resources by counting raw,
noisy |T 〉 states consumed. This does not provide the full
story as Clifford costs are not entirely negligible [21, 29, 39],
but provides a good starting point for conceiving new proto-
cols. Throughout, we will often refer to a factor 3 saving in
T -costs, and ask the reader to keep in mind that the full re-
source saving could be much greater than this.
We denote C∗ for the subgroup of the Clifford group, which
can be implemented with CNOTs and S gates, where
S =
(
1 0
0 i
)
. (1)
We define the T gate as
T =
(
1 0
0 ω
)
, (2)
with ω = exp(ipi/4). Composing gates in {C∗, T}, it was
found [18] that all unitaries in the augmented group can be
decomposed as VCNOTUF where VCNOT is some sequence
of CNOT gates and UF belongs to a special class of diagonal
unitaries. We define this special class as D3, with gates in this
group having the form
UF =
∑
x∈Zk2
ωF (x)|x〉〈x|, (3)
where |x〉 is a computational basis state labelled by a binary
string xT = (x1, x2, . . . , xk), and F is a cubic polynomial
F : Zk2 → Z8 of a particular form
F (x) = L(x) + 2Q(x) + 4C(x) (mod 8), (4)
whereL,Q andC are linear, quadratic and cubic polynomials.
Explicitly,
F (x) =
∑
i
lixi + 2
∑
i<j
qi,jxixj (5)
+ 4
∑
i<j<k
ci,j,kxixjxk (mod 8).
where the coefficients li, qi,j , ci,j,k are integers defined mod-
ulo 8. Sometimes we will refer to this as a weighted polyno-
mial because the degree m terms have coefficients that are
weighted by 2m−1. When it is clear from the context we
drop the F subscript from U , and at times it will be neces-
sary to instead write FU as the function corresponding to U .
We will show later that the UF ∈ D3 gates reside in the 3rd
level of the Clifford hierarchy [40], which explains our choice
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FIG. 1. Example circuits. (a) Complex circuits from Clifford+T gate with subcircuits {U1, U2, U3} interspersed by Hadamard gates. Subcir-
cuits contain only control-NOT, S and T gates. (b) Exact gate-synthesis of CS gate using 3 T -gates. (c) Exact gate-synthesis of the combined
CS gate and CCZ gate using 4 T -gates. This circuit is taken from Ref. [19] and often referred to as tof∗. (d) A pair of CS gates using 6 T -gates,
and we illustrate µ[U ] = 5 < τ [U ] using its decomposition into U = VW where W contains only CCZ gates and V attains τ [V ] = 5. These
claims are proven later in Example IV.3.
for the subscript 3. We can directly infer that UF can be de-
composed as ULUQUC where UL contains only T gates, UQ
contains only control-S gates (CS or short) and UC contains
only control-control-Z gates (CCZ). All these gates are diago-
nal in the computational basis with UCS = diag(1, 1, 1, i) and
UCCZ = diag(1, 1, 1, 1, 1, 1, 1,−1). We find a special role is
played by unitaries composed of CCZ gates, and denote this
subgroup as DC3 , where the superscript C indicates that the
associated weighted polynomial has only cubic terms, and so
is a homogeneous cubic polynomial. The gate set {C∗, T} is
not universal, but becomes universal when C∗ is promoted to
the full Clifford group by including the Hadamard. The strat-
egy of multiqubit gate synthesis is to take a universal circuit
and partition it into subcircuits composed from {C∗, T} seg-
mented by Hadamards, as illustrated in Fig. (1a). From this
one then optimises the decomposition of these subcircuits.
We define the T -count as following.
Definition 1 For any U ∈ D3 we define the ancilla-free T -
count as
τ [U ] := min{t|U = C1T1C2 . . . TtCn; {C1, . . . Ct} ∈ C∗}.
(6)
It is possible to use fewer T -gates by exploiting ancilla.
Though, to the best of our knowledge, there is not yet a gen-
eral toolbox for ancilla-assisted gate-synthesis and only a few
such protocols are known (see e.g. Ref. [12, 41]). In contrast,
τ [U ] is well understood and we have techniques for achiev-
ing optimality [22]. We are interested solely in reducing T -
counts, and do not consider T -depth or Clifford resources in
our assessments of optimality. In Fig. (1b) we show an op-
timal decomposition for realising a CS gate, and Fig. (1c)
shows an optimal decomposition for a combined CS† gate and
CCZ gate. Individually, a CS† gate require 3 T -gates and a
CCZ gate requires 7 T -gates, but the composite circuit shown
calls for only 4 T -gates where a naive composition of CS†
and CCZ would have used 10 T -gates. The benefits of our
synthillation protocol will be additional to such smart reduc-
tions in T -gates, and will use many of the same mathematical
tools as gate-synthesis.
We find that CCZ gates are more amenable to resource sav-
ings than other D3 gates, and so introduce another measure of
circuit complexity
Definition 2 For any U ∈ D3 we define
µ[U ] := min{τ [V ]|U = VW,W ∈ DC3 , V ∈ D3} (7)
where DC3 is the subgroup of D3 composed of CCZ gates.
Clearly, µ[U ] ≤ τ [U ] since we can always set W = 1l and
V = U . Furthermore, if U ∈ DC3 then µ[U ] = 0 by setting
W = U and V = 1l. However, the U = VW decomposition
can be more counterintuitive. In Fig. (1d), we show a circuit
where U contains no CCZ gates, yet the minimisation to find
µ[U ] must use a decomposition where both V and W contain
CCZ gates. Having defined τ and µ, we can state our main
result
Theorem 1 (The synthillation theorem) Let
{U1, U2, . . . , Ul} be a set of unitaries in the family D3,
and U = ⊗Uj . The synthillation protocol can implement
{U1, U2, . . . Ul} with probability 1 − n + O(2) and error
rate O(2) using
n = τ [U ] + 2µ[U ] + ∆ ≤ 3τ [U ] + ∆, (8)
noisy T -states of initial error rate , where ∆ is a constant in
the range 0 ≤ ∆ ≤ 11.
The constant ∆ is bounded and so becomes unimportant in the
limit of large circuits. The synthillated Uj need not be imple-
mented in parallel, each unitary Uj maybe injected into a cir-
cuit at any point. See Fig. 1a for an example set {U1, U2, U3}
that are not injected as a tensor product, though the synthilla-
tion cost is determined by U = U1 ⊗ U2 ⊗ U3. It is im-
portant to recognise that  is error rate on the magic states
used rather than a measure of synthesis precision. For inex-
act synthesis problems,  is often used to quantify the pre-
cision of an implemented unitary relative to a target unitary.
In this context, synthesis is exact. Both our protocol and
gate-synthesis [15, 17–21] will implement a perfect U when
supplied with perfect magic states. Given imperfect magic
4states with error , synthillation realises U with quadratically
suppressed O(2) error, whereas using the same magic states
gate-synthesis would lead to a O() implementation of U .
Therefore, we instead compare synthillation against distill-
then-synthesize, which is one round of distillation followed
by gate-synthesis. Now both approaches yield O(2) error,
but have different resource overheads and are summarised in
Fig. 2. Asymptotically, our approach is never more expen-
sive than using a round of BHMSD followed by gate synthe-
sis, which would cost n = 3τ [U ] ignoring additive constants.
Whereas, if µ[U ]  τ [U ] synthillation costs ∼ 1/3 the price
of using BHMSD with gate-synthesis. This maximum sav-
ing is attained whenever U ∈ DC3 as then n = τ [U ] + ∆.
This class of circuits is common as quantum algorithms of-
ten contain components that consist of classical reversible
logic achieved using only Toffoli gates, CNOT gates and
NOT gates. For instance, modular exponentiation is simply
classical logic and also amounts to the dominant resource
cost in Shor’s algorithm [13, 42]. Furthermore, Toffoli and
Hadamard form a universal gate set, so the gate set {DC3 , H}
is universal. Beyond Toffoli circuits, there are many other
cases where we obtain close to this 1/3 saving, which is en-
sured by the following
Theorem 2 For all U ∈ D3 acting on k qubits, we have
µ[U ] ≤ k + 1. Furthermore, there exists a poly(k) al-
gorithm for finding both a U = VW decomposition (with
τ [V ] = µ[U ] and W ∈ DC3 ) and also an optimal synthesis of
V using Clifford+T gates.
We see this theorem at work in Fig. (1d), where a 4 qubit
circuit has µ[U ] = 5 < τ [U ] even though U does not con-
tain any CCZ gates. More generally, this shows that µ scales
at most linearly with the number of qubits, whereas Amy
and Mosca [22] showed that τ scales at most quadratically.
This quadratic scaling tells us that complex circuits may have
k  τ [U ] which entails µ[U ] τ [U ]. In such cases, the dis-
tillation cost becomes comparable to the gate synthesis cost.
Our proof of Thm. 2 reduces it to a matrix factorization prob-
lem, which can be solved using a known algorithm. This is
remarkable because the optimisation problem for τ is believed
to be a hard problem, see Ref. [22] and Sec III A. We prove
Thm. 2 in Sec. III B.
Since finding the optimal τ is difficult, we need efficient
algorithms for near-optimal decompositions. We will show
that a fast algorithm exists giving approximation solutions
Theorem 3 Let U ∈ D3 acting on k qubits. There exists a
poly(k) algorithm that finds a decomposition of U in terms of
Clifford+T gates, with τfast[U ] uses of T -gates where
τ [U ] ≤ τfast[U ] ≤ k
2
2
+
k
5
− 11. (9)
Previous efficient algorithms do not have such scaling. For
instance, TPAR [20] has no proven upper bound in T -count,
though in practice may perform well. Implicit in Ref. [22]
is an efficient algorithm with a maximum O(k3) cost, but this
still leaves a significant gap compared to the scaling of optimal
solutions.
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FIG. 2. Overview of the comparison between: (left) conventional
distill-then-synthesize, using BHMSD and optimal gate-synthesis
and (right) synthillation. We study the final step of error-correction,
but approaches may need additional precursor rounds of distillation
to reach target fidelity. Typically, both approaches need an equal
number of precursor rounds.
While it is believed that in general the optimal gate syn-
thesis problem is hard, special cases can be tractable. In
Sec. III D we consider controlled-unitaries in D3 and show
this subclass can be solved efficiently and optimally, with τ
upper bounded by 2k + 1 for k qubit unitaries.
We also observe that τ does not behave additively, so there
are unitaries U1 and U2 such that τ [U1⊗U2] < τ [U1]+τ [U2].
While it is clear that composed gates U1U2 can be subadditive
in cost, it seems remarkable that entirely disjoint circuits enjoy
a reduction in resource costs. This subadditivity is reminis-
cent of similar phenomena seen in different resource theoretic
settings.
In the final section we tackle concrete applications. Previ-
ous results show O(2) error Toffoli gates are possible using
8 T states. We find error suppressed Toffoli gates are avail-
able at an asymptotic cost of 6 T -states each, which is partly
due to aforementioned subadditivity. As a mainly pedagogi-
cal exercise we consider many control-S gates. Last we con-
sider a family of circuits composed of CCZ gates, where opti-
mal gate-synthesis offers a saving of naive gate-synthesis, and
we obtain a further factor 3 reduction in resource by using
synthillation.
II. THE GENERAL FRAMEWORK
A. The Clifford hierarchy and Clifford equivalence
Here we review the Clifford hierarchy, introduce an equiv-
alence relation and fix some notation. The jth level of the
Clifford hierarchy is defined as
Cj := {U |U†PUP † ∈ Cj−1;∀P ∈ P}, (10)
5where P is the Pauli group and we terminate the recursion
with P = C1. The familiar Clifford group is C2. For higher
levels of the hierarchy we get non-Clifford gates. Here we
concern ourselves with non-Cliffords from the third of the hi-
erarchy. Specifically, we have defined the group D3, which is
readily verified to be the diagonal subgroup of C3. Further-
more, we have that for all U ∈ D3, the gate U2 is in the diag-
onal Clifford group. In terms of weighted monomials we have
U2F = U2F . We give further details in App. A. The Clifford
hierarchy is important as it has been shown that gates in C3
can be performed by teleportation using Clifford operations
and a particular resource state [44? ]. When the gate is also
diagonal this resource is simply U |+〉⊗k.
We say two unitariesU and V are Clifford equivalent when-
ever there exist Cliffords C and C ′ such that U = CV C ′.
Since U2F˜ is a Clifford for any weighted polynomial F˜ , we
know that UF and UFU2F˜ = UF+2F˜ are Clifford equivalent.
In other words, two unitaries UF and UF ′ are Clifford equiv-
alent whenever there exists an F˜ such that F = F ′ + 2F˜
(mod 8). In such cases we write F ∼c F ′ where ∼c is an
equivalence relation. It follows immediately that if F ∼c F ′
then τ [UF ] = τ [UF ′ ], and we reiterate that τ was specified
in Def. 1. Since τ and ∼c are closely related, it is natural to
ask whether µ (recall Def. 2) is related to some equivalence
relation? In Sec. III B we introduce such an equivalence rela-
tion. Lastly, we use col(M) to denote the number of columns
in matrix M and row(M) to denote the number of rows in
matrix M .
B. Quantum codes, encoders and quasitransversality
Central to synthillation are quantum codes with a special
property we call quasitransversality. Here we define a quan-
tum code in the G-matrix formalism, generalising the work
of Bravyi and Haah [11]. To specify a code we use a binary
matrix G partitioned into K and S.
Definition 3 LetG be a binary matrix that is fullZ2-rank with
n columns and k+ s rows that is partitioned into K and S so
that G = (KS ). We define a quantum code with logical basis
states
|xL〉 := 1
2s/2
∑
y∈{0,1}s
|KTx⊕ STy〉, (11)
This is an [[n, k, d]] code where n is the number of columns in
G, k is the number of rows in K, and with some distance d.
We note that the jth element of KTx⊕ STy is explicitly
(
KTx⊕ STy)
j
=
k∑
i=1
Ki,jxi +
s∑
i=1
Si,jyi (mod 2).
(12)
We say the code is trivial if the S partition is empty, which
entails d = 1. Bravyi and Haah considered binary matrices
split according to row weight, with odd weight rows in K and
even weight rows in S. We do not make this assumption, but
will later impose a more complex condition dependent on the
desired unitary.
Next, we review properties of encoder circuits used to pre-
pare these quantum codes states. We use that for any invertible
binary matrix J , there exists [45–47] a CNOT circuit EJ such
that
EJ =
∑
z
|JT z〉〈z|, (13)
In addition to its action on the computational basis, we track
how these unitaries alter Pauli-Z operators. To describe Z
operators acting on many qubits we use Z[e] := ⊗nj=1Zejj
where e is some binary vector. Therefore,
Z[e] =
∑
v∈Zn2
(−1)〈v,e〉|v〉〈v|, (14)
where throughout 〈. . . , . . .〉 is the inner product satisfying
〈v, e〉 = ∑j vjej (mod 2). The Clifford EJ affects the con-
jugation
E†JZ[e]EJ =
∑
u,v
|u〉〈JTu|Z[e]|JTv〉〈v| (15)
=
∑
u,v
(−1)〈JTv,e〉|u〉〈JTu|JTv〉〈v|
=
∑
v
(−1)〈JTv,e〉|v〉〈v|.
We use that the inner product satisfies 〈JTv, e〉 = 〈v, Je〉 to
conclude that
E†JZ[e]EJ = Z[Je]. (16)
For a quantum code, the matrix G will not be square, and
so cannot be invertible. However, there will always exist an
invertible J that completes G, so that
J =
(
G
M
)
=
 KS
M
 , (17)
for some M . We consider J to act on a partitioned bit string
composed of x, y, and z, so that
JT
 xy
z
 = KTx⊕ STy ⊕MT z (18)
and
EJ |x〉|y〉|z〉 = |KTx⊕ STy ⊕MT z〉, (19)
and similarly
E†JZ[e]EJ = Z[Ke]⊗ Z[Se]⊗ Z[Me]. (20)
For the special case z = 0, we have MT0 = 0 and so
EJ |x〉|y〉|0〉⊗n−k−s = EJ |x〉|y〉|0〉 (21)
= |KTx⊕ STy〉
6Therefore, with appropriate ancilla qubits set to |0〉, all com-
pletions of G behave identically, independent of the choice of
M . From here onwards, we useEG to denote any unitary with
the above action. We will often refer to EG as an encoder for
the quantum code associated with G because of the following
EG|x〉|+〉⊗s|0〉⊗n−k−s = 1
2s
∑
y∈Zs2
EG|x〉|y〉|0〉⊗n−k−s
=
1
2s
∑
y∈Zs2
|KTx⊕ STy〉
= |xL〉. (22)
This shows how logical stabilizer states can be prepared using
unencoded stabilizer states and CNOT gates.
Crucially important are quantum codes with the following
property.
Definition 4 Let F be a weighted polynomial and UF ∈
D3 the associated unitary. We say a quantum code is F -
quasitransversal if there exists a Clifford C such that CT⊗n
acting on the code realises a logical UF .
Transversal logical gates can be realised with product uni-
taries. Here only the non-Clifford part is required to have
product form, and the Clifford gate can be non-product, so
we say they are quasitransversal. A sufficient condition for
F -quasitransversality is the following.
Lemma 1 Let F be a weighted polynomial with associated
UF ∈ D3. Let G be a (k + s)-by-n full Z2-rank matrix par-
titioned into K and S. The associated quantum code is F -
quasitransveral if
|KTx⊕ STy| ∼c F (x) (mod 8). (23)
Here we use | . . . | to denote the weight of a vector, so |e| :=∑
j ej . Before proving the lemma, let us unpack the nota-
tion. The equation is evaluated (mod 8), but KTx⊕STy is
always evaluated (mod 2). Furthermore, this compact nota-
tion can be expanded out as
|KTx⊕ STy| :=
∑
j
[
k∑
i=1
Ki,jxi +
s∑
i=1
Si,jyj (mod 2)
]
(24)
Applying T⊗n to an encoded state gives
T⊗n|xL〉 = 1
2s/2
∑
y∈Zs2
ω|K
Tx⊕STy||KTx⊕ STy〉. (25)
Any diagonal Clifford C˜ acts as
C˜|x〉|y〉|0〉⊗n−k−s = ω2F˜ (x,y)|x〉|y〉|0〉⊗n−k−s (26)
for some F˜ , where we set some qubits zero. We define another
diagonal Clifford C := EGC˜E
†
G so that
C|KTx⊕ STy〉 = EGC˜E†G|KTx⊕ STy〉 (27)
= EGC˜|x〉|y〉|0〉
= ω2F˜ (x,y)EG|x〉|y〉|0〉
= ω2F˜ (x,y)|KTx⊕ STy〉
Therefore, the combined unitary CT⊗n acts as
CT⊗n|xL〉 = 1
2s/2
∑
y
ω|K
Tx⊕STy|+2F˜ (x,y)|KTx⊕ STy〉.
(28)
The lemma assumes that |KTx ⊕ STy| ∼c F (x) (mod 8),
which is equivalent to the existence of an F˜ such that
|KTx⊕ STy|+ 2F˜ (x,y) = F (x) (mod 8). (29)
Furthermore, since ω8 = 1, the exponent of ω is can be taken
modulo 8, and so
ω|K
Tx⊕STy|+2F˜ (x,y) = ωF (x). (30)
Using this F˜ to specify C˜ and thereby C, we have
CT⊗n|xL〉 = 1
2s/2
∑
y
ωF (x)|KTx⊕ STy〉. (31)
Since the phase no longer depends on y, the phase can come
outside the summation
CT⊗n|xL〉 = ω
F (x)
2s/2
∑
y
|KTx⊕ STy〉
= ωF (x)|xL〉. (32)
This proves F quasitransversality follows from the condition
stated in the lemma.
C. The synthillation protocol
Given a quasitransversal quantum code, we can construct
protocols for preparing UF |+〉⊗k magic states.
Theorem 4 Let G be a (k + s)-by-n full Z2-rank matrix.
Let |KTx ⊕ STy| ∼c F (x) (mod 8) so that the associated
quantum code is F quasitransversal. There exists a distilla-
tion protocol using only Clifford operations and n noisy T -
states with error rate . The protocol outputs the magic state
|ψF 〉 = UF |+〉⊗k with error rate O(d) where d is the dis-
tance of the quantum code associated with G. If d > 1, then
the success probability is psuc = 1− n+O(2).
The above is a key finding of this work, and essentially del-
egates the task of finding synthillation protocols to finding
7|+〉⊗k /
EG T⊗n C|+〉⊗s /
|0〉⊗n−k−s /
X
1. Initialise qubits
2. Encoder circuit
uses CNOTS to perform
where
3. Inject noisy T-states
noise results in            error with 
probability  
4. Clifford correction
contributes phase
5. Decoder circuit
reverses
6. measure Pauli-X
obtaining outcomes
declare SUCCESS if
E†GZ[e]
J =
 KS
M

EG =
v
|JTv v|
Z[e]
|e|(1− )n−|e| EG
Se
Se = (0, 0, . . . 0)
Z[Ke]|ψF
7. output
discard all other
qubits
|+ ⊗k+s|0 ⊗n−k−s
C|KTx⊕ STy =
ω2F˜ (x,y)|KTx⊕ STy
FIG. 3. The main segment of the synthillation protocol, which prepares an error suppressed |ψF 〉. We follow this by using |ψF 〉 to inject the
correspond gate UF into a quantum algorithm.
G matrices with the required properties. One can express
Bravyi-Haah’s notion of triorthogonality as
|KTx⊕ STy| ∼c
k∑
i=1
xi, (33)
and so our concept of quasitransversality is a generalisation
thereof. We discuss this point further in App. D.
We describe the protocol as a quantum circuit in Fig. 3. We
first show why the protocol works in the absence of noise. Up
to step 5 we have,
E†GCT
⊗nEG|+〉⊗k+s|0〉⊗n (34)
= (UF |+〉⊗k)|+〉⊗s|0〉⊗n−k−s,
which follows directly from F quasitransversality. Without
noise, the measured qubits are in the |+〉 state and so yield
“+1” outcomes in step 6. After discarding qubits in step 7 we
are left with |ψF 〉 = UF |+〉⊗k.
Now we consider noise. The noisy T -gates can, by twirling,
be ensured to only suffer from Pauli Z-noise. Therefore,
at step 3 we must add the operator Z[e] with probability
p(e) = |e|(1 − )n−|e|. Recalling Eq. (20) and using that
C commutes with Z[e] we have
E†GCZ[e]T
⊗nEG = E
†
GZ[e]EGE
†
GCT
⊗nEG (35)
= Z[Je]E†GCT
⊗nEG,
where Z[Je] = Z[Ke] ⊗ Z[Se] ⊗ Z[Me]. Therefore, the
noisy output differs by Z[Je] from the ideal case (see Eq. 34)
so that
E†GCZ[e]T
⊗nEG|+〉⊗k+s|0〉⊗n (36)
= Z[Je](UF |+〉⊗k|+〉⊗s|0〉⊗n−k−s
= (Z[Ke]UF |+〉⊗k)(Z[Se]|+〉⊗s)(Z[Me]|0〉⊗n−k−s)
= (Z[Ke]|ψF 〉)(Z[Se]|+〉⊗s)|0〉⊗n−k−s
where between the second and last line we have used Z|0〉 =
|0〉 to eliminateZ[Me]. Some Pauli operatorsZ[STe] will act
nontrivially on the |+〉⊗s qubits, flagging up the error. In step
6, we measure the qubits in the state Z[Se]|+〉⊗s obtaining
the SUCCESS outcome only if Z[Se] = 1ls and so Se =
(0, 0, . . . 0). Therefore, the success probability is
psuc =
∑
e,Se=(0,...0)
|e|(1− )n−|e|. (37)
The output state is Z[Ke]|ψF 〉 which is the correct state
whenever Z[Ke] = 1lk and so Ke = (0, 0, . . .). Therefore,
the normalised error rate is
out = 1− 1
psuc
∑
e,Ke=(0,...0)
|e|(1− )n−|e|. (38)
For a distance d code, we have that if Se = (0, 0, . . . , 0) and
Ke 6= (0, 0, . . . , 0) then |e| ≥ d. This allows us to con-
clude the scaling out = O(d), and completes our proof of
Thm. (4).
Given a matrix G, the above expressions allow us to find
the exact expressions for psuc and out by summing over all
e meeting the criteria. Typically, this sum will involve many
terms and for large matrices could be computationally chal-
lenging. However, the sums can be reduced to far fewer terms
by using the MacWilliams identities to move to a dual picture.
This use of MacWilliams identities is a standard trick used
within the field [8, 11, 48] and entails
psuc =
1
2s
∑
e∈span(S)
(1− 2)|e|, (39)
where we sum over all bits strings in the vector space gener-
ated by the rows of S, which we denote as span(S).
8D. Constructing the codes
Thm. 4 showed how to perform synthillation givenGmatri-
ces satisfying certain conditions depending on the target uni-
tary UF . The next step in our proof is to construct such G ma-
trices from submatrices. We begin by introducing the building
blocks.
Definition 5 We say a binary matrixA is a gate-synthesis ma-
trix for unitary U if
|ATx| ∼c F (x) (40)
where F is the weighted polynomial for U .
This definition is a simpler version of the quasitransversality
condition of Eq. (23), because a gate-synthesis matrix does
not have the additional degrees of freedom needed to suppress
errors. Throughout, we use A to denote a gate synthesis ma-
trix for U , so |ATx| ∼c FU (x). Recall that Thm. 4 and Def. 2
made use of a decomposition U = VW where W ∈ DC3 ,
and so we use B to denote the gate synthesis matrix for any
such V , so that |BTx| ∼c FV (x). We find later that opti-
mal matrices have columns numbering col(A) = τ [U ] and
col(B) = µ[U ]. The next section discusses techniques for
constructing A and B, and to what extent optimal construc-
tions can be found by an efficient algorithm. However, for
the purposes of this section, these matrices need not be op-
timal. If suboptimal matrices are used, the resource cost is
n = col(A) + 2col(B) + ∆.
The construction of distillation matrix G and the value of
the constant ∆ vary depending on numerous features, lead-
ing to 11 different cases presented in Table I. Here we give an
explicit proof of the result for three cases of increasing com-
plexity. The remaining cases follow the same methodology
with only minor changes. Before we begin the proofs, we re-
view some of the basic tools. For any weighted polynomial of
the form F (x) = L(x) + 2Q(x) + 4C(x), we have that
1. 2F (x) ∼c 0;
2. 2F (x) = 2L(x) + 4Q(x) (mod 8) and so for homo-
geneous cubic functions 2F (x) = 0;
3. 4F (x) = 4L(x) (mod 8) and so for functions without
a linear component 4F (x) = 0;
4. if F1 ∼c 0 and F2 ∼c 0, then F1F2 ∼c 0;
Property 1 follows directly from the discussion in Sec. II A.
Property 2 and 3 follows directly due to modulo 8 arithmetic.
The last property is also proven by similar expansions and de-
gree counting. We shall also make use of the modular identity
u⊕v = u+v− 2u∧v where ∧ is the element-wise product
of two vectors.
We begin by considering the simple case 9
G9 =
(
K9
S9
)
=
(
A
1T
)
,
where throughout 1T = (1, 1, . . . , 1) and the vector length
should be clear from the context. We remind the reader that
bold font symbols are used for column vectors, and so row
vectors carry a transpose. We have
|KT9 x⊕ ST9 y| = |(ATx)⊕ (y11)|.
Using the modular identity, we have
|(ATx)⊕ (y11)| =|ATx|+ |y11|
− 2|(ATx) ∧ (y11)|. (41)
We notice that |y11| = y1|1|, where |1| = col(A). We assume
for case 9 that col(A) = 0 (mod 2), which ensures
|(y11)| ∼c 0. (42)
Next, we rearrange the last term
2|(ATx) ∧ (y11)| = 2y1|(ATx) ∧ (1)|,
and use v ∧ 1 = v for all v, so that
2|(ATx) ∧ (y11)| = 2y1|ATx|.
The matrix A is assumed to satisfy |ATx| = FU (x) +
2F˜U (x) ∼c FU (x), and using this we have
2|(ATx) ∧ (y11)| = 2y1FU (x) + 4y1F˜U (x).
Since 2y1 ∼c 0 and 2F˜U (x) ∼c 0, we have by property (4)
that 4y1F˜U (x) ∼c 0, and so
2|(ATx) ∧ (y11)| ∼c 2y1FU (x). (43)
Combining the above equations gives
|(ATx)⊕ (y11)| ∼c FU (x) + 2y1FU (x). (44)
The above expressions hold for all unitaries and will be reused
later. We now consider the special case where FU is homoge-
neous cubic, and so by property (2) we have 2y1FU (x) ∼c 0.
This entails
|KT9 x⊕ ST9 y| = |(ATx)⊕ (y11)| ∼c |ATx|, (45)
which is the desired result.
Next, we tackle the more general case where U is not a
CCZ circuit, but the weighted polynomial FU still has no lin-
ear terms. Let us consider case 5, and so assume col(A) = 0
(mod 2) and col(B) = 0 (mod 2), and set
G5 =
(
K5
S5
)
=
 A B B1 1 0
0 1 1
 ,
The weight now has three main contributions
|KT5 x⊕ ST5 y| =|(ATx)⊕ (y11)| (46)
+ |(BTx)⊕ ((y1 ⊕ y2)1)|
+ |(BTx)⊕ (y21)|.
9We can reuse Eq. (44), and make similar derivations for the B
terms, so that
|KT5 x⊕ ST5 y| ∼cFU (x) + 2y1FU (x) (47)
+ FV (x) + 2(y1 ⊕ y2)FV (x)
+ FV (x) + 2y2FV (x)
The function FV appears twice, but 2FV ∼c 0. Using y1 ⊕
y2 = y1 + y2 − 2y1y2, we deduce that
2((y1 ⊕ y2) + y2)FV (x) = (2y1 + 4y2 − 4y1y2)FV (x)
∼c (2y1 − 4y1y2)FV (x),
where we have used property (4) in moving to the second line.
Combining these observations and regrouping terms gives
|KT5 x⊕ ST5 y| ∼cFU (x) + 2y1(FU (x) + FV (x))
− 4y1y2FV (x).
We know that FV only differs from FU by cubic terms, and so
FU (x) + FV (x) = 2LU (x) + 4QU (x) + 4CU (x) + 4CV (x)
for some linear, quadratic and cubic polynomials. Since
2LU (x) + 4QU (x) ∼c 0, we know by property (4) that
(2y1)(2LU (x)+4QU (x)) ∼c 0. Although 4CU (x)+4CV (x)
is not Clifford, it is homogeneous cubic and so by property (2)
vanishes when multiplied by 2y1. Therefore, 2y1(FU (x) +
FV (x)) ∼c 0 and so
|KT5 x⊕ ST5 y| ∼c FU (x)− 4y1y2FV (x) (48)
Applying property (3) we have
|KT5 x⊕ ST5 y| ∼c FU (x)− 4y1y2LU (x) (49)
The above has not yet assumed any special properties of the
unitary and will be reused later. Now we use that F has no
linear terms, so LU (x) = 0. This completes the proof of
quasitransversality for case 5.
Next, we further broaden the class of unitaries allowing
the weighted polynomial to have linear, quadratic and cubic
terms. Though again we take col(A) and col(B) to be even.
This is case 1, and the corresponding distillation matrix is
G1 =
(
K1
S1
)
=
(
K5 K˜1
S5 S˜1
)
(50)
where
(
K˜1
S˜1
)
=
 c c c c 0 0 0 01 0 0 1 1 0 0 10 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1
 , (51)
where c is a column vector with cj = lj where lj is the linear
coefficient in the weighted polynomial FU . So case 1 is simi-
lar to case 5, but with an extra 8 columns appended. We again
consider the weight
|KT1 x⊕ ST1 y| = |KT5 x⊕ ST5 y|+ |K˜T1 x⊕ S˜T1 y|. (52)
We can use Eq. (49) to deduce that
|KT1 x⊕ ST1 y| ∼c FU (x)− 4y1y2LU (x) + |K˜T1 x⊕ S˜T1 y|.
(53)
Since L(x) is non-zero, we employ the third term to eliminate
it. Evaluating the additional columns using the same method-
ology we get (see App. B for details)
|K˜T1 x⊕ S˜T1 y| = 4
∑
j
cjxjy1y2. (54)
We use that c is defined so that cj = lj where lj are the coef-
ficients of LU (x), so
|K˜T1 x⊕ S˜T1 y| = 4LU (x)y1y2. (55)
Therefore, it cancels the linear terms and we have as required
|KT1 x⊕ ST1 y| ∼c F (x). (56)
In the proofs above we used that |1| equals either the number
of columns in A or B, and assumed both these numbers are
even. The remaining cases differ in the number of columns of
A and B, and this can be accommodated with slight adjust-
ments to additional padding columns.
It is straightforward to confirm that if A is full rank, then
so too is G for every case in Table I. Only in case 10 were
some additional columns required to ensure G is full rank.
Much rests on A being full rank. We explain in Sec. III A
how to cope with rank deficient A. Finally, if the S subma-
trix of G has nontrivial support on every column, then the
corresponding quantum code will have distance 2 or greater.
To see this, note that any e with |e| = 1 can only satisfy
Se = (0, 0, . . . , 0) if S has an empty (all zero) column. This
can be seen to hold for all cases 1 to 11 by inspection of Ta-
ble I.
III. GATE SYNTHESIS IN THE A MATRIX PICTURE
A. Phase polynomials
Numerous papers in the gate-synthesis literature [18, 20,
22] make use of phase polynomials, which are an alternative
form for weighted polynomials. We begin by reviewing the
formalism of these earlier works, before showing how it fits
into the matrix formalism used in defining quantum codes.
Definition 6 Let a ∈ Z2k . We define a function Pa, which we
call a phase polynomial, which can be decomposed as
Pa(x) =
∑
u∈Z2k2
au〈x,u〉 (mod 8), (57)
where we index the elements, au, of a with the label u ∈ Z2k2 ,
and make use of the inner product
〈x,u〉 =
⊕
xjuj (mod 2). (58)
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TABLE I. The matrix G used to design distillation protocols for 11 different cases. The matrix G is built using A and B matrices and the
column vector c that has cj = lj where lj are the linear coefficients of the function F . The appropriate case depends on the properties of A
and B. The entries 0 and 1 always denote constant rectangular submatrices of appropriate size to ensure the overall matrix is well formed.
When these submatrices are row vectors, we sometimes use the notation 0T and 1T , though not in this table. The main text provides explicit
proofs for cases 9, 5, and then 1.
col(B) ≥ 0 col(B) ≥ 0
FU (x) = L(x) + 2Q(x) + 4C(x) FU (x) = 2Q(x) + 4C(x)
CASE 1 CASE 5
col(A) is even, col(B) is even

A B B c c c c 0 0 0 0
1 1 0 1 0 0 1 1 0 0 1
0 1 1 0 1 0 1 0 1 0 1
0 0 0 1 1 1 1 1 1 1 1

 A B B1 1 0
0 1 1

∆ = 8 ∆ = 0
CASE 2 CASE 6
col(A) is even, col(B) is odd

A B B c c c c 0 0 0 0 0
1 1 0 1 0 0 1 1 0 0 1 1
0 1 1 0 1 0 1 0 1 0 1 1
0 0 0 1 1 1 1 1 1 1 1 0

 A B B 01 1 0 1
0 1 1 1

∆ = 9 ∆ = 1
CASE 3 CASE 7
col(A) is odd, col(B) is even

A B B c c c c 0 0 0 0 0
1 1 0 1 0 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0 1 0 1 1
0 0 0 1 1 1 1 1 1 1 1 0

 A B B 01 1 0 1
1 0 1 1

∆ = 9 ∆ = 1
CASE 4 CASE 8
col(A) is odd, col(B) is odd

A B B c c c c 0 0 0 0 0 0 0
1 1 0 1 0 0 1 1 0 0 1 1 1 0
1 0 1 0 1 0 1 0 1 0 1 1 0 1
0 0 0 1 1 1 1 1 1 1 1 0 0 0

 A B B 0 0 01 1 0 1 1 0
1 0 1 1 0 1

∆ = 11 ∆ = 3
B = 0 B = 0
FU (x) = 4C(x) FU (x) = 4C(x)
(1, 1, . . . 1) /∈ span[A] (1, 1, . . . 1) ∈ span[A]
CASE 9 CASE 10
col(A) is even
(
A
1
) (
A 0 0
1 1 1
)
∆ = 0 ∆ = 2
CASE 11
col(A) is odd
(
A 0
1 1
)
empty case
∆ = 1
Notice that the inner product is evaluated (mod 2), whereas
overall the function is defined (mod 8). The length of the
vector a is 2k, so very large, but its entries are typically sparse.
For every weighted polynomial function F , there exists [18]
a Pa such that Pa(x) = F (x) for all x, which we denote as
Pa = F . Once we have a phase polynomial Pa = F , it is
known that UF can be implemented with |a (mod 2)| uses of
T , using an established method. Note that in the expression
for the T -count we take (mod 2) before taking the weight.
However, the existence of such phase polynomial represen-
tations are not unique. Amy and Mosca [22] observed that
different phase polynomials, with different corresponding T -
counts, are actually equal functions, taking the same value for
all x. Specifically, they proved that ancilla-free optimisation
of T -counts over the {CNOT, T} basis is equivalent to find-
ing the minimal |a (mod 2)| such that Pa = F . Denote V
as the set of a such that Pa(x) = 0 for all x. Since phase
polynomials compose linearly Pa + Pa′ = Pa+a′ , it follows
that if a′ ∈ V then Pa = Pa+a′ . Given an initial a such that
Pa = F , the optimisation problem is
τ [UF=Pa ] := min{|(a+ a′) (mod 2)|,∀a′ ∈ V}. (59)
The set V has a lot of structure. If a and a′ are in V , then
Pa′+a′′ = Pa′ + Pa′′ = 0 and so a′ + a′′ is also in V . There-
fore, V is an Abelian group using addition in Z8. Since, the
weight is evaluated modulo 2, we are actually interested in
V2 = {a (mod 2) : a ∈ V} which also forms a group,
though this time over Z2 and so V2 is a vector space. Amy and
Mosca showed that V2 corresponds to the codewords of the
punctured Reed-Muller code over 2n − 1 bits and with order
(n−4), which is more succinctly denoted byRM(n, n−4)∗.
Therefore, the T -count optimisation is equivalent to minimum
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weight decoding over Reed-Muller codes. Unfortunately, no
efficient optimal decoders are known. For small circuits, brute
force optimisation is feasible. For larger circuits, we may have
to settle for suboptimal methods. We return to the optimality
question in the following subsections.
Next, we explain how phase polynomials relate to quantum
codes with quasitransversal gates. Here we show the follow-
ing
Lemma 2 Let U be a unitary with weighted polynomial F ,
and let Pa be a phase polynomial satisfying F = Pa. It
follows that unitary U has a gate-synthesis matrix A with
col(A) = |a (mod 2)|. Specifically, A is a matrix where the
column vector u appears once if and only if au = 1 (mod 2).
This construction of A will be central to our entire frame-
work. Before we give the general proof let us consider an
example.
Example III.1 The control-S unitary UCS has weighted poly-
nomial F = 2x1x2. This is equal to Pa = x1 + x2 − (x1 ⊕
x2) = x1 +x2 + 7(x1⊕x2) (mod 8) . In other words, a is a
vector where a(1,0) = 1, a(0,1) = 1, a(1,1) = 7 and all other
elements are zero. Therefore, the vectors (1, 0), (0, 1), and
(1, 1) satisfy au = 1 (mod 2), and we construct ACS using
these three columns vectors
A =
(
1 0 1
0 1 1
)
. (60)
One can verify that
|ATx| = (x1 ⊕ x2) + x1 + x1. (61)
Therefore, F = Pa = |ATx|+ 2F˜ where F˜ = 3(x1 ⊕ x2) =
3x1 + 3x2 + 2x1x2, and so |ATx| ∼c Pa.
We begin our proof of the lemma by observing that when
calculating weights of vectors, the order of elements is irrel-
evant and we can consider A to be a set of column vectors
{u} ∈ A. The weight |ATx| can then be re-expressed as
|ATx| =
∑
u∈A
〈u,x〉 (62)
=
∑
u∈Z2k2
vu〈u,x〉
= Pv
where in the second line we have extended the sum over the
whole domain by introducing the indicator vector v ∈ Z2k2
with elements vu = au (mod 2). Therefore, there exists
some binary vector a˜ such that v = a+ 2a˜, and so
Pv = Pa + 2Pa˜. (63)
The additional 2Pa˜ corresponds to some weighted polynomial
2F˜ , and so Pv ∼c Pa. Combined with |ATx| = Pv, we
deduce |ATx| ∼c Pa, which completes the proof of Lem. 2.
Let us recap how this relates to the gate synthesis problem.
If A is a gate-synthesis matrix for U , then assuming A is full
rank, it defines a trivial quantum code, with K = A and S
being empty. Therefore Thm. 4 shows that we can use Clif-
ford operations and col(A) T -gates to prepare the magic state
U |+〉⊗k, and U can be injected into an algorithm using tele-
portation [44? ]. Although here there is no error suppression,
since out = O() for a trivial code. This offers a different
perspective on gate-synthesis.
Extension to the case where A is rank deficient follows
from a Clifford equivalence argument. Consider a rank de-
ficient A that is a gate-synthesis matrix for unitary U . We
show U is Clifford equivalent to a unitary U ′ ⊗ 1l where U ′
acts on a smaller number of qubits and has a full rank gate-
synthesis matrix A′. We show this by considering how a
matrix A constructed from function Pa, acts under Clifford
equivalences. Consider Cliffords composed of CNOT gates
that act as EJ |x〉 = |JTx〉 where J is an invertible square
matrix over Z2. It follows that
E†JUPaEJ |x〉 = E†JUPa |JTx〉 (64)
= E†Jω
Pa(J
Tx)|JTx〉
= ωPa(J
Tx)|x〉
and so we have a new phase polynomial
Pb(x) = Pa(J
Tx). (65)
Using the definition of phase polynomials we have∑
u
bu〈u,x〉 =
∑
u
au〈u, JTx〉. (66)
Since the inner product satisfies 〈u, JTx〉 = 〈Ju,x〉, we have∑
u
bu〈u,x〉 =
∑
u
au〈Ju,x〉. (67)
Since J is invertible we may change variables u→ Ju on the
left hand side so that∑
u
bJu〈Ju,x〉 =
∑
u
au〈Ju,x〉, (68)
so we clearly see au = bJu. Therefore, the new gate synthesis
matrix contains the column Ju whenever A contains u. That
is, we have mapped
A→ JA. (69)
We can always find an J such that
JA =
(
A′
0
)
, (70)
where A′ is full rank and the corresponding unitary acts on a
smaller number of qubits than for A. As such, herein we will
always consider full rank A matrices.
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B. Lempel factorisation
For our protocols to offer substantial improvement we need
to know that there are many cases where the majority of the
T -count is due to CCZ gates. For this reason, we introduced a
decomposition U = VW where W must be composed solely
of CCZ gates, but V is otherwise an arbitrary gate in D3. The
remainder V has T -count τ [V ], and minimising over all such
decompositions gives the quantity µ[U ] as defined in Def. 2.
Earlier, we saw that circuits with small ratio µ[U ]/τ [U ] offer
the best resource saving for synthillation. However, we have
not yet seen how to determine µ[U ]. Thm. 2 asserted that for
k qubit unitaries µ[U ] ≤ k + 1 and the exact value of µ[U ]
can be efficiently found. We prove this theorem here. Before
proceeding, we define an equivalence relation.
Definition 7 Given a weighted polynomial F , if there exists
a homogeneous cubic function 4C and 2F˜ ∼c 0 such that
F = F ′ + 2F˜ + 4C we write F ∼µ F ′.
In other words, if F ∼µ F ′ then
UF = VF ′+2F˜W4C (71)
= VF ′V2F˜W4C ,
where W4C ∈ DC3 . From this we may infer µ[UF ] = µ[VF ′ ].
The very definition of µ can be recast in these terms as
µ[UF ] := min{τ [VF ′ ]|F ′ ∼µ F}. Lastly, ∼c is finer than
∼µ, which means that if F ∼c F ′ then F ∼µ F ′. This can be
verified by setting 4C = 0.
We work in a matrix picture and find a B, which is the
optimal gate-synthesis matrix for V and has col(B) = τ [V ] =
µ[U ]. Another useful matrix representation is the following.
Definition 8 Let FU be the weighted polynomial for unitary
U with coefficients li, qi,j , ci,j,k as in Eq. (5). We define the
quadratic-matrix for U as follows: Q is a binary symmetric
matrix such that Qi,j = Qj,i = qi,j (mod 2) for i 6= j and
Qi,i = li (mod 2).
With these definitions, finding µ[U ] can be recast as a matrix
factorisation problem
Lemma 3 Let unitary U have quadratic-matrix Q and uni-
tary V have gate synthesis matrix B. It follows that Q =
B · BT (mod 2) if and only if FU ∼µ FV . Therefore,
µ[U ] = min{col(B)|Q = B ·BT (mod 2)}.
Before proving the lemma, we discuss it consequences. This
matrix factorisation problem turns out to be a well known
problem, which can be efficiently solved using Lempel’s fac-
torization algorithm [49]. This minimal construction of B
has rank[Q] columns if the diagonal entries of Q are all zero,
and otherwise the minimal B has rank[Q] + 1 columns. The
rank of Q can not exceed the number of columns in Q, and
the number of columns equals the number of qubits that the
unitary acts on. Therefore, for a k qubit unitary, there ex-
ists a suitable B with at most k + 1 columns, and this entails
τ [V ] ≤ k + 1 and so µ[U ] ≤ k + 1. Therefore, Lem. 3
and Lempel’s factorization algorithm directly entails Thm. 2.
The Supplementary material provides a mathematica script for
Lempel’s algorithm and a faster variant we found [30].
We originally posed µ as a double optimisation problem,
where one of the optimisations, evaluating τ , appears to be
hard. Nevertheless finding µ is easy, and it is informative to
delve deeper into the comparison of these problem. We re-
viewed earlier that finding the optimal T -count was equivalent
to decoding the Reed-Muller code RM(n, n − 4)∗. In con-
trast, Lempel and Seroussi [50] showed matrix factorisation is
equivalent to decoding the Reed-Muller codeRM(n, n−3)∗.
Consequently, the Reed-Muller code RM(n, n − 3)∗ can be
efficiently decoded, whereasRM(n, n− 4)∗ cannot.
Now we commence the proof.
Proof 1 By construction, there exist integer q˜i,j and l˜j such
that qi,j = Qj,i + 2q˜i,j and lj = Qj,j + 2l˜j . We apply these
substitutions to the expansion of FU (recall Eq. (5)) to obtain
FU (x) =
∑
i
Qi,ixi + 2
∑
i<j
Qi,jxixj (72)
+ 2(
∑
i
l˜ixi +
∑
i<j
2q˜i,jxixj)
+ 4
∑
i<j<k
ci,j,kxixjxk.
The second line is Clifford, and so
FU (x) ∼c
∑
i
Qi,ixi + 2
∑
i<j
Qi,jxixj (73)
+ 4
∑
i<j<k
ci,j,kxixjxk.
Next, we rearrange the first line as follows
FU (x) ∼c
∑
i,j
Qi,jxixj
 (74)
+ 4
∑
i<j<k
ci,j,kxixjxk.
Observe that the linear term is slightly hidden, but still present
since for binary variables we have xixi = xi. Also, the
quadratic terms still carry a prefactor two because we now
sum over all i and j and so double count every i 6= j contri-
bution. Being ambivalent over cubic terms we write
FU (x) ∼µ
∑
i,j
Qi,jxixj . (75)
Now we turn our attention to B. Evaluating the weight of
BTx,
|BTx| =
∑
h
[⊕iBi,hxi (mod 2)]. (76)
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The switch from modular to standard arithmetic gives
|BTx| ∼µ
∑
h
[(∑
i
Bi,hxi
)
(77)
− 2
∑
i<j
Bi,hBj,hxixj
],
where cubic terms and higher degree terms have been dropped
due to the ∼µ relation. Adding terms of the form 4xixj gives
a Clifford equivalent function, and so we can replace the −2
with +2. Notice that the second set of terms is over i < j.
Extending the sum over all i 6= j simply double counts every
entry so
2
∑
h
∑
i<j
Bi,hBj,hxixj =
∑
h
∑
i 6=j
Bi,hBj,hxixj . (78)
Looking at the first set of terms, using thatB and x are binary,
we have ∑
h,i
Bi,hxi =
∑
h,i
Bi,hBi,hxixi (79)
=
∑
h,j=i
Bi,hBj,hxixj . (80)
In the second line we introduce the dummy variable j, but the
sum is fixed j = i. This dummy variable serves to clarify
the connection between this equation and the quadratic terms
above. This allows us to simplify Eq. (77) by merging the
linear and quadratic contributions into a single sum
|BTx| ∼µ
∑
h
∑
i,j
Bi,hBj,hxixj . (81)
The sum over h is simply matrix multiplication so that
|BTx| ∼µ
∑
i,j
[B ·BT ]i,jxixj . (82)
From the transitivity of equivalence relations we deduce
|BTx| ∼µ FU (x) if and only if∑
i,j
Qi,jxixj ∼µ
∑
i,j
[B ·BT ]i,jxixj . (83)
Clearly, this is satisfied if Q = B · BT . Furthermore, nei-
ther side carries any cubic terms, and since both matrices are
binary the coefficients are either 0 or 1 for linear terms and
0 or 2 for quadratic terms, and so the relation only holds if
Q = B · BT . This is last step in reducing our problem to
matrix factorisation.
C. A fast algorithm for finding T -counts
Here we establish some tools for effectively finding good
gate-synthesis matrices. Amy and Mosca [22] showed that for
any k-qubit unitary in D3, the cost of optimal gate-synthesis
scales asymptotically as O(k2). Specifically, that for large k,
we have τ [U ] ≤ 12k2 − 1. However, for large circuits, finding
optimal solutions with known algorithms is slow. We need to
resort to suboptimal solutions, and it is unclear how far these
will deviate from the worst case scaling. A previously pro-
posed approach is the TPAR algorithm [20], though it comes
with no promise on the maximum T count. Writing out an
explicit circuit for U there are at most O(k3) gates, which is
dominated by the n choose 3 possible CCZ gates, which leads
a naive decomposition using O(k3) T -gates. Neither existing
algorithm is connected to the O(k2) scaling of optimal solu-
tions.
This section gives a proof of Thm. 3, which shows that
there exists a polynomial time algorithm that outputs a gate
sequence using no more T -gates than ∼ 12k2. While there is
no promise that our algorithm gives an optimal output, our so-
lution is fast and obeys the same scaling as optimal solutions.
Our proof rests on the following lemma
Lemma 4 LetUk ∈ D3 act on k qubits. We can in polynomial
time find a decomposition of Uk into Uk = U˜kUk−1 such that
U˜k, Uk−1 ∈ D3 with Uk−1 acting nontrivially on k−1 qubits.
Furthermore, in polynomial time we can find a circuit that
realises U˜k using no more than (k + 1) T -gates.
The above decomposition entails
τ [Uk] ≤ τ [U˜k] + τ [Uk−1] (84)
≤ (k + 1) + τ [Uk−1]
We proceed iteratively, invoking the above procedure down to
a c qubit problem. We choose c to be constant and sufficiently
small that optimal decoding is tractable. The T gates used in
this decomposition are bounded so that
τfast ≤ τ [Uc] +
k∑
j=c+1
(j + 1) (85)
≤ τ [Uc] + k
2 + 3k − (c2 + 3c)
2
For c = 4, the decoding problem is simple as there are only
two phase polynomials to check. Furthermore, for 4 qubits it
is known [22] that τ never exceeds 7, so
τfast ≤ 7 + k
2 + 3k − 28
2
. (86)
=
k2 + 3k − 14
2
. (87)
Therefore, Thm. 3 follows from Lem. 4. We remark that c = 4
was chosen for simplicity, but one should use the largest value
of c for which an RM(c, c − 4)∗ decoder runs in acceptable
time.
Proof 2 Let us now prove the above lemma and use Fk for
the weighted polynomial corresponding to unitary Uk. We can
always sort the terms of the weighted polynomial so that
Fk(x) =fk−1(x′) + 2xkg(x′) + lkxk, (88)
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where x′ equals x with the last element removed, so that
x =
(
x′
xk
)
.
The function fk−1 collects all terms that are independent of
xk. The term 2xkg collects all terms involving xk and at least
one other variable. The last term lkxk, with lk ∈ Z8, captures
whether xk appears alone. Since g is multiplied by 2xk, cubic
terms in g will vanish modulo 8. In other words, g is only
defined upto a CCZ circuit. Therefore, Thm. 1 ensures we
can efficiently find B with col(B) ≤ k such that |BTx′| ∼µ
g(x′), and so 2xk|BTx′| ∼c 2xkg(x′). Note that the relevant
inequality is col(B) ≤ k rather than col(B) ≤ k+ 1 because
g is defined over k−1 variables rather than k. Next, we recall
the modular identity 2|u ∧ v| = |u| + |v| − |u ⊕ v|, and set
u = xk1 and v = BTx′ to infer
2xk|BTx′| = 2|(xk1) ∧ (BTx′)| (89)
= xk|1|+ |BTx′| − |(xk1)⊕ (BTx′)|.
Substituting this into Eq. (88) and by virtue of 2xkg(x′) ∼c
2xk|BTx′|, we have
Fk(x) ∼cF˜k(x′) + Fk−1(x), (90)
where we have defined new functions F˜k and Fk−1 that collect
terms as follows
Fk−1(x) = fk(x′) + |BTx′|, (91)
F˜k(x
′) = (lk + |1|)xk − |(xk1)⊕ (BTx′)|. (92)
We now define the decomposition Uk = U˜kUk−1 so that U˜k
is associated with function F˜k and Uk−1 is associated with
function Fk−1. Since Fk−1 is independent of xk, the unitary
Uk−1 acts nontrivially on no more than k−1 qubits. It remains
to find a decomposition of U˜k in terms of T gates, which we
do by finding a gate-synthesis matrix. We define l ∈ {0, 1} so
that l = lk + |1| (mod 2), and construct the matrix
A =
(
B 0
1T l
)
. (93)
This satisfies |ATx| = |(BTx′) ⊕ (xk1)| + lxk and com-
bined with Eq. (92) entails Fk−1(x) ∼c |ATx|. Furthermore,
col(A) = col(B) + 1. If l = 0 then the last column is un-
necessary, but to find the upper bound we consider the worst
case where l = 1. Above we saw col(B) ≤ k, which entails
col(A) ≤ k + 1. Since A is the gate-synthesis matrix for U˜k,
we deduce τ [U˜k] ≤ k + 1.
This proves Lem. 4, which in turn proves Thm. 3
D. Optimal synthesis of controlled-unitaries
Here we consider controlled-unitaries. For this subclass we
find it is especially easy to find gate-synthesis matrices using
some ideas from the previous section.
Theorem 5 (The controlled-unitary theorem) Let U ∈ D3
be a k-qubit unitary of the controlled-unitary with target uni-
tary U2t
U = 1l⊗ |0〉〈0|+ U2t ⊗ |1〉〈1|, (94)
where Ut ∈ D3. It follows that
τ [U ] =
{
2µ[Ut] if µ[Ut] is even;
2µ[Ut] + 1 if µ[Ut] is odd.
(95)
Furthermore, we can efficiently find an optimal gate-synthesis
matrix for U .
Notice the important role again played by µ, which emerges
because Ut is squared. From the definition of µ, we have a
decomposition Ut = VtWt where τ [Vt] = µ[Ut] and Wt is
composed of CCZ gates. Since CCZ gates square to the iden-
tity it follows that U2t = V
2
t . Therefore, we proceed by show-
ing how to implement a controlled-V 2t unitary, which equals
U . In our functional language, U has weighted polynomial
F (x) = 2xkg(x
′) where g(x) is the weighted polynomial for
Vt.
The previous section established that using Lempel’s fac-
torisation method for finding Vt and a gate synthesis matrix
B for Vt with col(B) = τ [Vt] and |BTx′| ∼c g(x′). Using
l = |1| (mod 2) where |1| = col(B), we construct
A =
(
B B 0
1T 0T l
)
. (96)
We evaluate
|ATx| = |(BTx′)⊕ (1)|+ |BTx′|+ lxk. (97)
and using the modular identity and simplifying, we find
|ATx| ∼c 2xk|BTx′|. (98)
Using that |BTx′| ∼c g(x′), we deduce |ATx| ∼c
2xkg(x
′) = F (x). This is entails that A is a gate synthe-
sis matrix for U . Clearly, col(A) ≤ 2col(B) + 1 and using
col(B) ≤ k we arrive at col(A) ≤ 2k + 1. As promised,
these controlled-unitaries require at most (2k + 1) T -gates.
We claimed that this is an optimal solution. Showing this is a
tedious variant of the above, so we relegate it to App. C.
A very simple example is a CS gate, for which B = (1)
and so we have the ACS matrix already given in Eq. (60). We
give a new example here.
Example III.2 Let tof# be a pair of Toffolis with a single
control in common. The phrase tof# was coined in Ref. [51]
where the gate appears naturally in Shor’s algorithm. The
gate tof# is Clifford equivalent to a pair of CCZ gates with
associated weighted polynomial
F#(x) = 4x1x2x5 + 4x3x4x5 (99)
= 2x5(2x1x2 + 2x3x4)
= 2x5g(x1, x2, x3, x4)
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where in last line we defined g(x,x2, x3, x4) := 2x1x2 +
2x3x4. We must find a B so that |BTx| ∼µ 2x1x2 + 2x3x4,
which is equivalent to solving the factorisation problem Q =
B ·BT where
Q =
 0 1 0 01 0 0 00 0 0 1
0 0 1 0
 . (100)
Applying Lempel’s factorisation method (see Sec. III B) gives
B =
 0 0 0 1 10 0 1 1 00 1 1 1 1
1 0 1 1 1
 . (101)
Since col(B) = 5 = 1 (mod 2), we have l = 1 and so define
A =
(
B B 0
1T 0T 1
)
(102)
=

0 0 0 1 1 0 0 0 1 1 0
0 0 1 1 0 0 0 1 1 0 0
0 1 1 1 1 0 1 1 1 1 0
1 0 1 1 1 1 0 1 1 1 0
1 1 1 1 1 0 0 0 0 0 1
 . (103)
As promised, |ATx| ∼c F#(x), and we have col(A) = 11
and so τ [tof#] = 11.
We will later reuse the tof# example as a case study for
synthillation.
E. Subadditivity of T -count
Here we share a curious observation on the behavior of the
optimal T -count. Given a tensor product of two unitaries,
U = U1 ⊗ U2, one has directly that τ [U ] ≤ τ [U1] + τ [U2]
simply by treating the two problems as separate. Since the
circuits act on distinct blocks of qubits, there are no obvious
places that T gates cancel in the decomposition and so one
might expect additivity to hold τ [U ] = τ [U1] + τ [U2]. Here
we give examples and general classes of strictly subadditive
behaviour where τ [U ] < τ [U1] + τ [U2]. Practically, this en-
tails resource savings by preparing joint batches of unitaries.
The most general form of our observation is the following
Theorem 6 (Subadditivty theorem) Let U1, U2 ∈ D3 where
U1 is a circuit composed of CCZ gates and τ [U1], τ [U2] > 0.
If τ [U1] = 1 (mod 2) then τ [U1⊗U2] ≤ τ [U1]+τ [U2]−1 <
τ [U1] + τ [U2].
We prove this by directly constructing a gate synthesis ma-
trix for U1 ⊗ U2. Let A1 and A2 be optimal gate-synthesis
matrices for U1 and U2. Since τ [U2] > 0, the matrix A2
has at least one column. We use z to denote the first col-
umn of A2 so that A2 = [z, A∗] where A∗ denotes the re-
maining columns. Using this column vector we define R as
R = z(1T ) = (z, z, . . . z) where 1 is the all unit vector such
that col(R) = |1| = col(A1) = τ [U1]. We now construct the
matrix
A =
(
A1 0
R A∗
)
. (104)
The idea is that the submatrixR acts as a substitute for the first
column of A2, and so this column can be trimmed off leaving
A∗. There is nothing unique about the first column. We pick it
out merely for concreteness. Notice that col(A) = col(A1) +
col(A∗), and so col(A) = col(A1) + col(A2)− 1 = τ [U1] +
τ [U2] − 1. It remains to be shown that A is a gate-synthesis
matrix for U1⊗U2. We again calculate |ATx| and partition x
into x′ and x′′, so that |ATx| = |(AT1 x′)⊕(RTx′′)|+|AT∗ x′′|.
The standard switching of arithmetic gives
|ATx| =|AT1 x′|+ |RTx′′| (105)
− 2|(AT1 x′) ∧ (RTx′′)|+ |AT∗ x′′|.
We have
(RTx′′) = (z(1T ))Tx′′ (106)
= (1(zT ))x′′
= 1(zTx′′)
and so |RTx′′| = |1|(zTx′′) = τ [U1](zTx′′). The assump-
tion τ [U1] = 1 (mod 2) entails |1| = 1 (mod 2) and so
|RTx′′| ∼c zTx′′. At this point, we have
|ATx| ∼c|AT1 x′|+ zTx′′ (107)
− 2|(AT1 x′) ∧ (RTx′′)|+ |AT∗ x′′|.
Next, we observe that zTx′′ + |AT∗ x′′| = |AT2 x′′| so that
|ATx| ∼c |AT1 x′|+ |AT2 x′′| − 2|(AT1 x′) ∧ (RTx′′)|. (108)
Next, we show the last term vanishes. We can evaluate this
wedge product by considering two cases. If zTx′′ = 0 then
(AT1 x
′)∧ (RTx′′) = 0. Whereas if zTx′′ = 1 then (AT1 x′)∧
(1) = AT1 x
′. These two cases are succinctly captured by
2|(AT1 x′) ∧ (RTx′′)| = (2zTx′′)|AT1 x′|. (109)
We now use that |AT1 x′| is equivalent to some homogenous
cubic polynomial because U1 is a CCZ circuit. As we have
seen before, homogenous cubic polynomials carry a prefac-
tor 4 and so vanish (mod 8) when multiplied by (2zTx′′).
Therefore,
|ATx| ∼c |AT1 x′|+ |AT2 x′′|, (110)
which shows A is a gate synthesis matrix achieving the same
effect as A1 and A2 and so U1 and U2. This completes the
proof.
The simplest example is
Example III.3 Let U1CCZ+T = U1CCZ ⊗ T where U1CCZ is
a single CCZ gate. It is well known that τ [U1CCZ] = 7 and
this can be achieved with gate-synthesis matrix
A1CCZ =
 1 1 0 1 1 0 01 0 1 1 0 1 0
0 1 1 1 0 0 1
 . (111)
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For T the gate-synthesis matrix is simply AT = (1) and so
z = (1) and A∗ is an empty matrix. Following our construc-
tion, we have that a gate-synthesis matrix for U1CCZ+T is
A1CCZ+T =
 1 1 0 1 1 0 01 0 1 1 0 1 00 1 1 1 0 0 1
1 1 1 1 1 1 1
 . (112)
Therefore, τ [U1CCZ+T ] = 7 < τ [U1CCZ] + τ [T ] = 8.
We also have more complex examples
Example III.4 Let U2CCZ = U1CCZ ⊗ U1CCZ where U1CCZ
is a single CCZ gate. The first column of A1CCZ above is
z = (1, 1, 0)T , and so
A2CCZ =

1 1 0 1 1 0 0 0 0 0 0 0 0
1 0 1 1 0 1 0 0 0 0 0 0 0
0 1 1 1 0 0 1 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 1 1 0 0
1 1 1 1 1 1 1 0 1 1 0 1 0
0 0 0 0 0 0 0 1 1 1 0 0 1
 . (113)
Therefore, τ [U2CCZ] ≤ 13 < 2τ [U1CCZ] = 14.
This use of subadditivity can be extended by noting that if
both U1 and U2 are CCZ circuits with odd T -count, then U1⊗
U2 is also a CCZ circuit with odd T -count. This enables the
proof to be iterated so that we have
Corollary 1 Let {U1, U2, . . . UN} be a set of circuits each
composed from CCZ gates with τ [Uj ] = 1 (mod 2) for all j.
It follows that for U = ⊗Uj we have τ [U ] ≤
(∑
j τ [Uj ]
)
−
(n− 1).
For instance, given n copies of U1CCZ we have τ [U⊗N1CCZ] =
7N + (N − 1) = 6N + 1. We see the cost per gate asymp-
totically approaches 6 rather than 7. Similarly, the tof# gate
of Example. III.2 is a CCZ circuit with τ [tof#] = 11 and so
τ [tof⊗N# ] ≤ 10N + 1.
IV. APPLICATIONS
This section draws upon the set of techniques developed to
present specific synthillation protocols. The case studies are
chosen to most clearly demonstrate the general techniques.
A. Toffoli gates
The simplest application of synthillation is for implement-
ing a Toffoli gate, or equivalently a CCZ gate denoted U1CCZ.
It is well known that a CCZ gate can be realised using 7 T -
gates, and by considering the possible phase polynomial rep-
resentations we deduce this is the lowest T -count possible
without ancilla-assistance, and so τ [U1CCZ] = 7. We remind
the reader that τ was defined as the ancilla-free T -count, and
throughout have used the phrase gate-synthesis synonymously
with this ancilla-free notion of gate-synthesis. With the aid of
ancilla, a Toffoli can be realised using only 4 T -gates [12],
and we return to this point in the discussion section.
If we use synthillation to prepare a single Toffoli gate, we
have the following protocol
Example IV.1 Synthillation for a single CCZ gateU1CCZ. We
have τ [U1CCZ] = 7 and clearly µ[U1CCZ] = 0. The problem
falls into case 11 of Table I and we use the gate-synthesis ma-
trix from Eq. (111), so that
G =
 1 1 0 1 1 0 0 01 0 1 1 0 1 0 00 1 1 1 0 0 1 0
1 1 1 1 1 1 1 1
 . (114)
Therefore, it uses 8 T -states of error rate  to perform a CCZ
gate with probability and error rates:
psuc = 1− 8+ 562 − 2243 + 5604 − 8965 +O(6)
out = 28
2 − 1683 + 4764 − 7845 + 7846 +O(7)
Full expressions available in Supplementary Material [30].
The above protocol performs identically to that of
Eastin [27] and Jones [12], which were shown to outperform
all previous protocols. The research undertaken here began
as an attempt to recast these Toffoli protocols in the G matrix
formalism, and then extended this insight to the whole fam-
ily of D3 gates. However, our techniques can improve over
these single Toffoli protocols. By producing a batch of sin-
gle Toffoli states, we can exploit the subadditivity shown in
Sec. III E. We learned that τ [U⊗N1CCZ] ≤ 6N +1. This T -count
is odd, and so the synthillation protocol again falls into case
11 of Table I. Therefore, it uses n = 6N + 2 noisy T -states to
output N error suppressed Toffoli gates. Asymptotically, this
approaches 6 per Toffoli, and so gives approximately a 25%
reduction in resources over the Eastin [27] and Jones [12] pro-
tocols. In general, the success probability is determined by the
span of S via Eq. (39) and so
psuc =
1
2
(
1 + (1− 2)6N+2) (115)
The error rate out can be exactly calculated for any partic-
ular N , but does not have such a simple form. However,
an upper bound on out is readily available. We know the
e = (0, 0, . . . 0) vector corresponds to no errors. Therefore,
we obtain an upper bound on the output error by summing
over all nontrivial even weight bit strings and renormalizing
out ≤ 1− 2(1− )
6N+2
1 + (1− 2)6N+2 (116)
We go into more detail for the N = 2 protocol.
Example IV.2 Synthillation for two Toffoli gates U2CCZ =
U⊗21CCZ. It is known τ [U2CCZ] = 13 and clearly µ[U2CCZ] =
17
0. The problem falls into case 11 of Table I and we may use
gate-synthesis matrix A2CCZ as given in Eq. (113), so that
G2CCZ =

1 1 0 1 1 0 0 0 0 0 0 0 0 0
1 0 1 1 0 1 0 0 0 0 0 0 0 0
0 1 1 1 0 0 1 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 1 1 0 0 0
1 1 1 1 1 1 1 0 1 1 0 1 0 0
0 0 0 0 0 0 0 1 1 1 0 0 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1

.
(117)
Therefore, it uses 14 noisy T -states of error rate  to perform
two CCZ gates with probability and error rates:
psuc =1− 14+ 1822 − 14563 + 80084 +O(5)
out = 91
2 + 1823 − 70214 − 288125 +O(6)
See Supplementary Material [30] for further details.
Above we focused on comparison with Eastin [27] and
Jones [12], but it is also important to reflect on the advan-
tage over traditional distill-then-synthesize methods. Using
BHMSD and gate-synthesis one obtains N error-suppressed
Toffoli gates using (3N + 8)τ [UNCCZ] = (3N + 8)(6N + 1)
resources, which is about a factor 3 worse than synthilla-
tion. In this comparison, we have even allowed distill-then-
synthesize to leverage subadditivity.
B. Control-S gates
Here we consider the problem of implementing many
control-S gates, which we call CS for short. Specifically, we
set UNCS = U⊗NCS . We choose this task primarily for peda-
gogical purposes as it provides clear exposition of several of
our techniques and relates to the counterintuitive circuit de-
composition shown in Fig (1d). For a single control-S gate
it is well known that τ [UCS ] = 3 with gate-synthesis ma-
trix ACS introduced in Eq. (III.1). The subadditivity theorem
(Thm. 6) does not apply here, and for N = 2 we have solved
the optimal decoding problem to verify that τ [U⊗2CS ] = 6. We
therefore conjecture that these gate behave additively, so that
τ [U⊗NCS ] = 3N , and proceed on this assumption. Next, we
evaluate µ[U⊗NCS ] using the method presented in Sec. III B. We
note that UNCS corresponds to a weighted polynomial
FNCS(x) = 2
∑
j
x2j−1x2j . (118)
The coefficients of this function define a 2N -by-2N symmet-
ric matrix (recall Def. 8)
Q =

0 1 0 0 0 0
1 0 0 0 . . . 0 0
0 0 0 1 . . . 0 0
0 0 1 0 0 0
...
...
. . .
0 0 0 0 0 1
0 0 0 0 1 0

, (119)
which can be compactly written as
Q = X ⊗ 1lN , (120)
where X is the Pauli-X operator, 1lN is the N -by-N iden-
tity matrix, and ⊗ is the tensor product. Clearly, Q is full
rank, so rank[Q] = 2N and has zero entries on the diag-
onal. Therefore, Lempel factorization yields a B satisfying
Q = B.BT (mod 2) with col(B) = 2N + 1. Therefore,
µ[UNCS ] = 2N + 1. We observe FNCS has no linear terms,
and consult Table. I to construct synthillation protocols using
n resources, where
n =
{
7N + 3, using case 6 for all even N,
7N + 5, using case 8 for all odd N.
(121)
In both cases, the cost approaches 7 per CS gate. But even N
is slightly better, so we use that case for the following analysis.
The success probability of synthillation depends only on the
lower submatrix of G and is found (using Eq. (39)) to be
psuc =
1
4
(
1 + (1− 2)4N+2 + 2(1− )(1− 2)5N+1)
(122)
It is informative to provide an upperbound on the error out
by again making the pessimistic assumption that all e 6=
(0, 0, . . . 0) lead to output errors, and so
out ≤ 1− 4(1− )
7N+3
1 + (1− 2)4N+2 + 2(1− )(1− 2)5N+1
(123)
Let us again consider a concrete example
Example IV.3 Synthillation for two CS gates U2CS = U⊗2CS .
It is known that τ [U2CS] = 6 and µ[U2CS] = 5. Performing
Lempel factorisation we find
B2CS =
 0 0 0 1 10 0 1 1 00 1 1 1 1
1 0 1 1 1
 . (124)
Therefore, there exists a decomposition U2CS = VW where
τ [V ] = 5 and the weighted polynomial for this circuit is
FV (x) = 2(x1x2 + x3x4) + 4(x1x2x4 + x1x2x4) (125)
∼c |BT2CSx|.
We see V differs from U by the addition of two CCZ gates, so
this is the U = VW decomposition shown earlier in Fig. (1d).
We use B2CS , two instances of the gate-synthesis matrix ACS
from Eq. (60) and case 6 of Table I to construct
G2CS =

1 0 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0
0 1 1 0 0 0 0 1 1 0 0 0 1 1 0 0 0
0 0 0 1 0 1 0 1 1 1 1 0 1 1 1 1 0
0 0 0 0 1 1 1 0 1 1 1 1 0 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1
0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1
 .
18
-15 -12 -9 -6 -3 0
 s
yn
t_il
la
t_io
n
r=0
r=1
r=2
r=0
r=1
r=2
r=3
log   (out)
C
os
t
0
200
400
600
800
1000
ga
te
-
sy
nt
he
si
s
15 -12 -9 -6 -3 0
C
os
t
0
200
400
600
800
1000
1200
 s
yn
t_il
la
t_io
n
r=0
r=1
r=2
r=0
r=1
r=2
r=3
ga
te
-
sy
nt
he
si
s
ba
10 log   (out)10
FIG. 4. Resource cost measured by expected number of raw ( = 0.001) magic states consumed in implementing: (a) τ [U2#] and (b) τ [U3#].
Costs are plotted against out, the error rate on the implemented gate. We compare using synthillation and distill-then-synthesize (BHMSD
with optimal gate-synthesis). Both protocols use r precursor rounds of BHMSD, where r is chosen to ensure a target error rate is reached. We
implement single gate and so do not take advantage of the batch discount due to subadditivity.
The vertical lines are merely guides to show the submatrices
composingG2CS . Therefore, it uses 17 noisy T -states of error
rate  to perform two CS gates with:
psuc =1− 17+ 1762 − 11003 + 46204 +O(5)
out = 40
2 + 2503 − 4454 − 156645 +O(6)
See Supplementary Material [30] for further details.
Let us compare to the traditional distill-then-synthesize
methods. To synthesizeN CS gates uses 3N distilled T states.
Therefore, one first uses BHMSD to distil 3k + 8 → k, set-
ting k = 3N we find the total cost is approximately 9N + 8
noisy T states. The asymptotic cost is 9 per CS gate, and so
higher than the 7 per CS gate achieved by synthillation. Fur-
thermore, distill-then-synthesize carries an additive +8 cost
and so approaches the asymptotic limit considerably slower
than synthillation with an additive +3 cost. Our success prob-
ability and error out are also comparably better than in the
distill-then-synthesize paradigm. As always, synthillation is
beneficial. Although, in this example the resource savings
are less than the factor 3 achieved by the best instances of
synthillation. However, our motivation here has been princi-
pally educational purposes, and establishing groundwork for
the next section.
C. The UN# family
Here we consider a family of circuits that extends Toffoli
and Tof# introduced in Example. III.2. We define UN# to
be the 2N + 1 qubit unitary composed of N CCZs, which
all share exactly one control in common. Therefore, the CCZ
gate is U1#, the earlier Tof# gate is U2#, and then we have
newly defined gates U3# and onwards. With common control
qubit k, the weighted polynomial is
F (x) = 4xk
N∑
j=1
x2j−1x2j . (126)
Remember from the last section that the many control-
S unitary UNCS is described by the weighted polynomial
FNCS(x) = 2
∑N
j=1 x2j−1x2j , and so FN# = xk2FNCS .
We see the UN# family is closely related to UNCS . In-
deed, UN# can be considered a control-U2NCS gate. There
is some redundancy here, as UN# is a control-U2 for any
U = UNCSV for any V composed of CCZ gates since
V 2 = 1l. This redundancy was exploited in Sec. III D to find
optimal decompositions for general control-unitaries. Lever-
aging these results, we have that τ [UN#] = 2µ[UNCS ] + 1.
The last subsection showed µ[UNCS ] = 2N + 1 and so
τ [UN#] = 4N + 3. The circuit is composed of N CCZ gates
each with τ [U1CCZ ] = 7 (or ∼ 6 using subadditivity) and
so gains are made over naive gate-synthesis. Since τ [UN#] is
odd, this again falls into case 11 of Table I and so the synthilla-
tion cost is n = τ [UN#] + 1 = 4N + 4. Since τ [UN#] is odd
we may again use subadditivity to obtain a discount if a batch
U⊗mN# gates is needed. From Thm. 6, it follows that
τ [U⊗mN# ] ≤ m(4N + 3)− (m− 1), (127)
= m(4N + 2) + 1.
Distillation of a batch again falls into case 11, and so costs
n = m(4N +2)+2 resources per attempt. As in the previous
two case studies, we know
psuc =
1
2
(
1 + (1− 2)m(4N+2)+2
)
(128)
out ≤ 1− 2(1− )
m(4N+2)+2
1 + (1− 2)m(4N+2)+2 .
We give the simplest example more explicitly.
Example IV.4 The unitary τ [U2#] has weighed polynomial
F2#(x) = 4x5(x1x2 + x3x4) = 2x5F2CS(x). It is the
same unitary as considered in example III.2. Using the gate-
synthesis matrix from Eq. (102) with τ [U2#] = 11 and case
11 of Table I, we have a synthillation cost of 12 and
G2# =

0 0 0 1 1 0 0 0 1 1 0 0
0 0 1 1 0 0 0 1 1 0 0 0
0 1 1 1 1 0 1 1 1 1 0 0
1 0 1 1 1 1 0 1 1 1 0 0
1 1 1 1 1 0 0 0 0 0 1 0
1 1 1 1 1 1 1 1 1 1 1 1
 . (129)
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Explicit calculation yields
psuc = 1− 12+ 1322 − 8803 + 39604 +O(5)
out = 66
2 + 1323 − 36784 − 152405 +O(6)
Using the above example we performed numerics finding the
expected number of raw magic states needed to distill τ [U2#]
states of error rate target or less. We see∼ 3 advantage as we
expect, though remark that this advantage would be greater
if compared against naive rather than optimal gate-synthesis.
We also perform the analysis for τ [U3#] and see very similar
behaviour but with all costs shifted slightly upwards. In the
analysis for all these data points, we use single-shot protocols
that do not exploit the subadditivity of preparing batches of
gates. Using subadditivity, all the data points will drop in cost
by between 8% and 16%.
V. DISCUSSION
Clifford gates must be supplemented with gates from the
third, or higher, level of the Clifford hierarchy in order to
achieve universal quantum computation. Here we presented
a general framework for preparing purified resource (magic)
states that enable multiqubit unitaries from the third level
of the hierarchy. Because this framework combines gate-
synthesis and one round of magic state distillation we call it
synthillation. Our first major result is to show large resource
savings over the best existing schemes. For a broad class of
circuits, including all circuits composed of control-control-Z
gates, the magic state cost of synthillation is approximately
the same as gate-synthesis. Therefore, for these circuits we
get a free round of quadratic error suppression, reducing re-
source costs by roughly a third.
Optimal solutions of the multiqubit gate synthesis problem
are believed to be difficult. Our second major result is to
provide a near-optimal and efficient gate-synthesis algorithm,
making use of Lempel’s matrix factorisation algorithm. This
algorithm efficiently finds k-qubit gate decompositions with
a cost that scales as O(k2) in the worst case. This scaling
matches the upper bound of optimal gate-synthesis. Although,
for problems that are far from worst case instances, our solu-
tion could be far from optimal. We also showed that Lem-
pel factorisation helps with the design of synthillation proto-
cols and can be leveraged to efficiently solve optimal gate-
synthesis for the special case of controlled-unitaries.
Remarkably, we also highlighted that strict subadditivity of
T -count is possible and in fact commonplace. Practically, this
enables a resource saving on implementing batches of uni-
taries. From a fundamental perspective this has a pleasing
parallel with other resource theories.
Having recapped on our results, we address several nat-
ural discussion points. We have used BHMSD (Bravyi-
Haah magic state distillation) and ancilla-free gate-synthesis
as our benchmarks for the distil-then-synthesize paradigm.
But there are other protocols. First, we discuss ancilla-assisted
gate-synthesis. Recall that tof∗, the gate shown in Fig. 1c,
needs 4 T gates to synthesize without ancilla. It has been
shown [12, 19] that ancilla can convert tof∗ into the Toffoli,
which needs 7 T gates to synthesize without ancilla. While
this is a remarkable drop in cost, Jones [12] showed that his
Toffoli distillation protocol [12, 27] is more efficient than us-
ing BHMSD and then synthesizing tof∗. The Jones and Eastin
protocols are special cases of synthillation, so our approach
retains its lead against ancilla-assisted gate-synthesis. Fur-
thermore, while synthillation can be optimised for general cir-
cuits, we know of no general set of tools for ancilla-assisted
gate-synthesis. Understanding the power of ancilla-assistance
is an obvious direction for future research. Another natural
question is whether gains can be made by using synthillation
to prepare a tof∗ resource, and then using ancilla-assistance to
convert it into a Toffoli. The cost of synthillation does depend
on the ancilla-free gate-synthesis cost, but it also depends
on other factors. Because tof∗ is not comprised solely of
control-control-Z gates, this increases the synthillation cost,
and it turns out it is best to stick with synthillation of the pure
Toffoli. However, there may be other instances were ancilla-
assisted techniques pair well with synthillation.
Another way we can alter the benchmark is to look at dis-
tillation routines other than BHMSD. The most interesting al-
ternative is the multi-level protocol of Jones [52] as it has su-
perior resource scaling. Multi-level distillation works best at
low error rates. When targeting error rates around the 10−9
to 10−20 range, the level-2 distiller can be used. Jones gave
higher level distillers, but they excel at below ∼ 10−20 error
rates. Any quantum computer targeting below 10−20 will be
colossal in scale, so let us set that aside as distant future tech-
nology. The level-2 distiller, takes 5k3 + 24k2 + 32k noisy
T states of error rate  and outputs k3 distilled T states of
error rate O(4). In the large k limit, the cost per output is
5 whereas for two rounds of BHMSD it is 9, so one can ex-
pect a factor ∼ 1.8 improvement over BHMSD. This is not as
large as the factor 3 reduction that can be obtained by using
synthillation composed with one round of BHMSD. Further-
more, multilevel distillation must output very large batches
(large k) to achieve this boost. This can lead to wasteful over-
supply of magic states, even when running quantum comput-
ers at maximum clock rates [29, 53]. Synthillation can be
more parsimonious than multi-level distillation, and does not
depend on efficiencies of scale to achieve this. If O(8) or
greater error suppression is needed, then synthillation can be
composed with multi-level distillation. A last comment on
multi-level distillation is that no full space-time resource anal-
ysis, including Clifford costs, has yet been performed for this
protocol. Because multi-level distillation uses bigger jumps
in error suppression, it is unclear whether it can fully exploit
resource scaling [29, 39, 54] (called balanced investment in
Ref. [29]), which plays an important role in minimising full
resource costs.
While synthillation was our main focus, we made several
contributions relating to optimal gate-synthesis. It remains to
be seen how our general solver compares against the TPAR
algorithm [20]. We also cannot say, without knowing the op-
timal solution, how close these algorithms come to optimality.
Assuming finding an optimal solution is a hard problem [50],
we would like to know how close an efficient algorithm can
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get to optimality and what the easy instances are. Clearly,
more investigation is needed. Also of interest is a more com-
prehensive understanding of subadditivity and whether our re-
sults here can be strengthened.
The exact multiqubit gate synthesis problem considered
here concerns the third level of the Clifford hierarchy. The
mathematics lends itself to extensions to higher levels of
the hierarchy [22], and we have found the same holds for
synthillation. We do not report those results here as it ap-
pears there are no practical savings to be made. Synthillation
protocols become rapidly more expensive as the hierarchy is
ascended, losing all practical merit. The situation is akin to
the work of Landahl and Cesare [24] where they sought sin-
gle qubit gates from higher in the hierarchy using codes that fit
neatly in the G-matrix formalism. They saw some success for
the first few additional levels of the hierarchy, but the costs es-
calated rapidly. There has been recent progress on the single-
qubit higher-level problem, but using swap gadgets that do not
seem to fit neatly within the G-matrix framework [25, 26]. A
cohesive understanding of swap gadgets and G-matrices ap-
pears the best route up the hierarchy.
The authors are also fond of qudit (d-level rather than 2
level) variants of these questions. We have learnt much about
qudit magic state distillation [48, 55–58] and the qudit Clif-
ford hierarchy [59]. However, very little is known yet about
qudit gate-synthesis.
Our analysis so far has assessed cost in terms of raw magic
states consumed, neglecting resources associated with Clif-
fords and the underlying error correction code. Such full
resource counts are architecture specific and substantial re-
search projects in their own right [29, 39]. It has recently
been argued that a CNOT costs approximately ∼ 1/50 the
value of a T -gate obtained via two rounds of distillation [21].
The dominant Clifford cost in synthillation will be the CNOTs
that compose the encoder unitary, and for CNOT circuits there
are techniques for minimising resources costs [46, 47]. How-
ever, for any particular synthillation problem there exist many
equivalent encoder unitaries, each corresponding to a differ-
ent solution of a matrix completion problem. An open ques-
tion here is how to search this equivalence class for the most
resource efficient solution. In a full resource analysis, judi-
cious scaling of code distances [29, 39, 54] means that more
resources are allocated during the last round of magic state
distillation. Our synthillation protocol focuses on improving
final round performance and so targets the known bottleneck
point in a full resource analysis. The full cost of a round of
distillation is much more than a factor of 3, and so synthilla-
tion may offer a much larger reduction in real terms.
We have taken another step toward minimal resource quan-
tum computing and shown that interesting things can emerge
when one delves into the interface of magic states and gate-
synthesis. Individually, both topics have contributed signifi-
cantly to our understanding of quantum computation, but per-
haps they should not be separate topics at all.
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Appendix A: Clifford hierarchy proofs
Here we show that for all U ∈ D3, we have that U2 is
Clifford and U is in the third level of the Clifford hierarchy.
First, we observe that if two diagonal unitaries U1 and U2
are members of Cj , then the products U1U2 also belongs to
Cj . Therefore, to confirm a group of unitary operators are all
members of Cj , it suffices to check a set of generator are inside
Cj . Given a UF ∈ D3, we have U2F = U2F where
2F (x) = 2
∑
i
lixi + 4
∑
i<j
qi,jxixj (mod 2), (A1)
and
U2F =
(⊗
i
Slii
)⊗
i<j
CZ
qi,j
i,j
 . (A2)
Clearly generators for this group are the Si gate and the
control-Z gate CZi,j , which are well known Cliffords. Simi-
larly, for UF ∈ D3 we have that
UF =
(⊗
i
T lii
)⊗
i<j
CS
qi,j
i,j
 ⊗
i<j<k
CCZ
ci,j,k
i,j,k
 ,
(A3)
so as remarked earlier Ti, CSi,j and CCZi,j,k are generators
forD3. It is widely know that T gates belong to the third level
of the Clifford hierarchy, and quick to verify for control-S and
control-control-Z. This completes the proof.
It is also an informative exercise to show D3 ⊂ Cj without
a decomposition into generators. One finds
U†FX[m]UFX[m] = UF ′ , (A4)
where X[m] := ⊗nj=1Xmjj and
F ′(x) = F (x⊕m)− F (x). (A5)
Using x⊕m = x+m−2x∧m and expanding out F ′(x) into
an explicit polynomial, one finds that terms of degree r in the
x variables carry a prefactor that is a multiple of 2r. There-
fore, F ′ can be divided by 2 and remain a weighted polyno-
mial, and so UF ′ is Clifford.
Appendix B: Evaluating the P matrix
Here we prove Eq. (54). The same proof techniques are
used as throughout Sec. II D, but it is presented here to avoid
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repetition in the main text. Begin by observing that P can be
broken up into four submatrices so that(
K˜1
S˜1
)
=
(
C 0
Z Z
)
, (B1)
where C is the k-by-4 matrix
C = (c, c, c, c) =

c1 c1 c1 c1
c2 c2 c2 c2
...
...
...
...
ck ck ck ck
 (B2)
for column vector c = (c1, c2, . . . ck)T , and Z is
Z =
 1 0 0 10 1 0 1
1 1 1 1
 . (B3)
Therefore,
|K˜T1 x⊕ S˜T1 y| = |(CTx)⊕ (ZTy)|+ |ZTy|. (B4)
Using the modular identity, we expand out the first term
|K˜T1 x⊕S˜T1 y| = |CTx|−2|(CTx)∧(ZTy)|+2|ZTy|. (B5)
The term |ZTy| will produce some weighted polynomial, and
with the added factor 2 this becomes a trivial Clifford term
2|ZTy| ∼c 0. The first term equals |CTx| = 4(cTx). The
factor (cTx) also corresponds to some weighted polynomial
and so with the prefactor 4, it is Clifford. With these simplifi-
cations,
|K˜T1 x⊕ S˜T1 y| ∼c −2|(CTx) ∧ (ZTy)| (B6)
∼c 2|(CTx) ∧ (ZTy)|. (B7)
Inside the wedge we have ZTy, which is explicitly
ZTy =
 1 0 10 1 10 0 1
1 1 1

 y1y2
y3
 =
 y1 ⊕ y3y2 ⊕ y3y3
y1 ⊕ y2 ⊕ y3
 . (B8)
The other factor of the wedge is
(CTx) =

cTx
cTx
cTx
cTx
 =
 ⊕jcjxj⊕jcjxj⊕jcjxj
⊕jcjxj
 . (B9)
Taking the wedge we have
(CTx) ∧ (ZTy) =

cTx · (y1 ⊕ y3)
cTx · (y2 ⊕ y3)
cTx · (y3)
cTx · (y1 ⊕ y2 ⊕ y3)
 , (B10)
and so
|K˜T1 x⊕ S˜T1 y| ∼c 2|(CTx) ∧ (ZTy)| = 2cTx · f(y),
(B11)
where
f(y) =(y1 ⊕ y3) + (y2 ⊕ y3) + y3 + (y1 ⊕ y2 ⊕ y3)
=(y1 + y3 − 2y1y3) + (y2 + y3 − 2y2y3) + y3
+
(
y1 + y2 + y3 − 2y1y2 − 2y1y3 − 2y2y3
+ 4y1y2y3
)
.
Above we have converted from modular math to standard, re-
taining the brackets to show where terms came from. Now
collecting terms, and including the factor 2 we have
2f(y) = 4(y1 + y2 − y1y2) + 8(y3 − y1y3 − y2y3 + y1y2y3)
= 4(y1 + y2 − y1y2),
where in the last line we use that these functions are always
taken modulo 8. We must multiply this by⊕icixi, which itself
expands out to
∑
i cixi − 2
∑
i<j cicjxixj + . . .. But since
everything is modulo 8 only the terms linear in x will remain
in the following expression
|K˜T1 x⊕ S˜T1 y| ∼c 2(cTx)f(y) = 4
∑
i
cixiy1y2,
which concludes the proof.
Appendix C: Converse proof for controlled-unitaries
To prove optimality, we begin by noting that any gate-
synthesis matrix A has the form
Ageneral =
(
B1 B2 0
1T 0T l′
)
, (C1)
for some B1, B2 and l′. We again take |ATgeneralx| =
|(BT1 x′)⊕ (1xk)|+ |BT2 x′|+ lxk, and simplify it to
|ATgeneralx| ∼c |BT1 x′|+ |BT2 x′|+xk(|1|+ l′)− 2xk|BT1 x′|.
(C2)
If this is Clifford equivalent to F (x) = 2xkg(x′), then all the
following conditions must hold:
g(x′) ∼µ |BT1 x′|; (C3)
0 ∼c xk(|1|+ l′);
0 ∼c |BT1 x′|+ |BT2 x′|.
Remember that Lempel’s factorisation method gives an opti-
mal solution of the first equation, and so col(B1) ≥ col(B)
where B is the optimal solution used above. The second con-
dition demands that |1|+ l′ = 0 (mod 2). The last condition
can be written as |BT1 x′| ∼c |BT2 x′|. The ∼c relation is finer
than ∼µ, and so we can infer |BT1 x′| ∼µ |BT2 x′|. Therefore,
B2 obeys col(B2) ≥ col(B) otherwise we would have a con-
tradiction toB being an optimal solution of g(x′) ∼µ |BTx′|.
Since, neither B1 nor B2 can have fewer columns than B, and
l′ is similarly fixed, we see Ageneral can not outperform the
solution given in Eq. (96).
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Appendix D: Relationship to triorthogonality
Here we illuminate the relationship between the rows of G
matrices and the functions they represent. This will reveal
how the triorthogonality condition of Bravyi and Haah relates
to our setting. First we need some new notation. Given a
binary matrix G, we use gj to denote the jth column vector
of GT , so that
gj = (gj1, g
j
2, . . . , g
j
n)
T (D1)
= (Gj,1, Gj,2, . . . , Gj,n)
T .
In other words, [gj]T is the jth row vector of G. Again using
| . . . | for the weight of a vector, we have
|gj| =
∑
a
gja. (D2)
The symbol ∧ continues to denote element-wise products, so
that the ith element of a wedge is
[gj ∧ gk]i = gji gki , (D3)
which generalises for an arbitrary number of vectors, e.g.
[gj ∧ gk ∧ gl]i = gji gki gli. (D4)
We will show that these wedge products give the coefficients
in a weighted polynomial related to G. We begin with
|GT z| = |
⊕
j
gjzj | =
∑
i
∑
j
gji zj (mod 2)
 , (D5)
where modulo 2 is only within the brackets. Typically, G will
be partitioned into x and y. For now it is easier to ignore the
partition. We proceed by converting the (mod 2) arithmetic
into linear arithmetic. For three bits this conversion gives that
a1⊕a2⊕a3 = a1+a2+a3−2(a1a2+a2a3+a1a3)+4a1a2a3.
(D6)
and more generally⊕
i
ai =
∑
i
ai − 2
∑
i<j
aiaj + 4
∑
i<j<k
aiajak + . . . , (D7)
where the dots indicate that there are higher order terms, but
these carry prefactors that are multiples of 8 and so will not be
relevant here. Applying this to |GT z| (mod 8) we have that
|
⊕
j
gjzj | =
∑
j
|gj|zj − 2
∑
i<j
|gi ∧ gj|zizj (D8)
+ 4
∑
i<j<h
|gi ∧ gj ∧ gh|zizjzh (mod 8).
We see this is a weighted polynomial with coefficients
li := |gi| (mod 8), (D9)
qi,j := −|gi ∧ gj| (mod 4), (D10)
ci,j,k := |gi ∧ gj ∧ gk| (mod 2). (D11)
Therefore, |GT (z)| = F (z) where the function F has coef-
ficients determined by considering the row weights, and the
weights of wedge pairs and triples.
Next, we translate F -quasitransversality into this language
Lemma 5 Let G be a full Z2-rank matrix with n columns and
r rows that is partitioned into K and S so that G = (KS ) and
|GT (x,y)| = F (x,y) as argued above. If for all i in the
interval row[K] < i ≤ row[G], and all j, k we have
|gi| = 0 (mod 2), (D12)
|gi ∧ gj| = 0 (mod 2), (D13)
|gi ∧ gj ∧ gk| = 0 (mod 2), (D14)
It follows that F (x,y) ∼c F (x,0) and so the code is qua-
sitransversal with respect to F (x,0).
The first condition requires that every row in S has even
weight. The second condition tells us that every row in S must
have even overlap with every row in the whole matrix G. The
third condition is that every triple overlap, involving at least
one row from S, also has even weight. These conditions are
reminiscent of the triorthogonality conditions introduced by
Bravyi and Haah. Indeed, satisfying these conditions is neces-
sary forG to be triorthogonal in their sense, but triorthogonal-
ity also requires the second and third condition to extend to all
possible pairs and triples of rows (even when i ≤ row[K]). In
our more general framework, we allow G to have odd weight
overlap of pairs and triples of rows solely within K, which
results in CT⊗n implementing multiqubit logical unitaries as
we have seen.
Let us now prove the lemma. Recall that the matrix par-
tition of G also splits z into x and y). The first condition
|gi| = 0 (mod 2) for all row[K] < i ≤ row[G], holds if
and only if L(z) = L(x,y) is even valued whenever x 6= 0.
Therefore, L(x,y) = L(x)+2L˜(x,y) for some L˜. Similarly,
the second and third condition are equivalent to the functions
Q and C being even whenever x 6= 0. Therefore, if the condi-
tions hold then F has the form F (x,y) = F (x) + 2F˜ (x,y).
This completes the proof.
We see that our presentation of Thm. 4 could be stated with-
out reference to phase polynomials and instead in the language
of the weight of rows and their overlaps. Difference audiences
may have preferences over the order of presentation, and part
of our goal here is to provide a lexicon encompassing these
two formalisms.
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