[1] A terrestrial ecosystem model (integrated biosphere simulator (IBIS)) and a hydrological routing algorithm (HYDRA) are used in conjunction with long time series climate data to simulate the river discharge and flooded area of the Amazon/ Tocantins River basin over the last 60 years. Evaluating the results of this modeling exercise over the entire basin yields three major results: (1) Observations at 121 stations throughout the basin show that discharge is well simulated for most tributaries originating in Brazil. However, the discharge is consistently underestimated, by greater than 20%, for tributaries draining regions outside of Brazil and the main stem of the Amazon. The discharge underestimation is most likely a result of underestimated precipitation in the data set used as model input. (2) A new flooding algorithm within HYDRA captures the magnitude and timing of the river height and flooded area in relatively good agreement with observations, particularly downstream of the confluence of the Negro and Solimões Rivers. (3) Climatic variability strongly impacts the hydrology of the basin. Specifically, we find that short ($3-4 years) and long ($28 years) modes of precipitation variability drive spatial and temporal variability in river discharge and flooded area throughout the Amazon/Tocantins River basins.
Introduction
[2] The Amazon/Tocantins River system of South America is the largest river system on the planet. It covers about 6.7 million km 2 and transports about 20% of the world's river discharge. Although the Amazon Basin is relatively undisturbed today, rates of land conversion are increasing rapidly throughout the basin [Nepstad et al., 1999; Skole and Tucker, 1993; Skole et al., 1994] . Additionally, increasing atmospheric CO 2 concentrations threaten to alter the water budget through changes in temperature and the physiological responses of plants. Therefore, it is important to gain a clear understanding of how the Amazon River system behaves on seasonal to interannual timescales in order to gauge how future changes may impact the water budget of the basin.
[3] Water balance and water transport models provide a means of investigating the water balance of the Amazon Basin because they are able to derive spatially and temporally consistent estimates of the energy and water budget from simple climatological data (such as precipitation and temperature). Previous modeling studies of the Amazon Basin include a study by Vorosmarty et al. [1989] , which used water balance and water transport models at 1/2 degree spatial resolution to demonstrate the feasibility of large-scale simulation of the mean discharge and flooding in the Amazon Basin. That study compared the simulated discharge to observations at six locations within the basin. Costa and Foley [1997] used a coupled land surface and water transport model (also at 1/ 2 degree spatial resolution) to simulate the discharge of the basin and compare it to 56 discharge locations throughout the basin.
[4] Recently, a number of new long time series data sets for model input and validation have become available. In addition, more powerful computers have made higher resolution, time-transient simulations possible. Therefore, the objective of this study is to simulate the hydrology of the Amazon River basin at 5-minute horizontal resolution (about 9 km) and to evaluate the simulations with diverse data throughout the Amazon River basin. This study is an extension of previous simulations in the resolution and complexity of the models used, the time-transient nature of the simulations, and the spatial extent and diverse range of data used for evaluation.
[5] To simulate the river discharge and seasonal flooding throughout the Amazon River system over the last 60 years we use the integrated biosphere simulator (IBIS) [Kucharik et al., 2000] and the hydrological routing algorithm (HYDRA) [Coe, 2000] with long-term mean monthly climate data provided by the Climate Research Unit of the University of East Anglia, Norwich [New et al., 2000] . We validate our simulations against observed river discharge, satellite observed water height and estimates of flooded area, which are available for discontinuous periods in the 1950s through 1990s throughout the Brazilian portion of the basin. The validation against spatially extensive data allows us to more thoroughly investigate the causes of discrepancies between simulated and observed river discharge on the regional scale.
[6] Finally, we present a limited analysis of the simulated discharge, water height, and flooded area for the period 1939 -1998 . The analysis of the long-term simulation allows us to link the observed modes of variability in the atmospheric state (precipitation and temperature) to the land surface hydrology, for which continuous observations are not available. A more comprehensive analysis of the water cycle, as simulated by these models will be presented in a subsequent paper by J. A. Foley et al., (The El Niño/ Southern Oscilliation and the Climate, Ecosystems and Rivers of Amazonia, submitted to Global Biogeochemical Cycles, 2002, hereinafter referred to as Foley et al., submitted manuscript).
Methods

Model Descriptions
[7] We use two models developed at the University of Wisconsin, IBIS and HYDRA, to simulate the water balance of the Amazon River system between 1939 and 1998. IBIS is used to derive estimates of the land surface water balance, from long-term climate data. The IBIS simulations of runoff (surface runoff and subsurface drainage) are used as input to the HYDRA model to estimate changes in river discharge, and the volume of water stored in the floodplain of the river system. Both IBIS and HYDRA are thoroughly described in previous publications [Coe, 2000; Donner et al., 2002; Foley et al., 1996; Kucharik et al., 2000] , therefore only a brief description of the models and recent improvements are provided below.
[8] IBIS represents land surface processes (energy, water, and momentum exchange among soil, vegetation, and the atmosphere), canopy physiology (canopy photosynthesis and conductance), vegetation phenology (bud burst and senescence), and long-term ecosystem dynamics (vegetation dynamics and carbon cycling). These processes are organized in a hierarchical framework and operate at different time steps, ranging from 60 min to 1 year. This allows for explicit coupling among ecological, biophysical, and physiological processes occurring on different timescales.
[9] HYDRA simulates the time-varying flow and storage of water in terrestrial hydrological systems, including rivers, wetlands, lakes, and human-made reservoirs [Coe, 1998 [Coe, , 2000 . This model currently operates on the global scale on a 5-minute latitude by longitude grid ($9 km at the equator) and with a 1-hour time step. HYDRA requires the following boundary conditions: topography (from digital elevation models), potential evaporation (estimated from climate data, using a simple Penman energy balance model), surface runoff (supplied by IBIS), base flow (drainage from the soil column, supplied by IBIS), and precipitation (from climate data).
[10] HYDRA derives potential lake and wetland volumes from digital elevation model (DEM) representations of the land surface. River paths are prescribed from the Amazon Basin river directions defined by Costa et al. [2002] . The physical land surface of HYDRA is coupled to a linear reservoir model to simulate (1) the discharge of river systems, (2) the spatial distribution (and volume) of large permanent lakes, and (3) the flux and concentration of nitrogen in surface water. Rivers and lakes are defined as a continuous hydrologic network in which locally derived runoff accumulates and is transported across the land surface via rivers, it fills lakes and wetlands, and is eventually transported to the ocean or is evaporated from an inland water body.
[11] The linear reservoir model used to simulate the transport of water in the river system is the same as that used by Coe [2000] and is based on those used in numerous other large-scale hydrology studies [e.g., Miller et al., 1994; Vorosmarty et al., 1989] . The linear reservoir model simulates water transport in terms of prescribed river routing directions derived from the local topography, residences times of water within a grid cell, and effective flow velocities.
[12] The total water entering the hydrologic network at each grid cell is the sum of the land surface runoff (R s ), subsurface drainage (R d ), precipitation (P w ) and evaporation (E w ) over the surface waters, and flux of water from upstream grid cells (AEF in , all in m 3 /s). The water transport is represented by the time dependent change of three water reservoirs. First, the river system reservoir (W R ), which contains the sum of upstream and local water in the river system. Second, the surface runoff pool (W s ), which contains water that has run off the surface locally and is flowing toward a river. Third, the subsurface drainage pool (W d ), which contains water that has drained through the local soil column and is flowing toward a river. All reservoirs are represented in m 3 and flow is governed by the following differential equations.
[13] A w is the fractional water area in the grid cell; from 1 (lake, wetland, or reservoir covers entire cell) to 0 (no water present) and is predicted by HYDRA. T s , T d , and T R are the residence times (s) of the water in each of the reservoirs. P w and E w are the precipitation and evaporation rates (m 3 /s) over the surface water, respectively and AEF in is the sum of the fluxes of water (m 3 /s) from the upstream cells.
[14] The local surface and subsurface residence times (T s and T d ) are set to globally constant values for simplicity. In this application T d and T s are set to 2 hours, similar to the value for T s used by Costa and Foley [1997] to simulate large-scale flow in the Amazon Basin and by Coe [2000] to simulate global river flow. In this application we have set T d equal to T s because the subsurface drainage is provided by the IBIS model, which explicitly calculates the transfer of water through a 4-meter soil column. Therefore, the increased residence time of subsurface flow compared to surface flow is calculated in IBIS and does not need to be accounted for by HYDRA.
[15] The streamflow residence time, T R , is defined as the ratio of the distance between centers of the local and downstream grid cells (D) and the effective velocity of the water (u). The effective velocity (u) is calculated as by Miller et al. [1994] and is proportional to a ratio of the downstream topographic gradient (i c , in m/m) and a reference gradient i o (= 0.5 Â 10 À4 in m/m):
u o1 is the minimum effective velocity of the river (0.8 m/s) and is allowed to vary between 0.3 and 3 m/s.
[16] Although, the version of HYDRA described above calculates the flux of water in rivers and the storage in lakes, it is unable to capture the significant seasonal flooding on the river floodplain. Therefore, in this study an algorithm to diagnose the time-transient extent of flooded area adjacent to rivers has been added to HYDRA. The algorithm is based on the same sets of equations as the water transport described above and is similar to methods developed by Vorosmarty et al. [1989] to simulate the discharge of the Amazon River basin and by Bates and De Roo [2000] for an application to a reach of the Meuse River in the Netherlands. The method of Vorosmarty et al. [1989] was developed for the Amazon Basin as a coupled model in which flooding was a dynamic part of the river system and contributed to the evaporation from and timing of the river flow. The model of Vorosmarty uses a flood initiation parameter to define the threshold volume at which flooding occurs in a river channel. This is useful where data on the basin geomorphology is limited and because it is a general solution that can be applied globally. However, in their method floodwaters cannot be transported outside the grid cell where the flooding originated and cannot be applied to time transient solutions. Bates and De Roo [2000] developed a model that explicitly simulates water transport across the floodplain based on water head. That model accurately simulates flood extent and height but requires detailed knowledge of the basin geomorphology, which is often not available for large river systems.
[17] Our inundation method combines aspects from both of the models described above to diagnose the time transient flooded area at a one-hour time step. In our method, water in excess of a prescribed maximum river channel volume (floodplain initiation parameter) is transported from the river onto the floodplain as was done by Vorosmarty [1989] . We use a flood initiation parameter (described below) because we do not have detailed topographic data for the basin. Once on the floodplain, water flows across the land surface to neighboring grid cells, as stated by Bates and De Roo [2000] , to simulate large flood events. The direction and velocity of the flow across the floodplain is controlled by the difference in water elevation between neighboring grid cells. There is only a one-way coupling of the floodplain inundation to the river discharge. Water enters the floodplain reservoir from the stream but it is not subtracted from the river transport, does not reenter the stream system, attenuate the river discharge hydrograph during floods, or contribute to evaporation from the river.
It enters a separate but parallel set of equations and is calculated only to understand the spatial extent and depth of flooding at any given time.
[18] The storage and transport of water on the floodplain is represented by the following differential equations. ). The flood initiation parameter (c f ) is a unitless multiplier at which the river channel is considered to be full. In this study c f is set to a constant value of 2.5. In reality the flood initiation parameter should differ for each grid cell based on local physical conditions. Future studies will be needed to investigate whether c f can be derived from existing data such as digital elevation models or limited observations of stream characteristics.
[20] The height of the floodwaters (H f , in m) is derived from the volume of water on the floodplain, the land area of the grid cell (A t , in m 2 ), and the land surface elevation (Z, in m).
The fractional area of a grid cell inundated by the floodwaters (A f ) is set to 100% of the grid cell if W f /A t is greater than or equal to 1 meter. For W f /A t less than 1 meter the area inundated is set to W f /A t *(1/1m). For example, if W f /A t = 0.3m the inundated area is set to 0.3 (30%) of the grid cell.
[22] Starting with an initial value of 0 for W R , W s , W d , and W f , HYDRA is forced with 0.5°Â 0.5°estimates of monthly mean runoff, precipitation, and surface water evaporation (for the period 1939 -1998) converted to daily values and linearly interpolated to the 5 0 Â 5 0 grid of HYDRA. The model solves the equations with a time step of 1 hour. The predicted river discharge and flooded area represent the surface hydrology in equilibrium with the prescribed climate.
[23] HYDRA is a general model that has previously been used at global and regional scales. For example, it has been used to simulate global lake area [Coe, 1998 ] and river discharge [Coe, 2000] . The model has also been used to evaluate the performance of general circulation model simulations of paleoclimate in the tropics and northern Africa [Coe and Harrison, 2002; de Noblet-Ducoudré et al., 2002] . IBIS and HYDRA together have been used to evaluate the simulated hydrology of the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) climate reanalysis for the period 1963 -1995 over the continental United States Recently, the models have been used to quantify the impact of human water management practices and climate variability on the Lake Chad basin in northern Africa [Coe and Foley, 2001] and to evaluate the impact of climate variability on nitrate transport within the Mississippi River basin [Donner et al., 2002] .
Experiment Design
[24] Long-term climatic data from the Climate Research Unit of the University of East Anglia, Norwich [New et al., 2000] (hereinafter referred to as CRU05) are used as climatological forcing to IBIS and HYDRA. CRU05 is a global, monthly mean data set of temperature, precipitation, humidity, and cloudiness, at 0.5°by 0.5°latitude/longitude resolution, for the period 1901 -1998.
[25] IBIS was run on a 0.5°by 0.5°latitude/longitude grid, extending over the entire Amazon River basin (21°S-6°N; 45°W-80°W). Unfortunately, the precipitation and temperature data for the years 1921 -1932 are in error, therefore we limited our IBIS simulation to the period 1935 -1998. The specific IBIS simulations are described in more detail by Foley et al. (submitted manuscript) . The IBIS results extending from 1939 to 1998 were used in the HYDRA simulations along with the climate data (precipitation and estimated lake surface evaporation). The hourly output from HYDRA was then averaged to monthly mean values for comparison to observations.
Validation Data
[26] The simulated river discharge is compared to a data set of mean monthly river discharge at 121 locations in the Brazilian portion of the river basin ( Figure 1 and Table 1 ). The original daily river discharge data set was obtained from ANEEL, the Brazilian National Agency for Waters and Electrical Energy. The data has been averaged to monthly means and described by Costa et al. [2002] . The river discharge is calculated from a measurement of river water level and converted into a discharge volume using a rating curve, which is updated several times per year. The major sources of error in calculating river discharge probably result from direct measurement and the use of the rating curve, which assumes a constant stream cross-sectional area [Cogley, 1989] . The accuracy of the discharge measurements is not given in the original data. However, analysis of the potential error in river discharge measurements suggests that 10-15% is a reasonable estimate of the error in observed annual mean discharge [Cogley, 1989] .
[27] The height of the simulated floodwaters is compared to water height measured by the NASA radar altimeter aboard the TOPEX/POSEIDON satellite. A time series of mean monthly relative surface water height was constructed for 10 locations on the main stem of the Amazon for the period 1992-1998 from an about 10 day temporal resolution data set created by Birkett et al. [2002] . The altimeter emits a series of microwave pulses at $13.6 GHz at the land surface. The surface height is calculated from the time delay between pulse emission and echo reception. Each height value is an average of all surface heights found within the footprint of the altimeter. The effective diameter of the footprint depends on the surface roughness, but can typically range between 200 m (for open pools of water in calm conditions) to a few kilometers (open water with surface waves). This measurement technique has been applied to a number of rivers and wetlands in several test-case studies and validated against surface observations of water height [Birkett, 1998 [Birkett, , 2000 (Å . Rosenqvist et al., Using satellite altimetry and historical gauge data for validation of the hydrological significance of the JERS1 SAR (GRFM) mosaics in Central Africa, IJRS GRFM, in review). The results demonstrate that submonthly, seasonal, and interannual variations in surface water height can be monitored to accuracies of 10s of cm RMS for rivers. The seasonal water height varies by about 10 meters or less therefore the total measurement error is probably less than 10%.
Evaluation of Simulated Surface Hydrology
[28] In this section we present the results of the simulated river discharge, surface water level, and seasonally flooded area. Comparison is made to satellite and ground-based observations where data is available.
3.1. Discharge 3.1.1. Mean Annual
[29] The simulated mean annual discharge is well correlated with the observations for the 121 sites (r 2 = 0.99). It is within ±20% of the observations for only 45 of the 121 stations (Table 1 and Figure 2a ) and is within 40% of the observations for 92 of the 121 sites (Figure 2a) . In general, simulation of the mean annual discharge is difficult because it depends upon the input precipitation data set and calculation of the evapotranspiration in IBIS (itself a complex function of the input data and simulated radiative properties, vegetation and soil characteristics). In these simulations we have not tuned the model to produce results in agreement with the observations.
[30] An advantage of having a large number of discharge stations to compare to the simulation is that we can begin to pinpoint where in the basin, and possibly why, discrepancies between simulated and observed discharge are occurring. For example, the simulated mean annual discharge at Ó bidos, the furthest downstream station (Table 1 and Figure  1, #33 ), is about 25% less than the observed discharge for Figure 1 . The Amazon Basin with river discharge station ID numbers . /s). This underestimation is primarily a result of a negative bias associated with the tributaries that drain Colombia, Ecuador, Bolivia, and Peru. The negative bias summed for the four major tributaries when they enter Brazil (Table 2 , stations 5, 9, 21, and 25 on the Solimões, Japurá, Negro, and Madeira rivers respectively) is about À40,000 m 3 /s. This accounts for about 95% of the À43,000 m 3 /s difference between the simulated and observed discharge on the main stem at Ó bidos (Table 2 , station #33 in Table 1 ). In fact, the furthest upstream station on the main stem (Station #2, Solimões River at Teresina) accounts for more than half of the error at Ó bidos (À23,000 m 3 /s).
[31] The magnitude of the simulated discharge generated within Brazil is in good agreement with the observations for all of the major tributaries of the main stem, including those with a strong negative bias. To illustrate that there is no substantial negative difference between the simulated and observed discharge on these tributaries within Brazil, we subtracted the discharge at the border from the downstream discharge in each of the tributaries. The simulated in-stream discharge (downstream discharge minus the furthest upstream discharge) is within about 15% of the observed discharge for the six major tributaries contributing to the discharge at Ó bidos (Table 3 , Solimões, Juruá, Purus, Negro, Branco, and Madeira). Therefore, the large underestimation of the discharge rate shown in Tables 1 and 2 Araguaia at Barra do Garças À15.92 À52.17 600 317 À47 24 a The simulated discharge is averaged for the same years as the observed data. The number of years averaged is in the last column. The location of each station is shown on Figure 1 . Figure 1 stations 8 & 17) .
[32] Costa and Foley [1997] found a similar negative bias in their simulated discharge on the Amazon main stem (using different models and precipitation data from this study). In that study the authors noted that the simulated runoff ratios for stations draining the Andes were unusually low compared to those inside Brazil. Therefore, the strong spatial coherency of the error in our simulated discharge and similar errors in the independent study of Costa and Foley [1997] , in a region for which precipitation estimates are very difficult to obtain, suggest that this large negative difference is likely associated with errors in the precipitation data set outside Brazil rather than with the calculation of evapotranspiration in IBIS. As pointed out by numerous authors [e.g., Leemans and Cramer, 1991] orographically induced rainfall is often underestimated because the spatial distribution of rain gauges is not sufficient to capture the small space scale (but large magnitude) differences in precipitation.
[33] The simulated mean annual discharge at the furthest downstream stations on the tributaries in the eastern portion of the basin (Table 1 ; Tapajó s #39, Xingu #44, and Tocantins/Araguaia #56) is generally overestimated compared to the observations. The location of the error can be pinpointed by looking at the discharge on individual sections of the rivers. For the Tapajós the overestimation occurs in the middle and upper reaches of the river (Table 3 ). The discharge generated between stations 38 and 39 on the Tapajós is in excellent agreement with the observations (Table 3) while between stations 34 and 38, and 36 and 37 it is more than 25% greater than the observations. For the Xingu River the overestimation occurs throughout the lower and middle portions of the basin. The simulated discharge generated between station 44 and its upstream stations (#43 Figure 2. (a) Histogram of percent error in simulated annual mean river discharge (i.e., 100 Â [sim À obs]/obs) for the 121 stations listed in Table 1 . (b) Histogram of percent error in simulated long-term seasonal cycle. Percent error is calculated as 100 Â (sima À obsa)/obs, where sima and obsa are the deviation from the mean monthly simulated and observed discharge and obs is the observed mean annual discharge. Sample size is 1452 (121 stations Â 12 months). (c) Similar to Figure 2b , but for interannual discharge anomalies, excluding years with data gaps. Here, sima and obsa are annual rather than monthly anomalies and the sample size is 1951 (121 stations Â %16 years of data for each station, the number of years depends on that available for the observations). The reach discharge is calculated as the discharge at a given station minus the discharge from one or more upstream stations. The stations used to calculate the reach discharge are listed in column 2. See Table 1 and Figure 1 for the location of the stations. & 40) is about 40% greater than observed. On the Tocantins/Araguaia a large portion of the discrepancy occurs in the lowest reach (Table 3 , station 56 minus 55 and 81).
[34] On many of the small headwater tributaries of the Tapajós and Tocantins/Araguaia Rivers the simulated discharge is more than 25% less than the observations. This underestimation is small in magnitude but spatially consistent (Table 1, see stations 83 , 84, 105, 106, 109, 110, 115-118) . It may be related to basin topography which is not well captured at the 1/2 degree resolution of IBIS or to differences between the simulated and observed vegetation. For example, the IBIS simulated vegetation in these upland regions is dominated by broadleaf evergreen forest and savannah. However, the actual vegetation in these regions has been highly modified for agriculture and grazing [Cardille et al., 2002] . As a result, our surface hydrologic budget is based on a land surface with far different radiative and hydrological properties from the observations. Future simulations will include land use changes.
Seasonal Cycle
[35] The seasonal cycle of the simulated river discharge is in fairly good agreement with the observations throughout the basin. The coefficient of correlation (r 2 ) between the simulated and observed discharge for the 23,412 months of the observations is 0.97 (Figure 3) . The clustering of points below the 1:1 line clearly indicates the bias toward underestimation of the river discharge indicated in the mean annual discharge.
[36] The simulated anomalies (from the annual mean) of the monthly mean discharge are within 20% of the observed anomalies for almost 50% of the 1452 station-months (12 months Â 121 stations) and within 40% of the observed monthly anomaly for 77% of the station-months (Figure 2b) . The monthly discharge anomaly is in better agreement with the observations for stations with high discharge rates. For example, for the stations with discharge greater than 10,000 m 3 /s the difference between the simulated monthly anomaly is within 20% of the observed for 70% of the 204 stationmonths (12 months Â 17 stations, not shown) and is within 40% for 97% of the station-months.
[37] The most obvious sources of potential error in the simulated monthly discharge anomaly are; (1) the accuracy of the input data sets to IBIS (such as precipitation, cloudiness, and temperature), (2) the calculation of runoff, soil moisture, and subsurface drainage within IBIS, and (3) the calculation of the water transport within HYDRA. Any one of these sources of error is potentially large. Because of the complexity of the models and the large amount of data used as input, it is difficult to assess the individual sources of error. However, simulation of the soil column physics and the generation of surface and subsurface runoff requires high resolution data on soil characteristics (such as texture, porosity, and hydraulic conductivity) and simple parameterizations of complex and poorly understood coefficients for soil hydraulic characteristics. These parameterizations are often based on research in midlatitude sites only and therefore, may not be well suited to the tropics. Additionally, our previous work with IBIS and HYDRA in the Mississippi River basin Donner et al., 2002] suggests that our simple soil data and the parameterizations of soil column physics within IBIS may not adequately simulate the transport of water through the soil column.
[38] A second potentially large source of error is the calculation of effective velocity within HYDRA. Currently, the model does not adequately include the impact of flooding on the velocity nor the physical characteristics of the land surface such as the river channel sinuosity. In fact, river flow velocities are parameterized using a global function, instead of empirical functions specific for the Amazon Basin.
Interannual Variability
[39] The agreement of the simulated interannual variability of the discharge with the observations is, in general, much better than for the seasonal variability and annual mean (Figure 2c compared to Figures 2a and 2b) . The anomaly of the simulated annual discharge from the observed mean is within 20% of the observations for 70% of the 1951 stationyears (121 stations Â %16 years of data for each station) and within 40% of the observations for 93% of the station-years (Figure 2c) .
[40] The magnitude and timing of the simulated variation from the mean annual discharge is in very good agreement with the observations for those stations not directly draining regions outside Brazil. For example, the percent year-toyear variation in simulated discharge closely mimics the observations at Ó bidos (on the main stem) and on the Purus, Xingu, Tocantins (Figures 4c, 4f, 4b , and 4a) and Tapajós (not shown) Rivers. However, the relative variability on the upper reaches of the Madeira, Solimões, (Figures 4e and 4d ) and Japurá Rivers (not shown) is more extreme than the observations. Year-to-year simulated variations of 30% are common in these locations compared to only 10-15% in the observations. On the Madeira after 1988 there is little correlation of the simulated variability to the observed (Figure 4) . The poor agreement with observations on the tributaries draining regions outside of Brazil is consistent with the conclusion that the precipitation data set is poor in these regions. Table 1 ).
Floodplain Inundation
[41] In addition to the river discharge, we diagnose the mean monthly water height and flooded area throughout the Amazon River basin. In its present form the floodplain inundation is not a fully dynamic part of HYDRA. The wetlands created do not impact the river water balance or velocity; they are merely diagnosed from the water available above the prescribed bank full volume. In this section we compare the simulated flooded area to two data sets; 1) satellite microwave observations of surface water height for the period 1992 -1998, and 2) estimates of flooded area for the period 1979-1987 derived by Sippel et al. [1998 ] from satellite observations. 3.2.1. Height
[42] We have chosen 10 locations, on the main stem of the Amazon River for comparison (Table 4) . The simulated water height is the height of the water above flood stage. The height of the water below flood stage is not simulated. The observed height of the water is the height (relative to the best pass of the satellite over the site) at all times, regardless of whether the river is above or below flood stage. Therefore, in this section we compare the standard deviation of the monthly and annual mean water height only for the 553 months for which the simulated river is above flood stage at the 10 locations during the period 1992 -1998.
[43] The simulated mean monthly water height is in relatively good agreement with the observations. The coefficient of correlation (r 2 ) between the simulated and observed river height (for the 553 months that the simulated river is above flood stage at the 10 locations) is 0.79 (Table 4 and Figure 5 ). The simulated standard deviation of the monthly water height for the entire period is 2.7 m compared to the observed deviation of 2.9 m.
[44] The best agreement with observations (r 2 from 0.79 to 0.83) occurs at the five locations downstream of the confluence of the Negro and Solimões rivers (Table 4 and see Figure 6 , locations a-e). Upstream of the confluence (Table 4 , locations f -j) the coefficient of correlation begins Column 1 contains the location designation shown on Figure 6 . Latitude and longitude of locations are in columns 2 and 3. The coefficient of correlation is in column 4. The standard deviations of the mean monthly observed and simulated height from the mean are in columns 5 and 6. The number of months for comparison at each location is in column 7. The deviations of the mean annual height from the mean of all years are in columns 8 and 9. to drop, as far as about 0.53 at about À70°W (location j). The progressive decrease in the correlation west of the confluence is consistent with the poor simulation of the discharge on the Solimões River discussed in the previous section.
[45] The model simulates the timing and magnitude of the seasonal changes in relative water height in good agreement with the observations, particularly for those locations downstream of the confluence of the Negro and Solimões Rivers (Table 4 and Figure 7) . The standard deviation of the monthly water height from the mean of the months is well simulated for all locations except locations d and j. At locations d and j the deviation of the observed height is large in comparison to neighboring locations (3.5 & 2.8 m respectively) and in both cases the model underestimates the standard deviation by greater than 50% (Table 4) .
[46] The interannual variability of the water height is also relatively well simulated, relatively low water years (1995 and 1998) and relatively high years (1992, 1997) agree with the observations (Figure 7) . The standard deviation of the annual height from the mean of all 553 months (Table 4) Figure 6 for locations). The observed height is relative to the height at the best pass of the satellite. The simulated height is relative to the mean height for the period and has been arbitrarily shifted to coincide with the observed.
Flooded Area
[47] Evaluation of the accuracy of the simulated annual mean inundated area is difficult. No large-scale ground based measurements of flooded area are available for comparison to the simulation. However, Sippel et al. [1998] (hereafter referred to as Sippel) used mean monthly passive microwave observations (from SMMR on Nimbus-7) of surface brightness temperature combined with an empirical model to calculate mean monthly flooded area within 12 reaches (segments) of the Amazon River main stem for the period 1979-1986 (see Figure 6 for location of reaches). Because these estimates are not strictly an observation they cannot be used as direct validation for our simulated values. However, assuming that the scale of the flooding estimated by Sippel is reasonable, comparison of the two estimates of flooded area is instructive.
[48] There are at least three major sources of potential error in our simulated flooded area. First, the accuracy of the simulated river discharge impacts the amount of water available to flood surrounding areas. As discussed above, the models underestimate the river discharge on the main stem of the Amazon. As a result we can expect that our estimates of flooded area in this simulation will be too low. Second, the digital elevation model (DEM) determines how water can spread across the land surface. There is significant error in the digital elevation model in the Amazon due, at least in part, to inaccuracies in the operational navigation charts used to derive the DEM. Additionally, the 9 km horizontal resolution of the DEM used in HYDRA is too coarse to represent small-scale variations in topography. Therefore, it is likely that the topography introduces some error. Thirdly, the choice of the value of the flood initiation parameter determines the threshold at which water can leave the simulated river channel. In the present model the value is universally constant and does not represent the fundamental physical characteristics of the grid cell. Therefore, it is likely that the flood initiation parameter introduces error into the inundation simulation.
[49] The simulated mean annual inundated area summed for all 12 reaches (41,826 km 2 ) is about 10% less than the estimate of Sippel (46, 197 km 2 ). For the individual reaches the simulated mean annual area is generally less than the Sippel estimates, consistent with the underestimation of discharge (Table 5 ). The simulated area is within 20% of the Sippel estimates for 7 of the 12 reaches (Figure 8a ). Best agreement occurs on the downstream reaches (5, 7, 9 -12) where the bias in the simulated discharge was least. The model simulates about 50% less inundated area for the upstream reaches on the Solimões (1 -4), which is consistent with the about 30% or greater underestimation of discharge on the Solimões (Table 1 ). The simulated mean annual flooded area is significantly greater than the Sippel estimate only on reach 8 (twice as large as the Sippel estimate). It is unclear why the simulated flooded area is so much greater than the observed at reach 8. However, since the simulated discharge is not greater than the observations at this location, it suggests that the topography may not be particularly well represented in HYDRA. The topography in the model is very flat in this region and it is possible that the flooded area is exaggerated for this segment.
[50] For most of the 12 reaches the seasonality of the flooding is in relatively good qualitative agreement with the Sippel estimates. The month of peak flooding occurs generally in April -May and the length of the flooded season is about 4 -5 months (for example, Figure 9 ).
[51] The interannual variability of the annual flooded area (summed for all 12 reaches) agrees with the Sippel estimates for the years 1979 -1986. The variation of the total simulated flooded area is within 25% of the Sippel estimates for 6 of the 8 years ( Figure 8b 
Simulated Water Balance: Long-Term Spatial and Temporal Variability
[52] The results of section 3 suggest that although there are differences in the magnitude of the simulated discharge and flooded area compared to observations, the seasonal and interannual variability is relatively well simulated. Therefore, in this section we present a limited analysis of the simulated results for the period 1939 -1998. In this way we can investigate the spatial and temporal variability of the hydrologic cycle throughout the Amazon Basin, which is not possible using observations alone. A more complete analysis of the simulation is in preparation and will be presented in the future.
[53] A singular spectral analysis of the modes of variability of the Amazon climate system by Botta et al. indicates that precipitation for the period 1935-1998 has two major modes of variability; 28 year and 3 -4 years. The 3 -4 year mode of variability has been associated with the El Niño/Southern Oscillation phenomena (ENSO) by a number of authors [Kousky et al., 1984; Marengo, 1992; Richey et al., 1989; Zeng, 1999] . The cause of the long mode of variability is uncertain but is consistent with independent observations of the modes of variability of temperature [Victoria et al., 1998] and river discharge at Manacapuru [Richey et al., 1989] .
Discharge
[54] The deviation of the simulated annual discharge from the mean for the period 1939 -1998 reflects the control of the long and short-term (ENSO) variability on the water balance of the Amazon Basin (Figures 10a -10f ) . The simulated discharge at Ó bidos (Figure 10a ) clearly illustrates the long timescale variability. Relatively wet years are clustered in the 1940s -50s and 1970s, dry years in the 1960s and 1980 -90s, consistent with a similar pattern in the observed river height and discharge described by Marengo [1995] and Marengo et al. [1998] for much of the basin. In our simulation the long mode of variability is not limited to a particular region of the basin. It is expressed on all of the major tributaries throughout the basin including the north and western rivers (e.g., Japurá, Negro, Purus, and Madeira, Figures 10b -10e ) and the eastern basins (e.g., Tapajós, Figure 10f ).
[55] A number of authors have shown that El Niño years are correlated with dryer conditions in the Amazon Basin, La Niña years with wet conditions [Marengo, 1992; Marengo et al., 1993; Richey et al., 1989; Zeng, 1999] . In the simulated discharge the ENSO variability is embedded within the longer mode of variability throughout most of the basin. Strong El Niño years show up as a negative deviation from the simulated mean at Ó bidos and many of the larger tributaries (Figures 10a -10f, e.g., 1941 -42, 1951 -52, 1982 -83, 1986 -87, and 1992 -93) .
[56] The impact of La Niñ a on the simulated river discharge is also apparent throughout much of the basin. Many La Niña years (e.g., 1945 -46, 1950, 1955 -56, 1962, 1974 -75, 1988 -89) coincide with high discharge rates at Ó bidos, in the western basins (e.g., Purus and Japurá) and in the east (e.g., Tapajós, Figure 10f ).
Flooding
[57] The simulated mean monthly flooded area (Figure 11, mean of 1939 (Figure 11, mean of -1998 indicates least flooding at the end of the dry season in November. The flooded area increases from February to April, in the southern portions of the basin. The maximum simulated mean monthly flooded extent occurs in April and May. The flooding shifts to the northern portions of the basin late in the wet season (May -July), and finally decreases throughout the basin (after August).
[58] As with the simulated discharge, there is considerable year-to-year variation in the simulated mean annual flooded extent (Figure 12) . Consistent with the discharge, the deviation of the annual flooded area from the mean is greater in the 1940s-50s and 1970s, less in the 1960s and 1980s-90s. The coefficient of variation is 18% (standard deviation/mean) with the strongest negative departure from the mean (about À50%) occurring in 1992 coincident with the dry period of the 1980s-90s and the strong El Niño of 1992 -93 ( Figure 12 ). The maximum departure from the mean annual flooded area for the basin (about +30%) occurs in 1949 at the peak of the long wet period of the 1940s -50s.
Summary and Conclusions
[59] The IBIS ecosystem model and the HYDRA surface hydrology model were used together to simulate the river discharge and flooded area from historical climate records from 1939 -1998. Evaluation of the results against diverse observations indicates that estimates of precipitation are likely greatly underestimated outside of the Brazilian portion of the Amazon Basin. As a result, simulated discharge and flooded area are consistently underestimated for watersheds with significant input from non-Brazilian portions of the basin. However, despite poor input precipitation in portions of the basin, the seasonal and interannual variability of the river discharge is relatively well simulated for most of the large watersheds.
[60] The flooding algorithm within HYDRA simulates the behavior of seasonal flooding on the Amazon well. The monthly and interannual deviation of the simulated river water height from the mean agrees well with the observations for the period 1992 -1998 on the main stem of the Amazon River (r 2 = 0.79), particularly downstream of the confluence of the Negro and Solimões Rivers. The simulated flooded area on the main stem of the Amazon River is also in relatively good agreement with independent estimates of water area for the period 1979 -1986 (within 25% of estimates for 6 of the 8 years available for comparison).
[61] The simulated discharge and flooding for the period 1939 -1998 show results consistent with previous examinations of observed discharge data [Marengo et al., 1998; Richey et al., 1989; Zeng, 1999] . Discharge and flooding are increased relative to the mean for the period in the 1940s -50s and 1970s, and decreased in the 1960s and 1980s-90s. El Niño years are associated with generally decreased simulated discharge (e.g., 1941 -42, 1951 -52, 1982 -83, 1986 -87, and 1992-93) and La Niña years with increased discharge (e.g., 1945-46, 1950, 1955 -56, 1962, 1974-75, 1988 -89) .
[62] Future studies of the Amazon/Tocantins River basin could be improved through: (1) more accurate input data sets, such as precipitation, river channel geometry, current and historical land use patterns, and soil type and texture; (2) better characterization of model parameters, such as soil hydraulic properties; and (3) improvements to the models themselves. For example, more accurate and higher-resolution digital elevation models may improve the simulation of the ratio of water height to flooded area by better defining the basin topography. More accurate precipitation data will improve the mean annual simulation. Furthermore, analysis of the simulated soil characteristics and discharge velocity should improve the simulation of the water budget within IBIS and HYDRA. Finally, making the flooding algorithm a fully dynamic component of the model should improve the simulated discharge and flooded area.
