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Abstract 
This paper proposes the level suitably of a wavelet transform and a neural network method that are very significant 
technique for a load forecasting. An accurate forecast of the load demand is an essential activity for fuel reserve 
planning in a power system. Level adjustment of wavelet is demonstrated in this research based on mid-term load 
demand forecasting in Thailand. The factor correlating with approximate and detail of each level of wavelet is chosen 
by using the correlated value between factors and components. All of Features input selected are used to the neural 
network for training and forecasting. The forecasted results show that “two-level” has good prediction properties 
compared to other level of wavelet transform clearly. 
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1. Introduction 
Mid-term load forecasting plays an important role in the reliability of a power system. It is vital for 
planning of an adequate fuel reserves to generate the electricity to the consumption demand for the future. 
This forecast is complicated an effect on load demand by depending two major factors: the complexity of 
an economy and a weather factor of the whole area. The load forecasting can be classified into four 
differential types in the power system planning: very short term, a minute to an hour; short term, an hour 
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to three months; mid term, three months to three years; long term, three years to twenty five years. 
Several methods have been developed for forecast that is statistical and artificial intelligent methods. 
 In conventional, many papers have used statistical method such as regression, multiple linear 
regressions (MLR), and autoregressive integrated moving average (ARIMA). These methods focus on an 
estimating of coefficients of variables that are linear and the best. There are prospected functional forms 
describing quantitative relationship between the electricity demands and influencing factors by using the 
historical data. Recently, with the emergence of intelligent technologies, the artificial neural network 
(ANN), the fuzzy logic (FZ), and the genetic algorithm (GA) have been widely implemented to improve 
the accuracy of load forecasting. 
Wavelet is a powerful tool that can be effectively utilized for forecasting of short-term and mid-term 
load demand forecast. It can be integrated with the other algorithm such as neural network and fuzzy 
logic. For the present, many researchers preferred differential applications. The paper ref. [1] shows the 
combination of wavelet and neural network for short-term forecasting based on similar day, furthermore 
there are three integrating of the method applied to demand forecast that are fuzzy logic, wavelet 
transform, and artificial neural network in similar year [2]. In ref. [3], the article shows an adaptive 
wavelet neural network algorithms approach to the energy price forecasting. In 2005, load forecasting 
proposes wavelet neural network methods which are considered based on the climate factors [4]. In 2008, 
the research shows a wavelet transform improving an ability of neural network to the next day load [5] 
and in this year a paper proposes the combination of wavelet, neural network, and genetic algorithm to the 
demand forecast [6]. In ref. [7], the wavelet transform presents multi-level of the wavelet integrating with 
neural network to the forecast based on the holiday corrections. In the research ref. [8]-[9], present a 
demand forecasting using wavelet coefficients integrating with the back propagation neural network and 
meteorological index based on wavelet de-noising integrating with support vector machine, respectively. 
In this research proposes the load demand forecasting by using wavelet transform in a preprocessing 
stage and neural network in a forecasting stage. In the preprocessing, we use four levels in preprocessing 
that are one, two, three, and four levels of wavelet to decompose an original signal into detail and 
approximate components. After that, the detail and approximate forecasted value components will 
correlate with factors for finding the correlated value and chose features input for a neural network to the 
prediction. Lastly, the final forecasted values obtain form the detail and the approximate combination. 
This paper presents a comparison of an accuracy of each level of wavelet transform of forecasting 
founded on mean absolute percentage error (MAPE). 
This article presents the 5 major sections. The section 2 presents an electricity load demand 
characteristics and theoretical background. The section 3 offers a case study and research stages. The 
section 4 shows results and discussion. Finally, the conclusion is drawn in section 5. 
2. Electricity Load Demand Characteristics and Theoretical background 
2.1. Electricity load demand characteristics 
The graphic representation shows the electricity load demand unit in kWh, as illustrates in Fig.1 that is 
a behavior of an electric trend component increasing every year. The demand interval year 1997 to 2006, 
case study of Thailand are used in this research. The trend in 1997 to 1999 was quite stable because the 
world economic problems had occurred and affected to the industrial sectors of the country. In 2000 to 
2006, the electricity demand grows at rate 4~6 percent per year. For example, the demand in May was 
8,749,926,336 kWh in 2000, 11,171,134,811 kWh in 2004, and 12,444,389,521 kWh in 2006.  
The changeable of load behavior in mid-term load demand is very different from a short-term load 
demand, which it also has a cyclical component, but does not has a trend component of the demand. Thus, 
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this forecast is significant to find the suitable factors for analyzing the behavior and the trend 
decomposition from an original load demand, will be discussed in the next section. 
Fig. 1. Electricity load demand (kWh) of Thailand 
2.2. Wavelet decomposition and reconstruction 
This part offers a brief summary of wavelet transform method which can be divided into two 
categories: continuous wavelet transforms (CWT) and discrete wavelet transforms (DWT). This research, 
discrete wavelet transform (DWT) is used. The DWT algorithm is capable of producing coefficients of 
fine scales for capturing high frequency information, and coefficients of coarse scales for capturing low 
frequency information. Wavelet processing has two stages: decomposition and reconstruction. The 
decomposition computes the convolution between the load demand and high pass/ low pass filter, while 
the reconstruction calculates the convolution between the load and inverse filter. In this paper, a mother 
wavelet based on Daubechie2 (Db2) is used for the filter’s coefficients. It used to decompose an input 
load demand into low frequency and high frequency components. The decomposition is implemented by 
using multi-channel filter bank: one, two, three, and four-channels. The reconstructed details and 
approximations are true parameters of the original signal as follow: S1L = A1 + D1 (Level1), S2L= A2 + 
D2 + D1 (Level2), S3L= A3 + D3 + D2 + D1 (Level3), and S4L= A4 + D4 + D3 + D2 + D1 (Level4). 
Where SNL is the kWh demand which is decomposed and reconstructed based on N Level (N=1, 2, 3... N). 
2.3. Neural network algorithm and Pearson’s correlation 
The artificial neural network is one of a good choice to apply for the load demand forecasting problem 
because this technique is not requiring explicit models to represent the complex relationship between the 
load demand and factors. The neural network algorithm presented in this paper composes of three layers: 
the input layer, the hidden layer, and the output layer based on feed-forward back propagation algorithm 
(FFBP). The input variables come from historical and present data of factors affecting the load demand. 
The fundamental structure of this algorithm can be presented in Fig. 2. The Pearson’s coefficient 
correlation equation (rxy) in Fig. 2, it is used to evaluate correlation between variables and is one of the 
most familiar measures of dependence between two quantities to show how good a linear relationship 
among variables or factors is. In the case that the Pearson correlation is +1, it will signify a perfect 
linearly positive increasing correlation trend. If the Pearson correlation is -1, it will indicate a perfect 
linearly negative declining correlation trend. If the Pearson correlation is between 1 and -1, it will indicate 
a degree of linear dependence between the two variables. Lastly, if the Pearson correlation is zero, it 
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shows that there is no relationship between the variables. Before a load forecasting, we must correlate all 
variables with the energy consumption load demand to choose the appropriate variables for the best 
feature inputs for the research model. Where x and y are variables and r is the Pearson product moment of 
correlation.
3. Case Study and Research stages 
3.1. Case study 
To demonstrate the low and high frequency demand features employ the historical electricity load 
demand data, which were recorded as monthly from the Electricity Generating Authority of Thailand 
(EGAT) from January 1997 to December 2007 are used. Furthermore, a weather factor and an economic 
factor are also used in this research.  
 
 
Fig. 2. The two levels of wavelet transform (pre-processing) and neural network method 
3.2. Research stages 
The main steps proposed for load demand forecasting model are as follows: the first, an original signal 
of load demand is decomposed to high and low frequency by using dB2 mother wavelet (dB2) for 
calculating the coefficient of detail (D) and approximate (A) components. The level of wavelet varies 
from 1 level, 2 levels, 3 levels, and 4 levels based on wavelet discrete transform (DWT). In each 
decomposition level by wavelet method will obtain the detail and the approximate as follows: there are 
detail and approximate components for one level, these are D1 and A1; there are the two details and a 
approximate components for the two levels, these are D1, D2, and A2 respectively; there are the three 
details and a approximate for the three levels, these are D1, D2, D3, and A3 respectively ; lastly, there are 
the four details and a approximate for the four levels of wavelet transform, these are D1, D2, D3, D4, and 
A1 respectively. All data above after decomposing are recorded and taken to step 2. Secondly, coefficient 
components from step 1 (the first) are reconstructed to the actual components using similar mother 
wavelet (dB2), these are an actual detail and approximate components of each level. The third, actual 
detail and approximate components are taken to find the relationship between each component in each 
1st
3rd
5th 
6th 
2nd
4th
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level and factors such as temperature, humidity, rainfall, consumer price index, and industrial index. The 
fourth, factors which related with the component more than that 40 percent (up) will be chosen it being as 
quality inputs for a neural network model. Note that, the factor is chosen in each component of wavelet 
differing following related value. The fifth, feature inputs of a model NND forecast consists of the detail 
component and factors are selected from step 4 and the feature inputs of a model NNA forecast consists of 
an approximate (A) and factors are also selected from this step too. The sixth, after partial forecasts in 
each sub-model: for example, the 4 levels, sub-model consists of A4, D4, D3, D2, and D1 models; the 
outputs for all sub-model are integrated to the final forecasting value, can see in sub-section 2.1. Finally,
analyses and summary of all level of wavelet presenting are carried out. 
4. Results and Discussion 
The performance of this developed method for mid-term load forecasting has been tested by using the 
kWh-actual load demand of the Electricity Generating Authority of Thailand (EGAT) (for year 2000-
2007)., and actual temperature data of the Thai Meteorological Department, and economic data of 
Ministry of Commerce of Thailand (year 2000 to 2007) are used.  
 
 
 
 
 
 
 
 
Fig. 3. Actual and forecasted value of (a) Approximate 2; (b) Detail 2; (c) Detail 1 of the two levels 
MAPE is given by the following: 
                                            (1) 
Where kWhA is the actual energy consumption load, kWhF is the forecast load, N is the number of data.  
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Fig. 4. Comparison between actual and forecasted value in each level 
In Fig.4 shows the forecasted results obtained from the four models of wavelet transform in pre-
processing stage. The black line is actual load demand. The green, red, blue, and brown lines are one, two, 
three, and four levels of wavelet which MAPE were 3.58, 2.25, 2.83, and 3.45 percent respectively. The 
most suitable of level of wavelet transform had been investigated using the mean absolute percentage 
error (MAPE) as criteria. Most suitable level of wavelet is, “two levels” which show in Fig.2, 3. 
5. Conclusion 
This paper presents the mid-term electricity demand forecast using level suitably of wavelet in 
preprocessing, and neural network to load prediction. The historical data from EGAT is decomposed into 
one to four levels of different frequencies. The correlation technique is used to capture the suitable 
affecting factors for each frequency component of load demand. The factors which affected in each level 
are chosen as neural network inputs. Testing results show that the combination of wavelet and neural 
network which level of wavelet is varied from one to four levels in preprocessing stage that the, “two 
levels of wavelet,” is given the Mean Absolute Percentage Error (MAPE) better than that other level. In 
the future research, we will use this model applied to electricity sub-control areas forecasting to whole 
area.
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