Abstract. We consider the forced problem −∆pu − V (x)|u| p−2 u = f (x), where ∆p is
Introduction
Our purpose is to solve the forced problem
where ∆ p u := div (|∇u| p−2 ∇u) and f ∈ D ′ (Ω), the space of distributions on the domain Ω.
Our assumptions are the following:
(A) 1 < p < ∞, V ∈ L r loc (Ω) with r as in (1.2) , Ω is a domain in R N , V ≥ 0 and for all test functions u ∈ D(Ω)\{0},
There exists 1 < q ≤ p such that p − 1 < q, (1.2) r = 1 (N < q), 1 < r < +∞ (N = q), 1/r + (p − 1)/q * = 1 (N > q)
and there exists W ∈ C(Ω), W > 0, such that for all u ∈ D(Ω),
Let us recall that q * := N q/(N − q).
Our first example of V is the quadratic Hardy potential (N ≥ 3, p = 2):
The corresponding forced problem is solved in [7] using the Brezis-Vazquez remainder term for the quadratic Hardy inequality ( [4] and [14] ). A second example is the Hardy potential (1 < p < N ):
The corresponding forced problem is partially solved in [3] using the Abdellaoui-ColoradoPeral remainder term for the Hardy inequality [1] .
A third example is a potential V ∈ L ∞ loc (Ω) such that (1.3) is satisfied with p = q (see [13] ).
If p = 2, the natural energy space is the completion H of D(Ω) with respect to the norm [Q V (u)] 1/2 , and it suffices to have V ∈ L 1 loc (Ω). Then H is a Hilbert space with an obvious inner product. The following result is immediate:
This is an extension of Lemma 1.1 ′ in [7] though the argument is exactly the same as there. As we shall see at the beginning of Section 6, more can be said about u and H * if V is the Hardy potential (1.4) in a bounded domain.
When p = 2, one can expect no uniqueness as in Theorem 1.1, see [6] , pp. 11-12 and [9], Section 4. Hence the functional [Q V (u)] 1/p is no longer convex, so it cannot serve as a norm, and the second conjugate functional Q * * V was used in [13] to define the energy space.
Our goal is to generalize all the above results by using only the Hahn-Banach theorem to define an energy space and to obtain a priori bounds.
We also consider the case of constant potential
The paper is organized as follows. In Section 2 we prove an almost everywhere convergence result for the gradients. In Section 3 we solve a sequence of approximate problems. In Section 4 we state and prove our main result. Section 5 is devoted to the proof of (1.6) and to remainder terms for the Poincaré inequality. In Section 6 we apply the main result to the potentials mentioned above.
Almost everywhere convergence of the gradients
Let us recall a classical result (see [12] ).
Lemma 2.1. For every 1 < p < 2 there exists c > 0 such that for all x, y ∈ R N ,
For every p ≥ 2 there exists c > 0 such that for all x, y ∈ R N ,
We define the truncation T by
The following theorem is a variant of a result which may be found e.g. in [2] , [5] , [11] .
Here we provide a very simple argument, similar to that in [5] .
Then there exists a subsequence (n k ) and u ∈ W 1,q
u n k → u and ∇u n k → ∇u almost everywhere on Ω.
Proof. It suffices to prove that for all ω ⊂⊂ Ω there exist a subsequence (n k ) and u ∈ W 1,q (ω) satisfying (2.1) a.e. on ω and to use a diagonal argument. Let ω ⊂⊂ Ω. By assumption (a), extracting if necessary a subsequence, we can assume that for some u ∈ W 1,q (ω),
Then e m,n ≥ 0 and by assumption (b), lim m,n→∞ ω e m,n χ Em,n dx = 0.
Since χ Em,n → 1 a.e. on ω as m, n → ∞, it follows, extracting if necessary a subfamily, that e m,n → 0 a.e. on ω as m, n → ∞. By Lemma 2.1, |∇u m − ∇u n | → 0 a.e. on ω as m, n → ∞. Hence ∇u n → v a.e. on ω. Since by assumption (a),
it follows from Proposition 5.4.7 in [16] that
We conclude that v = ∇u.
Approximate problems
In this section we assume that (1.1) is satisfied, V ∈ L 1 loc (Ω) and f ∈ W −1,p ′ (Ω). Let 0 < ε < 1. We shall apply Ekeland's variational principle to the functional
and
Moreover, the functional
Hence ϕ is bounded below and by Ekeland's variational principle ( [15] , Theorem 2.4) there exists a sequence (
We deduce from (3.1) that
Going if necessary to a subsequence, we can assume the existence of u ∈ W 1,p 0 (Ω) such that (3.4) u n → u a.e. on Ω.
Proof. Because of (3.2), we have that
where g n → 0 in W −1,p ′ (Ω). Testing (3.5) with ζT (u n − u m ), we see that it suffices to prove that
and (3.6), (3.7) follow from (3.3) and Hölder's inequality. Since
, using (1.1) and (3.3) also (3.8) follows.
Proof. Assumption (b) of Theorem 2.2 (with q = p) follows from Lemma 3.1. Extracting a subsequence, we can assume that (3.9) ∇u n → ∇u a.e. on Ω.
By (3.5) we have that, for every ζ ∈ D(Ω),
Using (3.3), (3.4), (3.9) and Proposition 5.4.7 in [16] , we obtain
so that ϕ ′ (u) = 0. As in [10] , the homogeneity of
Main result
In this section we assume that (A) is satisfied and we define, on D ′ (Ω),
On the spaces
(Ω, W dx) we respectively use the norm defined above and the natural norm. Note that the space X has been introduced by Takáč and Tintarev in [13] .
Proof. Let u ∈ D(Ω). By assumption (1.3) we have
f, u ≤ f Y * u Y ≤ f Y * [Q V (u)] 1/p . Lemma 4.2. (a) Let u ∈ W 1,p 0 (Ω). Then u Y ≤ u X * ≤ [Q V (u)] 1/p ≤ u W 1,p (Ω). (b) Let f ∈ X. Then f ∈ W −1,p ′ (Ω) and f W −1,p ′ (Ω) ≤ f .
Proof. (a) Let u ∈ D(Ω).
Using the Hahn-Banach theorem and the preceding lemma, we obtain
It follows from (4.1) that
Now it is easy to conclude by density of D(Ω).
(b) If f ∈ X and u ∈ D(Ω), then
Let f ∈ X and let (ε n ) ⊂ ]0, 1[ be such that ε n ↓ 0. Then f ∈ W −1,p ′ (Ω), so by Theorem 3.2, for every n there exists u n ∈ W 1,p
and u n minimizes the functional
In fact below we shall not use the minimizing property of u n but only the fact that (4.2) holds.
Proof. Lemma 4.2 and equation (4.2) imply that
Since p > 1, we obtain the conclusion.
Going if necessary to a subsequence, we can assume the existence of u ∈ Y such that (4.3) u n → u a.e. on Ω.
Lemma 4.4. Let ζ ∈ D(Ω). Then
Proof. Because of (4.2), as in the proof of Lemma 3.1 it suffices to show that
We assume that N > q. The other cases are similar but simpler. By Lemma 4.3, (u n ) is bounded in W 
it is easy to conclude using (1.2) and Hölder's inequality. Note in particular that
Then there exists
Proof. Let ζ ∈ D(Ω). By (4.2) we have
Let us recall that (u n ) is bounded in W 1,q loc (Ω) and u n → u a.e. on Ω. Assumption (b) of Theorem 2.2 follows from Lemma 4.4. Extracting a subsequence, we can assume that ∇u n → ∇u a.e. on Ω.
We assume that N > q and we choose ω such that spt ζ ⊂ ω ⊂⊂ Ω.
Using Proposition 5.4.7 in [16], we obtain
It follows then from (4.6) that
The following variant of Theorem 4.5 will be needed in one of the applications in Section 6, see Theorem 6.1. 
Proof. The argument is similar except that we must show that the third limit in the proof of Lemma 4.4 is zero also when (4.7) holds and that we can pass to the limit in the second integral in (4.6). Using Lemma 4.3, Hölder's inequality, (4.7) and the fact that
Let E ⊂ spt ζ. Similarly as above, we have
.
Since the integrand on the right-hand side is in L 1 (spt ζ), it follows that V |u n | p−1 are uniformly integrable and we can pass to the limit in the second integral in (4.6) according to the Vitali theorem, see e.g. [16, Theorem 3.1.9] .
Note that in the case q = p this result is stronger than Theorem 4.5 because V ∈ L 1 loc (Ω) is allowed for any p.
Poincaré inequality with remainder term
Let Ω := ω × R M , where ω is a domain in R N −M and N > M > p. For x ∈ Ω we shall write x = (y, z), where y ∈ ω and z ∈ R M . Recall from the introduction that
It is well known that λ 1,p (ω) = λ 1,p (Ω) if p = 2, see e.g. [8] , Lemma 3. We shall show that this is also true for general p ∈ (1, ∞).
Proof. First we show that
Taking the infimum on the left-hand side we obtain the conclusion. To show the reverse inequality, let u(x) = v(y)w(z), where v ∈ D(ω) \ {0} and w ∈ D(R M ) \ {0}. For each ε > 0 there exists C ε > 0 such that
Taking the infimum with respect to v and w, we obtain
Since ε has been chosen arbitrarily, it follows that λ 1,p (Ω) ≤ λ 1,p (ω).
Now we state the main result of this section. Proof. According to Lemma 2.1 in [3] (see also [1] , Theorem 1.1), for each 1 < q < p there exists a constant C(q, Ω) such that
So the Poincaré inequality implies that (1.3) holds for some constant W . Since also (4.7) holds if q is sufficiently close to p, we obtain the conclusion using Theorem 4.6 (k(p − 1)/(k − 1) < q < p is needed in order to have V ∈ L r loc (Ω) with r as in (4.7)).
This result extends Theorem 3.1 in [3] where it was assumed that f ∈ L γ (Ω) for some γ > (p * ) ′ .
In our next theorem we essentially recover the main result (Theorem 4.3) of [13] . Proof. According to Proposition 3.1 in [13] (see also (2.6) there), (6.1) implies that Q V satisfies (1.3) with q = p. Hence our Theorem 4.5 applies. Proof. Let x = (y, z) ∈ ω × R M . It follows from Theorem 5.2 that
where W (x) = C p /(1 + |z| p ) and C p is the constant on the right-hand side of respectively (a) and (b) of Theorem 5.2. So the conclusion follows from Theorem 6.2.
Below we give an example showing that the solution we obtain need not be in W 1,p (Ω).
