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GENERAL REARRANGEMENT LEMMA FOR HEAT TRACE ASYMPTOTIC ON
NONCOMMUTATIVE TORI
YANG LIU
ABSTRACT. We study a technical problem arising from the spectral geometry of noncommutative
tori: the small time heat trace asymptotic associated to a general second order elliptic operator.
We extend the rearrangement operators in the conformal case to the general setting using
hypergeometric integrals over Grassmannians. The main result is the explicit formula of the
second heat coefficient in terms of the coefficients. When specializing to examples in conformal
case, we not only recover results in previous works but also obtain some extra functional relations
whose validation provides experimental support to the main results. At last, we verify the relations
based on combinatorial properties derived from the hypergeometric features.
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1. INTRODUCTION
We provide in this paper an upgrade to the rearrangement lemma in the computation of the
small time heat trace expansion on noncommutative tori via pseudo-differential calculus. It
allows us to incorporate general second order elliptic operators P of the form in Eq. (2.6) and
in principle, to obtain closed formulas of the functional densities of the heat coefficients (see
Eq. (2.9)) written in terms of the derivatives of the coefficients of P . The primary application of
the technical question is the spectral geometry on noncommutative tori and toric noncommu-
tative manifolds (cf. [CL01], [BLvS13]), in which basic notions in Riemannian geometry, such
as metric and curvature, are investigated in a purely operator-theoretic framework. Following
Connes’s spectral paradigm, the metrics are implemented as geometric operators P , playing the
role of the Laplacian or the squared Dirac operators. The coefficients of heat trace expansion
of P that we would like to understand, are the associated local invariants. In particular, by
analogy with results on Riemannian manifolds, the second heat coefficient appeared in the
main results encodes the full information of the scalar curvature. The conformal aspects of
program has been carried out in great detail on noncommutative two tori [LM16, CM14, FK13]
and toric noncommutative manifolds [Liu18c, Liu17]. More references can be found in recent
surveys [LM19, FK19].
In the commutative world, curvature at the infinitesimal level appears as commutators of
covariant derivatives of the metric connection. Such noncommutativity globally influences
the shape of the underlying manifold. The new notion of curvature for noncommutative
spaces contains an additional noncommutativity arising from the metric itself: the metric
coordinates do not commute with their derivatives. The so-called rearrangement lemma
defines the building blocks of such contribution. In more detail, on noncommutative tori
C∞(Tmθ ), metric tensor g = (g i j ) becomes the coefficient matrices A= (ki j ) ∈GLm (C∞(Tmθ ))
in Definition 2.1 appeared in the leading term of the underlying geometric operator P . Even
though we can assume that the entries ki j mutually commute, there is no control on the
commutativity when their derivatives are involved. As a result, except the Leibniz property,
many other basic formulas in calculus require upgrades. Let us look at a toy example: for a
derivation∇ and k ∈C∞(Tmθ ) invertible, we can use the Leibniz property to expand:
∇2k 3 = k 2(∇2k ) + (∇k )k 2+k (∇2k )k +2 [k (∇k )(∇k ) + (∇k )k (∇k ) + (∇k )(∇k )k ]
= k 2(1+y+y2)(∇2k ) +2k (1+y(1)+y(1)y(2))(∇k ⊗∇k ).(1.1)
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Compared to∇2k 3 = 2k 2(∇k ) +6k (∇k )(∇k ) for k and∇k commute, we see that general local
differential expressions L (k ,∇k ,∇2k , . . .) derived from the operator valued coordinate k involve
new coefficients: rearrangement operators (see §3.1, §3.2 for definitions), such as 1+y+y2 and
1+y(1)+y(1)y(2) appeared in Eq. (1.1) above, where y= k−1(·)k . A more interesting example is
the Duhamel’s formula for the derivative of the exponential of a self-adjoint h ∈C∞(Tmθ ):
∇(e h ) =
ˆ 1
0
e (1−s )h (∇h )e s h d s = e h exp(−ad h )−1−ad h (∇(h )), ad h = [h , ·].
What is universal behind the rearrangement operators is the spectral functions like 1+ y + y 2,
1+ y1+ y1 y2 and (e x −1)/x . It has been observed by Connes and Moscovici that the one variable
functions appeared in their work [CM14] show great resemblance to those in topology gener-
ating characteristic classes. In the conclusion of [CF19], it is pointed out that the functions
obtained in the paper seems familiar in transcendence theory. The author added hypergeo-
metric features [Liu18a, Liu18b] into the rearrangement lemma that concerns what kind of
functions shall arise in the pseudo-differential approach to the heat coefficients. It turns out
that the arguments in [Liu18a, Liu18b] can be adapted to handle the general situation involving
m×m operator-valued coordinates where m denotes the dimension. The key feature is that the
spectral functions are given by hypergeometric integrals. For non-experts of special functions,
“hypergeometric” refers to the property which sounds interesting from algebraic geometry
point of view: namely, the integrals (Eq. (3.18)) are constructed out of the combinatorial data
(cf. Eqs. (3.16) and (3.17)) of standard simplexes4n . In fact, for the diagonal case Fα(z )s1,...,sN
(Eq. (3.26)) and the conformal case Hα(z ;m ; j ) (Eq. (3.29)), the functions belong to a general
class of hypergeometric functions over Grassmannians [AK11, §3].
Back to the technical question raised at the beginning, we briefly outline the algorithm for
computing heat coefficients in §4.1-§4.3. The remaining sections §4.4-§4.5 are devoted to the
main results: the functional density of the V2-term (as in Eq. (2.7)). Several versions of the
explicit local expressions of v2(P ) are recorded. The first one (Theorem 4.5) is presented in
a compact form which has the merit for communicating the formulas. To get a precise and
detailed understanding of the notations, one should look at Theorems 4.7 and 4.8, in which
rearrangement operators Fα(A) are fully expanded into components. Despite the complexity of
the formulas, the result can be directly applied for all potential applications. At last, we examine,
in §4.5, a situation in which the coefficient matrix A is diagonal. By restricting to “eigenvalues”
of the general form, the simplified formulas make the underlying geometric features more
transparent, which is the next step of our exploration of curvature beyond conformal geometry.
In the last two sections, we focus on the Laplacian∆ϕ representing the simplified model
of conformal geometry studied in [Liu18a]. We are able to derive some functional relations
(cf. Corollary 5.6) by computing the associated V2-term in two ways based on the general
result in §4.5. The functions on two sides of the equations are quite different at the first
glance. The complete cancellation with each other yields strong support to the validation of
our calculation in §4. A notable feature of our computation in §6 is that, instead of invoking
the lengthy algebraic expressions, we present and manipulate the spectral functions through a
basis of functions consisting of the hypergeometric family and additional G(1)pow and G
(1,1)
pow (see
Lemma 5.3). The cancellation can be seen through the two features among the basis discussed
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in [Liu18b]: differential and recursive relations and the action of the variational operators
(especially the cyclic permutations Eq. (6.1)).
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2. PRELIMINARIES
2.1. Noncommutative m-tori C∞(Tmθ ). Let θ = (θi j ) ∈Mn×n (R) be a skew-symmetric matrix.
The smooth noncommutative m-torus C∞(Tmθ ) = (C∞(Tm ),×θ ) (viewed as smooth coordi-
nate functions on Tmθ ) is identical to C
∞(Tm ) as a topological vector space with a deformed
multination. Similar to the existence of Fourier expansion for functions on tori, the gener-
ators of C∞(Tmθ ) consists of m unitary elements: UsU ∗s = U ∗s Us = 1, s = 1, . . . , m and for
l¯ = (l1, . . . , lm ) ∈Zn , put
a l¯ U
l¯ := al1,...,lm U
l1
1 · · ·U lmm , a l¯ ∈C,(2.1)
then
C∞(Tmθ ) =
(∑
l¯∈Zn
a l¯ U
l¯ | a l¯ ∈ S(Z) is a Schwartz function in l¯ .
)
.
The deformed multiplication is given in terms of the generators:
UsUl = e
2piiθl s Ul Us , 1≤ s , l ≤m .
There exist a canonical trace ϕ0 : C
∞(Tmθ )→C taking the constant term of an element:
ϕ0
 ∑
l¯
a l¯ U
l¯
!
= a0.
We denote byH the corresponding GNS representation obtained by completing C∞(Tmθ )with
respect to the inner product 

f , f˜

:=ϕ0( f˜
∗ f ), ∀ f , f˜ ∈C∞(Tmθ ).(2.2)
The noncommutative m-torus C (Tmθ ) (playing the role of all continuous function on T
m
θ ) is
the C ∗-algebra C (Tmθ ) =C∞(Tmθ ) in which the completion is taken with respect to the operator
norm from the following representation: ρ : C∞(Tmθ )→ B (L 2(Tm )), with Tm ∼=Rm/(2piZ)m :
(ρ(Us ) f )(x ) := e
i xs f (x +piθ¯s ), ∀ f ∈ L 2(Tm ),(2.3)
where θ¯s is the s -column of θ .
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The differential calculus ( moreover pseudo-differential calculus) is built upon a C ∗-dynamical
system (C (Tmθ ),R
m ,σ). The actionσ is periodic, namely, a lift of a Tm action attached to the
Zm grading. In other words, U l¯ in Eq. (2.1) are the eigenvectors:
σr (U
l¯ ) = e i r ·l¯ U l¯ , r ∈Rm , l¯ ∈Zm .(2.4)
The representation ρ in Eq. (2.3) and the translation action ofRm
Vr ( f )(x ) := f (x + r ), r, x ∈Rm .
form a covariant representation of the C ∗-dynamical system: ρ(σr (T )) = V−rρ(T )Vr . The
smooth noncommutative torus C∞(Tmθ ) consists of exactly those smooth elements in the
C ∗-dynamical system, that is, all a ∈ C (T mθ ) such that r → σr (a ) is a smooth function in
r ∈Rm .
If we identify Rm ∼= Lie(Rm ), the Lie derivatives of the standard basis give rise to the basic
derivations {δl }ml=1 acting as −i∂xl on C∞(Tm ) regarding to the coordinate (x1, . . . , xm ). More
precisely, we have on the generators:
δl (Uj ) = 1i j Uj , 1≤ i , j ≤m .(2.5)
The basic derivations are the generators of the algebra of differential operators. In particular,
a second order differential operator is always of the form:
P =
∑
1≤s ,l≤m
ks lδsδl +
m∑
s=1
rsδs +p0,(2.6)
where the coefficients ks l , rs , p0 ∈C∞(Tmθ ). As in the commutative case, the ellipticity concerns
only the coefficients of the leading term:
Definition 2.1. The differential operator P : C∞(Tmθ )→ C∞(Tmθ ) given in Eq. (2.6) is called
elliptic if the coefficient matrix A= (ki j )1≤i , j≤m admit a self-adjoint log. Precisely, we require
that A= exp(log A)where the matrix log A= (hi j ) is symmetric with self-adjoint and mutually
commute entries:
hi j = h j i = h
∗
i j = h
∗
j i , [hi j , hs t ] = 0, 1≤ i , j , s , t ≤m .
As a consequence, A is positive invertible with mutually commute entries.
2.2. Spectral geometry. If P fulfills ellipticity above, Connes’s pseudo-differential calculus
implies that there exists a order one pseudo-differential operator Q such that P −Q ∗Q is of order
one. Arguments in Gilkey’s book [GT95] can be applied to show that P has discrete spectrum
contained in a conic region ofC. In our examples, the spectrum of P is contained in [c ,∞) for
some c ∈R. The heat operator can be defined via holomorphic functional calculus:
e −t P = 1
2pii
ˆ
C
e −tλ(P −λ)−1dλ,(2.7)
where C is a suitable contour winding around the spectrum of P .
Our primary interest is the spectral geometry of C∞(Tmθ ) in which P plays the role of a
geometric differential operator. In the conformal case on C∞(T2θ ) [LM16, CM14], P is modeled
on the Dolbeault Laplacian while on toric noncommutative manifolds C∞(Mθ ) [Liu17], P
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comes from the squared Dirac operator. On Tmθ , Even for noncommutative tori, the notion of
general metrics and the associated construction of P is still widely open. A recent proposal
of constructing Laplace-Beltrami operators can be found in [HP19]. Among the mentioned
examples, a common feature inherited from Riemann geometry is the property that the metric
tensor g = (g i j ) is implemented as the coefficient matrix A of the leading term while for lower
order terms, rs and p0 consist of the first and second derivatives of entries of A respectively.
Once the metric P is chosen, the corresponding local invariants can be extracted from the
small time asymptotic of the heat trace functional a → Tr(a e −t P ):
Tr(a e −t P )öt↘0
∞∑
j=0
t
j−m
2 Vj (a , P ), a ∈C∞(Tmθ ),(2.8)
where Tr is the operator trace with respect to the Hilbert space H defined in Eq. (2.2). Each
coefficient is absolutely continuous with respect to the canonical traceϕ0 with Radon-Nikodym
derivative v j (P ) ∈C∞(Tmθ ) (also referred as functional densities in the paper):
Vj (a , P ) =ϕ0
 
a v j (P )

, ∀a ∈C∞(Tmθ ).(2.9)
If P is the scalar Laplacian∆ on a closed Riemann manifold (M , g ), the invariants v j (∆) ∈
C∞(M ) are known as Minakshisundaram-Pleijel coefficients which can written, in principle, as
polynomial functions in the derivatives of metric tensor. In particular, the first non-trivial one
is v2(∆) = Sg /6 proportional to the scalar curvature function. It gives a geometric interpretation
to our main results in §4.4 as a model of the scalar curvature from the spectral geometry
perspective. The spectral paradigm has also been implemented in great detail, known as
spectral action principle, in the noncommutative geometry approach to standard model, see
[CM08, §11] for further references.
The pseudo-differential calculus is able to, not only establish the existence of the expansion,
but also provide a efficient algorithm for the computation of v j (P ). We shall see in later sections
that they can be written as finite sums of differential expressions in the coefficients of P : ks l , rs
and p0. Nevertheless, the length of of v j (P ) grows substantially as j going up, cf. [CF19] for an
impression of the complexity of V4-term even in the conformal case. Sum up, a challenging task
in the spectral geometry is to explore universal structures behind the intimidating differential
expressions, so that further applications, such as related variational problems, can be carried
out.
3. HYPERGEOMETRIC FUNCTIONS IN THE REARRANGEMENT LEMMA
3.1. Continuous functional calculus. Let A be a unital commutative C ∗-algebra andMA be
the spectrum (the space of maximal ideals). The Gelfand-Naimark theorem asserts that A is
isomorphic to the C ∗-algebras of continuous functions onMA . We denote the ∗-isomorphism
(the inverse of the Gelfand map), by:
Ψ : C (MA)→ A.(3.1)
Let a¯ = (a1, . . . , a J ) be a tuple of mutually commutative self-adjoint elements in A. They
generate a commutative unital C ∗-algebra C (1, a¯ )⊂ A whose spectrumM can be identified
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with a compact subset inRJ :
M⊂
n∏
j=1
Xa j ⊂RJ , m ∈M→
 
Ψ−1a¯ (a1)(m), . . . ,Ψ−1a¯ (a J )(m)

,(3.2)
whereΨ−1a¯ : C (1, a¯ )→C (M ) is the Gelfand map and the evaluationΨ−1a¯ (a j )(m) belongs to the
spectrum Xa j of a j , 1≤ j ≤ J . For any f (x¯ ) ∈C (M), we have several notations for the functional
calculus:
f (a1, . . . , a J ) :=
ˆ
M
f (x¯ )d E a¯ (x¯ ) :=Ψa¯ ( f ) ∈C (1, a¯ ),
where d E a¯ and the mapΨa¯ are both referred to as the spectral measure when no confusion
arises. In the case of J = 1 with a normal element, that is, a¯ = (a1) with [a1, a ∗1] = 0, the C ∗-
algebra C (1, a1) is well-defined and the space of maximal ideals is identical to the spectrum:
M ∼= Xa1 ⊂C.
3.2. Smooth functional calculus. Let A be a unital C ∗-algebra as before. We shall briefly review
the construction in [Les17, §3]. Consider the (algebraic) contraction map · : A⊗n+1×A⊗n → A,
on elementary tensors, it reads:
(a0⊗ · · ·⊗an ) · (ρ1⊗ · · ·⊗ρn ) = a0ρ1a1 · · ·ρn an .(3.3)
It makes elements of A⊗n+1 into linear operators from A⊗n to A. We denote the induced map by
ι : A⊗n+1→ L (A⊗n , A).(3.4)
For any a ∈ A, for 0≤ j ≤ n , depending on the context, we denote by a ( j ) either the elementary
tensor
a ( j ) := 1⊗ · · ·⊗a ⊗ · · ·⊗1, a occurs at the j -the factor,(3.5)
or the operator
a ( j ) := ι(1⊗ · · ·⊗a ⊗ · · ·⊗1) ∈ L (A⊗n , A).(3.6)
The left and right multiplications correspond to a (0), a (1) ∈ L (A, A). Generally, the superscript
( j ) simply indicates that, the multiplication occurs at the j -slot of elementary tensors in A⊗n .
For self-adjoint a = a ∗ ∈ A and k = e a , we put xa =−ada = [·, a ] and ya =Adk−1 = k−1(·)k , then
the associated lifted operators in L (A⊗n , A) are given by:
x( j )a =−a ( j−1)+a ( j ), y( j )a = k ( j−1)k ( j ) = e x( j ) , 1≤ j ≤ n ,(3.7)
in which the superscript ( j ) indicates the commutator or conjugation operator acts only on the
j -th factor on elementary tensors. We shall make use of the inverse of the relations in Eq. (3.7)
in later sections:
a ( j ) =−a (0)+x(1)a + · · ·+x( j )a , k ( j ) = (k (0))−1y(1)a · · ·y( j )a , 1≤ j ≤ n ,(3.8)
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The functional calculus requires different completions of the algebraic tensor products of A.
The projective tensor product A⊗γn is the norm completion with respect to
‖a‖γ := inf
∑
s
α(s )0  · · ·α(s )n  ,
where the infimum runs over all possible decomposition of a as elementary tensors a =
∑
s α
(s )
0 ⊗
· · ·⊗α(s )n . The signature property of the projective tensor product is that the multiplication map:
m : A⊗n → A extends continuously. In particular, the algebraic map defined in Eq. (3.4) induces
a continuous map
ι : A⊗γn+1→ Lcont(A⊗γn , A).(3.9)
Now let us consider a tuple of mutually commuting self-adjoint elements a¯ = (a1, . . . , a J )with
spectra Xa j , 1≤ j ≤ J . As in Eq. (3.2), the space of maximal idealsMa¯ of C (1, a¯ ) is a subset of∏J
j=1 Xa j ⊂RJ . Now let U ⊂RJ be an open subset containingMa¯ . Followed by the restriction
map C∞(U )→C (Ma¯ ), the continuous functional calculusΨa¯ in Eq. (3.1) leads to a map,
ΨU : C
∞(U )→C (1, a¯ ), f ∈C∞(U )→ f (a1, . . . , a J ) :=Ψa¯ ( f |Ma¯ ).
The smooth functional calculus relies on the nuclearity of the Fréchet topology of C∞(U ),
which states that the projective ⊗γ and injective ⊗" tensor product agree and they are both
isomorphic to the smooth functions on the Cartesian product:
C∞(U )⊗γn+1 ∼=C∞(U n+1)∼=C∞(U )⊗"n+1.
The injective side allows us to approximate multivariable functions f (x0, . . . , xn ) by those of the
form of separating variables. More precisely, the algebraic map C∞(U )⊗n+1→C∞(U n+1):
f0⊗ · · ·⊗ fn → f , with f (x0, . . . , xn ) := f0(x0) · · · fn (xn )
extends by continuity to an isomorphism of C∞(U )⊗"n+1→C∞(U n+1). The projective feature
implies that, after the projective completion, the algebraic map
Ψ⊗n+1U : C∞(U )⊗n+1→ A⊗n+1 : f0⊗ · · ·⊗ fn → f0(a¯ )⊗ · · ·⊗ fn (a¯ )
induces a continuous map
Ψγ : C
∞(U n+1)→ A⊗γn+1.(3.10)
As in Eq. (3.6), we denote a¯ ( j ) = (a ( j )1 , . . . , a
( j )
J ) and a= (a
( j )
i )J×n , with 1≤ i ≤ J and 0≤ j ≤ n . The
operators a
( j )
i ∈ L (A⊗n , A) defined in Eq. (3.6) are the images of the coordinate functions under
the functional calculus:
(ι ◦Ψγ)(u ( j )i ) = a ( j )i .(3.11)
where u¯ = (u¯ (1), . . . , u¯ (n )) ∈U n+1 ⊂RJ×n , with u¯ ( j ) = (u ( j )1 , . . . , u ( j )J ).
Definition 3.1 (Smooth functional calculus). Keep the notations as above. For any f ∈C∞(U n+1),
we define the smooth functional calculus in the following way:
f (a) = f (a¯ (0), . . . , a¯ (n )) := (ι ◦Ψγ)( f ) ∈ Lcont(A⊗γn , A),
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where ι andΨγ are defined in Eqs. (3.9) and (3.10) respectively.
Proposition 3.1. Consider functions given via integral representations:
f (u¯ ) =
ˆ
B
F (p , u¯ )dµp
where (B,µ) is a Borel space and F (p , u ) : B×U n+1 → C is continuous in p and smooth in u¯.
With the integrability condition: for any compact set K ⊂U n+1 and multiindex α,ˆ
B
sup
u¯∈K
∂ αu¯ F (p , u¯ )dµp <∞,(3.12)
we have the Fubini type result
f (a¯ (0), . . . , a¯ (n )) :=Ψγ
ˆ
B
F (p , ·)dµp

=
ˆ
B
Ψγ
 
F (p , ·)dµp ,(3.13)
where the last integral is a Bochner one taking values in A⊗γn+1.
Proof. The integrability for all derivatives shown in Eq. (3.12) implies the converges of the
integral
´
B F (p , ·)dµp with respect to the Fréchet topology of C∞(U n+1), so that f (u¯ ) is smooth
in u¯ . We refer to [Les17, Theorem 3.4] for more details. 
The integral form mentioned in the proposition above leads to a more elementary construc-
tion of the functional calculus making use of Fourier transform. For any f ∈C∞(U n+1), taking
any extension f˜ ∈ S (RJ×(n+1)) to a Schwartz function so that it can be written as a Fourier
transform, with u¯= (u ( j )l ) and ξ= (ξ
( j )
l ) , 1≤ l ≤ J and 0≤ j ≤ n :
f˜ (u¯) =
ˆ
RJ⊗(n+1)
( f˜ )∨(ξ)exp
 ∑
l , j
iξ
( j )
i u
( j )
i
!
dξ,
where ( f˜ )∨ denotes the normalized Fourier transform. Now we are ready to define the Schwartz
functional calculus
ΨS :S (Rn )→ L (A⊗n , A) : f →ΨS ( f ) := fS (a (0), . . . , a (n )).
by substituting u
( j )
i → a ( j )i into the integral form above. More precisely, we have, on elementary
tensors:
fS (a¯ )(ρ1⊗ · · ·⊗ρn )(3.14)
=
ˆ
RJ⊗(n+1)
( f˜ )∨(ξ)exp
 ∑
l , j
iξ
( j )
i u
( j )
i
! 
ρ1⊗ · · ·⊗ρn dξ,
=
ˆ
RJ⊗(n+1)
( f˜ )∨(ξ)

e i
∑J
l=1ξ
(0)
l alρ1e
i
∑J
l=1ξ
(1)
l al · · ·ρn e i
∑J
l=1ξ
(n )
l al

dξ.
Finally, following the substitution in Eq. (3.7), we obtain the corresponding functional cal-
culus for the commutator and conjugation operators given in Eq. (3.7): {x( j ′)ai , y( j
′)
ai } ⊂ L (A⊗n , A),
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with 1≤ i ≤ J and 1≤ j ′ ≤ n . In more detail, let u¯ = (u ( j )i )J×(n+1) be the coordinate function in
Eq. (3.11), we denote matrices, viewed as maps:
x¯ := x¯(u¯) = (x ( j
′)
i )J×n , y¯ := x¯(u¯) = (y
( j ′)
i )J×n : U n+1 ⊂RJ×(n+1)→RJ⊗n ,
in which the entries come from the change of variables in Eq. (3.7):
x
( j ′)
i := x
( j ′)
i (u¯) =−u ( j
′−1)
i +u
( j ′)
i , y
( j ′)
i := y
( j ′)
i (u¯) = e
−u ( j ′−1)i e u
( j ′)
i , 1≤ i ≤ J , 1≤ j ′ ≤ n .
Let x¯= (x( j
′)
ai ) and y¯= (y
( j ′)
ai ), we define
fS ((x¯)) := ( f ◦ x¯)S (a) , fS  (y¯) := ( f ◦ y¯)S (a) ,(3.15)
whenever the right hand sides make sense as Schwartz functional calculus (cf. Eq. (3.14)) in
a= (a¯ (0), . . . , a¯ (n )).
3.3. Hypergeometric integrals for the rearrangement lemma. We now describe the spec-
tral functions required in the rearrangement lemma (Proposition 4.4). For a multiindex α=
(α0,α1, . . . ,αn ) ∈Zn+1>0 and a point u = (u1, . . . , un ) ∈4n in the standard n-simplex:
4n =
¨
n∑
1
u j ≤ 1, u1 ≥ 0, . . . , un ≥ 0
«
⊂Rn ,
we set:
ωα(u ) =

n∏
1
Γ(αl )
−1
1−
n∑
1
ul
α0−1 n∏
1
uαl−1l

(3.16)
where Γ(z ) is the standard Gamma function. Observe that ωα(u ) couples all the boundary
hyperplanes of the standard n-simplex4n with the indexα in a multiplicative fashion. Similarly,
for a tuple A¯ = (A0, . . . , An ) of positive invertible m ×m matrices, we denote
Bn (A¯, u ) = A0(1−
n∑
1
ul ) +
n∑
1
Al ul = A0(1−
n∑
1
Zl ul ) ∈Mm×m (R),(3.17)
where, in the last equal sign, we have substituted, Al = A0Y1 · · ·Yl with Yl = A−1l−1Al , so that
Zl = 1−A−10 Al = 1−Y1 · · ·Yl , 1≤ l ≤ n .
By assembling the notations together with ξ = (ξ1, . . . ,ξm ) ∈ Rm , we introduce a family of
hypergeometric integrals as below:
Fα(A¯,ξ) =
ˆ
4n
ωα(u )
(2pi)m/2Æ
det Bn (A¯, u )
exp
 
1
4
∑
1≤i , j≤n
(Bn (A¯, u ))i jξiξ j
!
d u .(3.18)
Let us apply the functional calculus in §3.2 to the hypergeometric family given above. The
J -tuple (with J =m 2) of commuting elements comes from the entries of the coefficient matrix
A= (ki j ) ∈GLm (C∞(Tmθ )) of the leading term of the differential operator P in Eq. (2.6). It gives
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rise to A¯= (A(1), . . . , A(n ))with A(l ) = (k (l )i j ), l = 0, . . . , n , where k
(l )
i j ∈ L (C∞(Tmθ )⊗n , C∞(Tmθ )) as in
Eq. (3.6). Furthermore, matrix in Eq. (3.17) becomes
Bn (u ) :=Bn (u , A¯) =A
(0)(1−
n∑
1
ul ) +
n∑
1
A(l )ul =A
(0)(1−
n∑
1
Zl ul )(3.19)
with A(l ) =A(0)Y(1) · · ·Y(l ) and Y(l ) = (y(l )i j ) = (A(l−1))−1A(l ) so that:
Z(l ) = (z(l )i j ) = 1− (A(0))−1A(l ) = 1−Y(1) · · ·Y(l ), l = 1, . . . , n .(3.20)
Finally, we are ready to describe the generalization of the rearrangement operators appeared
in the conformal setting. They are formal differential operators acting on the algebra of polyno-
mial symbols C∞(Tmθ )[ξ]. By setting A¯→ A¯ and ξ→ ∂ξ in Eq. (3.18), we obtain
Fα(A) := Fα(A¯,∂ξ) : (C
∞(Tmθ )[ξ])⊗n →C∞(Tmθ )[ξ].
In fact, we need Fα(A)|ξ=0 : (C∞(Tmθ )[ξ])⊗n →C∞(Tmθ )with the evaluation map |ξ=0 : C∞(Tmθ )[ξ]→
C∞(Tmθ ):
Fα(A) =
ˆ
4n
ωα(u )
(2pi)m/2p
det Bn (u )
exp
 
1
4
∑
1≤i , j≤n
(B−1n (u ))i j ∂ξi ∂ξ j
!
d u .(3.21)
Since the domain involves only polynomial symbols (in ξ), the exponential of differential
operators make sense as the power series:
exp
 ∑
i j
B−1i j ∂ξi ∂ξ j
!
=
∞∑
N=1
1
N !
 ∑
i j
B−1i j ∂ξi ∂ξ j
!N
=
∞∑
N=1
1
N !
∑
l1,...,l2N

B−1l1l2∂ξl1∂ξl2
 · · ·B−1l2N−1l2N ∂ξl2N−1∂ξl2N  ,
where i , j and l ’s are summed over 1 to m . In practice, we often have to expand Fα(A) into
components:
Fα(A) =
∞∑
N=1
∑
l1,...,l2N
Fα(A)(l1l2)···(l2N−1l2N )∂ξl1 · · ·∂ξl2N(3.22)
with Fα(A)(l1l2)···(l2N−1l2N ) : C∞(Tmθ )⊗n →C∞(Tmθ ):
Fα(A)(l1l2)···(l2N−1l2N ) =
1
4N N !
ˆ
4n
ωα(u )
(2pi)m/2p
det Bn (u )
B−1n (u )l1l2 · · ·B−1n (u )l2N−1l2N d u ,
Fα(A); =
1
4N N !
ˆ
4n
ωα(u )
(2pi)m/2p
det Bn (u )
d u , for N = 0.
(3.23)
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Since B :=Bn (u ) is symmetric and has mutually commuting entries, the inverse can be com-
puted from the adjugate matrix1 EB of B, which is also symmetric:
(B)−1 = (det B)−1EB, (EB)i j = (EB)Ti j = ∂Bi j (det B).
As a result, we can replace the inverse in Eq. (3.23) by derivatives of the determinant:
Fα(A)(l1l2)···(l2N−1l2N )
=
(2pi)m/2
4N N !
ˆ
4n
ωα(u )

(det B)−N−1/2

∂Bl1l2 (det B) · · ·∂Bl2N−1l2N (det B)
 
(u ,n )
d u .
We remind the reader three parameters m , n and N which has been frequently used in the
construction of Fα(A) above:
(1) m denotes the dimension of the noncommutative tori. It determines the length of
ξ ∈Rm and the dimensions of the matrices such as: A( j ), Y( j ), Z( j ) and B(u , n ).
(2) n comes from the length of α: for α ∈ Zn+1≥1 , Fα(A) acts on A⊗n and the integration is
taken over the standard n-simplex: u ∈4n .
(3) N appears when expanding the formal differential operator Fα(A) (in ξ) in Eq. (3.22). In
applications, N is subject to a relation Eq. (3.28).
3.4. The diagonal case. We now assume that A = diag(k11, . . . , kmm ) is diagonal, that is the
leading symbol reads p2(ξ) =
∑m
s=1 ksξ
2
s with abbreviation ks := ks s . All the matrices defined in
the previous section are diagonal: {A(l )}nl=0, {Y(l )}nl=1, {Z(l )}nl=1, and Bn (u ). For s = 1, . . . , m :
(A(l ))s s = k
(l )
s , (Y
(l ))s s = y
(l )
s = (k
(l−1)
s )
−1k (l )s , (Z(l ))s s = z(l )s = 1−y(1)s · · ·y(l )s ,(3.24)
and for u = (u1, . . . , un )
(Bn )s s (u ) = k
(0)
s (1−
n∑
l=1
z(l )s ul ).
Therefore the components of Fα(A) are “diagonal” in the sense that
Fα(A)(l1l2)···(l2N−1l2N ) = (1l1l2 · · ·1l2N−1l2N )Fα(A)(l2l2)···(l2N l2N ),
where 1i j is the (i , j )-entry of the identity matrix. The components of Fα(A) can be written as
a product in which the first factor collects the contribution from the the left multiplications
(entries of A :=A(0)), while the second factor consists of the action of the conjugation operators
generated by Z(l ) or Y(l ):
Fα(A)(s1s1)···(sN sN ) =
1
4N N !
det(A)− 12

N∏
l=1
ksl
−1
Fα(z)s1,...,sN(3.25)
1 The transpose of the cofactor matrix.
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where z denotes the matrix z = (z(l )j ), 1 ≤ j ≤ m and 1 ≤ l ≤ n . The spectral functions of
Fα(z)s1,...,sN are of m ×n variables: z := z (m , n ) = (z (l )j ), with 1≤ j ≤m and 1≤ l ≤ n :
Fα(z )(s1,...,sN ) = (2pi)
m
2
ˆ
4n
ωα(u )(det Zn (z , u ))
− 12

N∏
l=1
Zn (z , u )sl sl
−1
d u ,(3.26)
where Zn (z , u )sl sl is the sl -th diagonal entry of the m ×m matrix:
Zn (z , u ) = diag(1−
n∑
l=1
z (l )1 ul , · · · , 1−
n∑
l=1
z (l )m ul ).
When N = 0,
Fα(z ); = (2pi)
m
2
ˆ
4n
ωα(u )(det Zn (z , u ))
− 12 d u .
3.5. The conformal case. We now further assume that k = k1 = · · ·= km , that is, there is only
one noncommutative coordinate k ∈ C∞(Tmθ ) positive and invertible and A = k I is a scalar
matrix. The z-variables in Eq. (3.24) becomes: Z(l ) = z(l )I with y= k−1(·)k and
z(1) = 1−y, z(2) = 1−y(1)y(2), · · · , z(n ) = 1−y(1) · · ·y(n ).
With z (l )1 = · · ·= z (l )m = z (l ), the integrand of in Eq. (3.26) is reduced to:
(det Zn (z , u ))
− 12

N∏
l=1
Zn (z , u )sl sl
−1
=

1−
n∑
l=1
z (l )ul
−m2 −N
.
The components Fα(z)(s1,...,sN ) are all identical, in other words, only the length N matters. In
later computation, Fα(A) turns up when integrating the resolvent approximations {b j (ξ,λ)}∞j=0
(cf. §4.2). Each b j (ξ,λ) is of of degree − j −2 (in ξ) and consists of summands of the form
b α00 ρ1b
α1
0 · · ·ρn b αn0 = (b (0)0 )α0 · · · (b (n )0 )αn ·
 
ρ1⊗ · · ·⊗ρn (3.27)
which contributes to a term Fα(A)(ρ1 ⊗ · · · ⊗ρn ) in the final result of the heat coefficient. In
Eq. (3.27), b0 = (p2(ξ)−λ)−1 is of degree−2 in ξ, whileρ1(ξ)⊗· · ·⊗ρn (ξ) is of degree 2N 2. Hence
N , α and j are subjected to the condition:
−2(
n∑
s=0
αs ) +2N =− j −2, or N =
n∑
s=0
αs − j /2−1.(3.28)
Let z¯ = (z (1), . . . , z (n )), α= (α1, . . . ,αn ), all the functions Fα((z
( j )
l ))s1,...,sN in Eq. (3.26) are equal to
Hα(z¯ ; m ; j ) = (2pi)
m
2
ˆ
4n
ωα(u )

1−
n∑
l=1
z (l )ul
−m2 −∑ns=0αs+ j /2+1
d u .(3.29)
2If ρ1(ξ)⊗ · · · ⊗ρn (ξ) is of odd degree in ξ, it automatically killed by Fα(A)|ξ=0 according to Eq. (3.22). This
observations also explains the vanishing of all odd heat coefficients.
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We set a default value for j : Hα(z¯ ;m ) :=Hα(z¯ ; m ;2)when dealing with the second heat coeffi-
cient. Compared to the hypergeometric family Hα(~z ; m ) used in [Liu18a, Liu18b], we have
Hα(~z ; m ) =
(2pi)m/2
Γ(d (α, m ))
Hα(~z ; m ) =Cm
Γ(m/2)
Γ(d (α, m ))
Hα(~z ; m ),(3.30)
whereα= (α0, . . . ,αn ), and d (α, m ) := d (α, 2, m )with d (α, j , m ) =
∑n
0 αl +m/2− j . The constant
Cm is the overall factor used in [Liu18a, Liu18b]:
Cm = 2
m/2 pi
m/2
Γ(m/2)
= 2m/2−1vol(Sm−1).(3.31)
4. HEAT COEFFICIENTS VIA PSEUDO-DIFFERENTIAL CALCULUS
We assume, in the section, the reader’s acquaintance with Connes’s pseudo-differential
calculus attached to a C ∗-dynamical system see [Con80] and [Baa88a, Baa88b]. In recent
papers, [HLP19a, HLP19b] give detailed discussions on on pseudo-differential operators on
arbitrary noncommutative tori and [LM16, LM19] deal with pseudo-differential calculus acting
on Heisenberg modules. The author
We only consider (pseudo-differential) operators acting on functions. Without extra indica-
tion, P : C∞(Tmθ )→C∞(Tmθ )will always denote an elliptic self-adjoint second order differential
operator of the form in Eq. (2.6) whose coefficient matrix A of the lead term fulfills the condi-
tions in Definition 2.1. We would like to outline the computation of the heat coefficients in the
small time asymptotic of Tr(a e −t P ) in Eq. (2.8) with special focus on the V2-term.
4.1. Symbol calculus. The space of parametric symbols is contained in p (ξ,λ) ∈ C∞(Rm ×
Λ, C∞(Tmθ )), the analog of functions on the cotangent bundle of Tmθ , where the domain of the
resolvent parameter Λ⊂C is a conic subset. We will encounter only homogeneous symbols
in the paper, on which the filtration (or the graded structure) is reflected on the homogeneity
condition: a degree d symbol satisfies, with d ∈R,
p (cξ,
p
cλ) = c d p (ξ,λ), ∀c > 0.(4.1)
Notice thatλ is treated as a degree two symbol since the elliptic operator in question is of second
order. The key ingredient of the symbolic calculus is the formal star product ? represents the
symbol of the composition of two pseudo-differential operators P and Q :
σ(PQ ) = p ?q ö
∞∑
j=0
a j (p , q ), p =σ(P ), q =σ(Q ),(4.2)
where a j (·, ·) are bi-differential operators lowering the total degree by j .
To incorporate the notations in [Liu18c, Liu17], we put
∇ j =−iδ j : C∞(Rm , C∞(Tmθ ))→C∞(Rm , C∞(Tmθ ))
which are the horizontal covariant differentials if we think C∞(Rm , C∞(Tmθ )) as the smooth
functions on the cotangent space of Tmθ . The vertical differentials D is simply the derivatives in
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ξ ∈Rm : Ds = ∂ξs . Notations, for higher derivatives, such as:
(D 2p )s t =D
2
s t p := ∂ξs ∂ξt p , (∇2p )s t =∇2s t p :=∇s∇t (p ) =−δsδt (p )
are freely used in later calculations. In particular,the bi-differential operators in the ?-product
(Eq. (4.2)) are given by:
a j (p , q ) =
(−i ) j
j !
(D j p )(∇ j q ) := (−i ) j
j !
∑
1≤l1,...,l j≤m
(D j p )l1···l j (∇ j p )l1···l j ,(4.3)
where (D j p )(∇ j q ) is the contraction of two rank j tensor: contravariant D j p and covariant
∇ j q respectively. Of course, the multiplication among the summands is the one induced from
C∞(Tmθ ).
For differential operators, computation of symbols is similar to the classical counterpart. In
detail, they are polynomials in ξ constructed on generators in the following way: for the basic
derivations {δ j }mj=1 and coordinate functions f ∈C∞(Tmθ ) (via left-multiplication), we have:
σ(∇ j ) =σ(−iδ j ) =−iξ j , σ( f ) = f .
The rest is determined via the ?-product Eq. (4.2), which is a finite sum when p , q are polyno-
mials in ξ.
4.2. Resolvent approximation. Let P be such an elliptic operator in of the form in Eq. (2.6)
with the heat operator given in Eq. (2.7) via holomorphic functional calculus which suggests that
one shall start with the resolvent (P −λ)−1. We write the symbolσ(P −λ) = p2(ξ,λ) +p1(ξ) +p0,
so that pl is homogeneous of degree (cf. Eq. (4.1)) l , l = 0, 1, 2. Note that the resolvent parameter
λ is grouped with the leading terms p2(ξ,λ) = p2(ξ)−λ as they are both of degree 2. We assume
formallyσ((P −λ)−1)∼∑∞j=0 b j (ξ,λ)with b j of degree −2− j . The inverse is taken with respect
to the ?-product:
(b0+ b1+ · · · ) ?σ(P ) =
∑
0≤ j ,r≤∞
2∑
l=0
a j (br , pl )∼ 1.
We compare two sides according to the homogeneity. Since summand a j (br , pl ) is of degree
l −2− r − j , we get, by collecting terms of degree i = 0,−1,−2, . . .:
a0(b0, p2) = 1,(4.4)
2∑
l=0
N∑
r=0
al−2−r+N (br , pl ) = 0, N = 1, 2, . . . .(4.5)
Since a0(p , q ) = p q , the first approximation b0 is simply the resolvent of the leading symbol p2:
b0 = (p2(ξ,λ))−1 = (p2(ξ)−λ)−1, where the inverse is taken in C∞(Rm , C∞(Tmθ )), ∀ξ 6= 0 whose
existence is provided by the ellipticity of P . By solving equation in Eq. (4.5) one by one (for
N = 1, 2, . . .), we obtain the recursive formulas of bN :
bN =

2∑
l=0
N−1∑
r=0
al−2−r+N (br , pl )

(−b0).(4.6)
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For example, the first two terms are given by:
b1 = [a0
 
b0, p1

+a1
 
b0, p2

](−b0)(4.7)
b2 = [a0
 
b0, p0

+a0
 
b1, p1

+a1
 
b0, p1

+a1
 
b1, p2

+a2
 
b0, p2

](−b0),(4.8)
with
a0(p , q ) = p q , a1(p , q ) =−i (D p )(∇q ), a2(p , q ) =−12 (D
2p )(∇2q ).(4.9)
By carefully expand the right hand sides of Eqs. (4.7) and (4.8) according to Eq. (4.9), we get
b2 = (b2)I+ (b2)II,
where the terms are grouped apropos to the number of b0-factors. Here is part I:
(b2)I =−12 b
2
0 (D
2
s t p2) · (∇2s t p2)b0+ b 30 (Ds p2) · (Dt p2) · (∇2s t p2)b0
− i b 20 (Ds p2)(∇s p1)b0− b0(p0)b0,
(4.10)
and then part II:
(b2)II = b
2
0 (Ds p2)(Dt (∇s p2))b0(∇t p2)b0− b 20 (Ds p2)(∇s p2)b 20 (Dt p2)(∇t p2)b0
+ b 20 (D
2
s t p2)(∇s p2)b0(∇t p2)b0−2b 30 (Ds p2)(Dt p2)(∇s p2)b0(∇t p2)b0
+ i b 20 (Ds p2)(∇s p2)b0(p1)b0− i b0(Ds p1)b0(∇s p2)b0+ i b0(p1)b 20 (Ds p2)(∇s p2)b0
+ b0(p1)b0(p1)b0,
(4.11)
where summations are taken over repeated indices s , t from 1 to m .
4.3. Rearrangement lemma. The resolvent approximation {b j }∞j=0 determines the heat coef-
ficients in the following way.
Proposition 4.1. In the light of Eq. (2.7), the heat coefficient v j (P ), j = 0,1,2, . . ., is completely
determined by b j in the following way:
v j (P ) =
1
2pii
ˆ
Rm
ˆ
C
e −λb j (ξ,λ)dλdξ.(4.12)
Proof. This is a standard result in pseudo-differential calculus. One first establishes a trace
formula linking the operator trace of a pseudo-differential operator with its symbol (cf. [Wid78,
Theorem 5.7] for instance) and then follows the argument in [GT95, §1.8] to reach the heat
coefficients. 
Similar to the b2-term given in Eqs. (4.10) and (4.11), we have, in general, that b j consists of
finite sums of the form:
b j =
∑
b α00 ρ1b
α1
0 · · ·ρn b αn0 :=
∑
(b (0)0 )
α0 · · · (b (n )0 )αn ·
 
ρ1⊗ · · ·⊗ρn  ,(4.13)
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where the ρ’s are the derivatives of pj , j = 2,1,0, which are polynomial in ξ and have no
dependence on λ. Therefore we factor out the ρ’s by making used of the notations in Eq. (3.6)
which leads to the rearrangement operator from C∞(Tmθ )[ξ]⊗n to C∞(Tmθ ):
ρ1⊗ · · ·⊗ρn → 12pii
ˆ
Rm
ˆ
C
e −λ((b (0)0 )α0 · · · (b (n )0 )αn )dλ
 
ρ1⊗ · · ·⊗ρn dξ.
The rearrangement lemma (Proposition 4.4) asserts that it is exactly the operator Fα(A)

ξ=0
described in Eq. (3.21), where A= (ki j ) ∈GLm (C∞(Tmθ )) is the coefficient matrix of p2(ξ).
We first deal with the contour integral in Eq. (4.12), for which the origin is no longer a
singularity3. We fix C to be the imaginary axis λ= i x , with x ∈R oriented from −∞ to∞. By
replacing b j with the summands shown in Eq. (4.13), we have arrived at the integral in Eq. (4.14),
which turns out to be an hypergeometric integral (Eq. (4.15)).
Lemma 4.2. Let A = (A0, . . . , An ) ∈Rn+1, l0, . . . , ln ∈N+, denote
Gl0,...,ln (A) =
1
2pi
ˆ ∞
−∞
e −i x (A0− i x )−l0 · · · (An − i x )−ln d x(4.14)
Then Gl0,...,ln (A) is equal to the following confluent type hypergeometric integral:
Gl0,...,ln (A)
=

n∏
0
Γ(l j )
−1ˆ
4n
(1−
n∑
1
u j )
l0−1

n∏
0
u
l j−1
j

e −(A0(1−
∑n
1 ul )+
∑n
1 Al ul )d u1 · · ·d un
=
ˆ
4n
ωl (u )e
−(A0(1−∑n1 ul )+∑n1 Al ul )d u(4.15)
where4n = {∑n1 u j ≤ 1, u1 ≥ 0, . . . , un ≥ 0} ⊂Rn is the standard simplex andωl (u ) is defined in
Eq. (3.16).
Proof. We begin with rewriting each (A j − i x )−l j , j = 0, . . . , n as a Mellin transform:
(A j − i x )−l j = 1Γ(l j )
ˆ ∞
0
s
l j−1
j e
−(A j−i x )s j d s j
3compared to the one in Eq. (2.7), in which the elliptic operator P might have non-trivial kernel
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so that Gl0,...,ln (A) becomes:
n∏
0
Γ(l j )

Gl0,...,ln (A)
=
1
2pi
ˆ ∞
−∞
ˆ
[0,∞)n+1
e (
∑n
0 s j−1)i x
n∏
0

s
l j−1
j e
−A j s j

d s0 · · ·d sn d x
=
ˆ
[0,∞)n
1
2pi
ˆ
R
ˆ ∞∑n
1 u j−1
e u0i x (u0+1−
n∑
1
u j )
−l0−1e −A0(u0+1−
∑n
1 u j )
n∏
0

u
l j−1
j e
−A j u j

d u0d x (d u1 · · ·d un ),
where the last line is obtained by the substitution:
u0 =
n∑
0
s j −1, u1 = s1, . . . , un = sn .
We denote
f (u0, . . . , un ) = (u0+1−
n∑
1
u j )
−l0−1e −A0(u0+1−
∑n
1 u j )
n∏
0

u
l j−1
j e
−A j u j

and view it as a function in u0. Set f˜ (u0) = 1{u0≥∑n1 u j−1}(u0) f (u0, . . . , un ), where 1{u0≥∑n1 u j−1}(u0)
is the characteristic function in u0 of the set {u0 ≥∑n1 u j−1} ⊂R. The Fourier inversion theorem
with respect to d u0d x gives:ˆ
R
ˆ ∞∑n
1 u j−1
e u0i x (u0+1−
n∑
1
u j )
−l0−1e −A0(u0+1−
∑n
1 u j )
n∏
0

u
l j−1
j e
−A j u j

d u0d x
=
ˆ
R
ˆ ∞∑n
1 u j−1
e u0i x f (u0, . . . , un )d u0d x =
ˆ
R
ˆ
R
e u0i x f˜ (u0, . . . , un )d u0d x
= f˜ (0, u1, . . . , un ) = f (0, u1, . . . , un )1{∑n1 u j≤1}(u1, . . . , un ).
We conclude the proof by observing that f (0, u1, . . . , un ) is exactly the integral (including the
factor e −A0 ) appeared on the right hand side of (4.14) and4n = [0,∞)n ∩{∑n1 u j ≤ 1}. 
The next step is the integration in ξ in Eq. (4.12), which will be handled by the well-known
Gaussian integral for polynomials.
Lemma 4.3 (Gaussian Integral). Let f (ξ) be a polynomial in ξ= (ξ1, . . . ,ξm ) and B = (Bi j ) be a
symmetric positive-definite m ×m matrix with the inverse denoted by (B−1)i j , then
ˆ
Rm
e −
∑
1≤i , j≤m Bi jξiξ j f (ξ)dξ=
(2pi)m/2p
det B
exp
 
1
4
∑
1≤i , j≤m
(B−1)i j ∂ξi ∂ξ j
!
f (ξ)

ξ=0
where the exponential over differential operators is interpreted as power series.
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Consider the elliptic operator P given in Eq. (2.6) with leading symbol p2(ξ) =
∑m
s ,t=1 ks t ξsξt .
Denote by A = (ki j )m×m the coefficient matrix and put A(l ) = (k (l )i j ), l = 1, . . . , n . For each
u = (u0, . . . , un ) ∈4n ⊂Rn in the standard simplex, let Bn (u ) be the coupled matrix defined in
Eq. (3.19):
Bn (u ) =A
(0)(1−
n∑
1
ul ) +
n∑
1
A(l )ul =A
(0)(1−
n∑
1
Z(l )ul ).
Proposition 4.4. Let α = (α0, . . . ,αn ) ∈ Rn+1>0 , and ρ1 := ρ1(ξ), . . . ,ρn := ρn (ξ) ∈ C∞(Tmθ )[ξ]
are polynomial symbols. Put ρ¯(ξ) = ρ1(ξ)⊗ · · · ⊗ρn (ξ). If we apply the integral onto a typical
summand appeared in the resolvent approximation, the result is The operator Fα(A)|ξ=0 defined in
(3.21) computes the integral in Eq. (4.12) applied onto summands of the resolvent approximation
(see Eq. (4.13)) :
1
2pii
ˆ
Rm
ˆ
C
e −λb α00 ρ1b
α1
0 ρ2 · · ·b αn−10 ρn b αn0 dλdξ
=
ˆ
4n
ωα(u )
(2pi)m/2p
det Bn (u )
exp
 
1
4
∑
1≤i , j≤n
(B−1n (u ))i j ∂ξi ∂ξ j
! 
ρ¯(ξ)
 
ξ=0
d u
= Fα(A)

ξ=0
 
ρ¯(ξ)

Proof. We start with Lemma 4.2 with operator-valued arguments A j = p
( j )
2 (ξ) =
∑m
s ,t=1 k
( j )
s t ξsξt ,
j = 0, 1, . . . , n :
1
2pii
ˆ
C
e −λb α00 ρ1b
α1
0 ρ2 · · ·b αn−10 ρn b αn0 dλ
=
1
2pii
ˆ
C
e −λ(p (0)2 −λ)α0 · · · (p (n )2 −λ)αn dλ
 
ρ1⊗ · · ·⊗ρn 
=Gα(p
(0)
2 , . . . , p
(n )
2 )
 
ρ1⊗ · · ·⊗ρn 
=
ˆ
4n
ωα(u )exp

−

p (0)2 (1−
n∑
l=1
ul ) +
n∑
l=1
p (l )2 ul
 
ρ1⊗ · · ·⊗ρn  .
Notice that we have silently quoted Eq. (3.13) (more than once) in which the Borel spaces are C
and4n , the verification of the integrability condition Eq. (3.12) is straightforward and left to
the reader.
The coupled matrix Bn (u ) is the coefficient matrix of the sum:
p (0)2 (ξ)(1−
n∑
l=1
ul ) +
n∑
l=1
p (l )2 (ξ)ul =
∑
0≤ j ,l≤m
Bn (u ) j lξ jξl .
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The result follows immediately from the Gaussian integral lemma 4.3:
ˆ
Rm
exp

−

p (0)2 (1−
n∑
l=1
ul ) +
n∑
l=1
p (l )2 ul

(ρ¯(ξ))dξ
=
(2pi)m/2p
det Bn (u )
exp
 
1
4
∑
1≤i , j≤n
(B−1(u , n ))i j ∂ξi ∂ξ j
! 
ρ¯(ξ)
 
ξ=0
.

4.4. General form of the second heat coefficients. Now let us work out the rest of computation
for the V2-term starting with Prop. 4.1,
v2(P ) =
1
2pii
ˆ
Rm
ˆ
C
e −λ(b2(ξ,λ)I+ b2(ξ,λ)II)dλdξ,
where b2(ξ,λ)I and b2(ξ,λ)II are recorded in Eqs. (4.10) and (4.11). We have just shown that the
result of the integration is given by the rearrangement operators Fα(A)|ξ=0 : C∞(Tmθ )⊗n [ξ]→
C∞(Tmθ ). More precisely, we just have to carry out substitutions like:
b 20 (D
2
s t p2) · (∇2s t p2)b0→ F2,1(A)((D 2s t p2) · (∇2s t p2))
b 20 (D
2
s t p2)(∇s p2)b0(∇t p2)b0→ F2,1,1(A)((D 2s t p2)(∇s p2)⊗ (∇t p2))
on individual terms in Eqs. (4.10) and (4.11). After that, we have obtained a relatively compact
version of the second heat coefficient.
Theorem 4.5. We shall group the summands of v2(P ) in terms of the parameter α in Fα(A):
v2(P ) = v2(P )I+ v2(P )II.
The first part v2(P )I = v2(P )I,2,1+ v2(P )I,3,1+ v2(P )I,1,1 :
v2(P )I,2,1 =
∑
s ,t
−F2,1(A)

1
2
(D 2s t p2)(∇2s t p2) + i (Ds p2)(∇s p1)

v2(P )I,3,1 = F3,1(A)
 
(Ds p2)(Dt p2)(∇2s t p2)

v2(P )I,1,1 =−F1,1(A)  p0
(4.16)
The second part consists of :
v2(P )II = v2(P )II,2,1,1+ v2(P )II,3,1,1+ v2(P )II,2,2,1+ v2(P )II,1,2,1+ v2(P )II,1,1,1,
in which:
v2(P )II,2,1,1(4.17)
=
∑
s ,t
F2,1,1(A)

(Ds p2)(Dt (∇s p2))⊗ (∇t p2) + (D 2s t p2)(∇s p2)⊗ (∇t p2)
+ i (Ds p2)(∇s p2)⊗p1+ i (Ds p2)p1⊗ (∇s p2)

,
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and
v2(P )II,1,2,1 = i
∑
s
F1,2,1(A)
 
p1⊗ (Ds p2)(∇s p2) ,(4.18)
and
v2(P )II,3,1,1 =−2
∑
s ,t
F3,1,1(A)
 
(Ds p2)(Dt p2)(∇s p2)⊗ (∇t p2)(4.19)
v2(P )II,2,2,1 =−F2,2,1(A)  (Ds p2)(∇s p2)⊗ (Dt p2)(∇t p2) ,(4.20)
and
v2(P )II,1,1,1 = F1,1,1(A)
 
p1⊗p1+∑
s
F1,1,1(A)
 −i (Ds p1)⊗ (∇s p2) .(4.21)
For piratical purposes, we need the fully expanded version for all the terms above. For the
differential operator P given in (2.6), the symbols reads explicitly: p0 = p0 and
p2(ξ) =
∑
i , j
ki jξiξ j , p1(ξ) =
∑
s
rsξs ,(4.22)
with derivatives (will be needed later):
Ds p2 =
∑
l
ks lξl , D
2
s t p2 = 2ks t , Ds p1 = rs ,
∇2j l (D 2s t p2) = 2(∇2j l ks t )∇l (Ds p1) =∇l (rs ).
(4.23)
To expand Fα(A) using Eq. (3.22), we recall a general result to compute the partial derivative
∂ξl1 · · ·∂ξl2N .
Lemma 4.6. Let {ρl (ξ)}nl=1 be homogeneous polynomial in ξwith degree βl = degρl ≥ 1. Then
the partial derivative of the product ρ1 · · ·ρn
∂ 2Nξl1 ···ξl2N
 
ρ1(ξ) · · ·ρn (ξ) ξ=0
is non-zero only when β = (β1, . . . ,βn ) is partition of 2N , that is 2N =
∑n
l=1βl and
∂ 2Nξl1 ···ξl2N
 
ρ1(ξ) · · ·ρn (ξ) ξ=0 = ∂ (1)β ,l¯ (ρ1(ξ)) · · ·∂ (n )β ,l¯ (ρn (ξ))
where we split the partial derivatives according to the partition β :
∂ (1)
β ,l¯
=
1
β1!
β1∏
ν=1
∂ξl¯ν , ∂
(2)
β ,l¯
=
1
β2!
β1+β2∏
ν=β1+1
∂ξl¯ν , . . . ,∂
(n )
β ,l¯
=
1
βn !
2N∏
ν=1+
∑n−1
s=1 βs
∂ξl¯ν .
Last but not least, those barred l ’s indicate the following symmetrization (without dividing by
the factorial factor) occurs:
(∗∗)l¯1,...,l¯2N =
∑
τ∈S2N
(∗∗)τ(l1)...,τ(l2N ).(4.24)
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Proof. Despite the lengthy notations, operations behind is quite simple. We distribute 2N
partial derivatives to the factors ρ1, . . . ,ρn following the general Leibniz property and then
collect the non-zero terms after evaluating at ξ= 0. Notice that non-trivial contribution only
occurs in the situation in which ρl is differentiated exactly βl times, l = 1, . . . , n . 
Let us take Eq. (4.19) for example, (Ds p2)(Dt p2)(∇s p2)⊗ (∇t p2) is a polynomial of degree 6
with partition β = (1, 1, 2, 2), thus
F3,1,1(A)
 
(Ds p2)(Dt p2)(∇s p2)⊗ (∇t p2)
= F3,1,1(A)(l1l2)(l3l4)(l5l6)(A)∂ξl1 · · ·∂ξl6
 
(Ds p2)(Dt p2)(∇s p2)⊗ (∇t p2) |ξ=0
= F3,1,1(A)(l1l2)(l3l4)(l5l6)(A)

1
4
(D 2
s l¯1
p2)(D
2
t l¯2
p2)(∇s D 2l¯3 l¯4 (p2))⊗ (∇t D 2l¯5 l¯6 (p2))

.
After repeating similar computation above to all summands of v2(P )I and v2(P )II in Theorem
4.5, we have arrived at fully expanded version of the V2-term which will be recorded separately
into two theorems.
Theorem 4.7. With the components of Fα(A) defined in (3.23):
Fα(A)(l1l2)···(l2N−1l2N ) : C∞(Tmθ )⊗n →C∞(Tmθ ),
we can further expand the summands of v2(P )I listed in Theorem 4.5 :
v2(P )I,2,1 =
∑
s ,t ,l1,l2
−F2,1(A)l1l2

1
2
(D 2s t p2)(∇2s t (D 2l1l2 p2))+ i (D 2s l¯1 p2)(∇s (Dl¯2 p1))

,
=−2 ∑
s ,t ,l1,l2
F2,1(A)l1l2
 
ks t (∇2s t kl1l2 ) + i ks l¯1 (∇s rl¯2 )

,
and
v2(P )I,3,1 =
∑
s ,t ,l1,...,l4
F3,1(A)(l1l2)(l3l4)

1
2
(D 2
s l¯1
p2)(D
2
t l¯2
p2)(∇2s t (D 2l¯3 l¯4 p2))

= 4
∑
s ,t ,l1,...,l4
F3,1(A)(l1l2)(l3l4)
 
ks l¯1 kt l¯2∇2s t (kl¯3 l¯4 )

,
and
v2(P )I,1,1 =−F1,1(A);  p0 .
Summation in s , t , l1, . . . , l4 runs from 1 to m. The barred letters l¯1, . . . , l¯4 indicate symmetrization
(without dividing by the factorial factor, cf. Eq. (4.24)) is applied.
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Theorem 4.8. Keep notations, we have the full expansion of v2(P )II :
v2(P )II,2,1,1 =
∑
s ,t ,l1,...,l4
F2,1,1(A)(l1l2)(l3l4)

1
2
(D 2
s l¯1
p2)(∇s (D 2t l¯2 p2))⊗ (∇t (Dl¯3 l¯4 p2))
+
1
4
(D 2s t p2)(∇s (D 2l¯1 l¯2 p2))⊗ (∇t (D 2l¯3 l¯4 p2))+
i
2
(D 2
s l¯1
p2)(∇s (D 2l¯2 l¯3 p2))⊗ (Dl¯4 p1)
+
i
2
(D 2
s l¯1
p2)(Dl¯2 p1)⊗ (∇s (D 2l¯3 l¯4 p2))

=
∑
s ,t ,l1,...,l4
F2,1,1(A)(l1l2)(l3l4)

4ks l¯1 (∇s kt l¯2 )⊗ (∇t kl¯3 l¯4 ) +2ks t (∇s kl¯1 l¯2 )⊗ (∇t kl¯3 l¯4 )
+ 2i ks l¯1 (∇s kl¯2 l¯3 )⊗ rl¯4 +2i ks l¯1 rl¯2 ⊗ (∇s kl¯3 l¯4 )

(4.25)
and
v2(P )II,1,2,1 =
∑
s ,l1,...,l4
i F1,2,1(A)(l1l2)(l3l4)

1
2
Dl¯1 p1⊗ ((D 2s l¯2 )p2)(∇s (D 2l¯3 l¯4 p2))

(4.26)
=
∑
s ,l1,...,l4
i F1,2,1(A)(l1l2)(l3l4)
 
2rl1 ⊗ks l¯2 (∇s kl¯3 l¯4 )

.
and
v2(P )II,3,1,1(4.27)
= −2 ∑
s ,t ,l1,...,l6
F3,1,1(A)(l1l2)(l3l4)(l5l6)

1
4
(D 2
s l¯1
p2)(D
2
t l¯2
p2)(∇s (D 2l¯3 l¯4 p2))⊗ (∇t (D 2l¯5 l¯6 p2))

= − ∑
s ,t ,l1,...,l6
F3,1,1(A)(l1l2)(l3l4)(l5l6)
 
8ks l¯1 kt l¯2 (∇s kl¯3 l¯4 )⊗ (∇t kl¯5 l¯6 )

,
and
v2(P )II,2,2,1(4.28)
= − ∑
s ,t ,l1,...,l6
F2,2,1(A)(l1l2)(l3l4)(l5l6)

1
4
(D 2
s l¯1
p2)(∇s (D 2l¯2 l¯3 p2))⊗ (D 2t l¯4 p2)(∇t (D 2l¯5 l¯6 p2))

,
= − ∑
s ,t ,l1,...,l6
F2,2,1(A)(l1l2)(l3l4)(l5l6)
 
4ks l¯1 (∇s kl¯2 l¯3 )⊗kt l¯4 (∇t kl¯5 l¯6 )

and
v2(P )II,1,1,1(4.29)
= − i ∑
s ,l1,l2
F1,1,1(A)l1l2

(Ds p1)⊗∇s (D 2l1l2 p2)

+
∑
l1,l2
F1,1,1(A)l1l2
 
2(Dl1 p1)⊗ (Dl2 p1)

= − i ∑
s ,l1,l2
F1,1,1(A)l1l2
 
2rs ⊗ (∇s kl1l2 )

+
∑
l1,l2
F1,1,1(A)l1l2
 
2rl1 ⊗ rl2

.
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4.5. Diagonal Case. In this section, we shall look at a special situation in which the coefficient
matrix A= diag(k1, . . . , km ) is diagonal, in other words, the leading symbol of P (defined in Eq.
(2.6)) is of the form p2(ξ) =
∑m
1 klξ
2
l . We have seen the simplification of the rearrangement
operators Fα(A) and their components in §3.4 in which the notations will be freely used. The
remaining work is to simply the differential expressions on which the rearrangement operators
act.
Let us start with those terms in which no symmetrization occurs. We only have to invoke Eq.
(3.25) to replace Fα(A) by Fα(A):
v2(P )I,1,1 =−F1,1(A);(p0) =−(det A)− 12F1,1(A);(p0),(4.30)
v2(P )I,2,1 =
∑
s ,l
−2F2,1(A)l l  ks (∇2s s kl )−4∑
s
F2,1(A)s s (i ks (∇s rs ))(4.31)
= (det A)− 12
 
−1
2
∑
s ,l
F2,1(z)l

ks
kl
∇2s s kl

−∑
s
F2,1(z)s (i∇s rs )
!
.
The computation of the symmetrization (appeared in in Eqs. (4.25) to (4.29)) is straightfor-
ward, we only state the results in Lemma 4.9 and 4.10.
Lemma 4.9. The symmetrization over {l1, . . . , l4} yields 4!= 24 terms which are reduced to two
cases divided as 8+16. Here are the summands:∑
s ,t ,l1,...,l4
F3,1(A)(l1l2)(l3l4)
 
ks l¯1 kt l¯2 (∇2s t kl¯3 l¯4 )

(4.32)
=
∑
s ,t
8F3,1(A)(s s )(l l )
 
k 2s s (∇2s s kl l )

+16
∑
s
F3,1(A)(s s )(s s )
 
k 2s s (∇2s s ks s )

,
and ∑
s ,t ,l1,...,l4
F2,1,1(A)(l1l2)(l3l4)
 
ks l¯1 (∇s kt l¯2 )⊗ (∇t kl¯3 l¯4 )

(4.33)
= 8
∑
s ,l
F2,1,1(A)(s s )(l l ) (ks s (∇s ks s )⊗ (∇s kl l )) +16
∑
s
F2,1,1(A)(s s )(s s ) (ks s (∇s ks s )⊗ (∇s ks s )) ,
and ∑
s ,t ,l1,...,l4
F2,1,1(A)(l1l2)(l3l4)
 
ks t (∇s kl¯1 l¯2 )⊗ (∇s kl¯3 l¯4 )

(4.34)
= 8
∑
s ,l ,t
F2,1,1(A)(t t )(l l ) (ks s (∇s kt t )⊗ (∇s kl l ))+16
∑
s ,l
F2,1,1(A)(l l )(l l ) (ks s (∇s kl l )⊗ (∇s kl l )) ,
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and ∑
s ,t ,l1,...,l4
F2,1,1(A)(l1l2)(l3l4)
 
ks l1 (∇s kl2l3 )⊗ rl4

= 8F2,1,1(A)(s s )(t t ) (ks s (∇s kt t )⊗ rs )+16F2,1,1(A)(s s )(t t ) (ks s∇s ks s ⊗ rs )∑
s ,t ,l1,...,l4
F2,1,1(A)(l1l2)(l3l4)
 
ks l1 rl2 ⊗ (∇s kl3l4 )

= 8F2,1,1(A)(s s )(t t ) (ks s rs ⊗ (∇s kt t ))+16F2,1,1(A)(s s )(t t ) (ks s rs ⊗∇s ks s ) ,
(4.35)
and ∑
s ,l1,...,l4
F1,2,1(A)(l1l2)(l3l4)
 
rl1 ⊗ks l¯2 (∇s kl¯3 l¯4 )

(4.36)
= 8
∑
s ,l
F1,2,1(A)(s s )(l l ) (rs ⊗ks s (∇s kl l )) +16
∑
s
F1,2,1(A)(s s )(s s ) (rs ⊗ks s (∇s ks s )) .
Lemma 4.10. Similar to the previous lemma, we collect terms involving symmetrization over
{l1, . . . , l6}which leads to 6!= 720= 384+96×3+48 terms as shown below:∑
s ,t ,l1,...,l6
F3,1,1(A)(l1l2)(l3l4)(l5l6)ks l¯1 kt l¯2 (∇s kl¯3 l¯4 )⊗ (∇t kl¯5 l¯6 )(4.37)
= 384
∑
s
F3,1,1(A)(s s )(s s )(s s )
 
k 2s s (∇s ks s )⊗ (∇s ks s )

+ 96
∑
s ,t
F3,1,1(A)(s s )(t t )(t t )
 
k 2s s (∇s kt t )⊗ (∇s kt t )

+ 96
∑
s ,t
F3,1,1(A)(s s )(s s )(t t )
 
k 2s s (∇s ks s )⊗ (∇s kt t ) +k 2s s (∇s kt t )⊗ (∇s ks s )

+ 48
∑
s ,t ,l
F3,1,1(A)(s s )(t t )(l l )
 
k 2s s (∇s kt t )⊗ (∇s kl l )

,
and ∑
s ,t ,l1,...,l6
F2,2,1(A)(l1l2)(l3l4)(l5l6)ks l¯1 (∇s kl¯3 l¯4 )⊗kt l¯2 (∇t kl¯5 l¯6 )(4.38)
= 384
∑
s
F2,2,1(A)(s s )(s s )(s s ) (ks s (∇s ks s )⊗ks s (∇s ks s ))
+ 96
∑
s ,t
F2,2,1(A)(s s )(t t )(t t ) (ks s (∇s kt t )⊗ks s (∇s kt t ))
+ 96
∑
s ,t
F2,2,1(A)(s s )(s s )(t t ) (ks s (∇s ks s )⊗ks s (∇s kt t ) +ks s (∇s kt t )⊗ks s (∇s ks s ))
+ 48
∑
s ,t ,l
F2,2,1(A)(s s )(t t )(l l ) (ks s (∇s kt t )⊗ks s (∇s kl l )) .
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From Eq. (4.32), we see that
v2(P )I,3,1 =
∑
s ,l
32F3,1(A)(s s )(l l )
 
k 2s s (∇2s s kl )

+64
∑
s
F3,1(A)(s s )(s s )
 
k 2s s (∇2s s ks s )

(4.39)
= (det A)− 12
 ∑
s ,l
F3,1(z)s ,l

ks
kl
(∇2s s kl )

+2
∑
s
F3,1(z)s
 
(∇2s s ks )
!
.
By adding up Eqs. (4.39), (4.31) and (4.30), we have finished the computation of v2(P )I.
Theorem 4.11. We group the summands of v2(P )I according to the index
α ∈ {(1, 1), (2, 1), (3, 1)}
in Fα(A) as below:
(det A)
1
2
 
v2(P )I,1,1

=−F1,1(A);(p0),
(det A)
1
2
 
v2(P )I,2,1

=−1
2
∑
s ,l
F2,1(z)l

ks
kl
∇2s s kl

−∑
s
F2,1(z)s (i∇s rs ) ,
(det A)
1
2
 
v2(P )I,3,1

=
∑
s ,l
F3,1(z)s ,l

ks
kl
(∇2s s kl )

+2
∑
s
F3,1(z)s
 
(∇2s s ks )

,
where summation s , l run from 1 to m.
We can reorganize the sum in terms of the differential expressions on which Fα(A) acts.
Theorem 4.12. In the diagonal case, v2(P )I is given by:
(det A)
1
2 v2(P )I =
∑
s ,l

F3,1(z)s ,l − 12F2,1(z)l

ks
kl
(∇2s s kl )

+
∑
s
2F3,1(z)s
 
(∇2s s ks )
−F2,1(z)s (i∇s rs )
−F1,1(z);(p0),
where summation s , l run from 1 to m.
Theorem 4.13. We group the summands of v2(P )II according to the index
α ∈ {(1, 1, 1), (2, 1, 1, ), (1, 2, 1), (3, 1, 1), (2, 2, 1)}
in Fα(A) as below:
(det A)
1
2 v2(P )II,1,1,1(4.40)
= − i
2
∑
s ,l
F1,1,1(z)s
 
k−1l l rs ⊗ (∇s kl )

+
1
2
∑
s
F1,1,1(z)s ,s
 
k−1s s rs ⊗ rs

.
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and
(det A)
1
2
 
v2(P )II,2,1,1

(4.41)
=
∑
s ,l
F2,1,1(z)s ,l
 
k−1l (∇s ks )⊗ (∇s kl )

+2
∑
s
F2,1,1(z)s ,s
 
k−1s (∇s ks )⊗ (∇s ks )

+
∑
t ,l
F2,1,1(z)t ,l

ks
2kt kl
(∇s kt )⊗ (∇s kl )

+
∑
l
F2,1,1(z)l ,l

ks
k 2l
(∇s kl )⊗ (∇s kl )

+ i
∑
s ,l
F2,1,1(z)s ,l

1
2
k−1l (∇s kl )⊗ rs

+ i
∑
s
F2,1,1(z)s ,s
 
k−1s (∇s ks )⊗ rs

+ i
∑
s ,l
F2,1,1(z)s ,l

1
2
k−1l rs ⊗ (∇s kl )

+ i
∑
s
F2,1,1(z)s ,s
 
k−1s rs ⊗ (∇s ks )

,
and
(det A)
1
2
 
v2(P )II,1,2,1

(4.42)
= iF1,2,1(z)s ,l

k (1)s
2ks kl
rs ⊗ (∇s kl )

+ iF1,2,1(z)s ,s

k (1)s
k 2s
rs ⊗ (∇s ks )

,
and
− (det A) 12 v2(P )II,3,1,1(4.43)
= 8
∑
s
F3,1,1(z)s ,s ,s
 
k−1s (∇s ks )⊗ (∇s ks )

+2
∑
s ,t
F3,1,1(z)s ,t ,t

ks
k 2t
(∇s kt )⊗ (∇s kt )

+ 2
∑
s ,t
F3,1,1(z)s ,s ,t

k−1t ((∇s ks )⊗ (∇s kt ) + (∇s kt )⊗ (∇s ks ))

+
∑
s ,t ,l
F3,1,1(z)s ,t ,l

ks
kt kl
(∇s kt )⊗ (∇s kl )

and
− (det A) 12 v2(P )II,2,2,1(4.44)
= 4
∑
s
F2,2,1(z)s ,s ,s

k (1)s
k 2s
(∇s ks )⊗ks (∇s ks )

+
∑
s ,t
F2,2,1(z)s ,t ,t

k (1)s
k 2t
(∇s kt )⊗ks (∇s kt )

+
∑
s ,t
F2,2,1(z)s ,s ,t

k (1)s
ks kt
(∇s ks )⊗ks (∇s kt ) +ks (∇s kt )⊗ks (∇s ks )

+
1
2
∑
s ,t ,l
F2,2,1(z)s ,t ,l

k (1)s
kl kt
(∇s kt )⊗ks (∇s kl )

.
Proof. By collecting terms in Eqs. (4.33), (4.34), (4.35), we obtain v2(P )II,2,1,1. For v2(P )II,1,2,1, we
need (4.36). The remaining terms v2(P )II,3,1,1 and v2(P )II,2,2,1 are computed in Lemma 4.10: 
28 YANG LIU
Again, let us group the terms apropos of the differential expressions that are indexed in the
following way:
L (1)s = (∇s ks )⊗ (∇s ks ), L (2)s ,t = (∇s kt )⊗ (∇s kt ), L (3)s ,t = (∇s ks )⊗ (∇s kt )
L (4)s ,t = (∇s kt )⊗ (∇s ks ), L (5)s ,t ,l = (∇s kt )⊗ (∇s kl )
(4.45)
and
L (6)s = i (∇s ks )⊗ rs , L (7)s ,l = i (∇s kl )⊗ rs
L (8)s = i rs ⊗ (∇s ks ), L (9)s ,l = i rs ⊗ (∇s kl ), L (10)s = rs ⊗ rs .
(4.46)
We also make use of the substitution in Eq. (3.24) k (1)s = ks y
(1)
s = ks (1−z(1)s ) to move all k -factors
to the very left.
Theorem 4.14. In the diagonal case, v2(P )II consists of two parts:
(det A)
1
2 v2(P )II,L (1),...,L (5)(4.47)
=
∑
s
k−1s
 −8F3,1,1(z)s ,s ,s −4(1− z(1)s )F2,2,1(z)s ,s ,s +2F2,1,1(z)s ,s   L (1)s 
+
∑
s ,t
ks
k 2t
 −2F3,1,1(z)s ,t ,t − (1− z(1)s )F2,2,1(z)s ,t ,t +F2,1,1(z)t ,t L (2)s ,t 
+
∑
s ,t
k−1t
 −2F3,1,1(z)s ,s ,t − (1− z(1)s )F2,2,1(z)s ,s ,t +F2,1,1(z)s ,t L (3)s ,t 
+
∑
s ,t
k−1t
 −2F3,1,1(z)s ,s ,t − (1− z(1)s )F2,2,1(z)s ,s ,t L (4)s ,t 
+
∑
s ,t ,l
ks
kt kl

−F3,1,1(z)s ,l ,t − 12 (1− z
(1)
s )F2,2,1(z)s ,l ,t +
1
2
F2,1,1(z)l ,t

L (5)s ,l ,t

and contribution from p1(ξ) (the symbol of first order term of P in Eq. (2.6)) is grouped as below:
(det A)
1
2 v2(P )II,L (6),...,L (10)(4.48)
=
∑
s
k−1s F2,1,1(z)s ,s
 
L (6)s

+
1
2
∑
s ,l
k−1l F2,1,1(z)s ,s

L (7)s ,l

+
1
2
∑
s
k−1s F1,1,1(z)s ,s
 
L (10)s

+
∑
s
k−1s
 
F2,1,1(z)s ,s + (1− z(1)s )F1,2,1(z)s ,s
  
L (8)s

+
∑
s ,l
1
2
k−1l
 
F2,1,1(z)s ,l + (1− z(1)s )F1,2,1(z)s ,l −F1,1,1(z)l

L (9)s ,l

.
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5. EXAMPLES IN CONFORMAL GEOMETRY
5.1. Notations. Let us test our results obtained in the previous sections, specially §4.5, on the
conformal geometry of noncommutative tori. Based on the study on T2θ , we simply take
∆=
m∑
j=1
δ2j →∆ϕ := k 1/2∆k 1/2
as a simplified model on Tmθ for a conformal change of the flat metric (represented by the
flat Laplacian∆), where k = e h , h = h∗ ∈ C∞(Tmθ ) is the Weyl factor. In [CM14], ϕ denotes a
rescaling of the canonical trace ϕ0: ϕ(a ) =ϕ0(a e −h ), for all a ∈C∞(T2θ )which plays the role of
the volume functional of the new metric. The perturbed Laplacian∆ϕ = k
1
2∆k
1
2 appeared as
the degree zero part of the new Dolbeault Laplacian 4 ∂¯ ∗ϕ ∂¯ .
In this case, the metrics are parametrized by only one noncommutative coordinate k = e h .
As before, we put x := xh (resp. y := yh ):
xh = [•, h ], yh = e xh = k−1(•)k : C∞(Tmθ )→C∞(Tmθ )(5.1)
and the partial versions x(l ), y(l ) ∈ L (C∞(Tmθ )⊗n , C∞(Tmθ )), l = 1, . . . , n . The reduction process
for the rearrangement operators
Fα(A)(l1l2)···(l2N−1l2N )
A=diag(k1,...,km )−−−−−−−−−→ Fα(A)s1,...,sN k1=···=km=k−−−−−−−→Hα(z(1), . . . , z(n ))
has been explained in §3.5, where z= (z(1), . . . , z(n )) is a special case of the change of variable in
Eq. (3.24):
z(l ) = 1−y(1) · · ·y(l ).(5.2)
The spectral functions Hα(z1, . . . , zn ) differs from Hα(z1, . . . , zn ) derived in [Liu18a, Liu18b] by
a Gamma-factor (see Eq. (3.30)). For the differential expressions listed in Eqs. (4.45) and (4.46),
all of them are reduced to one of the two types below (after summing over s or s , t ):
Tr
 ∇2k  := m∑
s=1
∇2s k =−∆k , Tr ((∇k )(∇k )) :=
m∑
s=1
(∇s k )⊗ (∇s k ).(5.3)
In [Liu18c, Liu17] and [Liu18a, Liu18b], a conjugation trick was applied which yields sub-
stantial simplification to the computation. Namely, one starts with another Laplacian
∆k := k∆= k
1
2∆ϕk
− 12 = y− 12
 
∆ϕ

.
Their heat coefficients are related in a similar way.
Lemma 5.1. The two sets of heat coefficients agree upto a conjugation of the Weyl factor:
v j (∆ϕ) = y
1
2
 
v j (∆k )

, j = 0, 1, 2, . . . .(5.4)
4∂¯ ∗ϕ denotes the adjoint of the ∂¯ -operator taking with respect to the weight ϕ.
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Proof. It follows from the fact that the modular operator y commutes with the exponential.
More precisely, we have ∀ f ∈C∞(Tmθ ),
Tr( f e −t∆ϕ ) = Tr

f y
1
2
 
e −t∆k

= Tr

y− 12 ( f )e −t∆k

.
We see, by comparing the asymptotic expansion of two sides, that for j = 0, 1, 2, . . .,
ϕ0
 
f v j (∆ϕ)

=ϕ0

y− 12 ( f )v j (∆k )

=ϕ0

f y
1
2
 
v j (∆k )

.

The Laplacian∆k is much easier to handle since the symbol contains only the leading term.
As we can see later, §5.3 consists of the exact extra work if one attacks the heat asymptotic of
∆ϕ directly.
5.2. Example I:∆k = k∆. For∆k = k∆, the symbolσ(∆k ) = p2 contains only the leading term:
p∆k2 (ξ) = k |ξ|2 , p∆k1 (ξ) = p∆k0 (ξ) = 0.
Proposition 5.2. The second heat coefficient consists of two parts v2(∆k ) = v2(∆k )I+ v2(∆k )II:
v2(∆k )I = k
−m2 G∆k ,I(z)(Tr(∇2k )),
v2(∆k )II = v2(∆k )II,L (1),...,L (5) = k
−m2 −1G∆k ,II(z(1), z(2)) (Tr((∇k )(∇k ))) ,
where operators z and z(1), z(2) are defined in Eq. (5.2) and the spectral functions are given in
terms of hypergeometric functions as below:
G∆k ,I(z ) = (m +2)H3,1(z ; m )−m2 H2,1(z ; m ),(5.5)
and with ~z = (z1, z2),
G∆k ,II(~z ) =−(m 2+6m +8)

H3,1,1(~z ; m ) +
1
2
(1− z1)H2,2,1(~z ; m )

(5.6)
+
(m 2+4m +4)
2
H2,1,1(~z ; m ).
Proof. We shall apply reduction rules like:
ks → k , Fα(z)s ,t ,l →Hα(z ),
to all terms appeared in Theorems 4.12 and 4.14. For instance, a summand in Eq. (4.43) works
out as below:∑
s ,t ,l
ks
kt kl
F3,1,1(z)s ,l ,t ((∇s kt )⊗ (∇s kl ))→m 2k−1H3,1,1(~z; m ) (Tr((∇k )(∇k ))) ,
where ~z= (z(1), z(2)). Notice that summing over s yields Tr((∇k )(∇k ))while summing over t , l
produces m 2 copies of the same term. By repeating the process, we obtain the reduction of
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Eqs. (4.41), (4.43) and (4.44):
v2(∆k )II,3,1,1→−  m 2+6m +8H3,1,1(~z; m ) (Tr((∇k )(∇k )))
v2(∆k )II,2,2,1→−12
 
m 2+6m +8

(1− z(1))H2,2,1(~z; m ) (Tr((∇k )(∇k )))
v2(∆k )II,2,1,1→ 12
 
m 2+4m +4

H2,1,1(~z; m ) (Tr((∇k )(∇k ))) .
They constitute all the non-zero contributes to v2(∆k )II, hence we have proved Eq. (5.6). For
Eq. (5.5), calculation is similar, terms in Theorem 4.11 are turned into:
v2(∆k )I,2,1→ 12 mH2,1(z; m )
 
Tr(∇2k ) ,
v2(∆k )I,3,1→ (m +2)H3,1(z; m )  Tr(∇2k ) .

In order to recover the exact formulas in [Liu18a, Liu18b], we recall constants from Eqs. (3.30)
and (3.31):
H3,1,1(~z ; m )
H3,1,1(~z ; m )
=
H2,2,1(~z ; m )
H2,2,1(~z ; m )
=Cm
1
(m2 +2)(
m
2 +1)
m
2
=Cm
8
(m +4)(m +2)m
.
and
H2,1,1(~z ; m )
H2,1,1(~z ; m )
=Cm
1
(m2 +1)
m
2
=Cm
4
(m +2)m
.
Therefore:
C −1m G∆k ,II(z ) =− 8m

H3,1,1(~z ; m ) +
1
2
(1− z1)H2,2,1(~z ; m )

+

4
m
+2

H2,1,1(~z ; m ).
The right hand side is exactly H∆k (~z ; m ) given in [Liu18b, Prop. 4.1]. Similarly, we have
H3,1(~z ; m )
H3,1(~z ; m )
=Cm
4
(m +2)m
,
H2,1(~z ; m )
H2,1(~z ; m )
=Cm
2
m
thus
C −1m G∆k ,I(z ) =−H2,1(z ; m ) + 4m H3,1(z ; m ),
which equals K∆k (z ; m ) in [Liu18b, Prop. 4.1].
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5.3. Example II:∆ϕ = k 1/2∆k 1/2. We start with Lemma 5.3, the “chain rule” with with respect
to the change of variable k
1
2 → k and then compute the symbol of∆ϕ in Lemma 5.4.
Lemma 5.3. Recall
δs (k
1
2 ) = k−1/2G(1)pow(y; 1/2) (δs (k )) ,
δ2s (k
1
2 ) = k−1/2G(1)pow(y; 1/2)
 
δ2s (k )

+2k−3/2G(1,1)pow(y(1), y(2); 1/2) (δs (k )⊗δs (k )) ,
where Gpow is obtained by applying divided differences
5 to the power functions u j with j ∈R:
G(1)pow(y ; j ) = u
j [1, y ] =
y j −1
y −1 ,
G(1,1)pow(y1, y2; j ) = u
j [1, y1, y1 y2] =G
(1)
pow(u ; j )[y1, y1 y2] =
G(1)pow(y1 y2; j )−G(1)pow(y1; j )
y1 y2− y1 .
We will fix j = 1/2 from now on and freely use the abbreviations G(1)pow(y ) := G
(1)
pow(y ;1/2) and
G(1,1)pow(y1, y2) =G
(1,1)
pow(y1, y2; 1/2) in the rest of the computation.
Proof. See [Liu18b, Lemma 2.13]. 
Lemma 5.4. The symbol of∆ϕ = k
1
2∆k
1
2 is given by
σ(∆ϕ) = k |ξ|2+2k 12δs (k 12 )ξs +k 12δ2s (k 12 ).
Following the notations in Eq. (2.6), we have: the leading term agrees with the previous one,
p
∆ϕ
2 = p
∆k
2 , and the linear term
p
∆ϕ
1 (ξ) =
m∑
s=1
2k
1
2δs (k
1
2 )ξs , with r
∆ϕ
s (ξ) = 2k
1
2δs (k
1
2 ),
and the constant (in ξ) term p
∆ϕ
0 =
∑m
s=1 k
1
2δ2s (k
1
2 ).
Remark. By taking Lemma 5.3 into account and δs =−i∇s , also Eq. (5.3), we can rewrite every
thing in terms of∇k and∇2k :
r
∆ϕ
s (ξ) =−2i k 12∇s (k 12 ) =−2iG(1)pow(y)(∇s k ), s = 1, . . . , m .(5.7)
and
p
∆ϕ
0 =−
m∑
s=1
k
1
2∇2s (k 12 ) =G(1)pow(y)
 
Tr(∇2k )+k−12G(1,1)pow(y1, y2) (Tr((∇k )(∇k ))) .(5.8)
5 We remind the reader the divided difference notion. For a single-variable function f (x ), the n-th divided
difference f [x0, . . . , xn ] is a function of n +1-variable:
f [x0, . . . , xn ] =
n∑
j=0
f (x j )∏
l 6= j (x j − x j )
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Proof. Notice that ∀a ∈C∞(Tmθ ), we have [δs , a ] =δs (a ), thus:
[δ2s , k
1
2 ] =δs [δs , k
1
2 ] + [δs , k
1
2 ]δs = [δs , [δs , k
1
2 ]] +2[δs , k
1
2 ]δs =δ
2
s (k
1
2 ) +2δs (k
1
2 )δs .
We are ready to put∆ϕ into the form of Eq. (2.6) with the help of commutators:
∆ϕ = k∆+k
1
2 [∆, k
1
2 ] = k∆+k
1
2
m∑
s=1
[δ2s , k
1
2 ]
= k
m∑
s=1
δ2s +
m∑
s=1

2δs (k
1
2 )δs +δ
2
s (k
1
2 )

.
The symbol follows immediately by replacing the differential operators δs → ξs . Another
method is to make use of the ?-product. Notice that D j |ξ|2 = 0 for all j > 2. There are only
three non-zero terms for |ξ|2 ?k 12 which are given in Eq. (4.9):
σ(∆k
1
2 ) =
2∑
j=0
a j (|ξ|2 , k 12 ) = k 12 |ξ|2−2i
m∑
1
∇s (k 12 )ξs −
m∑
1
∇2s (k 12 ).

Here comes the key result.
Proposition 5.5. The second heat coefficient of ∆ϕ is of the form v2(∆ϕ) = v2(∆ϕ)I + v2(∆ϕ)II
with
v2(∆ϕ)I =G∆ϕ ,I(z)(Tr(∇2k )), v2(∆ϕ)II =G∆ϕ ,II(z(1), z(2)) (Tr((∇k )(∇k ))) ,
where the two traces are defined in Eq. (5.3) and the spectral functions are give by:
G∆ϕ ,I(z ) =G∆k ,I(z ) + J
(2)
I,p1,p0
(z ),(5.9)
G∆ϕ ,II(z1, z2) =G∆k ,II(z1, z2) + J
(1,1)
I,p1,p0
(z1, z2) + JII,L (6),...,L (10) (z1, z2),(5.10)
where G∆k ,I and G∆k ,II is defined in Proposition 5.2. The remaining terms are also spanned by
the hypergeometric family Hα(z¯ ; m ) in (3.29) and G(1)pow, G
(1,1)
pow in Lemma 5.3:
J (2)I,p1,p0 (z ) =−G(1)pow(y )
 
2H2,1(z ; m )−H1,1(z ; m ) ,(5.11)
and
J (1,1)I,p1,p0 (z1, z2) =−2

y
− 12
1 G
(1)
pow(y1)G
(1)
pow(y2) +2G
(1,1)
pow(y1, y2)

H2,1(z2; m )(5.12)
+2G(1,1)pow(y1, y2)H1,1(z2; m ),
and
JII,L (6),...,L (10) (z1, z2)(5.13)
=

(2+m )

G(1)pow(y1) +G
(1)
pow(y2)

H2,1,1(z1, z2; m ) + (2+m )G
(1)
pow(y1)(1− z1)H1,2,1(z1, z2; m )
− mG(1)pow(y1) +2G(1)pow(y1)G(1)pow(y2)H1,1,1(z1, z2; m ).
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Proof. Since p
∆ϕ
2 = p
∆k
2 , the contribution from the leading term is identical to those (i.e., G∆k ,I
and G∆k ,II) obtained in Proposition 5.2. It remains to count the terms involving p
∆ϕ
1 and p
∆ϕ
0
in Theorem 4.12 and 4.14, which are −∑s F2,1(z)(s s )(i∇s rs )−F1,1(z);(p0) and v2(∆ϕ)II,L (6),...,L (10) .
We packed the tedious computation into the proof of Lemma 5.7 and 5.8 at the end of this
section. 
We see that the contribution from p
∆ϕ
1 and p
∆ϕ
0 is proportional to that of the leading term.
Corollary 5.6. The following relations hold:
(y
1
2 −1)G∆k ,I(z ) = J (2)I,p1,p0 (z ),(5.14)
((y1 y2)
1
2 −1)G∆k ,II(z1, z2) = J (1,1)II,p1,p0 (z1, z2) + JII,L (6),...,L (10) (z1, z2),(5.15)
where z = 1− y and z1 = 1− y1, z2 = 1− y1 y2 as in Eq. (3.24).
Proof. In the previous proposition, we obtain the first version of of G∆ϕ ,I and G∆ϕ ,II (cf. Eqs
(5.9) and (5.10)) making use of the general results (Theorems 4.11 and 4.13). On the other hand,
Lemma 5.1 states that v2(∆ϕ) = y
1
2 (v2(∆k )), which implies that their spectral functions agree
upto a factor of y
1
2 = (1− z ) 12 (or (y1 y2) 12 = (1− z2) 12 ):
G∆ϕ ,I(z ) = (1− z ) 12 G∆k ,I(z ), G∆ϕ ,II(z1, z2) = (1− z2) 12 G∆k ,II(z1, z2).
The relations follow immediately from comparison. 
Lemma 5.7. With r
∆ϕ
s =−2i k 12∇s (k 12 ) and p∆ϕ0 =−k 12
∑m
l=1∇2l (k 12 ), the following sum in Theo-
rem 4.11 becomes:
−∑
s
F2,1(z)(s s )(i∇s rs )−F1,1(z);(p0)
= J (2)I,p1,p0 (z)(Tr(∇2k ))+k−1 J (1,1)I,p1,p0 (z(1), z(2))(Tr((∇k )(∇k )))
where
J (2)I,p1,p0 (z ) =−G(1)pow(y )
 
2H2,1(z ; m )−H1,1(z ; m )
and
J (1,1)I,p1,p0 (z1, z2) =−2

y
− 12
1 G
(1)
pow(y1)G
(1)
pow(y2) +2G
(1,1)
pow(y1, y2)

H2,1(z2; m )
+2G(1,1)pow(y1, y2)H1,1(z2; m ).
Proof. By replacing Fa ,b (z)(s s ) with Ha ,b (z) and plugging in r
∆ϕ
1 and p
∆ϕ
0 , we see that∑
s
F2,1(z)(s s )(i∇s rs ) +F1,1(z);(p0)
=
 
2H2,1(z; m )−H1,1(z; m )∑
s
k
1
2∇2s k 12

+2H2,1(z; m )

(∇s k 12 )2

.
GENERAL REARRANGEMENT LEMMA FOR HEAT TRACE ASYMPTOTIC ON NONCOMMUTATIVE TORI 35
The results follow from the changing the derivatives (according to Lemma 5.3)∇s k 12 and∇2s k 12
to∇s k and∇2s k :
(∇s k 12 )2 =

k− 12G(1)pow(y)(∇s k )
2
= k−1(y(1))− 12G(1)pow(y(1))G(1)pow(y(2)) (∇s k ⊗∇s k ) ,
k
1
2∇2s k 12 = k−1

G(1)pow(y)
 ∇2s k +2G(1,1)pow(y(1), y(2)) ((∇s k )⊗ (∇s k )) .

Lemma 5.8. In Theorem 4.14, terms involving p
∆ϕ
1 (ξ) give rise to the following contribution in
the conformal case:
v2(∆ϕ)II,L (6),...,L (10) = JII,L (6),...,L (10) (z
(1), z(2)) (Tr((∇k )(∇k )))
where the two variable function
JII,L (6),...,L (10) (z1, z2)
=

(2+m )

G(1)pow(y1) +G
(1)
pow(y2)

H2,1,1(z1, z2; m ) + (2+m )G
(1)
pow(y1)(1− z1)H1,2,1(z1, z2; m )
− mG(1)pow(y1) +2G(1)pow(y1)G(1)pow(y2)H1,1,1(z1, z2; m ).
Proof. With r
∆ϕ
s =−2iG(1)pow(y)(∇s k ), we first turn L (6)s to L (10)s in Eq. (4.46) into Tr((∇k )(∇k )):
m∑
s=1
L (10)s =−4G(1)pow(y(1))G(1)pow(y(2))Tr((∇k )(∇k ))
m∑
s=1
L (6)s = 2G
(1)
pow(y
(1))Tr((∇k )(∇k )),
m∑
s ,l=1
L (7)s = 2mG
(1)
pow(y
(1))Tr((∇k )(∇k )),
m∑
s=1
L (8)s = 2G
(1)
pow(y
(2))Tr((∇k )(∇k )),
m∑
s ,l=1
L (9)s = 2mG
(1)
pow(y
(2))Tr((∇k )(∇k )).
Then we repeat reduction the process used in the proof of Proposition 5.2 to complete the
calculation. 
6. VERIFICATION OF THE FUNCTIONAL RELATIONS
Last but not least, we provide some conceptual validation for the our lengthy computation
by carefully examining the relations in Eqs. (5.14) and (5.15) bases on their explicit expressions
given in terms of G(1)pow, G
(1,1)
pow and the hypergeometric family Hα(z¯ ;m ) (cf. Eqs. (5.5), (5.6)
and (5.11) to (5.13)).
6.1. Preparations. First of all, let us switch to the hypergeometric family Hα(z¯ ; m ) used in in
[Liu18b, §5]:
Hα(z¯ ; m ) =
1
Γ
 ∑n
0 α j +
m
2 −2
Hα(z¯ ; m ), α= (α0, . . . ,αn ),
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so that we can freely quote formulas listed there without modifications. The variables {z , z1, z2}
always denote the following change of variable of {y , y1, y2}:
z = 1− y , z1 = 1− y1, z2 = 1− y1 y2.
For example,
Ha ,b (z ; m ) =Ha ,b (1− y ; m ), Ha ,b ,c (z1, z2; m ) =Ha ,b ,c (1− y1, 1− y1 y2; m ).
We often drop the arguments and write Ha ,b or Ha ,b ,c when no confusion arises.
The two cyclic transformations are crucial: 6
τ(1) : C (R+)→C (R+), τ(1)( f )(y ) = f (y −1)
τ(2) : C (R2+)→C (R2+), τ(2)( f˜ )(y1, y2) = f˜ ((y1 y2)−1, y1)
(6.1)
defined on functions in y and in (y1, y2) respectively. We see immediately that τ2(1) = 1. For τ(2),
we have τ(2) and τ
2
(2) are implemented by the substitutions:
y1
τ(2)−→ (y1 y2)−1
τ2(2)−→ y2, y2 τ(2)−→ y1
τ2(2)−→ (y1 y2)−1, y1 y2 τ(2)−→ y −12
τ2(2)−→ y −11 ,(6.2)
and τ3(2) = 1. Notice that, τ(1) (resp. τ(2)) becomes linear fractional transformation with respect
to z (resp. z1, z2). The key feature of the cyclic permutations is the fact that (cf. [Liu18b, Prop.
5.1]) they permute the components of α in Hα(z¯ ; m ):
τ(1)(Ha ,b ) = (1− z )a+b+m/2−2Hb ,a ,(6.3)
τ(2)(Ha ,b ,c ) = (1− z2)a+b+c+m/2−2Hb ,c ,a .(6.4)
We will also need the formulas of τ2(2):
τ2(2)(Ha ,b ,c )(z1, z2; m ) = (1− z1)a+b+c+m/2−2Hc ,a ,b (z1, z2; m ),(6.5)
τ2(2)
 
Ha ,b (z2; m )

= (1− z1)a+b+m/2−2Hb ,a (z1; m ).(6.6)
Note that Eq. (6.6) follows from Eq. (6.3) with the substitutions in Eq. (6.2):
τ2(2)
 
Ha ,b (z2; m )

=τ2(2)
 
Ha ,b (1− y1 y2; m )=Ha ,b (1− y −11 ; m )
=τ(1)(Ha ,b )(z1; m ) = (1− z1)a+b+m2 −1Hb ,a (z1; m ).
We now turn to recurrence relations. The goal is to express Ha ,b ,c and Ha ,b (z1; m ) in terms
of {H1,2,1, H1,1,2, H1,1,1}. For two variable functions, we need:
H1,3,1 =
((m +6)(1− y1)−6)H1,2,1+ (m +2)H1,1,1+2(1− y1 y2)  H1,1,2− y1H1,2,2
4(1− y1)y1 ,(6.7)
H1,2,2 =
H1,2,1−H1,1,2
z1− z2 .(6.8)
6 In the setting of [Liu18b, §2], the cyclic transformations arise from integration by parts with respect to the
modular operator.
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Therefore, ∀η1,1,3,η1,2,2 ∈C:
η1,1,3H1,1,3+η1,2,2H1,2,2 =

m
4y1
+
1
y1−1 −
1
2
1
y1(y2−1)

η1,1,3+
η1,2,2
y1(y2−1)

H1,2,1(6.9)
+
 −1
y1(y2−1)η1,2,2+
y2(y1 y2−1)
2y1(y1−1)(y2−1)η1,1,3

H1,1,2
+
 −(2+m )
4y1(y1−1)η1,1,3

H1,1,1.
The connection between one and two variable families is given by the divided difference
operation:
Ha ,1,1(z1, z2; m ) = (z Ha+1,1(z ; m ))[z1, z2]z =
z1Ha+1,1(z1; m )− z2Ha+1,1(z2; m )
z1− z2 .
Set a = 1 and apply ∂z1 or ∂z2 on both sides, we see that
H1,2,1 = ∂z1 H1,1,1 =
H1,2 (z1; m )−H1,1,1
z1− z2 , H1,1,2 = ∂z1 H1,1,1 =
H1,2 (z2; m )−H1,1,1
z2− z1 .
As a consequence, we obtain
H1,2(z1; m ) = (z1− z2)H1,2,1+H1,1,1, H1,2(z2; m ) = (z2− z1)H1,1,2+H1,1,1.(6.10)
To get H2,1(z1; m ), notice that
τ2(2)
 
H1,2(z2; m )

=τ2(2)
 
H1,2(1− y1 y2; m )=H1,2(1− y −11 ; m )
=τ(1)(H1,2)(z1) = y
1+m2
1 H2,1(z1; m ),
thus
H2,1(z1; m ) = y
−1−m2
1 τ
2
(2)
 
H1,2(z2; m )

= y −1−
m
2
1 τ
2
(2)
 
(z2− z1)H1,1,2+H1,1,1
= (y1 y2−1)y1H2,1,1+H1,1,1,
where we have used Eqs. (6.2) and (6.4) to reach the last equal sign. Next, we replace H2,1,1
according to
H2,1,1 =
m +2
2
H1,1,1− y1 y2H1,1,2− y1H1,2,1.
The final result reads:
H2,1(z1; m ) =

1−m +2
2
z2

H1,1,1+ z2(1− z2)H1,1,2+ z2(1− z1)H1,2,1.(6.11)
Sum up,  
η2,1H2,1+η1,2H1,2

(z1; m ) = y1

(y2−1)η1,2− (y1 y2−1)η2,1H1,2,1(6.12)
+

y1 y2(1− y1 y2)η2,1H1,1,2
+

η1,2+
1
2
 
m (y1 y2−1) +2y1 y2η2,1H1,1,1.
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6.2. Verification I. Let us look at the following function
VI(z ) =−z

4
m
H3,1(z ; m )−H2,1

+
2
m
H2,1(z ; m )−H1,1(z ; m ),
which is obtained by taking the difference of the two sides of Eq. (5.14) with the substitution
Ha ,b →Ha ,b /Γ(a + b +m/2−2).
A common factor Γ(m/2) is dropped since we only care about VI = 0 or not. It is easier to show
that τ(1)(VI) = 0 where the cyclic transformation τ(1) is given in Eq. (6.1). Indeed, according to
Eqs. (6.1) and (6.3), we have
(1− z )−m/2τ(1)(VI)(z ) = 4zm (1− z )H1,3(z ; m ) +

−z + 4
m
(1− z )

H1,2(z ; m )−H1,1(z ; m ),(6.13)
where the right hand side vanishes because it is the hypergeometric ODE of H1,1(z ;m ) (cf.
[Liu18b]).
6.3. Verification II. The verification of Eq. (5.15) is much more involved compared to the
one-variable case in previous section. As before, we begin with change of notations Hα→Hα,
the functions in Eqs. (5.6), (5.12) and (5.13) are turned into
JII =

G(1)pow(y1) +G
(1)
pow(y2)

H2,1,1+ y1G
(1)
pow(y1)H1,2,1− 12G
(1)
pow(y1)

m +2G(1)pow(y2)

H1,1,1

,
(6.14)
GII =

(y1 y2)
1
2 −12+m
2
H2,1,1−2H3,1,1− y1H2,2,1

,
(6.15)
JI =−
h
2G(1,1)pow(y1, y2) + y
− 12
1 G
(1)
pow(y1)G
(1)
pow(y2)
i
H2,1(z2; m ) +
m
2
G(1,1)pow(y1, y2)H1,1(z2; m ),(6.16)
where we have suppressed the arguments of the functions JII , JI , GII and Ha ,b ,c , for example
JII := JII(z1, z2; m ). A common factor has been factored out, that is
JII =Cm JII,L (6),...,L 10 ,
GII
(y1 y2)
1
2 −1 =CmG∆k ,II, JI =Cm J
1,1
I,p1,p0
,
where Cm = Γ(m/2+1)/2. We apply the cyclic transformation τ2(2) (cf. Eq. (6.2)) on both sides of
Eq. (5.15) so that all the hypergeometric pieces Ha ,b ,c , Ha ,b appeared in Eqs. (6.14) to (6.16)
start with 1 in the subscripts, that is, of the form H1,a ,b or H1,a .
Proposition 6.1. Keep the notations as above, we have
τ2(2) (GII −JII) =τ2(2) (JI) .(6.17)
In particular, Eq. (5.15) holds as well.
Proof. The verification is arranged as follows. First, we express the two sides of Eq. (6.17)
as combinations of {H1,2,1, H1,1,2, H1,1,1}. The calculation and the results are is postponed to
Lemmas 6.2 and 6.3 respectively. The rest is to show that the corresponding coefficients are
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indeed equal. We will take advantage of of the fact that G(1)pow and G
(1,1)
pow are divided difference of
the power function u j (here j = 1/2, cf. Lemma 5.3). Recall that
(1) A divided difference f [x0, . . . , xn ] is symmetric in its n +1 arguments.
(2) If the function f is homogeneous of degree j ∈ R , namely f (c y ) = c j f (y ), ∀c > 0,
then the n-th divided difference is of homogeneity j − n , that is f [c x0, . . . , c xn ] =
c j−n f [x0, . . . , xn ].
Therefore, we have the following identities that are repeatedly applied in the proof:
G(1)pow(y
−1) = u 12 [1, y −1]u = y
1
2 u
1
2 [y , 1]u = y
1
2G(1)pow(y )(6.18)
and
G(1,1)pow(y2, (y1 y2)
−1) = u 12 [1, y2, y2(y1 y2)−1]u = y −
1
2+2
1 u
1
2 [y1, y2 y1, 1]u(6.19)
= y
3
2
1
u
1
2 [y1 y2, y1]u −u 12 [1, y1]u
y1 y2−1 = y
3
2
1
u
1
2 [y1 y2, 1]u −u 12 [1, y1]u
y1 y2− y1 ,
in which
u
1
2 [1, y1]u =G
(1)
pow(y1), u
1
2 [1, y1 y2]u =G
(1)
pow(y1 y2),
u
1
2 [y1 y2, y1]u = y
− 12
1 u
1
2 [y2, 1]u = y
− 12
1 G
(1)
pow(y2).
Now we are ready to simplify the functions c˜1,1,1 c˜1,1,2 and c˜1,2,1 defined in Eqs. (6.25) to (6.27)
to the corresponding coefficients given in Lemma 6.2, starting with c˜1,1,2:
c˜1,1,2 = y1 y2(1− y1 y2)G(1,1)pow(y2, (y1 y2)−1) = y 21 y2

y
1
2
1 G
(1)
pow(y1)−G(1)pow(y2)

,
which is equal to the coefficient of H1,1,2 in Lemma 6.2. Notice that Eq. (6.19) yields different
denominators for G(1,1)pow(y2, (y1 y2)
−1) to achieving cancellation.
Up to a minus sign, c˜1,2,1 in Eq. (6.25) consists of the following terms:

y1(y1 y2−1) + y 21 (y2−1)

G(1,1)pow(y2, (y1 y2)
−1) = y 21
h
G(1)pow(y2)−2y
1
2
1 G
(1)
pow(y1) + y
1
2
1 G
(1)
pow(y1 y2)
i
,
(6.20)
y 21 (y2−1)y −
1
2
2 G
(1)
pow(y2)G
(1)
pow((y1 y2)
−1) = y 21
h
(y1 y2)
1
2G(1)pow(y1 y2)− y
1
2
1 G
(1)
pow(y1 y2)
i
,
(6.21)
so that the sum reads:
−c˜1,2,1 = y 21
−2G(1)pow(y −11 ) +G(1)pow(y2) + (y1 y2) 12G(1)pow  y1 y2 .
In the calculation of Eq. (6.21), we have used (y2−1)G(1)pow(y2) = y
1
2
2 −1 and the relation (y1 y2) 12G(1)pow
 
y1 y2

=
G(1)pow
 
(y1 y2)−1

. The relation also implies that c˜1,2,1 is indeed equal to the corresponding coeffi-
cients in Lemma 6.2.
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By adding up the three terms in Eq. (6.27):
y1(y2−1)G(1,1)pow(y2, (y1 y2)−1) = y1

y
1
2
1 G
(1)
pow(y1 y2)− y
1
2
1 G
(1)
pow(y1)

,
m
2
(y2 y1−1)G(1,1)pow(y2, (y1 y2)−1) = m2 y1

G(1)pow(y2)− y
1
2
1 G
(1)
pow(y1)

,
− y1 y −
1
2
2 G
(1)
pow(y2)G
(1)
pow((y1 y2)
−1) =−y 321 G(1)pow(y2)G(1)pow(y1 y2)
we have for the last one:
c˜1,1,1 = y1
hm
2
G(1)pow(y2)− (1+m2 )y
1
2
1 G
(1)
pow(y1) + y
1
2
1 G
(1)
pow(y1 y2)

1−G(1)pow(y2)
i
,
in which the third term can also be written as
y
1
2
1 G
(1)
pow(y1 y2)

1−G(1)pow(y2)

= (y1 y2)
1
2G(1)pow(y1 y2)G
(1)
pow(y2) =G
(1)
pow
 
(y1 y2)
−1G(1)pow(y2).
Therefore c˜1,1,1 agrees with the coefficient of H1,1,1 in Lemma 6.2. 
Lemma 6.2. The function τ2(2) (GII −JII) belongs to the span of {H1,2,1, H1,1,2, H1,1,1}with coeffi-
cients given by:
y
−m2
1 τ
2
(2) (GII −JII) (z1, z2; m )
(6.22)
= y 21
h
2y
1
2
1 G
(1)
pow(y1)−G(1)pow(y2)−G(1)pow
 
(y1 y2)
−1iH1,2,1+ y 21 y2 hy 121 G(1)pow(y1)−G(1)pow(y2)iH1,1,2
+ y1

−

1+
m
2

y
1
2
1 G
(1)
pow(y1) +
1
2
G(1)pow(y2)

m +2G(1)pow
 
(y1 y2)
−1H1,1,1.
Proof. We first follow Eqs. (6.2) and (6.4) to carry out the transformation τ2(2):
y
−m2
1 τ
2
(2)(GII)(z1, z2; m ) =τ
2
(2)

(y1 y2)
1
2 −1m +2
2
y 21 H1,2,1− y2 y 31 H1,2,2−2y 31 H1,3,1

,
where
τ2(2)

(y1 y2)
1
2 −1=τ2(2) G(1)pow(y1 y2)(y1 y2−1)=G(1)pow(y −11 )y −11 (1− y1)
and
y
−m2
1 τ
2
(2)(JII)(z1, z2; m ) =

G(1)pow(y2) +G
(1)
pow
 
(y1 y2)
−1 y 21 H1,2,1+ y2 y 21 G(1)pow(y2)H1,1,2(6.23)
+
1
2
y1

G(1)pow(y2)

m +2G(1)pow
 
(y1 y2)
−1H1,1,1.
Notice that τ2(2)(JII) is already written as a span of {H1,1,1, H1,2,1, H1,1,2}. For τ2(2)(GII), we need to
replace H1,2,2 and H1,3,1 whose general form has been computed in Eq. (6.9) with coefficients
η1,3,1 = 2y
2
1 (y1−1)G(1)pow(y −11 ), η1,2,2 = y22 η1,3,1.
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Therefore we have y
−m2
1 τ
2
(2)(GII) = c1,2,1H1,2,1+ c1,1,2H1,1,2+ c1,1,1H1,1,1 where the coefficients are
computed according to Eq. (6.9) as below. First
c1,2,1 =−(m2 +1)y1(y1−1)G
(1)
pow(y
−1
1 ) +

m
4y1
+
1
y1−1 −
1
2
1
y1(y2−1)

η1,1,3+
η1,2,2
y1(y2−1)

=−(m
2
+1)y1(y1−1)G(1)pow(y −11 ) +

m
4
+
1
2

y −11 η1,3,1+
η1,3,1
y1−1
= 2y 21 G
(1)
pow(y
−1
1 ),
where the first two terms in the middle line cancel out. The next one:
c1,1,2 =
−1
y1(y2−1)η1,2,2+
y2(y1 y2−1)
2y1(y1−1)(y2−1)η1,1,3
=

y1 y2−1
y1−1 −1

y2η1,2,1
2y1(y2−1) = y2 y
2
1 G
(1)
pow(y
−1
1 )
The last one
c1,1,1 =
−(2+m )
4y1(y1−1)η1,1,3 =−
2+m
2
y1G
(1)
pow(y
−1
1 ).
With G(1)pow(y
−1
1 ) = y
1
2
1 G
(1)
pow(y1), the total reads
y
−m2
1 τ
2
(2)(GII)(z1, z2; m ) = y
1
2
1 G
(1)
pow(y1)

2y 21 H1,2,1+ y2 y
2
1 H1,1,2− 2+m2 y1H1,1,1

.(6.24)
We finish the computation by taking the difference of Eqs. (6.23) and (6.24). 
Lemma 6.3. The function τ(2) (JI) can also be written as a combination of {H1,2,1, H1,1,2, H1,1,1}:
y
−m2
1 τ
2
(2) (JI) = c˜1,2,1H1,2,1+ c˜1,1,2H1,1,2+ c˜1,1,1H1,1,1,
where the coefficients c1,2,1, c1,1,2 and c1,1,1 are given in Eqs. (6.25) to (6.27) respectively.
Proof. Notice that JI in Eq. (6.16) is of the form JI = a1H2,1+
m
4 a2
 
H1,1− 4m H2,1

where Ha ,b =
Ha ,b (z2; m ) and the coefficients are given by:
a1 =−y −
1
2
1 G
(1)
pow(y1)G
(1)
pow(y2), a2 = 2G
(1,1)
pow(y1, y2).
For the part containing a2, we have:
y
−m2
1 τ
2
(2)

− 4
m
H2,1(z2; m ) +H1,1(z2; m )

=− 4
m
y1H1,2(z1; m ) +H1,1(z1; m )
=− 2
m
y1H1,2(z1; m ) +
2
m
H2,1(z1; m ),
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where the relation H1,1 =
2
m
 
(1− z )H1,2+H2,1 from [Liu18b] is applied. Now we have shown
that y
−m2
1 τ
2
(2) (JI) =η1,2H1,2+η2,1H2,1 with Ha ,b :=Ha ,b (z1; m ) and
η1,2 = y1

τ2(2)(a1)− 12τ
2
(2)(a2)

= y1
h
−y − 122 G(1)pow(y2)G(1)pow((y1 y2)−1)−G(1,1)pow(y2, (y1 y2)−1)
i
,
η2,1 =
1
2
τ2(2)(a2) =G
(1,1)
pow(y2, (y1 y2)
−1).
Accordingly, y
−m2
1 τ
2
(2) (JI) = c˜1,2,1H1,2,1+ c˜1,1,2H1,1,2+ c˜1,1,1H1,1,1 where the coefficients are deter-
mined by Eq. (6.12):
c˜1,2,1 = y1

(y2−1)η1,2− (y1 y2−1)η2,1
(6.25)
= y 21 (y2−1)τ2(2)(a1)− 12

y1(y1 y2−1) + y 21 (y2−1)

τ2(2)(a2)
=−y 21 (y2−1)y −
1
2
2 G
(1)
pow(y2)G
(1)
pow((y1 y2)
−1)− y1(y1 y2−1) + y 21 (y2−1)G(1,1)pow(y2, (y1 y2)−1)
and
c˜1,1,2 = y1 y2(1− y1 y2)η2,1 = 12 y1 y2(1− y1 y2)τ
2
(2)(a2)(6.26)
= y1 y2(1− y1 y2)G(1,1)pow(y2, (y1 y2)−1),
and
c˜1,1,1 =η1,2+
1
2
 
m (y1 y2−1) +2y1 y2η2,1(6.27)
= y1τ
2
(2)(a1) +
1
2
y1(y2−1)τ2(2)(a2) +m4 (y1 y2−1)τ
2
(2)(a2)
= y1 y
− 12
2 G
(1)
pow(y2)G
(1)
pow((y1 y2)
−1) +
h
y1(y2−1) +m2 (y1 y2−1)
i
G(1,1)pow(y2, (y1 y2)
−1).

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