Three methods for the computation of the probability of collision between two space objects are presented. These methods are based on the high order Taylor expansion of the time of closest approach (TCA) and distance of closest approach (DCA) of the two orbiting objects with respect to their initial conditions. The identification of close approaches is first addressed using the nominal objects states. When a close approach is identified, the dependence of the TCA and DCA on the uncertainties in the initial states is efficiently computed with differential algebra (DA) techniques. In the first method the collision probability is estimated via fast DA-based Monte Carlo simulation, in which, for each pair of virtual objects, the DCA is obtained via the fast evaluation of its Taylor expansion. The second and the third methods are the DA version of Line Sampling and Subset Simulation algorithms, respectively. These are introduced to further improve the efficiency and accuracy of Monte Carlo collision probability computation, in particular for cases of very low collision probabilities. The performances of the methods are assessed on orbital conjunctions occurring in different orbital regimes and dynamical models. The probabilities obtained and the associated computational times are compared against standard (i.e. not DA-based) version of the algorithms and analytical methods. The dependence of the collision probability on the initial orbital state covariance is investigated as well.
Introduction
The risk of in-orbit collisions between operative satellites and space debris is a crucial issue in satellite operation. When a close approach is identified, it is necessary to define an indicator that can tell how risky the predicted conjunction is. It is common practice for space agencies and satellite operators to consider, together with conjunction geometry and miss-distance, the collision probability for this purpose (Klinkrad et al., 2005; Righetti et al., 2011) .
The collision probability is computed by means of a multi-variate integral. The uncertainties in position and velocity coming from orbit determination can be translated into a probability density function (p.d.f.). The probability density function is then integrated over the volume swept out by the combined hard-body area of the satellite and colliding object, normal to the velocity vector, to retrieve the collision probability.
Different methods exist for the computation of this multi-dimensional integral. Most of these approaches (Akella and Alfriend, 2000; Bèrend, 1999; Patera, 2001;  http://dx.doi.org/10.1016/j.asr.2014.09.003 0273-1177/Ó 2014 COSPAR. Published by Elsevier Ltd. All rights reserved. Klinkrad, 2006) have the following assumptions in common:
Position uncertainties of the two objects are not correlated; Objects move along straight lines at constant velocity during the conjunction; The uncertainty in the velocities is neglected; Position uncertainty during the whole encounter is constant and equal to the value during the conjunction; The uncertainties in the positions of the two objects are represented by three-dimensional Gaussian distributions.
These assumptions produce accurate results when the relative motion between the satellite and the object is rectilinear and the conjunction occurs close to the initial epoch so that the p.d.f. of the relative position of the two objects remains Gaussian. The probability density function in the proximity of the close approach, under the assumption that position error is Gaussian, is expressed as
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where Dr is the objects relative position vector. Integrating over the volume V swept out by the hard-body sphere with volume V c , that is the combined volume of the colliding objects, yields the collision probability
Because of the assumption of rectilinear motion of both conjuncting objects, the volume V is a cylinder extending along the relative velocity direction. By integrating the p.d.f. along the cylinder axis from À1 to +1, the marginal two-dimensional p.d.f is obtained and the volume integral is reduced to a two-dimensional integral on the collision cross sectional area (Chan, 2008) . Supposing that the combined covariance C is centered on the primary object and that the combined hard-body is positioned on the secondary object, the two-dimensional integral of the marginal p.d.f. on the collision cross-sectional area in the (x, y) encounter plane can be written as (Akella and Alfriend, 2000; Klinkrad, 2006; Bèrend, 1999) :
where
where R c is the combined radius of the two spherical objects and C now denotes the covariance in the marginal two-dimensional pdf. The analytical methods available in the literature differ in the way the two-dimensional integral is approximated. Chan transforms the two-dimensional p.d.f. into a one-dimensional Rician p.d.f. and uses equivalent areas to develop an analytical approximation of the double integral (Chan, 1997) . A series expression to approximate Eq. (3) is derived by Alfano, using a combination of error functions and exponential terms . In addition, Patera performs an exact reduction of the two-dimensional integral of Eq. (3) to a one-dimensional contour integral over a general-shaped body (Patera, 2001) . The method was then extended to use numerical quadrature for a simple one-dimensional integral (Patera, 2005) .
Methods that account for non-linearities, which are typical of GEO conjunctions, were also developed (Chan, 2004; Patera, 2003; Patera, 2006 ). An approach that uses a set of small consecutive linear segments to compute collision probability for non-linear conjunctions is presented in (Alfano (2006b); McKinley, 2006) .
The conflict probability, used for air-traffic control by the aviation community (Paielli and Erzberger, 1997) , was proposed as an alternative to collision probability as a metric to quantify the collision risk even for space objects . The conflict probability is computed similarly to collision probability, using a conflict volume instead of the combined hard-body region. It corresponds to the probability that a single conflict volume, centered on one space object, will be penetrated by the other space object. The conflict volume is large compared to space vehicle size and, as a result, conflict probability is higher than collision probability. In addition, no information on hard-body size, which is usually not available for space debris, is required. The conflict probability was extended to the case of ellipsoidal conflict volumes and tested against other metrics for the identification of risky conjunctions, showing good performances for the analyzed test cases .
Besides the analytical methods, the collision probability integral can be computed by means of Monte Carlo (MC) simulations (de Vries and Phillion, 2010; Sabol et al., 2011) . Despite being a general and flexible way to compute collision probability, the MC approach has the main drawback of requiring intensive computation, as each virtual satellite/debris trajectory has to be propagated. For this reason Monte Carlo methods are not suitable for daily collision probability computation, since results can be obtained in a timely manner only with simple dynamics, such as two-body propagators or SGP4/SDP4.
In recent times, techniques such as importance sampling (Dolado et al., 2011) or adaptive splitting (Pastel, 2011) have been introduced to cope with the high computational effort. Moreover, a method that couples Monte Carlo with orbital dynamics approximation, obtained by means of polynomial chaos expansion, was introduced to compute satellite collision probability with reduced computational effort (Jones and Doostan, 2013) . Monte Carlo methods were also used to study the impact of non-Gaussian probability density functions on collision probability computation (Ghrist and Plakalovic, 2012) .
New methods to reduce the computational effort related to collision probability computation are presented in this work. These methods are based on the Taylor expansion of the TCA and the Distance of Close Approach (DCA) of the two orbiting objects. The occurrence of close approaches is first identified using the nominal initial orbital states. Then, differential algebra (DA) techniques are used to propagate sets of initial conditions by computing the Taylor approximation of the final states at the nominal TCA. The polynomial expansion of the TCA with respect to uncertainties in the initial states is obtained by means of polynomial inversion tools and plugged into the DCA and final state maps to retrieve their dependence on initial uncertainties . The methods for collision probability computation can now take advantage of the availability of the resulting polynomial maps. More in detail, the initial positions and velocities are sampled according to their estimated uncertainties. For each pair of virtual objects, the associated DCA is computed through the fast evaluation of its Taylor expansion rather than running computationally intensive numerical integrations. The DCA is then compared with the collision threshold, i.e. the diameter of the sphere that envelopes the two objects. Three methods for the computation of collision probability are presented in this paper: a DA-based Monte Carlo simulation and the DA version of two advanced techniques, namely Line Sampling (LS) and Subset Simulation (SS) (Au and Beck, 2001; Koutsourelakis et al., 2004) .
The manuscript is organized as follows. First the description of MC, LS, and SS methods in their standard version (i.e. not DA-based) is given in Sections 2.1, 2.2, 2.3. Then, their formulation taking advantage of DA techniques is introduced in Section 3. Numerical examples and discussion of results are provided in Section 4, which is followed by conclusions.
Methods for collision probability computation
The two objects initial conditions are defined by the state vectors x 1 0 and x 2 0 . Both vectors are uncertain due to the orbit determination process, and their statistics can be represented by a pdf. Typically, the initial statistics is assumed to be Gaussian, then the initial state is fully described by its mean and covariance matrix.
The methods for collision probability computation described in this section rely on the Performance Function (PF)
in which D is the collision threshold, and d Ã is the function that maps each pair of initial conditions x 1 0 ; x 2 0 to the associated DCA. Note that, as D is a constant and d Ã is the distance between the objects centers of mass it follows that exact collision probabilities are computed for spherical space objects only. According to the definition of the PF, the following conditions occur
where, for the sake of brevity, x 0 ¼ ðx 1 0 ; x 2 0 Þ. The collision threshold D can be related to the dimensions of the two objects. Let L i , for i ¼ 1; 2, be the diameters of the spherical objects. Then, according to Fig. 1, D is given by the sum of the radius of the two objects. In case of non-spherical objects without large appendages the same performance function could be used, by selecting the sphere that envelopes each object i. This is a conservative approach, which guarantees that the resulting collision probability is larger than its correct value since the collision condition will hold for a larger number of virtual objects.
Monte Carlo method
To compute the collision probability by means of MC simulation, the initial position and velocity of the two objects are sampled from their error covariance matrices (thus generating what are called virtual objects or debris). The initial orbital states, x 1 0 and x 2 0 , are then propagated till the time derivative _ d of the relative distance d is zero, which happens in the surrounding of the nominal TCA. In this way, the TCA and DCA are identified for each pair of virtual objects. If the relative distance is below the threshold D a hit is counted. The number of samples N c for which the collision condition is verified, i.e. gðx 0 Þ > 0, is divided by the total number of samples N T to compute the collision probability
The standard deviation of the computed probability is given by
and is proportional to 1= ffiffiffiffiffiffi N T p . For standard Monte Carlo methods the coefficient of variation (c.o.v.), i.e. the ratio between the standard deviation and the mean value, is thus defined as Fig. 1 . Collision threshold definition.
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The collision probability between two spacecraft is usually very low since it exceeds 10 À4 only for really close conjunctions. As a consequence, a large number of samples is required to obtain a sufficiently accurate estimate of its value. According to Dagum et al., 2000 , the number of samples N T to be used in a Monte Carlo simulation when r 2 > eP c should be at least
where P c is the collision probability, ð1 À bÞ is the desired confidence level, and e is the relative error of the collision probability. The number of samples required to compute a given collision probability with a 95% confidence level is illustrated in Fig. 2 , where the dashed and a solid lines are computed with a relative error of 1% and 5%, respectively.
To compute a collision probability of 10 À4 with a relative error of 5% at least 4:24 Â 10 7 samples are required, whereas for P c ¼ 10 À6 the minimum number of samples increases to 4:24 Â 10 9 . These considerations point out the main drawback of MC simulations, that is the high computational effort which is magnified when dealing with very low probabilities or when a computationally intensive simulation is required for each sample, such as a numerical integration of the equation of motion. Line Sampling and Subset Simulation algorithms, described in the next two subsections, were developed to reduce the number of samples required to compute low collision probabilities.
Line Sampling
The main idea behind LS is transforming a high dimensional problem into a number of conditional one-dimensional problems solved along an "important direction" a (Koutsourelakis et al., 2004) . The key issue of the method is identifying this direction, that should point toward the region of failure, i.e. the hyper-volume of position and velocity deviations for which the collision criterion holds. The important direction tells which combination of states variations is more efficient to reach the failure condition.
In the LS approach, the vector of uncertain parameters x 0 2 R n , where n is the number of uncertain parameters, has first to be transformed into the adjoint vector h 2 R n . This vector belongs to the so-called "standard normal space", where each variable is represented by an independent central unit Gaussian distribution. This is done using Rosenblatt's transformation (Rosenblatt, 1952) 
where the operator T :;: indicates the transformation, and applying it to the performance function
A natural choice for the important direction is the normalized gradient of the PF at the nominal point in the standard normal space
If not available analytically, this gradient can be numerically estimated. The more the estimate of the important direction is close to its true value, the lower will be the variance of the failure probability (Pradlwarter et al., 2005) . For high-dimensional problems where the numerical computation of gradients can be time-demanding, it is possible to obtain an estimate by computing the normalized "center of mass" of the failure domain. This is achieved by Monte Carlo Markov Chain (MCMC), using as seed a point belonging to the failure region or close to it and computing the mean of the N a samples generated in the failure region .
Once the important direction is identified, the LS method proceeds as follows LS 1. Sample N T vectors h i from the normal multidimensional joint probability distribution. LS 2. Estimate for each sample its conditional onedimensional failure probabilityP 1D;i performing the following operations (a) Project the vector h i onto the straight line passing through the origin and perpendicular to a to obtain vector h i;? , as portrayed in Fig. 3 2 , the probability iŝ
where Uðc i j Þ is the standard normal cumulative distribution function, N ð0; 1Þ is the standard normal distribution, with zero mean and unit standard deviation, and F indicates the collision condition d 6 D.
LS 3. Compute the unbiased estimatorP N T ðF Þ, which is the sample average of the independent conditional one-dimensional probability estimatê
The variance of the collision probability in Eq. (15) is given by
The total number of system simulations is related to the number of PF evaluations required to compute, for each sample h i , the values c i j at step LS 2(c). When the PF is smooth and does not present oscillations along the important direction, the number of sample evaluations can be limited to the one necessary to obtain an approximation of the function in the region of interest ). For a short-term encounter between two space objects, the PF along the direction a resembles a parabola. With three evaluations of the PF, it is indeed possible to obtain a second-order approximation and compute an approximate value of the intersections c i 1 and c i 2 with the line g h ðcÞ ¼ 0, if they exists. Although reducing the computational effort when dealing with computationally demanding simulations, such an approach strongly depends on the choice of the c grid required to compute the approximation of the PF. A wrong spacing of the grid could result in erroneous estimations of the intersections with the failure region boundary. Thus, when this approach is selected, it is important to verify that the computed intersections are close to the true values for different close encounter geometries and relative velocities.
Subset Simulation
Subset Simulation (SS) is an adaptive stochastic simulation method to compute efficiently small failure probabilities (Au and Beck, 2001) . The idea at the basis of the method is to compute the probability as a product of larger conditional probabilities. Thus, given a sequence of intermediate failure regions F 1 ' F 2 ' . . . ' F m ¼ F , the failure probability becomes
where P ðF lþ1 jF l Þ indicates the probability of F lþ1 conditional to F l . The method is initialized using a standard Monte Carlo simulation to generate samples at conditional level 0. Once the failure region F 1 is determined and the probability P ðF 1 Þ computed, a Monte Carlo Markov Chain (MCMC) algorithm (Metropolis et al., 1953 ) is used to generate samples conditional to the failure region F 1 . Another intermediate failure region F 2 is then located and other samples are generated with MCMC. The process can be repeated till the failure region corresponding to objects collision is identified. The approach was originally developed to address structural failure, but it was also used in different research areas in reliability, e.g. to address the failure probability of thermal-hydraulic passive system ). The main issue of the algorithm is to identify the intermediate failure regions. This can be achieved by choosing a Fig. 3 . Illustration of the Line Sampling procedure in a bi-dimensional space ðh 1 ; h 2 Þ. The origin of the reference frame is in the nominal initial states and a points in the direction of the gradient (i.e. greatest rate of decrease) of the relative distance. Failure region is surrounded by the grey line.
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5 constant probability value p 0 , and searching a threshold value of the relative distance at every conditional level for which P ðF l jF lÀ1 Þ ¼ p 0 . The PF changes accordingly: being D l the collision threshold at conditional level l, it can be defined as
Similarly to Eq. (5), the following conditions occur
Since the conditional probability is equal to p 0 at each iteration, the collision probability in Eq. (17) can be computed as
The resulting SS algorithm goes through the following steps (refer to The samples closer to the failure region will be at the bottom of the list. SS 4. Choose the intermediate threshold value D lþ1 from the ð1 À p 0 ÞN th value of the sorted list. The ðl þ 1Þth conditional level is then defined as
. . . ; p 0 N , whose relative distance lies in F lþ1 . All these samples belong to "conditional level l þ 1". SS 6. Using MCMC, generate ð1 À p 0 ÞN additional conditional samples distributed as pðÁjF lþ1 Þ, so that a total of N conditional samples x lþ1;k 0 2 F lþ1 , where k ¼ 1; . . . ; N . Eq. (19) can be used to establish whether each sample belongs to conditional level l þ 1 or not. SS 7. Set l ¼ l þ 1 and return to step 2 above. SS 8. Stop the algorithm.
The total number of samples generated is
where m is the number of conditional levels required to reach the failure region. According to Eq. (20) the collision probability becomes Fig. 4 . Illustration of the Subset Simulation algorithm for a bi-dimensional space ðx 1 ; x 2 Þ. The dots are the generated samples and the lines identify the conditional levels. The grey dots are the samples belonging to the lth conditional levels and the arrows represent the MCMC path.
where N is the total number of samples at each conditional level and N F is the number of samples at conditional level m, whose relative distance is less than the collision threshold D.
The efficiency of the SS algorithm relies on the proper selection of its parameters: the conditional failure probability p 0 , the number of samples of each step N, and the shape of the proposal probability density function for the generation of the Markov chain. A detailed analysis on the selection of these parameters is given in Zuev et al. (2012) , where it is shown that the optimal choice for p 0 is 0.2 (although similar efficiency is obtained for p 0 2 ½0:1; 0:3). For what concerns the proposal p.d.f. of MCMC, a univariate Gaussian distribution is used in this work. The variance r l of the proposal p.d.f. is changed dynamically at each conditional level l so that the acceptance rate of Markov Chain samples is kept between 30% and 50%. This solution is nearly optimal, i.e. the chain converges to stationarity nearly as fast as possible. Zuev et al. (2012) also suggest a Bayesian post-processor for Subset Simulation, SS+, to refine the computed failure probability and determine higher moments, allowing the computation of the failure probability variance. Defining
the first moment of the distribution of the failure probability becomes
whereas the second moment is given by
The variance of the collision probability P ðF Þ can then be obtained using the definition
The number of samples N to be used depends on the problem dimension and the expected failure probability. Furthermore, if the failure region is disconnected, the samples must be dense enough to lie in the proximity of each subregion at conditional level zero and then reach them at the subsequent conditional levels. The tests showed that a good choice is N ¼ 2 Â 10 3 for collision probability computation.
To stress the advantages of the SS method over standard MC for low failure probability computation, two experimental cumulative distribution functions (c.d.f.) obtained with SS and MC for a close conjunction are compared in Fig. 5 . The solid black line is the distribution obtained with SS using 14,000 samples (p 0 ¼ 0:2; N ¼ 2000 samples and 7 conditional levels), the dashed line is the c.d.f. obtained with MC using the same number of samples, and the solid gray line is the c.d.f. for a MC with 10 6 samples. The three curves seem to agree over the entire set of relative distances. However, the detail reported in Fig. 5(b) shows the lack of accuracy of the MC simulation with fewer samples in the proximity of the failure region. As the maximum cumulative probability in Fig. 5(b) is about 0.001, only 14 samples out of 14,000 lie, on average, in the associated range of relative distances in the MC simulation. In particular, only two samples have a relative distance below 10 m and no samples are located under 5 m. In contrast, SS generates nearly 5000 samples in the same region, which is five times more than the ones generated by MC with 10 6 samples. The samples generated by SS provide enough information to describe the c.d.f. accurately even at lower conditional probability level, i.e. closer to the failure region.
DA-based methods for collision probability
The methods described in the previous section are here modified to take advantage of the Taylor expansion of the DCA. The computation of the polynomial approximation is achieved by means of the DA techniques implemented in COSY INFINITY. Differential algebra supplies the tools to compute the derivatives of functions within a computer environment. More specifically, by substituting the classical implementation of real algebra with the implementation of a new algebra of Taylor polynomials, any multivariate function is expanded into its Taylor series up to an arbitrarily order with limited computational effort. As a main consequence, the Taylor expansion of the solution of any ordinary differential equation can be obtained by carrying out all the operations of any explicit integration scheme in the DA framework. Thus, the dependence of the solution of the ordinary differential equation on initial conditions and time is available in terms of high order polynomial maps. For details on the DA mathematical foundation and on its practical use the reader can refer to Berz (1999) and Berz and Makino (2011) . In the following, the key points for the computation of the high order Taylor series expansion of the DCA and TCA are first given. Then, Section 3.2 illustrates the DA implementation of the methods for collision probability.
High order expansion of DCA and TCA
A DA algorithm has been developed by the authors to compute the arbitrary order Taylor expansions of TCA and DCA with respect to uncertain initial conditions in a general dynamical model (Armellin et al., 2012) . As presented in detail in Morselli et al. (2014) , the Taylor expansions of the state vectors x polynomial map of the relative distance between the two objects is then computed through simple algebraic manipulations. By using partial polynomial inversion techniques and imposing the stationarity condition of the relative distance with respect to time, the Taylor expansion of TCA and DCA with respect to x 1 0 and
are computed. For any perturbed initial condition of the two objects (i.e., for any pair of virtual debris), the evaluation of the Taylor polynomials in (27) and (28) delivers the associated values of TCA and DCA. Consequently, the main idea is to reduce the computational cost of standard methods for the computation of collision probability by replacing multiple -computationally intensive -numerical integrations with multiple -fast -evaluations of the polynomial maps (27) and (28). As a last remark note that two main factors affect the accuracy of the results: the dynamical model used for the propagation of the states and the accuracy of the Taylor expansion. For the first issue the DA-based numerical propagator AIDA developed in Morselli et al. (2014) is used in this work. The implemented dynamical model includes the gravitational model EGM2008 up to order 10, the atmosphere model NRLMSISE-00 to compute air density, third body perturbations, and solar radiation pressure with a dual-cone model for Earth shadow.
The accuracy of the polynomial maps (27) and (28) depends on the expansion order, the initial uncertainties, and the propagation window. In Morselli et al. (2014) the accuracy of the maps was assessed by considering the 100 samples with the largest displacement from the nominal initial conditions among a larger set of 10 9 samples generated considering the full initial covariance matrix. It was shown that, for typical values of initial uncertainties and for a maximum propagation window of one week, the error of the Taylor expansion of the DCA is less than 1 m for a third order expansion for both LEO and GEO orbital regimes.
DA-based methods
Once the 12-variables kth order Taylor expansions of the TCA and DCA are available, the methods for collision probability computation can be easily modified to work on the resulting polynomials. It is worth observing that the presented methods are applicable only for cases with a single DCA and TCA. Nonlinear relative motion with multiple DCAs are not analyzed in this paper and will be addressed in future works. In the following, the main modifications to the three proposed methods are summarized.
DAMC
For what concerns the Monte Carlo method, its DAbased counterpart is simply obtained by substituting each pair of numerical or analytical propagations necessary to compute the DCA with a single evaluation of the map in Eq. (28). In the following, the acronym DAMC-k is used to label the resulting DA-based Monte Carlo method, where k is the order used for the Taylor expansion of the TCA and DCA.
DALS
The availability of the DCA expansion is exploited for the computation of the important direction a in the LS method. Once the polynomial map in Eq. (28) is available, the Taylor expansion of g h ðhÞ in Eq. (12) is obtained by evaluating Eq. (5) together with Eq. (11) in the DA framework. Then, the gradient of g h is readily obtained by extracting the twelve first order coefficients of its Taylor expansion and is used to compute a using Eq. (13). In addition, similarly to DAMC, each numerical propagation of the standard algorithm is substituted by a polynomial evaluation of Eq. (28). Moreover, accurate methods for the computation of the parameters c i 1 and c i 2 can be developed since the evaluation of the polynomial approximation of g h is fast. More in detail, to further speed up the execution of a DA-based LS simulation, the algorithm described in Section 2.2 is slightly modified. The step LS 2(c) is divided in two parts. First, the maximum of the PF and the associated value c i max for the ith sample are identified. The two values c i 1 and c i 2 are then computed only if the maximum of the PF is positive. This is done by applying a secant method using two initial guesses that are close to c i max , one slightly larger and the other slightly smaller. If the maximum of the PF is negative there is no need to compute intersections and P 1D;i ¼ 0. Although this approach increases the complexity of the method, it avoids unnecessary polynomials evaluations increasing the robustness and efficiency of the DA-based LS. The acronym DALS-k is used in the following to indicate the DA-based Line Sampling with expansion order k.
DASS
Similarly to DAMC, in the DA-based Subset Simulation, the numerical propagations at step SS 2 are replaced by the fast evaluation of the polynomial map in Eq. (28). All other steps involve sorting and generation of samples through MCMC and do not require any modification. Hereafter this algorithm will be labeled as DASS-k, where k is again the order of the expansion.
Numerical examples
In this section, the performances of the proposed approaches are assessed on the computation of collision probabilities for close encounters in LEO and GEO. All computations are performed on a Intel Core i5 2500 @3.30 GHz, 8 Gb RAM processor running Sabayon Linux 10 (kernel version 3.5.0).
At first, the DA algorithms are compared against analytical methods and standard Monte Carlo simulations, using test cases in which the relative motion can be considered linear, non-linear and almost-linear, respectively. The test cases are taken from Alfano (2009) , where simple Keplerian dynamics is used to compare a set of different methods for collision probability computation. The aim of this analysis is to validate the proposed methods and assess their performances in terms of accuracy and efficiency.
Then, the methods are tested using the high fidelity numerical propagator AIDA. The covariance matrices for each object are obtained after a pseudo orbit determination process, where observed states are obtained with TLEs propagation through SGP4/SDP4. The orbit determination is performed as a batch least-square optimization, yielding a full 6 Â 6 covariance matrix. The goal of this analysis is to test the methods in real scenarios and assess their reliability.
Since the considered methods employs different number of samples, two figures of merit are used for comparisons ). The first figure of merit is the unitary coefficient of variation, D, and is defined as
where r is the standard deviation of the collision probability from its estimated valueP c , and N T is the total number of samples used. The unitary c.o.v. does not depend on the number of samples, since for Monte Carlo methods r / 1= ffiffiffiffiffiffi N T p . It is designed to enable the comparison of the different methods in terms of accuracy and number of samples required to reach that accuracy level. The lower is the value of D, the lower is the variability of the corresponding failure probability and, as a consequence, the higher is the efficiency of the method.
The second figure of merit, X, involves both variance and computational time t c and does not depend on the number of samples N T as well. It is defined as
It is a measure of the computational efficiency and failure probability variability. The higher the value the higher is the efficiency of the method.
Validation of DA-based methods
In this section the methods for collision probability computation DAMC, DALS, and DASS are validated against an analytical method and standard Monte Carlo simulation. Three test cases are considered, one with linear relative motion between the two objects, one at the boundary of linear relative motion, and one with nonlinear relative motion. These are respectively test case 5, 6, and 7 of Alfano (2009) . The same labeling is used in this paper to ease comparison. The orbital state and covariance matrix are propagated using Keplerian dynamics (Shepperd, 1985) for the standard Monte Carlo method and Alfano's method. In this example, the Taylor expansion of the DCA given in Eq. (28) is then based on the propagation of Kepler's dynamics in DA environment.
The three conjunctions analyzed are detailed in Table 1 , where the time, distance, and relative velocity at the closest approach, Dv TCA , are listed. The reference value for collision probability, computed using a standard Monte Carlo simulation is given. For each trial, two sets of initial conditions are sampled from each initial covariance matrix and the associated DCA is searched in the proximity of the nominal TCA. The number of samples N T for the computation of the reference P c is selected to achieve a confidence level of 95% and 1% relative error according to Eq. (10). The collision probability obtained using Alfano's formula and its associated percentage relative error with respect to the reference collision probability are given in the last two columns.
The collision probability is then computed using the three DA-based methods and a standard Monte Carlo method. For DAMC and the standard Monte Carlo computations the number of samples is now selected to guarantee a relative error of 5% and a confidence level of 95%. The results are listed in Table 2 , where for DAMC, DALS, and DASS the expansion order was set to k ¼ 3. The relative error with respect to the reference P c , number of samples used, computational time, coefficient of variation d, and figures of merit D and X are also given.
The collision probability values are always in good accordance with the reference value. In particular, the relative error for test case 7 is lower than the one obtained with Alfano's method, since nonlinear effects are captured by using a third-order polynomial approximation. The computational time of the DA-based methods is always lower than standard Monte Carlo. Among all methods DALS is the one that has the lowest D and the highest X, thus resulting to be the most efficient method. A comparison of the different methods is given in Fig. 6 . The collision probabilities are plotted as bars together with their 1 À r error. The reference probability value is represented by a solid black line and the 5% relative error lines are reported as two solid grey lines. For cases 5 and 6, DALS and DASS show the lowest and highest standard deviations of the collision probability, respectively. Standard Monte Carlo and DAMC provides similar results in terms of P c and variance for all three test cases. In Fig. 6(c) it can be observed that Alfano's method underestimates the collision probability for test case 7, when nonlinearities are relevant. The other methods instead are much more closer to the reference probability.
The computational time for the three DA-based methods is plotted in Fig. 7 , normalized by the t c obtained with the standard Monte Carlo method to highlight the computational gain. For each of the three DA-based methods a different marker is used: squares for DAMC, circles for DALS, and triangles for DASS. The computational time is plotted for expansion orders ranging from k ¼ 1 to k ¼ 4 and the markers are colored accordingly using a gray scale, where black is used for k ¼ 1 and light gray for k ¼ 4. The computational time is usually lower than the one of the standard Monte Carlo method and increases with the expansion order for all methods. Using DAMC, the computational time can be reduced by a factor of 10 with an expansion order up to k ¼ 3. Note that the computational gain is limited in this case as a simple dynamical model is used, thus there is only a little advantage when pointwise propagations are substituted by polynomial evaluations of Eq. (28).
For the higher probability value (test case 5) the computational time of the three DA-based methods are comparable and the one of DALS is even a bit higher than the one of DAMC and DASS, due to its higher complexity. In Table 1 Time, distance, and velocity of closest approach for the Keplerian test cases and reference value for collision probability, computed with a standard MC method using N T samples. The collision probability computed with Alfano's approach is given together with the relative error with respect to the reference P c . Table 2 Computed collision probability for the Keplerian test cases. For each simulation the relative error with respect to the reference P c , the number of samples used, the computational time t c , coefficient of variation d, and figures of merit D and X are listed. (2014) xxx-xxx particular, it is worth noting that for order k ¼ 4 it also exceeds the computational time of pointwise MC, that for test case 5 requires a lower number of samples. Nevertheless, the computational effort of DALS and DASS decreases for lower collision probability, becoming nearly 10 3 times lower than the one of a standard Monte Carlo method for test case 7.
Test case Method
The figure of merit D, normalized for each test case with the value of the standard Monte Carlo method, is plotted against the collision probability P c in Fig. 8(a) . The same criteria used in Fig. 7 for markers coloring and shape is used, i.e. different markers are used for each method and they are colored according to the expansion order using a gray scale. The normalized unitary c.o.v. is equal to 1 for the DAMC since the same number of samples of the standard Monte Carlo method is used. The lower value is achieved with DALS, which is two order of magnitude lower than DAMC. The efficiency of DASS increases for lower probabilities. The use of different expansion orders does not affect the final value of the normalized D, since points are overlapping and indistinguishable. The only exception is found for DALS in cases 5 and 6, where the normalized D is slightly higher when k ¼ 1. This is probably due to a slightly lower accuracy of the first-order DCA expansion in those cases.
The figure of merit X is plotted versus the collision probability in Fig. 8(b) , again normalized with respect to the value obtained with the standard Monte Carlo method. Since the computational time increases with the expansion order as shown in Fig. 7 , the value of X decreases for Fig. 6 . Comparison of the collision probability obtained with the tested methods for the Keplerian test cases. The DA expansion order is k ¼ 3 for DAMC, DALS, and DASS. The solid black line is the reference value for collision probability and the gray lines are the 5% relative error bounds. higher order. The best performing among the three methods for the considered test cases is DALS, since the normalized figure of merit is at least 10 times larger than the one of DASS and 10 2 times larger than DAMC. For test case 7, where collision probability is lower, the efficiency of DASS in terms of X is higher than the other cases. Note that the value of X for an expansion order k ¼ 1 is lower than the one obtained with k ¼ 2 for DALS for test case 5 and 6. As stated before, the reason is the slightly lower accuracy of the map in this case, that is not mitigated by the lower computational time.
To conclude this analysis, the collision probability computed with Alfano's formula and the DA-based methods with an expansion order k ¼ 1 are compared in Table 3 . It can be observed that using a first-order DA expansion the percentage relative error is similar to that obtained using Alfano's method for test case 7, where the relative motion is no more linear. The DA-methods at first order are therefore equivalent to Alfano's analytical approximation.
Comparison of the methods on real conjunctions
In this section four test cases are considered to test the algorithms for collision probability computation. The selected test cases include LEO and GEO close encounters with different relative velocity at TCA. The selected test cases are listed in Table 4 : the satellites involved in each conjunction case and the associated orbital regimes are listed in the second and third column; the other columns report the TCA, DCA, the relative velocity at TCA, and the collision threshold D used for the computation of P c . On the last column the collision probability computed using Alfano's formula is listed. The initial orbital states used for orbit propagation with AIDA are listed in Appendix A.
The collision probability is computed with DAMC, DALS, and DASS for each test case, and the results are listed in Table 5 . Uncertainties on both position and velocity are considered in these simulations. The variance of the initial positions and velocities are estimated from pseudo observations generated using TLE and SGP4/SDP4 and are given in Appendix A. In Morselli et al. (2014) it was shown that, for similar range of uncertainties, the error of a third order Taylor expansion of the DCA is lower than the collision threshold for a maximum propagation time of one week.
The number of samples of the DAMC are estimated using Eq. (10) considering a relative error e ¼ 5%, whereas the number of samples for DALS is fixed to 5 Â 10 3 and the Fig. 8 . Normalized figures of merit D and X of DAMC, DALS, and DASS for the Keplerian test cases vs. collision probability for different expansion orders. Markers are colored using a gray scale, where black is used for the expansion order k ¼ 1 and lighter gray for k ¼ 4. Table 3 Comparison of the collision probability computed with Alfano's method and the DA-based methods for the Keplerian test cases with a DCA expansion of order k ¼ 1. samples for each conditional level of DASS is 10 4 . Although the number of samples is much lower than in DAMC, both DALS and DASS can provide good estimates of the collision probability. Taking the value obtained with DAMC as reference P c , it is possible to compare the three methods in terms of percentage relative difference. In all cases, the computed collision probabilities differ at most 3% from the DAMC value. The largest difference is obtained for test case B, where the collision probability is lower.
The computational time t c required by DALS and DASS is lower than the one of DAMC. The latter is in turn significantly lower than the one of a standard Monte Carlo method, in which the trajectory of each virtual object is numerically propagated up to the close encounter.
Let us consider the test case A for illustrative purposes. With our implementation of the dynamics, a standard MC simulation with 1:5 Â 10 6 samples would require 1:05 Â 10 8 seconds, as approximately 35 s are required to propagate each of the two objects to the TCA. The computational time of the DA methods is given by the time required to (1) perform the DA integrations (2) compute map (28) and (3) run the algorithms based on polynomial evaluations (labeled as t c in Table 5 ). Each of the two third order
propagations requires approximately 10 times a pointwise integration, and the DA manipulations to compute the DCA expansion requires only fraction of second . Thus, the additional cost associated to DA computations is equivalent to only 20 pointwise numerical propagations and this is irrelevant with respect to the gain obtained by substituting numerical integrations with polynomial evaluations. For test case A, the total computational cost (i.e. including DA orbit propagation, map inversion, and probability computation) of a DAMC-3 run is 492.38 s, which is 5 orders of magnitude less than the time that would be required by a standard MC (note that this value can be further reduced by a more efficient implementation of AIDA propagator). This gain in computational time can be higher for cases with lower computational probability (e.g., test case B) and when DALS and DASS algorithms are used. Fig. 9 summarizes the t c of the three DA methods. Keeping in mind that the computational time of all the DA methods is orders of magnitude lower than that of standard MC, it can be noted that the computational effort of DAMC increases exponentially for decreasing collision probability, whereas the other two methods have drastically lower variations. The t c of DASS slightly decreases Table 5 Computed collision probability P c , computational time t c , and figures of merit D and X. Percentage relative error is obtained taking DAMC-3 collision probability as reference.
Test case Method for increasing collision probability, due to the lower number of conditional levels required to converge. On the contrary, the computational time of DALS increases with collision probability. This is a consequence of the control on the maximum value of the PF on the important direction: for test case B, that has the lowest probability, the relative distance between the two objects is higher and the intersection of the two ellipsoids is very small. As a result, most samples produce a one-dimensional collision probability that is zero since the maximum of the PF is negative and no computation of the intersections c i j is required, with a reduction of the computational time.
To conclude, it is worth observing that the computational time of the methods can be further reduced as all methods can be classified as "embarrassingly parallel".
The methods are compared in terms of accuracy and efficiency in Fig. 10 , where the figures of merit D and X are plotted against collision probability. For each test case the values of D and X listed in Table 5 are normalized with respect to the value obtained for the DAMC simulation.
According to Fig. 10(a) , both advanced methods lead to significant improvements in terms of unitary c.o.v. with respect to DAMC. DALS outperforms DASS for higher probability and its D is one order of magnitude lower than DAMC. The performance of DASS increases for lower probability, where it performs better than DALS. The variance of DASS is indeed lower than that of DALS. Nevertheless, DALS shows the lowest computational time.
The figure of merit X is plotted against the collision probability in Fig. 10(b) . For probability higher than 10 À3 , DALS performs better than DASS and DAMC. The value of X exponentially increases for decreasing probability and DASS reaches the same performances of DALS for test case D and outperforms DALS for test case B. The reason is mainly related to the lack of accuracy of DALS for case B, due to the low number of samples for which the one-dimensional probability is non-zero. An higher number of samples should be used with DALS to achieve a more reliable estimate of the collision probability in this case.
Covariance scaling analysis
The collision probability depends on the shape, size, and orientation of the covariance matrix of the position and velocity at TCA. In this subsection a validation of DALS and DASS for varying initial covariance size is performed, using as a reference the values obtained with DAMC. This approach requires that the accuracy of the Taylor expansion of the DCA and TCA is high, with error below 1 meter for all initial covariance sizes. For each test case and covariance size, the accuracy of the Taylor expansion was verified by selecting, from 10 9 samples generated from the full covariance matrix, the 100 with largest displacement from the reference initial state. As the error on the DCA was below the selected threshold in all cases, the value obtained from the DAMC computation corresponds to the one of a pointwise Monte Carlo (for single DCA and TCA conjunctions). Thus, DAMC can be used to validate DASS and DALS. The principal components of the initial covariance matrices of the two objects, accounting for both position and velocity, are scaled by a factor l and the collision probability is computed. Note that by using principal components it is guaranteed that all components are scaled by the same factor and the correlations coming from the orbit determination process are not altered. The collision probability computation is repeated for different values of the scaling factor l and the results are plotted in Fig. 11 . A good accordance between the values obtained with DALS and DASS (overlapping solid lines) and the reference DAMC (indicated with squares) is found for all test cases and scale factor l.
Note that all curves show the same behavior: for smaller initial uncertainties the collision probability is zero or very small, then it increases when the p.d.f. of the two objects at TCA start to overlap. After reaching its maximum value the collision probability decreases because the volume covered by the p.d.f. continues to grow while the hard-body region (over which the DALS and DASS ideally integrate the combined p.d.f.) remains constant.
Non-Gaussian distribution
Besides reducing computational time and managing nonlinearities by setting the expansion order k > 1, the DA-based methods can be modified to deal with non-Gaussian distributions. The DA-based propagation with AIDA does not depend on the initial distribution and so are the Taylor expansions of the DCA and TCA. Thus, the only requirement for DA-based methods to work with arbitrary initial distributions is to suitably change the sampling procedure. The case of a uniform distribution for the initial states is here analyzed and DAMC is used to compute the collision probability. Sampling is performed in principal components, since they are independent. After assembling the 12 Â 12 global covariance matrix, where no correlations between the two colliding objects are considered, the eigenvalues and eigenvectors are computed. The range of each uniform distribution is selected so that its standard deviation r i equals the one of the original Gaussian distribution, i.e. The sampled 12-dimensional vector u is then transformed from principal components to J2000 reference frame by
where z ¼ fx 1 0 ; x 2 0 g and V is a 12 Â 12 matrix, whose columns are the eigenvectors of the two covariance matrices. The obtained vector z is then used in DAMC algorithm to evaluate the Taylor expansion of the DCA, whose value is then compared with the collision threshold D.
A detail of the resulting p.d.f. throughout the above process is portrayed in Fig. 12 . It can be observed how the principal component is uniformly distributed and the p.d.f. of the first component of r 1 0 in J2000 has a trapezoidal shape. After the propagation, the p.d.f. resembles a triangular distribution.
The computed collision probabilities are listed in Table 6 , where the order k ¼ 3 is used for the DCA expansion. The collision probability decreases significantly for test case B, whereas it increases by a factor of about 10 for test case C. Smaller variations can be observed for the remaining test cases.
This example shows the importance of considering the proper uncertainty distribution for the initial positions and velocity of the two objects. DAMC, DALS, and DASS have the maximum flexibility in these terms, as they can manage any combination of initial distributions, which can also differ between target and chaser. In addition, the high-order polynomial approximation accounts for nonlinear effects on the p.d.f. resulting from orbital propagation.
Conclusion
Three algorithms, based on the high order Taylor expansion of the DCA with respect to initial uncertainties, have been proposed for the computation of collision probability. This approach enables significant savings in terms of computational effort, since the numerical propagation of the orbital dynamics is replaced by polynomial evaluations. The propagations account for the main sources of perturbation, using up-to-date models for spherical harmonics and air density. The procedure described for the expansion of the TCA and DCA, applicable to cases with a single TCA/DCA, can be adapted to any set of initial states and using any arbitrary reference frame, which widens the applicability of the method to data coming from any special perturbation catalog. In addition, the probability distribution of the uncertain initial position and velocity is not required to be Gaussian. The algorithm for the identification of the TCA and DCA is insensitive to the initial conditions probability density function. Thus, the only modification to the method described here to work with non-Gaussian distributions is the sampling procedure (as shown by the uniform distribution example).
Besides a DA version of a standard Monte Carlo algorithm, here labeled DAMC, two advanced Monte Carlo methods for the computation of collision probability have been presented and adapted to DA techniques: Line Sampling and Subset Simulation. The resulting methods are named DALS and DASS respectively and both have better performances in terms of computational time and accuracy with respect to DAMC. For collision probability down to 10 À4 , the DALS outperforms the other two methods, whereas for lower probabilities DASS turns out to be more accurate than the other methods. According to these results DASS is preferable when collision probability is below 10 À4 , whereas DALS should be used for higher probabilities. The selection of the method to use could be translated in terms of DCA, selecting DALS when the relative distance is below a few hundreds meters and DASS on the other case.
Tests performed on both long-term and short-term encounters have shown that the collision probabilities computed with the three methods are in good accordance. Being based on the Taylor expansion of the TCA and DCA, and since no assumptions are made on the dynamics of the encounter, the presented methods are also suitable for close encounters with low relative velocity, provided that a single TCA/DCA occurs in the considered time window. It has been shown that, using an expansion order k > 1, the methods can capture the effects of nonlinear relative motion on collision probability.
Future studies will focus on further improving the computational performances of the methods. In particular, all three methods can be parallelized with small effort. The codes can be classified as embarrassingly parallel, since the evaluation performed for each sample are independent one from the other. The cases of multiple TCAs and DCAs in long-term encounters will be investigated in future works to allow for the computation of the accumulated nonlinear collision probability. In addition, the applicability of the DA-based methods to the case of non-spherical objects will be studied.
The applicability of the proposed method to the computation of conflict probability will be also investigated. The method could be directly applied to the case of spherical conflict volumes, whereas the performance function should be properly designed to manage elliptical conflict volumes.
