ABSTRACT The discovery of truth is a critical step toward effective information and knowledge utilization, especially in Web services, social media networks, and sensor networks. Typically, a set of sources with varying reliability claim observations about a set of objects and the goal is to jointly discover the true fact for each object and the trustworthy degree of each source. In this paper, we propose a latent Dirichlet truth (LDT) discovery model to approach this problem. It defines a random field over all the possible configurations of the trustworthy degrees of sources and facts, and the most probable configuration is inferred by a maximum a posteriori criterion over the observed claims. We note that a typical source is usually made of mixed trustworthy and untrustworthy components, since it can make true or false claims on different objects. While most of the existing algorithms do not attempt separate the untrustworthy component from the trustworthy one in each source, the proposed model explicitly identifies untrustworthy component in each source. This makes the LDT model more capable of separating the trustworthy and untrustworthy components, and in turn improves the accuracy of truth discovery. Experiments on real data sets show competitive results compared with existing algorithms.
I. INTRODUCTION
The rapid development of web services and social media networks, has enabled the ability to collect data from more and more information sources. The openness of many weband mobile-platforms has allowed millions of people to publish their observations about numerous events in social media services such as Twitter and Facebook. While the openness of such platforms has lead to a rich source of information which has grown exponentially with time, the rapid growth of such data has come at the expense of trustworthiness. The trustworthiness of data is often a challenge for any open platform precisely because of the fact that the system is open to all participants, irrespective of their contribution quality and intent. Therefore, a need arises to be able to model the trustworthiness of such information sources (and their claims) in an automated way [3] .
As illustrated in Figure 1 , we assume that a set of sources (which could be web sites [17] , human contributors [14] or sensors [15] , [16] ) claim some facts about a set of objects.
For example, an object can be a book, and a book seller web site (source) may claim the identity of its authors (fact). Alternatively, an object may be a city, and a contributor in Wikipedia (source) claims its population (fact). In more broad sense, objects are not necessarily some concrete physical objects. They can refer to any abstract objects. For example, an object can refer to an assertion, such as ''Peter is a musician.'', ''George Washington was born on February 22, 1732.'' and ''a dog is present in an image.'' Then the facts are either positive or negative claims associated with these assertions which are made by different sources. We assume that each source claims at most one of a competing set of facts about an object. Our goal is to use the (possibly contradictory) claims from different sources in order to discover the most probable true fact for each object from the claimed facts.
One of the simplest methods for truth discovery is a voting algorithm, which counts the number of claims made for each fact by different sources. However, this simple algorithm ignores the fact that sources have different degrees of trustworthiness. This can lead to errors in the truth discovery process [7] . Therefore, some algorithms such as TruthFinder [17] and others [9] propose to recursively estimate the source trustworthiness and fact correctness. These methods model the relationship between the trustworthiness of the source, and the truth of the fact, and these are updated by alternating between them.
We note that a source usually has mixed trustworthy and untrustworthy components as it can make true or false claims at different occasions. For example, in Figure 1 , s 2 makes a true claim about object o 1 , but its claim about o 2 is false. In this sense, we can say s 2 is made of 0.5 trustworthy component and 0.5 untrustworthy component. Most of existing models, probabilistic or non-probabilistic, do not attempt to explicitly model and separate the untrustworthy component of a source from its trustworthy one, and thus cannot effectively eliminate its adverse influence from evaluating the fact correctness. On the contrary, in this paper we aim to explicitly separate the untrustworthy component from the trustworthy one in each source. By explicitly separating trustworthy and untrustworthy components in each source, we can extract the trustworthy information from sources as well as exclude their untrustworthy information from the evaluation of fact correctness. This can minimize the adverse influence of the false claims, and ensure a more accurate result for the truth discovery in the proposed model. We will propose an algorithm to infer the proportions of trustworthy and untrustworthy components that make up each source. A source which makes true claims on more objects ought to be made of trustworthy component with larger proportion and vice versa. For trustworthy and untrustworthy components, we define observation models to characterize their different generative processes for the claims made by a source separately. Specifically, for each source, its trustworthy component should be more likely to claim true facts than claiming the false facts. On the contrary, the untrustworthy component of a source will be more likely to claim false facts. Through a probabilistic learning algorithm, we can quantify how well a trustworthy component can perform on claiming true facts, as well as how bad the untrustworthy component of a source makes true facts by fitting the defined probabilistic model to the observed data.
Therefore, we define a set of latent variables to denote the fact correctness as well as the trustworthiness of each source, and build a Latent Dirichlet Truth (LDT) model to measure the joint probability over these latent variables. The most probable configuration of source trustworthiness and fact correctness can be found by searching over all the possible assignments of latent variables, given the evidence of the observed claims by sources.
A. RELATED WORK
Most of existing work on truth discovery problem in the literature concentrate on assessing the various levels of trustworthiness of different data sources and extracting the true facts accordingly [4] , [13] , [17] , [19] . For example, [17] iteratively ranked the quality of sources and evaluated the correctness of claimed facts by them. Reference [19] developed a Bayesian latent truth model to model the specificity and sensitivity of each source. Both [8] and [19] take negative claims into consideration to assess the trustworthiness of each source. Reference [6] evaluated the dependency between data sources to reveal their trustworthiness for a soft majority voting algorithm. Reference [18] developed a semi-supervised approach to assess the source trustworthiness with some known true facts and/or known trustworthiness of some sources.
The above algorithms are capable of assessing the trustworthiness of sources, and extracting the true knowledge accordingly. However, they ignore the other important side of this problem -the untrustworthiness, by modeling which the trustworthy knowledge can be more effectively extracted from each source.
Therefore, the proposed algorithm attempts to approach the truth discovery problem from a different perspective. We aim to explicitly model the untrustworthy component associated with each source, so that the untrustworthy component can be separated from the trustworthy component in a more effective manner. By a mixture model, we can infer the a-posterior proportions of these two components in each source after observing its claimed facts. Thus, we can aggregate the trustworthy knowledge contained in the claims made by all sources in proportional to their trustworthy components, while filtering out the impact of untrustworthy ones. In this way, we can maximize the utility of useful information in each source, as well as minimize the negative impact of its untrustworthy knowledge. The remainder of this paper is organized as follows. In Section II we present the Latent Dirichlet Truth (LDT) model for generating object-specific source claims. The method for maximizing the posterior distributions of latent random variables quantifying the factual truth of each object is presented in Section III . In Section IV , we present the learning algorithm for the model parameters. In Section V , we demonstrate the effectiveness of our method with respect to competing approaches. We present conclusions in Section VI .
II. LATENT DIRICHLET TRUTH DISCOVERY: A GENERATIVE PROCESS
In this section, we will provide a formal definition of the Latent Dirichlet Truth Discovery Model.
A. PROBLEM DEFINITION

Consider a set of n objects
The set of data sources is a set S = {s 1 , s 2 , · · · , s m } of cardinality m, which claims the facts on the objects.
We denote by Cl i (s j ) ∈ F i the fact claimed by s j on o i . We note that Cl i (s j ) can be empty which means s j does not make any claim on o i , and in this case we denote Cl i (s j ) = ∅. For example, in Figure 1 , Cl 1 (s 1 ) = f 11 and Cl 3 (s 2 ) = ∅. We also denote by O(s j ) the set of objects on which s j makes its claims, e.g., O(s 1 ) = {o 1 , o 3 } in Figure 1 .
The goal of truth discovery is to distinguish the trustworthy sources from untrustworthy ones, and the true fact from the false facts for each object. We will describe a generative process to model the probability that sources are trustworthy and facts are true. For this purpose, we begin with the definition of some random variables in the generative model.
Associated with each source s j , a random variable Ts(s j ) denotes the trustworthy component (when Ts(s j ) = 1) and the untrustworthy component (when Ts(s j ) = 0). In other words, the probability of this random variable Ts(s j ) being 1 or 0 denotes the proportion of trustworthy or untrustworthy component that constitutes this source. Each time when a source observe an object, we can imagine that the source randomly picks up either trustworthy or untrustworthy component in proportional to the component constituent, and uses the corresponding trustworthy or untrustworthy model to generate its claim on this object. Thus, the larger the proportion of trustworthy component that makes up a source, the more trustworthy this source should be, and vice versa.
Similarly, we also define a random variable Tr(o i ) to denote which fact associated with o i is true. Table 1 summarizes these notations and their meanings.
We treat Ts = {Ts(s 1 ), Ts(s 2 ), · · · , Ts(s m )} and Tr = {Tr(o 1 ), Tr(o 2 ), · · · , Tr(o n )} as the latent variables to be estimated. The claimed facts on objects by sources
, · · · , m} are the observed variables. Then, we develop a LDT generative model which defines a joint probability P(Ts, Tr, Cl), and the most probable configuration of fact truth and source trustworthiness variables (Ts, Tr) can be inferred by maximizing P(Ts, Tr|Cl) according to the maximum a-posteriori (MAP) criterion.
B. LATENT DIRICHLET GENERATIVE PROCESS
We note that the joint probability P(Ts, Tr, Cl) is the most critical quantity which needs to be estimated in the process. We will use a LDT generative process in order to determine the joint probability P(Ts, Tr, Cl). The steps of this LDT process iterate over the objects and sources and successively refine the estimation result. Specifically, we will first follow the LDT process to choose one true fact a-priori from all the claimed facts for each object (c.f. Step 1), and determine whether a source is trustworthy or not a-priori (c.f.
Step 2). Then we will generate the claim of each source on objects in two separate cases based on whether the sampled source is trustworthy or not, and which fact is chosen as the true fact for each object in the above steps. The most probable truth can then be determined by the maximum posterior probability given the observed claims (see detail in Section III ). In the following pseudo-code, we use denote uniform, Dirichlet and multinomial distributions by Unif(n i ), Dir(α) and Mult(µ) respectively.
• Step 1: For each of the n objects o i , draw Tr(o i ) uniformly from F i according to a uniform distribution
Step 2: For each of the m sources s j , draw Ts(s j ) uniformly from {0, 1}, and for each of n objects o i on which s j makes its claim; Case I: When Ts(s j ) = 1 (trustworthy component), its claim, perform the following steps:
Step 2a: Draw µ from Dir(α). The hyper-parameter
Case II: when Ts(s j ) = 0 (untrustworthy component);
Step 2a: Draw µ from Dirichlet distribution Dir(β) with the hyper-parameter
Given the true fact Tr(o i ) = f ik drawn in Step 1, we set β l = η 0 for l = k and β k = η 1 η 0 2 ; Step 2b: Draw Cl i (s j ) from F i based on Mult(µ). We note that the parameters of multinomial distribution and Dirichlet distributions µ, α and β depend on their related objects and sources. However, for notational simplicity, we do not include i and j in their subscripts to indicate such dependence, though it should be clear in this context. Figure 2 illustrates the graphical representation of the LDT process for trustworthiness variable Ts(s j ) and the true fact Tr(o i ) for an object. The unshaded circle nodes for Ts(s j ) and Tr(o i ) represent the latent variables we want to estimate, and the shaded circle node Cl i (s j ) represents the observed fact claims. Then our goal is to infer the most probable Ts and Tr given the observation Cl. 
of trustworthy and untrustworthy components the source is made of.
Now, we explain the LDT process. In Step 1, we choose the true fact according to a uniform distribution, which assumes that the a-priori probability of each fact associated with an object being true is the same.
Similarly, in the first line of Step 2, we assume equal a-priori probability of a source having trustworthy or untrustworthy component. The idea is to use an unbiased prior distribution before incorporating additional evidence into the trustworthiness/untrustworthiness estimation process. Note that compared with the semi-supervised approaches [18] , we do not plug in any knowledge about source trustworthiness beforehand, which makes the LDT model totally unsupervised. Now, let us consider trustworthy and untrustworthy components in Cases I and II, respectively.
1) TRUSTWORTHY COMPONENT: Ts(s
For a trustworthy component, we draw µ from a
Then the fact claimed by s j on object o i is generated by the multinomial distribution parameterized by µ in Step 2b of Case I.
The hyper-parameter α of Dirichlet distribution depends on the true fact Tr(o i ) sampled in Step 2a of Case I. If Tr(o i ) = f lk (i.e., the kth fact associated with o i is true), the kth element of hyperparameter α k is set to θ 1 and the others are set to θ 0 .
Here θ 1 and θ 0 are two hyper-parameters which determine the soft counts of a source s j claiming the true fact f ik and the other facts associated with object o i respectively. Therefore, for a trustworthy source, we should set θ 1 > θ 0 so that it is more likely to claim the true fact than claiming any other facts for each object.
Actually, with this parameter setting, the probability that the element in µ corresponding to the true fact has the largest value will exceed the probability that any other elements have the largest value.
More precisely, we can compute the probability that s j claiming a particular fact f il from F i by marginalizing over µ:
Next, we consider the two different cases, corresponding to whether or not s j claims the true fact:
1. If l = k (i.e., s j does not claim the true fact Tr(o i ) = f ik ), we have
2. If l = k (i.e., s j claims the true fact), we have
With the above equations, it becomes clear that θ 1 and θ 0 weight the probability of claiming the true or false fact respectively. By denoting λ = θ 1 θ 0 , we have:
where λ > 1 as θ 0 < θ 1 . Note that λ should be strictly larger than 1. Therefore, we set λ ≥ 1 + to ensure a strict inequality with a positive margin . This will also increase the numerical stability of the model.
2) UNTRUSTWORTHY COMPONENT: Ts(s
On the contrary, for an untrustworthy component, the Dirichlet distribution Dir(β), which generates µ for the multinomial distribution in Step 2b of Case II, has a different set of hyperparameter given by η 0 and η 1 . Here we set η 0 > η 0 and η 1 < θ 1 , which means the untrustworthy source shall be more likely to draw a false fact and less likely to draw a true fact than the trustworthy source. This models the behavior of the untrustworthy sources on claiming the true and false facts, which is distinctive from that of the trustworthy sources. It will help distinguish the untrustworthy sources from the trustworthy ones.
Similar to the derivation in Case I, we can marginalize out µ, in order to obtain the following observation distribution for the claimed facts by an untrustworthy source:
By denoting γ = η 1 η 0 , we have
Following η 1 ≤ η 0 , we obtain that 0 ≤ γ ≤ 1.
C. DISCUSSION
Here we compare the impacts of the parameters λ and γ for trustworthy and untrustworthy components:
• In trustworthy component, when the value of λ is set to 1 in Eq. (4), the trustworthy case will reduce to the random guessing model, i.e., the source chooses to randomly claim one fact associated with an object as θ 0 = θ 1 in this case. As λ decreases from 1 to +∞, the trustworthy component will be more likely to claim the true fact, and thus perform better and better. In an extreme case, if λ = +∞, the component becomes a perfectly trustworthy model which always claims the true fact. In real scenarios, such a perfectly trustworthy model does not exist since no sources can make correct claims on every object without any uncertainty due to their limited knowledge and capacity. Therefore, a reasonably small value is usually set for λ for the trustworthy component in practice.
• In the model of untrustworthy components, γ is no greater than 1, and we have η 1 ≤ η 0 . In this case, the untrustworthy model is more likely to claim a false fact than a true fact. It could correspond to a malicious component which intends to claim the false facts if η 1 < η 0 (strict inequality) or a careless component which randomly choose a fact as truth if η 1 = η 0 .
The gap between γ and λ represents the difference of the fact-claiming qualities between the trustworthy and untrustworthy components. The larger the gap, the more contractive qualities the trustworthy and untrustworthy sources will have. Given the above discussion, we can see that γ and λ completely specify the behaviors of trustworthy and untrustworthy components, and we will present how to learn these two parameters by maximizing the observation likelihood of the LDT model in Section IV .
III. RANDOM FIELD FOR THE LDT PROCESS
The LDT process defines the following joint distribution on the complete data (Tr, Ts, Cl) of latent variables and observed claims.
Here we do not include the latent variable µ in joint probability since we are only interested in Tr and Ts, and thus marginalize it as in Eq. (4) and (5) . Also, as the priors that generate Tr(o i ) and Ts(s j ) are uniform distributions, they can be removed in the last equality without affecting the final inference decision. VOLUME 6, 2018 Given the joint distribution, the most probable truth can be obtained by MAP, given the observation of source claims on objects Cl: 
The joint distribution P(Ts, Tr|Cl) defines a random field for the LDT process over the latent variables Ts and Tr, given the evidence Cl. To make it clear, we define the potential functions for such a random field by the following:
, These potentials provide the following joint distribution:
Each potential function corresponds to a particular claim made by a source. For the example given in Figure 1 , we can define the potential functions as follows: The random field can be illustrated in factor graph representation. In Figure 3 , we illustrate the factor graph of the random field for Figure 1 . The factor graph contains two types of nodes: the circle nodes for the latent variables {Ts(s 1 ), Ts(s 2 ), Ts(s 3 ), Ts(s 4 ), Ts(s 5 )} and {Tr(o 1 ), Tr(o 2 ), Tr(o 3 )}, and the square nodes for potential functions. The nodes of latent variables are linked to the factor nodes in which they are involved. Efficient algorithms exist to infer the most probable configuration of the latent variables when the corresponding factor graph has a tree structure. However, in most cases, the graph is not a tree but has loops in it. For example, in Figure 3 ,
Usually, it is too computationally intensive to effectively perform inferences on a factor graph with loops, such as that illustrated in Figure 3 . The computational complexity of an exact inference algorithm such as the well known Junction Tree algorithm [12] grows exponentially with the tree-width of the graph. This limits its practical applicability in many real scenarios. Fortunately, many efficient algorithms are available for providing effective approximations. For example, the Loopy Belief Propagation algorithm [1] propagates the messages along the links in the factor graph. The local margins over the latent variables can be efficiently computed by collecting the received messages. Although the algorithm achieves good results in many applications, it cannot guarantee convergence in a loopy graph. Alternatively, in the following section, we will propose a variational inference approach by factorizing the joint distribution into a set of independent factors. It guarantees convergence and provides an optimal solution in factorized form.
A. INFERENCE BY FACTORIZATION
To obtain a tractable approximation of P(Ts, Tr|Cl), we consider the following distribution, which factorizes with respect to all the latent variables:
We use such a factorized distribution to approximate the original joint posterior distribution P(Ts, Tr|Cl). The optimal approximation can be obtained by minimizing the Kullback-Leibler divergence between them
A variational optimization method [10] exists, such that the minimization of the above Kullback-Leibler divergence is equivalent to maximizing the following lower bound:
The quantities q (Tr(o i )) and q (Ts(s j )) can be obtained iteratively by maximizing over one factor distribution while the others are fixed. Specifically, in each iterative step, given the previous values of q(Tr(o i )) and q(Ts(s j )), the new values of q new (Tr(o i )) and q new (Ts(s j )) can be obtained alternately by taking the expectation of the log likelihood with respect to the previous factorized distributions:
where for brevity, we denote
is the potential function defined above.
With some mathematical operations and normalization for valid probability function, the above rules can be extended into Eq. (15) - (17) 
1) Inference of True Fact
The following equation estimates the belief that a particular fact f ik is true a posteriori:
2) Separation of Trustworthy and Untrustworthy Components
The following two equations quantify the trustworthy and untrustworthy components in each source a posteriori, respectively:
where
is the potential function evaluated at Ts(s j ) = 1 and
This update process continues until convergence to obtain the optimal approximation. Algorithm 1 summarizes the iterative update process. It is worth noting that in Eq. (15), we extract the true fact for an object from the trustworthy component measure by q(Ts(s j ) = 1) associated with each source. On the other hand, the trustworthy and untrustworthy components in each source are competing with each other in Eq. (16) and Eq. (17) . In this way, these two components are quantified and separated from one another explicitly. Through iterating between inference of true facts and separation of trustworthy and untrustworthy components, we can optimize them recursively and finally achieve an optimal solution.
Once q(Ts(s j ) = 1) is the probability of s j being assigned trustworthy component, or the proportion of the trustworthy component in s j .
B. COMPUTATIONAL COMPLEXITY
Finally, we briefly analyze the computational complexity in each inference step given by Eq. (15)- (17). In Eq. (15), for each object, the cost of computations is upper bounded by O(N max |S|) where N max = max i n i is the maximal number of the associated facts over all objects. In Eq. (16) and Eq. (17), the cost of computations is upper bounded by O(2N max |O|) for each source. Therefore, in summary the computational complexity is upper bounded by O(N max |O||S|). In practice, N max is usually orders of magnitude smaller than |S| and |O|, and thus can be thought of as constant. In this case, the computational complexity becomes O(|O||S|).
IV. LEARNING MODEL PARAMETERS
Before we can infer the most probable truth as above, we should determine the model parameter λ. As we discussed earlier, λ and γ specify the behavior of trustworthy and untrustworthy sources, respectively. It can be either preset to a fixed value in the interval [0, 1) beforehand, or be learned by maximum likelihood of the observed claims in Cl. In this paper, we use Expectation Maximization (EM) [5] to iteratively optimize the model parameters λ and γ . This approach iterates between two steps. In Expectation step, given the current estimation of λ and γ , we apply the variational approach in the last subsection to compute the posterior probability q(Ts) and q(Tr). Then in Maximization step, λ is updated by maximizing the following log likelihood given the current estimations of posterior probability q(Ts) and q(Tr):
With only two variables, this objective function can be efficiently maximized by any standard constrained nonlinear optimization solvers. Usually we need to compute the following gradients wrt λ and γ in each optimization step:
where for trustworthy component with t = 1, based on Eq. (4) we have
The two cases in the above equation correspond to the true and false claims given the true fact f ik . For untrustworthy component with t = 0, in Eq. (6) ϕ ji (0, f ik ) is independent of λ, and thus we have
Similarly, we can compute the derivative wrt γ as
For trustworthy component with t = 1, we have
For untrustworthy component with t = 0, from Eq. (6) we have
Algorithm 2 summarizes the learning process of this EM algorithm for the model parameters.
V. EXPERIMENTS
In this section, we compare the LDT approach with other existing algorithms and demonstrate its effectiveness in discovering the source trustworthiness and fact correctness. The comparison is performed on two data sets: the first is a book author data set from online book stores, 3 and the other is a population data set collected from Wikipedia Infobox. 4 The following subsections will detail the experiments and investigate the results. 3 The data set is shared by the authors in [17] . 4 The data set is available at http://took.cs.uiuc.edu/data/ Algorithm 2 Determine Model Parameter input Claim observation Cl; Initialize λ and γ ; repeat E-Step: Compute the posterior probability q(Tr(o i )) and q(Ts(s j )) given the current λ by Algorithm 1; M-Step: Update λ and γ based on Eq. (18) given the current q (Tr(o i )) and q(Ts(s j )) .
until λ and γ stays unchanged, or the changes are less than a tolerance value. output The model parameter λ and γ , and the corresponding q(Tr(o i )) and q(Ts(s j )).
TABLE 2.
Experimental results on book author data set. We report accuracy, the number of rounds before convergence, and the computing time for each model. The best accuracy is highlighted in bold.
A. BOOK AUTHOR DATA SET
The first data set we used for evaluation is the book author data set prepared in [17] . The data set was obtained by crawling 1, 263 computer science books on AbeBooks.com. For each book, AbeBooks.com returns the book information extracted from a set of online book stores. This data set contained a total of 877 book stores, and 24, 364 listings of books and their authors reported by these book stores.
The author lists are normalized by preserving the first and last names, and ignoring the middle name of each author. For evaluation purposes, the authors of 100 books were manually collected from the scanned book covers [17] . We compared the returned results of each model with the ground truth author lists on this test set and report the accuracy. We consider the missing, additional, mis-ordered, and misspelled names as errors.
We compares the LDT model with the following algorithms:
1) the naive Voting algorithm which counts the top voted author list for each book as the truth; 2) TruthFinder [17] ; 3) Accu [6] which considers the copying relation between sources; 4) AccuWithSim [6] : the same as Accu but including similarity information between the claimed author lists; 5) 2-Estimates as described in [8] with the highest accuracy among all the models in [8] . 6) LTM as presented in [19] . It is a Bayesian Latent Truth Model that directly characterizes the specificity and sensitivity of each source. Although it is also developed with a graphical model as the proposed LDT, LTM does not attempt to separate untrustworthy component from trustworthy component in each source. Table 2 compares the results of the different models on the book author data set in terms of the accuracy, the number of rounds for truth inference and the computing time. We conduct experiments on a personal computer with Intel Core i7-2600 3.40 GHz CPU, 8 GB physical memory and Windows 7 operating system. The LDT model achieves the best accuracy among all the compared models. In terms of computing efficiency, it also stands out with the fewest iteration rounds and efficient computing time. Moreover, we note that the proposed LDT model is an unsupervised algorithm which does not involve any training data. Even compared with 0.91 accuracy of the Semi-Supervised Truth Finder (SSTF) [18] using extra training data, the LDT model still achieves the highest 0.94 accuracy. It suggests that with additional training data, the LDT model has more room to improve its accuracy.
The results reported in Table 2 are obtained with λ = 46.5 and γ = 0.952. In the experiment, the model parameters λ and γ are learned by the EM algorithm given in Section IV . Nonetheless, it is still meaningful to study the parametric sensitivity of the model around the learned λ, γ and how these parameters affect the model performance. We vary λ from 10 to 80 when γ = 0.952 in Figure 6 (a) and γ from 0.5 to 1.0 when λ = 46.5 in Figure 6 (b), and illustrate the accuracy, respectively. It shows that the performance of the LDT model is insensitive to the change of the parameters in these two intervals.
In Figure 4 , we also plot the histogram of the posterior probability q(Ts(s j ) = 1) returned by Algorithm 1. It can be considered as source trustworthiness, since it gives the posterior probabilities of a source being assigned trustworthy component. In the extreme case, when λ = ∞, many sources are judged untrustworthy with low scores. This is because a low value of λ sets a strict criterion for trustworthy component, as a result of which sources with even small claim errors tend to be assigned untrustworthy component. As λ grows, the criterion becomes relaxed and more sources are assigned trustworthy components. Therefore, as long as λ is not too large (e.g., > 10 3 ), the performance does not degrade significantly.
It is interesting to examine the top-10 bookstores with the highest trustworthiness scores and the bottom-10 bookstores with the lowest trustworthiness scores returned by LDT model in Table 3 . The top-10 bookstores are assessed with a full trustworthiness score 1.0 (i.e., their posterior probability q(Ts(s j ) = 1) = 1.0) by the LDT model, and the bottom-10 bookstores are assessed with trustworthiness score 0 (i.e., q(Ts(s j ) = 1) = 0). The table also demonstrates that the accuracy of these bottom-10 bookstores is much worse compared to that of the top-10 book stores on the test set. These bad sources will damage the truth discovery algorithm as their claims are much noisier compared with the claims from the high quality sources. By pruning their trustworthiness scores, the LDT model can exclude these low quality sources from scoring the facts. In our LDT model, 43 of 877 bookstores have trustworthiness scores less than 10 −6 , and 149 bookstores have trustworthiness scores less than 10 −1 . This effectively prevented these low quality sources from adversely affecting the truth discovery process, and therefore improved the overall performance of the model.
Finally, Figure 5 illustrates the convergence rate of LDT inference algorithm in terms of the change of source trustworthiness and accuracy. Here the change of source trustworthiness is measured by the angles between the vectors of source trustworthiness scores in two consecutive iterations. We can see that after seven iterations, the algorithm begins to converge and achieve the best accuracy. Moreover, we use a random initialization of q(Tr) and q(Ts) at the beginning of Algorithm 1, and we do not observe any accuracy change with varying random initializations. This suggests that our algorithm does not depend on the initialization, which is an important feature of LDT model for many practical applications. 
B. CITY POPULATION DATA SET
The second data set we used to evaluate the algorithms is a city population data set [14] . The data set is extracted from Wikipedia Infoboxes for settlements (Geobox, Infobox Settlement, Infobox City etc.) to collect 44, 761 population claims qualified by year, with 4, 107 contributors. For test purposes, the 308 ground truth population sizes are collected from U.S. census data. On this data set, a claim is consider It is worth pointing out that at first glance, the claims made on this city population data set seems to be real-valued facts. However, for the population size of each city, only few different claims are made. Thus it is not optimal to model them as real-valued facts, since this may lead to an ill posed distribution of city population size without any important statistical information due to the super sparse claims. Therefore, we consider all claims by different contributors associated with each city consist of a finite set with discrete values. This strategy also has been proven effective in [14] .
For the sake of fair comparison, we straightly follow the setting in [14] . The claims (i.e., population size) associated with an object (i.e., city) contain all the population sizes claim associated with a particular city for a certain year. For the sake of fair comparison, we compare the LDT model with the same set of algorithms as in [14] : 1) native Voting as described before; 2) Sum: the hubs and authorities algorithm [11] Table 4 reports the results on this city population data set. Note that we do not use any prior knowledge expressed in first-order logic such as population grows over time in [14] .
Thus for the sake of fair comparison, we only compare with the models with no prior knowledge here. We can see that our model again achieves the best accuracy on this data set.
In summary, from the above experiments, we demonstrate the competitive results of the LDT model compared with other existing models. Moreover, the method exhibits rapid convergence, and is also robust to model initialization. This makes it practical and usable in most real scenarios.
VI. CONCLUSION
This paper presents a new truth discovery model which jointly infers the true fact for each object and separates the trustworthy and untrustworthy components in each source based on the Latent Dirichlet Truth (LDT) model. The most probable configuration of the true fact and source trustworthiness/untrustworthiness are inferred by a maximum a-posteriori (MAP) criterion over a random field representation of the LDT model. The explicit modeling of the degree of untrustworthiness makes it possible to explicitly separate the trustworthy and untrustworthy components in each source, and prevents low quality claims from adversely affecting the truth discovery process. Meanwhile, in the LDT model, we estimate the optimal model parameters in the sense of maximizing the observation likelihood over the claims made by all sources. Experiments on real data sets demonstrate the competitive accuracy of the LDT model, and the computational efficiency, as compared with existing algorithms. 
