Half century has past since the pioneering works of Anderson and Kubo on the stochastic theory of spectral line shape were published in J. Phys. Soc. Jpn. 9 (1954) 316 and 935, respectively. In this review, we give an overview and extension of the stochastic Liouville equation focusing on its theoretical background and applications to help further the development of their works. With the aid of path integral formalism, we derive the stochastic Liouville equation for density matrices of a system. We then cast the equation into the hierarchy of equations which can be solved analytically or computationally in a nonperturbative manner including the effect of a colored noise. We elucidate the applications of the stochastic theory from the unified theoretical basis to analyze the dynamics of a system as probed by experiments. We illustrate this as a review of several experimental examples including NMR, dielectric relaxation, Mössbauer spectroscopy, neutron scattering, and linear and nonlinear laser spectroscopies. Following the summary of the advantage and limitation of the stochastic theory, we then derive a quantum Fokker-Planck equation and a quantum master equation from a system-bath Hamiltonian with a suitable spectral distribution producing a nearly Markovian random perturbation. By introducing auxiliary parameters that play a role as stochastic variables in an expression for reduced density matrix, we obtain the stochastic Liouville equation including temperature correction terms. The auxiliary parameters may also be interpreted as a random noise that allows us to derive a quantum Langevin equation for non-Markovian noise at any temperature. The results afford a basis for clarifying the relationship between the stochastic and dynamical approaches. Analytical as well as numerical calculations are given as examples and discussed.
Introduction
Since Anderson 1) and Kubo 2) presented a random frequency modulation model for nuclear magnetic resonance (NMR), the stochastic theory has been proven to be a versatile tool for studying diverse topics in physics and chemistry. The well-known stochastic model describes perturbation in the Zeeman energy of a spin by a local random field that originates from dipolar interactions of many other spins in the environment. Such perturbation that causes random modulation can be regarded as a stochastic process. This model leads us to employ an effective HamiltonianĤ HðtÞ for the spin as a function of stochastic variables ðtÞ which represents the states of the environment (the bath),Ĥ HðtÞ ¼Ĥ H A þĤ H I ððtÞÞ, whereĤ H A is the unperturbed Hamiltonian andĤ H I ððtÞÞ is the stochastic perturbation. Thus, the density matrix elements of a spin system become a function of the spin state and stochastic variable. The time evolution of the spin state follows the quantum Liouville equation, whereas the stochastic variables follow a certain law of stochastic time evolution. We call this type of approach a stochastic approach in contrast to a dynamical approach, in which one explicitly assumes a dynamical model for the bath and reduces the bath degrees of freedom using some perturbative calculations 3) or path integrals. 4) The stochastic approach has been used repeatedly to treat dynamical systems under the influence of their environment. [5] [6] [7] [8] [9] [10] [11] [12] The model employed in the stochastic approach is a phenomenological one. The underlying stochastic process is merely a model appropriate for the problem rather than something to be derived from all-atom-in-one type microscopic considerations. This is regarded as an advantage since it can simplify the understanding of the problem and can cover a wide range of problems in physics and chemistry from a unified point of view.
The most important and sufficiently realistic stochastic process is a Gaussian one which is further assumed to be Markovian. The Gaussian nature arises if interactions between the system of interest (the main system) and environment (the bath) have a cumulative effect of a large number of weak interactions, and the regular central limit theorem comes into play. If the characteristic time of the main system is much longer than that of the bath, one can regard that the bath interaction is a Markovian process. The Markovian process is characterized by an exponential decay noise. When the correlation time is very short such that the noise is regarded as white, we may have a motionally narrowed limit, where perturbative calculations work well yielding a Lorentzian line shape of the NMR spectrum. On the other hand, if the noise varies very slowly, the line shape becomes Gaussian. [5] [6] [7] [8] To deal with the stochastic Gaussian-Markovian process, there are three possible approaches. (i) First approach utilizes the cumulant expansion technique to calculate a physical observable such as a magnetic response function which is essentially a multi-time correlation function of a magnetic dipole operator. 5) IfĤ HðtÞ ¼Ĥ H A þĤ H I ððtÞÞ is expressed simply asĤ HðtÞ ¼ h " ½! 0 þ ðtÞŜ S z , where ! 0 is INVITED REVIEW PAPERS the resonant frequency of the system andŜ S z is the spin operator, the time evolution operator is expressed in terms of the noise correlation function as exp½Ài! 0Ŝ S z t À R dhðÞð0ÞiŜ S z . Then, by assuming the form of the noise correlation such as hðÞð0Þi / ðÞ (Gaussian-white noise) or / exp½À (Gaussian-Markovian noise), we can express the response function analytically. Although this approach is handy, its applicability is limited, sinceĤ H A and H H I ððtÞÞ are usually not commutable and the response function cannot be written down analytically. (ii) The second approach handles the noise explicitly. 13) We introduce a stochastic modulation by employing a sequence of random numbers in time, ðtÞ ¼ f 1 ; 2 ; 3 ; . . .g, which satisfy a stochastic relation. Then, we integrate the quantum Liouville equation for this perturbation numerically to have a stochastic character on the system dynamics. At a glance, this approach looks similar to the classical (or semiclassical) Langevin approach as used in the simulations of Brownian particles. 14) In the Langevin approach, the equation contains a friction term in addition to a random modulation term, and the friction term is related to the random modulation term through the fluctuation-dissipation theorem. The present equation of motion, however, does not involve a friction term. As a result, the trajectory of the state for the given sample of ðtÞ is not stable for the quantum Liouville equation except for some simple cases. Thus the applicability of this approach is very limited. (iii) The third approach is based on the stochastic Liouville equation. [6] [7] [8] Here, instead of following the noise sequence, we deal with the distribution function Pð; tÞ, which is the probability of finding the environment in the state at time t. In this approach, the time evolution of the system state follows a quantum Liouville equation, whereas Pð; tÞ follows a Markov equation. The applicability of this approach is more extensive than those of the previous two approaches, since the stochastic Liouville equation formalism is based on a kinetic equation which is valid for any forms ofĤ H A . The calculations can be performed both analytically and computationally in a nonperturbative manner including the effect of a colored noise, which is not easy for dynamical system-bath Hamiltonian approaches without approximations.
From the above-mentioned three approaches, the stochastic theory has widened the scope of such diverse topics as NMR, ESR, muon spin rotation (SR), Mössbauer spectroscopy, dielectric relaxation, and linear and nonlinear spectroscopies 8, 12) as we will briefly review in §4. In this paper, we concentrate on the stochastic Liouville equation approach, since the results obtained using the other two approaches can always be derived by this approach, which allows one to describe the stochastic theory from a unified point of view.
Although there is overwhelming success in the treatment of dissipative phenomena, one drawback of the stochastic approach is that it ignores the reaction of the main system to the bath. The effect of the bath is considered merely as an external force disregarding its dynamic degrees of freedom that is equivalent to assuming an infinite temperature for the bath. This makes no harm in the case of NMR, but gives a serious limitation for a system represented by a coordinate, such as a harmonic or double well potential system, since one cannot define the equilibrium distribution at the infinite temperature.
To clarify the above-mentioned problem and to remedy the drawback, Tanimura and Kubo have explored the relation between the stochastic model and the dynamic model. [15] [16] [17] They have used an ensemble of harmonic oscillators as the dynamical bath system, which leads to a Gaussian modulation of the main system, and have employed the Feynman-Vernon formalism to reduce the density matrix for the main system. By assuming an appropriate spectrum for the frequencies of the bath oscillators, they were able to secure the Markovian character by high-temperature approximation yielding a set of equations of motion for the reduced density matrix. The set of equations has a similar hierarchy form to the stochastic Liouville equation. The result involves two terms representing the effect of the bath. One term corresponds to the stochastic interaction with a Gaussian noise and the other term corresponds to the friction term missing in the stochastic model. These two terms relate through the fluctuation-dissipation theorem and assure the equilibrium state at finite temperatures for time t ! 1. This formalism can be applied to a system represented by a coordinate yielding a generalized quantum Fokker-Planck equation; 18, 19) the equations of motion can cover the whole range of its correlation time and system-bath coupling strength.
These equations of motion are derived from a dynamic model and are fit for computational calculations; however, they do not have a random modulation (or a Langevin force) explicitly, since the bath degrees of freedom were completely reduced. To see the relation between the abovementioned equations and stochastic equations, we introduce an auxiliary parameter that serves as a stochastic variable into the expression of a reduced density matrix derived from the dynamic model. We then obtain a stochastic Liouvillelike equation, including temperature correction terms, using the framework of the dynamical theory. The auxiliary parameters may also be interpreted as a random noise that allows us to derive a quantum Langevin equation for a nonMarkovian noise at any temperature. In this paper, we explain various extensions of the equations of motion.
In §2, we provide the unified and common theoretical basis of the present paper by demonstrating a derivation of a stochastic Liouville equation by means of path integrals. Then in §3, we present the necessary theoretical background for calculating experimental observables with the aid of nonequilibrium statistical mechanics. In §4, we elucidate the application of a stochastic approach to the analysis of the time evolution of a system. We shall illustrate this for several physical examples such as NMR, dielectric relaxation, Mössbauer spectroscopy, neutron scattering, nonadiabatic transition, and linear and nonlinear laser spectroscopies. In §5, we introduce the path-integral formalism to derive the quantum Fokker-Planck equation and the master equation from a system-bath Hamiltonian with a proper spectral distribution producing a nearly Markovian random perturbation. These equations are expressed as a set of simultaneous differential equations that have a similar form to the stochastic Liouville equation. Analytical and numerical methods are discussed to solve the equations for systems described in a discrete energy space and coordinate space as J. Phys. Soc. Jpn., Vol. 75, No. 8 INVITED REVIEW PAPERS Y. TANIMURA subjects of nonlinear spectroscopy and chemical reactions. In §6, we introduce an auxiliary parameter that serves as stochastic variable in the path integral expression of a reduced density matrix. Then, we derive the stochastic Liouville equation including a temperature correction term. The auxiliary parameters can also be interpreted as a random noise and allows us to reduce a quantum Langevin equation for a non-Markovian noise at any temperature. We show how this result can be used to perform a Monte Carlo simulation. In §7, we derive the stochastic Liouville equation with a temperature correction from the Hamiltonian system. Section 8 is devoted to conclusions.
Stochastic Theory

Probability distribution function and Markov equation
In this section, we derive the stochastic Liouville equation by a path integral method. Consider a timedependent real function ðtÞ whose stochastic property is specified as a Markovian process. Instead of explicitly following a time sequence of ðtÞ, the stochastic Liouville equation approach utilizes a joint probability distribution function Pð f ; t f j i ; t i Þ which describes the probability of f appearing at time t f for the initial i at time t i . 10) The expectation value of the function AðÞ at time t f for the initial distribution P 0 ð i ; t i Þ is then defined by Here, the initial distribution function P 0 ð i ; t i Þ is often chosen to be an equilibrium one. We now consider the path integral representation of Pð f ; t f j i ; t i Þ denoted by P½ðÞ as a functional of ðÞ, [20] [21] [22] Pð f ; t f j i ; t i Þ
D½ðÞP½ðÞ: ð2:3Þ
For later convenience, we introduce the characteristic functional that is the Fourier transform of the probability density P½ðÞ,
G½ðÞ exp i
ð2:4Þ
The characteristic functional can be regarded as a generating functional of P½ðÞ, which is conveniently used in calculating the various physical variables such as a two-body correlation function by 2 hðt 0 Þðt 00 Þi ¼ À 2 G½ðÞ=ðt 0 Þðt 00 Þj ðtÞ¼0 , where represents the functional derivative. We expand G½ðÞ in terms of ðÞ as If ðÞ is Gaussian, the correlation function hð 1 Þð 2 Þ Á Á Á ð n Þi for n ¼ 2N þ 1 is zero and that for n ¼ 2N can be subdivided into N uncorrelated pairs as The substitution of the above equation using integration by parts leads to the distribution function in the form, probability distribution Pð f ; t f j i ; t i Þ is then expressed as eq. (2.3). We now derive the time differential equation for Pð; tj i ; t i Þ. Consider Pð; t þ "j i ; t i Þ. If we set ðt þ "Þ ¼ , ðtÞ ¼ f , and _ ðtÞ ¼ ð À f Þ=", then we have
where y ¼ À f . Since " is very small, the integration of exp½Ày 2 =4" on y can contribute to the very small region of y. Therefore, we expand the above equation as
where we drop the terms proportional to y, since they will vanish after the Gaussian integrations. Then, by performing the integrals over y, we have
Pð; tj i ; t i Þ; ð2:16Þ
where we set C ¼ 2 ffiffiffiffiffiffiffiffi " p to have Pð; t þ "j i ; t i Þ ¼ Pð; tj i ; t i Þ at " ¼ 0. If we take the limit " ! 0, the above equation reduces to @ @t Pð; tj i ; t i Þ ¼À À Pð; tj i ; t i Þ; ð2:17Þ
ð2:18Þ
The above result is known as the Markov equation for Gaussian distribution, which is usually derived from the Chapman-Kolmogorov equation.
3)
Eigenstate representation of Markov operator
Consider the probability distribution function for the initial condition P 0 ð i ; t i Þ defined by Pð; tÞ This equation describes a stochastic two-state jump Markovian process. 8) In this case, the equilibrium distribution is given by P þ ¼ P À ¼ 1=2. An extension to a multistate jump process is straightforward. Note that since we neglect the higher-order hierarchy, multistate jump processes are Markovian but no longer Gaussian.
Stochastic Liouville equation
Let us consider a system A coupled to a function ðÞ.
Here,Ĥ H A ðâ a þ ;â a À Þ is the Hamiltonian of A andV Vðâ a þ ;â a À Þ is a coupling operator for A described by a set of creation and annihilation operators,â a þ andâ a À , respectively. For a manyparticle system,â a þ andâ a À can be regarded as a set of operators, fâ a þ j ;â a À j g. The time evolution of the system for the function ðÞ is determined by the quantal Liouville equation for the Hamiltonian eq. (2.32). We denote the density matrix of A for ðÞ by ð; tÞ. If the function ðÞ is a Gaussian-Markovian process characterized by the probability distribution functional P½ðÞ given by eq. (2.13), the total density matrix at time t is expressed in the path integral form as
P½ðÞP eq ð i Þ; ð2:33Þ
where and its conjugate y are the eigenvalue of the operatorsâ a À andâ a þ for the eigenvector ji, respectively. They are complex variables for Bosons and Grassman variables for Fermions.
23) The functional integrals and actions are defined by Z D½ y ðÞðÞ lim
in which 0 ¼ i and M ¼ , and N is the normalization constant of the integrals. Then the functional integral runs from ðt i Þ ¼ i to ðtÞ ¼ . The action is defined by 
Note that the extension to the correlated initial condition will be discussed in §5. 4 where I is the unit matrix, ðtÞ and ½s are column vectors with the elements n ðtÞ and n ½s, respectively, and ðsI þ LÞ is the matrix with operator elements expressed as
ð2:49Þ
This method developed for the Gaussian-Markovian process allows us to write the line shape of the spectrum in terms of a continued fraction expression. 5, 8) The method covers the whole range of noise correlation times for any systembath coupling, where perturbative approaches are not applicable.
To show how the above-mentioned method works, let us consider a two-level system defined by j1i and j0i. The Hamiltonian of the system is given bŷ
where i for i ¼ x; y; z are Pauli matrices. The random modulation of the energy levels are taken into account by setting the stochastic interaction aŝ The above results will be used in §4 to evaluate the Fourier spectrum of density matrix elements.
Terminator of hierarchy equations
The hierarchy of equations of motion introduced above continues to infinity, which is not easy to solve numerically. If the system-bath coupling Á is small, the contribution of the higher members of hierarchy elements becomes smaller than that of the lower members, i.e., n ðtÞ ) Á nþ1 ðtÞ=; thus, we can safely neglect the deeper hierarchy. This is not the case, however, if the system-bath interaction is strong. Fortunately, there is a simple relation between the higher members of hierarchy elements. Using this relation, we can terminate the hierarchy and obtain a set of simultaneous differential equations without loosing accuracy, which is convenient for numerical studies. 18) To determine the relation, we consider the Nth hierarchy that satisfies the condition ðN þ 1Þ ) ! A , where ! A is a characteristic frequency of the system,
ð2:57Þ
For k ! N þ 1, we can formally solve the equation of motion aŝ
ð2:58Þ in which we assumed k ðt i Þ ¼ 0. Since k is sufficiently large compared with ! A , the elements in the above equation can be approximated as kþ1 ðÞ % kþ1 ðtÞ and kÀ1 ðÞ % kÀ1 ðtÞ. Integrating over time, we havê
The hierarchy member for k ! N þ 1 is then evaluated aŝ Nþ1 ðtÞ ¼ Ài 
Two-state jump model
Thus far, we have considered the Gaussian process whose equilibrium distribution is expressed by a Gaussian distribution. The stochastic Liouville equation approach, however, may also be applied to non-Gaussian processes. The simplest example is the stochastic two-state jump model, whose stochastic state consists only of jþÞ and jÀÞ. The equation of motion is given by 8) @ @t þ ðtÞ À ðtÞ
where þ and À are the density matrices for the states jþÞ and jÀÞ, respectively. The above set of equations of motion can easily be solved analytically. This model has been applied to the study of the line shape of second-order optical processes and single molecular detections, as will be discussed in §4. Note the apparent similarity of this equation to eqs. (2.41) and (2.62) for N ¼ 1 with þ ¼ ð 0 þ 1 Þ=2 and À ¼ ð 0 À 1 Þ=2. They are, however, generically distinct in that eq. (2.65) is an exact equation for the given stochastic processes, whereas the equations reduced from eqs. (2.41) and (2.62) are approximate description for which the higherorder correction terms are neglected via the terminator.
Physical Observables and Correlation Functions
We can study the dynamics of a system by measuring the change in physical quantity, such as a molecular dipole, after exciting the system in an equilibrium state by external forces such as laser pulses. In this section, we introduce the correlation functions of physical variables and argue how these functions are related to the experimentally observed quantities.
Response function approach
In quantum mechanics, any physical observable is expressed as an expectation value of a physical operator. We define an observable for the physical operatorÂ A at time t by AðtÞ trÂ A ðtÞ È É ; ð3:1Þ
where ðtÞ is the density operator expressed aŝ ð3:21Þ
In the classical limit, the commutator i½Á Á Á=h " is replaced by the Poisson bracket fÁ Á Ág and canonical correlation functions are reduced to classical correlation functions. The above expressions are used to carry out classical molecular dynamics simulations to calculate the higher-order optical response of molecular vibrational motions. [27] [28] [29] [30] [31] [32] 3.3 Spontaneous emission and scattering: physical spectrum and neutron diffraction A signal emitted by an object entered in the instrument is generally expressed in the time convolution formÂ A inst ðtÞ ¼ 
ð3:22Þ
We can rewrite the correlation function as [34] [35] [36] [37] A 0 A 0 y ð0ÞÂ 0 A 0 ðtÞ ¼ tr where Ið!Þ is the Fourier-Laplace transformation of the correlation function given by
Here, the equilibrium distribution functions are evaluated from any initial state ðt i Þ using eq ¼ lim
Note that S inst ð!; tÞ is proportional to t for a small À f t; thus, Ið!Þ represents the emission ratio Ið!Þ % dS inst ð!; tÞ=dt. Neutron, electron, and X-ray diffraction analyses probe the configuration of nuclei through the spatial and energy distributions of scattered particles or a photon beam. Using eq. (3.22), we can also define spectra for diffraction or scattering measurements. For a scattered particle or a photon with a wave vector k, we consider the operator
whereR R j is the coordinate of the jth nucleon of the nucleus, r r is the coordinate of the center of mass of the nucleus, c k is a constant,â a k is the annihilation operator of the particle or photon with a wave vector k. The experiments measure the scattering (emission) intensity of a particle or a photon. We assume that the Hamiltonian of the nucleon and that of the particles or photons are well separated and can take the ensemble average separately. If the beams have a time envelop denoted by f ðtÞ, the scattering intensity A 0 k ðtÞ andr 0 r 0 ðtÞ are the Heisenberg representations ofÂ A k andr r with the HamiltonianĤ H A , respectively. The above expression is suitable for describing the time-dependent spectrum generated by a pulsed particle or photon source. If f ðtÞ ¼ e ÀðÀ f þi!Þt with À f ( !, we have the scattering ratio of the particles or photons with a wave vector k, Ið!; kÞ % dS k ð!; tÞ=dt. This function is often called the dynamical structure factor and expressed in conventional form as Ið!; kÞ ¼ 2 Re
This spectrum allows us to study a local movement of nuclei as a change in the momentum of a particle or a photon in terms of their correlation function.
Applications of Stochastic Approach
As explained in the introduction, there are three approaches to solving stochastic models. Although applications that we will review in this section have been studied from one of these approaches, we explain such results only from the stochastic Liouville equation approach. This is because we would like to discuss the applications from a unified point of view and the final results are the same aside from some technical differences, because these approaches assume the same stochastic process.
NMR, ESR, and SR spectroscopies
An electron and a nucleus such as 1 H and 13 C, respectively, possess the magnetic dipole moment ¼ gh " S, where g is the gyromagnetic ratio and S is the nuclear spin such as S ¼ jSj ¼ 1=2 or 3/2. The energy of the nuclear spin in a magnetic field is then expressed as U ¼ À Á B 0 ¼ Àgh " B 0Ŝ S z , where we set the magnetic field in the z-direction andŜ S z is the spin operator whose eigenvalues (Zeeman levels) are given, for example, by S z ¼ AE1=2 for S ¼ 1=2 and S z ¼ AE3=2; AE1=2 for S ¼ 3=2. Nuclear magnetic resonance (NMR) spectroscopy 39) or electron spin resonance (ESR) spectroscopy probes the transitions between these levels by applying a microwave perpendicular to the magnetic field. Note that the theoretical background of muon spin rotation (SR), which measures the spin depolarization of implanted muons in substances, is also very similar to that of NMR or ESR. 12, 40) The NMR and ESR measurements utilize the microwave in the xy-direction given by B 1 ðtÞ ¼ ðB 1 ðtÞ cosð!tÞ; B 1 ðtÞ sinð!tÞ; 0Þ. The Hamiltonian for NMR and ESR measurements is then expressed aŝ
where we set ! 0 ¼ gB 0 and 1 ðtÞ ¼ gB 1 ðtÞ. The operatorŝ S S x andŜ S y are respectively defined by the spin creation and annihilation operatorsŜ 41) we assume h i ðÞ j ð0Þi i j exp½À j jj for i; j ¼ x; y; z. Therefore, 
where j0Þ is the three-dimensional extension of j0Þ presented in §2.2. For
where eq is evaluated aŝ eq ¼ lim
Furthermore, if we have B 0 ) jBðtÞj, the effect of perturbation in the x-and y-directions is much smaller than the effect of B z ðtÞ. Hence, the HamiltonianĤ H 0 is now able to commute to the local field interactionV V Â Á ¼ Á z zŜ S Â z ; we can diagonalize the density matrix that giving rise to the analytic result. 1, 2, 5) In this case, we have ð eqŜ S À Þj0Þ ¼ j0Þj01ii and eq. (4.7) is evaluated as
where G À ½s is defined by eq. (2.53) with Á Á z and z . From eq. (2.54), if the correlation of noise is large compared with the amplitude of fluctuation Á, i.e., ) Á for a fixed 0 ¼ Á 2 = (motional narrowing limit), then the spectrum takes the Lorentzian form as
ð4:10Þ
In the slow-modulation limit with the condition ( ð! À ! 0 Þ ( ffiffi ffi 2 p Á, from eq. (2.56), we have the spectrum in the Gaussian form
ð4:11Þ
This is identical to the case in which the spins with different resonant frequencies are distributed spatially with the Gaussian distribution function Sð! 0 Þ ¼ exp½À 2 ð! 0 À ! 0 Þ.
Here, we put Á 2 ¼ 2 =2. Hence, the slow modulation limit of the stochastic model is often used to describe the J. Phys. Soc. Jpn., Vol. 75, No. 8 INVITED REVIEW PAPERS Y. TANIMURA inhomogeneous distribution of the spins system (see Fig. 1 ). The significance of dephasing is that it depends on the local environment (the lattice) and thus is sensitive to local magnetic effects, like those of paramagnetic species, and the exchange of chemically similar protons between the environment and the irradiated sample. In the motional narrowing limit, the dephasing effect is characterized by the time decay constant T y
1=
0 . Here, we consider inhomogeneous dephasing only. As shown by Bloch, one usually needs to take into account the longitudinal and transversal relaxations characterized by the time constants T 1 and T 2 .
42) They can be incorporated in the equation of motion either phenomenologically or by introducing the fast stochastic modulation in the x-and y-directions in rotating wave approximation (RWA) form as will be shown in §6.3.
The above result represents the spectrum of spin precession under a strong z magnetic field. In the case of SR or low-field NMR measurement, i.e., B 0 % j 1 ðtÞ=gj % jBðtÞj, the perturbation in theŜ S x andŜ S y directions also becomes important. This situation was first studied by Kubo and Toyabe, 41, 43) then experimentally explored by the SR approach.
44) The stochastic Liouville equation was solved by variational and numerical approaches. 45) A similar model was also studied by various approaches. [46] [47] [48] The same model with external fields was also calculated by employing a sequence of time-dependent noises that satisfy eq. (2.10), instead of by solving stochastic Liouville equation. 13, 49) Note that related results will be presented in Fig. 16 in §5.6. A nuclear spin system with jSj > 1=2, 50) a coupled spin system, 51) two-dimensional NMR relaxation spectra of molecular solids, 52) and chemical exchange processes, 53) have also been studied by the stochastic Liouville equation approach. These studies were, however, limited to the case of a free induction decay or a stationary response under a constant external field. Using a set of equations of motion given in eqs. (2.41)-(2.43) with the terminator eq. (2.62), we are now able to study the time evolution of a system under any time-dependent external field with a stochastic perturbation in the x-, y-, and z-directions.
As a demonstration, we present a spin echo signal for a spin system with a resonant frequency ! 0 ¼ 1. In spin echo measurement, the system is perturbed by =4 and =2 pulses separated by the period 1 then probed after another period 2 . This measurement enables us to evaluate the inhomogeneous distribution of spin resonant frequencies as a profile of the echo peak. Since the slow modulation limit of the Gaussian-Markovian modulation model corresponds to the inhomogeneous distribution case of spins system, we can illustrate the difference in signals between the homogeneous and inhomogeneous cases by changing the inverse noise correlation time z . In Fig. 2 , we depicted the signal for (a) the homogeneous case z ¼ 1 and (b) the inhomogeneous case z ¼ 0:01 for the fixed modulation amplitude Á z ¼ 1.
The other stochastic parameters were chosen to be
The frequency and amplitude of =4 and =2 pulses were given by ! ¼ 1 and 1 ¼ 10, respectively. The numbers of hierarchies n x , n y , and n z for the x, y, and z elements, respectively, are chosen to be n x ¼ n y ¼ 4 and n z ¼ 10 for (a) and n z ¼ 100 for (b). After stabilizing the system by integrating the equations of motion in the time period of 2 from the initial conditions z ¼ 0:5 and x ¼ y ¼ 0, we apply =4 and =2 pulses and calculate the x element as a function of 1 and 2 . In the homogeneous case [ Fig. 2(a) ], the coherence is gradated by a fast stochastic modulation and the signal is localized at approximately 1 ¼ 2 ¼ 0. In the inhomogeneous case [ Fig. 2(b) ], however, the modulation is static and the spin can rephase after the =2 pulse application at 1 ¼ 2 . Thus, there is a slow decay of the echo peak along 1 ¼ 2 .
Modern NMR and ESR spectroscopies probe the nature of interactions between spins using various configurations of pulsed microwaves; however, few theoretical studies of dephasing have been carried out.
Dielectric relaxation
The relaxation of polar molecules is known as dielectric relaxation. This relaxation is measured by applying external microwaves to a sample. Since Debye developed a theory of dielectric relaxation, 54) a rotational Brownian motion model has been used to analyze this phenomenon. 55) In this approach, a molecule is modeled as a rigid free rotator with a permanent electric dipole moment under an external field E cos !t. For a two-dimensional system, the Hamiltonian for a single rotator is written aŝ
where I is the inertia momentum. The total Hamiltonian is denoted byĤ HðtÞ ¼Ĥ H A ðtÞ þĤ H I ðÞ, where the stochastic interaction is assumed to beĤ
Hamiltonian is similar to that of a free Brownian particle.
In the present case, however, the quantum state has to satisfy the periodic boundary condition ji ¼ j þ 2i. 
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A physical observable commonly measured is dielectric susceptibility defined by
ð4:14Þ or more commonly expressed as [56] [57] [58] Note that this is in principle a Brownian rotator problem; the second-, third-and fourth-order quantum response functions for general noise are now obtained by the Feynman-Vernon influence functional approach. 59, 60) These studies are limited to the two-dimensional rigid rotator case. Some studies have extended to the cases of three-dimensional rotators [61] [62] [63] and spins. 64, 65) Some treatments include the effect of dissipation in addition to the fluctuation within classical approximation. As we will see in §5, such systems may be treated quantum-mechanically using the reduced equations of motion derived from the system-bath Hamiltonian.
Mössbauer spectroscopy and neutron scattering
Neutron scattering experiments probe the configuration of atoms through the spatial and energy distributions of scattered neutrons. Mössbauer spectroscopy detects resonant absorption of gamma-ray photons by nuclei in the ground state in crystals emitted from similar nuclei of the same element in the excited state. The observables of these measurements are characterized by the dynamical structure factor for a particle or a photon and given in §3.3. These measurements make it possible to explore a local movement of nuclei as a change in the momentum of a neutron or a photon. For such problem, the stochastic theory has been applied to study the effects of local perturbation on the emission or absorption spectrum of neutron or photon. 8, 12) The relatively well-known example of a study of Mössbauer spectroscopy is the analysis of a hyperfine local field interaction which induces effects such as spin-spin and spin-lattice relaxations. Suppose that the system is under the magnetic fields; then, Zeeman energy splitting occurs. If the nucleus does not move, we can set the form factor Gðk; Þ in eq. (3.31) to unity and the spectrum is determined by
ð4:18Þ
where jM e i and jM g i are the angular momentum indices in the excited and ground states of the nucleus. For the 57 Fe nucleus, there are four excited states and two ground states, because the spin in the excited and ground states are S ¼ 3=2 and 1=2, respectively. Thus, the result exhibits six Zeeman splitting peaks as long as the local perturbation is weak or slow. If Mössbauer nucleus is coupled to its ionic spin with 1/2 along the z-axis, the eigenvalue ofŜ S z jumps by AE1=2, getting energy from the thermal fluctuation of molecules or atoms. Since the noise source originates from spin flipping, one may assume that these two values will occur with equal probabilities; thus, the system is modeled by the stochastic two-state jump model. The results exhibit six Zeeman splitting peaks for a slow-modulation case, whereas they exhibit only a single peak for a fast modulation case. 8, [66] [67] [68] [69] Note that the same theoretical frame work can be used to analyze the electron paramagnetic resonance (EPR) measurement. 70) Thus far, we have considered a fixed nucleus, but the real value of Mössbauer spectroscopy is the ability to detect a change in nucleus momentum through the form factor. As an application of the stochastic theory, we now turn to the problem of trapped interstitial impurities. 71, 72) We consider an impurity atom in a host crystal lattice. Suppose there are several stable sites for the impurity as interstitial defects in the host lattice cage. A jump of the impurity causes a change in the form factor Gðk; Þ defined by eq. (3.30), if it moves within the time scale of Mössbauer or the neutron scattering measurement. For a polycrystalline sample, this can be expressed as
whereP PðÞ is the time evolution operator for exp½Àik Ár rð0Þ, n and m refer to possible sites of impurity atoms, and p n is the initial distribution of impurities at site n. The movement of impurity atoms is a low-frequency vibrational motion between the sites, but in a certain time range, we may regard this motion as hopping from one site to another, which follows a simple stochastic dynamics. Then one can evaluate ðnjP PðÞjmÞ by using the cumulant expansion method or by solving the stochastic Liouville equation as a multistate jump problem. Using this model, Dattagupta studied the thermal reorientation of Co impurity atoms in the octahedral cage of Al atoms in an fcc lattice as the diffusion broadening of the Mössbauer line shape. 71, 72) The same theoretical framework can be applied to analyze the neutron scattering of molecular reorientation.
12)
Electronically resonant optical spectroscopy
Nonlinear optical interactions between the laser and electronic states of an atomic or molecular system provide powerful spectroscopic tools for the understanding of the dynamics of the system as well as its environment. 73) In an 
is the system Hamiltonian, andâ a À n andâ a þ n are the creation and annihilation operators of atomic or molecular electronic states. The laser interaction is given bŷ 
The conjugation of ðnjĜ G A ½sj0Þ is also calculated accordingly. Then, using the expression eq given by eq. (4.8), we can evaluate ðnjð eq Þj0Þ. If ðnjð eq Þj0Þ ¼ 0 for n > 0, only the element with n ¼ 0 remains in eq. (4.24), leading to a simple result as discussed in eq. (4.9) with eq. (2.53). In the general form ofĤ H I ðÞ, however, ðnjð eq Þj0Þ is not zero and we have to evaluate all the products in eq. (4.26).
The emission and absorption spectra have been calculated using the expression eq. (4.27) for continuous-wave (cw) laser excitation for an arbitrary strength of a laser. 34, [74] [75] [76] [77] [78] The interplay between stochastic modulation and the dynamical Stark effect has been studied in the case of a strong laser excitation. The time-dependent spectrum has also been evaluated for the two-state jump case. 36) By generalizing the hierarchy equations, one also has calculated time-dependent spectra for a non-Markovian noise including temperature effects. 37) Laser pulses are characterized by their carrier frequency ! and wave vector k. Modern laser experiments utilize more than two laser beams with different wave vectors and frequencies. The different orders of polarization as a power of laser fields can be detected separately by selecting a probe direction that satisfies a phase matching condition. Thus, optical polarization can be classified according to the power dependence of laser fields. 73) From eq. (3.1), the optical response to laser fields is expressed as PðtÞ ¼ tr ðtÞ f g; ð4:28Þ in which ðtÞ involves the interaction between the driving fields and the system. As shown in §3.1, if we expand ðtÞ by a laser-system interaction, we can express PðtÞ in powers of the electric fields. We consider that the system is initially in the ground equilibrium state g j0ih0jP eq ðÞ. The expectation values with odd powers of dipole operators, i.e., trf g g, and trf g g are zero. For short pulses E j ðtÞ, the signal is then written as 73) PðtÞ 
In the above equations,Ĝ GðtÞ is the propagator that does not involve the laser interactions defined bŷ 73, 79) Each time evolution is characterized by the quantum Liouville paths illustrated in Fig. 3 . Diagrams (1) and (2) in Fig. 3 contain the population state j1ih1j related to excitation state dynamics, while (3) and (4) only contain j1ih0j and j0ih1j related to coherent states dynamics. Photon echo, impulsive pump-probe and hole-burning signals are calculated from diagrams (2) and (3), where the phase in the t 3 period is opposite to that in the t 1 period. 73) Numerous applications of frequency domain spectroscopy and time domain spectroscopy have been developed using eqs. (4.33)-(4.37) with the aid of the stochastic theory. [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] An early thorough investigation on nonlinear optical phenomena with the finite memory effect has been performed by Takagahara et al. using stochastic frequency modulation models; they have studied the memory effect of frequency modulation on the coherent optical transient, emission, and absorption spectra of multilevel systems. [80] [81] [82] [83] [84] For continuous wave excitation, the result can be obtained analytically by Laplace transformation. The emission power spectra of the three-and four-level systems with the Gaussian-Markovian and two-state Markovian modulations were investigated. The simplicity of the models allows us to study the nature of dynamical processes analytically under the influence of an environment. 35, [90] [91] [92] The expression of the signal in the second-order optical processes for a three-level system with its excited energy level randomly fluctuating as a Gaussian-Markovian modulation is analytically calculated using eqs. (4.34)-(4.36). 81) As illustrated in Fig. 4 , this expression can be used to calculate spectra for (a) pump-dump (absorption-emission) and (b) doubly excited absorption processes. The explicit expression of physical spectrum is given in ref. 35 . Here, we present the intensity of the spectra for the three-level system as a function of the absorption and emission frequencies ! 1 and ! 2 , respectively, in Fig. 5(a) , the coherence involved in the optical process is completely graded and a broadened peak centered at ! 1 ¼ ! 2 ¼ 0 appears. In Fig. 5(b) , the incoherent element is seen at the Raman position ! 1 ¼ ! 2 . This is the broadened Raman peak that arises because the quantum coherence is partially graded by stochastic modulation. 90) To explain this peak, it is essential to treat the systemenvironment interactions nonperturbatively. Therefore this peak was not predicted from the theory based on perturbative equations such as the quantum master equation or Redfield equation. The importance of noise correlation was also pointed out experimentally. 93, 94) The temperature effect of the modulation on the second-order optical process, which could not be included within the framework of the stochastic theory, was also discussed in ref. 35 .
Contemporary laser instruments can handle a laser pulse shorter than subfemto second ( 10 À15 s) and can measure motions faster than most molecular and atomic movements. An analysis of the time-dependent signal in ultrafast spectroscopy gives us a deeper understanding of relaxation, but it requires more specific and detailed considerations. For molecular cases, a system is commonly modeled by several electronic excitation levels coupled with molecular vibrational modes that usually consists of one overdamped and several underdamped modes. The overdamped mode represents a nonoscillatory motion of molecules, which causes the inhomogeneous broadening of spectral lines. The underdamped modes represent inter-or intra-modes of molecular vibrations, which are usually modeled by Brownian oscillators. As mentioned in §4.1, the stochastic theory can be used to describe the inhomogeneous broadening expressed by a Gaussian distribution. In this framework, several researchers calculated the photon echo signal defined by the third-order response functions eqs. (4.35) and (4.37). It was shown that if the modulation is slow and the coherence of the electronic excitation is not degraded, a photon echo peak appears. [95] [96] [97] Although the overdamped motion can be treated by the stochastic approach, the underdamped modes are not so easy to handle except for harmonic modes where the quantum Brownian motion theory can be applied. The calculations of such signals are ongoing subjects. We shall briefly discuss one of such attempts in §5.8.
The problem of resonant spectroscopy is closely related to the nonadiabatic transition problem, which is known as the Landau-Zener problem. 98) Kayanuma has studied the effect of stochastic perturbation on nonadiabatic transition by assuming the Hamiltonian
where j0i and j1i are adiabatic states, J is the nonadiabatic coupling, and v is the velocity of the particle. The change in energy between the adiabatic states is proportional to v. The effects of the diagonal and off-diagonal modulations were characterized by " ðtÞ and " 0 ðtÞ, respectively, and were studied from the stochastic approach.
99-101)
Molecular vibrational spectroscopy
The stochastic theory has been applied to vibrational spectroscopy from the early stage of its development to explain vibrational dephasing.
102) The Hamiltonian for vibrational modes is expressed in the molecular coordinateŝs asĤ
where U 0 ðs ;s 0 Þ represents the interaction potential. We denote the set of coordinates byð1 ;2 ;3 ; . . .Þ. The total Hamiltonian with external laser interactions is denoted byĤ HðtÞ ¼Ĥ H sys þĤ H E ðtÞ. Infrared (IR) spectroscopy probes the molecular dipole ðq qÞ, whereas off-resonant Raman spectroscopy probes the molecular polarizability ðq qÞ. Laser interactions are then expressed asĤ H E ðtÞ ¼ Àðq qÞEðtÞ for IR andĤ H E ðtÞ ¼ Àðq qÞE 2 ðtÞ=2 for Raman. Notice that, to induce vibrational excitation, the Raman process requires two laser interactions, sinceĤ H E ðtÞ / À ind ðq qÞEðtÞ and the induced dipole is given by ind ðq qÞ ¼ ðq qÞEðtÞ. Hence, as illustrated in §3.1, both the first-order IR and third-order Raman response functions are expressed by two-time correlation functions as
and 
where h " ! n s is the nth eigen energy for the mode s, and ! n s n 0 s 0 represents the transition frequencies between the energy levels denoted by n s and n 0 s 0 . Suppose that only the i-th mode is optically active, i.e., ðq qÞ ! ði Þ or ðq qÞ ! ði Þ, the other degrees of freedom can be regarded as the bath modes, which give rise to a fluctuation in the transition frequencies of the mode i. We then writeĤ H sys !Ĥ H sys ðtÞ ¼Ĥ H 0 þĤ H I ðtÞ aŝ i values also correlate. Suppose that the frequencies of the bath modes are much lower than that of the optically active mode i, the effects of the energy transition between the i mode and the bath modes may be neglected. The Hamiltonian is then expressed as 103, 104) H H sys ðtÞ ¼ h " X n i
This Hamiltonian has the same form as that with the stochastic diagonal modulation. This model, however, has a critical drawback: Because we neglect the off-diagonal elements, the system never reaches the thermal equilibrium state. Furthermore, even if we include the terms " n i n 0 i ðtÞ, as long as we assume stochastic modulations for " n i ðtÞ and " n i n 0 i ðtÞ, the temperature of the system increases to infinity, since stochastic modulation is in principle an external adiabatic modulation. This may cause a serious problem particularly for low-frequency vibrational modes, where thermal excitations play an important role. 105) Nevertheless, due to its simplicity, this model has been used extensively to analyze high-frequency vibrational modes. An implicit assumption that is often made for this model is that the frequency fluctuations " n i ðtÞ can be described by a Gaussian-Markovian process. By utilizing molecular dynamics simulations, the Gaussian-Markovian character of frequency fluctuations is observed in some cases. [106] [107] [108] [109] 4.6 Single-molecular detection and two-dimensional vibrational spectroscopy Spectral line shapes in a condensed phase contain information from various dynamic processes, including important processes such as microscopic dynamics, intermolecular couplings, and solvent dynamics, all of which modulate the energy of a transition. Energy and phase relaxations take place whenever a system is affected by coupling to other degrees of freedom and the resultant line shape from molecules in condensed phase is broadened and overlapped. As a result, it is very hard to analyze the spectrum without assuming a model, but conventional laser experiments are not capable of detecting the validity of such a model. In the '90s, two new spectroscopic approaches, single molecular detection (SMD) and two-dimensional (2D) vibrational spectroscopy, were developed, which stimulated the development of the stochastic theory.
In SMD, 110) the resonant frequency of a dye molecule in a matrix environment is measured by high-resolution spectroscopy. Because such an environment changes due to the lattice vibration of the surrounding atoms or molecules, the frequency fluctuates with time. [111] [112] [113] [114] [115] [116] SMD can probe this stochastic trajectory of frequency without taking an ensemble average, which is now called spectral diffusion 115) Reilly and Skinner explained spectral diffusion using a model of a chromophore coupled to a collection of stochastic two-state jump systems. 116) In 2D spectroscopy, the multibody correlation functions of a molecular dipole or polarizability are measured using ultrashort pulses. 24, 117) As outlined in §4.5, researchers have used the stochastic theory to investigate vibrational dephasing in linear IR and Raman spectroscopies. Unfortunately, the change of signals in linear spectroscopies does not easily reveal microscopic details of the underlying mechanism and process in the condensed phase. Thus, other extreme spectroscopic approaches, that is, multi-dimensional vibrational spectroscopies, were developed. The fifth-order twodimensional (2D) Raman 24, 118, 119) and third-order 2D IR spectroscopies 117, [120] [121] [122] [123] [124] [125] [126] [127] are such examples. The pulse configurations of these measurements are shown in Fig. 6 . For Raman and IR cases, the observables are polarizability and dipole moment, respectively. The fifth-order Raman and second-order IR processes are represented by their threebody correlation function eq. (3.12) whereas the seventhorder Raman and third-order IR ones by their four-body correlation function eq. (3.13). Then the response functions for the fifth-order Raman and third-order IR processes are given by 24 
ð4:47Þ respectively, where we set t 12 t 1 þ t 2 and t 123 t 1 þ t 2 þ t 3 . Multi-dimensional vibrational spectra are obtained by recording the signals as a function of the time duration between the pulses. In practice, the fifth-order 2D Raman spectroscopy is designed to differentiate various motional modes whose origins are attributed to inhomogeneity, 24, 27, 28, 128, 129) anharmonicity, 25, [130] [131] [132] [133] and mode coupling mechanisms, [134] [135] [136] and to monitor inter-and intramolecular vibrational motions. 29, 30, [137] [138] [139] [140] Third-order infrared or seventh-order Raman processes 141, 142) are shown to be sensitive to the local fluctuation of the molecules surrounding the target molecules and the conformal change of molecules, 121, 123, 143) which are not so clear for the linear spectroscopy discussed in §4.5. Three-pulse vibrational echo techniques were applied to the molecular stretching mode 144) and hydrogen bonding interaction between the solute and the solvent. 125, 126) Some calculations in the fifth-order Raman and thirdorder IR measurements were carried out using the theory developed for the electronically resonant spectroscopy explained in §4. 4 . If the random force exerted on a molecule by solvents causes the stochastic modulation of vibrational energy levels, we can employ the Hamiltonian given by eq. (4.45) . Thus, the model shown in Fig. 4 may be used to explain the signals from multi-dimensional Raman 128, 129) and IR spectroscopies. 145, 146) The results in Fig. 5 may also be used for the analysis of third-order IR spectroscopy, which involves four laser excitations. The form of " ðtÞ is determined by molecular dynamics simulation. [145] [146] [147] [148] [149] [150] The IR echo signal is then calculated from response functions similar to eqs. (4.35) and (4.37). The results reasonably explain the time scale of dephasing measured in the experiments, but the validity of the models must be carefully examined. 151) 5
3) Fluctuation supplies energy to the system, whereas dissipation takes energy out of the system: In the equilibrium state, fluctuation energy balances with dissipation energy. Since the stochastic theory assumes adiabatic modulation, it does not involve the energy transfer from the system to the environment. Therefore, the dissipation term does not appear in the stochastic Liouville equation. Thus, the stochastic theory is difficult to apply to a system described by momenta and coordinates as the case discussed in §4.5, since the temperature of the system increases to infinity and all vibrational energy levels are excited.
To overcome this problem, we consider a situation in which the system is subjected to a heat bath that gives rise to dissipation in addition to fluctuation in the system. To illustrate this, let us consider the model Hamiltonian, [152] [153] [154] [155] H
is the Hamiltonian for the system with a mass m and a potential Uðq qÞ described by the momentump p and the coordinateq q. The bath degrees of freedom are treated as an ensemble of harmonic oscillators, and the momentum, coordinate, mass, and frequency of the jth bath oscillator are given byp p j ,x x j , m j , and ! j , respectively. The systembath interaction is denoted by ÀVðq qÞ P j c jx x j , where Vðq qÞ is a function for the system. Note that we included here the counter term P j c 152) and CS ðq; q 0 ; t; q i ; q 0 i Þ is the initial correlation function between the system and the bath.
155) The functional integrals for qðÞ and q 0 ðÞ run from qðt i Þ ¼ q i to qðtÞ ¼ q and from q 0 ðt i Þ ¼ q 0 i to q 0 ðtÞ ¼ q 0 , respectively. In our approach, we can set CS ðq; q 0 ; t; q i ; q 0 i Þ ¼ 1 and regard ðq i ; q 0 i Þ as the initial condition without scarifying generality; the effects of the initial correlation can be taken into account by a hierarchy of the initial condition, as will be shown in §5.4. The influence functional for the inverse temperature 1=k B T is given by [152] [153] [154] [155] Fðq; q 0 ; tÞ ¼ exp & with the distribution function
If we consider the interaction coordinate of the bath modes asX X P j c jx x j , system A is considered to be driven by the external forceX XðtÞ through the interaction ÀVðq qÞX X, wherê X XðtÞ is the Heisenberg representation ofX X for the bath HamiltonianĤ
Since the bath is a harmonic that exhibits a Gaussian nature, the character ofX XðtÞ is specified by its two-time correlation functions, such as the symmetrized and canonical correlation functions respectively defined by 
By carrying out the path integrals, the reduced density matrix elements were calculated analytically for a harmonic oscillator, 155) a free particle, 156) and a two-dimensional rotator. 59, 60) Variational calculations including optimized perturbative calculations were also examined for a polaron 157) and a Morse oscillator 158) to evaluate the reduced density matrix. The equations of motion for eq. (5.3) were also derived by considering the time derivative of eq. (5.3) . 153, 154) In what follows in the next subsection, we shall obtain the equations of motion in a similar hierarchy form as eqs. (2.41)-(2.43) and eq. (2.62) by choosing a proper spectral distribution and a temperature.
Quantum Fokker-Planck equation for nearly
Markovian noise bath The function L 2 ðtÞ arises from the correlation function of the bath coordinates and corresponds to the noise correlation function. 15) To have equations of motion in a similar hierarchy form as the stochastic Liouville equation, we need to choose L 2 ðtÞ in exponential (Markovian) form. Hence, we assume [15] [16] [17] [18] [19] 151, [159] [160] [161] [162] [163] [164] [165] [166] [167] Jð where k 2k=h " are the Matsubara frequencies and 
and
We follow a procedure similar to the derivation of eqs. (2.14)-(2.17) to determine the equations of motion. The density matrix element with a time increment is expressed as is set to unity. This function becomes negative at low temperature h " ) 1 in the region of small t's for the case of (b). This is characteristic of a quantum noise. In the classical limit with h " tending to be zero, L 2 ðtÞ always becomes positive. 
where V 0 ðqÞ @VðqÞ=@q and V 00 ðqÞ @ 2 VðqÞ=@q 2 . As shown by eq. (2.62), for large ðN þ 1Þ ) = and ! A , where ! A is a characteristic frequency of the system, the hierarchy of equations can be terminated using 18, 162, 164) The depth of the hierarchy N is chosen according to the time scale of the correlation time 1= and the strength of the system-bath interactions. A physical interpretation of these hierarchy elements will be given in §5.4 in the context of the correlated initial condition.
Wigner distribution function and classical limit
The density operator representation of the equations of motion eqs. W n ðp; qÞ 1 2h "
: ð5:29Þ
The Wigner distribution function is a real function in contrast to the complex density matrix. Following the transformations 169) Aðp p;q qÞ ! A p þ h " 2i
@ @p
Wðp; qÞ;
Wðp; qÞ; ð5:30Þ To write the equations in explicit form, we assume that the system-bath interaction consists of the linear-linear (LL) interaction qX 18, 19) and the square-linear (SL) interaction q 2 X, 105, 161, 162) where X P j c j x j . We then employ 164, 165) VðqÞ
ð5:31Þ
As mentioned in §5.1, the system-bath interaction can be regarded as the time-dependent external force applied to the system and we may include the interaction into the effective potential as U 0 ðq; tÞ UðqÞ À VðqÞXðtÞ. If we consider the harmonic potential UðqÞ ¼ m! Thus, for a random noise XðtÞ, LL coupling swings the position of the potential, whereas SL coupling shakes the potential surface as illustrated in Fig. 8 . Since the SL interaction causes the frequency modulation of the potential, the fast modulation limit of SL interaction corresponds to the case of homogeneous distribution as depicted in Fig. 9(a) , whereas the slow modulation corresponds to the case of inhomogeneous distribution as depicted in Fig. 9(b) , like the case of a twolevel system shown in Figs. 1(a) and 1(b) , respectively. Notice that, in the white noise limit with a rotating wave approximation (RWA), LL coupling is responsible for longitudinal (T 1 ) and transversal (T 2 ) vibrational relaxations in a two-level system, whereas SL coupling is for T for ðN þ 1Þ ) m=, ! A , wherê
40Þ
We set nÂ W W nÀ1 ðp; q; tÞ ¼ 0 for n ¼ 0. The above equation is a generalization of the quantum Fokker-Planck (F-P) equation for a nearly Markovian noise bath with a non-linear system-bath interaction. Note that it is possible to keep the density matrix in the coordinate representation and solve the hierarchy of the equations of motion for n ðq; q 0 ; tÞ, eqs. (5.25) and (5.27 ). In such a case, the equations are simple since the Liouvillian is a local operator in the coordinate space. Nevertheless, the Wigner representation has at least three advantages: First, it allows us to compare homogeneous case inhomogeneous case (a) (b) Fig. 9 . Schematic views of homogeneous (fast-modulation limit) and inhomogeneous (slow-modulation limit) distributions of potential system perturbed by SL system-bath interaction. The situations are analogous to those in the cases shown in Fig. 1 .
the quantum density matrix directly with its classical counterpart. Second, using phase space distribution functions, we can further impose the necessary boundary conditions easily (e.g., periodic or open boundary conditions), where particles can move in and out of the system. 170) These features are very difficult to include in the coordinate representation. Third, it allows better usage of computer memory, since the Wigner function W n ðp; qÞ is a real function and is localized more or less centered at p ¼ 0 due to the form ofÀ À W , whereas the density matrix element n ðq; q 0 Þ is a complex and nonlocalized function. In the linear-linear coupling VðqÞ ¼ V 1 q, the present equations of motion further reduce to 18 is the Ornstein-Ü lenbeck operator. 171) In the white noise limit, where the correlation time of the noise is very short, ) ! A , we may set the depth of hierarchy N to zero and reduce it to the quantum F-P equation for the Gaussianwhite noise bath 153, 154) @ @t W 0 ðp; q; tÞ ¼ ÀL L A ðp; qÞW 0 ðp; q; tÞ þÀ À OU W 0 ðp; q; tÞ:
ð5:44Þ
Besides the classical limit h " ! 0, however, this equation can be applied to a high-temperature system only, since we have assumed h " ( 1.
The classical limit of all the equations of motion derived in this subsection can be obtained by taking the limit h " ! 0. This leads to the replacement of the Liouvillian by ÀL L cl ðp; qÞWðp; q; tÞ À p m @ @q À @UðqÞ @q
@ @p
Wðp; q; tÞ:
ð5:45Þ
Since h " ¼ 0 is always satisfied, the validity of the equation is not limited to a high-temperature regime in the classical case. The classical limit of eq. (5.44) was first developed by Kramers 172) to study the influence of dissipation on chemical reaction rates. 173) In this subsection, we present a quantum Fokker-Planck equation for the nearly Markovian bath. The Wigner representation can be employed in various Gaussian wavepackets approximation. [174] [175] [176] Other types of quantum F-P equation for non-Gaussian media have been explored and applied to nonlinear optical spectroscopy.
177,178)
Hierarchy elements and correlated initial condition
In §5.2, we introduce the hierarchy elements n ðq; q 0 ; tÞ and W n ðp; q; tÞ to bypass the explicit treatment of inherent memory effects. Here, we explore their physical meaning in some detail. As can be seen from the expansion form of eq. (5.16) 0 ; tÞ and nAE1 ðq; q 0 ; tÞ; the time evolution of n ðq; q 0 ; tÞ is determined by its time evolution operator ½iL Lðq; q 0 Þ=h " þ n and the incoming and outgoing contributions of nÀ1 ðq; q 0 ; tÞ and nþ1 ðq; q 0 ; tÞ connected through Âðq; q 0 Þ and Èðq; q 0 Þ, respectively. 17) Therefore, the present approach conceptually differs from conventional perturbative expansion approaches, 3) where the 0th member does not include any system-bath interactions and then higher members take into account higher-order systembath interactions. In the present approach, 0 ðq; q 0 ; tÞ (or W 0 ðp; q; tÞ) includes all orders of system-bath interactions, and it is the exact solution of the Hamiltonian eq. (5.1) . Either numerically or analytically, to solve the equations of motion, we have to choose the initial condition. For the F-P case, one may set a temporarily initial state to the equilibrium state of the system itself as
and W n ðp; q; t i Þ ¼ 0 for n ! 1, where Z ¼ trfexp½ÀH A ðp; qÞg. Although this is not the equilibrium state of the total system, since it neglects the quantum coherence (correlation) between the system and the bath that arises from systembath interactions, such a correlation can be taken into account by nonzero hierarchy elements, i.e., W n ðp; q; tÞ 6 ¼ 0. 17) To set these elements, we integrate the equations of motion from time t ¼ t i < 0 to t ¼ 0. If we choose jt i j to be sufficiently large compared with the characteristic times of the system, such as jt i j ) 1= and =m, the Wigner distribution function comes to the true equilibrium state described by the full set of hierarchy W n ðp; q; t ¼ 0Þ: We can use this set of hierarchy as the true initial condition. Such correlated initial condition has to be used to evaluate the correlation functions such as eqs. (3.8), (3.12) , and (3.13).
In Fig. 12 , we depict the hierarchy elements of the equilibrium distribution calculated using eqs. (5.38) and (5.39) for the double-well potential system illustrated in Fig. 11(a) . Here, we consider the potential, 
179)
The kinetic term is then expressed as ! 0 pd=dq, where the characteristic frequency is given by ! 0 ¼ 80 cm À1 . The bath parameters are chosen to be V 2 1 ¼ 10 cm À1 , ¼ 100 cm À1 , and N ¼ 3. The temperature is set to be T ¼ 800 K. Due to the quantum effects, there is a distribution around the top of barrier even at low temperatures. To set the correlated initial condition, we must use all hierarchy elements W n ðp; q; tÞ as the initial state. Examples of calculating chemical reaction rates are presented in refs. 18, 19, and 166.
Fokker-Planck equation approach to
multi-dimensional vibrational spectroscopy As mentioned in §4.5, there are essential drawbacks in applying the stochastic theory to vibrational spectroscopy. A serious one is the lack of a dissipation term, which relates with the fluctuation through the fluctuation-dissipation theorem, that keeps the system in the thermal equilibrium state at finite temperatures.
3) Without the dissipation term, either we employ the coordinate representation or the energy state representation, the system heats up toward infinite temperatures by stochastic fluctuation, which makes the definition of vibrational motion meaningless. These drawbacks may cause a problem particularly for the case of two-dimensional (2D) vibrational spectroscopy, due to the sensitivity of the 2D profile to system dynamics. Since the vibrational motion of molecules is in principle defined by the coordinates and since the temperature effects can be included through the dissipation term, the F-P equation presented in this section is suitable for clarifying the role of thermal fluctuation in vibrational spectroscopy. From this approach, the effects of anharmonicity as well as LL and SL interactions were studied for the fifth-and seventh-order 2D Raman, and third-order 2D infrared (IR) processes, respectively. 25, 151, [161] [162] [163] [164] [165] [166] Here, we briefly explain a way to calculate the multibody correlation function and show the wavepacket dynamics involved in the third-order 2D IR response function. Then, we present 2D signals for harmonic and Morse potential systems.
Following the same procedure illustrated in eq. Fig. 12 . Hierarchy elements of equilibrium Wigner distribution at T ¼ 800 K for the double-well potential system depicted in Fig. 11(a) . The equilibrium elements W n ðp; qÞ are obtained by numerically integrating the equations of motion (5.38) and (5.39) with N ¼ 3 until the steady state is reached. The element (a) W 0 ðp; q; tÞ corresponds to real distribution functions, whereas (b) W 1 ðp; q; tÞ, (c) W 2 ðp; q; tÞ, and (d) W 3 ðp; q; tÞ correspond to auxiliary functions. Due to the quantum tunneling effect, there is some population around the barrier top even at low temperatures where the thermal energy of the system is much lower than the barrier height energy. Note that the dissipation terms, which are missing in the stochastic theory, are essential to having an equilibrium distribution at finite temperatures. where and are the polarization and dipole operators, respectively, and
is the Green's function of the system-bath Hamiltonian without the external forceĤ H for any operatorÂ A. The above expressions allow us to employ the equations of motion to calculate the response functions and give us an intuitive picture of higher-order optical processes. Here, we illustrate this point for the third-order IR response. The right-hand side of eq. (5.50) can be read from the right to left as follows: The total system is initially in the equilibrium statê eq . The initial state is then modified by the first laser pulses via the dipole operator as ið Â eq Þ=h " at t ¼ 0 and is propagated for time t 1 byĜ Gðt 1 Þ. In the third-order IR measurements, the system is excited by the second and third dipole interactions expressed as i Â =h " , respectively, separated by the time propagatorĜ Gðt 2 Þ. After these excitations, the system is further propagated for the time period t 3 bŷ G Gðt 3 Þ and, finally, the expectation value of the dipole moment at t ¼ t 1 þ t 2 þ t 3 is obtained by calculating the trace of .
Here, we express the time propagator by Green's function for the total system, but, in practice, we can trace over the heat-bath part from eqs. (5.49) and (5.50), and can replace it with the propagator for the reduced equation of motion. 36, 37) The sequence of modifying and propagating the density matrix can be translated conveniently in the Wigner representation, as illustrated in Fig. 13 . 25) In this way, the hierarchy of the equations of motion, eqs. (5.41) and (5.42), was used to investigate the roles of LL+SL interactions on the fifth-order Raman and third-order IR signals for a harmonic system. [161] [162] [163] [164] [165] It has turned out that multi-dimensional spectroscopies are extremely sensitive to the anharmonicity of the potential and system-bath coupling. For example, if the system is harmonic and the polarizability or the dipole moment is the linear function of molecular coordinate, the 2D signals R ð5Þ Raman ðt 2 ; t 1 Þ / h½½q qðt 12 Þ;q qðt 1 Þ;q qi and R ð3Þ IR ðt 3 ; t 2 ; t 1 Þ / h½½½q qðt 123 Þ;q qðt 12 Þ;q qðt 1 Þ;q qi for t 12 t 1 þ t 2 and t 123 t 1 þ t 2 þ t 3 will vanish due to the Gaussian integrals involved in the thermal average for the Raman case and the destructive contribution of the coherence in optical Liouville paths for the IR case. 25, 161) Thus, the nonlinear coordinate dependence of the polarizability or dipole, 24, 128) the anharmonicity of potential, 25, 130, 133, 140) and the nonlinear system-bath interaction [161] [162] [163] [164] [165] as well as anharmonic mode coupling [134] [135] [136] 143) are essential to having the signal. Since the LL+SL coupling is a nonlinear interaction, 2D spectroscopies are ideal for exploring these effects: We focus on the roles of dephasing and relaxation induced by LL+SL coupling in optical transition. Note that multi-dimensional spectroscopy can detect dephasing and relaxation separately, since multiple pulses can create sequences of the population state jnihnj and the coherent state jnihn 0 j (n 6 ¼ n 0 ) at different time periods, where jni and hnj are the vibrational energy states introduced in §4. 5 .
A detailed analysis of LL+SL interactions for a harmonic potential system has already been reported. [161] [162] [163] [164] [165] To demonstrate the calculation, here we consider the case of the Morse potential system defined by
where E c and a are the dissociation energy and the curvature of the potential, respectively [see Fig. 11(b) ]. We employ the dimensionless coordinate q and the momentum p. The polarizability and dipole moment are assumed to be ðqÞ ¼ 1 q for 2D Raman and ðqÞ ¼ 1 q for 2D IR, respectively. To carry out the calculation, we set 1 ¼ 1 and 1 ¼ 1. The parameters of the potential are set to be E c ¼ 3649 cm Fig. 13 Þqi, etc. in the Morse case, because the thermal average in hÁ Á Ái leads to a nonGaussian integral in the latter case due to the anharmonicity of potential. This is also true for the SL case shown in Fig. 14(iii-a) and 14(iii-b) , where the leading order contribution is also 
, the LL+SL coupling gives rise to cubic interactions such as / V 1 V 2 qðÞq 2 ð 0 Þ in the system. Thus, the dominant contribution to the signal in the LL+SL case becomes on the order of Figs. 14(i-a), 14(ii-a) , and 14(ii-b) are similar and exhibit nodes along the ðt 1 þ t 2 Þ direction indicating the interference of the coherences in the first and second propagation times. This is because LL coupling mainly contributes to population relaxation so that the coherences decay slowly as long as SL coupling is weak. Since the signal in Fig. 14(i-b) arises from the correlation function on the order of 2 1 2 , the profile is very different from the others. For pure SL coupling cases in Fig. 14(iii) , due to the fast dephasing that arises from SL coupling, the oscillatory behaviors of the signals almost vanished and we only see a slowly decaying component along the t 2 axis for a small t 1 . This is because, in 2D Raman experiments, a population state jnihnj is involved in one of the Liouville path during the second propagation time t 2 , 128, 129) and this path will not decay in pure dephasing. 161, 162) Figures 14(iv)-14(vi) show results for a slow modulation case. Effective system-bath coupling strength changes as a function of as 2 =ð 2 þ ! 2 0 Þ, as mentioned in ref. 19 . The slowly decaying components along the t 2 axis in some of the figures indicate that the relaxation of population is slower than the dephasing. Echolike peaks along the t 1 ¼ t 2 direction are also observed in Figs. 14(vi-a) and 14(vi-b) . As depicted in Fig. 9 , the slow modulation limit of the SL coupling case corresponds to that of the inhomogeneously distributed oscillators case. The echolike peaks result from the rephasing of the coherences in the first and second propagation times as in the case of spin echo measurement. 162) In the Morse case, since resonant frequencies between the vibrational energy levels are all different, dephasing and rephasing play a more significant role in such a case than in the harmonic case. Hence, if the system-bath coupling is the same, we observe more prominent echolike peaks in the Morse case than in the harmonic case as shown in Figs Figs. 15(i-a) and 15(ii-a) are very different from those shown in Fig. 15(i-b) , and rather resemble those shown in Fig. 15(ii-b) . The contribution of the signals in Figs. 15(i-a) , 15(ii-a), and 15(iii-b) are from the correlation functions with the order of 4 1 , whereas the contribution of the signals Fig. 15(i-b) is from that of 2 1 2 2 . Since multi-dimensional spectroscopy can monitor the coherence in optical transition, we can clearly distinguish the order of correlation functions from their profiles. Without the heat bath, the third-order IR signal for a harmonic oscillator is evaluated as 24, 162) and there is no coherence between the t 1 and t 3 directions. Qualitatively, the nonlinearity of the system-bath interaction plays a similar role as the anharmonicity of potential in the fast modulation case. The bottom panels in Fig. 15 are for the SL case. Since the fast-modulation limit in the SL case corresponds to that in the case of homogeneously distributed oscillators illustrated in Fig. 9 , we cannot observe the echo signal in the t 1 ¼ t 3 direction in both the Morse and harmonic cases.
In the slow modulation cases, Figs. 15(iv)-15(vi), we observe qualitative changes of the signals in the fast modulation case. Echolike peaks caused by the rephasing of the dipole element appear along t 1 ¼ t 3 for the Morse case Figs. 15(iv-a), 15(v-a), and 15(vi-a), and the harmonic case Fig. 15(vi-b) . We also observe many peaks parallel to t 1 ¼ t 3 corresponding to the interference between the coherences in t 1 and t 3 periods. Such peaks also arise from the stochastic model due to the factor exp½i! 0 ðt 1 À t 3 Þ involved in the third-order response function. The absence of such echolike peaks in Fig. 15(iv-b) indicates that the primary contribution of the signal on the order of 2 1 2 2 does not involve rephasing paths. In the 15(vi-a) and 15(vi-b) panels, we also observe a slowly decaying component along the t 3 axis for t 1 less than the dephasing time t 1 < 1 ps. These components are predicted from the inhomogeneously distributed oscillator model. 162) In ref. 151 , we compared third-order IR signals calculated using the stochastic approach and the quantum F-P equation approach. It was shown that, while the conditions h " ! 0 ) 1 and ( ! 0 are met, the signals from a stochastic three-level model agree very well with the signals from a highfrequency Morse potential model with LL+SL system-bath interactions. This is because under such conditions, the modulation is so slow that a relaxation does not play a major role. In the present study, the slow modulation case shown in 
whereĤ H A ðâ a þ ;â a À Þ is the Hamiltonian of system A and V Vðâ a þ ;â a À Þ is the system part of the interaction both introduced in eq. (2.32). Note that ifâ a þ andâ a À respectively represent the creation and annihilation operators of spin states, the above Hamiltonian is called the spin-Boson Hamiltonian, 181) which has been studied from various approaches. [182] [183] [184] We assume a high-temperature bath with the distribution eq. (5.11) . Then, eq. (5.13) is approximated as L 2 ðtÞ % exp½Àjtj=. First let us consider the factorized initial condition 
Fðfg; tÞ
we can construct the equations of motion for the density operator n ðtÞ ¼ N
where we set inÂ Â 0 nÀ1 ðtÞ=h " ¼ 0 for n ¼ 0. For ðN þ 1Þ ) = and ! 0 , where ! 0 is the characteristic frequency of the system, the terminator is given by
Here,Â 
The terminator can also be rewritten accordingly. Compared with the stochastic Liouville equation, the above equation has the temperature correction term Àih " V V =2. This term can be regarded as the reaction of the bath to the system and leads the system to the thermal equilibrium state. If the bath temperature is infinity, this term can be neglected. In the F-P equation with the LL interaction eq. (5.41), this term corresponds to p in ðp þ m= Á @=@pÞ.
The hierarchy of equations in the energy state representation with the temperature correction term has been used to analyze resonant optical spectroscopy 15, 16) and electron transfer processes. 185) To illustrate the temperature effects, we study the relaxation of a spin randomly modulated by a local random field under a weak external field. We calculate a free induction decay signal defined by the spin expectation value hS z ðtÞi with the initial configuration S z ð0Þ ¼ 1. As explained in §4.1, if the external field is zero, the situation corresponds to the zero field NMR or SR measurements. To compare the former result obtained from eq. (4.3) by Kubo and Toyabe 41) and others, 13, 43, 45, 49) we employ eq. (5.63) and its terminator instead of eqs. (5.60) and (5.61). The procedure for calculating the signals is similar to that in the case discussed in §4.1 except for the existence of the temperature correction term. We set the amplitude of the three-dimensional random field by
Then, we calculate the signals for three sets of the inverse correlation of noise ¼ 0:01, 0.1, and 1.0, where x ¼ y ¼ z ¼ . In Fig. 16 , we plot hS z ðtÞi with and without the temperature correction term set by h " =2 ¼ 0:2 and h " =2 ¼ 0, respectively. The dashed lines correspond to the case discussed by Kubo and Toyabe and, when tends to zero, the line approaches the profile of the Kubo-Toyabe function that approaches 1/3 at a long time. As the figure shows, the population increases if we add the temperature correction terms. Since the stochastic limit corresponds ! 0 in eq. (5.63), the term seems to suppress the population when the temperature becomes higher. This happens, however, because we renormalize the coupling constant as
If we fix instead of Á, the temperature dependence becomes opposite as we usually expect.
Positivity condition, low-temperature correction terms
and nonMarkovian noise In a reduced equation of motion approaches, such as the quantum master equation approach 3) and Redfield equation approach, 186) the time evolution operators have to satisfy the positivity condition that, if all the diagonalized elements of the reduced density matrix jj ð0Þ are positive, then the all elements of j j ðtÞ are also positive for all t > 0. [187] [188] [189] It has been shown that for the linear-linear system-bath interaction, the quantum master equation and Redfield equation do not satisfy the indispensable positivity condition. 190, 191) Careful discussions have been made on this issue. 192, 193) Typically, one modifies an interaction in the rotating wave approximation (RWA) form to preserve positivity, 48, 194, 195) although this may differ the dynamics of original Hamiltonian. To derive the hierarchy of equations, we employed the Ohmic distribution with the Lorentzian cutoff, Jð!Þ ¼ h " 2 !=ð 2 þ ! 2 Þ, and the high temperature assumption h " ( 1. As long as we keep the condition h " ( 1, our formalism does not violate the positivity condition without RWA (see also §6.3). Although the high-temperature condition retains its validity in many systems, there are still cases where the condition does not apply. In principle, it is possible to lift this condition and generalize it for the lowertemperature regime by extending the hierarchy of equations to include temperature correction terms. 17, 196) These formulations are, however, somewhat cumbersome for systems with large degrees of freedom, since the elements at every hierarchy are related to each other in a rather complex manner and their number rapidly increases as temperature decreases, besides the case of a weak system-bath interaction where one can bypass to construct the hierarchy. 
for the nonnegative integers n; j 1 ; . . . ; j K . Here, Â 0 ðfg; Þ is given by eq. (5.58) with eq. (5.14), and we introduce Â n ðfg; Þ c n V Â ðfg; Þ: ð5:67Þ
For the operator n; j 1 ;...; j K ðtÞ we can construct the hierarchy of equations as
; j 1 ;...; j K ðtÞ þ X K k¼1 n; j 1 ;...;ð j k þ1Þ;...; j K ðtÞ
...;ð j k À1Þ;...; j K ðtÞ; ð5:68Þ
If n þ P K k¼1 j k k is sufficiently large compared with the characteristic frequency of the system, then we have @ @t n; j 1 ;...; j K ðtÞ We have extended the hierarchy to include the lowtemperature correction terms. It is also possible to study nonOhmic (nonMarkovian) distribution functions by extending the hierarchy. For example, a displaced harmonic oscillators system coupled to a white-noise bath can be studied by the spin-Boson Hamiltonian with the nonOhmic spectral distribution function 198) Jð!Þ ¼ h "
where ! 0 is the oscillator frequency and is the coupling strength between the displaced harmonic oscillators system and the bath. The parameter is a function of the displacement of the oscillators. Since the spectral density has two poles, À AE i, where ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
2V V : ð5:73Þ Equation (5.72) can be used to describe the dynamics of the electronic excitation of a molecule coupled with the heat bath through a molecular vibrational mode with a frequency ! 0 . We could reduce the molecular degrees of freedom because the oscillators modes are harmonic. If the modes are not harmonic, one has to consider molecular coordinates explicitly as will be discussed in the next subsection.
Multi-state quantum Fokker-Planck equation
Thus far, we have separately discussed two types of dynamics employing distinct approaches; one is a vibrational coordinate system discussed from the quantum F-P equation approach and another is a discrete energy-level system discussed from the quantum master equation approach. In many physical processes, however, vibrational motions and electronic excitation states are coupled and play important roles at the same time. Examples involve the electronically resonant laser excitations and nonadiabatic transitions briefly mentioned in §4. 4. 79,185,199,200) Equations in phase space have been formulated to treat such problems. [201] [202] [203] [204] [205] [206] Here, we present the multi-state quantum Fokker-Planck equation, which can be applied to both optical and nonadiabatic transition problems taking into account the noise correlation and temperature effects. We consider the Hamiltonian expressed aŝ Note that the present equations hold even if U jk ðqÞ is timedependent, as is the case of optical spectroscopy. The wavepacket dynamics of nonadiabatic transition and optical responses for a system of displaced oscillators has been studied by numerically integrating the multi-state quantum F-P equation. 202) Here, we review the results for the system of displaced Morse oscillators coupled to a nearly Markovian noise bath. 159, 160) As in §5.5, we employ the dimensionless coordinate q and momentum p. As illustrated in Fig. 17 , we consider a system of the three levels jgi, jei, and je 0 i with their potentials respectively defined by where we set A ¼ 300 cm À1 , ¼ 1, and d 3 ¼ 51:7. The transition between the state g and e is assumed to be induced by laser interactions. Although we can use any profile and intensity of laser in our approach, we employ an impulsive laser pulse that creates a wavepacket in jei with the shape of In Fig. 18 , we present the time-evolution of W ee ðp; q; tÞ and W e 0 e 0 ðp; q; tÞ. The pump-probe signals defined by eqs. (4.34)-(4.37) are then calculated from the procedure explained in refs. 159. Figure 19 shows the signals for displaced Morse oscillators system (a) without and (b) with diabatic coupling. Without diabatic coupling, the system is essentially a two-level system. If the displacement is small, the excited wavepacket moves around the bottom of the excited potential and exhibits a harmonic motion. 79, 200) Since the displacement is not small in this case, the excited wavepacket has a large kinetic energy and the anharmonicity plays a role of dispersion. In Figs. 19(a) and 19(b) , the height of each peak changes periodically at a period of about 800 fs corresponding to that observed in the coherent motion of the wavepacket in jei created by the pump pulse. The small peaks in the figures correspond to vibronic bands. The envelope of those small peaks reflects the shape of the excited wavepacket which also shows oscillatory motion. Since the resonant frequency between jgi and jei (! ¼ U ee ðqÞ À U gg ðqÞ À ! eg ) is not a linear function of q, the shape of the envelope as a function of ! is quite different from the original shape of the wavepacket. For instance, ! is a rapidly decreasing function of q in the range of q < 50, but it gradually increases for q > 50 after reaching its minimum (! ¼ À380 cm À1 for d ¼ 3) at q ¼ 50. Thus, if the wavepacket is in the area of q < 50, the envelope reflecting the wavepacket motion is broadened and moves quickly, but if the wavepacket is at q > 50, the envelope becomes sharp and moves slowly compared with its actual shape and speed. Figure 19(b) shows the signal with diabatic transition. Compared with the peak at À380 cm À1 and t ¼ 1:4 ps in Fig. 19(a) , the peak at the same position in Fig. 19(b) is noticeably small. This is because the population in jei decreased after passing the crossing point owing to predissociation.
Fokker-Planck Equation and Master Equation with
Langevin Force
Generalized Langevin equation
The stochastic Liouville equation (2.37) explicitly contains the random variable, and the time evolution of density matrix elements is stochastic in nature. On the other hand, the hierarchy of equations, eqs. 
e ' e Fig. 18 . Time evolution of W ee ðp; q; tÞ and W e 0 e 0 ðp; q; tÞ for weak damping case. In each panel, the upper one is for jei (bonding state), whereas the lower one is for je 0 i (anti-bonding state). At time (a) t ¼ 0 ps, the wavepacket with the shape the same as that in the ground equilibrium state is created by the pump pulse. Then, the wavepacket rotates clockwise in phase space and reached a curve crossing point at time (b) t ¼ 0:2 and passes the point (about q ¼ 50) at (c) t ¼ 0:4. The e 0 state population suddenly increases when the e state wavepacket passes the crossing point. Although the wavepacket in jei exhibits oscillatory motion, the transferred wavepacket in je 0 i moves to the positive direction and then goes out from the edge of the potential at (d) t ¼ 0:6 and (e) 0.8. In the second period of such motion in the e state, the wavepacket transfers to je 0 i again when it reaches the crossing point at (f) t ¼ 1:0. Because of the dissipation, the wavepacket in jei gradually loses its kinetic energy and approaches the steady state centered at the bottom of the e state potential. The above results are reproduced from the theory developed in ref. 207, 208) ðq; q 0 ; tÞ 
with " ðÞ given by
and P½ " ðÞ is the Gaussian functional defined by
where C is the normalization constant. We introduced L À1 2 ðÞ to satisfy
and therefore
The function " ðÞ was originally the function of qðtÞ and q 0 ðtÞ, but by introducing the probability functional P½ " ðÞ, we can regard " ðÞ as being independent of qðtÞ and q 0 ðtÞ: The transformation is similar to the Hubbard-Stratonovich transformation. 209, 210) The first two moments for the above probability functional are given by
where, for any functional Að " ðÞÞ (t ! ! t i ), Here, we define viscosity as
mh " " L L 1 ðtÞ; ð6:13Þ and the effect of the initial correlation between the system and the bath as
We integrate by part in the first term of eq. (6.12). Then we expand the potential by x and replace that derivative from d=dx to d=dr. Since the classical path of rðtÞ is the minimal path of the phase for any xðtÞ that satisfies AEðx; r; R; tÞ= xðÞ ¼ 0, we have m € r rðtÞ þ 2m @ @t
ð6:15Þ
In the classical limit, we may set xðtÞ ! 0 and approximate it as m € r rðtÞ þ 2m @ @t [211] [212] [213] In the high-temperature white-noise limit ) ! A and h " ( 1, eq. (6.6) is reduced to 
: ð6:31Þ
The terminator can also be defined in a similar manner.
Here, " 0 ðtÞ satisfies
The term " 0 ðtÞ works as the low-temperature correction factor for the Fokker-Planck equation.
Contrary to the equations of motion presented in §5.3, both eqs. (6.22) and (6.30) with their terminators are not limited by temperature for any . The implementation of a random force defined by eq. (6.9) or (6.32) in the computer program is not easy, since L 0 2 ðtÞ which is numerically defined by R T 0 d " 0 ð þ tÞ " 0 ðÞ=T often becomes negative for a certain range of t's as depicted in Fig. 7 . An example of the numerical calculation for a spin system will be presented in §6.4. Here,F FðtÞ is a function of"â a x and is an external interaction. For a laser interaction, this is expressed aŝ F FðtÞ ¼ "EðtÞðâ a þ þâ a À Þ, where "ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi h " =2m! 0 p for the harmonic system with a frequency ! 0 and a mass m. In the linear system-bath interaction caseV
q q, we have _V V V VðtÞ ! _â â a a x ðtÞ ¼ À! 0â a y ðtÞ; ð6:34Þ
whereV VðtÞ andâ a j ðtÞ are the Heisenberg operators ofV V and a a j forĤ H A ðtÞ. Then the equation of motion (6.22) is rewritten as ðtÞ acts as the Langevin force for a classical potential system, one may regard the trajectories of 00 ðtÞ at high temperatures (h " ! 0 ( 1Þ as a random walk. The amplitude of fluctuations increases as temperature decreases due to the contribution of noise elements with an amplitude c k ðk > 0Þ. The enhancement of the fluctuations is of quantum origin, since all c k and k for (k > 0Þ involve h " . The initial time evolution from t ¼ 0 to t % 100 (1=h " ) may be regarded as the time evolution of the system for a specific noise sequence. Notice that the physical process, which involves the real trajectory, is obtained by averaging over all possible trajectories, i.e., ðtÞ ¼ h 0 ð " ; tÞi; each trajectory for some noises at very low temperatures is not necessary to be a positive definite as can be seen in the case of h " ¼ 2:0. This flexibility makes it possible to obtain the equilibrium distribution at low temperatures. Figure 21 shows the imaginary part of the coherence 10 ðtÞ for h " ¼ 0:1 (solid line) and h " ¼ 2:0 (dotted line), respectively. The amplitude becomes large when the quantum transition between the excited and ground states becomes large. For a hightemperature case, 10 ðtÞ plays a role only at the initial stage; it decays quickly to zero with small fluctuations.
Since the damping term and random force presented in this section play the same role as those in the Langevin equation, the trajectory of a density matrix element obtained for a sequence of a random noise is thus regarded as a quantum random walk. From the definition of expectation values, a physical trajectory is obtained after averaging over random walk trajectories. The formalism presented in this section incorporated with a Monte Carlo (MC) simulation follows the dissipative dynamics defined by the Hamiltonian. Thus, one can use this approach to calculate dynamical variables such as a time-correlation function of population while taking advantage of the MC approach, e.g., a coarsegrained characterization and parallelization of the routine. Note that the other MC approaches such as Galuber's approach 216) based on the Metropolis algorithm 217, 218) are not related to real dynamics, since they filter dynamics to gain the thermal equilibrium state, and thus cannot be used to evaluate time-dependent variables such as the time-correlation functions of physical variables. The present approach is also fully quantum-mechanical, whereas many other MC approaches are classical.
Here, we introduced the Hubbard-Stratonovich-type transformation to the fluctuation part. There has been also an attempt to use such transformation not only for the dissipation but also for the fluctuation. 219, 220) The reduced equation of motion derived from such methodology handles two random variables, and covers a wider parameter range than the equation of motion with a single random variable. The random trajectories of density matrix elements with two-random variables are, however, no longer related to any real processes.
Stochastic Liouville Equation and Temperature Correction Term
The equations of motion presented in eq. (6.22) with eq. (6.24) contain the stochastic variable " ðtÞ; however, the character of the noise is not determined by the equations themselves, but by the associated equations, i.e., eq. (6.9). In this section, we show that the time evolution operator of the noise can be included in the equation of motion in the nearly Markovian noise case. The temperature correction term can also be expressed as a function of noise and can be included in the equations of motion. Consider the case in which the correlation functions are given by eqs. (5.12) and (5.13 
Conclusions
The stochastic theory has been used for over half a century to describe the classical and quantum dynamics of a system in a dissipative environment. Among various approaches, the stochastic Liouville equation approach has been widely used because it allows us to treat stochastic modulation in a nonperturbative manner including the effect of a noise correlation. The advantage of this approach lies in the structure of the equation of motion; a set of simultaneous differential equations for hierarchy elements can be solved either analytically using the resolvent utilizing in a tridiagonally continued fractional form or numerically by integrating the equations of motion utilizing a terminator. A variety of problems in NMR, SR, neutron scattering, linear, and nonlinear optical measurements have been studied by the stochastic approach. Several novel phenomena such as motional narrowing, a slow relaxation of spin, and a broadened Raman process have been explained by the stochastic theory. Although it has many successful applications, the stochastic theory can be applied only to a system at infinite temperature. This gives a serious limitation to the system represented by a coordinate such as a double-well potential system, since one cannot define the equilibrium distribution.
We have shown that, on the basis of a system-bath Hamiltonian, we can derive the equations of motion that are valid at finite temperatures using similar hierarchy members to those of the stochastic Liouville equation, assuming an Ohmic spectral distribution with a Lorentzian cutoff. These equations now involve the temperature correction term that guarantees the steady-state solution of the equation of motion to be an equilibrium equation. By virtue of the hierarchy form, we could deal with the system-bath interaction nonperturbatively including the finite correlation effects of a noise. Within this framework, we have calculated several observables for systems expressed in coordinates and discrete energy levels. The extension of the formula to a low-temperature system, and the relation of stochastic Liouville equation to the Langevin equation are also discussed by deriving the quantum Fokker-Planck equation and quantum master equation, both of which explicitly involve the random force in addition to the dissipation term. The dissipation term and random force are related to each other through the fluctuation-dissipation theorem and play the same role as the friction term in the Langevin equation. The trajectory of a density matrix element obtained for a sequence of the random noise is thus regarded as a quantum random walk. This formalism incorporated with Monte Carlo (MC) simulations follows the dissipative dynamics defined by the Hamiltonian and provides a framework for studies of quantum dynamics strongly coupled to a colored noise bath.
Although much progress has been achieved in the quest to understand dissipative dynamics by extending the stochastic theory, there are several important issues that remain to be unexplored. For example, even though we can investigate the effects of temperature through the temperature correction terms, the spectral distribution function for system-bath coupling is still limited to an Ohmic form with a Lorentzian cutoff.
Realistic spectral distributions, which may be obtained either from experiments 221, 222) or molecular dynamics simulations, 223, 224) have to be included in the theory to account for the dynamics of molecules in a complex environment such as protein. The extension to the fractal noise which is characterized by its correlation function 1=t , where 0 < < 1, is also possible in a similar framework to the stochastic theory. 225) For a two-level system with the twostate jump fractal modulation case, we can evaluate correlation functions analytically. 226) Few attempts have been made to investigate realistic spectral distributions. 227, 228) The heat bath discussed in the present review is restricted to the harmonic oscillator system assumed as the Gaussian distribution for perturbation. Owing to the central limiting theorem, the applicability of this assumption is verified, yet for many systems, where the interactions between a system and the bath have a large heterogeneity, the Gaussian assumption breaks down. If we consider the quantum dynamics, anharmonic effects of bath oscillators become important, since the action path of the quantum harmonic oscillator system is similar to that of the classical one. This can be understood from the fact that the quantum Liouvillian defined by eq. (5.37) is identical to the classical one eq. (5.45), if the potential is harmonic.
One practical way to solve this problem is to introduce a subsystem between the main system and the bath to represent an anharmonic local environment. For example, suppose if we want to study the dynamics of impurity atoms in an Ising lattice for the environment, 111) we can define the system by three parts: the main system A, which represents the impurity, the subsystem A 0 , which represents a local spin environment consisting of many but finite degrees of freedom, and the oscillator-bath system B, which is supposed to represent the phonon interactions that bring the system to the thermal equilibrium state. It is our belief that as we increase the size of A 0 so as to regard A 0 as the bath, we will find statistical behavior of the anharmonic bath. This approach allows us to investigate, for example, quantum dynamics in a frustrated environment. This is, however, computationally costly, since we have to deal with the density matrix of the A þ A 0 system. The advent of parallel computers equipped with tremendous memory makes it possible to solve such problems. If a high accuracy of calculations is not required, the Monte-Carlo type calculation explained in §6.4 may be a practical way of solving the problems.
Dealing with the subsystem A 0 also brings another important issue, the dimensionality of the system. We have employed a one-dimensional Fokker-Planck equation as in eqs. (5.38) and (5.39), but there are many problems in physics and chemistry, particularly biology, for example, the optimal choice of dynamical model is a system with more than two or three dimensions. For example, electron transfer phenomena are well described by more than one molecular coordinate and one solvation coordinate. Proton tunneling in Tropolon is also well described by multi-dimensional potential. If we use N Â M mesh points to solve onedimensional problems, we have to compute a system with ðN Â MÞ n mesh points for n-dimensional problem. However, at present, the only case in which solving the equation of motion is practical is that of two-dimensional system due to the limit of the CPU power of current computers. To overcome this difficulty, another scheme like Langevin dynamics in a phase space described by §6.2 has to be extended. Such an approach might, for example, allow closer contact with nonlinear optical experiments that could measure the dynamics of many additional modes.
In conclusion, the present formalism provides a powerful means for the study of various physical and chemical processes including reaction processes at low temperatures in which the quantum effects play a major role. One can generalize the present approach to studying a variety of measurements involving NMR, neutron scattering, linear, and nonlinear spectroscopies, where the interplay between thermal activation and dissipation becomes important. Theories should now be able to characterize these effects and establish microscopic description of the dynamics be related to experiments. Further development of the formulation and algorithm must be a key to studying experimental systems.
