We study a stochastic process defined by the interaction strength for the return to the mean and a stochastic term proportional to the magnitude of the variable. Its steady-state distribution is the Inverse Gamma distribution, whose power-law tail exponent is determined by the ratio of the interaction strength to stochasticity. Its time-dependence is characterized by a set of discrete times describing relaxation of respective cumulants to their steady-state values. We show that as the progressively lower cumulants diverge with the increase of stochasticity, so do their relaxation times. We analytically evaluate the correlation function and show that it is determined by the longest of these times, namely the inverse interaction strength, which is also the relaxation time of the mean. We also investigate relaxation of the entire distribution to the steady state and the distribution of relaxations times, which we argue to be Inverse Gaussian.
I. INTRODUCTION
For a stochastic process with a steady-state distribution, a natural question arises of what is the relaxation time towards the stationary process. In other words, when the initial values of the variables are chosen from a distribution that differs from that of the steady-state distribution, what is the time for the distribution to settle into its steady-state and for various quantities to achieve their stationary values.
Of particular interest is the situation when the steadystate distribution has power-law ("fat") tails and, thus, the diverging cumulants -especially the divergent lowest cumulants: variance or even mean. In the latter circumstance, one needs to devise the means of ascertaining, including numerically, that the steady-state distribution has been reached, especially in the circumstance when the latter may be unknown analytically.
Another point of interest for such processes is that of the relationship between the correlation and relaxation times. A related issue is that of relevant time scales and steady-state distributions in strongly (power-law) correlated time series.
In this paper we study a stochastic Ito process dx = −J(x − 1)dt + √ 2σxdB (1) with the Inverse Gamma (IGa) steady-state distribution,
This process is a limiting case of the Generalized Inverse Gamma (GIGa) process, which describes a stochastic birth-death model, which appears in diverse contexts, such as generalized Bouchaud-Mézard (BM) network model of economic exchange [1, 2] , ontogenetic mass * serota@ucmail.uc.edu distribution [3, 4] and market volatility [5] . The first term in eq. (1) describes the reversion to the (unit) mean characterized by the interaction strength J > 0 and dB in the second term is the Wiener term, with σ > 0 characterizing stochasticity.
The main time dependence of the cumulants of the time-dependent distribution is given by
where
which is predicated, of course, on the assumption that the initial values are not chosen from the steady-state distribution (in particular, κ n (0) = κ n (∞) for all n, the latter being the nth cumulant of the steady-state distribution), since in such case the process is stationary. As stochasticity increases via σ 2 , progressively lower cumulants become divergent, κ n ∝ λ −1 n as σ 2 (n − 1) → J for progressively smaller n, as do their respective relaxation time τ
n . Once σ 2 > J, cumulants of the steadystate distribution no longer exist with the exception of the mean, whose relaxation time is τ (1) relax ∼ λ −1 1 ∼ J −1 . As will be discussed later, for J > σ 2 , the IGa process is characterized by the correlation function
and becomes divergent as σ 2 ≥ J (conversely, for J ≫ σ 2 , when we can set x ≈ 1 in the stochastic term, we recover the well-known correlation function of the OrnsteinUhlenbeck process.). This follows from the eigenvalue analysis of the Fokker-Planck (FP) equation [6] [7] [8] . In this formalism, the eigenvalues are given by eq. (4), but only half of them correspond to a complete set of orthogonal eigenfunctions that have P 0 (x) as their "attractor",
The goal of this paper is to examine the relaxation towards steady-state distribution, especially on approach to and in the regime when σ 2 > J. In Section II, we discuss the analytical eigenvalue formalism and, in particular, the correlation function (5) . In Section III, we derive and numerically examine the cumulant relaxation. In Section IV, we study relaxation of the distribution as a whole to IGa and argue that relaxation times generated by (1) along different paths are distributed as Inverse Gaussian (IG).
II. EIGENVALUE FORMALISM FOR STOCHASTIC IGa PROCESS
The FP equation for the stochastic IGa process (1) can be written as
We seek solution in the standard form [6] :
where P 0 (x) is given by eq. (2) and P (λ; x), λ > 0, are the solutions of the eigenvalue problem
9) (Obviously, P 0 (x) corresponds to λ = 0 in (9).) Physically, since P 0 (x) describes the stationary state, the timedependent terms in (8) are the deviations that describe relaxation to the steady-state distribution and λ −1 are thus relaxation times. [9] This immediately reveals such properties of P (λ; x) as P (λ; 0) = P ′ (λ; 0) = 0 and zero probability current at x = 0, ∞ 0 P (λ; x)dx = 0 and a power-law decay of P (λ; x) at x → ∞, which also follow from the general formalism [7, 8] (see below). It also indicates that eigenfunctions P (λ; x) have to be real (it is obvious that two independent real solutions of (7) can always be constructed).
Solutions of eq. (9) are given by , n max = 1 2 1 + J σ 2 (13) so that P 1 and P 2 correspond to the two branches of parabola (4) that defines λ n , to the left and to the right of the maximum respectively and have identical properties under transformation n ↔ 1 + J/σ 2 − n. Functions P 1 (λ n ; x), with 1 ≤ n ≤ n max (that is (6)), form a complete set of discrete orthogonal eigenfunctions [6, 7] that correspond to P 0 (x). (Notice that under this constraint, the argument of the Gamma function in the numerator is positive for P 1 (λ n ; x).) It is also clear from (13) that discrete spectrum corresponds to the positive argument of the square root in (10) and that conversely, for λ > λ max , the spectrum is continuous. In the latter case, P 1 (λ; x) = P * 2 (λ; x) and the two real, independent solutions of (9) are, respectively, ℜ[P 1 (λ; x)] and ℑ[P 1 (λ; x)]. The linear combination
is then formed to satisfy the boundary conditions at x = 0 for functions (10), namely that P cont (λ; 0) = P ′ cont (λ; 0) = 0. Both continuous and discrete spectrum function decay as
while
for discrete and
for continuous spectrum respectively. Our results are consistent with the general theory of eigenfunction expansion [7, 8] , for the IGa process. For instance, in notations of [8] , the form of potential
confirms the aforementioned property that P (λ; 0) = P ′ (λ; 0) = 0 and zero current at x = 0. In terms of the transformation of the FP into a one-dimensional Schrödinger equation [8] , the potential for the latter is Kepler-like
where λ max is given by (13) . From (16) it immediately follows, for instance, that since V (x) > 0 all energy eigenvalues λ are positive and that the energy spectrum is discrete for λ < λ max and continuous for λ > λ max .
In this formalism [7, 8] , the correlation function in the steady state is given by (20) where
where P (λ; x) are the properly normalized eigenfunction [7, 8] . It turns out that for the IGa process all g's are zero except one, g 1 , for n = 1 in (6). For J > σ 2 we find
such that
and
so that the correlation function in the steady state is given by
which is just a t ≫ (J − σ 2 ) −1 limit of (5); at τ = 0 we recover the variance of the IGa distribution and for J ≫ σ 2 the Ornstein-Uhlenbeck result.
[10] The correlation function diverges as σ 2 → J and does not exist for J < σ 2 -a direct result of the heavy tail of the probability distribution function. [11] Notice that the normalized correlation function
is the same as for Ornstein-Uhlenbeck process and formally exists even for J < σ 2 ; numerically, of course, the variance is always finite and the normalized correlation function can be, in principle, calculated in the latter regime (with obvious caveats).
The log plots of correlation function as a function of time τ are shown in Fig. 1 , with the normalized one being fitted by a straight line whose slope, for the values shown, is very close to −J. The third and fourth plots from the top are for σ 2 just below and just above J. It should be noted, however, that for J < σ 2 , the linearity of the plots generally deteriorate rather dramatically for larger σ 2 , as expected and observed in Fig. 1 .
III. CUMULANT RELAXATION FOR STOCHASTIC IGa PROCESS
The number and dependence on parameters J and σ 2 of time scales characterizing relaxation is a function of the initial conditions. Here, we will concentrate on the longest relaxation times. For the mean, it trivially follows from (1) that
where A is determined by the initial conditions: for instance, when all x(0) = 0, x = 1 − e −Jt and when all x(0) = 1, x = 1. Clearly, the relaxation process will first establish the mean x = 1 over the shortest time in the system, J −1 , which, incidentally, does not depend on stochasticity. Consequently, in what follows, we will omit the relaxation of the mean by using all x(0) = 1 as the initial condition.
Using x = 1 and, per (1), (28) we find for the variance (second cumulant)
and, under assumption J > σ 2 , where
and when κ 2 (0) = σ 2 /(J − σ 2 ), that is the variance is already that of the steady-state distribution, we find D = 0, as it ought. Clearly, (25) and (31) are the limiting cases of (5) for t → ∞ and τ = 0 respectively. From (31) it is obvious that as σ 2 > − → J, the relaxation time diverges as (J − σ 2 ) −1 , as does κ 2 .
Similarly, as 2σ
2 > − → J the relaxation time diverges as (J − 2σ
2 ) −1 , as does κ 3 , the third cumulant:
Both (31) and (32) are particular cases of (3) and (4). To verify our results, we numerically generate a large number of time series (1) (10 4 , 10 5 , and 10 6 respectively) and evaluate the cumulants at each of the 256 consecutive time "ticks"; there are 2 10 time steps between the ticks. Except for a single illustration for the mean, where we used x(0) = 0, we use the same initial condition x(0) = 1. The relaxation results are shown in Figs. 2 and 3 .
Obviously, increasing the number of time-series improves correspondence between theory and simulations. However, once we approach a critical value of stochasticity, at which a particular cumulant becomes divergent, computationally it is possible to observe only the general trend towards theoretical result. Once σ 2 > J, variance and higher order cumulants no longer exist and we only observe relaxation of the mean, in agreement with theory.
This study of cumulant relaxation can be labeled "transverse" as we take a data point from each path at every time step. Alternatively, one can conduct a "longitudinal" study, where cumulants are evaluated along each path and the result is averaged over paths at every time step. For cumulants, longitudinal averaging is more computationally intensive. For comparison, in Fig. 4 we present a longitudinal plot with the parameters of the top plot of Fig. 3 . Clearly, it takes much longer to approach the theoretical values longitudinally. However the implication is that transverse and longitudinal results are equivalent. Conversely, when studying relaxation of the entire distribution to the steady state and distribution of relaxation times (see next Section), longitudinal studies are more computation-friendly. 
IV. RELAXATION OF THE ENTIRE DISTRIBUTION AND DISTRIBUTION OF RELAXATION TIMES
In view of diverging cumulants and their relaxations times studied in the previous Section, a question arises of establishing whether the entire distribution has relaxed to its steady-state. Accordingly, here we conduct "longitudinal" studies of such relaxation. Namely, for each paths discussed in the previous section we use the same small value of parameter in the Kolmogorov-Smirnov (KS) test to find the time at which the distribution of the time series generated by (1) approaches the distribution given by (2) . In this manner, we generate 10 5 relaxation times to study their distribution as a function of J and σ 2 . We argue that relaxation times are distributed as IG. In order to ascertain the latter, we fit the relaxation-time distribution with six candidate distributions: Normal (N), Lognormal (LN), IGa, Gamma (Ga), Weibull (Wbl) and IG. Additionally, we fit the log-log tail of the distribution with a straight line to see if the tail may be power-law. The parameters of the distributions are obtained using Maximum Likelihood Estimation (MLE) and comparison of fitted distributions with the one obtained numerically is done via KS test. The results are presented in Fig. 5 and Table I .
Clearly, IG constitutes the best fit and can be presented in the following form:
33) where a and b are constants and the distribution does not depend on σ. [12] To further verify (33), we observe that n'th cumulant of this distribution scales as κ n ∝ J −n . In Fig. 6 , we plot, on the log-log scale, the first three cumulants as a function of J and σ 2 respectively. Obviously, with the the exception of σ 2 > J, where simulations become unreliable, it lends support to our conclusions visa-vis IG (33).
While we presently do not have a first-principles model for explaining the IG distribution for relaxation times, we speculate why it has the necessary properties [13, 14] :
• The approach to the distribution has to be controlled by a single time scale J −1 for any σ 2 since it is the case when σ 2 > J for IGa. [15] • On physical grounds, it is clear that for relaxation times the distribution of the sample mean should have the same distribution as the distribution from which the sample is taken. This, of course, is also the property of the IG distribution. [16] • Time to achieve the steady-state distribution can be conjectured to be the first passage time in the distribution space, where it scales as ∝ J −1 .
V. CONCLUSIONS
We conducted a study which examined in great detail relaxation times towards the fat-tailed, steady-state distribution of a stochastic process. Specifically, we examined the relaxation times of the cumulants of the IGa process, whose steady state is characterized by power-law tails. We found that, as stochasticity rises, successive lower cumulants diverge, as do their relaxation times. These divergencies are controlled by the inverse eigenvalues of the Fokker-Planck eigenvalue problem. We also found that the distribution of the relaxation times is best approximated by an IG distribution with a single time scale.
The implications of our findings may be multifaceted. We know for instance that the IGa process describes the mean-field limit of the BM economic network model [1] , while the more general GIGa process describes a partially connected network and stock market volatility [2, 5] . While perhaps unrelated, it should be noted that the importance of multiple time scales and relaxation phenomena has been widely recognized in financial markets and economic models -see [17] and [18] and references therein.
In future work we would like to complete the transverse relaxation study of the distribution in relation to the longitudinal one. It would be interesting to compare those vis-a-vis the relaxation studies of the wealth distribution for and individual versus that of the entire group of participants in BM economic exchange. We would also like to extend our relaxation studies to those of stock returns and volatility.
