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1
1 Introduction
The algebra M of N ×N complex matrices can be considered as a finite quantum space (indeed,
a finite-dimensional vector space, as will be used in what follows). As such, it is a representation
and corepresentation space for finite-dimensional (dual) quantum groups. If some physical problem
involves such an algebra, it could therefore be tempting to think that this system has a (kind of)
quantum symmetry. The role of fundamental object of the symmetry would now be played by a
Hopf algebra, instead of a usual Lie group. In the case at hand the relevant quantum groups are
particularly interesting, in view of the fact that, unlike the generic-q case, they have a non-trivial
radical and their representation theory involves indecomposable non-irreducible representations.
Being finite-dimensional, they are also much simpler to analyse explicitly. Moreover, our knowledge
about them is still much less complete than that of the generic-q case.
Although our paper discusses several topics that can already be found in the literature (but we
incorporate them to improve the reading, to set notations and for completeness’ sake) we develop
several aspects that, up to our knowledge, cannot be found elsewhere. Mainly, these include
the construction of the (finite-dimensional) differential algebra over M, the decomposition of this
algebra and of its differential algebra as representations of the quantum group that acts on them,
and the definition of a scalar product on M that is invariant under the quantum group action.
The algebra M can indeed be generated by two Heisenberg generators x and y satisfying the
commutation relation xy = q yx, where q is an N -root of unity. These basic facts are recalled in
Section 2. As a consequence, there is on this algebra a coaction of a quotient F of the quantum
group Fun(SLq(2,C)); this is reminded in Section 3. Consequently, the dual H of F , also a finite-
dimensional quantum group, acts on the algebra of N × N matrices. Explicit formulae for the
pairing between H and F and for the action of H onM have been given by [1, 2]. The structure of
H had been studied before by [3] and its representation theory had been given by [4]. In Section 4
we recall these duality properties and examine this action from the point of view of the reducible
indecomposable representations of the quantum group H, which is not a semisimple algebra. The
unitary group of the semi-simple part of H turns out to be isomorphic with U(3)× U(2)× U(1);
for this reason, this Hopf algebra was conjectured (see [12]) to encode a quantum group of “hidden
symmetries” in the standard model of electroweak interactions. However, the task of implementing
this observation at the level of the lagrangian describing the theory has not been completed, and it
seems that this idea would require some non trivial modifications of the model itself; nevertheless
this remark provided one of the motivations for the present work.
In Section 5 we introduce a (unique) real structure onM, F and H and construct a compatible
hermitian scalar product on the space of matrices (the star operation on M does not coincide
with the usual hermitian conjugacy on matrices). Next, in Section 6 we introduce the Manin-
dual of our reduced quantum plane, and show how F coacts and H acts on it. In Section 7 we
define differential forms on the algebra M and study their properties. The differential algebra
ΩWZ(M) that we introduce is a quotient of the Wess-Zumino complex [6] constructed originally
for the 2-dimensional quantum plane. When q is a third root of unity, M is the algebra of 3 × 3
matrices and H (or F) are of dimension 27. The differential algebra ΩWZ(M) is of dimension
36. Since H acts on M and on its Manin dual, it also acts on ΩWZ(M) and we study this
algebra in terms of the representation theory of H. Given an associative algebra —not necessarily
commutative— one can define connections and covariant derivatives, for any choice of a differential
calculus over the algebra of interest. The definition and properties of such connections are studied
in Section 8; we also consider, as a particular case, connections that are hermitian for the star
operation introduced before. In Section 9, we show how to couple these differential forms to usual
space-time by constructing a differential algebra equal to the tensor product of ΩWZ(M) with
the usual differential forms (antisymmetric tensors on space-time). Generalized connections can
then be defined. They incorporate a usual one-form valued in the space of 3× 3 matrices and two
matrix-valued scalar fields. These connections transform covariantly under a simultaneous action
of the usual Lorentz group and the finite-dimensional quantum group H. It would certainly be
interesting to build a classical Lagrangian field theory along these lines, but this involves some
deeper problems that are mentioned in the concluding section.
The paper ends with a number of short appendices. In them we first describe a set of 3 × 3
1
generalized Gell-Mann matrices with entries in the quantum group F . Then we give the structure of
the principal indecomposable modules and the most general covariant metrics on the representation
spaces of the algebra H, we study the space of differential operators onM and finally write down
the universal R-matrix of H.
2
2 The spaceM of 3×3 complex matrices as a reduced quan-
tum plane
2.1 From elementary N ×N matrices to the x, y generators
It has been known for a long time [7] that the algebra of N ×N matrices can be generated by two
elements x and y with the relations
xy = qyx , xN = yN = 1l , (1)
where q denotes an N -th root of unity (q 6= 1) and 1l is the unit matrix.
Let us make explicit, in the particular case N = 3, this well known (but sometimes forgotten. . .)
property.
Let q be a cubic root of unity (q 6= 1) and take
x =

 1 0 00 q−1 0
0 0 q−2

 y =

 0 1 00 0 1
1 0 0

 .
It is then easy to check that the above relations between x and y are indeed satisfied (use q−1 = q2),
and that they generate the whole algebra. Many formulae that we shall write in the following can
be easily generalized when N is an arbitrary integer, but we shall stick to the case N = 3.
Any 3 × 3 matrix can obviously be expanded on the base made of the nine elementary ma-
trices Eij (such a matrix has a single non-zero entry 1 in position (i, j) and is filled with zeros
elsewhere). One can express the elementary matrices themselves in terms of x and y. Calculations
are straightforward, and give
E11 = (1l + x+ x
2)/3 E12 = (y + xy + x
2y)/3
E13 = (y
2 + xy2 + x2y2)/3 E21 = (y
2 + qxy2 + q2x2y2)/3
E22 = (1l + qx+ q
2x2)/3 E23 = (y + qxy + q
2x2y)/3
E31 = (y + q
2xy + qx2y)/3 E32 = (y
2 + q2xy2 + qx2y2)/3
E33 = (1l + q
2x+ qx2)/3
The unit matrix (1l) itself can be written in terms of the generators x and y (since x3 = y3 = 1l).
Therefore, one can also express the usual Gell-Mann matrices that generate Lie(SU(3)) in terms
of the generators x and y. These expressions are shown in Appendix A.
Warning: the set of 3× 3 matrices is endowed with a usual star operation (that we denote †):
hermitian conjugacy. It is clear that x and y are unitary elements (with respect to †): x† = x−1 =
x2 and y† = y−1 = y2. As a matter of fact, this star operation does not have good properties with
respect to a quantum group action that we shall introduce later. We shall return to this important
problem in a forthcoming section.
2.2 M = M3(C) as a reduced quantum plane
The associative algebra generated, over the complex numbers, by x and y with the single (quadratic)
relation yx = q−1xy is known as “the algebra of polynomials over the quantum plane” and is often
denoted by Funq(C
2) or by Cq[x, y]. We shall just call it Cq. When q = 1, this algebra is commuta-
tive and can be considered as the algebra of polynomials C[x, y] over the usual plane, x and y being
the two coordinate functions. The dimension of Cq —as a vector space— is infinite, since powers
of the generators do not satisfy any particular new relation. On the contrary, in the algebraM3(C)
of 3×3 matrices over complex numbers, the generators x and y, on top of the above quadratic rela-
tion, satisfy also the cubic relations x3 = 1l and y3 = 1l. The dimension is then clearly equal to 9, as
it should, since one can choose the following base of generators: {1l, x, y, x2, y2, xy, x2y, xy2, x2y2}.
One can therefore consider M3(C) as the quotient of the associative algebra Cˆq, when q
3 = 1, by
the bilateral ideal generated by the relations x3−1l = 0 and y3−1l = 0. Here Cˆq denotes the unital
extension of Cq (the former is obtained by adding a unit, namely 1l to the later). For this reason
we can consider the space of 3× 3 matrices over C as a reduced quantum plane.
Warning: M .=M3(C) is not a quantum group.
3
3 The finite-dimensional quantum group F
3.1 Construction of F as an algebra
Let us start with a classical analogy and call x and y the coordinate functions on the plane. One
can make a linear change of coordinates and call x′ and y′ the new coordinate functions:
(
x′
y′
)
=
(
a b
c d
)
⊗
(
x
y
)
. (2)
We can assume the transformation to be unimodular (ad − bc = 1). Rather than considering
x and y as numbers, we think of them as coordinate functions. In the same way, we do not
take the matrix elements a, b, c and d as numbers but as functions on the group of coordinate
transformations: when g denotes such a transformation then a(g), b(g), c(g) and d(g) are numbers,
namely, the matrix elements of g. This change in the perspective explains why we write a tensor
product sign in the previous formula. . . evaluation on points of the group and of the space gives
the transformed coordinate functions.
One could also introduce line vectors, with coordinate functions x˜, y˜. The same change of
coordinates would read
( x˜ y˜ ) = (x y )⊗
(
a b
c d
)
. (3)
From now on, we shall no longer assume that symbols x and y commute but that they should
satisfy the relations discussed in the previous section, namely xy = qyx, x3 = y3 = 1l. Symbols x
and y can therefore be represented by the 3× 3 matrices already given. As before,M shall denote
the algebra generated by x and y.
One then introduces non-commuting symbols a, b, c and d and imposes that quantities x′, y′
(and x˜, y˜) obtained by the previous matrix equalities should satisfy the same relations as x and y.
We call F ′ the algebra generated by the elements a, b, c and d. The product in F ′ ⊗A is defined by
(f ⊗ z)(g⊗w) .= fg⊗ zw, in other words, a, b, c, d commute with x, y. We have a similar definition
for the multiplication in A⊗F ′. The two constraints x′y′ = qy′x′ and x˜y˜ = qy˜x˜ lead to the six
quadratic relations [8]
ac = qca bd = qdb
ab = qba cd = qdc
bc = cb ad− da = (q − q−1)bc .
(4)
The algebra generated by a, b, c and d (take products and sums) together with the six above
relations is usually denoted Fun(GLq(2,C)) and is the algebra of would-be functions over the
quantum group GLq(2,C). Calling such elements “functions” is, of course, a misnomer, since they
are not valued in any field of numbers and. . . do not commute.
The element D .= da − q−1bc = ad − qbc is central (it commutes with all the elements of
Fun(GLq(2))); it is called the q-determinant and we set it equal to
1 1l. Adding this extra relation
defines the algebra Fun(SLq(2,C)).
Now, we should remember that x3 = y3 = 1l. Imposing x′3 = y′3 = 1l (and also x˜3 = y˜3 = 1l)
implies again new relations.
For instance,
x′3 = (a⊗ x+ b⊗ y)3
= a3 ⊗ x3 + a2b⊗ x2y + aba⊗ xyx+ ba2 ⊗ yx2+
ab2 ⊗ xy2 + bab⊗ yxy + b2a⊗ y2x+ b3 ⊗ y3
= a3 ⊗ x3 + (1 + q + q2)a2b⊗ x2y + (1 + q + q2)ab2 ⊗ xy2 + b3 ⊗ y3
= a3 ⊗ x3 + b3 ⊗ y3
where we used 1 + q + q2 = 0 since q is a third root of unity.
1 We will use 1l to denote the unit element of M,F and the —to be defined— quantum group H, indistinctly.
Which one this symbol refers to, should be easily understood from context. In case this were not obvious we will
use 1lM, 1lF , 1lH.
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This, together with the analogous constraints on y′, x˜, y˜, imply:
a3 = 1l , b3 = 0 ,
c3 = 0 , d3 = 1l .
(5)
Imposing these cubic relations on Fun(SLq(2,C)) defines a new algebra that we denote with F .
We call it the reduced quantum unimodular group associated with a cubic root of unity. Actually
one should better call it the algebra of would-be functions over the reduced quantum unimodular
group SLq(2,C) but we shall shorten the terminology.
Since a3 = 1l, multiplying the relation ad = 1l + qbc from the left by a2 leads to
d = a2(1l + qbc) (6)
so d is not needed and can be eliminated. The algebra F can therefore be linearly generated —as
a vector space— by the elements aαbβcγ where indices α, β, γ run in the set {0, 1, 2}. We see that
F is a finite-dimensional associative algebra, whose dimension is
dim(F) = 27 .
Let us stress the fact that this very particular algebra F (which turns out to be a quantum
group) emerges naturally in relation with the study of the algebra M of 3× 3 matrices.
3.2 F as a quantum group
F is not only an algebra but also a quantum group, in other words, a Hopf algebra. This amounts
to say that besides its algebra structure (a product), it has a coalgebra structure (a coproduct)
and that the two structures are compatible (hence it is a bialgebra); moreover one can also define
maps called antipode and counit obeying the appropriate axioms.
There are now several more or less elementary textbooks on the subject of quantum groups
and the interested reader should refer to them for general properties. We shall simply give the
definitions for the coproduct, antipode and counit, in the present case. The reader will easily show
that all required properties are indeed satisfied. These three maps being algebra morphisms (or
antimorphisms) it is actually enough to define them on the generators.
Coproduct: It is an algebra morphism ∆ from the algebra F to the algebra F ⊗ F , i.e., ∆(uv) =
∆u∆v. It is given by ∆a = a⊗a+b⊗c, ∆b = a⊗b+b⊗d, ∆c = c⊗a+d⊗c, ∆d = c⊗b+d⊗d.
Antipode: It is a (linear2) antimorphism S from F to F , i.e., S(uv) = Sv Su. It is given by
Sa = d, Sb = −q−1b, Sc = −qc, Sd = a.
Counit: It is a morphism ǫ from F to the complex numbers C and is given by ǫ(a) = 1, ǫ(b) = 0,
ǫ(c) = 0, ǫ(d) = 1.
Actually, one can give a rather short proof of the fact that F is a Hopf algebra. It is enough to prove
that the two-sided ideal I defining the quotient F = Fun(SLq(2,C))/I is a Hopf ideal. I is the ideal
generated by the relations a3 − 1l = 0, d3 − 1l = 0, b3 = 0 and c3 = 0. Being I a Hopf ideal means:
∆I ⊂ I ⊗ Fun(SLq(2,C)) ⊕ Fun(SLq(2,C)) ⊗ I, ǫ(I) = 0 and S(I) ⊂ I . This is easy to show. For
instance, we see that
∆a3 = (∆a)3 = (a⊗ a+ b⊗ c)3
= a3 ⊗ a3 + (1 + q + q2)a2b⊗ a2c+ (1 + q + q2)ab2 ⊗ ac2 + b3 ⊗ c3
= a3 ⊗ a3 + b3 ⊗ c3
but ∆1l = 1l⊗ 1l, so that
2∆(a3 − 1l) = a3 ⊗ (a3 − 1l) + (a3 − 1l)⊗ a3 + (a3 − 1l)⊗ 1l + 1l⊗ (a3 − 1l) + 2b3 ⊗ c3
which is indeed in I ⊗ Fun(SLq(2,C))⊕ Fun(SLq(2,C))⊗ I.
F is, by construction, an associative algebra. However, it is not semisimple. This can be seen
easily from the faithful realization given in Appendix C. (this realization, in terms of matrices with
entries in an algebra generated by two commuting symbols ξ1, ξ2 whose cube power vanishes is due
to Ogievetsky, [9]). F is therefore not a matrix quantum group in the sense of Woronowicz [10]:
whatever the involution and the scalar product we choose, it will never be a C∗-algebra.
2 We stress that the antipode is a linear antimorphism, in contrast with the star operation that will be introduced
in Section 5 which is an antilinear antimorphism.
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3.3 F coacting on M
What is called coaction of F on M is precisely what was described, in simple terms, at the
beginning of this section. Actually, we have two coactions: a left coaction and a right one. We
have
x′ .= ∆Lx = a⊗ x+ b⊗ y (7)
y′ .= ∆Ly = c⊗ x+ d⊗ y
and
x˜
.
= ∆Rx = x⊗ a+ y ⊗ c (8)
y˜
.
= ∆Ry = x⊗ b+ y ⊗ d
Both ∆L and ∆R can be extended to arbitrary elements of M by imposing the property3
∆L,R(zw) = ∆L,R(z)∆L,R(w)
for any z, w ∈M.
M itself, endowed with the two coactions ∆L and ∆R is not a quantum group but a left and
right comodule, i.e., a corepresentation space of the quantum group F . This means that the right
coaction (for instance) maps M 7→M⊗F , in such a way that
(∆R ⊗ id )∆R(z) = (id ⊗∆)∆R(z) (9)
and
(id ⊗ ǫ)∆R(z) = z , (10)
for any z ∈ M. Here one should not confuse ∆ (the coproduct on the quantum group) with ∆R,L
(the R,L-coaction onM)! These conditions are indeed satisfied. . . the interested reader may check
that.
Moreover, M is a left and right comodule algebra over F . There are two extra axioms that
have to be satisfied in order to have a comodule algebra structure, in particular a compatibility
axiom between the coaction and the product in M. These extra conditions read:
∆L,R(zw) = ∆L,R(z)∆L,R(w) (11)
for z, w any elements of the algebra. This is just the equation we have used to extend the coaction
to the wholeM, thus is trivially satisfied. If the algebra also has a unit, the coaction should verify
∆L,R(1l) = 1l⊗ . (12)
Using this coaction, and recalling that M is the algebra of 3× 3 matrices, one can build a set
of generalized Gell-Mann matrices with entries in the quantum group F , as it is done in Appendix
B.
Notice that although F coacts onM, it does not act on it. This is exactly what happens in the
usual (commutative) situation: the algebra of functions on the group of unimodular transformations
of the plane coacts on the algebra of functions on the plane (there are indeed tensor product signs
in the formula x→ a⊗ x+ b⊗ y, even if it is sometimes convenient not to write them. . . ). In the
present situation, we have no “points” and it makes a priori no sense to speak about the action of
a would-be group on would-be points. The coaction of F onM is however well defined and allows
such a terminological abuse.
As a matter of fact, there is an algebra that acts on M, it is not F but its dual, that we call
H. We shall return to this in the next section.
3 Taking into account this condition, we see that the equations
∆R,L(xy − qyx) = 0
are completely equivalent to the ones we used in Section 3.1 to obtain the relations (4) for the quantum group F .
Therefore they also imply (4).
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4 The dual H of F
4.1 Classical analogies
One should think of F as an analogue of the space of functions Fun(G) over a Lie group G (in
our case, G itself does not exist) and H —that we shall introduce now— as a finite-dimensional
analogue of the universal enveloping algebra of the Lie algebra of G. Another fruitful analogy is
to take F as the analogue of the space of functions over a finite group G and H as an analogue of
the group algebra CG.
As in the classical case, arbitrary elements X of H can be understood in several ways:
• As distributions on F : we evaluate X on the “function” u ∈ F . The result is a number called 〈X,u〉.
• As invariant differential operators acting on the “functions” u. The result is another element of F ,
that we call X[u]. Actually, as in the classical case, one can define two kinds of invariant operators:
left-invariant ones (coming classically from the right action of a group on itself) and right-invariant
ones (coming from the left action).
• As a differential operator acting on the space of “functions” M (classically functions on a manifold
on which the group G acts). Let z be such a function. We call X[z] the result. This is another
element of M.
• Abstractly, as an element of the associative algebra H, i.e., classically, an element of the enveloping
algebra U(Lie(G)).
The remaining part of this section is devoted to a short study of these various aspects.
4.2 The finite-dimensional quantum group H
Being the dual of F , it is clear that H is a vector space of dimension 27. It can be generated, as
a complex algebra, by elements X±, K and K−1 obeying a number of relations. Multiplication
and comultiplication in H can be obtained from the corresponding ones in its dual F , but here we
gather most of the relevant formulae abstractly defining H as a Hopf algebra, with generators X±
and K, without using its duality with F .
Product:
KX± = q±2X±K
[X+, X−] =
1
(q − q−1) (K −K
−1) (13)
K3 = 1l
X3+ = X
3
− = 0
Coproduct: The comultiplication is an algebra morphism, i.e., ∆(XY ) = ∆X ∆Y . It is given by
∆X+
.
= X+ ⊗ 1l +K ⊗X+
∆X−
.
= X− ⊗K−1 + 1l⊗X− (14)
∆K
.
= K ⊗K
∆K−1 .= K−1 ⊗K−1
Antipode: The antipode S is an anti-automorphism, i.e., S(XY ) = SY SX . It acts as follows:
S1l = 1l, SK = K−1, SK−1 = K, SX+ = −K−1X+, SX− = −X−K. As usual, the square
of the antipode is an automorphism (and it is a conjugacy given —up to multiplication by a
central element— by K−1, hence we can write S2u = K−1uK).
Counit: The counit ǫ is defined by ǫ1l = 1, ǫK = 1, ǫK−1 = 1, ǫX+ = 0, ǫX− = 0.
The previous multiplication relations allow to order any monomial of the algebra freely gener-
ated by X± and K as Xα+K
βXγ−. Moreover, as X
3
± = 0 and K
3 = 1l, it is evident that the 27 = 33
elements {(Xα+KβXγ−)}α,β,γ∈{0,1,2} span H as a vector space over C.
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Note that the element X+X−− (q−1K+ qK−1)/3 commutes with all elements of H. Therefore
its plays the role of a usual Casimir operator.
Remark: In [1] the authors study the pairing between a (reduced) universal enveloping algebra and
the algebra of functions on quantum SL(2,C), in the case qN = 1. However, they factorise the universal
algebra over the relations k6 = 1l, I3± = 0, rather than K
3 = 1l, X3± = 0. Their choice for generators I± and
k differs from our X± and K (actually, k = K
1/2, I+ = qX+K and I− = qX−K
2). The obtained algebra
H˜ is twice as big as ours (k3 is a central element but is not equal to 1l).
4.3 H as the dual of F (distributions)
Being F a quantum group (a Hopf algebra), its dual H .= F∗ is a quantum group as well. Let
u ∈ F and X ∈ H. We call < X, u > the evaluation of X on u (a complex number).
• Using the coproduct ∆ in F , one defines a product in H (this is the so-called convolution
product of distributions and it is often denoted by ⋆, but we shall omit this symbol in the
sequel):
< X1X2, u >
.
=< X1 ⊗X2,∆u >
• Using the product in F , one defines a coproduct (that we again denote ∆) in H4:
< ∆X,u1 ⊗ u2 > .=< X, u1u2 >
• The interplay between unit and counit is described by the two relations: < 1lH, u >= ǫF(u)
and < X, 1lF >= ǫH(X).
The two structures of algebra and coalgebra are clearly interchanged by duality.
H is the linear dual of F . In other words, if F were a space of smooth (resp. continuous) func-
tions over a compact space, H would be the corresponding space of distributions (resp. measures).
All possible pairings can be computed from those between the generators K,X± and a, b, c.
They are given by:
< K, a >= q < K, b >= 0 < K, c >= 0 < K, d >= q2
< X+, a >= 0 < X+, b >= 1 < X+, c >= 0 < X+, d >= 0
< X−, a >= 0 < X−, b >= 0 < X−, c >= 1 < X−, d >= 0
(15)
The fourth column of this table can be obtained from the first three (remember that d = a2(1l+qbc)).
Remark: the previously given multiplication and comultiplication equalities for the generators
of H (in particular the appearance of q rather than its inverse) cannot be given arbitrarily; indeed
they have to be compatible with those given for the dual, F . In other words, once the duality
formulae defining the generators X± have been chosen, one cannot choose independently “the q
of F” and “the q of H”. Conversely, if we start with the formulae defining multiplication and
comultiplication in F and H, the pairing formulae are essentially unique.
To see this, let us suppose given, for instance, the comultiplication relations for H and determine the
constraints for both the pairings and the multiplication in H. Choose the basis aibjck in the vector space
F . At the same time we choose a basis KiXj+X
k
− in the dual vector space F , with pairings
< K, a >= α < K, b >=< K, c >= 0
< X+, b >= β < X+, a >=< X+, c >= 0
< X−, c >= γ < X−, a >=< X−, b >= 0
etc. where α, β, γ are numbers that we are going to determine.
First of all, let us calculate < X+, ab > and < X+, ba >. Known commutation relations in F (or
comultiplication in H) will imply that α = q. Indeed,
< X+, ab > = < ∆X+, a⊗ b >=< X+ ⊗ 1l +K ⊗X+, a⊗ b >= 0 + αβ
< X+, ba > = < ∆X+, b⊗ a >=< X+ ⊗ 1l +K ⊗X+, b⊗ a >= β + 0 .
4 Some authors define < ∆X,u1⊗u2 >
.
=< X, u2u1 >, in order to increase the correspondence with the classical
case. This alternative definition corresponds to use our ∆op = τ ◦∆ as a coproduct, where τ produces a permutation
of factors in the tensor product.
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But ab = qba, therefore α = q.
Then, we shall calculate < KX+, b > and < X+K, b >. This will imply KX+ = q
2X+K. To do that,
we need to find < K, d >. We know that d = a2(1l + qbc), therefore
< K, d > = < ∆K, a2 ⊗ (1l + qbc) >=< K, a2 >< K, (1l + qbc) >
= < ∆K, a⊗ a > (< K, 1l > +q < K, bc >) = q2(1 + 0) = q2 .
Now,
< KX+, b > = < K ⊗X+,∆b >=< K ⊗X+, a⊗ b+ b⊗ d >
= < K, a >< X+, b > + < K, b >< X+, d >= qβ + 0 .
But
< X+K, b > = < X+ ⊗K,∆b >=< X+ ⊗K, a⊗ b+ b⊗ d >
= < X+, a >< K, b > + < X+, b >< K, d >= 0 + βq
2 .
Therefore
< X+K, b >= q < KX+, b > −→ KX+ = q
2X+K .
Finally, there are no conditions on β, γ and we can take β = 1 and γ = 1.
We conclude that the following conditions are compatible: ab = qba, < K, a >= q, X+K = q
2X+K.
Such considerations justify the defining relations given a priori, in Section 4.2.
4.4 Actions of H
One can define several actions of H on H, of H on F and of H on M. We briefly mention them
in the present subsection.
♦ H acting on H
There is a natural action of H on itself given by the multiplication, thus we can define:
• the right action R[X ]Y = Y X ,
• the right action R′[X ]Y = S(X)Y ,
• the left action L[X ]Y = XY ,
• the left action L′[X ]Y = Y S(X).
However, none of these actions is compatible with the algebra structure in H, i.e., none of these
make H an H-module algebra.
♦ H acting on F
Let X,Y be elements of H, i.e., linear forms on F , or even distributions on the would-be group G.
Take u ∈ F . Using the pairing <,> between these dual Hopf-algebras, one can define actions of
H on F , that are dual to the ones on H we have just defined:
• the left action defined by
< Y,X [u] >=< Y X, u > .
It comes from the right action of H on itself given by multiplication, R[X ]Y = Y X . This
is a left action of H on F , since (XY )[u] = X [Y [u]]. It is also compatible with the algebra
structure of F because X [uv] = X1[u]X2[v], where ∆X = X1 ⊗ X2 (implicit summation).
Thus we also say that F is a left H-module algebra. Notice that < Y,X [u] >=< YX, u >=
< Y ⊗X,∆u >=< Y ⊗X,u1 ⊗ u2 >=< Y, u1 >< X, u2 >. Therefore, we have explicitly
X [u] = u1 < X, u2 > .
• the left action defined by < Y,X [u] >=< S(X)Y, u >, which is not compatible with the
multiplication of F : more precisely, it involves a twist because X [uv] = X2[u]X1[v].
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• the right action defined by
< Y,X [u] >=< XY, u > .
It is obviously a right action on F , since (XY )[u] = Y [X [u]].
• the right action defined by < Y,X [u] >=< Y S(X), u >.
Again, the first right action is compatible with the algebra structure of F whereas the second one
involves a twist.
From now on, we shall choose consistently the left action of H on F defined by < Y,X [u] >=
< Y X, u >. Explicitly, we find for the left action of the generators X± and K on F
X+[a] = 0 X+[b] = a X−[a] = b X−[b] = 0 K[a] = qa K[b] = q2b
X+[c] = 0 X+[d] = c X−[c] = d X−[d] = 0 K[c] = qc K[d] = q2d
(16)
For every X in H, one can associate a linear operator X [ ] from F to F . This operator is
sometimes called a “left invariant operator for the coproduct ∆” because ∆◦X [ ] = (id ⊗X [ ])◦∆,
where ◦ denotes the composition of maps and id is the identity map.
Indeed, ∆(X[u]) = ∆(u1) < X,u2 >= (u11 ⊗ u12) < X,u2 >= (id ⊗ id⊗ < X, · >)(u11 ⊗ u12 ⊗ u2). But
(u11⊗u12⊗u2) = (u1⊗u21⊗u22), because of the coassociativity of ∆ (recall that (∆⊗id )◦∆ = (id⊗∆)◦∆).
So ∆(X[u]) = (id ⊗ id⊗ < X, · >)(u1 ⊗ u21 ⊗ u22) = u1 ⊗ u21 < X, u22 >= (id ⊗ X[ ])(u1 ⊗ u2) =
(id ⊗X[ ])∆(u).
The space of left invariant operators on F —the dual of H— is isomorphic with H itself since
(XY )[u] = X [Y [u]]. Explicitly, the isomorphism X ❀ X [ ] and X [ ] ❀ X is given by X [u] =
(id⊗ < X, · >) ◦ ∆ and < X, u >= ǫ ◦ X [u] where ǫ is the counit of F . In a classical (i.e.,
group-like) situation, it would have been equivalent to evaluate X [u] at the identity of the group
to get < X, u >.
On the contrary, the space of right invariant operators (for the coproduct ∆) is anti-isomorphic
with H, since with a right action (XY )[u] = Y [X [u]].
Remark about the classical case
An easy way to remember the previous results is the following. First we introduce classical gener-
ators of Lie(SL(2)) in the fundamental representation, i.e., the usual matrices X±, X3 and define
K = qX3 :
X+ =
(
0 1
0 0
)
, X− =
(
0 0
1 0
)
, X3 =
(
1 0
0 −1
)
, K = qX3 =
(
q 0
0 q−1
)
.
Now we have a left action on Fclass, which for a generic Y ∈ Lie(SL(2)) reads5
Y L
[(
a b
c d
)]
.
=
(
a b
c d
)
Y ,
and a right one which is defined analogously. For the generators, this action reads explicitly
(
a b
c d
)
X+ =
(
0 a
0 c
)
,
(
a b
c d
)
X− =
(
b 0
d 0
)
,
(
a b
c d
)
X3 =
(
a −b
c −d
)
.
5 Note that the following equations should be interpreted as equalities amongst entries of the matrices, i.e.,
XL+
[(
a b
c d
)]
≡
(
XL+[a] X
L
+[b]
XL+[c] X
L
+[d]
)
.
=
(
a b
c d
)
X+ ,
etc. This explains why this action is a left one, in spite of being given by a right multiplication; for example:
XL+
[
XL−
[(
a b
c d
)]]
= XL+
[(
b 0
d 0
)]
=
(
XL+[b] 0
XL+[d] 0
)
=
(
a 0
c 0
)
=
(
a b
c d
)
X+X− = (X+X−)
L
[(
a b
c d
)]
This action is nothing more than the left action of the classical enveloping algebra of a Lie algebra on functions
U ∈ C(G) of the corresponding classical group G. Being dual to the right-product action R[X]Y = Y X, it is given
infinitesimally for the Lie generators x by x[U ]|g
.
= U |g(1l+x) − U |g.
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Observe that X± and X3 act by derivation on Fclass, and K as an automorphism. Indeed, the
above left classical action (and the corresponding right one) of Lie(SL(2)) on Fclass may also be
written in terms of operators (classical derivations)
XL+ = a
∂
∂b
+ c ∂
∂d
XR+ = c
∂
∂a
+ d ∂
∂b
XL− = b
∂
∂a
+ d ∂
∂c
XR− = a
∂
∂c
+ b ∂
∂d
XL3 = a
∂
∂a
− b ∂
∂b
+ c ∂
∂c
− d ∂
∂d
XR3 = a
∂
∂a
+ b ∂
∂b
− c ∂
∂c
− d ∂
∂d
It is easy to check that, for instance (and as it should!)
[X3, X+] = +2X+ , [X
L
3 , X
L
+] = +2X
L
+ , [X
R
3 , X
R
+] = −2XR+ .
We recover the fact that left fundamental vector fields build up, in the classical case, the Lie
algebra itself.
As we see, it turns out that the formulae (16) expressing the action of H on the quantum
generators a, b, c, d are the same as the classical ones. However, the quantum action cannot be
extended by derivations, when the same quantities act on arbitrary elements of F : the action
of invariant linear operators is then carried out by twisted derivations (derivations twisted by
automorphisms). This can be easily seen remembering that one should use the coproduct of H to
act on products of F .
♦ H acting on M
Using the fact that F coacts onM (an algebra of matrices) in two possible ways, and that elements
of H can be interpreted as distributions on F , we obtain two actions of H on the quantum space
M. We shall describe them for arbitrary elements and give explicit results for the generators.
Let z ∈ M. We know that F coacts on M from the left and from the right. For the left
coaction, we have ∆Lz = uα ⊗ zα with uα ∈ F and zα ∈ M (implied summation). For instance
∆Lx = a⊗ x+ b⊗ y. Let X be an element of H. Using the pairing between H and F , we set
XR[z]
.
= (< X, · > ⊗id )∆Lz =< X, uα > zα , (17)
which makes it into a right action of H on M. Moreover, it makes M a right-H-module algebra.
For instance, XR+ [x] =< X+, a > x+ < X+, b > y = 0x+ 1y = y.
F also coacts on M from the right, so that ∆Rz = zα ⊗ vα with zα ∈M and vα ∈ F (implied
summation). For instance ∆Rx = x⊗ a+ y⊗ c. Taking X ∈ H, and using the H-F pairing we can
define the left action
XL[z]
.
= (id⊗ < X, · >)∆Rz =< X, vα > zα . (18)
With this L-action we can check that M a left-H-module algebra. In particular, XL+[x] = x <
X+, a > +y < X+, c >= 0x+ 0y = 0.
We stress again that we have denoted with XL the operators on M corresponding to the left-
action of an element X ∈ H on M, but this action is indeed dual to the right-coaction of F on
M. The same happens for the right-action. One should therefore use the notation involving upper
indices L or R with some care.
To obtain the action of an arbitrary element X ∈ H on a product zw of elements of M, one
may use the definition (above) or the following property (notation should be clear):
XL[zw] = m
[
(∆X)L[z ⊗ w]] .
It is therefore enough to know the action of the generators X±,K onM (complete 27× 27 tables,
with other conventions, can be found in [2]). One finds:
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Right KR XR+ X
R
−
1l 1l 0 0
x2y qx2y −xy2 1l
xy2 q2xy2 1l −x2y
x qx y 0
y q2y 0 x
x2y2 x2y2 −x −y
x2 q2x2 −xy 0
xy xy y2 x2
y2 qy2 0 −xy
Left KL XL+ X
L
−
1l 1l 0 0
x2y qx2y q21l −xy2
xy2 q2xy2 −x2y q21l
x qx 0 y
y q2y x 0
x2y2 x2y2 −qy −qx
x2 q2x2 0 −q2xy
xy xy qx2 qy2
y2 qy2 −q2xy 0
Table 1: Right and left actions of H on M.
Notice that, up to multiplicative factors,
y2 ✲ 0
xy
XR+
✻
XR−
❄
.................
x2
XR+
✻
XR−
❄
................
...........✲ 0
,
y ✲ 0
■
..............
x2y2
✠ 
 
 
 
 
x
XR+
✻
XR−
❄
........................................
.....................✲ 0
and
xy2
❅
❅
❅
❅
❅❘
1l
..
..
..
..
..
..
..✒
x2y
XR+
✻
XR−
❄
.......................................
0
❄❄
.................
(19)
y2 ...........✲ 0
xy
XL−
✻
.................
XL+
❄
x2
XL−
✻
................
XL+
❄
✲ 0
,
y .....................✲ 0
■❅
❅
❅
❅
❅
x2y2
✠..
..
..
..
..
..
..
x
XL−
✻
........................................
XL+
❄ ✲ 0
and
xy2
..............❘
1l
 
 
 
 
 ✒
x2y
XL−
✻
.......................................
XL+
❄
0
❄
................. ❄
(20)
We see clearly on these diagrams that (up to numerical factors) the right action is obtained from
the left one by interchanging arrows for X+ and X−.
Differential operators on M associated with the H action
Here, we are only concerned with those differential operators on M associated with the quantum
group action of H. A more complete analysis can be found in Appendix F. They are obtained by
considering products and powers of XL,R± , K
L,R acting from the left or from the right as before.
From now on we will stick with the left action.
We also consider elements ofM acting by multiplication as differential operators of order zero:
let z ∈ M, then, for example, x[z] .= xz. Let X ∈ H; the reader should distinguish between
Xx —which is a differential operator on M (Xx[z] .= X [x[z]] = X [xz])— from X [x] which is an
element of M. It makes therefore perfect sense to study the commutation relations, say, between
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X and x. We shall use such relations later. Here, we establish the commutation relations between
x, y —taken as differential operators of degree 0— and X±,K.
Let z ∈ M. Consider, for instance,
XL+[xz] = X
L
+[x] 1l[z] +K
L[x]XL+[z] = 0 + qxX
L
+[z] .
Therefore XL+ x = qxX
L
+. Similarly, we obtain:
XL+ x = q xX
L
+
XL− x = y K
L−1 + xXL−
KL x = q xKL
(21)
XL+ y = x+ q
2y XL+
XL− y = y X
L
−
KL y = q2y KL
Any element of H can also be written explicitly in terms of differential operators on M; see
Appendix F.
It may be useful to notice that it is possible to introduce “conformal weights” so that previous
formulae are homogeneous with the following weight assignments: (XL+,K
L, XL−) 7→ (1, 0,−1), and
(x, y) 7→ (1/2,−1/2).
4.5 The structure of the non-semisimple algebra H
The algebra H can be explicitly defined —and many of its properties understood— without using
anything more sophisticated than basic multiplication or tensor products of matrices as well as
elementary calculus involving anti-commuting numbers (Grassmann numbers). This construction,
inspired from [3], was explicitly performed in [4] for N = 3 and used to analyse the representation
theory of H. The analysis for other values of N can be found in [9]. We just recall here the results
and establish the relations with the previous notations.
The finite-dimensional quantum group H can be defined as the algebra H .=M3⊕ (M2|1(Λ2))0,
where M3 is the set of 3× 3 complex matrices and (M2|1(Λ2))0 is the Grassmann envelope of the
associative Z2-graded algebra M2|1(C2), i.e., the even part of its graded tensor product with a
Grassmann algebra Λ2 of two generators.
To see this explicitly, let Λ2 be the Grassmann algebra over C with two generators, i.e., the
linear span of {1, θ1, θ2, θ1θ2} with arbitrary complex coefficients, where the relations θ21 = θ22 = 0
and θ1θ2 = −θ2θ1 hold. This algebra has an even part, generated by 1 and θ1θ2, and an odd part,
generated by θ1 and θ2. We call M3 the algebra of 3 × 3 matrices over the complex numbers and
M2|1 another copy of this algebra that we grade as follows: a matrix V ∈ M2|1 is called even if it
is of the type
V =

V11 V12 0V21 V22 0
0 0 V33

 ,
and odd if it is of the type
V =

 0 0 V130 0 V23
V31 V32 0

 .
We call (M2|1(Λ2))0 the Grassmann envelope ofM2|1 which is defined as the even part of the tensor
product of M2|1 and Λ2, i.e., the space of 3× 3 matrices V with entries V11, V12, V21, V22, V33 that
are even Grassmann elements (of the kind α + βθ1θ2) and entries V13, V23, V31, V32 that are odd
Grassmann elements (of the kind γθ1 + δθ2). We define H as
H .=M3 ⊕ (M2|1(Λ2))0 .
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Explicitly,
H =

 ∗ ∗ ∗∗ ∗ ∗
∗ ∗ ∗

⊕

α11 + β11θ1θ2 α12 + β12θ1θ2 γ13θ1 + δ13θ2α21 + β21θ1θ2 α22 + β22θ1θ2 γ23θ1 + δ23θ2
γ31θ1 + δ31θ2 γ32θ1 + δ32θ2 α33 + β33θ1θ2

 .
All entries besides the θ’s are complex numbers (the above ⊕ sign is a direct sum sign: these
matrices are 6× 6 matrices written as a direct sum of two blocks of size 3× 3).
It is obvious that this is an associative algebra, with usual matrix multiplication, of dimension
27 (just count the number of arbitrary parameters). H is not semisimple, because of the appearance
of Grassmann numbers in the entries of the matrices. Its semisimple part H, given by the direct
sum of its block-diagonal θ-independent parts is equal to the 9 + 4 + 1 = 14-dimensional algebra
H =M3(C)⊕M2(C)⊕C. The radical (more precisely the Jacobson radical) J of H is the left-over
piece that contains all the Grassmann entries, and only the Grassmann entries, so H = H/J . The
radical has therefore dimension 13.
In order to write generators for H, we need to consider 6 × 6 matrices that have a (3 × 3) ⊕
((2|1)× (2|1)) block diagonal structure. We introduce elementary matrices Eij for the M3(C) part
and elementary matrices Fij for the M2|1(C) part. The associative algebra H defined previously
can be generated by the following three matrices:
X+ = E12 + E23 + (1− θ1θ2/2)F12 + θ1(F23 + F31)
X− = −E21 − E32 + (1− θ1θ2/2)F21 + θ2(F13 − F32)
K = q2E11 + E22 + q
−2E33 + qF11 + q−1F22 + F33
Explicitly, one gets
X+
.
=



 0 1 00 0 1
0 0 0

 ( )
( )

 0 1−
θ1θ2
2
0
0 0 θ1
θ1 0 0




X−
.
=



 0 0 0−1 0 0
0 −1 0

 ( )
( )

 0 0 θ21− θ1θ2
2
0 0
0 −θ2 0




K
.
=



 q
2 0 0
0 1 0
0 0 q−2

 ( )
( )

 q 0 00 q−1 0
0 0 1




Performing explicit matrix multiplications or using the relations EijEjk = Eik, FijFjk = Fik and
EijFjk = FijEjk = 0, it is easy to see that the defining relations of H are indeed satisfied.
As mentioned in Section 4.2, the center of H is generated by a Casimir operator C. Its explicit
expression reads
C =



−2/3 0 00 −2/3 0
0 0 −2/3

 ( )
( )

 1/3 − θ1θ2 0 00 1/3− θ1θ2 0
0 0 1/3 + θ1θ2




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The problem of studying representation theory for H is solved by considering separately all
the columns defining H = M3 ⊕ (M2|1(Λ2))0 as a matrix algebra over a ring. We just “read”
the following three indecomposable representations from the explicit definition of H. First of all
we have6 a three-dimensional irreducible representation 3irr
.
= (c1, c2, c3) (where ci are complex
numbers) coming from theM3 block. Notice that the three columns of theM3 factor give equivalent
irreducible representations. Next we have two reducible indecomposable representations (also
called “PIM’s” for “Projective Indecomposable Modules”) coming from the columns of (M2|1(Λ2))0.
Notice that the first two columns give equivalent representations —that we call Pe ≡ 6eve— and
the last one gives the representation Po ≡ 6odd. Each of these two PIM’s is of dimension 6. The
PIM’s are also called “principal modules”.
Po and Pe, although indecomposable, are not irreducible: submodules (sub-representations) are
immediately found by requiring stability of the representation spaces under the left multiplication
by elements of H. The lattice of submodules of H is given and discussed in [4]. We recall these
results in Appendix D. Here we just want to note (because it will be useful shortly) that 6o and 6e
both contain indecomposable (but not irreducible) sub-representations of dimension 3. Indeed, take
λ1, λ2 ∈ C, set λ .= λ1λ2 ∈ CP 1, and define θλ = λ1θ1+λ2θ2. We obtain, for each λ, a representation
3odd spanned by (γθλ, γ
′θλ, αθ1θ2) and a representation 3eve spanned by (βθ1θ2, β′θ1θ2, δθλ). Here
the coefficients β, β′, γ, γ′, α, δ are arbitrary complex numbers.
4.6 Decomposition of M = M3(C) into representations of H
Since there is an action of H onM, it is a priori clear thatM, as a vector space, can be analysed
in terms of representations of H. It turns out, as it is easy to see from (19) or (20), that
M∼ 3irr ⊕ 3eve ⊕ 3odd .
More precisely,
• 3irr is spanned by x2, xy, y2,
• 3eve is spanned by x, y, x2y2,
• 3odd is spanned by 1l, x2y, xy2.
If we attribute a Z3-grading 1 to x and y, these three spaces carry gradings respectively equal to
2, 1, 0. This same analysis can be done in a more general N case, the interested reader can find it
in [11].
The algebra M, as a vector space, carries therefore a 9-dimensional reducible representation
of H and splits into the direct sum of an irreducible representation of dimension 3 and two in-
equivalent representations of dimension 3 that are reducible but not fully reducible. As described
previously, these last two representations 3eve and 3odd appear as subrepresentations of two projec-
tive indecomposable modules of dimension 6. It is easy to see (cf. diagrams below) that 3eve = 2⊂+ 1
where 2 denotes a two-dimensional invariant subspace (but 1 is not) whereas 3odd = 1⊂+ 2 where 1
denotes a one-dimensional invariant subspace (but 2 is not).
One possible identification between H acting from the left on M and 3irr ⊕ 3eve ⊕ 3odd as
elements of the left regular representation of H, is as follows:
x2 ∼ E12 x ∼ θ1θ2F11 x2y ∼ (θ1 − θ2)F13
xy ∼ E22 y ∼ θ1θ2F21 xy2 ∼ (θ1 − θ2)F23
y2 ∼ E32 x2y2 ∼ (θ1 − θ2)F31 1l ∼ θ1θ2F33
In order to establish this identification, it is enough to compare the values of XL[z], for the generators
X of H and z ∈ M, with those obtained by left matrix multiplication using the above realisation of H
as M3 ⊕ (M2|1(Λ
2))0 (of course, we could use right matrix multiplication and compare with the values of
XR[z] given before). For instance, in the case of the generator X+ we obtain
X+E12 = 0 X+θ1θ2F11 = 0 X+(θ1 − θ2)F13 = −θ1θ2F33
X+E22 = E12 X+θ1θ2F21 = θ1θ2F11 X+(θ1 − θ2)F23 = (θ1 − θ2)F13
X+E32 = E22 X+(θ1 − θ2)F31 = −θ1θ2F21 X+θ1θ2F33 = 0
6 The following should be read as “column vectors”.
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to be compared with
XL+ [x
2] = 0 XL+[x] = 0 X
L
+[1l] = 0
XL+[xy] = q x
2 XL+[y] = x X
L
+[x
2y] = q21l
XL+ [y
2] = −q2xy XL+ [x
2y2] = −q y XL+[xy
2] = −x2y
One obtains in this way two identical 3× 9 tables.
This can also be seen by comparing the following diagrams with those obtained previously:
E12 ✲ 0
E22
X+
✻
X−
❄
................
E32
X+
✻
X−
❄
................
...................✲ 0
,
θ1θ2F11 ✲ 0
■
..............
(θ1 − θ2)F31
✠ 
 
 
 
 
θ1θ2F21
X−
❄
........................................
X+
✻
..................✲ 0
and
(θ1 − θ2)F13
❅
❅
❅
❅
❅❘
θ1θ2F33
..
..
..
..
..
..
..✒
(θ1 − θ2)F23
X−
❄
.......................................
X+
✻
0
❄
................. ❄
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5 Reality structures
We now want to obtain a reality structure (a star) and a scalar product on the space of matrices
M, with covariance properties under the quantum group transformations.
5.1 Real forms and stars on quantum groups
A ∗-Hopf algebra F ′ is an associative algebra that satisfies the following properties (for all elements
a, b in F ′):
• F ′ is a Hopf algebra (a quantum group), with coproduct ∆, antipode S and counit ǫ.
• F ′ is an involutive algebra, i.e., it has an involution ∗ (a ‘star’ operation). This operation
is involutive (∗ ∗ a = a), antilinear (∗(λa) = λ ∗ a, where λ is a complex number), and
anti-multiplicative (∗(ab) = (∗b)(∗a)).
• The involution is compatible with the coproduct, in the following sense: if ∆a = a1⊗a2, then
∆ ∗ a = ∗a1 ⊗ ∗a2.
• The involution is also compatible with the counit: ǫ(∗a) = ǫ(a).
• The following relation with the antipode holds: S ∗ S ∗ a = a.
Actually, the last relation is a consequence of the others. It can also be written
S ∗ = ∗S−1 .
It may happen that S2 = id , in which case S ∗ = ∗S, but it is not generally so (usually the square
of the antipode is only a conjugacy).
If one wishes, using the ∗ on F ′, one can define a star operation on the tensor product F ′⊗F ′,
by ∗(a⊗ b) = ∗a⊗ ∗b. The third condition reads then:
∆ ∗ = ∗∆ ,
so one can say ∆ is a ∗-homomorphism between F ′ and F ′ ⊗F ′ (each with its respective star). It
can also be said that ǫ is a ∗-homomorphism between F ′ and C with the star given by complex
conjugation.
A star operation as above, making the Hopf-algebra a ∗-Hopf algebra, is also called a real form
for the given algebra. Very often, it is convenient to write a∗ .= ∗a. A real element is, by definition,
an element such that a∗ = a. Notice that a product of real elements a and b is not real in general
((ab)∗ = b∗a∗ = ba), but the anticommutator of two real elements, i.e., the Jordan product, is real
((ab+ ba)∗ = b∗a∗ + a∗b∗ = ab+ ba).
5.1.1 Twisted stars
It may happen that one finds an involution ∗ on a Hopf algebra for which the third axiom fails in a
special way, namely, the case where ∆a = a1⊗a2 but ∆∗a = ∗a2⊗∗a1. In this case S ∗ = ∗S. Such
an involution is called a twisted star operation. Remember that, whenever one has a coproduct ∆
on an algebra, it is possible to construct another coproduct ∆op by composing the first one with
the tensorial flip: if ∆a = a1 ⊗ a2, then ∆opa .= a2 ⊗ a1. If one defines a star operation on the
tensor product (as before) by ∗(a⊗ b) .= ∗a⊗ ∗b, the property defining a twisted star reads
∆ ∗ = ∗∆op .
One should be cautious: some authors introduce a different star operation on the tensor product,
namely ∗′(a⊗ b) .= ∗b⊗ ∗a. In that case, a twisted star operation obeys ∆ ∗ = ∗′∆ !
∗-Hopf algebras seem to be “better” than Hopf algebras endowed with twisted stars (their
representation theory is more interesting). In any case we shall only be interested in genuine
“true” ∗-Hopf algebras and the only reason why we mention these twisted stars here is that we
want to rule out some of the possibilities that we shall meet later.
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5.2 General results concerning real forms for the classical group SL(2,C)
and the quantum group Fun(SLq(2,C))
The following results are known and can be found easily in the literature. Classically, one can
define several real forms for SL(2,C), by selecting the elements which are unitary with respect to
a given scalar product G, which defines a conjugacy on the group. This last one, in turn, may be
thought as coming from a real form on the universal enveloping algebra of the Lie algebra of the
group. If u =
(
α β
γ δ
)
∈ SL(2,C), one may impose utGu = G. There are three cases:
1. Here G =
(
1 0
0 1
)
. The corresponding real form is called SU(2). The matrix elements obey
α∗ = δ, β∗ = −γ, γ∗ = −β and δ∗ = α.
2. Here G =
(
1 0
0 −1
)
. The corresponding real form is called SU(1, 1). The matrix elements
obey α∗ = δ, β∗ = γ, γ∗ = β and δ∗ = α.
3. Here G =
(
0 1
1 0
)
. The corresponding real form is called SL(2,R). The matrix elements obey
α∗ = α, β∗ = β, γ∗ = γ and δ∗ = δ.
In the classical case, SU(2) and SL(2,R) have the same finite-dimensional representations (they do
not have the same infinite-dimensional ones). For this reason there is a one to one correspondence
between the Hopf algebras of these two groups (indeed, the Hopf algebra of a group can be con-
sidered as the space of polynomials on matrix elements of finite-dimensional representations). The
star operation allows one to distinguish between the two groups. Moreover, in the classical case,
the two groups SU(1, 1) and SL(2,R) are isomorphic. One could also consider the complex group
SL(2,C) itself as a real group (the spin covering of the Lorentz group) but the dimensionality is
twice bigger and we are not going to follow this route in the quantum case —at least not in the
present paper.
In the quantum case, one has also three possibilities for the star operations on Fun(SLq(2,C))
(up to Hopf automorphisms):
1. The real form Fun(SUq(2)). The matrix elements obey a
∗ = d, b∗ = −qc, c∗ = −q−1b and
d∗ = a. Moreover, q should be real.
2. The real form Fun(SUq(1, 1)). The matrix elements obey a
∗ = d, b∗ = qc, c∗ = q−1b and
d∗ = a. Moreover, q should be real.
3. The real form Fun(SLq(2,R)). The matrix elements obey a
∗ = a, b∗ = b, c∗ = b and d∗ = d.
Here q can be complex but it should be a phase.
In the quantum case, it is already clear from these results that taking q a root of unity is incom-
patible with the SUq real forms, and that the only possibility if we assume q
N = 1 is to choose
the star corresponding to Fun(SLq(2,R)). Notice also that, in the quantum case, the two real
forms Fun(SUq(1, 1)) and Fun(SLq(2,R)) are different (already the range of values where q can
be chosen do not coincide).
5.3 Real forms on F
Having only one real form compatible with a complex q on Fun(SLq(2,C)) already tells us that
there is at most one real form on its quotient F . We only have to check that the star operation
preserves the ideal and coideal defined by a3 = d3 = 1l, b3 = c3 = 0. This is trivial because a∗ = a,
b∗ = b, c∗ = c and d∗ = d. Hence, this star operation can be restricted to F .
This real form can be considered as a reduced quantum group associated with the real form
Fun(SLq(2,R)) of Fun(SLq(2,C)).
5.4 Real structures and star operations on M,H
Now we would like to introduce an involution (a star operation) on the comodule algebraM. This
involution should be compatible with the coaction of F . That is, we are asking for covariance of
18
the star under the (right,left) F -coaction,
(∆R,L z)
∗ = ∆R,L(z∗) , for any z ∈M . (22)
Here we have also used the notation ∗ for the star on the tensor products, which is defined as
(A ⊗ B)∗ = A∗ ⊗ B∗. Using, for instance, the left coaction
(
x′
y′
)
=
(
a b
c d
)
⊗
(
x
y
)
in (22), we see
immediately that Fun(SUq(2)) corresponds to the choice x
∗ = y, y∗ = −q−1x. Writing xy = qyx,
one also recovers the fact that, in this case, q should be real. In the same way, we find that the
real form Fun(SUq(1, 1)) corresponds to the choice x
∗ = y, y∗ = q−1x. Finally, the real form
Fun(SLq(2,R)) corresponds to x
∗ = x and y∗ = y.
As q3 = 1, we stick to the Fun(SLq(2,R)) case since it is the only one compatible with a
complex q. We therefore define the star on M =M3(C) by
x∗ = x , y∗ = y . (23)
We now want to find a compatible ∗ on the algebra H. Of course, one could proceed by using
duality with F , but it is both handy and instructive to proceed otherwise.
We let M act on itself by multiplication and we want to promote this star operation to an
involution defined for all operators acting on M. In particular, on the operators determined by
the action of H, given in Section 4.4. To this end, we apply the ∗ operation to the commutation
relations between x, y and the differential operators XL (or XR), and read off the results. For
instance, XL+ y = x+q
2y XL+ implies y (X
L
+)
∗ = x+q2(XL+)
∗ y and this suggests (XL+)
∗ = −q2(XL+).
In this way we obtain:
(XL+)
∗ = −q2XL+
(XL−)
∗ = −qXL−
(KL)∗ = KL
and
(XR+ )
∗ = −qXR+
(XR−)
∗ = −q2XR−
(KR)∗ = KR
Notice the change of q into q−1 when going from left to right. As the space of operators coming
from a left action is isomorphic with H itself, the star operation in H is the same as the one
obtained for the operators XL±,K
L, namely
X∗+ = −q2X+ , X∗− = −qX− , K∗ = K . (24)
Now, of course, one has to check that this involution satisfies all the axioms given at the beginning of
this section. This is rather straightforward. For illustration, let us compute ∆(X∗−) and S ∗ S ∗X−:
∆(X∗−) = −q∆X− = −q(X− ⊗K
−1 + 1l⊗X−)
= X∗− ⊗ (K
−1)∗ + 1l∗ ⊗X∗−
= (∆X−)
∗
and
S ∗ S ∗X− = S ∗ S(−qX−) = S ∗ (−qSX−) = S(∗(qX−K)) = S(q
2K∗X∗−)
= q2S(K(−qX−) = −S(X−)S(K) = −(−X−KK
−1)
= X−
Adding the cubic relations x3 = 1l, y3 = 1l in M, and the corresponding ones in the algebra H,
does not change anything to the determination of the star structures. This is because the (co)ideals
are preserved by the involutions, and thus the quotients can still be done.
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Anyway, as H is dual to F (or Uq(sl(2)) dual to Fun(SLq(2,C))), we should have dual ∗-
structures. This means the relation
< h∗, u >= < h, (Su)∗ > , h ∈ H, u ∈ F (25)
holds. Moreover, the covariance condition for the star, equation (22), may also be written dually
as a condition for ∗ under the action of H. This can be done pairing the F component of equation
(22) with some h ∈ H. One should next recall the definition of the left action (18) (the right action
if we are using the left coaction in (22)) and the duality (25) that relates both ∗-Hopf stars. One
gets finally the constraint on ∗M to be H covariant,
h(z∗) = [(Sh)∗z]∗ , h ∈ H, z ∈ M . (26)
Note that the ∗-operation that we obtain on the algebra M = M3(C) does not coincide with
the usual hermitian conjugacy (†-operation) on matrices, at least when x and y are represented
with the 3×3 matrices given in Section 2 (they were such that x† = x−1 = x2 and y† = y−1 = y2).
Moreover, it can be seen that it is not possible to find a star operation on the quantum group F
that would respect the † involution on M.
The situation here is reminiscent of the case where one introduces a “bar”-operation (Dirac
conjugacy) on Dirac matrices (Clifford algebra for usual space-time) that is distinct from usual
hermitian conjugacy. One remembers that, using this involution, one can build a scalar product
on the space of spinors which is spin-invariant (the scalar product built using the usual hermitian
conjugacy being positive but not invariant). The situation here is somewhat similar.
Remark: Note finally that one could be tempted to chose the involution defined byK⋆ = K−1,
X⋆+ = ±X− and X⋆− = ±X+. However, as it is easy to check (look for instance at the compatibility
with the coproduct), this is a twisted star operation. This last star operation is the one one
would need to interpret the unitary group of H as U(3) × U(2) × U(1), which could be related
to the gauge group of the Standard Model [12]. Instead of using the standard Hopf-structure on
Uq(sl(2,C)) with this twisted star, a better sound mathematical alternative would be to look for
a non-standard Hopf-structure for this quantum group (i.e., a different coproduct, but preserving
the multiplication), such that ⋆ becomes a normal star operation.
5.4.1 Matrix representation of the ∗-operation on M
The star operation for M introduced above (∗x = x, ∗y = y) can be written explicitly in terms of
3× 3 matrices. Let us define the charge conjugation matrix C:
C
.
=

 1 0 00 0 1
0 1 0

 (27)
For every element m of the algebra M we set
∗ m .= (C mC−1)† , (28)
where † denotes the usual hermitian conjugation (the transpose of the complex conjugate matrix).
This is clearly a star operation: it is conjugate-linear, involutive (∗(∗m) = m), anti-multiplicative
(∗(mn) = (∗n)(∗m)), and unital (∗1l = 1l). Remark also that C = C−1 = C†.
Let us represent the generators x and y, as before, by x =
(
1 0 0
0 q−1 0
0 0 q−2
)
and y =
(
0 1 0
0 0 1
1 0 0
)
.
With (28) it is then easy to check that ∗x = x, ∗y = y. Therefore the star operation defined
explicitly as before in terms of the charge conjugation matrix C implements the abstract star
operation introduced above. We already know that this star structure on M gives rise to star
structures on the quantum group F and its dual H that are compatible with their Hopf algebra
structure.
The most general self-adjoint element should satisfy ∗m = m, hence the vector space generators
1l , x , y , x2 , q xy , y2 , q2x2y , q2xy2 , q x2y2
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are “real” in the sense that they are self-adjoint for ∗. The same is obviously true for any linear
combination of these generators with real coefficients. Using this, it is easy to write the most
general 3× 3 matrix that is self-adjoint for the star ∗. It can be written as:
α = αirr + αeve + αodd ,
with
αirr =

 a20 q a11 a02a02 q a20 a11
q2a11 a02 q
2a20

 = a20 x2 + a11 qxy + a02 y2 ,
αeve =

 a10 a01 q a22q2a22 q2a10 a01
a01 a22 q a10

 = a10 x+ a01 y + a22 qx2y2 ,
αodd =

 a00 q
2 a21 q
2 a12
q a12 a00 a21
q a21 a12 a00

 = a00 1l + a21 q2x2y + a12 q2xy2 ,
where all the ars are arbitrary real numbers (warning: indices r, s of ars refer to the coefficients of
xrys and not to the line or column indices of the corresponding matrix elements).
Notice that starting from the defining relations for the algebra M in terms of x and y, and
imposing x∗ = x, y∗ = y, it is not possible to find a matrix representation of this algebra for which
these matrices would be (†-)hermitian. Indeed such matrices would be in such a case diagonalisable
with real eigenvalues, but the condition x3 = y3 = 1l would then imply x = y = 1l.
5.4.2 Inverses and unitary elements in M
To study the inverses of elements of M, it is useful to define
C0(t) =
1
3
(exp(t) + exp(qt) + exp(q2t))
C1(t) =
d
dt
C0(t)
C2(t) =
d
dt
C1(t)
These functions appear as generalizations of sine and cosine functions when one replaces Z2 by Z3.
They seem to have been invented several times in the literature (an old reference is [13]). Call
D(a, b, c) = a3 + b3 + c3 − 3abc
T (a, b, c) = a2 − bc
In particular, it is easy to see that D(C0, C1, C2) = 1 (a generalization of sin
2+cos2 = 1).
Writing M = 3irr ⊕ 3eve ⊕ 3odd, it can be shown that (with obvious notations)
Inverse(3eve) ⊂ 3irr , Inverse(3irr) ⊂ 3eve , but Inverse(3odd) ⊂ 3odd .
More precisely, given an arbitrary element aodd ∈ 3odd, we have
aodd = a00 1l + a12 q
2xy2 + a21 q
2x2y
a−1odd =
1
D(a00, a12, a21)
[
T (a00, a12, a21) 1l + T (a21, a00, a12) q
2xy2 + T (a12, a21, a00) q
2x2y
]
.
Taking aeve ∈ 3eve,
aeve = a10 x+ a01 y + a22 qx
2y2
a−1eve =
1
D(a10, a01, a22)
[
T (a10, a01, a22)x
2 + T (a22, a10, a01) qxy + T (a01, a22, a10) y
2
]
.
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Finally, for a general airr ∈ 3irr, we see that
airr = a20 x
2 + a11 qxy + a02 y
2
a−1irr =
1
D(a20, a11, a02)
[
T (a20, a11, a02)x+ T (a02, a20, a11) y + T (a11, a02, a20) qx
2y2
]
.
The result Inverse(3odd) ⊂ 3odd should not be surprising, since 3odd is an abelian subalgebra ofM
(the two other subspaces are not subalgebras); this algebra is actually isomorphic with the algebra
C[Z3] of the abelian group Z3. Moreover, using this last isomorphism we can write
M = C[Z3]⊕ xC[Z3]⊕ x2 C[Z3] = 3odd ⊕ 3eve ⊕ 3irr .
Remark that when the coefficients aij are real, the generic elements aodd, aeve and airr written
above are also real.
Since 3odd is a subalgebra, it is interesting to consider the unitary elements within 3odd (with
respect to our star operation). A unitary element (u∗ = u−1) can be written u = exp(ia), with
a∗ = a (a is “real”). Therefore, working on 3odd, u can be expanded as u = exp[i(a00 1l+a12 q2xy2+
a21 q
2x2y)], where aij ∈ R. Since x2y commutes with xy2, the previous exponential can be written
as a product of three exponentials, each with its own real parameter: u = u0u1u2, with
u0 = exp(ia00 1l) = exp(ia00) 1l
u1 = exp(ia12 q
2xy2) = C0(ia12) 1l + C1(ia12) q
2x2y + C2(ia12) q
2xy2
u2 = exp(ia21 q
2x2y) = C0(ia21) 1l + C1(ia21) q
2x2y + C2(ia21) q
2xy2
5.5 A quantum group invariant scalar product on the space of 3 × 3
matrices
The usual scalar product on the space M = M3(C) of 3 × 3 matrices is m1,m2 → (m1,m2) =
Tr(m†1m2). For every linear operator ℓ acting on M, we can define the usual adjoint ℓ†; however,
this adjoint does not coincide with the star operation introduced previously. Our aim in this section
is to find another scalar product better suited for our purpose.
We call z, z′ two generic elements ofM (linear combinations of xrys), and h a generic element
of H (a linear combination of Xα+KβXγ−). We know that the first ones act onM like multiplication
operators and that the others act on M by twisted derivations or automorphisms. We also know
the action of our star operation ∗ on these linear operators. We shall now obtain a unique scalar
product by imposing that ∗ coincides with the adjoint associated with this scalar product. That
is, we are asking for an inner product onM such that the (left) actions ofM and H (each with its
respective star) on that vector space may be thought as ∗-representations. Hence, for every linear
operator ℓ acting on the nine-dimensional vector space M, we impose:
(z, ℓ.z′) = (ℓ∗.z, z′) . (29)
Moreover, (·, ·) should be hermitian, so that
(z′, z) = (z, z′) .
As usual, (·, ·) is taken as antilinear with respect to the first argument and linear with respect to
the second: (αz, βz′) = αβ(z, z′), with α, β ∈ C.
Due to the fact that (z, z′) = (1l, z∗z′), it is enough to compute (1l, z) for all the z belonging to
M. We now use the action of H in (29) and obtain
(h∗.1l, z) = (1l, h.z) .
Note that we are now calling h.z the left action that was previously denoted with hL[z]. Taking
h = K and z = xrys we see that (use the results of Section 4.4, Table 1):
(1l,K.xrys) = q(r−s)(1l, xrys)
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but
(1l,K.xrys) = (K∗.1l, xrys) = (K.1l, xrys) = (1l, xrys) ,
and therefore we conclude that (1l, xrys) = 0 unless r = s. We have then to find (1l, 1l), (1l, xy) and
(1l, x2y2).
Taking h = X+ we find
(1l, X+.z) = (X
∗
+.1l, z) = (−q2X+.1l, z)
= −q (0, z) = 0 .
With z = x2y we have X+.x
2y = q21l, so (1l, 1l) = 0. Selecting z = y2, we have X+.y
2 = −q2xy and
thus (1l, xy) = 0.
Hence, the only non vanishing scalar product of the type (1l, z) is (1l, x2y2). From this quantity
we deduce eight other non-zero scalar products (z, z′), where z and z′ are basis elements xrys. For
instance, (x, xy2) = (1l, x∗.xy2) = (1l, x2y2).
Hermiticity with respect to ∗ implies that (xy, xy) should be real, indeed (xy, xy) = (xy, xy).
We set
(xy, xy) = 1 .
We should however remember that this normalization condition is arbitrary and could be set to
any other positive real number (this comment may become physically relevant when one introduces
a “coupling constant” playing a role in some physical model).
One can summarise the results in the formula:
(xpyt, xrys) = q2δp+r,2 δt+s,2 [q
2δs,0 + qδs,1 + δs,2] , (30)
where δi,j is the Kroneker delta. In the basis
{{x2y, xy2, x2y2, y2}, {y, x, 1l, x2}, {xy}}
the 9× 9 matrix of scalar products (z, z′) reads

 0 U 0U † 0 0
0 0 1

 ,
where U is the 4 × 4 diagonal matrix Diag(1, q, q, q). Notice that the trace and determinant of
this matrix are equal to 1. The total space splits (Witt’s decomposition) into the sum of two
complementary isotropic spaces of dimension 4 and a supplementary space of dimension 1.
The real part of this non degenerate hermitian scalar product is a bilinear form of signature
(5, 4). More precisely, if one uses the basis:
u1 = −y + x2y u2 = y + x2y
v1 = −1 + x2y2 v2 = 1+ x2y2
w1 = −x+ xy2 w2 = x+ xy2
t1 = −x2 + y2 t2 = x2 + y2
s = xy
our hermitian form can be written

−2 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0
0 0 1 q − q2 0 0 0 0 0
0 0 −q + q2 −1 0 0 0 0 0
0 0 0 0 1 q − q2 0 0 0
0 0 0 0 −q + q2 −1 0 0 0
0 0 0 0 0 0 1 q − q2 0
0 0 0 0 0 0 −q + q2 −1 0
0 0 0 0 0 0 0 0 1


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Its real part is diagonal in this base (since q = q2), and reads
Diag(−2, 2, 1,−1, 1,−1, 1,−1, 1) .
The signature (5, 4) can be read immediately from the above.
As we saw in Section 4.6, the algebra M can be written as the sum of three vector spaces of
dimensionality 3 corresponding to the decomposition of the underlying vector space as the sum of
three indecomposable representations of the algebra H: M = 3irr ⊕ 3eve ⊕ 3odd, where
3irr = Span(x
2, xy, y2)
3odd = Span(1l, x
2y, xy2)
3eve = Span(x, y, x
2y2) .
It is therefore interesting to write the scalar product in a basis adapted to this decomposition.
In the basis {{x2, xy, y2}, {x, y, x2y2}, {1l, x2y, xy2}}, the scalar product can be written as
G =

B 0 00 0 B
0 B 0

 ,
where B is the 3× 3 block
B =

 0 0 q
2
0 1 0
q 0 0

 .
Using the charge conjugation matrix (27) to write the star as in (28), the scalar product onM
can be written as
(m1,m2) =
1
3
Tr(Bt Cm∗1m2) =
1
3
Tr(Btm†1 Cm2) , (31)
where the trace is a usual trace on the matrices.
5.5.1 Quantum group invariance of the scalar product
We should now justify why the above scalar product was called a quantum group invariant one.
Remember we only said the scalar product was such that the stars coincide with the adjoint-
operators, or such that the actions are given by ∗-representations.
We refer the reader to [14], where it is shown that the ∗-representation condition on the scalar
product,
(h.z, w) = (z, h∗.w) , h ∈ H , (32)
automatically fulfils one of the two alternative invariance conditions that can be imposed on the
scalar product, namely
((Sh1)
∗.z, h2.w) = ǫ(h)(z, w) , with ∆h = h1 ⊗ h2 . (33)
As a side note, we can check the classical limit: let H be the universal enveloping algebra of some Lie
algebra, and x any antihermitian generator of the Lie algebra (such that exp(x) is unitary). As the natural
Hopf structure on this particular cocommutative H is given by ǫ(x) = 0, S(x) = −x, and ∆x = x⊗1+1⊗x,
(33) reduces in this case to
((∗Sx).z, 1.w) + ((∗S1).z, x.w) = (x.z, w) + (z, x.w)
= 0 .
Note that this last equation is just what is needed to get the scalar product invariance in the usual sense:
(z′, w′)
.
= (exp(x).z, exp(x).w)
= ((1 + x).z, (1 + x).w) +O(x2) = (z, w) + (x.z, w) + (z, x.w) +O(x2)
= (z, w)
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The relations dual to (33) and (32) are those that apply to the coaction of F instead of the
action of H. These are
(∆R z,∆R w) = (z, w)1lF , (34)
where (∆R z,∆Rw) should be understood as (zi, wj)T
∗
i Tj if ∆R z = zi ⊗ Ti, etc. , and
(z,∆Rw) = ((1⊗ S)∆Rz, w) , (35)
respectively. We have used here the right-coaction, but the formulas for the left coaction can be
trivially deduced from the above ones.
It is worth noting that these equations for the coaction of F imply the previous ones for
the action of H, and are completely equivalent assuming non-degeneracy of the pairing < ·, · >.
Moreover, (34) is a requirement analogous to the condition of classical invariance by a group
element action.
If we select an orthonormal basis {zi} of M such that ∆Rzi = zj ⊗ T ji with ∆T ji = T jk ⊗ T ki ,
(34) and (35) reduce to
(T ki )
∗T kj = δij1lF
and
ST ji = (T
i
j )
∗ ,
respectively. This last equation is exactly what we use in the classical (Lie algebra) case: the
unitarity condition for matrices (the antipode is the correct quantum generalization of the group
inverse), that warrants the unitarity of the representation (in the sense of invariance of the scalar
product).
Applying the above discussion to the invariant subspaces of the Hopf-algebra H we obtain on
each one the most general invariant scalar products that we list in Appendix E.
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6 The Manin dual M! of M
In order to find the Manin dual [8] of a given quadratic algebraA given by the relations Eijxixj = 0
amongst its generators {xi}, one has first to determine all the matrices E such that EijEij =
Tr(EtE) = 0. The Manin dual A! of A is defined as a quadratic algebra with relations Eijξiξj = 0.
This is equivalent to say that the quadratic relations in A! are orthogonal to the relations in A,
with the pairing (or “scalar product”) < ξi, xj >= δij .
The quadratic relations definingM (xy = qyx) can be written Eijxixj = 0, with x1 .= x, x2 .= y
and Eij =
(
0 1
−q 0
)
. Hence we have, in the present case, EtE =
(
−qE21 E11
−qE22 E12
)
. Thus
Tr(EtE) = −qE21 + E12 ≡ 0 ❀ E12 = qE21 .
The matrices solution of our problem span therefore a vector space of dimension 3:
E =
( E11 qE21
E21 E22
)
= E11E(1) + E21E(2) + E22E(3)
with
E(1) =
(
1 0
0 0
)
, E(2) =
(
0 q
1 0
)
, E(3) =
(
0 0
0 1
)
.
Our algebraM is not quadratic since we impose the relations x3 = y3 = 1l. Nevertheless, forgetting
momentarily those constraints, we define its Manin dual M! as the algebra generated over the
complex numbers by ξ1, ξ2, satisfying the relations
E(σ)ij ξiξj = 0 , σ ∈ {1, 2, 3}
i.e.,
(ξ1)2 = 0 , q ξ1ξ2 + ξ2ξ1 = 0 , (ξ2)2 = 0 .
This means, in particular, that any cubic polynomial in the ξ’s is identically zero. There is no need
to introduce additional constraints for ξ1, ξ2 orthogonal to the cubic relations in M.
We shall write dx
.
= ξ1 and dy
.
= ξ2, soM! is defined by these two generators and the relations
dx2 = 0 , dy2 = 0 , q dx dy + dy dx = 0 . (36)
6.1 F coacting on M!
Once the coaction of F on M has been defined as in Section 3, and once the quantum group
product relations have been obtained, it is easy to check that the coaction of F onM! is given by
the same formulae as for M itself. Namely, writing(
dx′
dy′
)
=
(
a b
c d
)
⊗
(
dx
dy
)
and
( d˜x d˜y ) = ( dx dy )⊗
(
a b
c d
)
ensures that q dx′ dy′+dy′ dx′ = 0 and q d˜x d˜y+d˜y d˜x = 0, given that the relation q dx dy+dy dx = 0
is satisfied. Actually, one can also recover Fun(SLq(2,C)) imposing just the invariance of relations
(1) and (36) under the quantum group left-coactions.
The coaction can be read from those formulae, for instance ∆R(dx) = dx ⊗ a+ dy ⊗ c.
6.2 H acting on M!
Since the formulae for the (left or right) coactions are the same, the formulae for the actions of H
onM andM! must also coincide. For instance, using XL−[x] = y we find immediately XL−[dx] = dy.
This corresponds to an irreducible two-dimensional representation of H. Anyway, we shall return
to this problem in the next section, since we are going to introduce a differential algebra ΩWZ(M)
built over M and investigate its contents in terms of representations of H.
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7 Covariant differential calculus on M
7.1 Differential algebras associated with a given algebra
Given an algebra A, there is a universal construction that allows one to build the so-called algebra
of universal differential forms Ω(A) = ∑∞p=0 Ωp(A) over A. This differential algebra is universal,
in the sense that any other differential algebra with Ω0(A) = A will be a quotient of the universal
one. Schematically, the construction of Ω(A) goes as follows. Let m be the multiplication map:
m(a⊗ b) .= ab, for a and b in A and let ker(m) be the kernel of this map (a⊗ b ∈ ker(m) implies
that ab = 0). One builds the algebra of universal forms as the graded vector space:
Ω0(A) .= A
Ω1(A) .= ker(m) ⊂ A⊗A
Ωp(A) .= Ω1(A)⊗A Ω1(A)⊗A . . .⊗A Ω1(A) (p+ 1 times)
The above tensor products are taken over the algebra A. Multiplication is defined as follows:
(a0 ⊗ a1 ⊗ . . .⊗ an)(b0 ⊗ b1 ⊗ . . .⊗ bn) .= (a0 ⊗ a1 ⊗ . . .⊗ anb0 ⊗ b1 ⊗ . . . bn) .
One also writes a0da1
.
= a0 ⊗ a1 − a0a1 ⊗ 1l, etc. Notice that d1l = 0. More details about this
construction can be found, for instance, in [15].
In the present situation, A = M. Since Ω1(M) = ker(m), we find that dim(Ω1(M)) =
dim(M⊗M)−dim(M) = 92− 9 = 72. The dimension of Ω(M) itself is infinite (notice that there
are no particular relations between dx and dy so Ωp(M) never vanishes).
For practical purposes, it is often not very convenient to work with the algebra of universal
forms. First of all, it is very “big”. Next, it does not remember anything of the coaction of F on
the algebra M (the 0-forms).
Starting from a given algebra, there are several constructions that allow one to build “smaller”
differential calculi. As already mentioned, they will all be quotients of the algebra of universal
forms by some (differentiable) ideal. One possibility for such a construction was described by
[16], another one by [17], and yet another one by [18]. In the present case, however, we shall
use something else, namely the differential calculus ΩWZ introduced by Wess and Zumino [6] (see
also [5]) in the case of the quantum 2-plane. Its main interest, as we shall see below, is that it is
covariant with respect to the action (or coaction) of a quantum group. This differential algebra
is, as usual, a graded vector space, and our first step will be to define the differentials dx and dy
together with their commutation relations.
7.2 The Wess-Zumino complex
The differential algebra ΩWZ that we are going to use was introduced historically by [6], in the case
of the quantum plane. It is only one of the many possible differential calculi that one can associate
with this algebra, but it is the only one (up to trivial modifications) that is both quadratic and
compatible with the coaction of the group Fun(SLq(2,C)). Since it will play an important role in
what follows, we shall briefly recall how it can be obtained.
First of all ΩWZ = Ω
0
WZ ⊕ Ω1WZ ⊕ Ω2WZ is a graded vector space.
• Forms of grade 0 just coincide with the functions on the quantum plane, i.e., they are poly-
nomials in x and y.
• Forms of grade 1 are of the type arsxrysdx+brsxrysdy, where dx and dy are those introduced
in Section 6, devoted to the construction of the Manin dual M!. The Manin dual is the
subalgebra {λ00 + λ10 dx + λ01 dy + λ11 dx dy} of ΩWZ , where the coefficients λij belong to
the field of scalars.
• Forms of grade 2 are of the type crsxrysdx dy.
Next, ΩWZ is an algebra. We need therefore to find the relations between x, y, dx and dy.
Moreover, we want ΩWZ to be a differential algebra, so we set d(x) = dx, d(y) = dy and the
Leibniz rule (for d) should hold. Also, we set d1l = 0 and d2 = 0.
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Assuming quadraticity of the algebra, we expand a priori x dx, x dy, y dx and y dy in terms of
dxx, dy x, dx y and dy y. This involves sixteen unknown coefficients. Applying d to the above, we
get four relations between these coefficients. We are left with twelve independent parameters.
Differentiating the relation xy − qyx = 0 and replacing x dx, x dy, y dx and y dy by what was
postulated before gives one identity that fixes three of the unknown coefficients (actually one finds
four constraints but one of them is not independent of the others). We are left with 12 − 3 = 9
independent parameters.
Next, one uses compatibility with the (left or right) coaction of Fun(SLq(2,C)), i.e., one writes
x′ = a⊗x+ b⊗ y, y′ = c⊗x+ d⊗ y, dx′ = a⊗ dx+ b⊗ dy, dy′ = c⊗ dx+ d⊗ dy and imposes that
the relations7 between x′, y′ and dx′, dy′ are the same as the relations between the corresponding
untransformed elements (the unprimed ones). In this way one obtains four identities that fix 8
additional parameters. One is left with just one (= 9− 8) free parameter.
The last parameter is fixed by checking associativity of the cubics, for instance (x dy) dx should
be equal to x (dy dx). One finds that this last parameter should be either equal to q or to 1/q.
The final result is as follows:
xy = qyx
x dx = q2dxx x dy = q dy x+ (q2 − 1)dx y
y dx = q dx y y dy = q2dy y
dx2 = 0 dy2 = 0
dx dy + q2dy dx = 0
(37)
It may be useful to notice that dy x = (q − 1)y dx+ q2x dy.
7.3 A reduced Wess-Zumino complex
In the case q3 = 1, we add the following to the defining relation of the quantum plane: x3 = 1l, y3 =
1l. As we know, this defines the algebra M (the space of 3 × 3 complex matrices) as a quotient of
the quantum plane. Adding the same two cubic relations to the differential algebra ΩWZ defines a
differential algebra that we shall denote ΩWZ(M). The fact that it is well defined as a differential
algebra is not totally obvious and requires some checking. Technically, one has to verify that we
are taking the quotient by a differential ideal. In plain terms, one has to check that d(x3) = d1l = 0
and that d(y3) = d1l = 0. This is indeed so:
d(x3) = d(x2)x+ x2dx = (dx)x2 + x(dx)x + x2dx = (1 + q + q2)x2dx = 0
d(y3) = d(y2)y + y2dy = (dy)y2 + y(dy)y + y2dy = (1 + q + q2) y2dy = 0
Note that dim(Ω0WZ) = 9, dim(Ω
1
WZ) = 9 + 9 = 18 and dim(Ω
2
WZ) = 9.
7.4 The differential of an element of M
Let m be an arbitrary 3× 3 matrix. Let us call mij , i, j ∈ {1, 2, 3} the matrix elements of m. By
using elementary matrices, we know how to decompose m on the basis xrys (see Section 2). This
way we can write m = mrsx
rys (where, of course, the coefficients mrs do not coincide at all with
the mij !). It is then straightforward to compute the one-form dm belonging to the reduced Wess-
Zumino differential algebra ΩWZ(M) by using the Leibniz rule together with the commutation
relations given previously. If we write
dm = (dm)xdx+ (dm)ydy ,
7 Observe that asking for xy = qyx and dx dy = −q−1dy dx to be preserved under the coaction provides an
alternative way of defining the quantum group. Here we are just refering to relations that mix one of {x, y} with
one of {dx, dy}.
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we obtain (here the indices are of type i, j, i.e., refer to the matrix elements of m):
dm =
1
3

 (m11 −m33)(1 − q
2) (m12 −m31)(q2 − q) (m32 −m13)(1− q)
(m21 −m13)(q2 − q) (m11 −m22)(1 − q) (m23 −m12)(1 − q2)
(m23 −m31)(1− q) (m32 −m21)(1− q2) (m33 −m22)(q2 − q)

 dx
+

 m12 −m13q
2 0
0 m23 −m21q2
−m32q2 0 m31

 dy
Notice that differences of cubic roots of 1 appear in the matrix elements of (dm)x.
7.5 The action of H on ΩWZ(M)
7.5.1 The action of H on Ω0WZ(M) =M
We already saw that the nine-dimensional space M can be decomposed into three indecompos-
able representations of H called 3irr, 3eve and 3odd. The 3irr is irreducible and spanned by
x2, xy, y2. The 3eve is reducible indecomposable and spanned by x, y, x
2y2; it contains an in-
variant 2-dimensional subspace spanned by x, y. The 3odd is also reducible indecomposable and
spanned by 1l, x2y, xy2; it contains an invariant 1-dimensional subspace spanned by 1l.
7.5.2 The action of H on Ω1WZ(M)
Since Ω1WZ(M) = M dx ⊕M dy, and as {dx, dy} span the two-dimensional irreducible represen-
tation of H, it is a priori clear that we should decompose 3irr ⊗ 2, 3eve ⊗ 2 and 3odd ⊗ 2 in
indecomposable representations of H. The action of elements X ∈ H on one-forms is obtained, as
usual, from the coproduct rule; for instance,
XL+[y dy] = X
L
+[y]1l[dy] +K
L[y]XL+[dy] = x dy + q
2y dx .
In this way we obtain the following results (we only give the tables associated with the left action):
• The case 3odd ⊗ 2 = 3irr ⊕ 3eve.
KL XL+ X
L
−
1l dx q dx 0 dy
x2y dx q2x2y dx q2 dx −q2xy2 dx+ x2y dy
xy2 dx xy2 dx −x2y dx qdx+ xy2 dy
1l dy q2 dy dx 0
x2y dy x2y dy q2 dy + qx2y dx −qxy2 dy
xy2 dy qxy2 dy −x2y dy + q2xy2 dx dy
This gives 3irr ⊕ 3eve, since, up to multiplicative factors (dashed arrows stand for the action
of XL− and continuous ones for X
L
+)
q x2y dx− dy ✲ 0
−x2y dy + q2xy2 dx
✻
❄
................
−q dx+ q xy2 dy
✻
❄
................
.......✲ 0
⊕
dy .............................✲ 0
■❅
❅
❅
❅
❅
x2y dy + q xy2 dx
✠..
..
..
..
..
..
..
dx
✻
....................................... ❄
✲ 0
Note that 3eve contains an irreducible 2-dimensional representation spanned by {dx, dy}.
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• The case 3eve ⊗ 2 = 3irr ⊕ 3odd.
KL XL+ X
L
−
x dx q2x dx 0 q2y dx+ x dy
y dx y dx x dx y dy
x2y2 dx qx2y2 dx −qy dx −x dx+ x2y2 dy
x dy x dy qx dx qy dy
y dy qy dy x dy + q2y dx 0
x2y2 dy q2x2y2 dy −qy dy + x2y2 dx −q2x dy
This corresponds to 3irr ⊕ 3odd, since, up to multiplicative factors,
y dy .............✲ 0
q x dy + y dx
✻
................ ❄
x dx
✻
................ ❄
✲ 0
⊕
x2y2 dy − x dx
..............❘
x dy − q y dx
 
 
 
 
 ✒
y dy − q2 x2y2 dx
✻
....................................... ❄
0
❄❄
................
Remark that 3odd contains an irreducible 1-dimensional representation spanned by x dy −
q y dx.
• The case 3irr ⊗ 2 = 6eve.
KL XL+ X
L
−
x2 dx x2 dx 0 −qxy dx+ x2 dy
xy dx qxy dx qx2 dx y2 dx+ xy dy
y2 dx q2y2 dx −q2xy dx y2 dy
x2 dy qx2 dy q2x2 dx −xy dy
xy dy q2xy dy qx2 dy + xy dx q2y2 dy
y2 dy y2 dy −q2xy dy + qy2 dx 0
This actually gives the six-dimensional indecomposable representation 6eve (which is projec-
tive, cf. Appendix D.). It contains the four-dimensional indecomposable representation 4eve,
a family of indecomposables of the type 3λe , and one irreducible of dimension two, spanned
by {−q2x2 dy + xy dx,−qxy dy + y2 dx}.
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0 x2 dx ✲ 0
✠..
..
..
..
..
..
.. ■❅
❅
❅
❅
❅
−q2x2 dy + xy dx
✻
xy dx+ x2 dy
✠..
..
..
..
..
..
..■❅
❅
❅
❅
❅
−qxy dy + y2 dx
✻
❄
................
xy dy + y2 dx
✻
❄
................
■❅
❅
❅
❅
❅ ✠..
..
..
..
..
..
..
0
❄
................
y2 dy ......................✲ 0
7.5.3 The action of H on Ω2WZ(M)
The differential 2-form dx dy that generates (overM) Ω2WZ(M) is H-invariant, since XL+[dx dy] =
XL−[dx dy] = 0 and K
L[dx dy] = dx dy. Hence Ω2WZ(M) =M dx dy has exactly the same decom-
position in representations of H as M.
7.6 Cohomology of d on ΩWZ(M) and H-representations
We will now analyse the action of the differential operator d on each level of the differential complex,
as given by a basis adapted to the action of the quantum group H. As usual, we shall call Zp .=
{ω ∈ Ωpwith dω = 0}, the space of p-cocycles and Bp .= {ω ∈ Ωp such that ω = dφ , for φ ∈ Ωp−1},
the space of p-coboundaries. Of course, Bp ⊂ Zp, and we set Hp .= Zp/Bp.
7.6.1 Action of d on Ω0WZ(M)
The differential operator d acts on a basis of M as shown in the following table. The range and
image vectors are classified according to the H-representation to which they belong.
d
1l → 0
3odd x
2y → −qxy dx+ x2dy 2
xy2 → qy2dx− q2xy dy
x → dx
3eve y → dy 3eve
x2y2 → −xy2dx− q2x2y dy
x2 → −q2x dx
3irr xy → q2y dx + x dy 3irr
y2 → −q2y dy
As it should (d was built as a covariant differential operator), d preserves the representations,
mapping 3eve 7→ 3eve, 3irr 7→ 3irr, and 3odd 7→ the quotient 3odd/1 = 2.
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7.6.2 Action of d on Ω1WZ(M)
Dividing the space according to representations of H, d acts as follows:
d
3odd ⊗ 2
x2y dx − q2dy → −qx2dx dy
3irr −x2y dy + q2xy2dx → −xy dx dy 3irr
−q dx+ qxy2dy → q2y2dx dy
dx ∈ B1 ⊂ Z1 → 0
3eve dy ∈ B1 ⊂ Z1 → 0
x2y dy + qxy2dx ∈ B1 ⊂ Z1 → 0
3eve ⊗ 2
y dy ∈ B1 ⊂ Z1 → 0
3irr x dy + q
2y dx ∈ B1 ⊂ Z1 → 0
x dx ∈ B1 ⊂ Z1 → 0
x dy − qy dx → −q dx dy
3odd y dy − q2x2y2dx → −q2x2y dx dy 3odd
x2y2dy − x dx → −xy2dx dy
3irr ⊗ 2
xy dx+ x2dy → x dx dy
xy dy + y2dx → −qy dx dy 2
6eve x
2dx ∈ Z1 → 0
y2dy ∈ Z1 → 0
x2dy − qxy dx ∈ B1 ⊂ Z1 → 0
qy2dx− q2xy dy ∈ B1 ⊂ Z1 → 0
7.6.3 Action of d on Ω2WZ(M)
Here d gives trivially 0 on all the elements, because there is no Ω3 subspace in our differential
complex; however, one should distinguish between exact and closed forms:
3odd : {dx dy, x2y dx dy, xy2dx dy} ∈ B2 ⊂ Z2
3eve : {x dx dy, y dx dy} ∈ B2 ⊂ Z2
{x2y2dx dy} ∈ Z2
3irr : {x2dx dy, xy dx dy, y2dx dy} ∈ B2 ⊂ Z2
7.6.4 Cohomology of d
From the previous tables, we see that
dim (Z0) = 1 , dim(B0) = 0 , hence dim(H0) = 1 ,
dim(Z1) = 10 , dim(B1) = 8 , hence dim(H1) = 2 ,
dim(Z2) = 9 , dim(B2) = 8 , hence dim(H2) = 1 .
Remark that χ = dim(H0)− dim(H1) + dim(H2) = 1− 2 + 1 = 0.
7.7 Star operations on the differential calculus ΩWZ(M)
Given the ∗ operation on the algebraM, we want to extend it to the differential algebra ΩWZ(M).
As usual, it has to be involutive, anti-multiplicative for the algebra structure in ΩWZ(M), and
complex sesquilinear. Moreover, it should be compatible with the coaction of F . However, there
is no reason a priori to impose that ∗ should commute with d.
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The quantum group covariance condition is, again, just the commutativity of the ∗, ∆R,L
diagram, or, algebraicaly,
(∆R,Lω)
∗ = ∆R,L(ω∗) . (38)
In any case, it is enough to determine the action of ∗ on the generators dx and dy, since we already
determined the ∗ operation on M (∗x = x, ∗y = y).
Taking ∆Ldx = a ⊗ dx + b ⊗ dy, we get (∆Ldx)∗ = a ⊗ dx∗ + b ⊗ dy∗, to be compared with
∆L(dx
∗). It is trivial that the solution dx∗ = dx is a permissible one. But it is also the only one,
up to complex phases. To see this one should expand dx∗ as a generic element of Ω1WZ(M) (we
want a grade-preserving ∗) in the previous condition. Solving for the coefficients, and adding the
requirement x∗dx∗ = qdx∗x∗ (for instance, it is the ∗ of dxx = q2x dx), we see that the result is:
dx∗ = dx , dy∗ = dy . (39)
Remark: On ΩWZ , d is a graded derivation. First, ∗ is defined on Ω0WZ = M. It is also
defined on the d of the generators of M (in our case ∗dx = dx and ∗dy = dy). Then ∗ is
extended to the whole of the differential algebra ΩWZ by imposing the anti-multiplicative property
∗(ω1ω2) = (∗ω2)(∗ω1). Let φ = ai dxi be an arbitrary element of Ω1WZ . Then d(ai dxi) = d(ai)dxi,
so
∗d(ai dxi) = (dai dxi)∗ = (dxi)∗ (dai)∗ = dxi (dai)∗ .
But, at the same time,
d ∗ (ai dxi) = d((dxi)∗ (ai)∗) = d(dxi(ai)∗) = −dxi d(a∗i ) .
In the case of a (real) manifold, we have an almost trivial star, with ∗ai = ai and ∗dai = dai for
ai ∈ Ω0WZ , so d ∗ ai = dai and one finds8 ∗dφ = −d ∗ φ, when φ ∈ Ω1WZ . One recovers the fact
that ∗ is almost trivial, “almost” since it is still antimultiplicative: ∗(dx dy) = dy dx.
In our case the conclusion is the same, indeed, it can be checked that, for all elements ai inM,
one has ∗(dai) = d(∗ai). Therefore (with φ = ai dxi ∈ Ω1WZ), d ∗ φ = − ∗ dφ. More generally,
d ∗ ω = (−1)p ∗ dω when ω ∈ ΩpWZ . (40)
A general expression for the structure of the most general hermitian one-forms will be given later.
Warning: we are not saying that the above involution is the only one that one can define on the
Wess-Zumino complex. For instance, one could very well try to extend the involution † (the one
for which x† = x2) to this differential algebra. Such an extension may be possible, but it would
not be compatible with the coaction of F (it would only be compatible with dilations of x and y
by numerical scaling factors). Loosing the compatibility with the coaction of F is however clearly
inacceptable since the main interest of the differential complex of Wess-Zumino rests on the fact
that it is compatible with the coaction (indeed, one can construct many other differential algebras
over M that are not compatible with the coaction of F !).
7.8 Multiplicative properties of ΩWZ(M) and H-representations
We now analyze the behaviour —as representations of H— of the product in ΩWZ(M). Some
facts are trivially obtained:
Ω2WZ(M) · Ω2WZ(M) = 0
Ω1WZ(M) · Ω2WZ(M) = Ω2WZ(M) · Ω1WZ(M) = 0
Moreover, as dx dy is H-invariant we know that Ω2WZ(M) is isomorphic to M. Using this, and
the fact that dx dy is M-central, we see that the products Ω2 · Ω0 and Ω0 · Ω2 can be understood
in terms of products in M.
8 This shows in particular that usual differential forms on a real manifold (forms that are real in the naive sense)
cannot be “real” for the star operation. Indeed, for a one-form, ∗φ = φ implies ∗dφ = −dφ. This peculiar aspect of
usual differential forms is a general feature of any differential algebra and can only be circumvented at the expense
of introducing graded star operations. We do not use such graded star operations in the present paper.
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Anyway, the multiplication table for representations in M is very easy to write down (for
instance using the grading of the generators):
M·M 3odd 3eve 3irr
3odd 3odd 3eve 3irr
3eve 3eve 3irr 3odd
3irr 3irr 3odd 3eve
Next we summarize the product relations amongst elements of Ω1WZ(M):
Ω1(M) · Ω1(M) 3odd ⊗ 2 3eve ⊗ 2 3irr ⊗ 2 = 6eve
3odd ⊗ 2 3odd 3eve 3irr
3eve ⊗ 2 3eve 3irr 3odd
3irr ⊗ 2 = 6eve 3irr 3odd 3eve
Finally, here is the corresponding table for products between elements of M in a given represen-
tation and elements of Ω1WZ(M), also with fixed transformation properties:
M· Ω1(M) or Ω1(M) · M 3odd ⊗ 2 3eve ⊗ 2 3irr ⊗ 2 = 6eve
3odd 3odd ⊗ 2 3eve ⊗ 2 3irr ⊗ 2
3eve 3eve ⊗ 2 3irr ⊗ 2 3odd ⊗ 2
3irr 3irr ⊗ 2 3odd ⊗ 2 3eve ⊗ 2
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8 Noncommutative generalized connections onM and their
curvature
8.1 Generalized connections in non commutative geometry
Let Ω be a differential calculus over a unital associative algebra A, i.e., a graded differential
algebra with Ω0 = A. Let A′ be a right module over A. A covariant differential ∇ on A′ is a map
A′ ⊗A Ωp 7→ A′ ⊗A Ωp+1, such that
∇(ψλ) = (∇ψ)λ+ (−1)sψ dλ
whenever ψ ∈ A′ ⊗A Ωs and λ ∈ Ωt. ∇ is clearly not linear with respect to the algebra A but it is
easy to check that the curvature ∇2 is a linear operator with respect to A.
In the particular case where the module A′ is taken as the algebra A itself, any one-form ω
(any element of Ω1) defines a covariant differential. One sets simply ∇1l = ω, where 1l is the unit
of the algebra A. When f ∈ A, one obtains
∇f = ∇1lf = (∇1l)f + 1l df = df + ωf .
Moreover, ∇2f = ∇(df + ωf) = d2f + ωdf + (∇ω)f − ωdf = (∇ω)f . The curvature, in that case,
is
ρ
.
= ∇ω = ∇1lω = (∇1l)ω + 1l dω = dω + ω2 .
Take u as an invertible element of A, and act with d on the equation u−1u = 1l. Using the property
d1l = 0 one obtains du−1 = −u−1du u−1. Define ω′ = u−1ωu + u−1du and compute the new
curvature ρ′ = dω′+ω′2. One obtains immediately ρ′ = u−1(dω+ω2)u = u−1ρu. This shows that
the usual formulae hold without having to assume commutativity of the algebra A.
Remark that here we take the module A′ (a necessary ingredient in the construction of any
gauge theory) as the algebra A itself. More generally, we could have chosen a free module Ap, or
even a projective module overA. We shall not consider here this more general situation. Therefore,
in some sense, our connections are an analogue of usual “abelian Yang Mills fields”, but the algebra
A, contrarily to what happens in conventional gauge field theories, will be non-commutative.
8.2 Connections on M and their curvature
We now return to the specific case where A = M is the algebra of functions over the quantum
plane at a cubic root of unity.
The most general connection is defined by an element φ of Ω1WZ(M). Since we have a quantum
group action of H on ΩWZ , it is convenient to decompose φ into representations of this algebra as
obtained in Section 7.5. We set
φ = φ3i + φ
′
3i + φ3e + φ3o + φ6e ,
where
φ3i = ai1 (qx
2y dx− dy) + ai2 (q2xy2 dx− x2y dy) + ai3 q(dx− xy2 dy)
φ′3i = bi1 q
2y dy + bi2 (y dx+ qx dy) + bi3 q
2x dx
φ3e = ae1 dy + ae2 (qxy
2 dx+ x2y dy) + ae3 dx
φ3o = bo1 q(x dx− x2y2 dy) + bo2 q(qy dx− x dy) + bo3 q(x2y2 dx− qy dy)
φ6e = c1 (xy dx − q2x2 dy) + c2 (y2 dx− qxy dy) + c3 qx2 dx + c4 qy2 dy +
c5 q
2(xy dx+ x2 dy) + c6 q(xy dy + y
2 dx)
The coefficients ai and bi refer to the three-dimensional irreducible representations, ae and bo to
the even and odd three-dimensional indecomposable representations, and c to the six-dimensional
indecomposable representation 6eve.
The exact expression of the curvature ρ = dφ+ φ2 is not very illuminating, but, thanks to the
knowledge of the general features of the multiplication in ΩWZ (Section 7.8) and the properties of
d (Section 7.6) we can make the following observations:
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• φ ∈ 3irr ⊂ 3odd ⊗ 2 ⇒ dφ ∈ 3irr, φ2 ∈ 3odd. Actually, direct calculation shows that
φ2 = 0, so ρ = dφ ∈ 3irr.
• φ ∈ 3eve ⊂ 3odd ⊗ 2 ⇒ dφ = 0, and ρ = φ2 ∈ 3odd.
• φ ∈ 3irr ⊂ 3eve ⊗ 2 ⇒ dφ = 0, and ρ = φ2 ∈ 3irr.
• φ ∈ 3odd ⊂ 3eve ⊗ 2 ⇒ dφ ∈ 3odd, φ2 ∈ 3irr. In fact, it can be shown that here also
φ2 = 0, so ρ = dφ ∈ 3odd.
• φ ∈ 6eve = 3irr ⊗ 2 ⇒ dφ ∈ 2, φ2 ∈ 3eve, and ρ ∈ 3eve.
Hermitian connections
As we know, the only star operation compatible with the quantum group action of H on the
differential algebra ΩWZ , when q
3 = 1, is the one obtained in Section 7.7 (dx∗ = dx, dy∗ =
dy). Imposing the hermiticity property φ = φ∗ on the connection implies that all the coefficients
ai, bi, ae, bo, c should be real.
Consider, for instance, the most general hermitian connection with coefficients in the represen-
tation 3eve, namely
φ = φ3e = ae1 dy + ae3 dx+ ae2 (x
2y dy + qxy2 dx) ,
with real coefficients ae1, ae2, ae3.
In this case, dφ = 0, automatically. The curvature is then equal to φ2 and its expression is
quite simple, it reads
ρ =
(
ae1ae3 − a2e2
)
(1− q) dx dy .
Notice that it is a singlet, the one-dimensional representation obtained as a subrepresentation of
the 3odd of Ω
2
WZ .
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9 Incorporation of Space-Time
9.1 Algebras of differential forms over C∞(M)⊗M
Let Λ be the algebra of usual differential forms over a space-time manifold M (the De Rham com-
plex) and ΩWZ
.
= ΩWZ(M), the differential algebra over the reduced quantum plane introduced
in Section 7. Remember that Ω0WZ = M, Ω1WZ = M dx +M dy, and that Ω2WZ = M dx dy.
Calling Ξ the graded tensor product of these two differential algebras,
Ξ
.
= Λ⊗ ΩWZ ,
we see that:
• An element of Ξ0 = Λ0⊗Ω0WZ is a 3× 3 matrix with elements in C∞(M). It can be thought
as an M3(C)-valued scalar field.
• A generic element of Ξ1 = (Λ0 ⊗ Ω1WZ)⊕ (Λ1 ⊗ Ω0WZ) is given by a triplet ω = (Aµ, φx, φy),
where Aµ determines a one-form (a vector field) on the manifold M with values in M3(C)
(which can be considered as the Lie algebra of the Lie group GL(3,C)), and where φx and φy
are M3(C)-valued scalar fields. Indeed φx(x
µ) dx+ φy(x
µ) dy ∈ Λ0 ⊗ Ω1WZ .
• An arbitrary element of Ξ2 = (Λ0 ⊗ Ω2WZ)⊕ (Λ1 ⊗ Ω1WZ)⊕ (Λ2 ⊗ Ω0WZ) consists of
– Fµνdx
µdxν ∈ Λ2 ⊗ Ω0WZ , a matrix-valued 2-form on the manifold M ,
– a matrix-valued scalar field on M , i.e., an element of Λ0 ⊗ Ω2WZ ,
– two matrix-valued vector fields on M , given by an element of Λ1 ⊗ Ω1WZ .
The algebra Ξ is endowed with a differential (of square zero, of course, and obeying the Leibniz
rule) defined by d
.
= d ⊗ id ± id ⊗ d. Here ± is the (differential) parity of the first factor of the
tensor product upon which d is applied, and the two d’s appearing on the right hand side are
the usual De Rham differential on antisymmetric tensor fields and the differential of the reduced
Wess-Zumino complex, respectively.
If G is a Lie group acting on the manifold M , it acts also (by pull-back) on the functions on
M and, more generally, on the differential algebra Λ. For instance, we may assume that M is
Minkowski space and G is the Lorentz group. The Lie algebra of G and its enveloping algebra U
also act on Λ, by differential operators. Intuitively, elements of Ξ have an “external” part (i.e.,
functions on M) on which U act, and an “internal” part (i.e., elements belonging to M) on which
H acts. We saw that H is a Hopf algebra (neither commutative nor cocommutative) whereas U ,
as it is well known, is a non-commutative but cocommutative Hopf algebra. To conclude, we have
an action of the Hopf algebra U ⊗H on the differential algebra Ξ.
9.2 Generalized gauge fields
Since we have a differential algebra Ξ on the associative algebra C∞(M) ⊗M we can define, as
usual, “abelian”-like connections by choosing a module which is equal to the associative algebra
itself. A Yang-Mills potential ω is an arbitrary element of Ξ1 and the corresponding curvature,
dω+ω2, is an element of Ξ2. As we have said above, ω = (Aµ, φx, φy) consists of a usual Yang-Mills
field Aµ and a pair φx, φy of scalar fields, all of them valued in M3(C). We have ω = A+Φ, where
A = Aµ dx
µ and Φ = φx dx+φy dy ∈ Λ0⊗Ω1WZ ⊂ Ξ1. We can also decompose A = Aαλα, with λα
denoting the usual Gell-Mann matrices (together with the unit matrix) and Aα a set of complex
valued one-forms on the manifold M . To make the distinction clearer, let us call δ the differential
on Ξ, d the differential on Λ and d the differential on ΩWZ (as before). The curvature is then
δω + ω2. Explicitly,
δA = (dAα)λα −Aαdλα
and
δΦ = (dφx)dx + (dφy)dy + (dφx)dx+ (dφy)dy .
It is therefore clear that the corresponding curvature will have several pieces:
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• The Yang-Mills strength F of A,
F
.
= (dAα)λα +A
2 ∈ Λ2 ⊗ Ω0WZ
• A kinetic term DΦ for the scalars, consisting of a purely derivative term, a covariant coupling
to the gauge field and a mass term for the Yang-Mills field (linear in the Aµ’s),
DΦ .= (dφx)dx+ (dφy)dy +AΦ+ ΦA−Aαdλα ∈ Λ1 ⊗ Ω1WZ
• Finally, a self interaction term for the scalars
(dφx)dx+ (dφy)dy +Φ
2 ∈ Λ0 ⊗ Ω2WZ
We recover the usual ingredients of a Yang-Mills-Higgs system (the mass term for the gauge field,
linear in A, is usually obtained from the “AΦ interaction” after shifting Φ by a constant).
By chosing an appropriate scalar product on the space Ξ2, one obtains therefore a quantity that
is quadratic in the curvatures (quartic in A and Φ) and could be a candidate for the Lagrangian of
a theory of Yang-Mills-Higgs type. However, if we do not make specific choices for the connection
(for instance by imposing reality constraints or by selecting one or another representation of H),
the results are a bit too general and, in any case, difficult to interpret physically. Regarding this
construction, there is also another caveat that will be explained in the next section.
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10 Discussion: quantum group symmetry and noncommut-
ing fields
As mentioned in Section 9.2, the building of physical models of gauge type will involve the consid-
eration of one-forms. If we restrict ourselves to the “internal space” part of these one-forms, we
have to consider objects of the form
Φ =
∑
i
ϕiωi .
Here {ωi} is a basis of some non-trivial indecomposable representation of H (or any other non-
cocommutative quantum group) on the space of 1-forms, and ϕi are functions over some space-time
manifold. What about the transformation properties of the fields ϕi? This is a question of central
importance, since, ultimately, we will integrate out the internal space (whatever this means),
and the only relic of the quantum group action on the theory will be the transformations of the
ϕi’s. There are several possibilities: one of them, as suggested from the results of Section 9 is
to consider H as a discrete analogue of the Lorentz group (actually, of the enveloping algebra U
of its Lie algebra). In such a case, “geometrical quantities”, like Φ should be H-invariant (and
U-invariant). This requirement obviously forces the ϕi to transform. Another possibility would be
to assume that Φ itself transforms according to some representation of this quantum group (in the
same spirit one can study, classically, the invariance of particularly chosen connections under the
action of a group acting also on the base manifold). In any case, the ϕi are going to span some
non-trivial representation space of H.
Usually, the components φi of fields are real (or complex) numbers and are, therefore, commut-
ing quantities. However, this observation leads to the following problem: If the components of the
fields commute, so that ϕiϕj = ϕjϕi, then we get h.(ϕiϕj) = h.(ϕjϕi), for any h ∈ H. This would
imply (here ∆h = h1 ⊗ h2)
(h1.ϕi)(h2.ϕj) = (h1.ϕj)(h2.ϕi)
= (h2.ϕi)(h1.ϕj) .
This equality cannot be true in general unless we have a cocommutative coproduct. Hence we
should generally have a noncommutative product for the fields. In our specific case, there is only
one abelian H-module algebra, the 3odd one (which is nothing else than the group algebra of the
group Z3). Only fields transforming according to this representation could have an abelian product.
However, covariance strongly restricts the allowable scalar products on each of the representation
spaces (for instance, the results for the quantum group H are shown in Appendix E., where we get
both indefinite and degenerate metrics). This fact is particularly important as one should have
a positive definite metric on the physical degrees of freedom. To this end one should disregard
the non-physical (gauge) ones, and look for representations such that only positive definite states
survive. Thus we see that the selection of the representation space upon which to build the physical
model is not easy.
The fact of having noncommuting fields has a certain resemblance with the case of supersymme-
try. As the superspace algebra is noncommutative, the scalar superfield must have noncommutative
component fields in order to match its transformation properties. In this last situation, everything
can be casted in terms of Grassmann variables and fields. As a consequence, instead of having —on
each space-time point— just the Grassmann algebra over the complex numbers, we see the appear-
ance of an enlarged algebra generated by both the variables and fields. Introducing a q-deformed
superspace leads to a more complicated algebraic structure [19]. Therefore, it is reasonable to
expect that the addition of a non-trivial quantum group as a symmetry of the space forces an even
more constrained algebra.
We should point out that the reasoning followed above is very general, and is independent of
the details of the fields. That is, the arguing leading to such a conclusion relies only in the existence
of a non-cocommutative Hopf algebra acting in a nontrivial way on the fields.
For this reason, we did not plan, in this paper, to make specific choices and discuss Lagrangian
models. Actually, trying to write down such a definite physical model would involve the making
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of very particular choices; many of them are possible and we do not know, at the present level of
our analysis, which kind of constraint could give rise to interesting physics.
Our purpose was rather to investigate the structures involved and work out (or present) the
mathematical tools that would allow such physical applications. We hope that the present expo-
sition of our recent work will trigger some interesting ideas in that direction.
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Appendices
Appendix A. Expression of Gell-Mann matrices in terms of x and y
Usual Gell-Mann matrices {λi}i=1...8 (a base for the Lie algebra of hermitian traceless 3 × 3
matrices) can be written in terms of elementary matrices, and therefore also in terms of the
generators x and y. Remember that
λ1 = E12 + E21 λ2 = i(−E12 + E21) λ3 = E11 − E22
λ4 = E13 + E31 λ5 = i(−E13 + E31)
λ6 = E23 + E32 λ7 = i(−E23 + E32) λ8 = 1√3 (E11 + E22 − 2E33)
hence we obtain
λ1 = (y + xy + y
2 + x2y + qxy2 + q2x2y2)/3
λ2 = −i(y + xy − y2 + x2y − qxy2 − q2x2y2)/3
λ3 = ((1 − q)x+ (1− q2)x2)/3
λ4 = (y + q
2xy + y2 + qx2y + xy2 + x2y2)/3
λ5 = i(y + q
2xy − y2 + qx2y − xy2 − x2y2)/3
λ6 = (y + qxy + y
2 + q2x2y + q2xy2 + qx2y2)/3
λ7 = −i(y + qxy − y2 + q2x2y − q2xy2 − qx2y2)/3
λ8 = −(q2x+ qx2)/
√
3
Appendix B. A set of Gell-Mann matrices with coefficients in F
Here we replace x and y by ∆Lx and ∆Ly in the expression of the usual Gell-Mann matrices given
in Appendix A. We obtain in this way a new set of matrices with entries in the quantum group
F , denoted by λ′i. We only show the results for λ3 and λ8 since we do not need these matrices
explicitly in our work.
λ′3
.
=
1
3

 (1− q) a+ (1− q
2) a2 (1 − q) b+ (q − q2) ab (1− q2) b2
(1− q2) b2 (q2 − 1) a+ (q − 1) a2 (1− q) b + (1− q) ab
(1− q) b + (q2 − 1) ab (1 − q2) b2 (q − q2) a+ (q2 − q) a2


λ′8
.
=
1√
3

 −q a− q a
2 −q2b+ ab −q b2
−q b2 −a− q2a2 −q2b+ q2ab
−q2b+ q ab −q b2 −q2a− a2


Using the commutation relations for the reduced quantum group F , one can check that the
usual commutation relations of SU(3) are satisfied. One can also check that Tr(λi) = 0 and that
Tr(λiλj) = 2δij (when i 6= j the trace turns out to be proportional to 1 + q + q2 = 0).
Appendix C. A faithful representation of F
Let ξ1 and ξ2 be two commuting symbols (ξ1ξ2 = ξ2ξ1) whose cube power vanishes (ξ
3
1 = ξ
3
2 = 0).
Let us write
b = ξ1

 0 1 00 0 1
1 0 0

 c = ξ2

 0 1 00 0 1
1 0 0

 d =

 1 0 00 q−1 0
0 0 q−2


and, given that a
.
= (1 + qbc)d2,
a =

 1 0 ξ1ξ2ξ1ξ2q q 0
0 ξ1ξ2q
2 q2

 .
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It can be checked that this is a faithful representation of the algebra F . It is a representation in
terms of 3 × 3 matrices with entries in the ring generated over C by 1, ξ1, ξ2. This representation
is due to [9].
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Figure 1: The lattices of submodules for the principal modules of H.
Appendix D. The lattice of submodules of H
The theory of complex representations of quantum groups of type Uq(sl(2,C)) at roots of unity
has been investigated by a number of people, but it is not yet in a satisfactory state. Here we
are interested in representation theory of the finite-dimensional quotient H. Notice that these
representations can be considered as particular representations ρ of Uq(sl(2,C)), namely those for
which ρ(X3+) = ρ(X
3
−) = 0 and ρ(K
3) = 1. The structure of the regular representation was studied
in [3] and the representation theory —in particular the lattice of submodules— was given in [4];
the general study, for arbitrary N , is to be found in [9]. For the reduced algebra H there are
three principal modules (i.e., projective indecomposable modules). One is three-dimensional and
irreducible. The two others, 6eve and 6odd are six-dimensional. When H is written in terms of
matrices with entries in the Grassmann algebra with two generators, these two representations can
be written as 6odd
.
= (γθ1+δθ2, γ
′θ1+δ′θ2, α+βθ1θ2) and 6eve
.
= (α+βθ1θ2, α
′+β′θ1θ2, γθ1+δθ2).
Their lattices of submodules are obtained by requiring stability under the H action. They are given
in Figure 1. The notation Po ≡ 6odd and Pe ≡ 6eve refers to the fact that, when quotiented out
by their respective radicals, those two indecomposable modules give irreducible representations of
odd and even dimensions.
Remember that there exists a one-to-one correspondence between irreducible representations
of the algebra H and the principal modules 3irr, 6eve and 6odd. Irreducible representations are
obtained from these principal modules by factorizing their radical, which amounts to kill the
Grassmann “θ” variables. As seen on the figure, the radical of 6eve is of dimension 4 and the
radical of 6odd, of dimension 5. This gives us three irreducible representations, of dimensions 3,
2 = 6 − 4 and 1 = 6 − 5. These are the three irreducible representations corresponding to the
quotient H of H by its Jacobson radical: namely H = C ⊕M2(C) ⊕M3(C). The dashed lines in
Figure 1 refer to the projective covers of the various representations.
The explicit definition given for H allows one to compute any tensor product of representa-
tions and reduce them. Here we consider only the tensor products of projective indecomposable
representations (6odd, 6eve and 3irr) and the nontrivial irreducible ones (2 and 3irr).
2× 2 ≡ 1 + 3irr 6eve × 3irr ≡ 2(6eve) + 2(3irr)
2× 3irr ≡ 6eve 6odd × 3irr ≡ 2(6eve) + 2(3irr)
3irr × 3irr ≡ 6odd + 3irr 6eve × 6eve ≡ 2(6eve) + 2(6odd) + 4(3irr)
6eve × 2 ≡ 6odd + 2(3irr) 6eve × 6odd ≡ 2(6eve) + 2(6odd) + 4(3irr)
6odd × 2 ≡ 6eve + 2(3irr) 6odd × 6odd ≡ 2(6eve) + 2(6odd) + 4(3irr)
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Appendix E. Metrics on indecomposable representations of H
Using the unique Hopf compatible star operation ∗ on H, we can calculate the most general metric
on the vector spaces of each of the indecomposable representations of H. Obviously, as we did in
Section 5.5, we restrict the inner product to be a quantum group invariant one.
On each representation space we use the basis obtained from appropriate restrictions of the
natural basis of the column representations of H given in Section 4.5. For each indecomposable
representation, we first write down the matrices ofX+, X− andK in the selected base, then we give
an explicit expression of the most general covariant metric, and finally we calculate its signature.
• 3irr
X+ =

 0 1 00 0 1
0 0 0

 X− =

 0 0 0−1 0 0
0 −1 0

 K =

 q
2 0 0
0 1 0
0 0 q


We get for the metric, up to a real global normalization,
G =

 0 0 −q
2
0 1 0
−q 0 0

 .
Diagonalizing this matrix we get G ∼ Diag(1, 1,−1), so the signature is
σ = (+ +−) .
• 6odd
X+ =


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0


X− =


0 0 0 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0


K =


q 0 0 0 0 0
0 q 0 0 0 0
0 0 q2 0 0 0
0 0 0 q2 0 0
0 0 0 0 1 0
0 0 0 0 0 1


Up to a normalization, the metric should be (β ∈ R)
G =


0 0 0 q 0 0
0 0 −q 0 0 0
0 −q2 0 0 0 0
q2 0 0 0 0 0
0 0 0 0 β 1
0 0 0 0 1 0


.
A change of basis tells us that G ∼ Diag(1, 1,−1,−1, λ+, λ−), with λ+ > 0, λ− < 0. Thus, in
this case, the signature is
σ = (+ ++−−−) .
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• 5odd
X+ =


0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0

 X− =


0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

 K =


q 0 0 0 0
0 q 0 0 0
0 0 q2 0 0
0 0 0 q2 0
0 0 0 0 1


Up to a real factor, the metric we obtain is (β, γ ∈ R, g ∈ C)
G =


0 0 iqγ g 0
0 0 −q2g¯ iqβ 0
−iq2γ −qg 0 0 0
g¯ −iq2β 0 0 0
0 0 0 0 0


Its signature is
σ = (+ +−− 0) ,
because G ∼ Diag(λ+,−λ+, λ−,−λ−, 0).
• 3odd
X+ =

 0 1 00 0 0
λ2 0 0

 X− =

 0 0 01 0 0
0 λ1 0

 K =

 q 0 00 q2 0
0 0 1


Up to a real factor,
G =

 0 iq 0−iq2 0 0
0 0 0


thus
σ = (+− 0) .
• 6eve
X+ =


0 0 1 0 0 0
0 0 −1/2 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 0 0 0 0 0


X− =


0 0 0 0 0 0
0 0 0 0 −1 0
1 0 0 0 0 0
−1/2 1 0 0 0 0
0 0 0 0 0 0
0 0 −1 0 0 0


K =


q 0 0 0 0 0
0 q 0 0 0 0
0 0 q2 0 0 0
0 0 0 q2 0 0
0 0 0 0 1 0
0 0 0 0 0 1


Up to a normalization, the metric should be (β ∈ R)
G =


0 0 iqβ −iq 0 0
0 0 −iq 0 0 0
−iq2β iq2 0 0 0 0
iq2 0 0 0 0 0
0 0 0 0 0 i
0 0 0 0 −i 0


The signature is
σ = (+ ++−−−) ,
because diagonalizing G we find G ∼ Diag(1,−1, λ+,−λ+, λ−,−λ−) with λ+ > 0, λ− < 0.
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• 4eve
X+ =


0 1 0 0
0 0 0 1
0 0 0 0
0 0 0 0

 X− =


0 0 −1 0
1 0 0 0
0 0 0 0
0 0 0 0

 K =


q 0 0 0
0 q2 0 0
0 0 1 0
0 0 0 1


We obtain the metric (α, β ∈ R, g ∈ C)
G =


0 0 0 0
0 0 0 0
0 0 α g
0 0 g¯ β


The signature is now dependant upon the parameters, because the non-null block is an arbi-
trary hermitian matrix.
• 3eve
X+ =

 0 1 00 0 λ2
0 0 0

 X− =

 0 0 −λ11 0 0
0 0 0

 K =

 q 0 00 q2 0
0 0 1


In this case, we find simply
G =

 0 0 00 0 0
0 0 1


• 2eve
X+ =
(
0 1
0 0
)
X− =
(
0 0
1 0
)
K =
(
q 0
0 q2
)
Therefore
G =
(
0 iq
−iq2 0
)
∼ Diag(1,−1) .
47
Appendix F. The space of differential operators on M
We now look at the structure of differential operators on the reduced quantum plane M, i.e., the
algebra of 3× 3 matrices.
The operators ∂x and ∂y
We already know what the operator d : Ω0WZ =M−→ Ω1WZ is.
A priori we can set df = dx ∂x(f) + dy ∂y(f), where ∂x(f), ∂y(f) ∈ M. This equation defines
∂x and ∂y as (linear) operators on M. We shall see later that they are twisted derivations on the
algebra M. This definition implies in particular (take f = x or f = y):
∂x(x) = 1 ∂y(x) = 0
∂x(y) = 0 ∂y(y) = 1
The space D of differential operators on M
Generally speaking, operators of the type f(x, y)∂x or f(x, y)∂y are called differential operators of
order 1. Composition of such operators gives rise to differential operators of order higher than 1.
Multiplication by an element of M is considered as a differential operator of degree 0. The space
of all these operators is a vector space D = ⊕4i=0Di, graded by operators of
Order 0: xrys. dim(D0) = 9.
Order 1: xrys∂x, x
rys∂y. dim(D1) = 9 + 9 = 18.
Order 2: xrys∂x∂x, x
rys∂x∂y, x
rys∂y∂y. dim(D2) = 9 + 9 + 9 = 27.
Order 3: xrys∂x∂x∂y, x
rys∂x∂y∂y. dim(D3) = 9 + 9 = 18.
Order 4: xrys∂x∂x∂y∂y. dim(D4) = 9
All these operators are linearly independent. Moreover, since dim(D) = 9 + 18 + 27 + 18 + 9 =
81 = 92 = dim(End(M)), we can identify D with End(M).
Warning : We have here a problem of notations: the reader should distinguish, for instance,
∂x f which is a differential operator fromM toM (namely, when acting on something, it multiplies
what follows by f , and then acts with ∂x on the result) from ∂x(f) which is the evaluation of ∂x
on f , hence an element ofM (which can, in turn, be considered as a differential operator of order
0). The presence, or absence, of parenthesis should be enough to make this clear.
The twisting automorphisms σ and τ9.
Since we know how to commute x, y with dx, dy, we can write, for any element f ∈M
fdx = dxσxx(f) + dy σ
x
y (f)
fdy = dxσyx(f) + dy σ
y
y (f)
where each matrix element of (
σxx σ
y
x
σxy σ
y
y
)
is an element of End(M) to be determined. In particular, taking f = x and f = y in the above
equations leads to
σxx(x) = q
2x σxy (x) = 0
σxx(y) = qy σ
x
y (y) = 0
σyx(x) = (q
2 − 1)y σyy(x) = qx
σyx(y) = 0 σ
y
y(y) = q
2y
9 Some properties of these automorphisms are discussed in [20]
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Moreover, let f and g be elements of M. Using the associativity property (fg)dx = f(gdx), and
the same with dy, we find
σji (fg) = σ
k
i (f)σ
j
k(g) ,
with a summation over the repeated index k ∈ {x, y}. Thus the map σ : f ∈M→ σ(f) ∈M2(M)
is an algebra homomorphism (σ(fg) = σ(f)σ(g)) fromM to the algebraM2(M) of 2× 2 matrices
with elements in M.
In the same way, we could have written for any element f ∈ M (note the transposed index
convention)
dx f = τxx (f) dx+ τ
y
x (f) dy
dy f = τxy (f) dx+ τ
y
y (f) dy
hence defining another M→M2(M) homomorphism τ , since τ ji (fg) = τki (f)τ jk (g).
∂x and ∂y are twisted derivations
The usual Leibniz rule for d, namely d(fg) = d(f)g + fd(g), implies
(
∂x(fg)
∂y(fg)
)
=
(
∂x(f)g
∂y(f)g
)
+
(
σxx(f) σ
y
x(f)
σxy (f) σ
y
y(f)
)(
∂x(g)
∂y(g)
)
or even
∂i(fg) = ∂i(f) g + σ
j
i (f) ∂j(g) .
This shows that ∂x and ∂y are twisted derivations (derivations twisted by an homomorphism).
Actually, it is conceptually interesting to notice that one can get rid of the (explicit) twisting by
introducing two distinct module structures on Ω1WZ . First of all, elements of Ω
1
WZ are of the kind
dx g1 + dy g2 and can be written as a column vector
(
g1
g2
)
. We can then consider Ω1WZ ≃M2 as
an M-bimodule, taking as right module structure the standard one:
(
g1
g2
)
· f .=
(
g1f
g2f
)
,
and making use of the automorphism σ for the left module structure:
f ·
(
g1
g2
)
.
=
(
σxx(f) σ
y
x(f)
σxy (f) σ
y
y(f)
)(
g1
g2
)
.
The operator d
.
=
(
∂x
∂y
)
is a derivation on the algebraM with values in the bimodule Ω1WZ ≃M2.
Indeed, by using the two (distinct) left and right module structures just given, the twisted derivation
properties of the operators ∂x and ∂y, when expressed in terms of d, read simply
d(fg) = d(f) · g + f · d(g) .
Relations in D
For calculational purposes, it is useful to know the commutation relations between x, y and ∂x, ∂y,
those between ∂x and ∂y, and the relations between the σ
j
i . Calculations are straightforward but
slightly cumbersome. . . here are the results (see also [6, 8]).
Calculating ∂x(xf), ∂x(yf), ∂y(xf), ∂y(yf) gives the following relations (here we do not suppose
that qN = 1):
∂x x = 1 + q
2x∂x + (q
2 − 1)y ∂y
∂x y = qy ∂x
∂y x = qx ∂y
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∂y y = 1 + q
2y ∂y
One can check that all these relations are compatible with the defining relations of M.
We then calculate ∂x∂y(x), ∂x∂y(y), ∂y∂x(x), ∂y∂x(y). Compatibility of the results implies the
commutation relation
∂y ∂x = q ∂x ∂y .
Moreover, the fact that ∂3x,y are central elements of D if q3 = 1 leads to
∂3x = ∂
3
y = 0 .
The commutation relations between the σ’s can be obtained from the values of the σij(x).
Taking into account that σxy ≡ 0, the remaining non-trivial relations are
σxxσ
y
x = q
2σyxσ
x
x
σxxσ
y
y = σ
y
yσ
x
x
σyxσ
y
y = q
2σyyσ
y
x
Scaling operators
It is useful to introduce the operators [21]
µx = 1 + (q
2 − 1)(x∂x + y ∂y)
µy = 1 + (q
2 − 1) y ∂y
Indeed,
µx x = q
2xµx µy x = xµy
µx y = q
2y µx µy y = q
2y µy
Observe that µx rescales x and y in the same way. This is not so for µy. Their product satisfies
µx µy = µy µx
and also
µ3x = µ
3
y = 1l .
It is sometimes handy to rewrite the commutation relations between x, y and the first order oper-
ators ∂x, ∂y in terms of the µx, µy. For instance,
∂x x = µx + x∂x
∂y y = µy + y ∂y
The action of H in terms of differential operators
The twisted derivations ∂x, ∂y considered previously constitute a q-analogue of the notion of vector
fields. Their powers (including zero) build up arbitrary differential operators. Elements of H
act also like powers of generalized vector fields (consider for instance the left action generated
by XL±,K
L), but, of course, they are differential operators of a special kind: remember that
dim(H) = 27 whereas dim(D) = 81. One can say that elements of H act on M as fundamental
differential operators since they are associated with the action of a (quantum) group on a (quantum)
space.
A priori, the generators XL±,K
L can be written in terms of x, y, ∂x, ∂y. In order to find these
expressions, it helps to notice that ∂x and ∂y are respectively of weight −1/2, 1/2 in Z/3Z (see also
the discussion at the end of Section 4.4). Writing the generators as arbitrary differential operators
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of a fixed weight, one can determine the coefficients by imposing that equations (14), (22) are
satisfied. A rather cumbersome calculation leads to the following unique solution:
XL+ = x∂y + (q − 1)xy ∂2y
XL− = y ∂x + (q − q2)xy ∂2x + (1− q) y2∂x∂y
KL = 1l + (q − 1)x∂x + (q2 − 1) y ∂y − 3q x2 ∂2x + 3(1− q)x2y ∂2x∂y + 9 x2y2 ∂2x∂2y
KL− ≡ (KL)2 = 1l + (q2 − 1)x∂x + (q − 1) y ∂y − 3 xy ∂x∂y − 3q y2 ∂2y
An alternative way of writing these, is to make use of the scaling operators,
KL− = µxµy
KL = µ2xµ
2
y
XL+ = µ
2
y x∂y
XL− = q µx y ∂x
51
Appendix G. The universal R matrix of H
We did not discuss the R-matrix aspects of H in the main body of this paper, however it can be
seen that H is actually a braided and quasi-triangular finite-dimensional Hopf algebra —as it is
well known, the quantum enveloping algebra of SL(2) does not posess these properties when q is
a root of unity. The universal R matrix can be obtained directly from a general formula given in
[22] but one also obtain in a pedestrian way. In any case, the answer is simply the following:
R =
1
3q
[
1l⊗ 1l + (1l⊗K +K ⊗ 1l) + (1l⊗K2 +K2 ⊗ 1l)
+q2(K ⊗K2 +K2 ⊗K) + qK ⊗K + qK2 ⊗K2]
× [1l⊗ 1l + (q − q−1)X− ⊗X+ + 3qX2− ⊗X2+]
By using the explicit formulae for the generators X+, X− and K given in Appendix E., one can
obtain the expression of R in any representation (including reducible indecomposable ones). One
can then check that the defining quadratic equations for the quantum plane and its Manin dual
are respectively recovered by writing Axx = 0 (respectively S xx = 0). Here S and A are the two
projectors entering the spectral decomposition of the numerical Rˆ = (flip).R matrix
Rˆ = q S − q−1A
S +A = 1l (TrS = 3 , T rA = 1) ,
R being this time the numerical R-matrix in the fundamental representation.
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