In this study we introduce a mechanistic framework for modeling host-parasite coevolution using a nested modeling approach. The first step in this approach is to construct a mechanistic model of the parasite population dynamics within a host. The second step is to define an epidemiological model which is used to derive the fitness functions for both the host and the parasite. The within-host model is then nested within the epidemiological model by linking the epidemiological parameters such as the transmission rate of the infection or the additional host mortality rate to the dynamics of the within-host model. Nesting the withinhost model into an epidemiological model allows us to evaluate the fitness functions for each interactor which in turn allows us to determine the coevolutionary dynamics of the system. This nested approach has the advantage over other approaches in that mechanistic descriptions of the host-parasite biology are used to derive, rather than impose, life-history trade-offs. We illustrate this framework by analysing a simple host-parasite system. In this particular system we find that the coevolutionary equilibrium is always stable and that host survivorship and parasite fitness vary greatly with the cost of the immune response and parasite growth. r
Introduction
The coevolution of host and their parasites is an important topic in the study of evolutionary biology. On a macroevolutionary scale, the speciation of specialized parasites has been shown to co-occur with speciation of its host (Ehrlich & Raven, 1964; Brooks, 1979; Hafner & Nadler, 1988; Huelsenbeck et al., 1997) . On an organismal scale, hosts have evolved numerous barriers to prevent parasitic invasions and different mechanisms for detecting and attacking parasites that are able to overcome these barriers. For example, restriction enzymes in procaryotes and the various immune systems found in metazoans have evolved to combat parasitic infections. In response, parasites have evolved complex mechanisms of invading and avoiding detection or attack by the host. For example, antigenic switching, where a pathogen qualitatively changes the antigenic properties of its surface coat, has been observed in protozoans, eubacteria, and even bacteriophages (Haas & Meyer, 1986; Birbeck & Penn, 1986; Borst & Greaves, 1987; van der Ploeg, 1987) . Host-parasite coevolution is also hypothesized to play an important role in the maintenance of sexual reproduction (Hamilton et al., 1990; Lively & Howard, 1994; Ebert & Hamilton, 1996; Howard & Lively, 1998) and evolution of elaborate secondary sexual characteristics in the host (Hamilton & Zuk, 1982) . Consequently, host-parasite coevolution has been the focus of numerous theoretical studies (May & Anderson, 1983; Antonovics & Thrall, 1994; Lively & Howard, 1994; Frank, 1994; van Baalen, 1998; Peters & Lively, 1999; Sasaki, 2000) .
One approach to modeling host-parasite coevolution focuses on the evolution of host resistance and parasite virulence in a quantitative manner (Frank, 1994; van Baalen, 1998; Boots & Haraguchi, 1999; Sasaki & Godfray, 1999) . In these studies the trade-offs governing resistance and virulence are usually based on relatively arbitrary functional forms. While such tactics are useful because they greatly simplify model analysis, it is unclear how well they encapsulate the underlying biology.
A more desirable situation would be to instead have these trade-offs based upon explicit descriptions of the biology of the system. Among the numerous studies on the evolution of parasite virulence, a few have employed some of the simple, mechanistic models of within-host population dynamics (Sasaki & Iwasa, 1991; Frank, 1992; Antia et al., 1994; Antia & Lipsitch, 1997) . The goal of this paper is to expand this within-host approach used to study the evolution of virulence into a general approach for modeling host-parasite coevolution by using a nested set of mechanistic models based on the biology of the host-parasite interactions.
We begin by defining a mechanistic model of the parasite dynamics within an infected host. We then define an epidemiological model to describe the dynamics of host birth and death and the transmission of the infection within the host population. We then nest the within-host model within the epidemiological model by linking the dynamics of the within-host model to the additional host mortality, recovery, and transmission rates of the infection. Using the epidemiological model we can identify the appropriate host and parasite fitness functions. The result is that we can calculate host and parasite fitness as a function of their different individual strategies. We can now evaluate the evolutionary dynamics of the host and parasite in isolation (i.e. assuming that the other interactor is evolutionary fixed) and then combine these analyses to characterize the coevolutionary dynamics of the host-parasite system.
We illustrate this nested modeling approach of host-parasite coevolution using a simple withinhost model in which the dynamics of a parasite population over the course of an infection are solely a function of the parasite's replication and the host's immune response activation rates. This within-host model is then nested within an SIR model in which (a) the infectious population is structured by the age of the infection, (b) the parasitic infection is directly transmitted between hosts, (c) recovered hosts have life-long resistance, and (d) the length of an infection is short relative to the lifespan of the host. Our analysis indicates that this hostparasite system always evolves to a single, stable coevolutionary equilibrium point whose location changes with changes in the cost of the immune response and the effect of parasite growth on host survivorship.
Methods

WITHIN-HOST DYNAMICS
We begin our analysis by first defining a model of parasite and immune response dynamics within an individual host. We represent the size of the parasite population within a single host as P 0 ðtÞ where t is the time since the start of the infection (i.e. ''the age of the infection''). Thus, the parasite density at the beginning of the infection is P 0 ð0Þ ¼ P 0 0 (we use the prime ½ 0 to notate our original, dimensional parameters and to differentiate them from the non-dimensional parameters we define later). Parasites are assumed to replicate within a host at a constant, density-independent per capita rate r 0 : The parasite within-host replication rate r 0 is assumed to be genetically controlled such that different strains of parasites can have different r 0 values. Parasite mortality within the host is caused by the host's immune response. The immune response is modeled after the vertebrate adaptive immune system. In this simple immune response model, we assume that (a) there is a specific The sensitivity of the immune response to stimulation by the IR cell-parasite interaction is described by the immune response activation rate a 0 : Greater immune response rates, i.e. larger values of a 0 ; lead to greater rates of IR cell production for each IR cell-parasite interaction. For simplicity, we ignore any background IR cell mortality during the infection process and assume that a 0 40 (in Appendix D we treat the special case of a 0 ¼ 0). As with the parasite replication rate, r 0 ; we also assume that a 0 is genetically determined and thus can vary between hosts. The dynamics of this within-host model are described by the coupled differential equations:
where e 0 is the efficiency of the host's IR cells at killing the parasite, dP 0 =dt 0 is the parasite population growth rate within a host, and dB 0 =dt 0 is the IR cell proliferation rate. We can simplify our analysis of this withinhost model by non-dimensionalizing the units in which we measure parasite density, IR cell density, and age of infection by the initial density of parasites, the initial density of B cells, and the inverse of the clearance parameter, respectively. We drop the prime in order to denote our non-dimensionalized parameters. Thus, if the initial density of parasites is P 
, as well as the additional rate parameters we introduce later. As a rule, all future equations and parameters will be analysed within this non-dimensionalized framework. A list of all model parameters can be found in Table 1 . For the analysis of this model we will assume that both P 0 0 and B 0 0 are fixed and, therefore, cannot evolve. We discuss the implications of relaxing this assumption based on our analysis later in the Discussion section.
The non-dimensionalized version of the within-host model is
where, due to our choice of units, Bð0Þ ¼ 1 and Pð0Þ ¼ 1:
WITHIN-HOST MODEL BEHAVIOR
We now briefly explore the behavior of our within-host model. Exploring the model's behavior not only gives us a better understanding of how host mortality and recovery and parasite transmission are affected by the host's immune response rate, a; and the parasite's replication rate, r; but it also allows us to make approximations that greatly simplify our later analysis. Although we cannot explicitly solve for the density of the IR cells or parasites over time, we can qualitatively analyse the system's temporal dynamics. For example, at z ¼ 0; the parasite population, P; is initially growing at an exponential rate. However, eqn (4) indicates that as long as a and P are greater than 0, the IR cell proliferation rate, dB=dt; is always positive. Thus the IR cell population will increase due to immune response stimulation by the IR cellparasite interaction. Eventually, the IR cell density will reach a concentration of r; marking the end of the growth stage of the parasite population within the host. After reaching its HOST-PARASITE COEVOLUTION peak, the parasite density declines asymptotically toward zero. At the same time, the IR cell density continues to increase asymptotically toward its final density. Technically speaking, the parasitic infection is never absolutely cleared from a host. However, soon after the peak parasite density is reached, the parasite population within a host rapidly declines toward zero. Consequently, we define host recovery to have occurred at the age of infection T at which time PðTÞ and dB=dt are both approximately 0.
We avoid explicitly defining the age of infection at recovery, T; by approximating PðTÞ and BðTÞ with the limits of PðtÞ and BðtÞ as t approaches infinity. That is,
where B f is the final IR cell density. Because dP=dto0 at the recovery age, T; and the initial density of IR cells, Bð0Þ; is equal to 1, Fitness of invading host strain f r Force of infection of the resident host strain at equilibrium it follows that the final IR cell density, B f ; must be greater than either 1 or the parasite's replication rate r: A typical numerical simulation of IR cell and parasite population dynamics is illustrated in Fig. 1 . In addition to our qualitative and numerical analyses, a time-independent solution describing the relationship between parasite and IR cell density when a40 can be also obtained by dividing eqn (3) by eqn (4) to yield
Solving eqn (9) we get the following relationship between B and P:
Using eqn (10) we can also calculate the maximum parasite load P max of an infection as
Equation (11) illustrates that the maximum parasite load is strongly bounded by the host's immune response. In addition, eqn (10) gives us the implicit solution for the final IR cell density, B f ; as
It is now worth noting that B f is continuous at a ¼ 0 when rp1; but discontinuous at this point at r41: In addition, there are actually two values of B f which satisfy the second case of eqn (12). However, one of these values is always less than one, and therefore is not a valid solution for the within-host model.
EPIDEMIOLOGICAL MODEL
In this section we begin by defining an epidemiological model of the host population. We note that the within-host model effectively requires that the infectious host population be structured by the age of an infection. In addition, we also assume that the transmission of the parasitic infection occurs via direct hosthost-interactions and that host-host interactions follow a mass action model. Consequently, we have chosen to use a structured SIR model to describe the epidemiology of the host-parasite system. In our SIR modeling framework, at any point in time t hosts are categorized into one of three classes: susceptible, SðtÞ; infectious, Iðt; tÞ; or recovered, RðtÞ: The infectious class, Iðt; tÞ; is structured by both time t and age of infection t: Infectious hosts are transferred to the recovered class once the infection is effectively cleared, i.e. when the age of infection t is equal to T: We also assume that the time-scale of an infection is very short relative to the lifespan of the host. As a consequence, we also assume that multiple infections of a single host by different parasite strains do not occur. Because the IR cells are part of the vertebrate adaptive immune response, we assume that clearance of the infection confers lifetime resistance of the host to reinfection. We can now describe the dynamics of system at the level of the host population with the following system of coupled differential equations, 
Host recovery leads to the additional condition
The term bðtÞ represents the transmission coefficient of the infection while aðtÞ and iðtÞ represent the additional host mortality rates due to parasite and immune response resource use at age of infection t: The terms b and d represent the host's background birth and mortality rates, respectively.
FITNESS FUNCTIONS
Combining the structured SIR model presented above with the assumption that the length of an infection is very short relative to the expected lifespan of the host (i.e. T51=d ), in Appendix A we use an invasion analysis to show that natural selection favors hosts which maximize the probability they survive an infection, s f : Invasion analysis can also be used to show that natural selection favors parasites which maximize its net reproductive ratio, R 0 : The result of our analysis of selection on the parasite is not surprising and is consistent with previous studies (Anderson & May, 1979; May & Anderson, 1983; Sasaki & Iwasa, 1991; Lenski & May, 1994) , consequently this second analysis is not shown. It is important to point out that the net reproductive rate of the infection, R 0 ; is not equivalent to a parasite's per capita replication rate within a host, r:
Having now identified the appropriate fitness functions, our next step is to nest the within-host model defined by eqns (3) and (4) within the structured SIR model by linking the within-host model to the additional mortality rate due to the infection and the transmission coefficient of the infection.
Calculating Host Fitness
Our previous assumption that the duration of an infection is very short relative to the lifespan of the host (i.e. T51=d) means we can ignore any background host mortality that occurs during the infection. Consequently, any host mortality that occurs during the infection is either due to impact of the parasite population within the host or the cost of mounting an immune response. We link the within-host model to the host's mortality rate by assuming that the impact of the parasitic infection and the immune response on the host's mortality rate are a function of the amount of host resources each process consumes. For simplicity we will assume that host mortality increases linearly with resources loss to either of these processes.
In order to calculate the impact of the parasite population on host survivorship, we assume that the rate at which each parasite extracts resources from its host is proportional to its replication rate, r: Consequently, the additional host mortality due to the parasite population, aðtÞ; is simply
where d represents parasite cost coefficient which is equal to the increase in host's mortality rate caused by a single unit of parasites reproducing at rate r ¼ 1: Similarly, in order to calculate the impact of the immune response on host survivorship, we assume that rate of IR resource use proportional to the IR cell proliferation rate, dB=dt: Consequently, the additional host mortality due to the mounting of the immune response, iðtÞ; is simply
where m represents the immune response cost coefficient which is equal to the increase in the host's mortality rate caused by the host producing B cells at the rate of dB=dt ¼ 1: Letting sðtÞ represent the probability of a host surviving to age t of an infection then we can calculate sðtÞ as
In Appendix B we show that it is possible to solve sðtÞ indirectly as a function of the B cell We can approximate the probability a host survives an infection, s f ; using eqn (21) by taking the limit of sðtÞ as t goes to N:
Calculating the host fitness function, s f ; as a function of host immune response rate, a; and parasite replication rate, r; is straightforward once we have solved eqn (12) for B f :
Calculating Parasite Fitness
In order to calculate the parasite's fitness function, the net reproductive ratio of an infection R 0 ; we must link the transmission coefficient of the parasitic infection bðtÞ to our within-host model. For this analysis we assume that bðtÞ is simply proportional to the withinhost parasite population size PðtÞ: Under this scenario
where c represents the transmission efficiency of the parasitic infection, i.e. the transmission rate of the infection per parasite per unit density of susceptible hosts. The net rate at which an infected host causes new infections is equal to the transmission coefficient bðtÞ multiplied by the density of susceptible hosts at time t: The net reproductive ratio R 0 is the integral over time of the transmission coefficient weighted by the probability that the host is still alive over time (Sasaki & Iwasa, 1991) . Therefore,
In Appendix B we solve eqn (25) based on eqns (3) and (4) to get
The term GðÀdr=a; m; mB f Þ represents the generalized incomplete gamma function. The generalized incomplete gamma function is simply the difference between two incomplete gamma functions, i.e. Gðl;
Using commercial software packages such as Mathematica (Wolfram Research Inc., Champaign, IL), eqn (26) can be evaluated as a function of a and r once we have solved for B f using eqn (12).
Model Results
MAXIMIZING FITNESS
From eqns (22) and (26) we see that both of our fitness functions, host survivorship s f and the net reproductive ratio of an infection R 0 ; are functions of four model parameters: the host's immune response rate a; the cost of the immune response m; the parasite's replication rate r; and the cost of parasite growth d: It can be shown that natural selection on the host and/or parasite favors the minimization of the two cost coefficients m and d: Thus, for the rest of our analysis we assume that d and m have evolved to their physiological minima which are expected to vary between host-parasite systems and, potentially, across environments.
Optimizing Host Immune Response Rate a
In order to find the optimal immune response rate curve, a n ðrÞ; as a function of the parasite replication rate, r; we first differentiate the probability a host survives an infection, s f ; with respect to the host immune response rate, a; to get ds f =da: We then solve for a n ðrÞ by setting ds f =da equal to zero. From our analysis of the special case of a ¼ 0 in Appendix D, we find that there is a critical parasite replication rate r c below which s f is maximized at a ¼ 0: Under HOST-PARASITE COEVOLUTION this condition, the optimal host strategy is to not allocate any additional resources toward clearing the parasitic infection. Under the condition that a40; we use eqn (22) to get
Assuming that the parasite's replication rate, r; is greater than the critical rate at which a n ðrÞ40; we can obtain an implicit solution for the optimal a n ðrÞ from the parenthetical term in the last line of eqn (27) (see Appendix C). The implicit solution is a n ðrÞ ¼ rd
Numerical evaluations indicate that once r is greater than the critical replication rate, r c ; the optimal host immune response rate a n ðrÞ is a monotonically increasing function of r: Because natural selection favors hosts with greater probabilities of surviving an infection, s f ; the host optimality curve is evolutionarily stable [see Fig. 2(b) ]. Furthermore, it can be shown that @a n ðrÞ=@d40; indicating that the optimal immune response curve, a n ðrÞ; is steeper more damaging parasites [ Fig. 3(a) ]. In contrast, it can also be shown that @a n ðrÞ=@mo0; indicating that optimal immune response curve, a n ðrÞ; is shallower for more costly immune response systems [ Fig. 3(b) ].
Although the optimal host immune response curve, a n ðrÞ; changes with d and m; the overall shape of a n ðrÞ does not. The value of a n ðrÞ reflects the optimal balance between parasite mediated and immune response mediated host mortality. In general, a n ðrÞ increases monotonically with the parasite's within-host replication rate, r; is greater at larger parasite damage coefficients d; and is smaller at larger immune response cost coefficients m: Thus faster replicating and more damaging parasites favor the evolution of greater immune response rates. In contrast, more expensive immune response systems favor the evolution of lower immune response rates.
Optimizing Parasite Within-Host Replication Rate
Paralleling the approach used in the previous section, we find the optimal within-host parasite replication rate curve, r n ðaÞ; by first differentiating the net reproductive ratio on an infection, R 0 ; with respect to the parasite's within-host replication rate, r; and then finding the replication rate which satisfies the equality @R 0 =@r ¼ 0: 
Numerically evaluation of eqn (29) indicates that there is a critical value of the host's immune response rate a c below which @R 0 =@r is positive at r ¼ 0 and above which @R 0 =@r is negative at r ¼ 0: This implies that for a parasite whose host's immune response rate is above a c ; the optimal within-host parasite replication rate r n ðaÞ lies on the boundary r ¼ 0: In contrast, for a parasite that infects a host with an immune response rate below a c ; the optimal within-host parasite replication rate r n ðaÞ is greater than zero.
Although the critical immune response rate, a c ; is a function of both the parasite and IR cost coefficients, d and m; numerical analysis indicates that as d approaches 2, a c approaches 0 independent of m: This observation, when combined with our analysis of @R 0 =@r when a is equal to 0 in Appendix D, indicates that when dX2; then @R 0 =@ro0 for all values of r and a: Thus when the cost of parasite damage is extremely high (i.e. dX2), the optimal replication rate curve, r n ðaÞ; is equal to 0 universally.
For cases in which do2; numerical analysis indicates that when the immune response rate a is above the critical value a c ; there is only one optimal r n ðaÞ for a given a value. From the complexity of eqn (29), it is clear that for fixed values of d and m; the parasite's optimal replication curve r n ðaÞ is a nonlinear function of a: Numerical analysis indicates that the optimal parasite replication rate r n ðaÞ is a concave function of a: Because natural selection favors parasites with greater net reproductive ratios, R 0 ; the parasite optimality curve is evolutionarily stable [Fig. 4(b) ].
The relationship between the optimal parasite replication curve, r n ðaÞ; and the host immune response rate, a; is affected by the parasite and IR cost coefficients d and m (Fig. 5) . At low values of d and m; r n ðaÞ is initially an increasing, though decelerating, function of a: Under the condition that d and m are both small, there is a large range over which r n ðaÞ increases with a n ðrÞ followed by a large range over which r n ðaÞ is essentially unchanged with a n ðrÞ: After this flat region of r n ðaÞ; r n ðaÞ then declines with a eventually reaching zero at a c : The increasing and flat regions of the curve r n ðaÞ begin to disappear as the cost coefficients d and m become larger. Eventually, at very high values of d or m; the increasing and flat regions of r n ðaÞ completely disappear such that when either cost coefficient is extremely high, r n ðaÞ appears to decrease linearly with a:
Host-Parasite Coevolution
By combining our analyses of the optimal host immune response rate, a n ðrÞ; and the optimal parasite replication rate, r n ðaÞ; we can sketch out the coevolutionary behavior of the system. For simplicity, given a pair of parasite and IR cost coefficients, d and m; we assume that the coevolutionary trajectory of the system at any point in the a and r space is proportional to the vector f@s f =@a; k @R 0 =@rg; where k is the ratio of the parasite's rate of evolutionary change to its host's rate of evolutionary change. Both a n ðrÞ and r n ðaÞ curves are evolutionarily stable, and they intersect in such a way that the system appears to always evolve toward the intersection point of the host and parasite optimality curves. The intersection point of the a n ðrÞ and r n ðaÞ curves represents the coevolutionary stable (Co-ESS) point of the system which we represent as ða n Co-ESS ; r n Co-ESS Þ: An example of the coevolution vector field when k ¼ 1 is illustrated in Fig. 6 . Although k can affect the evolutionary trajectory of the system, it does not affect the final outcome. For example, even if the parasite evolves more quickly than the host, i.e. kb1; this would simply allow the system to first evolve toward the optimal parasite growth rate curve r n ðaÞ: The system would then evolve along the r n ðaÞ curve toward coevolutionary equilibrium point.
The location of the Co-ESS point, ða n Co-ESS ; r n Co-ESS Þ; changes with the cost coefficients d and m (Fig. 7) . In general, when the immune response cost coefficient is much greater than the parasite cost coefficient, i.e. mbd; the parasite replication rate at the Co-ESS is very high while the value of the host immune response rate at the Co-ESS is very low. As the cost of parasite damage d increases relative to the immune response cost m; the Co-ESS value of r decreases and the Co-ESS value for a increases. As the value of r at the Co-ESS declines with d; there is a critical point at which the value of a at the Co-ESS immune begins to decline as well. The result is that for very costly parasites, i.e. high values of d; the parasite's replication rate, r; is low and, consequently, so is the host's immunosensitivity, a; at the Co-ESS ða n Co-ESS ; r n Co-ESS Þ: Indeed, as d approaches 2, both r n Co-ESS and a n Co-ESS approach 0 after which the system becomes insensitive to changes in d: In all cases we see the same general decline in r n Co-ESS and a humped shape a n Co-ESS curve with increasing d:
Examining the behavior of the fitness functions at the Co-ESS, we see that, surprisingly, host survivorship through an infection, s f ; increases monotonically with the parasite damage coefficient, d: This can be explained by the fact that although the cost of each unit of parasite growth is increasing with d; the Co-ESS parasite replication rate, r n Co-ESS ; is decreasing. As a result, more costly parasites (i.e. those with greater d values) actually have a lesser impact on the probability a host survives an infection at the Co-ESS. Indeed, once d42 then r n Co-ESS ¼ 0 for all values of a: Consequently, a n Co-ESS ¼ 0 and s f ¼ 1 at the Co-ESS [ Fig. 7(d) ].
In contrast to the probability of a host surviving an infection, the net reproductive ratio of the parasitic infection, R 0 ; initially decreases with d; eventually dropping below the infection transmission efficiency coefficient, c; in systems with relatively low host immune response costs m: However, in these same systems, as d approaches 2, R 0 begins increasing toward c again. This increase in R 0 with increasing values of d; despite the ever decreasing replication rate, appears to be due to the fact that the Co-ESS host immune response rate, a n Co-ESS ; generally declines once dXlog 10 ðÀ0:5Þ: In hosts with greater immune response cost coefficients, m; R 0 never drops below c and as a result R 0 simply decreases toward c as with increasing values of d: In general, at lower values of m; R 0 is lower and s f is higher for a given d value [ Fig. 7(b) ]. The converse is true at higher values of m: As a final point, it is worth noting that HOST-PARASITE COEVOLUTION 1000-fold increase in the final density of IR cells at the coevolutionary equilibrium is well within the range of experimentally observed values (Fig. 8) .
Discussion
The goal of this paper is to introduce and illustrate the use of a nested modeling approach to the study of host-parasite coevolution. In the previous section we illustrated this nested approach using a set of models that required a number of assumptions about the nature of the host-parasite system being analysed. These assumptions range from the nature of how the hosts immune response is activated to the mechanism of transmission of the infection between hosts. While the behavior of the within-host model and the evolutionary dynamics of the system are dependent on these assumptions, the framework that we used for this analysis is not. For example, one could instead assume that the infection is transmitted only during mating such as with a sexually transmitted disease. Another possibility is that one could assume that transmission between hosts occurs indirectly or via an intermediate vector. Changing the mode of transmission in this way would necessarily change the epidemiological model used to identify the appropriate fitness functions for the host and parasite and thus the relationship between within-host dynamics and fitness. Alternatively, instead of changing the mode of transmission of the infection, another option would be to alter the assumptions about the underlying within-host model or how the dynamics of these models are linked to mortality, recovery, and transmission. Thus, while the findings we discuss below are restricted to systems that meet our model assumptions, the nested approach we employ can essentially be applied to any host-parasite system and incorporate almost any level of biological detail.
HOST EVOLUTION
Although hosts with greater immune response rate clear the parasitic infection faster, because there is a cost to mounting the immune response, the advantage gained by reducing the direct parasite damage may be more than offset by increased immune response cost. Depending on the cost of the immune response and parasite damage, in situations in which the parasite's replication rate is relatively low it may actually benefit the host to not respond at all because the initial immune response level eventually leads to the clearance of the infection. In situations with higher parasite replication rates, it does pay for the host to mount an immune response. In general, the optimal immune response rate increases at a slower than linear rate with increases in the parasite's replication rate.
PARASITE EVOLUTION
Despite the fact that we assume a linear relationship between parasite load and parasite transmission, we find that natural selection always favors the evolution of a finite parasite replication rate. Although parasites with greater replication rates have greater transmission coefficient via an increase in parasite load, this fitness advantage can be more than offset by the reductions in host survivorship due to the direct cost of the parasite and the indirect cost of further stimulating the host's immune response. Not surprisingly, the optimal replication rate varies with the host's immune response rate and the cost of both parasite damage and the HOST-PARASITE COEVOLUTION 301 immune response. However, in contrast to predictions made by other researchers (e.g. Antia et al., 1994; Frank, 1996; Antia & Lipsitch, 1997; Pfennig, 2001) , we found that greater host immune response rates do not always select for an increase in within-host replication rate. In hosts with extremely large immune response rates there is no fitness gain for the parasite if it increases its replication rate. Under this condition, not only will the host's immune response will almost immediately quell any parasite population growth, but because the activation and, therefore, the cost of the immune system is a nonlinear increasing function of both the immune response activation rate and parasite replication rate, the optimal parasite replication rate actually declines with greater host immune response rates.
Indeed our models predict that the optimal parasite strategy in hosts with very high immune response rates is not to replicate at all. This prediction is, of course, absurd and results from the assumption that transmission is simply proportional to parasite density. While this assumption may be reasonable for infected hosts with large parasite populations in which the number of parasites that leave the host via transmission have a minimal impact on the overall parasite population size, it breaks down at low parasite population sizes.
COEVOLUTION
By combining our analysis of host and parasite evolution, we are able to predict the overall coevolution of the host-parasite system we chose to model. Numerical analysis indicates that the system always evolves to the single intersection point of the host and parasite curves. Furthermore, we find that even if there are differences between the parasite's and the host's rate of evolutionary change, this does not affect the final evolutionary outcome of the system, only its transitory dynamics.
The coevolutionary stable strategy point, Co-ESS, lies at the intersection of the host's and parasite's optimality curves. Because the optimality curves change with the immune response and parasite cost coefficients, the location of the Co-ESS also changes with these coefficients. At low values of the cost coefficients, the Co-ESS corresponds to high rates of within-host parasite replication and immune response activation. At high values of the cost coefficients, both the Co-ESS immune response and the parasite replication rates decline with further increases in these cost coefficients so that eventually the co-ESS collapses to the origin. Interestingly, it is at the highest cost coefficients that host survivorship is maximized. This behavior results from the fact that the optimal parasite replication rate is zero or close to zero for all immune response rates under these conditions.
One limitation of this and most other studies of host-parasite coevolution is that it only examines the coevolution of a host and a single parasite species. Although there are numerous examples of parasites which can infect a wide range of hosts, the prevailing view in parasitology today is that parasites are generally more specialized than their hosts. That is, while most species of parasites infect only one or two hosts, most hosts can be infected by many species of parasites.
If a parasite species primarily infects only one type of host, then the fitness function defined here for the parasite should still hold and given the short generation time of most parasites, it seems reasonable to expect that within a host population, this parasite species should quickly evolve toward its optimal within-host replication rate given the resident host's immune response rate. In contrast, if the host is unable to simultaneously have a different immune response rate for each parasite species with a different cost coefficient, it follows that the host is constrained in its ability to counter-evolve to any particular parasite species.
In such a scenario, the host would not evolve toward an optimal immune response rate against a single parasite, but instead evolve toward an optimal immune response value which maximizes the survivorship of the host given the nature of the parasite species it is susceptible to and the probability that it becomes infected by any particular species. Thus the parasites should, in some sense, always have an ''upper hand'' in the evolutionary arena because each parasite could evolve toward its optimal within-host replication rate. In contrast, because the host M. A. GILCHRIST AND A. SASAKI must confront a wide range of parasites, it should instead evolve toward an immune response rate that is not necessarily optimal for surviving the infection of any particular parasite, but instead surviving most infections most often.
However, because in our analysis we nondimensionalized the host immune response rate by the initial IR cell density, one potential way for the host to circumvent the constraint of having a single immune response rate for all pathogens is to evolve different initial IR cell densities for different pathogens. For example, if the IR cells represent T cells and if genetic differences in host susceptibility to a particular disease are related to differences in the distribution of T cells with different T cell receptors across antigenic space, then the evolution of host resistance may not involve direct changes in the dimensionalized immune response rate, but instead changes in the initial distribution of T cells.
In addition, one might expect the initial density of IR cells to also be related to the overhead costs of host resistance. In this study we ignore this overhead cost and instead assume that the main cost of host resistance is in the activation of the immune response rather than its initial construction or maintenance. Thus in our model, the cost of greater resistance is only paid if a host becomes infected and, consequently, the cost of resistance is independent of the prevalence of the infection in the host population. While formulating our model this manner greatly simplifies its analysis, it prevents us from being able to address the question of optimal initial IR cell and parasite densities.
One way to incorporate the overhead cost of an immune response system is to take an approach similar to that taken by van Baalen (1998) or Sasaki & Godfray (1999) . In these studies it was assumed that the cost of clearing the invader was related to the overhead cost of constructing and maintaining a barrier to infection or the overhead cost of the immune response system. However, under this assumption, the cost of greater resistance (i.e. shorter clearance times) is paid by the host irrespective of whether or not it ever becomes infected. The benefit of greater resistance, however, is only realized if the host becomes infected. Consequently, the optimal resistance strategy is strongly influenced by the probability a host becomes infected which depends on the prevalence of infected hosts within the population. It is possible to extend the framework presented here to include such overhead costs. One obvious way of doing so is by redefining the epidemiological model we use to incorporate IR overhead costs by linking them to the host's background mortality or birth rates.
Conclusion
In this study we present a novel framework for modeling host-parasite coevolution using a set of nested models that are based on mechanistic descriptions of the biology of the host-parasite interaction. We illustrate our approach using a simple host-parasite system in which the withinhost model is loosely based on the adaptive vertebrate immune system and the epidemiological model assumes that the infection is transmitted directly between hosts. Because a nested approach to modeling host-parasite coevolution uses mechanistic models of the different host-parasite interactions, it forces one to explicitly state the basic assumptions about the nature of these interactions. Not only does this make the models more biologically realistic, but it also results in the relationships at the epidemiological level, such as the relationship between transmission and additional host mortality, to be derived from the underlying within-host model rather than arbitrarily assumed. The trade-off for the advantages of this approach is a reduction in the range of hostparasite systems covered with each analysis. This is because host-parasite systems with different underlying biology require different within-host and epidemiological models and, consequently, separate analyses.
Given the great diversity of host-parasite systems, it is clear that even when using a less mechanistic framework, no single model can encompass all host-parasite systems. Consequently, we believe that under many circumstances the advantages of using a nested, mechanistic approach based on a specific model of host-parasite biology more than offsets any HOST-PARASITE COEVOLUTION loss of generality. Furthermore, we believe that using the approach outlined in this work should produce additional insights, both general and specific, into the coevolution of host-parasite systems.
Let s i ðtÞ; i i ðt; tÞ; and r i ðtÞ be the probability that a single host of the invading strain born at time t ¼ 0 is alive and in the susceptible, infectious, or recovered class. If we assume that all new born hosts are born susceptible, it follows that s i ð0Þ ¼ 1; i i ðt; 0Þ ¼ 0; and r i ð0Þ ¼ 0:
Using these definitions, the expected number of offspring of an invading host, W i ; is where f r is the force of infection within the resident population. Fortunately, we do not have to calculate f explicitly for our analysis. However, for completeness we note that if I n r ðtÞ is the equilibrium density of infectious hosts of age of infection t of the resident strain as defined using eqns (13)- (15) ðA:7Þ
Because we assume that the length of the infection T is very short relative to the lifespan of an uninfected host, 1=d; any host reproduction during this time has a negligible contribution on its fitness. Therefore, we ignore the R N 0 R t 0 i i ðt; xÞ dt term and eqn (A.7) simplifies to
We can calculate the same term for the resident strain to get
Because the resident strain is at its equilibrium density, by definition, W r ¼ 1; this implies that
The invading host strain can be successful only if W i 41: Using eqn (A.8), the invasion criteria can be defined in terms of s f i as
Using eqn (A.10), the invasion criteria can be rewritten as s f i 4s f r : ðA:12Þ
From eqn (A.12), it is clear that natural selection will favor hosts that maximize their survivorship through an infection, s f :
