It was attempted, in an earlier investigation,' to consider limiting cases of continuous groups G which are themselves groups. For this purpose, linear combinations of the infinitesimal elements I of G were formed J= (ui, + ewi,)I, (1) in which u was singular but the determinant Iu + ewl did not vanish identically in e. It was attempted then to find the conditions for the J to remain infinitesimal operators of a group even in the limiting case e -O 0. The group generated by the J in the limiting case was called a contraction of G.
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It was stated, in the course of the derivation of the conditions for the contraction, that it is always possible to find two non-singular matrices 3 and a such that flu =0 l 0 (3wa-1 = 0 1. (2) In (2), the 1, 0, v are submatrices: the rank of the 1 in flua-1 is equal to that of u.
This statement is, in general, incorrect2 as can be seen already on the example of the two dimensional matrices U = 0l°1 W= 1 ol When checking the calculation which led to the form (2), it was found that it contained a continuity assumption which appears reasonable but which was not stated explicitly. Since the continuity assumption in question-may be of interest also apart from the problem of the contraction of groups, we shall formulate it below. VOL. 40, 1954 119 Let us consider two n dimensional vector spaces I and J and mappings U(E) of I on J. For 0 < e < eo, the mapping shall be one-to-one; U(O) shall map I on a subspace J. of J. We shall call the mapping U(e) reversibly continuous at e = 0 if U(O) U(e) -', applied to the vectors of J., converges to the identical mapping of J. on itself as e -O 0. An equivalent formulation hereto is that the mapping U(O) UJ ( If the convergence of u + ew to u is reversibly continuous, the existence of the normal forms (2) Conversely, let us assume that u and w are of dimension n, u of rank r, and the coefficient of nr in u + ew does not vanish. The same holds then for u' = fuaand w' = lwa'-and we can choose ,3 and a so that u' = $ua-1 have the form given in (2). Furthermore, the algebraic complement of any element in the first r rows of u' + Cw'J goes to zero at least as (n r Hence, the ratio of such a complement to the determinant |u' + EW'|, i.e., any element in the first r rows of (u' + Ew')-', converges to a finite number (or to 0) as e 0. It follows that the elements in the first r rows of (W' + Ew') -1u' converge to the same numbers to which the corresponding elements of (u' + ew') 1(u' + ew') converge. Hence, as far as the first r rows are concerned
(4a) However (4a) is clearly correct also as far as the last n -r rows are concerned because these vanish on both sides because of the form (2) of u' = $ua-1. Hence, (4a) follows from the premises and since a and d are independent of e, this holds also for (4).
1 Inonu, E., and Wigner, E. P., these PROCEEDINGS, 39, 510 (1953) . Communicated by J. von Neumann, December 11, 1953 Consider a matrix A = (aij) of m rows and n columns with non-negative elements.
(1)
We let sj = s/n) for short, and let flA = max (s1, 40, 1954 
