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Résumé
Nous proposons une nouvelle lasse de CSP binaires
appelés CSP extrêmaux. Les CSP de ette lasse sont in-
onsistants mais deviendraient onsistants si n'importe
quel ouple de valeurs interdit devenait autorisé. Etant
inonsistants, ils ne sont pas traitables ave des mé-
thodes de réparation loale. Comme ils autorisent un
nombre très élevé de solutions partielles presque om-
plètes, ils peuvent être très diiles à résoudre à l'aide
de méthodes de reherhe arboresente intégrant le l-
trage des domaines. Il faudra don trouver de nouvelles
méthodes pour les résoudre. Nous présentons un algo-
rithme simple de génération de CSP extrêmaux. Nous
onstatons expérimentalement que les CSP extrêmaux
équilibrés sont beauoup plus longs à résoudre que les
CSP aléatoires dits diiles de même taille. Nous pré-
sentons aussi un shéma d'algorithme suseptible d'être
performant sur des problèmes diiles, dès lors qu'on
sera en mesure de générer susamment rapidement des
CSP extrêmaux.
Abstrat
We present a new lass of binary CSPs alled ex-
tremal CSPs. The CSPs of this lass are inonsistent
but would beome onsistent if any pair of variable assi-
gnments among the forbidden ones was allowed. Being
inonsistent, they annot be solved by any loal repair
method. As they allow a great number of partial (almost
omplete) solutions, they an be very hard to solve with
tree searh methods integrating domain ltering. We de-
sign a simple algorithm for generating extremal CSPs.
We experiment that they are muh harder to solve than
random CSPs of same size at the omplexity peak. We
show how the onept of extremality an be useful to
dene new means of deiding the onsisteny of CSPs.
In partiular, we propose a new algorithm whih should
be eient on the hardest CSPs if we an nd a way of
generating extremal CSPs quikly.
1 Introdution
Bien que la résolution de problème de satisfation
de ontraintes soit un problème NP-omplet, on sait
que seule une petite partie de l'ensemble des CSP est
diile à résoudre ave les méthodes utilisées jusqu'à
présent. Lorsque le problème ontient beauoup de so-
lutions assez uniformément réparties dans l'espae de
reherhe, les méthodes de réparation loale sont e-
aes. Lorsqu'un problème est fortement surontraint,
une reherhe arboresente assoiée à une méthode
inomplète de détermination d'inonsistane de solu-
tions partielles peut permettre de montrer rapidement
que le problème n'a pas de solution. Ce sont les pro-
blèmes qui résistent à es deux types de méthodes qui
sont habituellement onsidérés omme diiles.
Des aratérisations de problèmes diiles ont été
trouvés pour les CSP aléatoires dénis par un er-
tain nombre de paramètres (nombre de variables,
taille des domaines, densité du graphe et dureté des
ontraintes). Dans e modèle, les CSP dont le paramé-
trage fait qu'ils ont une probabilité de 0.5 de posséder
une solution sont en moyenne plus longs à résoudre que
les autres. L'inonvénient de ette aratérisation est
qu'elle ne donne pas une propriété qui garantit la di-
ulté du problème mais seulement une probabilité plus
forte qu'il soit diile à résoudre. Par ailleurs, il a été
proposé d'autres propriétés générales pouvant expli-
quer la diulté de résolution de ertains problèmes :
taille du "bakbone", de la "bakdoor" minimale, du
noyau inonsistant, et. Mais es propriétés ne per-
mettent pas de dérire préisément la struture d'un
problème diile.
Ce que nous proposons ii, 'est une desription
simple mais très préise de e que sont les CSP les plus
diiles à traiter ave les méthodes de résolution a-
tuelles. Pour ei, nous expliquons d'abord e qui fait
qu'un problème est intrinséquement diile à résoudre
grâe aux tehniques atuelles (setion 2), puis nous
introduisons la lasse des CSP extrêmaux, qui inlut
les problèmes les plus diiles (setion 3). Nous don-
nons des propriétés des CSP extrêmaux et indiquons
en quoi les étudier peut aider à dénir de nouvelles mé-
thodes pour déider de la onsistane de CSP. Ensuite,
nous indiquons omment générer les CSP extrêmaux
(setion 4). Puis, nous générons des CSP extrêmaux
équilibrés, les plus diiles de leur lasse, et vérions
expérimentalement qu'à taille de problème égale les
CSP extrêmaux équilibrés sont beauoup plus longs à
résoudre que les CSP aléatoires au pi de omplexité
(setion 5).
2 Les CSP diiles
Nous nous plaçons dans le adre des CSP binaires,
haun déni par un triplet (X, D, C), où X={x1,
..., xn} est l'ensemble des variables, D={D1, ..., Dn}
est l'ensemble des domaines disrets et nis de valeurs
que peuvent prendre les variables et C est l'ensemble
des ontraintes, ontenant tous les ouples d'aeta-
tions de variables autorisés. Nous dirons que le CSP
est onsistant s'il possède une solution (un ensemble
A d'aetations de toutes es variables tels que tout
ouple d'aetations de A appartient à C).
Les proédures de reherhe arboresente que nous
onsidérons sont elles qui ltrent dynamiquement les
domaines en maintenant un ertain niveau de onsis-
tane partielle, tel que Forward-Cheking, MAC, et.
Ces proédures peuvent inlure des améliorations qui
utilisent le retour-arrière intelligent (Bakjumping),
l'apprentissage par l'éhe (Nogood reording, Dyna-
mi baktraking), et.
Dénition 1 Arbre de reherhe minimal (d'une pro-
édure de reherhe)
Etant donnée une proédure de reherhe arboresente,
l'arbre de reherhe minimal d'un CSP inonsistant est
elui qui résulte d'une suite de hoix (dynamiques) op-
timaux de prohaine variable à aeter qui fait que le
nombre global de noeuds générés est minimal.
En d'autres termes, parmi l'ensemble des arbres de
reherhe que l'on peut obtenir en variant à un mo-
ment ou à un autre un ertain nombre de hoix de va-
riable, l'arbre minimal est elui qui ontient le moins
de n÷uds. Cet arbre de reherhe est un arbre de
preuve d'inonsistane, haque n÷ud représentant une
étape élémentaire de la preuve. Cette étape élémen-
taire doit être de omplexité polynomiale et elle dé-
pend de la proédure de résolution mise en oeuvre. Un
problème est don diile s'il n'existe pas de preuve
ourte de son inonsistane.
Nous pourrions généraliser la dénition de l'arbre de
reherhe minimal pour qu'elle englobe aussi les CSP
onsistants. Mais ça n'aurait auun intérêt par rap-
port à notre dénition de la diulté ar, pour tout
problème onsistant, il existe une preuve de longueur
linéaire en fontion du nombre de variables qui montre
sa onsistane : elle qui onsiste à eetuer une suite
d'aetations de variables ave les valeurs d'une solu-
tion. En onséquene, nous onsidérerons que les CSP
onsistants sont intrinséquement failes pour la raison
qu'il existe une preuve ourte de leur onsistane
1
.
Dénition 2 Diulté des CSP inonsistants
Un CSP inonsistant C1 est plus diile qu'un CSP
inonsistant C2 pour une proédure de reherhe arbo-
resente donnée si l'arbre de reherhe minimal de C1
est plus grand que elui de C2.
Notre but est de mettre à jour les CSP qui sont
diiles pour toute proédure de reherhe arbores-
ente. Remarquons que les proédures qui intègrent le
retour arrière intelligent ou l'apprentissage par l'éhe
permettent essentiellement de pallier les eets néfastes
de mauvais hoix de variables. Le Bakjumping "bak-
trake" omme si la dernière variable avait été hoisie
juste après les autres variables oupables des éhes
sur ette variable. Le Dynami baktraking réordonne
les variables a posteriori pour retrouver l'ordre qu'il
aurait mieux valu hoisir. En onséquene, meilleure
est l'heuristique de hoix de variable, plus le gain ap-
porté par es méanismes est limité. C'est pourquoi
nous simplierons notre étude en ne onsidérant que
les méthodes de reherhe qui inluent seulement des
tehniques (préditives) de ltrage des domaines.
3 CSP extrêmaux
Pour des ensembles de variables X et de domaines
D donnés, nous allons présenter une lasse de CSP qui
a la propriété informelle suivante : tout CSP possé-
dant aussi l'ensemble de variables X et l'ensemble de
domaines D mais qui n'est pas dans ette lasse est
tel qu'il existe toujours un CSP de ette lasse qui est
plus diile que lui, quel que soit le niveau de onsis-
tane partielle maintenu par la proédure de reherhe
arboresente utilisée. L'idée est qu'il sut de savoir
résoudre tous les CSP de ette lasse pour être a-
pable de résoudre n'importe quel CSP qui possède es
mêmes variables et es mêmes domaines. Nous don-
nons maintenant une dénition préise des membres
de ette lasse, appelés problèmes extrêmaux.
1
Il est bien évident qu'en pratique il ne sut pas qu'il existe
une preuve ourte pour qu'elle soit faile à trouver. La notion
de diulté que nous introduisons ii dière de elle qui est ha-
bituellement utilisée, qui est liée au temps moyen de résolution
et non à la longueur minimale de la preuve.
Dénition 3 CSP extrêmal
Un CSP est dit extrêmal s'il est inonsistant et si
l'ajout de n'importe quel ouple d'aetations de va-
riable autorisé dans l'ensemble des ontraintes le ren-
drait onsistant.
Les CSP extrêmaux sont saturés de solutions par-
tielles impliquant n − 1 aetations de variables. Ils
sont don potentiellement diiles à résoudre par des
méthodes de reherhe arboresente ar les méthodes
de ltrages de domaines par maintien d'un ertain ni-
veau de ohérene (ohérene d'ar, de hemin, et)
peuvent souvent s'avérer totalement inopérantes. Leur
diulté relative s'explique ainsi :
 Si on ajoute un ouple d'aetations de variable à
un CSP extrêmal, il possède au moins une solution
et don une méthode de reherhe arboresente ou
de réparation loale est suseptible de trouver une
solution rapidement.
 Si on lui retire un ouple d'aetations de va-
riable, on introduit des possibilités supplémen-
taires de baktraker (à ause de e ouple de-
venu interdit) à la méthode de reherhe arbo-
resente et on lui évite l'exploration de ertains
sous-arbres. En d'autres termes, on a ajouté un
nogood (ie, une ontrainte redondante) don la
preuve de l'inonsistane peut être raourie.
Pour es raisons, haque CSP extrêmal est norma-
lement plus diile à traiter que beauoup d'autres
CSP : eux qui autorisent les mêmes ouples de va-
leurs mais auxquels on a soit ajouté soit retiré des
ouples de valeurs autorisés. Bien évidemment, le fait
qu'un CSP soit extrêmal ne garantit pas qu'il soit in-
trinséquement diile mais il garantit une diulté
relative par rapport à tout un ensemble d'autres CSP
de même taille.
Nous allons maintenant transposer le modèle de
CSP sous la forme d'un problème sur les graphes
an de failiter l'appréhension et la aratérisation des
CSP extrêmaux. Les CSP binaires sont représentables
sous forme de graphes simples olorés par e qu'on
appelle leur mirostruture.
Dénition 4 Mirostruture d'un CSP
La mirostruture d'un CSP est un graphe oloré dont
haque sommet orrespond à une aetation d'une de
ses variables ave une valeur de son domaine, dont
haque arête orrespond à un ouple de valeurs auto-
risé et dont haque sommet est oloré par son numéro
de variable.
La mirostruture d'un CSP possédant n variables est
un graphe n-partite n-oloré (haque partie a une ou-
leur spéique). Il est onsistant s'il ontient une n-
lique (un sous-graphe omplet à n sommets). Nous
pouvons don maintenant redénir les CSP extrêmaux
dans le adre des graphes.
Dénition 5 CSP extrêmal (2)
Un CSP est dit extrêmal si sa mirostruture est telle
qu'elle ne ontient auune n-lique mais que l'ajout de
n'importe quelle arête entre deux sommets de ouleur
diérente ferait apparaître une n-lique.
A titre d'exemple, nous donnons en gure 1 les 4
strutures possibles de CSP extrêmaux lorsqu'il y a 3
variables dont haun des domaines est de taille 2.
Fig. 1  Les 4 strutures de CSP extrêmaux ayant 3
variables dont les domaines sont de taille 2. Les ellipses
entourent les sommets de même ouleur. Il n'y a auun
triangle. Toute nouvelle arête liant deux sommets de
ouleur diérente réerait au moins un triangle.
La théorie des graphes extrêmaux est l'étude de la
façon dont la struture intrinsèque de graphes leur as-
sure l'existene de ertaines propriétés, telle que l'exis-
tene de liques ou la oloriabilité. Par exemple, le
théorème de Turan [16℄ montre l'uniité de T(n,k),
le graphe à n sommets sans k-lique qui maximise
le nombre d'arêtes. Ce qui signie qu'un graphe à n
sommets ayant plus d'arêtes ontient au moins une
k-lique. La proposition 2 donne un résultat similaire
(mais il n'y a pas uniité du graphe) pour les graphes
n-partite sans n-lique. Les mirostrutures de CSP
extrêmaux sont ainsi une forme de graphes extrêmaux.
A notre onnaissane, leurs propriétés n'ont pas enore
été étudiées.
3.1 Les CSP extrêmaux pour déider de la onsis-
tane
La onsidération des CSP extrêmaux permet d'ob-
tenir un nouveau moyen de déider de la onsistane
d'un CSP.
Proposition 1 Un CSP est inonsistant si et seule-
ment si sa mirostruture est un graphe partiel (au
sens large) de la mirostruture d'un CSP extrêmal
ayant les mêmes variables et les mêmes domaines.
Preuve 1 Il est évident que tout CSP dont la miro-
struture est un graphe partiel de elle d'un CSP ex-
trêmal est inonsistant ar e CSP extrêmal est lui-
même inonsistant. Considérons maintenant un CSP
inonsistant. Soit on ne peut ajouter une arête à sa mi-
rostruture de telle façon que la mirostruture résul-
tante soit elle d'un CSP inonsistant et alors on avait
aaire à un CSP extrêmal, soit on peut ajouter une
arête qui maintienne l'inonsistane et on obtient un
nouveau graphe. Dans e dernier as, on peut réitérer
la tentative d'ajout d'arête préservant l'inonsistane.
Mais au bout d'un nombre ni d'itérations, on abou-
tira forément à une mirostruture de CSP onsis-
tant ar toute mirostruture est un graphe partiel du
graphe n-partite omplet (onsistant). Don toute mi-
rostruture de CSP inonsistant est un graphe partiel
de mirostruture de CSP extrêmal.
En admettant qu'il est plus diile de montrer qu'il
n'existe pas de n-lique dans un graphe que dans un
de ses graphes partiels, nous pouvons onsidérer que
si nous disposons d'une méthode eae sur les CSP
extrêmaux alors elle doit être enore plus eae sur
tous les autres CSP.
3.2 Les CSP extrêmaux pour montrer la onsis-
tane
L'étude des propriétés des CSP extrêmaux peut per-
mettre d'obtenir des moyens de déterminer rapidement
la onsistane de ertains CSP. En voii un exemple
simple.
Proposition 2 Le nombre maximum d'arêtes dans
la mirostruture d'un CSP extrêmal ayant n va-
riables et dont les domaines sont D1, ..., Dn est
(
∑i=n−1
i=1
∑j=n
j=i+1 |Di|.|Dj |) − d1.d2 où d1 et d2 sont
les tailles des deux plus petits domaines.
Preuve 2 Considérons le CSP n'ayant auune
ontrainte dont les domaines sont D1, ..., Dn,
'est-à-dire elui dont la mirostruture est un
graphe n-partite omplet. Ce graphe ontient∑i=n−1
i=1
∑j=n
j=i+1 |Di|.|Dj | arêtes et
∏i=n
i=1 |Di| n-
liques (ie, solutions). Si on retire une arête entre
deux sommets dont les tailles des parties sont |Di|
et |Dj |, on fait disparaître
Q
k=n
k=1
|Dk|
|Di|.|Dj |
n-liques. Pour
maximiser le nombre de n-liques enlevées, il faut
minimiser le produit |Di|.|Dj |, 'est-à-dire hoisir les
plus petits domaines, dont les tailles seront notées
d1 et d2. Lorsqu'on va retirer d'autres arêtes, on ne
pourra pas retirer plus de n-liques que la première
fois. Mais on pourra en retirer autant : il sut de
retirer une nouvelle arête liant des sommets assoiés
aux mêmes variables que pour la première arête.
Lorsqu'on aura retiré toutes les arêtes entre es
deux variables, il n'y aura plus de n-liques et il
restera(
∑i=n−1
i=1
∑j=n
j=i+1 |Di|.|Dj |)− d1.d2 arêtes dans
la mirostruture.
La mirostruture en haut à gauhe de la gure 1 pré-
sente une telle mirostruture de CSP extrêmal dont
on a retiré toutes les arêtes entre deux variables à
partir du graphe tripartite omplet. Remarquons que
plusieurs types de CSP extrêmaux peuvent avoir le
nombre maximal d'arêtes. Par exemple, elui en haut
à droite de la gure 1 possède aussi 8 arêtes.
Cette propriété portant sur les CSP extrêmaux nous
permet d'en obtenir une sur la onsistane des CSP
généraux.
Proposition 3 Tout CSP ayant n variables, dont
les domaines sont D1, ..., Dn et dont la mi-
rostruture ontient stritement plus de A =
(
∑i=n−1
i=1
∑j=n
j=i+1 |Di|.|Dj|) − d1.d2 arêtes, où d1 et
d2 sont les tailles des deux plus petits domaines, est
onsistant.
Preuve 3 D'après la proposition 2, toute mirostru-
ture de CSP ayant plus de A arêtes n'est pas elle d'un
CSP extrêmal et n'est pas non plus elle d'un de ses
graphes partiels, don, d'après la proposition 1, elle
n'est pas la mirostruture d'un CSP inonsistant.
Nous avons don une méthode de omplexité tempo-
relle en Θ(n2) qui peut permettre d'établir qu'un CSP
est onsistant sans trouver de solution. Evidemment,
ette méthode ne peut pas déterminer l'inonsistane
de CSP et elle n'est apable d'établir la onsistane
que d'un nombre très restreint de CSP. Nous l'avons
évoqué ii pour illustrer la possibilité d'avoir des mé-
thodes de omplexité faible permettant de déterminer
la onsistane de CSP en étudiant les CSP extrêmaux.
Des propriétés de CSP extrêmaux plus utiles restent à
trouver.
3.3 Les CSP extrêmaux pour montrer l'inonsis-
tane
Maintenant, nous allons voir qu'on peut aussi dénir
des méthodes de preuve d'inonsistane en se basant
sur les CSP extrêmaux. Lorsqu'on fait une reherhe
arboresente pour résoudre un CSP, on herhe à dé-
terminer si sa mirostruture ontient une n-lique. Si
on trouve une n-lique, on s'arrête ar on a établi la
onsistane. Mais e n'est qu'après avoir épuisé toutes
les ombinaisons de sommets que l'on peut établir l'in-
onsistane. Grâe à la notion de CSP extrêmal, nous
pouvons dénir un algorithme qui essaie de déterminer
si la mirostruture d'un CSP est un graphe partiel
de mirostruture d'un des CSP extrêmaux qui ont
les mêmes variables et domaines. Un tel algorithme
peut s'arrêter et onlure à l'inonsistane du CSP
dès qu'un CSP extrêmal dont il est le graphe par-
tiel est trouvé. La gure 2 présente et algorithme. Il
présuppose l'existene d'une proédure d'énumération
des CSP extrêmaux qui ont le même ensemble de do-
maines que le CSP à résoudre, ainsi qu'une proédure
de test d'isomorphisme de graphe partiel. Cet algo-
rithme onsidère haun des CSP extrêmaux et s'ar-
rête en onluant à l'inonsistane dès que le test d'iso-
morphisme de graphe partiel est positif. Par ontre, si
le CSP est onsistant, il le vérie en énumérant tous
les CSP extrêmaux assoiés et en onstatant qu'il n'est
le graphe partiel d'auun d'entre eux. L'intérêt de et
algorithme est que l'inonsistane peut être détermi-
née très tt, dès les premiers tests d'isomorphisme de
graphe partiel, si on est apable d'énumérer les CSP
extrêmaux dans un ordre hoisi par une bonne heuris-
tique.
proedure est-inonsistant(P)
pourtout G ∈ Frontiere(P) faire
si P est isomorphe à un graphe partiel de G
retourne VRAI
retourne FAUX
Fig. 2  La proédure est-inonsitant(P), qui per-
met de déterminer l'inonsistane d'un CSP en géné-
rant des CSP extrêmaux.
Remarquons quand même que le problème du test
d'isomorphisme de graphe partiel, qui est un as par-
tiulier du test d'isomorphisme de sous-graphe, est un
problème NP-omplet. Cependant, il est d'autant plus
faile que le graphe partiel est prohe du graphe de
référene. En partiulier, le problème du test d'iso-
morphisme de graphe
2
est onsidéré omme plus fa-
ile (et est résolu très eaement en pratique) bien
que personne n'ait démontré jusqu'à présent s'il est
NP-omplet ou pas. Or, la possibilité de résoudre e-
aement des CSP inonsistants qui sont prohes des
CSP extrêmaux nous intéressent partiulièrement ar
ils font partie de eux qui posent le plus de diultés
aux méthodes de reherhe arboresente usuelles. Cet
algorithme est don suseptible d'être plus eae sur
les problèmes onsidérés habituellement omme di-
iles et ineaes sur les problèmes qu'on sait déjà
failement résoudre. Mais avant tout, pour appliquer
ette méthode, il nous faudrait savoir énumérer rapide-
ment les CSP extrêmaux. Ce problème est non trivial,
omme nous allons le voir dans la setion suivante.
2
qui détermine si deux graphes sont isomorphes ou pas.
4 Génération des CSP extrêmaux
L'algorithme de test d'inonsistane de la gure 2
néessite une proédure eae de génération de CSP
extrêmaux pour être elle-même eae. D'une manière
générale, la génération eae de graphes ayant er-
taines propriétés est un problème qui peut être plus
ou moins diile en fontion de la propriété de es
graphes. La diulté est de ne pas générer de graphes
isomorphes entre eux ar ils sont équivalents. Deux
graphes sont isomorphes s'il existe une bijetion des
sommets de l'un vers les sommets de l'autre et que
ette bijetion appliquée à l'ensemble des arêtes de
l'un donne les arêtes de l'autre. Une lasse d'isomor-
phisme représente l'ensemble des graphes isomorphes
entre eux. Une proédure de génération de graphes res-
petant ertaines propriétés (dans notre ontexte : être
une mirostruture de CSP extrêmal) ne doit idéale-
ment générer qu'un seul représentant, appelé graphe
anonique, par lasse d'isomorphisme. C'est d'autant
plus ruial que le ardinal d'une lasse d'isomor-
phisme ontenant des graphes de n sommets est n!
(le nombre de permutations de l'ensemble des som-
mets qui produisent un graphe diérent) si ses graphes
ne ontiennent pas d'automorphisme (de permutation
qui laisse le graphe inhangé), e qui est le as de
la majorité des graphes. Les seules lasses d'isomor-
phisme qui ne ontiennent qu'un représentant sont
elles ontenant un graphe omplet ou un graphe sans
arête. Par exemple, la lasse d'isomorphisme de CSP
extrêmaux qui est représentée en bas à droite de la -
gure 1 ontient le CSP dont tous les domaines sont {1,
2} et dont toutes les ontraintes sont des ontraintes
de diérenes. Elle ontient aussi les trois CSP ave
les mêmes domaines mais une seule ontrainte de dié-
rene et deux ontraintes d'égalité. Pour passer du pre-
mier CSP à l'un des trois autres, il sut de permuter
deux valeurs du domaine de l'une des trois variables.
Les 4 lasses d'isomorphisme des CSP extrêmaux à 3
variables dont les domaines sont {1, 2} ontiennent en
tout 33 CSP diérents.
Il existe des proédures générales de génération de
graphes sans isomorphe qui imposent des onditions
sur la anoniité, les plus onnus étant les orderly al-
gorithm [14℄, mais ils n'expliitent pas un test de a-
noniité qui soit eae. A notre onnaissane, un tel
test eae n'a pas enore été trouvé dans un ontexte
général (si tant est qu'il existe). Par ontre, il existe
des proédures spéialisées pour générer eaement
les graphes qui ont ertaines propriétés : les arbres, les
graphes ubiques (ie, dont tous les sommets ont de-
gré 3) [2℄ et plus généralement, les graphes ayant des
propriétés héréditaires
3
[8℄. Nous n'avons pas enore
3
Une propriété d'un graphe est héréditaire si tous ses sous-
trouvé d'algorithme eae de génération de CSP ex-
trêmaux et ette partie du travail reste don à faire.
Par ontre, il est beauoup plus faile de trouver un
algorithme de génération de CSP extrêmaux si on ne
se souie ni de sa rapidité ni du problème de redon-
dane dû aux isomorphismes. Un tel algorithme sera
quand même utile pour la raison suivante. La lasse
des problèmes extrêmaux inlut l'ensemble des pro-
blèmes les plus diiles à résoudre par les méthodes
arboresentes habituelles. Si des améliorations de es
méthodes sont apables de résoudre eaement tous
les CSP extrêmaux alors on pourra onsidérer que 'est
aussi vrai pour tous les CSP inonsistants. Or, nous
avons tout notre temps pour générer des séries de CSP
extrêmaux qui pourraient servir de bibliothèques de
problèmes destinés à éprouver les tehniques de réso-
lution traditionnelles ou leurs améliorations.
proedure genere-extrêmaux(P, A)
S = herhe-solution(P)
si S = nil
ahe P
retourne VRAI
sinon
pourtout e ∈ S ∩ A faire
si genere-extrêmaux(P\{e}, A\S) = VRAI
retourne VRAI
retourne FAUX
Fig. 3  La proédure genere-extrêmaux(P, A), qui
permet de générer des CSP extrêmaux qui sont des
graphes partiels de P.
La proédure genere-extrêmaux(P, A) (gure 3)
permet de générer des CSP extrêmaux qui sont des
graphes partiels de P. Au départ P et A sont tous
les deux le même graphe n-partite omplet. La pro-
édure onsiste à herher itérativement une solution
au problème et à la faire disparaître de e problème,
jusqu'à e qu'il ne reste plus de solution. Si P ontient
une n-lique S, on essaie toutes les façons de retirer
une arête de S ∩ A, où A est l'ensemble des arêtes
qu'on s'autorise enore à retirer. Puis, on retire une
arête de P et on retire de A toutes les arêtes de S. De
ette manière, on sait que si on rajoutait ette arête
plus tard, on ferait à nouveau apparaître S puisque les
autres arêtes qui forment S seront toujours présentes.
Ainsi, après avoir retiré un ertain nombre d'arêtes
selon e shéma, lorsqu'on arrive à une mirostru-
ture qui n'a plus de n-lique, on garantit que toute
arête qu'on ajouterait à la mirostruture ferait ap-
paraître (au moins) une n-lique, e qui orrespond
bien à un CSP extrêmal. Notons deux inonvénients à
graphes possèdent aussi ette propriété.
notre proédure : elle n'a pas de garantie de omplé-
tude (uniquement de orretion) et elle est inutilisable
par la proédure est-inonsitant(P) ar elle utilise
elle-même une méthode déjà apable de déteter l'in-
onsistane de CSP extrêmal. En pratique, elle génère
tous les CSP extrêmaux ayant 3 variables de taille 2.
Nous n'avons pu vérier si elle restait omplète ave
des valeurs plus élevées à ause du nombre extrême-
ment grand de CSP extrêmaux qui en résulte. Quoi
qu'il en soit, elà nous sut pour générer autant de
CSP extrêmaux que l'on veut pour réer des CSP dif-
iles à résoudre par les méthodes arboresentes exis-
tantes.
5 Les CSP extrêmaux diiles
Nous avons tout d'abord essayé de générer des CSP
extrêmaux de telle manière que le retrait d'arête soit
fait aléatoirement. Les temps de résolution obtenus
étaient toujours très faibles. Cei s'explique faile-
ment. Même si la dénition d'un CSP extrêmal garan-
tit que si un CSP n'est pas extrêmal alors il existe un
CSP extrêmal qui est plus diile à résoudre que lui
par une méthode de reherhe arboresente, il existe
des CSP extrêmaux qui sont plus failes à résoudre
que des CSP non extrêmaux. Par exemple, le CSP
extrêmal qui orrespond à un graphe n-partite dont
on a retiré toutes les arêtes entre deux parties (f le
graphe en haut à gauhe de la gure 1) est un CSP
qui interdit tout ouple de valeurs entre deux des va-
riables. Une simple reherhe en profondeur d'abord
sans ltrage mais ave une heuristique de hoix de va-
riable qui hoisit la variable de plus faible degré est
apable de le résoudre en baktrakant systématique-
ment sur la deuxième variable hoisie. Par ailleurs,
seul le CSP représenté en bas à droite de la gure
1 est ar-onsistant. Par ontre, lorsque les CSP ex-
trêmaux ont plus de variables et des domaines de plus
grande taille, presque tous es CSP ont un degré de o-
hérene partielle élevé : haque valeur a de nombreux
supports dans tous les domaines puisqu'elle appartient
à de nombreuses (n-1)-liques.
Comme nous l'avons vu, pour qu'un CSP (extrê-
mal ou non) soit le plus diile possible, il faut que
son temps de résolution soit le moins sensible possible
à l'ordre de hoix des variables eetués par une re-
herhe arborsente. Sinon, il y aurait de gros éarts
de temps de résolution et ela impliquerait qu'il existe
un temps de résolution faible pour un ordre de hoix
de variable donné. Le problème ne serait don pas di-
ile en soi. A l'opposé, s'il est omplètement insensible
à l'ordre du hoix de variable, 'est qu'il est omplé-
tement symétrique (omme le CSP en bas à droite de
la gure 1). En eet, tout hoix entre des alternatives
symétriques est indiérent ar il mène à des situations
équivalentes. An de générer des CSP extrêmaux réel-
lement diiles, nous avons fait en sorte de minimiser
l'éart de degré entre leurs sommets de plus haut et
de plus bas degré. Cela s'intègre très failement dans
la proédure genere-extrêmaux en faisant en sorte de
hoisir de retirer de P en premier l'arête qui maintient
l'éart de degré le plus petit. L'équilibre entre les de-
grés des sommets favorise l'apparition des symétries
mais ne la garantit pas du tout.
An de vérier la diulté des CSP extrêmaux équi-
librés, après les avoir généré grâe à notre proédure,
nous les avons résolu à l'aide d'une reherhe arbores-
ente lassique : un Forward-Cheking ave l'heuris-
tique de hoix de variable dynamique dom/deg (taille
du domaine divisé par le degré de la variable dans
le graphe de ontraintes). Le tableau 1 indique le
nombre moyen de retours arrières et le nombre moyen
de n÷uds de l'arbre de reherhe des 100 premiers CSP
extrêmaux générés pour haque paramétrage (nombre
de variables, taille des domaines). En regard, nous
avons indiqué les résultats (ave la même proédure
de résolution) pour les CSP aléatoires de [7℄ de même
taille les plus diiles, 'est-à-dire eux dont le graphe
de ontraintes est omplet et dont la valeur de dureté
des ontraintes maximise le temps moyen de résolu-
tion (problèmes au pi de omplexité). Les temps de
résolution ne sont pas indiqués ar ils sont presque
toujours trop faibles pour être mesurés (inférieurs à
0.01 seonde) sauf pour les CSP extrêmaux ave 25
variables qui ont des temps moyens de résolution de
0.04 seondes.
Nous pouvons onstater que les CSP extrêmaux
équilibrés que nous générons sont beauoup plus di-
iles à résoudre que les CSP aléatoires générés au seuil,
à nombre de variables et à taille de domaine égaux.
Nous avons don bien trouvé une méthode de généra-
tion de problèmes plus diiles ('est-à-dire, plus long
à résoudre en moyenne) que les CSP aléatoires les plus
diiles générés de façon lassique.
L'autre aratéristique des CSP que nous avons ob-
tenu est que leur diulté n'est pas forément une
fontion roissante du nombre de variables et de la
taille de leurs domaines. Nous avons onjeturé la
ause suivante. Comme l'égalité de degré entre les som-
mets est une ondition de symétrie néessaire mais non
susante, notre proédure a pu obtenir des CSP très
symétriques dans ertains as mais pas symétriques
dans d'autres as. Pour vérier ette onjeture, nous
avons déterminé le nombre d'orbites des mirostru-
tures générées, grâe à Nauty [9℄. L'orbite d'un som-
met dans un graphe est l'ensemble des sommets dont
il peut être l'image par un automorphisme (une per-
mutation des sommets qui laisse le graphe inhangé),
'est-à-dire l'ensemble des sommets interhangeables
auquel e sommet appartient. Ainsi, plus le nombre
d'orbites dans un graphe est grand, moins il ontient
de symétries. Si le nombre d'orbites est égal au nombre
de sommets, il n'y a pas de symétrie. Expérimentale-
ment, nous onstatons en eet que les CSP partiuliè-
rement diiles sont eux qui ont un ertain nombre
de symétries : les problèmes ayant 25 variables de do-
maine de taille 4 ont 90 orbites en moyenne (e qui
signie que 10 de leurs sommets appartiennent à des
symétries) tandis que les autres problèmes n'ont pas
de symétries. La onnaissane de es symétries peut
être extrêmement utile pour aélérer la résolution de
es CSP grâe à des méthodes de traitement de sy-
métries [4, 12, 10, 1, 5, 13℄. Cependant, il n'en reste
pas moins que les CSP qui n'ont pas de symétries sont
quand même bien plus diiles que les CSP aléatoires
de même taille. Sans avoir de symétrie, ils possèdent
une ertaine régularité et un niveau de onsistane
partielle très élevé qui met en éhe les heuristiques
de hoix de variables et les tehniques de ltrage de
domaines.
6 Travaux onnexes
La reherhe de propriétés aratérisant la diulté
des CSP ou des problèmes SAT est très ative depuis
une dizaine d'années. Un ertain nombre de travaux
essaient de déterminer quels paramétrages de CSP
aléatoires rendent les problèmes diiles et pourquoi
[17, 15℄. D'autres travaux remarquent une grande va-
riabilité dans le temps de résolution de ertains pro-
blèmes onsistants. Dans [6℄, on montre qu'il est pos-
sible d'éviter à une reherhe de se perdre dans un
grand sous-espae sans solution en introduisant de
l'aléatoire dans ertains hoix de valeurs et en arrê-
tant puis en relançant la proédure plusieurs fois. Cer-
tains problèmes onsistants qui paraissaient diiles
ne le sont don plus du moment qu'on s'autorise à
revenir sur ertains hoix de valeurs avant la n de
l'exploration d'un sous-arbre. Mais, dans [11℄ est dé-
nie la notion de "bakbone" qui aratérise l'ensemble
des aetations de variables que ontiennent toutes les
solutions d'un problème. Il y est montré que plus la
taille du "bakbone" est grande, plus le problème est
diile. Les problèmes onsistants qui ont un grand
"bakbone" sont don intrinsèquement plus diiles
que les autres ar il y a un grand nombre de variables
pour lesquelles une seule valeur orrete est possible si
on veut obtenir une solution.
La notion de "bakdoor" [18℄ est utilisée pour a-
ratériser une aetation d'un sous-ensemble des va-
riables du problème qui permet à une proédure de
faible omplexité de onlure à la onsistane du pro-
CSP extrêmaux équilibrés CSP aléatoires diiles
n d # BT # n÷uds # BT # n÷uds
13 8 251 (247-255) 503 (499-507) 11 (0-22) 93 (13-183)
17 6 115 (108-142) 365 (323-512) 10 (0-20) 99 (17-185)
22 5 78 (6-209) 223 (36-575) 7 (0-17) 94 (22-185)
25 4 12821 (5049-30070) 43022 (20948-102431) 6 (5-10) 50 (32-70)
Tab. 1  Comparaisons du nombre moyen de retours-arrière (BT) et de n÷uds pour diérentes tailles de pro-
blèmes entre les 100 premiers CSP extrêmaux générés par la proédure genere-extrêmaux et 100 instanes des
CSP aléatoires les plus diiles. (Les résultats moyens sont suivis de leur intervalle de valeurs entre parenthèses.
blème. Plus la plus "bakdoor" de taille minimum
est grande, plus le problème est diile pour la mé-
thode de résolution utilisée. D'autres travaux s'inté-
ressent aux problèmes inonsistants, omme dans le
présent artile. Le onept le plus prohe de elui
de CSP extrêmal est peut-être elui de noyau insa-
tisable (unsatisable ore) pour SAT [3℄. Un noyau
insatisable minimum est le plus petit sous-ensemble
de lauses insatisable d'un problème SAT. Plus le
noyau insatisable minimum est grand, plus le nombre
d'étapes pour résoudre le problème est élevé. Un pro-
blème SAT diile peut don être déni omme un
problème dont toutes les lauses sont utiles à la dé-
monstration de son insatisabilité, e qui est le as
lorsque toutes ses lauses onstituent le noyau insa-
tisable minimum. Lui retirer une lause le rendrait
satisable, tout omme ajouter un ouple de valeurs
autorisé rend un CSP extrêmal onsistant.
Remarquons que toutes es propriétés de problèmes
diiles ne permettent pas de aratériser leur stru-
ture aussi nement que pour les CSP extrêmaux.
7 Conlusion et perspetives
Dans le but de aratériser préisément e qu'était
un CSP diile, nous avons introduit la lasse des
CSP extrêmaux. Nous avons montré expérimentale-
ment qu'en générant des CSP extrêmaux dont les som-
mets de la mirostruture ont des degrés voisins, on
peut obtenir des problèmes beauoup plus diiles à
résoudre que des CSP aléatoires de même taille au
pi de omplexité. Les CSP extrêmaux équilibrés sont
onçus pour mettre en éhe à peu près toutes les teh-
niques de résolution proposées jusqu'à présent : répa-
ration loale, reherhe arboresente ave ltrage, re-
tour arrière intelligent, heuristique de hoix de variable
ou de valeur, traitement des symétries. Ils onstituent
don un dé et néessitent l'élaboration de tehniques
de résolution nouvelles apables de les traiter eae-
ment. Dans ette perspetive, nous avons donné une
dénition de la onsistane d'un CSP en fontion de
la possibilité que la mirostruture d'un CSP soit un
graphe partiel de CSP extrêmal. Cela nous a onduit à
évoquer un nouveau shéma d'algorithme pour déider
de la onsistane de CSP. L'eaité de e shéma sur
les CSP diiles reste pour l'instant spéulative et né-
essite qu'on sahe générer rapidement des CSP extrê-
maux. C'est ette question ruiale qu'il nous faudra
maintenant traiter.
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