We consider a reaction-diffusion equation with Neumann boundary conditions and show that solutions to this problem may be obtained from a problem with periodic boundary conditions and equivariant under O(2) symmetry. We describe the solutions for Hopf bifurcation and mode interactions involving Hopf bifurcation, namely, steadystate/Hopf and Hopf/Hopf. Neumann boundary conditions constrain the solutions to fixed-point spaces of the original symmetry group. This allows us to describe branching and stability in the original problem by looking at previously studied problems with smaller isotropy. We also establish conditions under which solutions to problems with Neumann boundary conditions can be related to those of problems with Dirichlet boundary conditions.
Introduction
Consider a reaction-diffusion equation on [−π, π] given bẏ
where u = u(u 1 (ξ), u 2 (ξ)), D is a 2 × 2 matrix, f : R 2 × R → R 2 is a nonlinear mapping and λ is the bifurcation parameter as usual. We say that this problem has periodic boundary conditions (PBC, in the sequel) if u(−π) = u(π) and u (−π) = u (π). Gomes [6] proved that a solution u : [0, π] → R to a NBC problem can be reflected about the origin and extended periodically to produce an even solutionũ to the corresponding PBC problem on [−π, π]. This extension is done by definingũ (x) = u(x)if x ≥ 0 u(−x)if x < 0 .
The converse is also trivially true, that is, the restriction of an even solution u of a PBC from [−π, π] to [0, π] is a solution to the corresponding NBC (since u is smooth and even, NBC are automatically satisfied on [0, π]). Remark also that an even solution is a solution in Fix(κ) where
The natural symmetries for PBC are then those of the domain, [−π, π] which, when the ends are identified, is a circle. See Golubitsky and Stewart [4] . Hence, the natural setting for extracting information from a problem with PBC to one with NBC is that of O(2) symmetry.
Analogously, a solution to a DBC problem may be extended to R using u(x) = −u(−x) to obtain a solution to a PBC problem (see Gomes [6] ). We return to this issue in the final section.
Gomes together with other authors (see Gomes [7] , Gomes and Stewart [8, 9] and Crawford et. al. [2] ) has pursued the study of bifurcation problems with boundary conditions on rectangular domains. It was shown that hidden symmetries and change of genericity in solutions may occur. In Gomes and Stewart [8] the concern is with the solutions arising from Hopf bifurcation, including mode interactions. In this paper, we extend this study to Neumann boundary conditions and the case where the problem has O(2) symmetry. This setting can explain some patterns arising in the TaylorCouette experiment, as remarked by Crawford et. al. [2] and Golubitsky and Stewart [4] .
We use the solutions to the PBC problem withO(2) symmetry to swiftly obtain solutions to the NBC case. We consider single Hopf bifurcation as well as mode interactions of the types Hopf/Steady-state and Hopf/Hopf, respectively, in the next sections. The results obtained show how boundary conditions contrain the solutions. The occurrence of complicated phenomena such as heteroclinic cycles does not take place under NBC. We address this issue in section 5. In the last section, we present some results which connect Neumann to Dirichlet boundary conditions.
Single Hopf
The study of Hopf bifurcation with O(2) symmetry is the content of chapter XVII in Golubitsky et. al. [5] . We use their results and follow their notation.
Consider a system of ordinary differential equations (ODEs) on
where X is smooth and O(2)-equivariant and λ is the real bifurcation parameter. Note that, because we consider the standard action of O(2) which is absolutely irreducible on C, Hopf bifurcation takes place on C 2 . We assume the origin is a trivial solution which is stable subcritically and loses stability at λ = 0.
Recall that there exists a Liapunov-Schmidt reduction to a mapping
commuting with the action of O(2) × S 1 , whose zeros are in one-to-one correspondence with periodic solutions of the original system of period near 2π. Choose coordinates as in Golubitsky et. al. [5] such that the action of O(2) × S 1 is given by
To find solutions to the NBC problem we restrict the domain to Fix(κ) = {(z, z) : z ∈ C}. In this subspace, we have only two orbit types, namely, the trivial solution with full isotropy and periodic solutions of standing wave type (isotropy given by Z 2 ⊕ Z c 2 ). The invariant theory for the NBC problem may be obtained from Proposition XVII, 2.1 in [5] and is as follows
where p and q are O(2) × S 1 -invariant germs and the superscript T denotes the transpose.
Note that for the NBC problem we need only consider the reduced equation on C × R × R, therefore a germ characterizing our bifurcation problem has the form g(z, λ, τ ) = (p + iq)z, where p and q are invariant germs depending on N , λ and the period-scaling parameter τ . We can now establish that the branch of standing waves is given by
where the subscripts indicate derivatives and a ∈ R comes from the orbit representative for standing-waves which is (a, a). Note also that the eigenvalue crossing condition characteristic of non-degenerate Hopf bifurcation guarantees that p λ (0) = 0.
In order to study degenerate Hopf bifurcation and obtain stability results, we abandon the Liapunov-Schmidt approach and resort to normal forms. Recall that, as in [5] , the existence results obtained thus far are equal in the two approaches.
Suppose then that X is the vector field describing our problem and that it is in Birkhoff normal form hence, commutes with the action of O(2) × S 1 . Then X(z, λ) = (p + iq)z where p and q are invariant functions of z and λ such that p(0) = 0 and q(0) = 1.
Write z = xe iψ , where x is the amplitude and ψ the phase, to obtain the following amplitude-phase equationṡ
Up to degree two, we have
meaning that the stability of the branch of standing waves is uniquely determined by the sign of p N (0) (p N (0) > 0 corresponds to a supercritical stable branch and p N (0) < 0 to a subcritical unstable one). This is all the information required to draw the bifurcation diagram in the non-degenerate case.
To study the degenerate case, we observe that the amplitude equation possesses symmetry Z 2 and thus the solutions are those of the Z 2 -symmetric problems presented by Golubitsky and Schaeffer in [3] , chapter VI. Note that the branches of solutions are to be interpreted as branches of periodic solutions, since in the end we have to restore the phase.
Steady-state/Hopf mode interactions
We now consider two-parameter systems with the interaction of two modes at a bifurcation point (λ = 0, without loss of generality). In this case, we have a system of ODEs represented by G(y, λ, α) such that G(0, λ, α) = 0 and dG(0, 0, 0) has eigenvalues 0 and ±i. We assume these eigenvalues are double so that both the stationary and the Hopf bifurcation break the original O(2) symmetry. Again we assume that a Liapunov-Schmidt reduction has been performed yielding a mapping g : R 6 × R 2 × R → R 6 , depending on real parameters λ, α and a period scaling parameter τ , and equivariant under the following action of O(2) × S 1 (we identify R 6 witht C 3 in the usual way)
The integers l and m are the mode numbers.
Since we are interested in problems with NBC, we restrict attention to Fix(κ) which, in this instance, is the 3-dimensional space of vectors of the form z 0 ∈ R and z 1 = z 2 . We may then think of a problem posed on R × C with coordinates (x, z). The invariant theory can be obtained from Theorem XX, 2.1 in [5] and is as follows
Note that we can no longer assume l = 1, as we did for the single mode, because of the action of O(2) on R. We can, however, factor out the action of the kernel of the action of O(2) on C to assume that m and l are coprime. This kernel must be restored when interpreting the results. We distinguish two cases in terms of the mode numbers.
Mode numbers m = l = 1 The isotropy subgroups in this case are, together with their fixed-point spaces, given in Table 1 (this is obtained from  Table XX , 2.3 in [5] ).
The isotropy subgroup Z 2 (κ) × S 1 corresponds to a steady-state branch and Z 2 (κ) ⊕ Z c 2 to a Hopf branch. As in the single mode case, this periodic branch is of standing waves. The mixed-mode branch has isotropy Table 1 : Isotropy subgroups and fixed-point spaces for m = l = 1.
Note that the possible types of solutions are very much reduced by the boundary constraint of the problem. The nondegeneracy conditions for the existence of each of these solution branches can be read off Table XX , 2.6 in [5] .
In order to determine the stability of solutions and obtain the bifurcation diagrams, we again use the Birkhoff normal form approach. This will provide more information than that obtained by constraining the results of [5] . Let G(y, λ, α) commute with the action of O(2) × S 1 on R × C. We may use the invariant theory above to write the vector field G as
where c i , p i and q i are O(2) × S 1 -invariant functions of x, z, λ and α such that p 1 (0) = 0 and q 1 (0) = 1. If we write x 0 ≡ x and x 1 e iψ ≡ z, we obtain the following amplitude-phase equationṡ
The above amplitude equations have Z 2 ⊕ Z 2 symmetry. The study of problems equivariant under this group is the content of chapter X in Golubitsky and Schaeffer [3] . When interpreting the solutions obtained by Golubitsky and Schaeffer, the phase needs to be restored.
Mode numbers m and l coprime We now consider the most general case where the mode numbers are coprime and not both equal to unity. We adapt Table 2 : Isotropy subgroups and fixed-point spaces when the mode numbers are coprime and m is odd.
the results in Hill and Stewart [10] so that they satisfy NBC. Their results include some cases not considered by Golubitsky et. al. in [5] . The study that follows depends strongly on whether the mode number m associated to the steady-state solutions is odd or even. The invariant theory is as follows
Lemma 3.2. (a) A basis for the O(2) × S 1 -invariant germs is given by
where α = 2l and β = m, when m is odd while α = l and β = m/2, when m is even.
(b) A basis for the module of the O(2) × S 1 -equivariant germs over the ring of invariants is given by
Similarly to what happens when m = l = 1, the NBC problem exhibits three isotropy subgroups other than O(2) × S 1 , both when m is odd and when m is even. The fixed-point spaces correspond to a steady-state, a Hopf and a mixed-mode branch and are listed in Tables 2 and 3 when m is odd and even, respectively. We use+ for the semidirect product and Z 2 (ζ 1 , ζ 2 ) for the group generated by (ζ 1 , ζ 2 ) ∈ SO(2) × S 1 . We study branching and stability using Birkhoff normal form, which, Table 3 : Isotropy subgroups and fixed-point spaces when the mode numbers are coprime and m is even.
according to the invariant theory results above, is of the forṁ
where the p i and q j are functions of the invariants and of the bifurcation parameters. The phase-amplitude equations associated by doing z ≡ ye
Note that if m is odd then α is even and the amplitude equations above have Z 2 ⊕ Z 2 symmetry. This case is therefore analogous to the previous one with mode numbers both equal to unity.
We re-write the amplitude equations when m is even so that their dependence on the mode numbers is expliciṫ
These equations can be seen as Z 2 ⊕Z 2 symmetric with additional symmetrybreaking terms given by p 3 x l−1 y m and q 3 x l y m−1 . Such problems have been studied by Armbruster and Dangelmayr in [1] , with the mode numbers interchanged.
We finish what concerns steady-state/Hopf mode interactions with the observation, made by Hill and Stewart [10] , that if the mode numbers are (m, l) = (2, 1) there is a tertiary Hopf bifurcation from the branch of standing waves, for some values of the unfolding parameter. This is preserved under the restriction on the boundary.
Hopf/Hopf mode interaction
Finally, we consider the case when we have two distinct pairs of imaginary eigenvalues for the same value of the bifurcation parameter (λ = 0, without loss of generality). We assume that at least one pair of eigenvalues has multiplicity two so that the action of O (2) is non-trivial. There is, therefore, a natural division in two cases, the following subsections. We assume that a centre manifold reduction has been performed so that we may decompose R n into W 0 and W 1 , the generalized eigenspaces of the critical eigenvalues ±iω 0 and ±iω 1 , respectively. We impose non-resonance of the eigenvalues, that is, we assume that ω 0 /ω 1 is irrational. We shall consider the Birkhoff normal form approach from the start.
The 6-dimensional case
Consider a system of ODEs depending on two real parameters, λ and α given byẋ
where x ∈ R 6 C 3 . Assume the origin is a trivial solution which is stable subcritically and loses stability for λ = 0. Suppose that for (λ, α) = (0, 0) the Jacobian of f at the origin has two pairs of imaginary eigenvalues, iω 0 with multiplicity one and iω 1 with multiplicity two. Supposing f is in Birkhoff normal form, it commutes with the following action of
The fixed-point space of the flip is
Theorem XX, 3.1 in [5] can be re-written for a problem with NBC as follows Lemma 4.1. Vector fields commuting with O(2) × T 2 have the form
where p i and q i are functions of the parameters and of ρ = |z 0 | 2 and N = 2|z 1 | 2 .
In order to guarantee the occurrence of the Hopf/Hopf mode interaction, we may assume
If we write z 0 = xe iξ and z 1 = ye iζ , we obtain the following amplitude-phase equationsẋ
The amplitude equations possess Z 2 ⊕ Z 2 symmetry and can be studied from Chapter X in [3] . Note that the mixed-mode solutions correspond to motion on a 2-torus.
The 8-dimensional case
Suppose now that Eq. (1) represents a system of ODEs such that the Jacobian of f at the origin has two pairs of multiplicity two imaginary eigenvalues iω 0 and iω 1 . In this instance, the action of O(2) is non-trivial on both eigenspaces and, supposing f is in Birkhoff normal form, f commutes with the following action of O(2) × T 2 on C Since our problem has NBC, we restrict our attention to
In this fixed-point space, the O(2) × T 2 -equivariant vector fields can be described using Theorem XX, 3.2 in [5] and are as follows Lemma 4.2. Any vector field g of C 4 depending on two parameters and O(2) × T 2 -equivariant has normal form given by
, where p i , q i , r i and s i are functions of the parameters, λ and α, and of
Changing to amplitude-phase equations, by writing z 1 = xe iξ and z 3 = ye iζ , we obtainẋ
These amplitude equations again have Z 2 ⊕ Z 2 symmetry.
Heteroclinic cycles
The existence of heteroclinic cycles in mode interaction problems with O(2) symmetry was addressed by Melbourne et. al. in [11] . The authors prove that for the steady-state/Hopf and the 8-dimensional Hopf/Hopf mode interactions, there are heteroclinic cycles involving periodic solutions. The existence of these cycles depends upon the existence of two flow-invariant planes for the corresponding amplitude equations. When restricting to NBC, only one flow-invariant plane remains. Therefore, even though there may be connections between the equilibria through their invariant manifolds, these do not constitute a cycle.
On Neumann and Dirichlet boundary conditions
It is well-known (see [2] and [4] ) that the extension of solutions of DBC to PBC is analogous to that of NBC, provided f satisfies f (−u, λ) = −f (u, λ). Then, the appropriate symmetry for the PBC problem is a twisted O(2), isomorphic to the standard O(2), such that the reflectionκ acts as u(x) → −u(−x). The solutions to the DBC problem are obtained from those to the PBC problem by restricting to Fix(κ). In this final section, we establish some results that relate Neumann and Dirichlet boundary conditions. The first two lemmas describe conditions under which solutions to a DBC problem can be obtained from solutions to the NBC problem and conversely. The third result rules out the existence of strange behaviour from extending one solution on an interval to two types of solutions on R.
Lemma 6.1. If u is a solution to the NBC problem on [0, π] satisfying
whereû is the extension of the NBC solution to R.
thenû is a solution to the DBC problem on [x 0 , x 0 + π] and it is unique on R.
Proof. Extend u to R as in Gomes [6] or Crawford et. al. [2] to obtainû. Then, since the extensionû is 2π-periodic, we havê
By the second assumption,û(x 0 + π) = −û(x 0 − π). Hence, we obtain
and thereforeû(x 0 + π) = 0.
To prove unicity, we show that, by extending the solution to the DBC problem to R and restricting to [0, π], we recover the solution to the NBC problem. 2. x 0 is an extremum of u, that is, u (x 0 ) = 0 then u is a solution to the NBC problem on [x 0 , x 0 + π] and it is unique on R.
Proof. Note that the existence of x 0 as in the second assumption follows directly from the DBC. Letû be the usual extension of u to R. We havê
Hence, regardless of the sign of its image, x 0 + π is also an extremum of u and, because u is smooth, it satisfies NBC on [x 0 , x 0 + π].
The proof of unicity is as in the proof of the previous lemma.
Lemma 6.3. Let u be a solution to both a NBC and a DBC problem on [0, π]. Then u is the trivial solution.
Proof. Extend u to R as usual to obtain two solutions u N and u D , according to whether the extension was made from Neumann or Dirichlet boundary conditions. We then have a solution to the PBC problem given by 
