Given a finite set of products with varying prices and costs, stochastic demand and customer preferences, we consider the problem of determining the optimal assortment and inventory levels in order to maximize expected profit in a single-period. We model customer preferences through the definition of customer types, where a type is a ranking of the potential products by order of preference. A customer purchases the highest ranked product available (if any) in the assortment at the time of his visit to the store (dynamic substitution). The total demand comprises of a fixed proportion of customers of each type. We show that an efficient dynamic programming algorithm of pseudo-polynomial complexity O(8 n ) can be used to determine the optimal assortment. Our algorithm also gives a heuristic for the general case, i.e., when the proportion of customers of each type is random. In numerical tests, this heuristic performs better and faster than previously known heuristics, especially when the average demand is high and customers have large sets of preferred products. * The authors are thankful to the people who attended presentations at COER, University of Michigan, UT Austin, UNC, University of Utah and INSEAD for helpful comments on previous versions of this manuscript.
Introduction
Assortment and inventory decisions are two of the most important decisions in retailing. Retailers frequently have to determine the set of products to carry in their assortment and the amounts of inventory to stock for each product. These decisions depend on not only the price and cost parameters of the products, but also the preferences and substitution behavior of the retailer's customers. The substitution behavior is said to be assortment-based or static if customers make their choice from the given assortment without knowledge of product availability and also do not substitute in the event of a stock-out. The substitution behavior is said to be stockout-based or dynamic if customers base their choice from the products available in stock at the time of their visit to the store.
A rich class of problems has developed in the literature to address joint assortment planning and inventory management. Under assortment-based substitution, optimal solutions to these problems are known for several consumer choice models, including the multinomial logit model, the locational choice model, and generalizations thereof. Under dynamic substitution, the problem is considerably harder, and thus, relatively little is known about the structural properties of the solution. Indeed, Mahajan and van Ryzin (2001) show that the profit function for this problem is not quasi-concave in inventory levels. Consequently, a number of heuristics have been proposed in the literature to solve this problem.
In this paper, we model and solve a version of the joint assortment planning and inventory management problem defined as follows. We consider a single-period newsvendor setting and a set of n substitutable products with given prices and costs. We model customer tastes by classifying consumers into different customer types. A type, interchangeably, is a sequence of products that a customer of that type is willing to purchase, arranged in the decreasing order of preference. A customer purchases the highest ranked product (if any) in the assortment at the time of his visit to the store. Our consumer choice model is very general, and other models like the MNL model and the locational choice model can be represented as special cases by efficiently placing restrictions on the set of possible types. Finally, we assume that the total demand is a stochastic continuous random variable with a known distribution, and the number of customers of each type is a fixed proportion of the total demand.
Our main results are as follows. First, despite the fact that the expected profit function for this problem admits multiple local optima, we are able to determine the optimal solution efficiently.
We do this by exploiting structural properties of the optimal solution that allow us to use dynamic programming. To the best of our knowledge, this is the first result regarding the optimal assortment and inventories under dynamic substitution for arbitrary customer preferences and substitution behavior. We provide an algorithm with a pseudo-polynomial complexity of O(8 n ) to solve the dynamic program. This complexity is derived from an upper bound on the number of local optima in the value function. In numerical tests, we find the number of local optima to be far fewer, so that the algorithm is faster than the worst-case bound.
Second, our paper presents structural results for the optimal assortment under dynamic substitution. Products differ in their selling price, purchasing cost and salvage value. The profit margin (selling price -purchasing cost) on a product can be viewed as the return on that product, while the difference between selling price and salvage value can be seen as its risk. When the retailer runs out of one product, the overall return and risk of the assortment change. We prove that the products stocked in the optimal solution are such that the return and risk parameters of the subsets of products with positive inventory seen by subsequent customers are ordered in a specific way. For example, suppose that the optimal assortment contains products 1 and 3 and that the optimal quantities are such that product 1 is the first one to run out (when demand is infinite). Then the return of subset S = {1, 3} is greater or equal to that of set {3}. Also the risk of subset {1, 3} is greater or equal to that of subset {3}. Subsets that do not satisfy such an ordering are never included in the optimal solution. We find that this ordering enables the retailer to exploit differences in the prices and costs of products in order to better plan inventory and improve profitability.
Thus, our result implies that cost economics of products is an important reason to provide variety.
This result applies even in the extreme case in which customer preferences are identical. It enables us in our algorithm to characterize local optima and compare alternative assortments efficiently.
Third, our algorithm provides a heuristic for the general case in which the total demand is a discrete random variable and the proportion of customers of each type is random. In our numerical tests, conducted on 1,140 problem instances comprised of a wide range of assortment sizes, demand rates, price and cost parameters, and customer preference distributions, our algorithm gives a higher expected profit than the Sample Path Gradient Algorithm (SPGA) of Mahajan and van Ryzin (2001) in 73.49% of the problem instances and is on average 0.49% worse than the SPGA solution in the remaining cases. It also significantly improves upon computation time; especially when average demand is high, the improvement is in one or more orders of magnitude.
Fourth, we analyze the simulation results and identify three reasons for performance differences between heuristics. For example, we consider assortment-based substitution, which is commonly used as a heuristic due to its simple structure. We find that it performs surprisingly well compared to the DP and SPGA heuristics in many cases. However, it is computationally intensive and can lead to a significant loss in expected profit when the overage costs of products are high and the customer population is relatively heterogeneous. Based on our results, we recommend using the DP algorithm if any of the following conditions holds: the mean demand is large, the degree of substitutability is high, the population is homogeneous, or the overage costs are high.
The rest of this paper is organized as follows: §2 presents a review of the relevant literature, §3 describes the consumer choice model, §4 presents the optimal solution, §5 gives our numerical analysis comparing our algorithm with the SPGA and with an assortment-based substitution algorithm, and §6 summarizes the main results, applications, and limitations of our model. The paper has an online appendix that presents all our numerical results.
Literature Review
Research on assortment planning and inventory management has advanced rapidly in recent years, particularly on modeling consumer choice and substitution behavior using individual-level choice theory from the marketing literature. For discussion, we classify the relevant research papers into those that model static or assortment-based substitution and those that model dynamic or stockout based substitution. Kok et al. (2006) provide an excellent review of the recent literature on assortment planning and its practical applications. Lancaster (1990) , Ho and Tang (1998) , and Ramdas (2003) provide reviews of broader issues in product variety and product design.
Among the earliest papers on assortment planning, Pentico (1974) studies a one-dimensional assortment planning problem with downward substitution for stochastic demand. He obtains the optimal solution with an assumption regarding the sequence of customer arrivals and a 'no crossover' assumption, which preclude dynamic substitution. Pentico (1976) and (1988) , respectively, study one-dimensional and two-dimensional assortment planning problems with deterministic demand, using an EOQ model to formulate inventory costs. In all three papers, conditions are shown in which a planning-horizon type policy, which Pentico calls the 'segmented policy', is optimal and leads to an efficient dynamic programming formulation.
van Ryzin and Mahajan (1999) study the assortment planning and inventory decisions under the multinomial logit (MNL) model for the assortment-based substitution case with exogenous and identical prices. They obtain the optimal solution, and show that it consists of the most popular products from the finite set of potential products to offer. generalize the consumer choice process to incorporate search costs, and show that ignoring consumer search in demand estimation can result in an assortment with less variety and lower expected profits than the optimal solution. Hopp and Xu (2005) apply the MNL model to study the joint assortment planning and pricing problem under assortment-based substitution. They show that the optimal assortment for a risk-averse retailer is composed of the variants with the highest quality markups, with price markups being equal to quality markups. Anupindi et al. (2006) use a probit model to represent demand at the household level. They include the customer's disutility from having to substitute to a less-preferred item into the retailer's objective function so that the retailer has to balance this long-term cost against short term profits. They find that customer disutility can be significantly reduced at the cost of a small reduction in short term profit. They use household scanner panel data to calibrate their model and find the optimal assortment.
de Groote (1994) uses a locational choice model to represent customer choice in a product design problem with product differentiation, pricing, and inventory decisions. Chen et al. (1998) study optimal product positioning and pricing, using a locational model with varying prices, quality levels and reservation prices of customers in the attribute space. Gaur and Honhon (2006) obtain the optimal solution under assortment-based substitution for horizontally differentiated products in a one-dimensional locational choice model. They introduce a unimodal distribution of customers on the attribute space, and show that the products in the optimal assortment are equally spaced and need not include the most popular product. The locational choice model has also been used in studies of competitive product positioning and pricing, see for example, Alptekinoglu and Corbett (2005) .
Generalizations of the assortment planning problem studied in the literature include brand-level assortment decisions and category management. Chong et al. (2001) consider brand-level assortment decisions using a nested MNL model, and present a local improvement heuristic based on pairwise interchanges of products to solve the problem. Cachon and Kok (2005) consider the problem of simultaneously determining the optimal assortment in a set of categories of complementary products. They determine properties of the optimal solution and compare it to a decentralized solution as often implemented in practice.
Whereas all of the above papers consider assortment planning under assortment-based substitution, there have been fewer research papers on the assortment planning problem under dynamic substitution. Smith and Agrawal (2000) consider this problem using a choice model specified by first choice probabilities and a substitution matrix. They present a solution approach by simplifying the problem using service levels instead of inventories and showing that assortment-based substitution yields bounds on the demand for each product under dynamic substitution. Mahajan and van Ryzin (2001) consider this problem for a choice model requiring only the existence of a utility function to represent customer preferences. They develop a stochastic sample path gradient algorithm to determine the optimal assortment and inventory levels in order to maximize expected profits. Kok and Fisher (2004) consider this problem in the context of a supermarket chain. They show how to estimate substitution parameters in an MNL model by leveraging data from stores with varying assortments, and present an algorithm to solve the assortment planning and inventory problem with one-level stock-out based substitution in the presence of shelf-space constraints. Gaur and Honhon (2006) consider this problem under the locational choice model, and present a heuristic and an upper bound based on a polynomial-time combinatorial approximation. Hopp and Xu (2007) use an attraction model of demand and apply a fluid network approximation to estimate demand under dynamic substitution. They use this approximation to study the price and service competition between single-product retailers and the price, service and product assortment competition in a duopoly.
The assortment planning problem under dynamic substitution is also related to the multi-item inventory management problem for substitutable items, see for example, Bassok et al. (1999) , Lippman and McCardle (1997) , Netessine and Rudi (2003) , and Rao et al. (2004) . These models differ from dynamic substitution because they have a fixed assortment, and they do not require knowledge of the sample path of customer arrivals, assuming instead that the entire demand is known before any of it is satisfied. However, the problem remains complex for a multi-product firm.
Thus, assortment planning is a significant area of research. Our paper contributes to this area by providing new insights into the structure of the optimal solution under dynamic substitution.
Model formulation

Consumer Choice Model
We consider a product category consisting of n potential products, indexed 1 to n. Each customer is defined by a customer type. A customer type is a sequence of products that a customer of that type is willing to purchase, arranged in decreasing order of preference. For example, a customer of type (1, 2, 4) has product 1 as his first choice, product 2 as his second choice, product 4 as his third choice, and he never buys products 3 and 5 to n. In general, a type τ is a vector (τ 1 , ..., τ m ) with 0 ≤ m ≤ n of product indices such that {τ 1 , ..., τ m } ⊆ {1, ..., n}. Let T be the set of all possible types. In the absence of restrictions on the set of possible customer types, we have
n! (n−j)! . Also, let α τ be the proportion of customers of type τ ∈ T in the customer population, such that τ ∈T α τ = 1.
The type of a customer can result from a utility maximization procedure, that is, each customer assigns a utility U j to product j = 1, ..., n. He sets the utility of not purchasing any product to U 0 .
Let U [k] be the k-th greatest value of the utility vector (U 0 , U 1 , ..., U n ) (assuming there are no ties), the type of the customer is (τ 1 , ..., τ m ) if U τ k = U [k] for k = 1, ..., m and U 0 = U [m+1] . In practice, a retailer does not need to know the utilities in order to use our model. She only needs to estimate the set of possible customer types for the given product category and associate a probability with each one of them.
Many of the papers on assortment planning use a consumer choice model which puts restrictions on the set of possible customer types and/or on the proportions α τ . For example, the downward substitution model imposes that α τ = 0 if τ / ∈ {(1, ..., n), (2, ..., n), ..., (n)}. In the one-level substitution matrix model, λ j is the probability of a customer wanting product j as a first choice and C ji is the probability of substituting from product j to product i if j is out of stock, where
In the multinomial logit model, we have α τ = 
where F is the distribution of preferences over the attribute space and [a τ , b τ ] is the portion of the attribute space where customers have type τ . Thus, the customer types and their associated probabilities can be efficiently generated in common problem settings. They do not need to be enumerated a priori.
We assume that customer preferences are not affected by the assortment and inventory decisions of the retailer. Customer preferences could depend on prices, however, this dependence is exogenous to our model because we assume prices to be fixed.
Let D be the total number of customers that visit the store during a fixed time period; this is the total demand for products in the assortment. We assume that D is stochastic and continuous, but that the retailer knows its distribution a priori. The cdf of D is F , pdf f , and mean µ. 1 We also assume that there is a constant proportion of customers of each type at all times, i.e., for all 0 ≤ x ≤ D, there are exactly α τ x customers of type τ out of the first x customers that come to the store for all τ ∈ T . This assumption yields an approximation to the case of discrete demand when each customer has a probability α τ of being of type τ . In that case, the number of customers of type τ is random with mean α τ x. Our constant proportion assumption essentially suppresses the uncertainty at the individual customer level by replacing the number of customer of each type by its expected value (but retains the uncertainty about the number of customers coming to the store). While this assumption is strong, we show in §5 that our algorithm provides a very good heuristic.
Finally, we assume that customers come sequentially to the store so that the inventory levels they observe at the time of their visit are the quantities that remain after the previous customers have depleted the assortment. We assume that consumers substitute dynamically, i.e, each customer buys the highest ranked product given his type, which is available in the assortment (if any) at the time of his visit to the store. Let S be the set of products with positive inventory at the time a customer visits the store. We define Z(S) to be the |T | × n matrix which shows the product that customers of different types buy when faced with S, i.e.,
Let q j be the starting inventory level of product j and q = (q 1 , ..., q n ) be the inventory (row)
vector. The following example illustrates the workings of the model.
and α (2,1) = 0.4. The retailer decides to stock both products and sets q = (2, 4). Suppose the realization of demand is D = 6.
As long as both products are in stock, customers of types (1) and (1, 2) buy product 1, while customers of type (2) and (2, 1) buy product 2. Therefore initially, 40% of the people buy product 1 and 60% of the people buy product 2. We say that products 1 and 2 are depleted at rates of 40% and 60% respectively. Eventually, when the cumulative demand reaches 5 (= 2 0.4 < 4 0.6 ), product 1 runs out and there is 1 unit of product 2 left (= 4 − 5 × 0.6). From then on, customers of type (1) do not purchase anything while customers of type (1, 2) substitute to product 2, so that product 2 is depleted at a rate of 90%, while 10% of customers leave the store empty-handed. After the remaining 1 unit of demand is realized, there are 0.1 units of product 2 left in inventory (= 1 − 1 × 0.9). Sales of products 1 and 2 are respectively equal to 2 and 3.9.
Expected Prot Function
Let r j be the selling price of product j, c j be its purchasing cost, and v j be its salvage value for unsold inventory. Let u j = r j − c j and o j = c j − v j respectively be the underage cost and overage cost of product j. Let L j (D, q) be the leftover inventory of product j when demand realization is D and the inventory vector is q. Let Π(D, q) be the one-period (newsvendor) profit obtained from stocking q when demand realization is D. We have:
Expected profit is given by:
The retailer's objective is to find q * such that EΠ(q * ) = max q≥0 EΠ(q).
As customers visit the store and deplete the inventory, stock-outs occur. If D were infinite, every product would eventually run out of stock. For a fixed q, one can determine exactly when and in which order products would run out if demand were infinite. Let t i for i = 1, ..., n be the demand value such that the i-th stockout occurs; 0 ≡ t 0 ≤ t 1 ≤ ... ≤ t n . We say that a product stocks out at 0 if it is not included in the assortment. Let S i ⊆ {1, ..., n} be the set of products that have positive inventory in [t i−1 , t i ). We have {1, ..., n} = S 1 ⊃ S 2 ⊃ ... ⊃ S n and |S i | = n − i + 1, since there are n − i + 1 products with positive inventory in [t i−1 , t i ). By definition, S i−1 \S i is the product that runs out at time t i−1 . 2 Let R j (S) be the rate at which product j is depleted when S is the set of products with positive inventory, where R j (S) = 0 if j / ∈ S. Each inventory vector q is associated with a unique set of values for t i and S i , for i = 1, ..., n, and therefore, a unique set of values for R j (S i ) for i, j = 1, ..., n. In Example 1 above, we have t 1 = 5, t 2 = 6.11, S 1 = {1, 2} and S 2 = {2}. Also
Knowing q, the values of t i , S i and R j (S i ) for i, j = 1, ..., n, are determined recursively using
The following formula for q j is useful.
Leftover inventory for product j, L j (D, q), is given by:
Plugging this value into (1) and (2),
The expected profit is now expressed in terms of S 1 , ..., S n and t 1 , ..., t n , rather than q. Using (3), we obtain,
.., n. We say that u S i and o S i are the underage and overage cost of the subset of products S i . We can rewrite expected profit as:
We can thus transform the optimization problem as follows:
In other words, we optimize with respect to t 1 , ..., t n and S 2 , ..., S n rather than q. Note that we do not need to optimize with respect to S 1 since it is always equal to {1, ..., n}. 3
Note that we could incorporate a penalty or substitution cost for customers who do not receive their first choice product into the model. In general, we let r τ ,j be the per-item revenue obtained from a customer of type τ buying product j, once the penalty or substitution cost has been accounted for. The only change is that we have
3 If k products are not stocked in the assortment, then t1 = ... = t k = 0 and S k is the initial assortment.
Let S * 1 , ..., S * n and t * 1 , ..., t * n be the values that achieve the maximum expected profit in (5) where
.., n} and we set t * 0 = 0. . We find the optimal inventory vector q * from (3);
Finally, we define the following critical fractiles for sets of products. Given S, T ⊆ {1, ..., n}, let:
One way to solve (5) is to fix the sequence {S 2 , ..., S n } and solve for t 1 , ..., t n using first order conditions. There is a set of simple conditions to check to see if the stationary point obtained for a fixed {S 2 , ..., S n } is a local maximum. It can be shown that the expected profit function typically admits multiple local maxima. The global maximum is obtained by comparing the value of expected profit at each of the local maxima. There are n! possible sequences when all t i are strictly positive. Add to that the boundary solutions obtained when one or more t i are equal to zero, and there are a total of |T | sequences to evaluate, which is exactly the number of customer types. This number increases very quickly with n, e.g., it is almost 10 million for n = 10. Hence, finding the global maximum this way can be quite time-consuming. In what follows, we propose a more efficient method, based on a dynamic programming formulation.
Optimal assortment
In this section, we formulate the problem as a dynamic program where the value function measures the maximum expected profit that can be obtained from the remaining customers given the current assortment. We show that the value function is a convex non-increasing function of the demand and has a piecewise structure. Each piece is associated with a different assortment, and these assortments are ordered in a specific manner by their underage and overage costs. Further, we
show an upper bound on the number of pieces. We exploit this structure in an efficient algorithm that provides the optimal solution in O(8 n ). We then provide illustrations and insights on the structure of the optimal assortment.
Dynamic Programming Formulation
Let h S i (t i−1 , t i ) be the expected profit obtained from D ∈ [t i−1 , t i ), when the set of products with positive inventory is S i .
be the expected newvendor profit from stocking t i units of a product with underage cost u S i and overage cost o S i .
which is a strictly concave function of t with a unique maximum at F −1 (θ S i ). We rewrite (4) as
And (5) as:
The form of (7) suggests formulating a dynamic program in which the stage i decision is t i and the state variable is t i−1 . For S i ⊆ {1, ..., n} such that
value function. It represents the maximum expected profit that can be obtained from
given that S i is the set of products with positive inventory at t i−1 and |S i | = n − i + 1. We have
for i = 1, . . . , n, and V S n+1 (t n ) = 0 for all t n . The backward recursion in (8) requires the computation of the value functions from stage n to stage 1. At each stage there are C n i−1 value functions to compute, and therefore, a total of 2 n − 1 value functions for all stages.
Thus, the dynamic program can be written as
for i = 1, . . . , n. The optimal expected profit is given by EΠ(q * ) = V S 1 (0) where S 1 = {1, . . . , n}.
Solving the dynamic program (9) is not straightforward because the function G S i (t i ) is generally not well-behaved. Thus, to solve this dynamic program, we require additional properties of
. First, we show that the value function has the piecewise structure in (10). Then, we
show that V S i (t i−1 ) is convex and non-increasing in t i−1 , and obtain an upper bound on the number of breakpoints. Using these properties, we construct an algorithm to obtain the optimal expected profit and inventory levels.
For each S i ⊆ {1, ..., n} and |S i | = n − i + 1,
Here, K S i is the number of breakpoints in the value function, a
K S i are constants determined by the dynamic programming solution, and X
refer to sets of products, which are subsets of {1, ..., n}. To simplify the notation, let X
be a dummy product with overage cost and underage cost equal to zero. Also let a
has the piecewise structure given by (10) where
From Proposition 1, it follows that at each stage of the dynamic program, we need to store only the following quantities: (i) the vector of product subsets (X
K S i using the recursion:
While V S i (t i−1 ) is continuous in t i−1 , it is not necessarily differentiable at all points. Thus, there are two types of breakpoints in the value function. We say that a
k , otherwise we say that it is a non-differentiable breakpoint (NDBP).
The following lemma is useful for computing the values of the breakpoints at each stage of the dynamic program.
The local maxima of G S i are stationary points of G S i . In other words, the NDBPs ofV S i cannot be local maxima of G S i .
Lemma 1 can be used to show that the value function is always convex in t i−1 .
) is convex and non-increasing in t i−1 .
Proposition 1 implies that the optimal expected profit is A S 1 1 where S 1 = {1, ..., n}. Further, Proposition 1 and Lemma 1 enable us to obtain the optimal inventory vector q * in closed form as a function of (X
.., n}, and establish some properties of the optimal solution. Lemma 2 below states these results. For use in the lemma, we define
to be the index of the segment of V S i that contains t i−1 , i.e., I S i (t i−1 ) = k if and only
We keep track of these indices to determine the set of products stocked in the optimal assortment and the sequence in which they run out. From (6), we see that in order to get q * , we only need to determine S * i if t * i > t * i−1 . So let S * s i be the i-th different set of products with positive inventory seen by the demand, that is, let 1 ≤ s 1 < ... < s m ≤ n be such that
(a) The optimal sets S * s 1 , ...S * sm are obtained as:
and index k l = 1 for l = 1 and
(b) The optimal values t * i for i = 1, ..., n are given by
and u S * s l
The optimal inventory vector is given by
According to Lemma 2(a) the set of products stocked in the assortment is given by X
since it is the set of products with positive stock in [0, t * s 1 ). There are |X
in the optimal assortment. If demand reaches t * s 1 , the first product (or set of products) runs out and S * s 2 is the set of products with positive stock in [t * s 1 , t * s 2 ), etc. until demand reaches t * sm and all the inventory is depleted.
Lemma 2(b) provides the optimal t * i values for i = 1, ..., n as a function of the optimal subsets S * i for i ∈ {s 1 , ..., s m }. By optimality we have 0 ≤ t * 1 ≤ t * 2 ... ≤ t * n . In particular we have 0
Lemma 2(c) shows that the optimal subsets S * s l for l = 1, ..., m are ordered in increasing sequence of newsvendor fractiles, decreasing sequence of underage cost and decreasing sequence of the sum of underage and overage costs. Note that the ordering of the sum of underage and overage costs is implied by the first two orderings. Also, note that there may not be any specific ordering of subsets in terms of overage costs. Intuition for these orderings is provided in §4.3.
Lemma 2(d) follows directly from (6).
Implementation
We now give an algorithm to efficiently solve the dynamic program in (8).
. Also, set a dummy piece with
.., n} such that |S i | = n − i + 1 do the following 6 steps -Step 1:
Step 2: Set m = 0 =x 0 .
For k =K Si + 1 down to 1, repeat
).
-
Step 3: For r = 1, ..., m let x r =x m−r+1 .
.
, for r = 2, ..., m.
Step 5: For r = 1, ..., m, find c r such thatā -Step 6: Set
Use Lemma 2 to obtain q.
In
Step 1 of the algorithm, we computeV S i , the maximum of the value functions V S i+1 for |S i+1 | = n − i and S i+1 ⊂ S i .V S i has a piecewise structure given by (10) since it is the maximum of value functions which have that same piecewise structure. We useĀ S i ,X S i ,ā S i andK S i to denote its respective constants, subsets, breakpoints and number of breakpoints. In Steps 2 and 3, we compute the DBPs of V S i involving subset S i . By Lemma 1(b), these breakpoints are obtained at stationary points of G S i . Therefore, the algorithm looks for potential stationary points in each segment of G S i starting from right to left. The values are retained if they constitute local maxima and there is no greater local maximum on their right. In
Step 4, we use a line search to compute the NDBPs of V S i involving subset S i . In Steps 5-6, the new DBPs and NDBPs are merged with the relevant breakpoints ofV S i to constitute the set of breakpoints of V S i , and are then renumbered.
The proof of correctness of the algorithm is provided in the appendix.
In order to determine the complexity of Algorithm 1, we need to establish a bound on the number of breakpoints, K S i , in each value function.
The explanation of this result is the following. The sets
K S i which appear as indices of the h function in each segment of the value function in (10) are associated with one of the 2 n−i+1 −1 subsets of S i . However, the same subset can occur more than once in one value function. In order to obtain a bound on K S i , we show that no more than C 2 n−i+1 −1 2 values of k can be such that
x for some 1 ≤ x < k . To estimate the work required in the algorithm, we assume that the line search used to find the breakpoints ofV S i in step 1 and the line search to find an NDBP of V S i in Step 4 are both O(1).
Proposition 3. The complexity of Algorithm 1 is O(8 n ).
Proof. The maximum number of breakpoints in all 2 n − 1 value functions is equal to
which is of O(8 n ).
In practice, our DP algorithm is very fast, e.g., it takes less than 1 second when n = 5. See §5 for more details. Also in the special case in which all customers have the same first choice, Honhon (2006) shows that the optimal solution can be obtained with a similar algorithm with a complexity of only O(n 2 ).
Illustrations and insights
Example 2. Consider a problem with five products with cost parameters given in Table 1 . Demand is normally distributed with mean equal to 100 and standard deviation of 10. for all τ ∈ T .
The optimal solution is as follows. The optimal assortment is to stock products 1, 3, and 5 so that t * 1 = t * 2 = 0 and S * 3 = {1, 3, 5}. Product 3 would be the first to run out at t * 3 = 99.71 = F −1 θ {1,3,5},{1,5} . Then the assortment becomes S * 4 = {1, 5}. If demand reaches t * 4 = 107.38 = F −1 θ {1,5},{5} , product 1 runs out and we are left with S * 5 = {5}. Finally the retailer runs out of inventory if demand is greater or equal to t * 5 = 115.34 = F −1 θ {5} . Using (3), we obtain that q * = (36.49, 0, 32.83, 0, 42.88) for a total expected profit of 1549.4. Figure 2 plots the value of V {1,3,5} as a function of t 2 . The value function has five breakpoints, one of which is an NDBP.
Between each pair of breakpoints, the set of products remaining in the assortment for D > t 2 varies.
For example, if we decide to set t 2 ≤ a {1,3,5} 1 = 99.71, then it is optimal to have S 3 = {1, 3, 5}.
If 99.71 < t 2 ≤ a {1,3,5} 2 = 105.85 then it is optimal to have t 3 = t 2 and S 4 = {1, 5}, etc. From V {1,2,3,4,5} we get that the optimal value of t 2 is zero therefore it is optimal to have S * 3 = {1, 3, 5}.
Note that S * 3 = {1, 3, 5} for t 2 in (0, 99.71] and (105.85,106.22] but not otherwise, which shows that a subset can 'appear' multiple times in a value function.
The economic rationale behind the optimal solution can be seen from the marginal expected profits associated with each subset of products in the assortment. The marginal expected profit of the t-th unit of demand given S is u S − (u S + o S ) F (t) if S is the assortment seen by the customer when D = t. Here, u S can be considered as the return of subset S because it corresponds to the maximum marginal expected profit of that subset. Similarly, u S + o S can be considered as the risk of subset S, because it determines how quickly the marginal expected profit decreases with t. Graphically, the marginal expected profit for assortment S as a function of t is a decreasing curve with a vertical intercept equal to its return u S , with a horizontal intercept equal to its newsvendor fractile θ S , and with a slope proportional to its risk u S + o S . The expected profit obtained from having customers D ∈ [t,t) choosing from assortment S is equal to the area below the marginal expected profit curve of S in this interval. For low values of t, it is very likely that the demand will materialize, and therefore, the marginal expected profit of S is very close to its return. On the other hand, if t is large, the likelihood of demand reaching that value is low and the marginal expected profit of S is close to its overage cost, which is the difference between its return and its risk. For this reason, it is generally optimal to offer different assortments for different values of t and this is achieved by letting products run out sequentially. Graphically, this means switching from the marginal expected profit curve of S to the marginal expected profit curve of T , for T ⊂ S ⊆ {1, ...., n}. For low values of t, it is optimal to select an assortment S with a high return since demand is likely to be greater than t. As t increases, the chance of demand being lower than t increases and it becomes more profitable to switch to an assortment with lower risk and are equal is given by θ {1,3,5},{1,5} and the intersection point at which the marginal expected profits of {1, 5} and {5} are equal is given by θ {1,5},{5} . We see that {1, 3, 5} yields a higher marginal expected profit for 0 ≤ t < θ {1,3,5},{1,5} , then {1, 5} gives the highest marginal expected profit for θ {1,3,5},{1,5} ≤ t < θ {1,5},{5} and finally {5} for t < θ {1,5},{5} . Also the marginal expected profit for {5} is positive until t = θ {5} . Thus, the optimal inventory levels are such that they yield a marginal expected profit curve given by the upper envelope of the positive portions of three curves. Hence, the conditions Lemma 2(c) guarantee that the optimal marginal expected profit is given by the upper envelope of the positive portions of the marginal expected profit curves for S * s 1 , ..., S * sm .
Note that the optimal solution is not necessarily such that the marginal expected profit is maximized for each t with respect to S. In our example, the maximum marginal expected profit for t ∈ [102.08, 105.25) is that of S = {1, 2, 5} but the optimal solution is such that demand in that interval sees assortment {1, 5}. The maximum marginal expected profit for t ∈ [105.25, 112.97)
is {2, 5} but the optimal solution is such that demand in that interval sees assortment {1, 5} for t ∈ [105.25, 107.38) and {5} for t ∈ [107.38, 112.97), etc. This is why finding the optimal solution by considering all possible sequences of assortments to determine the marginal expected profit is inefficient, compared to our DP algorithm.
Numerical Results for discrete demand and random proportions
We assumed in our model that the demand is continuous and that there is a constant proportion of customers of each type at all times, i.e., out of the first x customers there are exactly α τ x type-τ customers for all 0 ≤ x ≤ D and τ ∈ T . An alternative assumption is that the demand is discrete and that each customer visiting the store has a probability α τ of being a type-τ customer for all τ ∈ T . This implies that, out of the first x customers, the number of customers of type τ is random with mean α τ x. 4 In this case, unlike in the continuous case, knowing the inventory vector q and the total number of customers visiting the store D is no longer enough to determine sales and profit for the retailer. The choices of individual customers impose another source of stochasticity. Hence, this case is more complex to solve and an efficient method to determine the optimal solution is not yet known.
In this section, we use our DP algorithm as a heuristic for solving the assortment problem when demand is discrete and the proportion of customers of each type is random. Let demand D have a Poisson distribution with mean µ. Given µ and α τ for all τ ∈ T , we compute the optimal inventory quantity q * DP using the DP algorithm treating the proportion of customers of each type as constant. We then use q * DP as the solution under random proportions. While we use Poisson distribution in our numerical analysis, other discrete distributions may be used similarly.
We benchmark the performance of the DP heuristic against two previously known heuristics, one based on assortment-based substitution (ABS), the other being the Sample Path Gradient Algorithm (SPGA) of Mahajan & van Ryzin (2001) . Under assortment-based substitution, customers decide the product they want to buy from the set of products with positive inventory at time zero,
i.e., S 1 , but do not substitute if the product they have chosen is out of stock when they visit the store. Assuming Poisson demand and random proportions, the demand for product j across all customer types is a function of S 1 and is given by
where µ is the expected number of customers coming to the store.
Hence, the one-period profit in (1) becomes:
where S 1 = {k ∈ {1, ..., n} : q k > 0}.
Since, for a fixed S 1 , each term depends solely on q j it is possible to obtain the optimal quantity for each product using the newsvendor critical fractile formula. The optimal solution under assortment-based substitution, denoted q * ABS , corresponds to the value of S 1 that maximizes expected profit and is found by comparing the expected profit for the 2 n − 1 possible values of S 1 . We note that enumeration must be used to determine S 1 since closed form solutions under assortment based substitution are not available in general, but only for two specific non-trivial utility functions, multinomial logit and locational choice. The SPGA is a simulation-based algorithm which provides a heuristic solution to the assortment problem with discrete demand and random proportions. Let q * SP GA be the inventory vector obtained by this algorithm. All inventory vectors are rounded to the nearest integer.
After obtaining the inventory levels for all heuristics, we use simulation to compare their result.
For each sample path, we simulate D and randomly generate the type of every customer using the probabilities α τ for all τ ∈ T . Then, given the starting inventory vector for each heuristic and the sample path of types, we determine which product in the assortment is purchased by each incoming customer and compute the total profit. We then estimate expected profit by taking the average profit over 10,000 sample paths of random customer arrivals (we use a common set of random numbers for every inventory vector). Let EΠ D (q * DP ), EΠ D (q * ABS ) and EΠ D (q * SP GA ) denote the expected profits under the DP, ABS and SPGA heuristics, respectively.
To obtain q * SP GA , we generate another set of sample paths of random numbers using the Poisson and uniform distributions mentioned above. We set the starting inventory vector equal to q 0 j = µ n for j = 1, ..., n and step sizes equal to 1/k in iteration k (these step size values are the same as used by Mahajan and van Ryzin (2001) ). The total number of iterations is an important factor in the performance of the algorithm since it converges to a stationary point of the expected profit function by iteratively improving the current solution using the latest sample path. We report the results of the SPGA after 1,000 and 10,000 iterations. The performance of the SPGA improves with the number of iterations, but the computing time increases proportionally.
We evaluate the performance of the heuristics on 1,140 problem instances in a designed experiment with varying parameter values. We compare the heuristics with respect to their expected profit, computation time in seconds (CPT), assortment size (i.e., the number of product with positive inventory), and total inventory level (i.e., the sum of the inventory levels for all products in the assortment). For all heuristics, we also report the percentage gap with respect to the highest expected profit obtained for that problem instance. All heuristics were coded using Matlab 2007b and run on the same computer. 5
The DP heuristic gave the highest expected profit or was within 0.5% of the highest expected profit in 94.19% of the instances and had an average percentage gap from the highest expected profit of 0.15%. The ABS heuristic was within 0.5% of the highest expected profit in 80.99% of the cases, with an average percentage gap of 0.62%. The SPGA heuristic with 1,000 and 10,000 iterations was within 0.5% of the highest expected profit in 32.07% and 36.44% instances, respectively, and had an average percentage gap from the highest expected profit of 6.48% and 4.97%, respectively. The DP heuristic gave a higher expected profit than the SPGA in 72.94% of the problem instances and was on average 0.49% worse than the SPGA solution in the remaining cases. We tested the statistical significance of our results by computing the mean and standard deviation of the difference in profit for each pair of heuristics across the 10,000 sample paths. In all the cases we investigated, we found that the ranking of heuristics in terms of expected profit was statistically significant at 1%. The DP heuristic was the fastest heuristic in 65.53% of the instances with an average CPT of 17.64
seconds. The ABS heuristic was the fastest in 26.48% of the cases and had an average CPT of 32.04 seconds. The SPGA with 1,000 iterations was the fastest in the remaining 7.99% of the cases and had an average CPT of 33.86 seconds. The SPGA with 10,000 iterations was faster than DP and ABS in 2.16% cases, and had an average CPT of 361.79 seconds.
In the rest of this section, we determine when and why the performances of the heuristics differ substantially. Since there are many parameters in our control, we identify the reasons for performance differences by grouping the results into three scenarios: in Scenario 1, we study the impact of preferences by varying the degree of substitutability and relative popularity of products, in Scenario 2, we vary the price and cost parameters to determine the effect of safety stock, and in Scenario 3, we examine the impact of the parameters related to problem size, specifically the number of products and total mean demand. Tables 3, 4 and 5 present the results for the three scenarios for a subset of the 1,140 problem instances. Complete results are reported in the online appendix.
In Scenario 1, we set n = 5 and mean demand µ = 100, 300 and 500 (Table 3 only reports the results for µ = 100 as they are similar for µ = 300 and 500). In part (a), we vary the degree of substitutability among products by placing restrictions on customer types. We generate 21 problem instances by varying the probabilities α τ in such a way that customers become less and less willing to substitute. With a slight abuse of notation, let |τ | denote the number of different products in type τ . Let β j = τ ∈T :|τ |=j α τ be the probability that there are j products in the type of a customer, for j = 1, . . . , n. We fix (β j ; j = 1, . . . , n) such that n j=1 β j = 1, then we
where j = |τ | so that each type of size j is equally likely. In the first problem instance, we set (β j ; j = 1, . . . , n) = (0, . . . , 0, 1) so that all customers are willing to buy each product and each of the n! permutations of (1, ..., n) is equally likely as their types. In the last problem instance, we set (β j ; j = 1, . . . , n) = (1, 0, . . . , 0) so that each preference type includes only one product, i.e., product 1 to n with equal probability. We define the degree of substitutability as the weighted average of β j , n j=1 jβ j , so that it decreases from 5 to 1 in the above instances. We fix the underage and overage costs of the five products as shown in the first five columns of Table   2 ; we choose these values to allow the critical fractiles of the products to vary in a wide range from 0.8 to 0.33. In Table 3 (a), we see that the DP heuristic significantly outperforms the SPGA when the degree of substitutability is high, but marginally underperforms it otherwise. The performance of the ABS heuristic is generally very good. Its assortment is identical to the DP heuristic throughout and inventory levels are slightly higher since it does not take stock-out based substitution into account.
In the extreme case of a degree of substitutability of 1, i.e., a case where each preference type includes only one product, the ABS is theoretically optimal as it reduces to having 5 separate newsvendor profit functions. In this case, the SPGA with only 1,000 iterations performs better than the DP algorithm because the DP heuristic stocks too little inventory in total, due to the fact that it assumes fixed proportion whereas the SPGA assumes random proportion of customers of different types. Since the initial inventory (q 0 j ) in the SPGA is positive for all products, the algorithm requires less time to converge to a good solution when it is optimal to stock all or most products. On the other hand, when degree of substitutability is high, we see that the SPGA stocks a larger assortment than the DP or ABS heuristics. This suggests that the SPGA can get stuck in a local optimum whereas both DP and ABS heuristics have the ability to compare across local optima and obtain superior solutions. Thus, SPGA gives the worst expected profit when degree of substitutability is high because it stocks too many products. The CPT of the DP and ABS heuristics are comparable to each other and much smaller than that of the SPGA, even with only 1,000 iterations.
In Scenario 1(b), we investigate the impact of the relative popularity of each product. We assume that customer choices are made according to the MNL model, which can be obtained using the customer types representation as described in §3.1. We set the preferences (v 1 , . . . , v 5 ) as shown in Table 3 (b) and the utility of the no-purchase option is set at zero, i.e., v 0 = 1. Note from van Ryzin and Mahajan (1999) that a preference vector represents more homogeneous preferences than another vector when the former majorizes the latter. Thus, we vary (v 1 , . . . , v 5 ) keeping their sum constant. To better isolate the impact of changes in relative popularity, the table shows results obtained using equal underage and overage costs for all five products, o j = u j = 5 for j = 1, . . . , 5.
Results for varying values of underage and overage costs are reported in the online appendix.
In Table 3 (b), we see that the DP heuristic performs significantly better than the SPGA when the population is more homogenous. This is because the SPGA needs more iterations to increase the inventory of the most popular product (in this case product 1) and, as a result, it stocks too little inventory in total. As the difference in popularity of products declines (i.e., as the population becomes more heterogeneous), the performance gap between DP and SPGA declines. The ABS heuristic performs the worst for intermediate levels of heterogeneity, with a worst case performance of 6.1% below the expected profit obtained by the DP heuristic. This is so because, for intermediate levels of heterogeneity, the ABS heuristic does not perceive the need to stock more than one product as it does not account for the dynamic nature of substitution. We can observe this phenomenon by comparing the assortment sizes of ABS and DP heuristics. The DP heuristic is the fastest heuristic in all 9 instances.
In Scenario 2, we again set n = 5 and µ = 100. In part (a) we keep the same values for the underage cost of each product (see Table 2 ), but vary the overage cost in [ô j −4,ô j +5] in increments of 1 whereô j is the overage cost of product j as given in Table 2 . Increasing o j for all j = 1, ..., n
gives an incentive to decrease inventory levels, as it would decrease the amount of safety stock in a newsvendor problem. 6 We set α τ = 1/|T | for all τ ∈ T so that each customer has equal chance of being of each possible type. We also computed results for other values of T , which are shown in the online appendix.
Table 4(a) shows that the DP heuristic gives the highest expected profit in all 10 cases and it is significantly better than the SPGA. The ABS solution gives a slightly lower value of expected profit than the DP heuristic because it stocks more inventory in total, as it does not account for dynamic substitution. Varying the overage cost does not seem to have a major effect on the performance of the three heuristics in this context. As in Scenario 1 (a), the CPT of the DP and ABS heuristics are comparable to each other and much smaller than that of the SPGA, even with 1,000 iterations.
In part (b) of Scenario 2, we assume that the choices are made according to the MNL model with the preferences v j varying as in Scenario 1(b). In Table 4 (b) we report the results for (v 1 , ..., v n ) = (7, 2, 2, 2, 2) as the other 8 vectors gave similar results. Then we assume that each product has an underage cost of 5 and equal overage costs, which we vary between 1 and 9. We also computed results for varying values of underage and overage costs. These are reported in the online appendix.
In Table 4 (b) we see that the DP heuristic again gives the highest expected profit in all 9 cases and that it is significantly better than the ABS and SPGA, especially for high overage cost values.
The ABS heuristic does not perform well when the overage costs are high because it does not see the benefits of increasing the assortment size that come with dynamic substitution. We further see that the ABS stocks too much inventory when the overage cost is low and too little when it is high.
The SPGA stocks all five products but in lower quantities than the DP heuristic when the overage cost is high. The DP heuristic is the fastest heuristic in all 9 cases.
In Scenario 3, we vary mean demand µ between 50 and 500 in increments of 50 and vary the number of products from 2 to 8. We use the same underage and overage cost parameters as in Scenario 1(a). Regarding customer preferences, we consider 7 cases: (1) we set α τ = 1/|T | for all τ ∈ T , (2)- (4) we use the MNL model for (v 1 , ..., v n ) equal to (11, 1, ..., 1), (7, 2, ..., 2) and (3, ..., 3) (5)- (7) we set (β 1 , ..., β n ) = (1, 0, ..., 0), ( 1 n , ..., 1 n ) and (0, ...., 0, 1), where β j is defined in Scenario 1. Table 5 reports only the results for case (1) since they are similar in other cases. Table 5 shows that the DP algorithm gives the best solution in all but two cases and that the performance of the SPGA deteriorates quickly as n and µ increase. We also see that the CPT of all heuristics increase with µ and n. The CPT of the DP and ABS heuristics increase more rapidly with respect to n, while that of the SPGA increases rapidly with µ. We see that CPT and solution quality are related to each other for SPGA. For example, when mean demand is 500 and n = 6, the DP heuristic produces a solution which is 19.7% better than the SPGA with 10,000 iterations; furthermore, the DP heuristic takes 4.4 seconds whereas the SPGA takes 601.9 seconds of computational time. This indicates that the SPGA may need more iterations to converge for a larger mean demand than for a smaller mean demand. For n ≤ 7, the DP algorithm is always faster than the SPGA with 10,000 iterations, but for n = 8, it is slower for small µ, i.e., µ ≤ 200.
The ABS heuristic always produces a slightly worse solution than the DP algorithm and its CPT becomes significantly higher than that of the DP for n ≥ 7.
In conclusion, we identify three drivers of performance for the heuristics based on our numerical analysis: (1) the ability to compare local optima when there are many local optima. The DP and ABS heuristics do this well while the SPGA does not as it is only guaranteed to converge to a local optimum. (2) the ability to correctly determine the safety stock taking stock-out based substitution into account. The SPGA and DP heuristic do this well since they consider the impact of stockout base substitution but the ABS heuristic does not evaluate demand correctly. In particular, the ABS heuristic tends to stock too much when the overage cost is low and too little when it is high. (3) the ability to account for random proportions given an assortment. The SPGA and ABS heuristic incorporate random proportions while the DP approximates demand by fixed proportions of customer types. The results in Tables 1-3 suggest that the most important driver of performance is (1), then (2) followed closely by (3). In other words, the ability to find the correct local optimum of the profit function is the most crucial to obtaining a higher expected profit. This is especially so when products have different prices and costs.
In view of these results, we recommend using the DP algorithm if any of the following conditions holds: the mean demand is large, the degree of substitutability is high, the population is homogeneous, or the overage costs are high. When the number of products to stock is large and mean demand is low, the SPGA can provide a quicker solution, but one should use the DP algorithm if performance with respect to expected profit is an issue. Using the ABS heuristic is usually not recommended when customers dynamically substitute since it never significantly improves the solution from the DP algorithm and often requires more computation time, especially when n is large. Only when the degree of substitutability between products is very low, do we recommend using the SPGA or the ABS heuristic.
Some further points of comparison between the DP and SPGA heuristics should be noted. Our heuristic always produces the same solution since it is not simulation-based, whereas the solution provided by the SPGA depends on the sequence of random numbers that are generated. The SPGA is guaranteed to converge to a stationary point of the expected profit function (but not necessarily to the global optimum) when demand is discrete and the proportions of customers of each type are random. Our DP algorithm gives the optimal solution when there is a fixed proportion of customers of each type, but its performance is not guaranteed when these proportions are random. Proving performance bounds for the random proportions case can be a subject for future study.
Conclusion
We have provided a dynamic programming algorithm of O(8 n ) complexity to obtain the optimal assortment and inventory levels under dynamic substitution when demand is continuous and the proportions of customers of each type are constant. When demand is discrete and the proportions of customers of each type are random, we showed that the algorithm provides a heuristic procedure that generally gives better results than those obtained using the SPGA and is also much faster, especially when mean demand is large, the degree of substitutability is high, the population is homogeneous, or the overage costs are high.
Our results can be applied directly to any product category since our consumer choice model does not put any restrictions on the set of possible customer types. In practice, the number of customer types that a retailer can expect for a given product category is likely to be much less than |T |, the potential limit for n products. Through market research, the retailer could narrow down the list of possible types through the definition of customer profiles, such as the "price-conscious" customer, the "brand-loyal" customer, etc., and compute the associated proportion of each type in the customer population using past sales data. An important managerial insight of our paper is that incorporating dynamic substitution in assortment planning can lead to a significant gain in expected profit, especially when price and cost parameters vary across products, and even when customers are homogeneous in their preferences. 
Appendix
Proof of Proposition 1. (induction on i, the stage for the dynamic program) For S n ⊆ {1, ..., n} such that |S n | = 1, we have
V Sn is continuous in 0, F −1 (θ Sn ) because h Sn is continuous, and it is continuous at F −1 (θ Sn ) because V Sn F −1 (θ Sn ) equals zero. This proves (b). We obtain (a) by setting
. Now assume that the result is true for V S i+1 for all
is continuous as it is the maximum of continuous functions.
V S i (t i ) also has the piecewise structure in (10) as it is the upper envelope of a finite number of functions, V S i+1 for all S i+1 ⊂ S i such that |S i+1 | = n − i, which have a piecewise structure by induction. LetK S i be the number of breakpoints inV S i and letĀ
respectively denote the constants, the subset indices and the breakpoints ofV S i . Since by induction
However, it may have multiple local optima ifV S i is not concave in t i (which is always the case as shown in Proposition 2). Let x 1 denote the highest interior local maximum of G S i (t i ), x 2 denote the highest interior local maximum of G s i (t i ) for t i > x 1 , and so on until x m , where x m is the local maxima such that there is no interior local maximum for 
. It is decreasing in segments (x r−1 , b r ], r = 1, . . . , m as well as in (x m , ∞), and is equal to
for r = 1, ..., m and
, which has a piecewise structure with segments equal to a constant minus h X where X ⊂ S i as shown above. Hence, by carefully renumbering the breakpoints and subset indices, we obtain (a).
It remains to be shown that V S i is continuous. We prove this result by contradiction. Assume that G S i (t i−1 ) is not continuous at somet i−1 . G S i is non-increasing in t i−1 because the feasibility set {t i : t i ≥ t i−1 } gets smaller as t i−1 increases. Therefore, att i−1 , we must have 7
. From continuity of G S i and above, we have
) by definition of G, which gives a contradiction because G S i is continuous. Therefore, G S i (t i−1 ) is continuous in t i−1 and so is
Proof of Lemma 1. (induction) In this proof, we employ the definitions of the maximum of value functionsV S i and breakpoints x r and b r , r = 1, . . . , m, from the proof of Proposition 1. For V Sn where S n ⊆ {1, ..., n} and |S n | = 1, we see in (11) that V Sn a
. Assume that the result is true for V S i+1 for all S i+1 ⊂ S i and |S i+1 | = n − i. A breakpointā S i k for some k <K S i ofV S i is either (i) a breakpoint of V S i+1 for some S i+1 or (ii) the intersection point between two value functions, say V S i+1 and VŜ
i+1
. In (i), we haveV S i (ā
These limits exist because the function is monotone.
by the induction hypothesis. In (ii), suppose that
, then by definition ofV S i being the maximum of V S i+1 and VŜ i+1 , we haveV
k ) because h S (t) are strictly concave functions of t for all S ⊆ {1, ..., n}. Hence for all breakpointsā
is differentiable everywhere, the points where
is not differentiable are the NDBPs ofV S i . Letā
k for some k <K S i be an NDBP, i.e.,
k cannot be a local maximum of G S i because the right derivative is greater than the left derivative and proves (b).
Thus, x r , which are the local maxima of G S i , are not equal to the NDBPs ofV S i , and we have
As shown in Proposition 1, G S i is decreasing at b r , r = 1, ..., m and G S i is constant in the segments (b r , x r ), r = 1, ..., m. Therefore, we have
. At all points other than x r and b r , V S i is either continuous or equal toV S i . Therefore, (a) is true for V S i .
Proof of Proposition 2. Since h S i is concave, V S i is increasing between each pair of breakpoints.
By Lemma 1, we have that for every
where the second inequality is strict for only a finite number of points. Given that V S i is continuous by Proposition 1, it is easy to show that all the subgradients lie below V S i and therefore the function is convex.
Also, by Lemma 1, at the last breakpoint a
Proof of Lemma 2.
The following result is useful in the proof of this lemma. Given
Else, i.e., if X
To see this, note that from (9), we get t * i = arg max t i ≥t * i−1
and from the proof of Proposition 1 this implies
value functions.
(ii) If, on the other hand,
Proof of Lemma 3(a): To prove that S * s 1 = X S * For subsequent subsets, we need to prove that S *
. Applying the definition of the DP, given S * s l , the next optimal subset is obtained by solving max S s l +1 :S s l +1 ⊂S *
Thus, by following steps similar to the proof of S * s 1 , the next product in the optimal solution is given
) . We need to show that this product can also be obtained from V S * s l , i.e., its index is given by the segment succeeding k l in V S * s l
. To see this, note from the proof of Proposition 2
which proves (a). 
). From the above this is equal to
). This proves (b).
Proof of Lemma 3(c): Since
. Finally
as it is then the sum of two decreasing functions. It follows that any local maximum of G S * s l should be less than F −1 θ S * s l , so that
and it can be seen that this implies that θ S * s l
. This proves (c).
Proof of Lemma 3(d): Follows directly from (3).
Proof of Algorithm 1. We need to show that (i) in Step 1, it is enough to look at F −1 (θ S i ,X To find the local maxima of G S i , we write G S i as:
In this expression, we used Proposition 1 to expandV S i as a piecewise function. Lemma 1 implies that if x is a local maximum of G S i , then G S i (x) = 0. Thus, there existsX
This proves (i).
The ordering of x 1 , ..., x m in (ii) follows from the facts that the algorithm searches for local maxima in intervals (ā
k ] for k going fromK S i down to 1, i.e., from right to left, and the
ensures that the value of G S i at the candidate value
) is greater than all the local maxima found in (ā
Proof of Lemma 3. Consider V S i . By Proposition 1, we know that X
Since |S i | = n − i + 1, there are at most 2 n−i+1 − 1 possible values for X S i k . By Lemma 1, we know that V S i (a
) and are such that a pair of function intersects at most once.
Hence, the problem of finding the maximum value for K S i is equivalent to finding the maximum number of breakpoints for an increasing, possibly discontinuous, function equal to −h S (t) for some S ⊆ S i between each pair of breakpoints for all t ∈ [0, max S⊆S i θ S ]. Graphically we have 2 n−i+1 − 1 different h S curves and we need to "follow" one curve at a time and maximize the number of breakpoints where a breakpoint can either be a kink if we "switch" from one h function to another at their intersection point, or a point of discontinuity if we "jump up" from an h function to another one which is higher.
Let m = 2 n−i+1 − 1. There is at most C m 2 intersection points on the graph. Suppose that this is the case so that exactly 2 curves intersect at each intersection point.
We say that the h Ŝ function is of rank x at t if it is such that h Ŝ (t) is the x-th highest value of {h S (t) : S ⊆ S i }. Let r(t) denote the rank of the h function that we follow at t.
In order to maximize the number of breakpoints, we should start on the curve with the lowest value at zero, i.e., h S such that uS = max S⊆S i u S , hence r(0) = m. From there we can either follow that curve until its first intersection point with another curve, denoted by b 1 , or jump up to the curve which is right above. 8 Switching curves at the intersection point b 1 creates a new breakpoint but does not affect the value of r(t), i.e., r(b
). Jumping to the curve right above at somê t ∈ (0, b 1 ] creates a new breakpoint but decreases the value of r(t), i.e., r(t) = r(t) − 1.
In general, every intersection point between two curves is an opportunity to create a new 8 Jumping up to any other curve would not maximize the number of breakpoints as we could always make successive jumps and create more breakpoints. breakpoint without affecting r(t). Since there are are most C m 2 intersection points, it is possible to create at most C m 2 such breakpoints. If one switches curves at every intersection point, then r(t)
only changes when jumping to the curve above, which can be done at most m − 1 times.
Not switching curves at an intersection point does not create a new breakpoint but can cause r(t) to go up by one. In this case the maximum number of discontinuity points increases by one, to m. In general if one switches curves at all but k intersection points, then the maximum number of discontinuity points is m − 1 + k, for k ≤ C m 2 . In all cases, the maximum number of breakpoints (either kinks for switching curves, or discontinuity points) is equal to C m 2 + m − 1. Adding the final breakpoint when the last curve hits zero, we obtain a maximum number of breakpoints equal to
. We obtain the result by substituting back for m. 
