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ABSTRACT
Due to rising data sizes and growing complexity, the results of modern numerical simu-
lations are increasingly difficult to understand. Thus, scientific visualization is vital for
an in-depth comprehension of computational fluid dynamics data. Especially the use of
Virtual Reality methodology for an interactive exploration is gaining more and more im-
portance, as it significantly facilitates the analysis of complex, three- to four-dimensional
flow phenomena. However, large data sizes and high computational complexity limit a
straightforward application of flow visualization methodology for real-world datasets due
to violations of vital real-time constraints.
This thesis aims at providing means for an intuitive exploration of complex flow phe-
nomena in immersive virtual environments—including large, unsteady datasets, which
tend to frequently exceed the memory capabilities of modern workstations. Due to its
high expressiveness, the main focus of this work lies on interactive particle tracing. By
exploiting the respective capabilities of the individual components of today’s heteroge-
neous visualization environments, a level of interactivity is achieved which lies beyond
that of contemporary approaches.
The theoretical foundation of this work consists of novel models for the interactive ex-
ploration process and contemporary visualization infrastructure, as well as an extension
of the classical visualization pipeline. Based on an execution frequency analysis, compu-
tational tasks are distributed onto the components of a heterogeneous visualization en-
vironment comprising high performance computing (HPC) infrastructure and dedicated
rendering workstations equipped with modern graphics processing units (GPUs). For
interactive particle tracing, this results in HPC-based data reduction, followed by GPU-
based computation and depiction of particle trajectories, thus performing a paradigm
shift regarding the utilization of HPC infrastructure for interactive data analysis.
The building blocks of such a system include an efficient method for demand-driven
data reduction—in this case by resampling a given unstructured grid into a Cartesian
grid. An efficient cell search method and multi-level parallelization allow for an excel-
lent utilization of available HPC resources. In order to assess the approximation quality
of the resampled flow field, error estimation and feedback are discussed as well. Full
interactivity for the actual exploration is achieved by performing particle tracing on the
visualization front-end using the GPU. While support for flow fields given on Cartesian
grids is relatively straightforward, this thesis presents a method for storing flow data in
the form of tetrahedral grids within graphics memory, thus maintaining an optimized
domain discretization as used in the flow simulation phase. Handling time-dependent
flow fields on Cartesian and static tetrahedral grids adds to the flexibility of the pre-
sented approaches. For an efficient depiction of particle information, this work introduces
image-based rendering techniques for both instantaneous particles and particle traces.
An emphasis is put on their applicability in immersive virtual environments.
The presented methods have been integrated into the visualization framework ViSTA
FlowLib. These implementations have been used for a thorough evaluation via perfor-
mance measurements and an assessment of usability, applicability and expressiveness for
an interactive exploration of various real-world datasets with different characteristics.
ZUSAMMENFASSUNG
Die Ergebnisse numerischer Simulationen sind aufgrund wachsender Datengro¨ße und
-komplexita¨t zunehmend schwieriger zu verstehen. Daher ist die wissenschaftliche Visu-
alisierung heutzutage ein unverzichtbares Hilfsmittel fu¨r die Auswertung von Stro¨mungs-
simulationen. Insbesondere Methoden aus dem Bereich der Virtuellen Realita¨t gewinnen
immer mehr an Bedeutung, da sie eine Analyse komplexer, drei- bis vierdimensionaler
Stro¨mungspha¨nomene signifikant erleichtern. Allerdings verhindern große Datenmen-
gen und komplexe Berechnungen einen direkten Einsatz von herko¨mmlichen Metho-
den zur Stro¨mungsvisualisierung bei praxisrelevanten Datensa¨tzen, da hierdurch oftmals
wesentliche Anforderungen an interaktive Systemantwortzeiten nicht eingehalten werden
ko¨nnen.
Diese Arbeit stellt Ansa¨tze fu¨r eine intuitive Untersuchung komplexer Stro¨mungspha¨-
nomene in immersiven virtuellen Umgebungen vor – einschließlich großer, instationa¨rer
Datensa¨tze, die die Speicherkapazita¨t moderner Visualisierungsrechner u¨bersteigen. Auf-
grund ihrer hohen Aussagekraft liegt der Hauptfokus dieser Arbeit auf der interaktiven
Partikelverfolgung. Indem die jeweiligen Sta¨rken der einzelnen Komponenten heutiger
heterogener Visualisierungsumgebungen ausgenutzt werden, wird ein Grad an Interak-
tivita¨t jenseits aktueller Lo¨sungen erreicht.
Als theoretische Grundlage der vorgestellten Ansa¨tze fu¨hrt diese Arbeit Modelle fu¨r den
interaktiven Explorationsprozess und aktuelle Visualisierungsinfrastruktur ein, sowie
eine Erweiterung der klassischen Visualisierungspipeline. Basierend auf einer Ana-
lyse ihrer Ausfu¨hrungsfrequenz werden einzelne Unteraufgaben einer Visualisierungsan-
frage auf die Komponenten einer heterogenen Visualisierungsumgebung verteilt. Diese
umfasst sowohl Hochleistungsrechner (high performance computing (HPC) cluster) als
auch dedizierte Grafik-/Visualisierungsrechner, welche mit modernen Grafikprozessoren
(graphics processing units – GPUs) ausgestattet sind. Fu¨r die interaktive Partikelver-
folgung resultiert dies in einer HPC-basierten Datenreduktion, gefolgt von einer GPU-
basierten Berechnung und Darstellung von Partikelbahnen. Damit wird ein Paradigmen-
wechsel bezu¨glich des Einsatzes von HPC-Infrastruktur fu¨r die interaktive Datenanalyse
vollzogen.
Fu¨r die Realisierung dieses Ansatzes wurde eine effiziente Methode zur Datenreduktion
basierend auf Benutzervorgaben entwickelt, welche einen Teil eines gegebenenen unstruk-
turierten Gitters in ein kartesisches Gitter u¨berfu¨hrt. Ein effizienter Algorithmus zur
Zellsuche und eine hierarchische Parallelisierungsstrategie ermo¨glichen eine exzellente
Auslastung der vorhandenen HPC-Ressourcen. Um die Approximationsgu¨te des verein-
fachten Stro¨mungsfeldes zu beurteilen, werden globale und lokale Fehler abgescha¨tzt und
an den Benutzer ausgegeben. Fu¨r die eigentliche Stro¨mungsexploration wird Interak-
tivita¨t erreicht, indem die Partikelverfolgung auf der GPU des Visualisierungsrechners
durchgefu¨hrt wird. Neben einer direkten Unterstu¨tzung von Stro¨mungsfeldern auf karte-
sischen Gittern wird in dieser Arbeit eine Methode fu¨r die Speicherung von Tetraedergit-
tern im Grafikspeicher vorgestellt. Damit kann fu¨r die GPU-basierte Partikelverfolgung
die optimierte Doma¨nendiskretisierung aus der Simulationsphase beibehalten werden.
Eine Unterstu¨tzung fu¨r zeitvera¨nderliche Stro¨mungsfelder auf kartesischen Gittern und
statischen Tetraedergittern erho¨ht die Flexibilita¨t der vorgestellten Ansa¨tze weiter. Um
große Mengen von Partikeldaten effizient darzustellen, werden in dieser Arbeit bild-
basierte Zeichentechniken sowohl fu¨r instantane Partikel als auch fu¨r Partikelbahnen
eingefu¨hrt. In beiden Fa¨llen wird ihre Benutzbarkeit in immersiven virtuellen Umge-
bungen sichergestellt.
Die vorgestellten Methoden wurden in das Visualisierungsrahmenwerk ViSTA FlowLib
integriert. Diese Implementierungen wurden fu¨r eine gru¨ndliche Evaluierung dieser An-
sa¨tze verwendet. Dies umfasst sowohl Laufzeitanalysen als auch eine Beurteilung ihrer
Benutzbarkeit, Anwendbarkeit und Ausdruckssta¨rke fu¨r eine interaktive Exploration
verschiedener, praxisrelevanter Datensa¨tze.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Due to rising data sizes and growing complexity the results of modern numerical sim-
ulations are increasingly difficult to understand. Thus, scientific visualization is vital
for an in-depth comprehension of computational fluid dynamics (CFD) data. Especially
the use of Virtual Reality (VR) methodology for an interactive exploration is gaining
more and more importance, as it significantly facilitates the analysis of complex, three-
to four-dimensional flow phenomena. Besides stereoscopic rendering, which allows for
a much more meaningful depiction of complex three-dimensional structures, real-time
interaction with full six degrees-of-freedom gives VR-based exploration of fluid flow data
a significant advantage. However, employing visualization methods in an immersive vir-
tual environment creates hard real-time constraints, which have to be observed in order
to maintain the usability of a given VR system. This significantly adds to the need
for short response times, making it impossible for complex simulation results to be an-
alyzed interactively with a single workstation, let alone a visualization system driving
an immersive display. Time-varying datasets are even more challenging, as they tend to
exceed memory capabilities of modern workstations quite quickly.
A particularly useful method for the visualization of flow data is the depiction of the
movement of matter through the flow domain as it allows for a very intuitive under-
standing of the underlying flow structures, which explains its widespread use in both
experimental and numerical flow analysis (cf. Figure 1.1). In the latter case, it requires
the computation of large numbers of particle trajectories, the computational complex-
ity of which limits its applicability within truly interactive settings. Large data sizes
1
CHAPTER 1. INTRODUCTION
Figure 1.1: Flow field visualization by depicting the movement of smoke (left [NAS90])
or massless particles (right).
and high computational cost typically exceed the real-time capabilities of conventional
CPU-based particle tracers. Nevertheless, by giving the user full control of the particle
tracing process, it provides a valuable means for the analysis and depiction of complex
global and local flow phenomena. However, for optimum results, a fully interactive set-
ting is crucial. Finally, its employment in an immersive virtual environment amplifies
its expressiveness even more, albeit at the cost of an increased need for interactivity.
This thesis aims at providing means for an intuitive exploration of complex flow phe-
nomena via interactive particle tracing in immersive virtual environments. It is targeted
at facilitating a thorough understanding of a given flow field—including large, unsteady
datasets, which tend to frequently exceed the memory capabilities of modern worksta-
tions. By incorporating the different components of today’s heterogeneous visualization
environments into a single integrated system, it exploits their respective benefits and
achieves a level of interactivity which lies beyond that of contemporary approaches,
which usually concentrate on single components only. Based on a model of the in-
teractive exploration process, this work extends the classical visualization pipeline and
proposes a mapping scheme, which distributes the required computational tasks to the
components of a heterogeneous visualization system according to their respective ca-
pabilities and limitations. Furthermore, it provides the actual building blocks for such
a system, ranging from demand-driven data reduction to hardware-accelerated parti-
cle tracing to the efficient depiction of extensive particle data. These components are
tied together by the visualization framework ViSTA FlowLib, which is targeted at the
integration of research results from the respective areas of high performance comput-
ing (HPC), human-computer interfaces and efficient rendering for the common goal of
interactive flow field analysis. The resulting software has been used for an interactive
visualization of various real-world flow phenomena, two of which are described towards
the end of this thesis.
2
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1.2 Contributions
The goal of this thesis is the interactive exploration of complex flow fields via particle
tracing in virtual environments. It contains the following main contributions:
• Models for the interactive exploration process and contemporary visualization sys-
tems, as well as extensions to the visualization pipeline model.
• Based on these models: A novel approach to distributing workload onto visualiza-
tion system components.
• A parallel method for resampling tetrahedral grids (or subregions thereof) into
Cartesian grids based on an efficient cell search scheme. Global and local error
estimation and feedback for assessing the approximation quality of the resampled
grid.
• Methods for interactive particle tracing using graphics processing units (GPUs)—
including trajectory computation on unstructured grids, efficient rendering, and
suitable user interfaces.
• Integration of high performance computing (HPC) and GPU-based flow explo-
ration into one interactive visualization framework in order to use the respective
benefits of both worlds.
1.2.1 Publications
Major parts of the research results of this work have been discussed in a number of
publications. ViSTA FlowLib, the basic visualization framework for VR-based flow
exploration using HPC functionality, is described in [SGvR+03]. Methods for an effi-
cient depiction of extensive particle data including history information are presented in
[SKH+04, SKH+05]. [SKB05, SBK06a] discusses a purely GPU-based computation and
visualization of particle traces which are augmented with local history information. An
approach for GPU-based particle tracing on unstructured grids is presented in [SBK06b].
Hybrid visualization environments and workload distribution among their individual
components for interactive flow exploration are discussed in [SBK07b]. Additional de-
tails regarding a hybrid parallelization of unsteady flow field resampling and exploration
are provided in [WSK07]. Application examples are given in [HHS+06, SBK07a].
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1.3 Outline
This thesis is structured as follows. Chapter 2 describes the foundations and the state
of the art upon which this work is built. Chapter 3 presents models for the interactive
exploration process, the extended visualization pipeline and contemporary visualization
infrastructure, as well as the resulting mapping from visualization tasks to visualization
system components.
The building blocks for such a system targeting an interactive exploration of flow fields
are discussed in the subsequent chapters. Chapter 4 introduces our approach to efficient,
demand-driven data reduction on a remote HPC system, as well as the estimation and
feedback of the resulting error. The latter is vital for allowing the user an assessment
of the approximation quality of the resampled grid. Chapter 5 discusses GPU-based
particle tracing. This includes the storage of tetrahedral grids in graphics memory and
its use for particle advection, as well as handling unsteady flow fields and preserving
particle history information. Chapter 6 provides details about the efficient depiction of
large amounts of particle data via image-based rendering. It focuses on a high-quality
display of both instantaneous particles and particle traces, regardless of the origin of the
particle data.
Chapter 7 presents our visualization framework and its implementation including the
methods presented in the preceding chapters. This implementation was employed for
obtaining the results as discussed in Chapter 8. Finally, Chapter 9 summarizes the work
in this thesis and gives some concluding remarks as well as an outlook at future work.
Information regarding the used datasets and visualization infrastructure can be found
in the appendices.
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FOUNDATIONS
2.1 Scientific Visualization
The increasing quality and availability of equipment for data acquisition like medical
scanners, as well as the rising computational power of today’s computing systems results
in massive amounts of data which have to be thoroughly analyzed and understood. While
visual representations of data for an easier comprehension thereof date back to times
before digital computers have even been invented (see Figure 2.1), they have become an
indispensable tool for the analysis, understanding and communication of contemporary
data. Today, scientific visualization itself forms its own field of research which is targeted
at transferring information into meaningful visual representations in order to allow for
efficiently gaining insight into complex data and phenomena (see Figure 2.2). A general
overview about scientific visualization can be found in [SML06], while [HJ04] provides
a comprehensive overview about the current state-of-the-art in various sub-areas.
Scientific visualization is typically used in one of three kinds of working processes, namely
for the explorative analysis, the confirmative analysis, or the presentation of data. De-
spite quite different usage characteristics, they all build upon a common process and
data flow model: the visualization pipeline [UJK+89] (see Figure 2.3). Starting from
some persistent storage, the data to be visualized is processed in one or multiple filtering
steps before it is mapped to a graphical representation, which is then rendered to a pixel
image to be perceived by the user.
Regardless of the actual usage, low response times of the visualization system are de-
sirable. However, their importance rises with the uncertainty about the content of the
5
CHAPTER 2. FOUNDATIONS
Figure 2.1: The advance of Napoleon’s Grande Arme´e into Russia in 1812 as depicted
by Charles Joseph Minard in 1861 [Tuf01].
data at hand. The less is known about the phenomenon to be analyzed, the more the
analysis procedure resembles an iterative search process. Especially for an explorative
analysis, interactivity is important for the visualization process in order to allow the
user to conveniently investigate the given data.
2.2 The Visualization Process
Contemporary descriptions of the data flow within the visualization pipeline are fairly
complete [UJK+89, SML06]. Nevertheless, additional information like computational
complexity, data sizes and/or execution frequency, which are necessary for making op-
timal use of available computing resources (especially in an interactive context), are
Figure 2.2: Examples of scientific visualization of medical (left [KKH02]) and technical
(right [SRBE99]) datasets.
6
2.3. FLOW VISUALIZATION METHODOLOGY
Filtering Mapping Rendering
Figure 2.3: The visualization pipeline.
missing. This situation is quite similar regarding the exploration process. The addi-
tion of human factors by embedding a computer-assisted analysis into a complete data
exploration process [SBM92] or by defining response time requirements [BJ96] is only
marginally helpful for determining corresponding design consequences. The same ap-
plies to recent research considering human factors, which deals mainly with perceptional
issues [TM04]. Current models for the exploration process are targeted at recording,
analyzing, and reproducing data analysis sessions [JKMG02]. However, they consider
and document the progression through a visualization process, rather than computa-
tional tasks and their cost. While these works provide valuable insight into the user’s
participation in the exploration process, they tend to omit issues concerning waiting
time and latency completely—with the exception of [BJ96].
2.3 Flow Visualization Methodology
This work deals with the analysis of flow fields, i.e. mappings u(x, t) : Ω × Π → RM
of locations x in the flow domain Ω ⊆ Rn and (optional) time values t ∈ Π ⊆ R
to M -dimensional attributes, with M = n for flow data and M = 1 for scalar data.
They are typically given as discrete distributions of data values in the form of sample
points with additional connectivity information. Depending on the arrangement of these
points and the corresponding topology, different grid types are distinguished (see Figure
2.4). In the case of a time-varying flow field, an ordered list of such grids is used, each
one providing flow information for a well-defined instant in time. Depending on the
process under investigation, the flow domain can either be static or dynamic. In the
former case, all grids have the same topology, which effectively allows for sharing the
corresponding information for all time steps, while in the latter case, no such opportunity
exists. Conceptually there are hardly any limits regarding the resolution of a grid or the
number of time steps. Thus, the potential size of a flow dataset is virtually unlimited.
Visualization methodology for such flow fields spans a very rich spectrum of approaches
and techniques, an overview of which is given in [PVH+02] and refined and concentrated
in [PVH+03, LHD+04]. Due to their expressiveness, this work concentrates on methods
which are based on the advection of particles through the given flow field.
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Figure 2.4: Examples of Cartesian, regular, rectilinear, curvilinear and unstructured
grids in 2D (from left to right).
2.3.1 Particle Tracing
Tracing and depicting the movement of matter through a flow field is a proven and
very intuitive means for visualizing fluid flow, which explains its widespread use in both
experimental flow analysis [SL00] and computational fluid dynamics (CFD) [Bla01].
However, for a successful employment, relatively large numbers of particles have to be
advected and rendered as only the combined information from multiple particle traces
conveys an adequate impression of the underlying flow field to the human eye. Depending
on the handling of time information, the following types of particle trajectories are
distinguished:
• Streamlines are tangents of the vector field. In the case of a time-dependent flow
field, they represent merely a snapshot of a given instant in time.
• Pathlines are the trajectories of single particles through a time-varying flow field.
• Streaklines are created by connecting multiple particles which have been released
into the flow field at the same location but at different instants in time. They
resemble a continuous release of matter (e.g., ink) into a flow field in experimental
flow analysis.
• Timelines are the connection of multiple particles which have been released into
the flow field along a line at the same time.
Alternatively, texture-based methods fill large areas of the flow domain with visual rep-
resentations of the flow field. Approaches like Volume LIC [IG97] are mostly extensions
to two-dimensional variations of LIC [CL93] and create streamline-like flow representa-
tions by filtering noise textures along the underlying vector field. While they provide
very meaningful depictions, occlusion becomes a major issue for three-dimensional flow
fields.
In contrast to texture-based approaches, geometry-based methods display flow fea-
tures directly by graphical icons. Examples of geometry-based approaches are given in
[BMP+90], where streamlines are depicted as simple, unshaded lines of equal thickness,
whose main drawback is the lack of depth cues. Based on streamlines are streamribbons
and streamtubes [SML06], which represent streamlines as three-dimensional geometrical
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objects, thus raising the polygon count in the scene to be drawn considerably. Zo¨ckler
et al. present illuminated streamlines in [ZSH96], which improve depth perception by
using texture-mapping hardware for a simulation of specular reflection. Nevertheless,
the depth order of a group of lines is still ambiguous. Amongst others, this problem
is addressed in [MTHG03] by surrounding illuminated streamlines with darker halos,
which requires at least two rendering passes. Perception problems at the end of thick
streamlines are addressed by tapering these ends in order to create more pleasing im-
ages. A similar approach is used in [SFL+04] for particle traces. In this case, illuminated
streamlines are surrounded by dark halos as well, but the start and end of the traces
are faded out through alpha blending. While this approach intuitively depicts a par-
ticle’s speed, it does not convey its exact position. In [FG98] Fuhrmann and Gro¨ller
introduced dash tubes. They depict streamlines as three-dimensional tubes with an ani-
mated opacity texture, thus raising the polygon count of the scene akin to streamtubes.
A billboard-based alternative is presented in [SGS05], which achieves high-quality visu-
alizations with relatively small memory footprints and with the help of modern graphics
processing units (GPUs). However, as it relies on the CPU for a certain part of its
functionality, it is not suited for purely GPU-based approaches. Note, that most of
these approaches are limited to the visualization of static flows and display the whole
streamline or particle path at once.
For the depiction of the instant positions of particles, far less methods are known. Besides
employing standard point primitives or polygonal spheres, Guthe et al. present a texture-
based visualization technique using texture atlases in [GGS02]. A similar approach
is chosen by Kru¨ger et al in [KKKW05]. Although these methods are applicable in
standard desktop-based visualization systems, their use is difficult in immersive virtual
environments using user-centered stereoscopic visualization (see Section 2.4).
Obviously, computing large numbers of particle trajectories comes at a significant com-
putational cost, which makes its application in a fully interactive setting difficult. Thus,
up to now, particle tracing has primarily been used for the computation and depiction of
more or less static streamlines, pathlines and related integral objects. This means, that
after the specification of seed points, the corresponding trajectories have been computed
and depicted—potentially with a dynamic rendering technique like moving particles or
animated, textured tubes. Even when using various methods for speeding up the inte-
gration process [KL95, USM96], only limited amounts of particles can be processed in
a semi-interactive way. However, only as a fully interactive tool, particle tracing can be
utilized to its fullest potential. While there exist approaches for automatically deter-
mining particle seed points in order to depict flow field structures in a meaningful way
[MTHG03, YKP05], they are obviously quite limited regarding user input. Thus, they
do not provide the same level of expressiveness as particle traces directly seeded by the
user near a flow feature under investigation. On the other hand, pre-computed particle
traces alleviate this limitation somewhat [KBHJ01, EGM04] but come at the cost of
significantly increased storage requirements and an extensive pre-processing phase.
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2.4 Virtual Reality
When dealing with complex phenomena, special care must be taken regarding the user
interface to optimally convey information to the user. This applies especially in a highly
interactive context, where interaction with the data and the system plays another impor-
tant role. In order to allow the user to fully concentrate on the task at hand, expressive
information presentation, as well as efficient and natural interaction are vital. This is
certainly one reason for the increasing application of virtual reality (VR) techniques and
methodology in this area [KGA+05]. Besides stereoscopic rendering and head tracking,
which allow for a much clearer depiction of complex three-dimensional structures, real-
time interaction with full six degrees-of-freedom [BKLP04] gives VR-based exploration
of fluid flow data a significant advantage. Nevertheless, in order to achieve interactiv-
ity, non-trivial time constraints have to be satisfied for the visualization methods to be
employed [BJ96].
The use of VR for scientific visualization, with an emphasis on the exploration of fluid
flow, is first presented by Bryson and Levit in [BL91]. Since then, various aspects of flow
exploration in virtual environments have been investigated, ranging from (extensible)
frameworks [BJS97, KBLH03] to response time reduction [BGY92, RFL+98, GHW+04]
to user interfaces [KBF+95, WWG97, LaV00, ES01].
Whereas most of the given examples concentrate only on a few aspects, some systems
combine several important approaches to achieve powerful visualization schemes. This
includes COVISE and its VR add-on COVER [RFL+98], which allows sophisticated
visualization features to be computed on parallel HPC systems and displayed in virtual
environments. Data transfer efficiency between the work host and the visualization host
is improved by data reduction strategies. However, the VR user interface consists mainly
of a pointing device and basic 3D menus. Kreylos et al. [KBLH03] present a complete
VR-based visualization framework for multi-resolution data.
2.5 Handling Large Data
While interactivity is a key feature of VR methodology, contemporary datasets are
typically too large to be processed in real time. Thus, various strategies are pursued to
minimize system response times.
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2.5.1 Parallel Post-Processing
The typical approach to dealing with large-scale data is employing remote (parallel)
computing systems for generating graphical primitives for visualization objects like cut
planes or streamlines, which are then displayed interactively on a dedicated visualization
front-end [BGY92, RFL+98, BPTZ99, OPR01, GHW+04]. This combination of high
performance computing (HPC) systems with dedicated rendering hosts results in very
powerful hybrid visualization systems. Still, this method comes at the cost of increased
latency, as every user-initiated parameter change results in a query being sent to the
remote system, where the computation is executed before the corresponding results are
transmitted back to the visualization front-end in order to be displayed. While the
total computation time is reduced in comparison to an execution on the front-end alone,
network latency and bandwidth limitations typically prevent direct visual feedback to
the user.
2.5.2 Distributed Rendering
An alternative is the parallel generation of image data using computing clusters, followed
by pixel data transmission, accumulation and display. While this approach is quite
successful for volume visualization of large data [MP01, SMW+05] and/or the depiction
of large polygonal models [HHN+02, RR06] in comparison to direct rendering on a
single visualization host, it is rather problematic for being employed in an immersive
virtual environment. Bandwidth limitations impede remote (stereo) image generation for
multiple display screens, and network latency results in relatively high response times to
user movement causing loss of responsiveness and potentially inducing cyber sickness.
2.5.3 Data Reduction
In order to obtain data of manageable size, various reduction strategies can be employed
as well. An example is the resampling of a given unstructured grid into a Cartesian
grid for further processing [KBF+95, WWG97]. A building block for this strategy is a
fast cell search method as presented by Langbein et al. in [LST03], which uses a kd-tree
for the broad phase and resorts to ray casting for the narrow phase. An alternative
to resampling is tetrahedral grid simplification as discussed in [GZ05] and [UBF+05].
However, long processing times for grids of relevant size prevent its incorporation into
an interactive setting. Another drawback, especially for the resampling approach, is the
rather inflexible commitment to a certain precision and/or region of interest.
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Figure 2.5: Comparison of floating-point performance increase of GPUs and CPUs in
recent years (from [OLG+07]).
2.5.4 Offline Processing
Finally, visualization objects like particle trajectories can always be precomputed. While
this approach is certainly interesting for pure presentation purposes, it completely ne-
gates the obvious advantages that full interactivity has to offer. Kuester et al. [KBHJ01]
and Ellsworth et al. [EGM04] present an alternative by precomputing particle traces
followed by loading and displaying them at run-time depending on user input. However,
both approaches require considerable additional resources in terms of computing power
and storage space.
2.6 Programmable Graphics Hardware
With the advent of flexible and powerful graphics processing units (GPUs), an addi-
tional computational resource becomes available. By specializing on compute-intensive,
highly parallel computation, modern GPUs are able to greatly outperform CPUs when
it comes to raw processing power (see Figure 2.5) if the computational task exhibits a
suitable structure. Thus, a lot of effort has been spent on leveraging this power for gen-
eral purpose computing, leading to the acronym GPGPU for general-purpose computing
on GPUs [GPG]. Applications range from very graphics-centric uses like ray-tracing
[PBMH02] to computational fluid dynamics [HBSL03] to generalized numerical algo-
rithms [KW03b]—an overview is given in [OLG+07]. However, in order to optimally
use this resource type, the required computations and data items have to be mapped
to the stream programming model, which is prevalent in today’s graphics hardware
[KRD+03, Owe05].
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Initially, graphics APIs like OpenGL [Opea] or DirectX [Micb] had to be used to access
a GPU’s capabilities, effectively impeding a wide-spread adaptation by non-graphics
programmers. This lead to a number of stream processing languages and APIs like Brook
[BFH+04], CUDA [NVI], and RapidMind [Rap]. An abstraction of graphics memory for
an implementation of various versatile data structures is presented in [LKS+06].
Most important in the context of this work are applications within the field of scientific
visualization like volume rendering of Cartesian [EKE01, KKH02, KW03a, HKRS+06]
and tetrahedral grids [WKME03, GW06] or isosurface construction [Pas04, KSE04].
In addition, GPUs are used for flow visualization by Weiskopf for a dense, texture-
based approach [WSE05]. The storage of particle data in graphics memory is shown in
[KSW04, KLS04] for GPU-based implementations of particle systems. It is later used in
[KKKW05] for the interactive exploration of flow fields given on Cartesian or rectilinear
grids via GPU-based particle tracing. While these approaches typically have to get by
with the limited memory resources of the graphics card or its host, they provide useful
methods for processing data locally on the visualization front-end and, thus, valuable
components for a hybrid visualization system as described above. An extension presented
in [BSK+07] alleviates these limitations somewhat by streaming additional data from
hard disk to the graphics system for the exploration of time-varying flow fields.
2.7 Discussion
The fusion of scientific visualization and virtual reality constitutes a promising approach
to the interactive exploration of complex data. In the context of fluid flow visualization,
particle tracing fits perfectly into this picture by offering an expressive but intuitively
comprehensible depiction of flow structures. VR technology offers a versatile work en-
vironment, which allows the user to fully concentrate on the task at hand. Hybrid user
interfaces, which employ direct 3D interaction for object manipulation and navigation,
as well as PDAs or ultra-mobile PCs for symbolic input or fine-grained numerical control,
are expected to provide intuitive and convenient control to the user.
However, in order to effectively employ visualization techniques in virtual environments,
a number of hard real-time constraints have to be observed. While a number of so-
phisticated approaches exist, fully interactive particle tracing in virtual environments is
still difficult due to hard real-time constraints. Especially when dealing with large data,
which exceeds the memory limits of a single visualization workstation, response times
quickly exceed the limitations imposed by an interactive setting. The use of HPC infras-
tructure for the parallel computation of visualization primitives alleviates this problem
somewhat, but ultimately it cannot provide the required low latency feedback. An al-
ternative is shifting computational load onto the GPU. This does allow for highly inter-
active tracing of large numbers of particles, but imposes additional limitations regarding
13
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memory consumption.
In order to finally provide fully interactive particle tracing in virtual environments,
this work aims at improving the use of the single components of a hybrid visualization
system according to their respective capabilities and limitations. The goal is to allow
for an intuitive, interactive exploration of large and complex flow fields for an easier
understanding of the underlying flow phenomena.
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INTERACTIVE SCIENTIFIC VISUALIZATION
In order to achieve interactivity for the exploration of complex data, resource usage has
to be optimized. This requires an analysis of the processes at hand, as well as avail-
able computational and related resources. In the following, a model for the interactive
exploration process is proposed, which incorporates information constituting the notion
of ”interactivity”. This information is then propagated into an extended model of the
visualization pipeline, which—in combination with a description of contemporary hy-
brid visualization systems—leads to a mapping of visualization tasks onto functional
system components in order to obtain maximum interactivity for the exploration tasks
at hand.
3.1 An Analysis of the Exploration Process
Contemporary visualization systems still require user input for optimally communicating
the results of complex numerical simulations. This is typically an iterative process during
which the user repeatedly specifies the parameterization of single visualization objects
until the desired result is achieved. Thus, high interactivity is of prime importance for
the acceptance of such a system, i.e. short response times and a quick computation
and depiction of results. This applies even more so to VR-based data exploration envi-
ronments as high latency is not just a major inconvenience but actually renders such a
system unusable.
A standard procedure for employing scientific visualization to gain insight into the results
of a simulation run consists of the following steps. At first, the dataset to be analyzed is
15
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LF
Finish
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Choose Dataset
Define Region-of-
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Select Visualization 
Method
Set / Modify 
Parameterization
Evaluate
Navigate
Figure 3.1: The exploration process—arrow thickness indicates transition frequency.
Subtasks can be classified as low-frequency (LF), medium-frequency (MF), high-
frequency (HF), and continuous (Cnt).
selected, followed by optionally choosing a subset of this data. Then, the user selects a
promising visualization method with a suitable initial parameterization from a catalog of
available techniques. Upon display of the corresponding results, he starts searching for
a meaningful visualization according to the current context or problem. This comprises
several iterations consisting of adjusting the parameterization, followed by waiting for the
results to be displayed, and evaluating these results. As an example, when interactively
moving a cut plane through the data domain, the corresponding data is evaluated as
soon as it is presented. The movement stops, when a satisfying result is achieved or
a more detailed evaluation is in order. During the whole process, the user constantly
navigates within the dataset. When the visualization technique is applied successfully or
if satisfactory results are not to be expected, the user might select a different visualization
technique, another data segment or even a completely different dataset in order to further
deepen his understanding.
Note that the execution frequency stays constant or rises with every step of this process.
While a dataset is selected only a very few times, a visualization method might be chosen
quite frequently. However, a re-parameterization of the currently applied visualization
technique is performed with very high frequency, as is navigation within the dataset (see
Figure 3.1). In more detail:
• Dataset selection. This is done only once. Selecting a new dataset is considered
an initiation of an entirely different exploration session.
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• Selection of a segment to be examined in more detail. This applies if the data
domain is very large, the depicted process is very complex, or the user is primarily
interested in a subset of the simulation data. As such a segment is typically
being analyzed until it is sufficiently understood, this operation is carried out
quite infrequently, as well.
• Selection of a visualization method / visualization object. Selecting a different tool
or creating a new instance thereof might occur quite frequently, i.e. whenever a
visualization method has been applied successfully or does not seem to provide the
expected insights.
• (Re-)Parameterization of a visualization object. The actual parameterization of
the currently chosen visualization method is modified with quite a high frequency.
It depends primarily on the system’s response times and, thus, the complexity of
the parameterization, the data and/or the visualization method, as well as the size
of the search space.
• Result evaluation. As soon as the results of a re-parameterization are displayed,
the user analyzes and/or evaluates them. This happens with at least the same
frequency as the re-parameterization as it is directly dependent on its results.
• Navigation. During the whole exploration process, the user is continuously navigat-
ing within or around the dataset, either actively with an input device or passively
via a head tracker inside a virtual environment.
Obviously, a minimum response time is desirable for all operations involved, but its
importance rises with its frequency. As an example, a response time of several seconds is
tolerable for operations, which are carried out every few minutes, while it is unacceptable
for high frequency operations, because they accumulate quite quickly, causing waiting
times of several minutes and, thus, resulting in significant prolongation of the exploration
process.
On a side note: Parameter variation during the user’s search for a suitable visualization
diminishes over time, as the user gets closer to a parameterization, which yields the
desired results. This applies to a confirmative analysis (i.e., a structured search for a
certain information within the data) as well as an explorative analysis (i.e., an initially
unguided and/or unstructured search for interesting information) of the given data.
3.2 The Visualization Pipeline
The classical visualization pipeline is typically modeled as a feed-forward network con-
sisting of filtering, mapping and rendering components [UJK+89]. In such a network, the
nodes represent the aforementioned tasks, and directed edges represent data flow. Due
to its versatility and expressiveness, most contemporary visualization pipeline models
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and implementations are still based on this original approach and, if necessary, extend
it (e.g., with loops [SML06]). However, while the computational flow is reflected very
well, information regarding user feedback and timing requirements is missing. Never-
theless, this information is vital for the optimization of a visualization system towards
interactivity.
In order to alleviate this problem, we introduce two major extensions to the existing
pipeline model. First, after appending an additional node representing the viewer at
the end of the pipeline, control information is explicitly depicted by additional directed
edges. Typically, this means adding edges for the parameterization of single visualization
objects from the viewer to the respective tasks. Examples include seed point positions
for a particle tracer, reference plane position for a cut plane module, and iso values for an
isosurface extractor—all originating at the viewer node. Of course, control information
deep within such a network can be depicted similarly, e.g. for feeding some information
from a visualization task into another one.
Second, all edges and nodes within the visualization network are labeled with a fre-
quency designator which indicates its computational recurrence during an interactive
exploration process. These designators form a totally ordered set and provide the fre-
quency classifications low frequency, medium frequency, high frequency and continuous.
More formally, for the visualization network G = (V,E), we introduce functions
fV : V → F, fE : E → F
with the set of frequency designators F = {lf,mf, hf, cnt}, which assign every node and
every edge an execution frequency. A total order within F is imposed by lf < mf <
hf < cnt.
As a precise numerical classification of computational frequency is rather difficult, this
approach uses relatively abstract frequency classes. Nevertheless, this information is
typically sufficient for evaluating the recurrence of a given computational task or an
information transmission. In principle, the frequency designator can be defined through
a set of arbitrarily fine differentiation. While such a designator is typically dependent
on the frequency of user input, some iterative visualization tasks like interactive particle
tracing require their own minimum frequency. A generic pipeline node along with some
example nodes for different visualization tasks is shown in Figure 3.2.
In order to determine the frequency information for a complete network, control in-
formation edges are labeled according to the exploration process model from Section
3.1. Furthermore, task nodes are labeled if they require a minimum frequency. All
remaining items are initially marked with low frequency. From there, by repeatedly
iterating over the edge set, frequency information is propagated through the network,
in the standard case by propagating maximum frequency designators from nodes to
outgoing edges and from edges to target nodes. This is repeated until no frequency
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Figure 3.2: An abstract visualization pipeline node with incoming and outgoing data
(top), and various specific example nodes (bottom row). Frequency information (FI) is
provided for all nodes and edges.
information has been updated during a complete iteration, leading to the following al-
gorithm:
Require: G = (V,E) given; fV , fE initialized
Ensure: fV , fE provide consistent frequency designation
repeat
for all e = (v1, v2) ∈ E do
fE(e)← max{fV (v1), fE(e)}
fV (v2)← max{fV (v2), fE(e)}
end for
until fE, fV unchanged
Once the complete network has converged, every node is labeled with a frequency desig-
nator, which helps assessing its computational recurrence. Figure 3.3 shows an example
of a complete visualization network with frequency information.
3.3 Hybrid Visualization Environments
Today’s high-end visualization environments comprise a more complex infrastructure
than just a single desktop workstation. In order to reduce user waiting time, the ma-
jority of available computational resources are utilized for speeding up the visualization
process. This leads to more complex visualization systems, which consist of a visualiza-
tion front-end, i.e. a dedicated graphics workstation equipped with powerful graphics
hardware, which is loosely coupled to some high performance computing (HPC) system—
similar to the system, where the data to be analyzed has been generated on. The HPC
back-end itself is connected to a file system, allowing for the persistent storage of large
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Figure 3.3: Visualization network for volume rendering and interactive particle tracing
with components labeled according to execution frequency, i.e. low-frequency (LF),
medium-frequency (MF), high-frequency (HF), or continuous (Cnt). For the sake of
clarity, data flow edges are not labeled as their frequency is directly determined by their
respective tail node.
simulation data (see Figure 3.4). With the advent of multi-core processors and/or pro-
grammable GPUs, the front-end can be considered as containing another small-scale
parallel computational resource [OLG+07] (see Figure 3.5). The same applies if addi-
tional acceleration modules are available, like the IBM Cell Broadband Engine [IBM] or
the ClearSpeed Advance Accelerator [Cle]. In the case of a system driving an immersive
virtual environment, the front-end itself might be implemented as a distributed system
comprising several rendering nodes.
In order to make optimal use of such a hybrid (and highly heterogeneous) visualization
environment, the capabilities and limitations of each of its components have to be con-
sidered. This includes computing power, programming model, memory/storage space,
and memory bandwidth. In addition, data bandwidth and latency have to be taken into
HPC CLUSTER
REMOTE EXTRACTION
VISUALIZATION 
CLUSTER MASTER 
INPUT HANDLING
RENDERING NODES
IMAGE GENERATION
MASS STORAGE
DATA STORAGE
Data
Control Information
Figure 3.4: Data and control flow within a hybrid visualization environment including
immersive VR technology.
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Figure 3.5: Components and main data flow in a hybrid visualization environment.
Latency is specified in relation to user input at the visualization front-end.
account for the connection between single components. For a typical visualization setup
as described above, this leads to the following participants:
• Mass storage. Here, the data to be analyzed is stored persistently. While it
typically provides huge storage space, data access comes at the cost of very high
latency and limited bandwidth due to disk access latency and interconnecting
network(s). In addition, there is no usable processing power, which means that all
data has to be precomputed.
• HPC back-end. With high computational power and large memory size, an HPC
system appears to provide all the necessary features for processing large data. How-
ever, as it is effectively decoupled from the visualization front-end, the connecting
network becomes a major bottleneck. Bandwidth and latency limitations prevent
using its capabilities for direct feedback to the user. In addition, the highly parallel
nature of such a system creates additional issues in terms of parameter distribution
and result accumulation, which manifest themselves as additional latency.
• Visualization front-end. In comparison to an HPC system, the visualization front-
end itself possesses relatively limited capabilities regarding computing power and
memory size. On the other hand, it can generate immediate feedback to user input,
as it directly provides the user interface and (through the graphics subsystem)
image generation. Even in the case of a distributed rendering system for driving
an immersive display system, only minimum communication for the distribution
of user input is necessary, which yields virtually no increase in latency. However,
a potential internal bottleneck is the connection to the graphics system, especially
if large, dynamic data has to be continuously sent to the graphics system.
• Parallel subsystem. While capabilities and limitations differ somewhat for varying
representatives of this resource class, important similarities can be identified. First
of all, they typically boost the computational power of the visualization front-end
considerably. While this increase might be limited to a certain class of compu-
tational problems in the case of GPUs and stream-processing add-in boards, the
basic premise holds. In addition, their placement within the visualization front-end
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allows for low-latency access and high data throughput. In the case of the graphics
subsystem, computational results can be directly used for image generation as both
are situated within the same subsystem. Compared to an HPC system or even the
visualization front-end, however, limited memory size is typically an issue.
Due to its widespread use and commercial success, the most prominent represen-
tative for this class of systems is programmable graphics hardware, which is why
the rest of this work focuses somewhat on this special implementation.
While this analysis is mostly based on currently available visualization systems, the gen-
eral situation is expected to remain largely the same in the future. As data sizes are
expected to grow faster than computational power and/or memory capabilities available
for visualization, the respective limitations are expected to persist. The same applies to
bandwidth and especially latency restrictions caused by the network. However, even if
bandwidth limitations are likely to be reduced by high-performance network technology,
latency issues will persist. Regarding the organization of computing power, HPC clus-
ters will prevail, either as shared memory or as distributed memory systems. Finally,
the widespread use of powerful graphics hardware and multi-core CPUs within dedicated
visualization hosts will continue to provide considerable, parallel processing power for
directly accessible systems. However, in comparison to HPC systems, memory limita-
tions will persist, as well. Thus, conclusions drawn from the system model as presented
here are expected to exhibit a considerable longevity.
3.4 Mapping Visualization Tasks Onto System
Components
When employing a hybrid visualization system as described in Section 3.3 for processing
a visualization pipeline as presented in Section 3.2, it becomes clear that some system
components are better suited for the execution of a particular task than others. The most
decisive factors for such an evaluation are clearly the respective limitations of the single
infrastructure elements. High latency caused by decoupling the HPC back-end from the
visualization front-end prohibits its usage for high-frequency or continuous operations.
The visualization front-end itself yields only limited computational power, thus being
unsuitable for the execution of very computationally demanding tasks—especially when
considering that it has to continuously maintain an interactive experience for the user.
Finally, the parallel subsystem is typically limited in terms of memory capacity, which
is why it is difficult to process large data there.
In combination with frequency designators (see Section 3.2), this information is used for
distributing visualization tasks to visualization system components. As a result, oper-
ations which are computationally very expensive and/or which process large amounts
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of data are remotely performed on the HPC back-end. On the other hand, operations
performed frequently and depending on direct feedback are executed locally on the visu-
alization front-end, allowing for low response times and high-frequency iterations. More
precisely, tasks forming a circle in the visualization pipeline as given in Section 3.2,
which is completely labeled with high frequency or continuous designators, and which
contains the user node, are to be kept on the visualization front-end or within the par-
allel subsystem. The remaining tasks can be executed on the HPC back-end without
significantly compromising interactivity.
3.4.1 Introducing a Region-of-Interest
Although the parallel subsystem provides enough computational power, memory lim-
itations require restrictions on the amount of data to be processed on the front-end.
In accordance with the exploration process model, they can often be circumvented by
restricting local data processing to a user-defined region-of-interest (ROI) and defining
a memory budget to be spent on approximating this data. This ROI is then computed
on the HPC back-end and transmitted to the visualization front-end to be interactively
explored. As the ROI is modified only infrequently, the corresponding waiting times
caused by task distribution within the HPC system, result accumulation, and network
transmission are tolerable. This effectively amounts to a decomposition of interactive
visualization into a low frequency part working on large data sizes and a high frequency
part working on relatively small portions of data.
With the ongoing exploration, the user focusing on certain regions within the data
results in a reduction of the ROI’s size and, thus, better approximation quality and
smaller interpolation error. However, the ROI approximation requires the provision of
error feedback to the user in order to allow for an evaluation of inaccuracies within the
locally computed visualization.
3.4.2 Interactive Particle Tracing
In contrast to previous work (see Section 2.3), this thesis aims at fully interactive par-
ticle tracing in an immersive, virtual environment. This means, the user is supposed
to be able to interactively define new seed points for particle trajectories, which are
immediately injected into the flow at the given position and time. These new parti-
cles are then continuously advected through the flow domain and displayed accordingly.
This approach removes the user’s waiting time for the computation of the trajectories
of newly defined seed points, thus speeding up the exploration process significantly.
However, mapping this approach to the exploration process from Section 3.1 and the
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Figure 3.6: Visualization network for interactive particle tracing with demand-driven
data reduction through a user-defined region-of-interest including frequency information
for low-frequency (LF), high-frequency (HF), and continuous (Cnt) tasks and control
flow.
visualization pipeline from Section 3.2 shows that both particle trajectory computation
and rendering are to be executed continuously. Thus, both have to be performed within
the visualization front-end. As the advection of large numbers of particles is computa-
tionally very expensive, the main CPU is typically not able to cope with this additional
load and still provide an interactive experience. In the context of flow visualization,
particle tracing can be conveniently parallelized as there are no dependencies between
the trajectories of any two particles. Consequently, this is a task ideally suited for an
execution on the parallel subsystem—in this case the graphics processing unit.
In order to avoid the aforementioned memory limitations of the visualization front-
end, the interactive exploration is restricted to a subset of the flow field, i.e. a user-
defined region-of-interest, if the size of the complete flow data exceeds the front-end’s
capabilities. The full visualization network for this case is depicted in Figure 3.6.
3.4.3 Direct Volume Visualization
Interactive exploration of volume data via direct volume visualization can profit from
this ROI-based approach, as well. As direct volume rendering comes at significant com-
putational cost and high memory requirements, typical approaches are parallel rendering
on, e.g., a remote HPC system and/or heavy data reduction. Besides bandwidth lim-
itations, the first approach is unsuitable for immersive virtual environments due to its
inability to react to user input (here: user movement via head tracking) with minimum
latency. The second approach is problematic, as data reduction and, therefore, inaccu-
racy is predetermined at the time of data reduction, which prevents the user from an
in-depth analysis of interesting regions.
However, partitioning the problem via a user-defined region-of-interest can alleviate this
problem—similar to interactive particle tracing as presented above. Again, specifying
a memory budget for the data to be processed on the visualization front-end and/or
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Figure 3.7: The concurrent computation of a high-frequency approximation at the
front-end and a high-precision solution at the HPC back-end allows for an interactive
exploration of large data even with conventional visualization methods. In this case, the
plane specification for remote extraction is updated as soon as the user stops moving
it around. Frequency information is given for low-frequency (LF), medium-frequency
(MF), high-frequency (HF), and continuous (Cnt) tasks and control flow.
the parallel subsystem, and letting the user specify the ROI allows for an interactive
analysis via direct volume rendering. The ROI is again computed on the HPC back-end
and transmitted to the front-end/graphics subsystem, where it is displayed, allowing for
interactive navigation and transfer function modification. A visualization network for a
combination of volume rendering and interactive particle tracing is shown in Figure 3.3.
Of course, simplification error feedback is vital.
3.4.4 Concurrent Visualization
Other visualization methods permit slightly different task distribution schemes. If a
visualization method is not dependent on previous results and rendering itself is not
particularly expensive, a local computation can be used for a high-frequency approx-
imation while a precise solution is computed concurrently on the HPC back-end (see
Figure 3.7). Upon completion, the precise solution is transmitted to the front-end for
rendering unless the visualization parameters have changed in the meantime. If they
have changed, the results are discarded and another iteration with an updated param-
eter set is started. Meanwhile, the user is interactively guided through the data with
an approximated preview. This preview is replaced by the final visualization as soon as
it indicates a satisfying parameterization which is kept by the user. Valid examples for
this approach include classical cut planes and isosurfaces. In comparison to conventional
cut plane or isosurface extraction, interactivity is improved considerably.
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3.4.5 Non-Immersive Data Exploration
While the main goal of this work is an interactive flow exploration in immersive virtual
environments, the models and findings from the previous sections map to desktop-based
or other non-immersive visualization systems, as well. As soon as low-latency feedback
is not essential anymore, e.g. due to the absence of head-tracking, additional task dis-
tribution schemes become available. As an example, remote image generation becomes
a possibility as the user’s tolerance to latency is considerably larger, thus reducing the
importance of latency limitations on network connections. In addition, common level-of-
detail approaches to desktop-based volume visualization or large model rendering, where
a preview is drawn during navigation and a final image is displayed upon reaching the
desired perspective, fit into the presented models, too.
However, the implied loss of interactivity still persists—it is merely more tolerable in a
non-immersive environment. Thus, in order to offer highly interactive data exploration
methods, the findings presented in this work have to be observed nevertheless.
3.5 Discussion
This chapter introduced models for the three aspects which influence the definition and
achievement of interactivity in the context of data analysis, i.e. interactive exploration,
visualization task decomposition and recurrence analysis culminating in an extended
visualization pipeline, and heterogeneous infrastructure constituting a hybrid visualiza-
tion system. Reconciling these models led to a novel approach to task distribution,
targeted at minimizing system response time in order to allow for an unhampered explo-
ration of given data inside a virtual environment. Ultimately, the proposed visualization
task distribution results in a paradigm shift regarding the usage of HPC systems for
the interactive exploration of large data, which integrates the respective advantages of
the components of such a heterogeneous visualization system (i.e., high computational
power and low-latency feedback) into a single application framework. Unlike previous
approaches, it allows for maintaining a high level of interactivity even for the exploration
of data exceeding the memory capabilities of modern workstations. This is achieved by
introducing the explicit extraction of a region-of-interest as intermediate step in combi-
nation with moving high-frequency operations as far down the system pipeline as pos-
sible. Ultimately, low-frequency tasks like data management and demand-driven data
reduction are sourced out to the HPC system while high-frequency tasks like interactive
parameterizations are kept close to image generation.
However, for such a system to work, a variety of building blocks for performing the single
tasks are necessary. As this work focuses on interactive particle tracing as a means for
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an intuitive understanding of even complex flow phenomena, the following chapters
provide an in-depth description of methods providing the required functionality. This
includes demand-driven data reduction and provision through an HPC system (Chapter
4), GPU-based particle tracing (Chapter 5), and efficient rendering methods for extensive
particle trajectory data (Chapter 6). The integration into a single framework is discussed
afterwards in Chapter 7. This includes the creation of the visualization framework
ViSTA FlowLib, as well as its connection to and use of the parallel post-processing
framework Viracocha [GHW+04]. The presented approaches are scalable, i.e. they can
still be applied even if certain types of infrastructure like HPC systems are not available,
although this comes at the cost of interactivity as in this case the user has to resort to
pre-computation.
While this work is targeted at immersive data analysis, the presented models and the
derived conclusions should provide valuable help on the quest for interactivity by offering
important guidelines regarding task distribution—even for non-immersive environments.
While the basic premises in terms of available infrastructure are expected to hold for the
foreseeable future, the models are flexible enough to be adapted to potential technology
changes in order to optimize the use of future visualization systems.
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DEMAND-DRIVEN DATA REDUCTION
In order to allow for the visualization front-end to let the user interactively explore a
given flow field, the corresponding data has to be reduced to a manageable size. While
the straightforward approach would be a simplification of the complete dataset until
given memory restrictions are met, which typically introduces a considerable amount
of error, the exploration model presented in Section 3.1 offers an alternative method.
By letting the user specify and modify a region-of-interest (ROI), the available memory
budget can be spent on approximating a user-defined segment of the data, thus allowing
for a higher-quality representation. Iteratively modifying and, typically, shrinking the
ROI during the exploration while still maintaining the memory budget leads to a se-
quence of dataset segment approximations with decreasing error. This allows the user to
continuously focus on the problem at hand during the exploration of data of increasing
reliability. The obvious choice for performing these operations are HPC systems due to
their sheer computational power and memory capabilities. In addition, as they are typ-
ically used for the generation of the data to be analyzed, they possess a high-bandwidth
connection to persistent storage facilities. Finally, as pointed out in the discussion of
the interactive exploration process, increased latency caused by infrastructural factors
plays only a minor role due to the low-frequency execution of the corresponding tasks.
However, for such an iterative mode of operation to be viable, a number of require-
ments have to be fulfilled. First of all, due to its iterative nature, the response time
for the specification or modification of a region-of-interest has to be tolerable in a semi-
interactive setting. While it does not have to be fully interactive up to the point of
several iterations per second, the user still has to wait for it to complete. This obviously
rules out response times of tens of minutes or more per iteration. As the amount of data
to be processed is normally rather large, efficient parallelization strategies are required
for optimally using the available computational resources. Next, the user must be able
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to conveniently specify the currently desired region-of-interest. Obviously, when dealing
with multi-dimensional data, the benefits of working inside an interactive virtual envi-
ronment are to be utilized here. Finally, the user has to be provided with error feedback.
As the data reduction process inevitably introduces some error, its magnitude has to be
communicated appropriately to the user to allow for an estimation of the reliability of
the presented data.
This chapter addresses the issues of data provision by the HPC back-end to the visu-
alization front-end. Starting with a rough overview, this includes information about an
appropriate user interface, followed by details of the data reduction process. The chapter
closes with the presentation of results and a final discussion.
4.1 Overview
As the user decides on the extents and location of the ROI, the corresponding information
has to be collected and provided to the HPC back-end. Obviously, this process takes
place in the virtual environment—similar to the rest of the exploration process. In
a typical, cluster-based VR system a dedicated node is responsible for accepting user
input, followed by directly handling it or relaying it for further processing. With the use
of a dedicated HPC back-end, this includes the distribution of parameter information for
remote computational tasks leading to a control information and data flow as depicted
in Figure 3.4 on page 20.
Generally, the whole data provision process is as follows: Upon choosing the desired
dataset through the user, it is prepared for the subsequent extraction of the ROI. This
includes loading the necessary data and building up or retrieving search structures from
persistent storage. In the case of a distributed memory HPC system, this might include
a coarse distribution of time steps to computing nodes if the dataset under observation is
time-dependent. In an ideal case, the full dataset can be loaded at this point, rendering
costly disk access unnecessary during the operations to come. Otherwise, out-of-core
strategies have to be devised. Once the data is loaded, the user specifies the ROI. This
specification is then sent to the HPC system, where the ROI is extracted and approxi-
mated according to a given memory budget before it is transmitted to the visualization
front-end for interactive exploration (see Figure 4.1). Employing the capabilities of the
HPC system for a parallelized data preparation minimizes user waiting times, and keep-
ing to the memory budget guarantees the front-end’s ability to handle the resulting data.
During the interactive exploration, the user can change the ROI at any time, leading to
another iteration of the extraction process.
As this work aims at providing the user with means for an interactive exploration of
complex data, a minimization of workload at the visualization front-end is vital. Thus,
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Figure 4.1: Control flow for the interactive extraction of a user-defined region-of-
interest. Time steps are processed in parallel by different MPI processes.
data like the ROI is to be provided by the back-end in a format which is directly
processable by the front-end. Therefore, additional conversion routines or expensive
data encapsulation structures are to be avoided.
4.2 User Interface
Regarding demand-driven data reduction, user interaction primarily consists of two ma-
jor tasks: letting the user specify the ROI and related parameters and providing the
user with appropriate information like task completion and data reduction error. Both
user input and reduction error feedback are discussed in this section.
4.2.1 Parameter Specification
In order to let the user specify parameters for the data reduction process, a hybrid ap-
proach is used. The ROI is directly specified in 3D space via an input device with six
degrees-of-freedom, which allows for making optimal use of the 3D interaction capabili-
ties of an immersive virtual environment (see Figure 4.2). Through a simple but intuitive
grab-and-drag metaphor the user literally grasps the current ROI, which is depicted as a
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Figure 4.2: Direct specification of the region-of-interest in 3D space.
an axis-aligned wireframe box, moves it around, and places it wherever he sees fit. The
size of the ROI is manipulated through dedicated control buttons at the input device.
Alternatively, graphical handles can be used.
Parameters which do not correspond to spatial properties or which require precise nu-
merical input are specified via a 2D GUI, which is displayed and interacted with via a
PDA or a UMPC. While this includes primarily the desired resolution of the resulting
data, all other parameters can be modified via this method as well, in case the user
requires such additional precision.
The extraction of the ROI according to the currently specified parameters is triggered
explicitly via an input device button or the GUI. This results in transmitting the desired
parameters to the back-end, followed by the remote extraction of the ROI which is then
sent back to the front-end for further analysis. The user is notified both of performing
the remote extraction and of reception of the results via a suitable status display.
4.2.2 Approximation Error Feedback
In order to let the user evaluate the reliability and the precision of the depicted results,
feedback regarding the approximation error is vital. Thus, different error metrics are
computed and displayed in various ways. For global error metrics, which are not depen-
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Figure 4.3: Spatially distributed data reduction error is displayed directly via vol-
ume rendering (left) or by modulating color and/or opacity of visualization objects like
particles (right).
dent on a spatial position, the user is notified of the corresponding average error via a
numerical display that is integrated in the general informational overlay. Alternatively,
these figures can be displayed in the 2D GUI. If desired, spatially distributed error in-
formation is directly integrated into the dataset as scalar value. This allows for the
visualization and analysis of the approximation quality with various scientific visualiza-
tion methods like direct volume visualization or isosurfaces. In addition it can be used
for an attribution of additional visualization primitives and a subsequent modulation of
their color and/or opacity. Examples are shown in Figure 4.3.
4.3 Demand-Driven Resampling
While it is possible to interactively process and visualize tetrahedral grids on the front-
end with the help of programmable graphics hardware (see Section 5.4), we nevertheless
choose a uniform resampling approach for data reduction. This is mainly due to the ex-
tensive computational time taken by known simplification algorithms, which, especially
for larger datasets, prevents their use in a fully interactive setting. In addition, a reduc-
tion of waiting time through parallelization is difficult to achieve, limiting a potential
acceleration through the utilization of HPC clusters. Nevertheless, as soon as means for
shortening the reduction time for larger grids to less than a minute are available, the
principles described in this work are equally applicable for the provision of simplified
tetrahedral grids by the back-end.
However, this work focuses on resampling a given large dataset (or a segment thereof)
into a Cartesian grid, which is then transmitted from the back-end to the front-end
for further interactive analysis. An additional concession towards processing speed is
the usage of tetrahedral grids for storing the original data. In most cases, hybrid grids
(i.e., grids consisting of various cell types—see Section 2.3) can easily be converted
into tetrahedral grids, thus maintaining the optimized spatial discretization of the flow
domain from the simulation phase.
33
CHAPTER 4. DEMAND-DRIVEN DATA REDUCTION
q?
pq
c
q
Figure 4.4: Point location is performed through a combination of a kd-tree search and
a tetrahedral walk.
The resampling process is initiated by sending a data provision request for a user-defined
ROI from the front-end to the back-end. This request consists of the position and ex-
tents of the region-of-interest and its desired memory footprint which is typically given
by defining the resolution of the Cartesian target grid. For transient datasets, timing
information is included as well. The requested data is then generated by, for every point
in the Cartesian destination grid, locating the enclosing tetrahedron in the correspond-
ing source grid and linearly interpolating the data given at the tetrahedron’s vertices
via barycentric coordinates. As processing speed is vital, no higher-order interpola-
tion methods are employed. After optionally determining global and/or local error, the
resulting data is sent to the visualization front-end.
4.3.1 Point Location and Attribute Interpolation
The most costly task in such a resampling process is locating the cell containing a given
sample point. In order to speed up this process, we employ a two phase approach, i.e.
a combination of a kd-tree [Ben75] in the broad phase and a tetrahedral walk [KL95] in
the narrow phase. Due to its considerably smaller size, we use a kd-tree of the points
instead of the grid cells to locate a point that is relatively close to the location of the
given sample point q. During the kd-tree traversal, the squared distance of the query
position to every encountered point is computed and the closest point pq is retained and
finally issued. For the narrow phase, a simple lookup provides a cell c incident to pq
and, thus, a candidate cell from which to start the tetrahedral walk towards the cell
containing the sample position (see Figure 4.4).
For a sample point q at position q = (xq, yq, zq)
T , the tetrahedral walk is performed by
computing the barycentric coordinates λi, i ∈ {0, 1, 2, 3} of q within the candidate cell
34
4.3. DEMAND-DRIVEN RESAMPLING
c. The cell c is formed by the points pi at locations xi = (xi, yi, zi)
T , i ∈ {0, 1, 2, 3}, and
the barycentric coordinates λi obey
q =
3∑
i=0
λixi
where
3∑
i=0
λi = 1, which leads to the following linear system of equations:

 xq − x0yq − y0
zq − z0

 =

 x1 − x0 x2 − x0 x3 − x0y1 − y0 y2 − y0 y3 − y0
z1 − z0 z2 − z0 z3 − z0



 λ1λ2
λ3

 (4.1)
If q lies within c, all λi are non-negative. After inverting the corresponding system of
equations and rewriting the solution as a series of dot and cross products, the barycentric
coordinates are given by
λ1 =
1
V
(v3,4 × v4,1) · vq,1
λ2 =
1
V
(v1,2 × v4,1) · vq,1
λ3 =
1
V
(v1,2 × v2,3) · vq,1
λ0 = 1− λ1 − λ2 − λ3
(4.2)
with vi,j = xi−xj and vq,j = q−xj, i, j ∈ {0, 1, 2, 3}. The determinant V of the matrix
from Equation 4.1 is given by
V = v2,1 · (v3,1 × v4,1). (4.3)
If one or multiple λi do not fulfill the non-negativity constraint, the worst violator
determines the neighboring cell cnext to be tested next for containing the given point by,
again, computing coordinates λi for q within cnext. This is repeated until eventually a
cell is found for which all λi are non-negative, i.e. a cell containing q. As the cell search
starts very close to the given point, the tetrahedral walk is expected to need only very
few steps to reach the final cell. Once the cell is found, the barycentric coordinates λi
as given by equation set 4.2 are directly used for linear interpolation, i.e. the attribute
field u at position q is given by
u(q) =
3∑
i=0
λiui (4.4)
with ui being the attributes at vertex xi, i ∈ {0, 1, 2, 3}.
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Figure 4.5: Sample positions close to the grid boundary can lead to failures of the tetra-
hedral walk. Performing additional walks from previously encountered kd-tree nodes
remedies this problem.
There are, however, cases where the above scheme potentially fails to locate the contain-
ing cell. If the sample position lies close to the grid boundary, determining the worst
violator of the non-negativity constraint can cause the tetrahedral walk to leave the
grid (see Figure 4.5). In this case, all vertices encountered during the kd-tree traversal
are used in reverse order as starting points for additional tetrahedral walks. Only if
these supplemental walks fail as well is the sample position considered to lie outside the
grid. This obviously results in higher computational cost, especially for sample points,
which lie outside the source grid, but increases the success rate for problematic grids
considerably.
For the presented approach to work, some additional data structures are required. This
includes a kd-tree containing all grid vertices, a lookup structure providing an incident
cell for every vertex, and neighboring information for all cells. The construction of
the kd-tree is quite straightforward. The vertex list is sorted along a given axis and the
index of the median vertex is stored in the current tree node while its position is used for
splitting the list into two child lists. After switching the axis to the next one, this process
is recursively repeated for both child lists. This leads to a kd-tree with nodes containing
vertices and cycling splitting planes. While adaptive split planes according to tree node
extents might be considered more efficient, they increase the memory footprint due to
requiring explicit storage of the plane normal. In addition, comparative measurements
with various datasets showed only negligible differences for our tree traversal approach.
Neighborhood information is determined by iterating over all cells and inserting ver-
tex index information for every face into a hash table similar to the one employed in
[THM+03]. As soon as two matching hash function values are found, the mutual neigh-
borhood of the corresponding cells is ensured and stored before both faces are removed
from the hash table. Finally, incident cells for every vertex are determined by iterating
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over all cells. In order to minimize problems with boundary cells, cells with a maximum
number of neighbors are preferred.
There are certain similarities in our approach in comparison to the one proposed by
Langbein et al. in [LST03]. Both apply a kd-tree traversal for a broad phase search,
followed by a short cell walk towards the target position. However, the ray-casting
approach in [LST03] suffers from numerical instabilities if the direction to the query
position is nearly parallel to a cell face regardless of the remaining distance. This can
potentially lead to difficulties at any point during the walk. In our approach, i.e. using
the tetrahedral walk from [KL95], this problem does not occur. Nevertheless, numerical
precision issues can potentially lead to slight ambiguities regarding the cell containing
the query position. Still, this happens only if it lies very close to or even directly on the
face between two adjacent cells, in which case the contribution of the respective cell’s
vertex not belonging to this face is negligible. Thus, the interpolation result is basically
identical for either cell which renders this problem virtually irrelevant.
4.3.2 Hybrid Parallelization
In order to make optimum use of available HPC resources, a hybrid parallelization
strategy is employed for unsteady datasets. It comprises a message passing strategy via
MPI [MPI] for the communication between the nodes of distributed memory systems
and a more fine-grained parallelization with an SMP approach via OpenMP [Opec] for
multi-core processors, which basically form shared memory computing systems. In the
case of pure, large-scale shared memory systems, optimized message passing communi-
cation might be implemented via shared memory communication, as well. In our case,
the corresponding implementation details are handled by the parallelization framework
Viracocha [GHW+04]—see Section 7.1 for more information.
A coarse distribution of the computational load is achieved by distributing the dataset’s
time steps over the available processors or computing cluster nodes, thus allowing for
leveraging the computational power of both distributed and shared memory systems
through MPI. For the resampling process from an unstructured source grid into a Carte-
sian destination grid, the resulting data values for single sample positions are completely
independent of each other. Thus, additional parallelization opportunities arise. How-
ever, while the target data items are independent, single items of the source data are
potentially used for the computation of several sample points which complicates a fur-
ther segmentation and distribution of the source data. Therefore, using OpenMP within
a shared memory system allows for multiple computing cores to retrieve data items
from the same memory locations and write the results to disjoint target locations. As
the operations to be performed per cluster node and/or per computing core are roughly
equivalent, an even distribution of the computational load is implicitly achieved. Data
and control flow for hybrid parallelization are depicted in Figure 4.6.
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Figure 4.6: Optimizing computational resource usage via hybrid parallelization. Data
for different time steps is distributed via MPI and grid resampling is parallelized via
OpenMP.
4.3.3 Error Estimation
The approximation of a dataset (or a segment thereof) via resampling invariably intro-
duces some interpolation error which directly affects the preservation of phenomena and
features inherent in the data. In order to enable the user to evaluate the consequences
of such a resampling, information about the corresponding error is vital. In this work,
two approaches are used for error estimation and feedback. Global error metrics con-
dense the interpolation error into single numerical values, while local error metrics allow
for a more fine-grained evaluation through spatially distributed figures. However, both
are based on interpreting the tetrahedral source grid T = (VT , CT ) and the Cartesian
destination grid C = (VC , CC) as functions uT and uC , respectively, which map spatial
positions to flow attributes, i.e.
uT : ΩT → R
M , uC : ΩC → R
M
with ΩT ,ΩC ⊆ R
3 being the respective flow domains and RM the attribute set withM =
3 for flow vectors and M = 1 for scalar data. Consequently, the absolute interpolation
error ε(q) for any query position q ∈ ΩT ∩ ΩC is given by
ε(q) = ‖uC(q)− uT (q)‖ .
In order to evaluate the approximation quality on a global scale, the root mean square
error is computed by
ε =
√
1
|VT,C |
∑
q∈VT,C
ε2(q)
38
4.3. DEMAND-DRIVEN RESAMPLING
using the tetrahedral grid points VT,C = VT ∩ ΩC which lie inside the domain of the
Cartesian grid as reference values. This is then normalized by the maximum distance
∆max = max
p,q∈VT
‖uT (p)− uT (q)‖ giving a normalized root mean square error
E =
ε
∆max
. (4.5)
For local error estimation, the normalized root mean square error is used as well, yet
with a restriction to localized vertex sets. Instead of using VT,C , it relies on
VT,C(q) = {p ∈ VT,C | ‖p− q‖ ≤ min
vi∈VC
‖p− vi‖}
for determining the local error Eloc(q), q ∈ VC . Basically, for every vertex q ∈ VC ,
the normalized mean square error is computed for the set of source grid vertices, for
which q is the nearest neighbor in the destination grid (see Figure 4.7). This results in
a spatial error distribution, which allows for evaluating the local approximation error
caused by the resampling process. Vertex distances are intentionally ignored in this
approach in order to avoid a reduction of the importance of farther source vertices, the
contribution of which is poorly represented by the resampled grid. Furthermore, the
omission of distance calculations results in simpler computations and, thus, a higher
processing speed.
Figure 4.7: The local error is estimated by computing a normalized root mean square
error using a nearest neighbor mapping scheme.
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By normalizing all data values by the same ∆max, local error determination is not strictly
limited to a small spatial extent in the neighborhood of the respective Cartesian grid
vertex. However, this normalization approach allows for a more intuitive depiction of the
spatial error distribution as it allows for a direct comparison of the given error values.
4.4 Results
In order to show the applicability of the presented approaches, a number of measure-
ments have been performed. Besides a statistical evaluation of the required operations
for the broad and the narrow phases of the search process during resampling, this in-
cludes performance numbers for resampling only, as well as for the complete iterative
process including parameter distribution, data reduction, and result transmission. Mea-
surements have been taken using a variety of datasets of different sizes (see Table 4.1).
More information about the datasets and the visualization environment used for bench-
marking is provided in Appendices A and B, respectively.
dataset vertices cells time steps size overhead
Engine 40k–201k 223k–1.15M 62 1.3 GB 778 MB
City 2.2M 12.2M 1 355 MB 212 MB
DeBakey 630k 3.7M 200 22 GB 12.5 GB
Crossflow 3.32M 19.5M 100 53 GB 337 MB
Table 4.1: Statistics for the test datasets. Vertices and cells give the respective num-
bers for a single time step, the total number of which is provided under time steps.
Size specifies disk storage size of the complete dataset without search structures, while
overhead gives the additional memory requirements for the kd-tree and neighborhood
information.
By performing an exhaustive search for cell centers, the general cell location perfor-
mance is evaluated. While the performance for a specific resampling query might differ
depending on the location and extents of the target grid, it provides a standardized way
for estimating the resampling performance for different source grid sizes. In addition,
it shows a number of access characteristics like kd-tree depth and average tetrahedral
walk length. The results are shown in Table 4.2 and Figure 4.8.
In order for the hybrid parallelization approach to work well, the computational load
to be distributed via OpenMP has to be roughly equivalent for every thread. As the
variance in performed search operations stays within reasonable limits, low level paral-
lelization results in significant speed-ups, as is shown in Figure 4.9.
Measurements of the resampling process in an interactive setting provide information
about the suitability of the presented approaches for an iterative exploration in a vir-
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dataset kd-tree tet walk (1st) misses (1st) tet walk (full) misses (full)
Engine 17.3 / 21 4.4 / 43 5707 (0.81%) 5.05 / 283 1066 (0.13%)
City 21.1 / 27 4.3 / 229 27662 (0.23%) 4.6 / 886 2184 (0.02%)
DeBakey 19.3 / 26 4 / 209 997 (0.03%) 4 / 654 42 (0.001%)
Crossflow 21.9 / 27 5.8 / 159 592 (0.003%) 5.8 / 445 0 (0%)
Table 4.2: Statistics for cell center search. kd-tree provides minimum, average and
maximum step count for kd-tree traversal. Tet walk (1st) and tet walk (full) give av-
erage and maximum numbers for the first search pass and the full search with kd-tree
backtracking, respectively. Misses (1st) shows the number of queries which are unsuc-
cessful when using only one tetrahedral walk, whereas misses (full) provides the number
of unsuccessful queries including retries. For unsteady datasets, a representative time
step has been chosen.
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Figure 4.8: Performance statistics for cell center search given in queries per second.
For unsteady datasets, a representative time step has been chosen.
tual environment. A more in-depth discussion of approximation quality estimation and
performance measurements can be found in Chapter 8.
4.5 Discussion
This chapter introduced novel methods for the fast resampling of large-scale tetrahedral
datasets into Cartesian grids for a subsequent interactive exploration on a dedicated
visualization host. As shown by the achieved results, our approach maps quite well
to current computing cluster structures, i.e. both large-scale shared memory systems
and distributed memory systems equipped with multi-core processors. Furthermore, the
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Figure 4.9: Speed-up resulting from multi-threaded cell center search.
presented performance figures show its applicability within an interactive exploration
process.
There are, however, a number of opportunities for additional refinements and future
work. While the resampling process is efficient enough for creating even large Cartesian
grids, transmission over the non-dedicated network is a major bottleneck. While this can
certainly be alleviated by migrating to a dedicated high-speed network, the employment
of data compression might be worthwhile—provided its impact on latency and compu-
tational load on the visualization front-end is considered. In addition, strongly varying
performance characteristics for different grids (see Figure 4.8 and Appendix A) hint at
further potential for improvement by optimizing memory layout and access.
Furthermore, in the case of unsteady datasets with many time steps, the elapsed time
until a first result is achieved is considerably smaller than the time to completion for
the whole process. Thus, considering the current state of the unsteady visualization
during time step scheduling allows for a significantly better user experience due to earlier
reception of usable results [WHS+06]. If network bandwidth is sufficient, this could even
be extended to streaming data to the visualization front-end. In combination with a ring
buffer, this would allow for an interactive exploration of datasets with a theoretically
unlimited number of time steps.
Finally, a provision of optimized tetrahedral grids instead of Cartesian grids could be
considered. However, at the time of this writing, approaches for tetrahedral grid reduc-
tion are still too slow to be employed in an interactive setting. While processing speed
and quality have been improved significantly in recent years [GZ05, UBF+05], they still
need considerable amounts of time for the reduction of reasonably sized tetrahedral
grids.
42
CHAPTER 5
INTERACTIVE PARTICLE TRACING
While tracing and depicting the movement of particles through a flow field is a proven
and very intuitive means for visualizing fluid flow, it typically relies on large numbers
of particle trajectories in order to convey an adequate impression of the underlying flow
field. As this involves significant computational cost, its application in a fully interactive
setting is rather difficult. Nevertheless, only as a fully interactive tool, particle tracing
can be utilized to its fullest potential. This, however, requires all corresponding opera-
tions to be executed within the visualization front-end in order to allow for immediate
feedback to user input (see Section 3.4).
In order to cope with the computational load and still achieve real-time interaction,
this work relies heavily on using the graphics processing unit (GPU) of the visualization
front-end for the interactive computation of particle movement through a flow domain.
Depending on the size and structure of the dataset to be analyzed, this includes support
for Cartesian grids as given by a remote resampling step (see Chapter 4), as well as
direct processing of flow fields given on unstructured grids.
5.1 Overview
In order to use particle tracing for an interactive analysis of a given flow field, two
major steps are necessary. First, the user must be able to interactively specify seeding
positions, at which new particles are to be inserted into the flow domain. Second, the
particles have to be advected through space according to the underlying flow field. This
allows the user to investigate both local and global structures within the flow field by
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Figure 5.1: Interactive particle seeding in an immersive virtual environment.
freely creating and displaying particle traces at or near locations deemed interesting (see
Figure 5.1). In order to better convey the dynamics of the flow field, particle trajectories
are not displayed as a whole but constantly moving particles or short tracers.
The movement of a particle through the surrounding flow field is governed by the ordi-
nary differential equation (ODE)
∂x
∂t
= v(x(t), t)
with the initial condition x(t0) = x0, which specifies the particle’s starting position at
time t0. After reformulation as
x(t+∆t) = x(t) +
t+∆t∫
t
v(x(s), s)ds (5.1)
we incrementally solve for position x(t) with t ≥ t0 by numerical integration with an
appropriate numerical integration scheme, e.g. the Euler scheme or third- or fourth-order
Runge-Kutta methods [PTVF02].
Unlike oﬄine particle trajectory computation schemes, which typically use some kind
of adaptive time stepping in order to improve the precision of the employed integrator
[USM96, TGE97], we mostly rely on fixed time stepping in order to allow for the particles
to move uniformly and in lockstep through the flow domain. An exception are flow fields
given on an unstructured grid with highly varying cell sizes. In this case, adaptive time
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stepping schemes are required. However, for rendering it is still necessary to guarantee
that all particles have advanced for the same time interval.
The general integration process consists of the following steps. First, a particle’s position
is read. Then, the flow field is interpolated to retrieve the flow velocity at the particle’s
current position in space and (in the case of unsteady data) time. Using an integration
scheme, the particle’s new position is computed based on the interpolation results. De-
pending on the order of the integrator, this potentially requires additional look-ups and
interpolation operations. When the final position is determined, it is stored as the new
current position to be rendered in a separate step. After rendering, the integration pro-
cess resumes with the next iteration. While the individual operations during integration
are relatively simple, the typically large number of particles results in significant compu-
tational load and data transfer. Dealing with this load and still providing an interactive
system, is hardly feasible for a conventional workstation using only the CPU.
5.1.1 Using Graphics Processing Units
As the movement of every single particle is affected only by the flow field, the correspond-
ing operations are performed independently for all active particles, resulting in a compu-
tation scheme which fits the stream programming model quite well [KRD+03, Owe05].
In this case, current particle positions are treated as an input stream to a computing
kernel, which uses the additionally given flow data to compute new particle positions
and write them into an output stream (see Figure 5.2). As modern GPUs are optimized
for exactly this programming model (see Section 2.6), mapping the required tasks to
the graphics system allows for leveraging their computational power and accelerating
the whole process significantly. In addition, computing particle trajectories within the
graphics subsystem eliminates the need to repeatedly transfer large amounts of particle
data from host memory to graphics memory, resulting in an additional speed-up.
Particle Data for ti Particle Data for ti+1
Flow Field
Particle 
Advection
Figure 5.2: Particle tracing as a stream process: An input stream (particle data for ti)
is processed in a computing kernel (particle advection) using additional data (flow field)
to produce the output stream (particle data for ti+1).
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Figure 5.3: Executing major parts of particle tracing-related computations on the
GPU. (Depending on the grid type, a cell search step might be necessary.)
Consequently, in order to harness the computational power of modern graphics hardware,
the major part of the required computations is executed within the graphics subsystem
(see Figure 5.3). The CPU of the visualization front-end is used only for particle seeding
and for initiating the particle advection and rendering processes. In order to perform the
necessary operations on the GPU, flow and particle data, as well as the corresponding
computations have to be mapped to the graphics system. As is typical for GPGPU ap-
plications, data items are stored in texture maps and computing kernels are provided as
fragment shaders. If such textures contain dynamic data, which is repeatedly modified
during the computations, two texture maps are used in a ping-pong fashion, i.e., for
every pass one texture acts as the source and the other as destination for the compu-
tation before changing roles for every subsequent pass. Writing data into such textures
is achieved by binding them as off-screen render targets via the OpenGL framebuffer
extension [Opeb] and using fragment shaders for inserting the required information into
specific texels by issuing draw calls for appropriate graphical primitives. If information
for single data items is distributed over several textures, they are bound as multiple
render targets, which allows for writing the complete data in a single rendering pass.
The following sections provide detailed information about all the components involved
in performing interactive particle tracing on the GPU. This includes the seeding and
storage of particles, as well as computations and flow field storage for different variants
like Cartesian or tetrahedral grids and steady or unsteady flows. The chapter closes with
the discussion of results which illustrate the applicability of the presented approaches
and the corresponding gain in terms of interactivity.
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5.2 Particle Data
Similar to previous approaches to GPU-based particle systems [KSW04, KLS04], particle
data is stored in several 2D texture maps, where each texel corresponds to information
for one specific particle. In the simplest case, two textures are used for storing and
retrieving particle data, respectively, in a ping-pong fashion, changing roles after every
iteration of the advection process. Both are 32-bit floating-point RGBα textures with
the R, G and B channels holding a particle’s current position and the α channel storing
an additional scalar value, which can be used for, e.g., coloring or scaling the respective
particle. However, there are cases, where additional information is required. Examples
include particle tracing in unstructured grids, where information about the containing
cell is needed, and additional rendering methods, where supplemental scalar values or
a particle’s lifetime are required. In these cases, additional textures are employed for
storing this information—again, this involves texture pairs, in order to use one texture
as source and the other as destination for the corresponding computations.
As every texel in a single texture map corresponds to a particle, all textures have the
same size, which determines the maximum number of particles to be used. In order to
enable the user to continuously inject new particles, old particles are reused once all
particles are active. In this case, injecting a new particle into the flow field results in
overwriting the information of the oldest particle in use. If a particle leaves the flow field,
it is simply marked as being inactive without being automatically reinserted, because
this potentially introduces visual artifacts. Finally, a particle’s status (i.e., being active
or inactive) does not influence the choice of the next particle to be used. This avoids
expensive validity and life time checks and allows for more control over particle seeding
near the user’s focus of interest.
5.2.1 Seed Point Specification
In order to make maximum use of the advantages of VR-based interaction, seed point
specification is performed directly within the virtual environment using an input device
with six degrees-of-freedom (6-DOF). By providing immediate feedback through direct
insertion and advection of particles, this results in an intuitive, explorative analysis of the
fluid flow. In addition, the user can specify automated seeders of various shapes, which
release a user-defined number of new particles either continuously or at regular time
intervals. Depending on their configuration this leads to the generation of structures
similar to streaklines, timelines or timesurfaces (see Figure 5.4).
The user interface is intentionally kept simple. For direct particle insertion, the user
specifies the seeding position by directly pointing the 6-DOF input device at the desired
location. By pushing a button on the device, new particles are created and inserted at
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Figure 5.4: Different configurations of automated seeders allow for particle batches of
varying structures. In these examples new particles are automatically injected continu-
ously at a specific position, periodically along a line or a plane, and continuously at a
random position within a volume (clockwise from top left).
the device’s position or, alternatively, at a predefined offset. If the user is controlling
an automated seeder, the button is used for ”picking up” the seeder in order to relocate
it according to device movement. Another button is typically used for activating and
deactivating the seeder. Depending on the chosen mechanism, this results either in con-
tinuous seeding or in discharges of multiple particles, similar to tools from experimental
flow visualization. However, in contrast to classical flow visualization, the user is able
to freely specify new seeding positions, thus effectively ”painting” particles into the flow
domain (see Figure 5.1).
5.3 Cartesian Grids
Cartesian grids provide the simplest way of storing volumetric flow data in graphics
memory. Using 3D textures, a direct correspondence between texels and grid points
allows for efficient storage and immediate access. Depending on the available graphics
processing unit and the texture format, trilinear interpolation is directly performed
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grid point
texel
data
unused texture space
Figure 5.5: Mapping Cartesian grid nodes to texture elements.
within the hardware, which results in an additional performance gain. In addition,
point location and cell search are almost trivial, thus permitting very efficient flow data
retrieval for particle advection. However, these advantages come at the obvious cost
of reduced flexibility in terms of domain discretization, which is the most predominant
drawback of Cartesian grids. Nevertheless, since the first publication in [KKKW05], it
remains a popular approach until today [BSK+07, SBK06a, SBK07b, SKB05]. In the
context of this work it is of special importance, as data for the user-controlled region-of-
interest is provided as a Cartesian grid (see Chapter 4). While our approach has been
developed independently, it bears a certain resemblance to [KKKW05]. Still, for the
sake of completeness, this section contains a more detailed description.
5.3.1 Grid Storage
Both Cartesian grids and 3D texture maps allow for storing vector and/or scalar data at
specific, equidistant positions in a bounded region of 3D space. Thus, 3D textures offer
a convenient way for storing flow data, given on a Cartesian grid, in graphics memory.
In order to transform data from the Cartesian grid to the 3D texture and vice versa,
spatial information has to be subjected to scale and bias transformations. These map
Cartesian grid nodes, with which the data values are associated, to the centers of the
corresponding 3D texels (see Figure 5.5), thus providing a mapping from physical space
to texture space. If the employed hardware requires the usage of 3D textures with
an edge length of 2n, additional padding is necessary, which is compensated for in the
aforementioned transformations as well. If a rectilinear grid is to be stored, a more
complex position/address translation step is necessary, e.g. via a 1D lookup table for
each dimension.
Texture data is stored as 4-tuples in floating-point RGBα format encoding flow velocity
along the three major axes and an additional scalar value. Depending on the required
precision, floating-point formats with 16 or 32 bits per channel are used. Both allow for
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directly storing the full value range including negative numbers. 8-bit formats require
an additional data normalization step to cope for negative numbers and generally offer
only very limited precision, making them unsuitable in this context.
5.3.2 Particle Insertion
As there is no additional information needed for finding a Cartesian grid cell which
contains a specific particle, only particle positions (along with optional scalar data) are
written into the corresponding particle texture. Depending on the number of particles
to be inserted and their arrangement in space, point or line primitives are provided with
the corresponding data via vertex attributes and rendered into the appropriate particle
texture.
5.3.3 Particle Advection
In order to compute particle movement based on Equation 5.1, xi+1 = x(t+∆t) based
on xi = x(t) is determined via a numerical integration scheme. After reading the
current particle position from the input particle texture, this requires the flow velocity
at (potentially multiple) positions in the flow domain. It is determined by finding the cell
containing the given position and interpolating the data at the grid points spanning the
cell. Depending on the employed graphics hardware and the texture data format, this
maps to a simple scale-and-bias operation on the required coordinates, which translates
them into texture space, followed by a texture fetch operation, which automatically
performs trilinear interpolation on the corresponding texels in the 3D texture map.
Using NVIDIA GPUs as examples, this applies to NV40 and G70 chips when storing
flow data in 16-bit texture formats. If 32-bit data is to be used, hardware interpolation
capabilities are limited. Thus, trilinear interpolation has to be performed explicitly in the
fragment shader. For current GPUs like the G80, no such limitations exist and the user
can rely on the hardware to perform the required interpolation. Once the necessary flow
information is obtained, the new particle position can be computed through integration
for time interval ∆t and written to the output particle texture, which is later used for
rendering.
5.4 Tetrahedral Grids
A more flexible option for domain discretization is given by tetrahedral grids. Instead
of relying on resampling flow data into a Cartesian or rectangular grid, which typically
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introduces additional numerical artifacts into the simulation results, it allows for directly
working on an optimized discretization from the simulation phase. While some simula-
tion codes rely on a mixture of cell types like tetrahedrons, hexahedrons, prisms, etc.
most of such grids can be converted into pure tetrahedral grids with minimum effort,
although this typically results in increased memory consumption. Still, this approach is
superior to grid resampling in terms of both memory requirements and precision.
However, as tetrahedral grids do not contain some inherent structure, data storage and
retrieval are more complex. Besides topology data regarding grid connectivity, additional
spatial and neighborhood information has to be stored in order to allow for efficient cell
search. Our approach to GPU-based particle tracing on tetrahedral grids uses a similar
method for point location as described in Section 4.3.1, namely a combination of a kd-
tree traversal followed by a tetrahedral walk for the initial cell search. Once a containing
cell is found, i.e. during the movement of a particle through the flow domain, we rely
solely on tetrahedral walks starting at the particle’s current location for finding the cell
containing its next position. This is possible, because both locations tend to lie quite
close to each other, resulting in only short walks without the necessity of initiating
another kd-tree traversal.
Although both kd-tree traversal and tetrahedral walk could be implemented on the
GPU, the initial cell search is kept on the CPU in order to cut down on memory usage.
In addition, an initial point location is performed only upon seeding a new particle,
which typically happens quite infrequently, thus limiting the potential for speeding up
the whole process by increasing its performance. As only limited numbers of particles
are inserted every frame, the major workload is caused by advecting the whole particle
population through the flow field, which still requires the tetrahedral walk to move
particles from cell to cell. This is performed entirely on the GPU so as to fully leverage
its computational power for achieving interactivity. However, for this to work, the index
of the cell currently containing a particle has to be retained, so either the α channel or
an additional particle texture is used for storing this information (see Section 5.2).
5.4.1 Grid Storage
The tetrahedral grid forming the flow domain consists of vertices and tetrahedral cells
and is stored in two 2D textures in 32-bit floating-point format. One RGB texture
contains the vertices’ x-, y- and z-positions in the red, green and blue channels, respec-
tively. The vertex indices for every tetrahedron are stored in another RGBα texture,
each channel holding the index of the corresponding vertex. The flow data is given as a
three-dimensional vector and (optionally) a scalar quantity per vertex and is stored in
an additional 32-bit RGB or RGBα texture, respectively.
For cell search, a similar combination of a kd-tree traversal and a tetrahedral walk
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Figure 5.6: Data layout for storing the tetrahedral grid and flow data in 2D textures.
as in Section 4.3.1 is employed. However, as only tetrahedral walks are performed
on the GPU, the kd-tree does not have to be stored in graphics memory. Nevertheless,
neighborhood information is stored in an additionalRGBα texture containing the indices
of neighboring cells. As all information is stored in 2D textures, uv texture coordinates
have to be computed from the vertex or cell index before the corresponding data can be
accessed. See Figure 5.6 for the full data layout.
The limitation for 2D textures on current graphics hardware to a size of 40962 results
in a theoretical maximum of 16 million vertices and/or cells per grid. The same limit
is caused by the usage of 32-bit floating-point numbers for storing continuous index
values [Buc05]—which is necessary for all but the latest generation of graphics hardware.
However, because of the size of 32-bit floating-point textures, the amount of available
graphics memory is typically the limiting factor in this case. With the latest generation
of DX10-capable GPUs these limitations are somewhat lifted, because they are equipped
with larger graphics memory and support 32-bit integer textures, which allow for storing
larger ranges of integer numbers.
5.4.2 Particle Insertion
As GPU-based particle advection relies solely on the tetrahedral walk for cell search, the
cell containing a particle’s initial position has to be provided upon particle injection. This
is achieved by locating the cell with a combination of kd-tree traversal and tetrahedral
walk as discussed in Section 4.3.1 and writing the cell index along with the particle
position into appropriate locations in the corresponding particle textures. Due to the
relatively small number of particles to be released into the flow per time step or time
unit, this results in only limited computational cost, which can be borne by the CPU.
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5.4.3 Particle Advection
Basically, particle advection for tetrahedral grids relies on the same building blocks as
for Cartesian grids, i.e. numerical integration of Equation 5.1, which in turn requires
cell search and attribute interpolation. Both are based on the methods discussed in
Section 4.3.1. However, as the available information contains the index of the last known
containing cell for every particle, only the narrow phase of the point location scheme is
performed. A (typically short) tetrahedral walk is executed from this cell to the next
flow field sample position needed by the integration scheme. The computation of the
barycentric coordinates λi, i ∈ {0, 1, 2, 3} through a series of dot and cross products as
shown in Equations 4.2 and 4.3 can be perfomed very efficiently on the GPU. Again, if
all λi are non-negative, they are used for attribute interpolation according to Equation
4.4. Otherwise, the next cell in the tetrahedral walk is determined by the worst violator
of the non-negativity constraint.
For higher order integration schemes, tetrahedral walk and attribute interpolation are
executed multiple times until all required flow data samples are collected and the new
particle position xi+1 = x(t + ∆t) can be determined based on xi = x(t). If particle
scalar data is to be computed from the flow field, a final walk is performed to xi+1 and
the barycentric coordinates are used, again, for attribute interpolation. In this case,
the cell containing xi+1 is known and is stored along with xi+1. Otherwise, the cell
containing xi has been found during the current integration step and is stored. This
way, the cell to start the point location from in the next integration step is guaranteed to
lie very close to xi+1, thus repeatedly leading to tetrahedral walks of limited lengths.
Adaptive Time Stepping
Relying on a constant integration time step is permissible when dealing with Cartesian
grids, because the flow field does not exhibit extensive variation caused by grid structure.
The same applies to tetrahedral grids with largely homogeneous cell sizes. However,
as unstructured and tetrahedral grids frequently contain locally refined areas in order
to better represent delicate structures within the flow field, cell size potentially varies
significantly, sometimes across orders of magnitude. In this case, a simple, fixed step
integration scheme cannot reliably reproduce particle trajectories, unless step size is
reduced according to the size of the smallest grid cell, which in turn results in highly
inefficient particle integration through major regions of the flow domain.
Normally, this effect is countered by employing adaptive time stepping schemes, which
modify the integration step size according to local flow data. They often require a
more involved analysis of the local flow field, which makes their use problematic in a
highly interactive setting. In addition, they frequently depend on the last step size to
53
CHAPTER 5. INTERACTIVE PARTICLE TRACING
r
s
s’
xi
Figure 5.7: Adjusting the integration step size according to insphere radius r of the
enclosing tetrahedron reduces the current step from s = v(xi) ∆t to s
′ = v(xi) ∆t
′.
be retained for later use and adaptation [PTVF02].
We employ an alternative heuristic, which incorporates an estimation of the local flow
field and the local cell size for the determination of the integration step size. As it is
freshly calculated for every frame, there is no need for storing a current per-particle step
size. In addition, it can immediately adapt to local flow. Finally, it allows for advancing
all particles in lockstep, which is needed for always displaying a consistent image of the
particle population.
Our approach uses the flow velocity v(xi) at the current particle position for an estima-
tion of the local flow field, which gives the traveled distance during an integration step
of length ∆t by ∆s = ‖v(xi)‖ ∆t. Using an integral factor
n =
⌈
∆s
r
⌉
with the insphere radius r of the enclosing tetrahedron for computing a new integration
step size
∆t′ =
∆t
n
and integrating the single particle trajectories n times over the time interval ∆t′ results
in a uniform movement of all particles over time ∆t with locally adapted sub-step sizes
according to flow velocity and cell size. While this does not guarantee that every particle
steps at most into the next neighboring cell, it keeps the traveled distance per sub-
step within reasonable bounds, thus reducing undersampling due to small cell sizes and
preserving precision for most cases (see Figure 5.7). In order for this to work, degenerate
tetrahedrons with infinitely small inspheres have to be avoided. Dividing insphere radius
r by circumsphere radius R provides a quality measure ρ = r
R
, which allows for sorting
out tetrahedrons with too small inspheres. Of course, such flaws in the grid could be
resolved in a preprocessing step as well.
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5.5 Time-Varying Flow Fields
Tracing particles through time-varying flow fields is conceptually similar to processing
steady datasets. Nevertheless, additional interpolation requirements clearly result in
increased computational cost. As flow information is available only at fixed time steps,
flow velocity at a particle position for a given instant in time is determined by linear
interpolation of data from the two adjacent time steps. If interpolation step length ∆t
is kept smaller than the time interval ts between two adjacent time steps, at most three
time steps ti, ti+1, ti+2 are needed for performing an integration step with a higher order
integration scheme. For the following integration step, potentially ti+3 is required. In
this case, however, ti can be discarded. In order to supply the GPU with the required
information, a ring buffer of size 4 is used for storing single time steps of the flow data.
While the integration process is working on time steps ti to ti+2, which is typically the
case for multiple sequential integration steps, ti+3 is being sent to graphics memory. Once
the integration is progressed so far as to use ti+1 to ti+3, ti is replaced by ti+4 and so forth.
Exchanging a time step which is currently not in use allows for decoupling this operation
from the main integration/rendering thread in order to avoid frame rate drops. This
allows for processing time-dependent datasets which are typically considerably larger
than the available graphics memory.
Cartesian Grids
For Cartesian grids, only the replacement of a time step with another one is required. As
a particle’s location is sufficient for cell search, flow field interpolation for all involved
time steps is straightforward. After the integration step, the new particle position is
written to the target texture and the whole process continues as before (see Figure
5.8).
Tetrahedral Grids
If time-varying flow data is given on a static tetrahedral grid, the process is quite sim-
ilar. The major difference is that not the complete dataset is exchanged, but only flow
information given as grid vertex attributes. Vertex positions, topological structure and
neighborhood information stay constant. This allows for transparently performing cell
search and retaining consistent cell index information as in the steady case.
However, unsteady flows on dynamic grids are still problematic due to two major prob-
lems. First, cell structure and index information is not consistent between time steps.
Thus, the complexity of the cell search increases considerably. Either temporal neigh-
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Figure 5.8: GPU-based particle advection for unsteady Cartesian grids. Apart from a
continuous update of the flow data source, the integration process resembles the one for
steady flows.
borhood information has to be provided, which allows for performing a local search
into the next time step, or a broad phase search similar to the one in Section 4.3.1
is performed whenever a particle is influenced by the flow data from a new time step.
In both cases, additional cell index information for every currently used time step has
to be stored in order to minimize search cost. A potential second issue are increased
bandwidth requirements from host memory to graphics memory. For every new time
step, the complete dataset has to be transfered to graphics memory. Besides the raw
flow data, this comprises additional overhead in the form of vertex positions, cell topol-
ogy, neighborhood information and extended search data, i.e. temporal neighborhoods
or kd-tree data. Depending on the size of the respective time step data, graphics bus
bandwidth might become a bottleneck. Nevertheless, the basic approach is valid, which
suggests the feasibility of this problem.
5.6 Preserving History Information
Depending on the flow field, a depiction of short particle traces can help understand the
underlying flow structure. Instead of depicting instantaneous information, particles are
augmented with a short history which displays their position for a given time window
(see Figure 5.9). As this time window is constant over all particle traces, their lengths
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Figure 5.9: Depending on the flow field, depicting particle traces (right) instead of
instantaneous particles (left) facilitates an understanding of the underlying flow struc-
tures.
provide additional cues at the respective particle velocities.
In order to compute and store such history information, particle texture usage, particle
seeding and the particle integration process have to be modified. Instead of using a
single texel per particle, their paths are stored in rows or columns. In its simplest form,
every column contains a single particle path and every row contains information about
the whole particle population for the corresponding instant in time (see Figure 5.10).
Single columns are treated as ring buffers, i.e. data is interpreted in a wrap-around
fashion and the entry containing the most recent particle position is advanced for every
integration step. The maximum number of particles is determined by the width of the
particle texture, while its height provides the length of the trajectories, i.e. the size of
the history. If multiple textures are used for storing additional data like cell indices, the
same storage structure is employed over all textures.
Depending on the storage structure of such a trajectory, particle insertion requires over-
writing all texels which belong to the respective particle. As this typically means writing
the same data to a complete column in the particle texture(s), lines and/or quadrilater-
als are used as graphics primitives for drawing to the off-screen render buffer associated
with the corresponding texture. In order to save on unneeded data copies during the ad-
vection process, new particle information has to be sent to both versions of the particle
data, i.e. the source and the destination textures.
Particle integration, i.e. advancing the particle traces by ∆t, is a two step process (see
Figure 5.10). First, current particle data is read from the appropriate row of the source
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Figure 5.10: Data layout and computation of particle traces.
texture(s) and updated according to the flow field using a suitable integration scheme.
The resulting data is then written into the next valid row of the destination texture(s).
In the second step, particle histories are preserved by copying current particle data into
the destination population as well. This ensures consistent information in both versions
of the particle data textures. The destination texture is then used as source for the
rendering process, before the roles are exchanged for the next integration step.
5.7 Results
In order to show the efficiency of our approaches, we compare the performance of CPU-
based and GPU-based particle tracers both for Cartesian and tetrahedral grids. The
measurements were taken on a variety of systems, which are described in more detail
in Appendix B. They include CPUs and GPUs from different generations, which allows
for additionally estimating the advances in their respective fields of technology. For
identification of the single platforms, shortened ids are used. P4 gives figures for the
CPU of the visualization cluster’s master node, Core 2 is used as designator for a single
core of a standard workstation CPU, while Core 2 Duo gives numbers for the idealized
performance of using both of its cores, i.e. its performance is assumed to be twice as
high as when using a single core. NV40, G70 and G80 identify the respective GPUs in
the used visualization systems.
As integration speed is largely independent of the size of the dataset, measurements have
been taken using data which fits into graphics memory of the smallest tested graphics
systems. For Cartesian grids, this includes a resampled version of the Engine dataset,
whereas a segment of the City dataset is used for measurements involving a tetrahedral
grid (see Appendix A). The results are given as integration steps per second where
applicable.
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Figure 5.11: General platform performance comparison for particle tracing on Carte-
sian (left) and tetrahedral (right) grids for varying numbers of particles.
Generally, GPUs are extremely suitable for the task at hand. Figure 5.11 shows general
performance as exhibited by the tested systems. As the processing of tetrahedral grids
results in more complex computations involving loops and branches, the advantages
of GPUs are not as pronounced as for Cartesian grids—especially on older graphics
hardware. As a GPU-based implementation includes a certain amount of overhead for
mapping computations onto graphical primitives, a larger number of data items to be
processed in a single iteration leads to more efficient processing. This is shown by better
performance for the integration of larger particle populations. Ultimately, GPUs are
significantly more efficient at computing particle trajectories than conventional CPUs in
most cases. There are, however, a few exceptions, which are discussed later.
For Cartesian grids, the choice of precision for data storage is quite important. As only
the most current graphics hardware is capable of performing bilinear and trilinear in-
terpolation on 32-bit data, previous generations had to rely on an explicit interpolation
step in order to process such data. On the other hand, 16-bit data could be directly
interpolated in hardware, which, in combination with less data to be read from memory,
results in a clear performance leap (see Figure 5.12). The magnitude of the performance
difference is dependent on the relative capabilities of the respective platform’s processing
power and memory bandwidth and their importance for the considered process, which
complicates a precise prediction. For the G80 the performance difference is less pro-
nounced as this GPU can directly interpolate 32-bit data values, thus benefiting only
from decreased memory throughput requirements in the 16-bit case.
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Figure 5.12: Performance implications caused by varying floating-point precision for
flow data storage, given as absolute (left) and relative values (right).
Regardless of the employed platform, the choice of the integration scheme has a signif-
icant impact, i.e. higher-order integration schemes come at comparable computational
cost on all tested systems. Figure 5.13 shows absolute and relative performance figures
for particle advection on a Cartesian grid using an Euler integrator, as well as both third-
order and fourth-order Runge-Kutta integration schemes. As an example, employing a
fourth-order Runge-Kutta integration scheme instead of a standard Euler integrator re-
sults in a performance reduction of a factor of three to four (see Figure 5.13, right).
However, the absolute particle throughput is the deciding factor for the applicability
of such higher-order integration schemes in an interactive setting, considering a given
maximum number of particles.
In principle, a similar performance advantage for GPU-based particle advection can be
perceived when processing tetrahedral grids, as well—especially when performing simple,
non-adaptive time stepping (see Figure 5.14). However, due to more complex calcula-
tions involving branches and loops, the difference between CPU and GPU is not as
drastic as for Cartesian grids. Especially older graphics hardware like the NV40 under-
goes a considerable performance hit when branches and loops become more prevalent.
In particular, this is the case for larger time steps, where the corresponding tetrahedral
walks become longer, i.e. more time is being spent inside loop iterations during cell
search. For recent hardware, performance implications for GPUs are similar to those of
CPUs. In both cases, particle throughput is reduced for larger time steps due to particles
being advected over larger distances, which in turn results in longer tetrahedral walks
during cell search.
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Figure 5.13: Performance implications caused by different integration schemes. Parti-
cle throughput for the G80 using the Euler integrator tops off at about 255M particles
per second.
For adaptive time stepping, however, this situation changes somewhat. The use of
nested loops seems to be less unproblematic for execution on graphics hardware, as larger
performance hits can be observed (see Figure 5.15). For older graphics hardware like the
NV40, particle throughput is generally lower than for the examined CPUs. More recent
GPUs like the G70 and G80 do perform better, but the consequences of increased time
steps are more noticeable. Presumably, this is caused by a combination of more expensive
looping and branching instructions with a less homogeneous distribution of code paths
to be taken for neighboring pixels (cf. [HB05]). Nevertheless, the sheer computational
power of current GPUs allows for superior performance even on tetrahedral grids.
∆t = 1 ∆t = 5 ∆t = 10
avg. non-adaptive walk length 0.30 1.45 2.83
avg. adaptive walk length 0.30 0.49 0.54
avg. iteration count 1.01 3.71 6.88
Table 5.1: Average numbers for tetrahedral walks using non-adaptive or adaptive
stepping, as well as average iteration count for adaptive stepping.
In order to evaluate the effects of adaptive time stepping, the average tetrahedral walk
length for non-adaptive and adaptive time stepping, as well as the average iteration
count (i.e., the number of sub-steps) for adaptive time stepping have been measured
for various time intervals ∆t (see Table 5.1). This allows for estimating the number of
skipped tetrahedrons during integration, which is directly related to error potentially
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Figure 5.14: Performance figures for particle tracing on tetrahedral grids using non-
adaptive stepping.
introduced by missing local flow data. As expected, adaptive stepping keeps the average
walk length low at the cost of additional iterations. Thus, less data is skipped during
particle advection—especially when working with large time intervals. More in-depth
information is provided by Figure 5.16, which displays the respective percentage of
tetrahedral walk lengths for different time intervals. For non-adaptive stepping (Figure
5.16, left), walk length distribution is shifted towards longer walks with increasing time
intervals. Adaptive time-stepping results in similar distributions regardless of the current
time interval and, thus, comparable precision of the integration process in all cases.
When processing unsteady flow fields, every sampling of the flow field requires data
retrieval from two different time steps followed by a linear interpolation of the respective
results. The corresponding increase in terms of bandwidth and computational load
results in reduced performance as shown in Figures 5.17 and 5.18 for Cartesian grids
and tetrahedral grids, respectively. All tested platforms experience a performance hit of
about 50%, which hints at doubled data retrieval being the main cost factor with only
little influence of the finishing interpolation.
theoretical measured
AGP 8x 2 GB/s 0.9 GB/s
PCI Express x16 4 GB/s 1.6 GB/s
Table 5.2: Theoretical and measured peak throughput for AGP and PCI Express
graphics buses.
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Figure 5.15: Performance figures for particle tracing on tetrahedral grids using adap-
tive stepping. Particle throughput for the G80 with ∆t = 1 tops off at about 8.2M
particles per second.
The impact of dataset size and, therefore, data transmission from host memory to graph-
ics memory is difficult to assess, because both CPU and GPU are working asynchronously
while the workload itself is spread over multiple frames. The CPU is responsible for mov-
ing data into host memory segments, which can then be used for rapid transmission into
graphics memory—a process in which the GPU is heavily involved. By moving the
CPU-based copy operation into a separate thread, it can be performed over the course
of multiple integration steps, which decreases its influence on general performance signif-
icantly. On the other hand, the copy from host memory to graphics memory is primarily
dependent on the transmission speed of the graphics bus and, to a certain extent, on
the GPU. Thus, as long as the data to be transfered for every time step is small enough
to be moved over the graphics bus in an adequate amount of time, the computation of
particle trajectories within an unsteady flow field is practicable on the GPU. Table 5.2
gives an overview over theoretical and measured throughput for AGP and PCI Express
graphics buses.
An evaluation of the complete system both with steady and unsteady datasets is pre-
sented in more detail in Chapter 8. This comprises the net system performance including
data preparation (see Chapter 4), particle integration and particle rendering (see Chap-
ter 6), as well as the user interface with different particle seeding mechanisms and particle
history preservation.
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Figure 5.16: Tetrahedral walk statistics for non-adaptive (left) and adaptive (right)
stepping.
5.8 Discussion
This chapter introduced methods for using a graphics processing unit for the interactive
computation of large numbers of particle trajectories both in steady and time-varying
flow fields. Unlike previous work, this includes support for tetrahedral grids, which
makes an additional resampling step unnecessary and maintains the precision of the
CFD simulation results—as long as data for a single time step fits entirely into the
available graphics memory. Furthermore, the preservation (and display) of local particle
histories yields an additional means for an improved perception of local flow structures.
While the performance of the presented methods in a highly interactive setting is in-
fluenced considerably by the depiction of particle data (see Chapter 6), the presented
measurements show the clear superiority of our GPU-based approaches compared to
conventional CPU-based methods. Especially the improved flexibility of recent graphics
hardware allows for even more complex computations including local cell search and
adaptive time stepping without significant performance loss. Considering the recent his-
tory of CPU vs. GPU development, the performance gap between CPUs and GPUs is
expected to become even larger.
However, an important limitation is the availability of only limited memory resources
for a graphics system, which restricts the maximum grid size that can be processed.
While the amount of available graphics memory increases as well, it is typically still
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Figure 5.17: Performance comparison for particle tracing within steady and unsteady
flow data given on Cartesian grids. These figures do not take time step data transfer
from host to graphics memory into account, but measure increased computational load
caused by interpolation in time only.
considerably smaller than the memory configuration of the host system—especially when
using 64-bit hardware. Besides the natural evolution of graphics hardware with ever
increasing dedicated memory, employing compression strategies might help alleviating
this problem. Obviously, this comes at the cost of reduced performance.
A final issue is a unsteady flow field on a time-varying unstructured grid. Changing
vertex positions and grid topology complicate the local cell search. Possible remedies
are the introduction of an additional global cell search pass using a kd-tree (see Sec-
tion 4.3.1) whenever a new time steps is taken into consideration, or storing additional
cell neighborhood information across time step boundaries. In both cases, cell index
information is retained for all currently involved time steps (at most 3).
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Performance Comparison 
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Figure 5.18: Performance comparison for particle tracing within steady and unsteady
flow data given on tetrahedral grids. These figures do not take time step data transfer
from host to graphics memory into account, but measure increased computational load
caused by interpolation in time only.
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Analyzing the movement of particles through a volume is an intuitive and effective
means for understanding the underlying flow. This includes massless particles, which
are inserted into the flow as a post-processing measure, as well as the results of dis-
persed multi-phase flow models [Com01], which simulate the behavior of e.g. liquid fuel
drops inside a combustion chamber, and which generate additional data like tempera-
ture or radius. However, standard visualization techniques for particle data suffer from
a variety of weaknesses, ranging from ambiguous depth perception for simple point and
line drawings to a high geometrical complexity and decreased interactivity for polygo-
nal spheres and tubes. In addition, when dealing with particle data which resides in
graphics memory (cf. Sections 5.2 and 5.6), even the mere creation of complete geome-
tries is problematic—especially when incorporating graphics hardware from a previous
generation.
These problems are addressed by employing billboard techniques [AMH02] for the de-
piction of particle data, which includes the introduction of a novel approach to particle
trajectory visualization, which we call Virtual Tubelets. In combination with suitable
textures, the illusion of solid spheres and tubes is created, thus efficiently and unam-
biguously depicting large amounts of particle data, both instantaneous positions and
trajectories, at interactive frame rates. By choosing an appropriate orientation for the
billboards, certain issues concerning immersive displays with multiple projection screens
are resolved, which is mandatory for an unrestricted use in virtual environments. The
capabilities of modern GPUs allow for an additional speed-up of the rendering process
and a further improvement in image quality. This creates a nearly perfect illusion of
rounded geometry, including plausible intersections and consistent illumination with the
rest of the scene (see Figure 6.1). Finally, the lean underlying data structures allows for
the creation of geometrical representations for particle data within the graphics subsys-
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Figure 6.1: Billboarding techniques with per-pixel shading and depth replacement
allow for a convincing illusion of rounded geometry for displaying instantaneous particles
(left) and particle traces (right).
tem. This ties in perfectly with GPU-based particle tracing as discussed in Chapter 5,
thus leading to a fully GPU-based, highly interactive flow exploration system built on
particle tracing.
6.1 Billboarding
Conventional visualization techniques for particle data suffer from a variety of drawbacks.
Both for instantaneous particles and particle traces, simple point- or line-based rendering
creates depth perception issues and ambiguities concerning depth order. The typical
workaround is the depiction of such data as geometrical spheres or tubes, which in turn
increase the geometrical complexity of the scene. This results in a significantly higher
load on the graphics system and decreased frame rates, thus reducing the responsiveness
and interactivity of the visualization. Furthermore, substituting simple points and lines
with complex geometry reduces the flexibility of the visualization, because every change
of visualization parameters or the particle data requires a complete recreation of this
geometry.
In order to keep the geometrical complexity of the scene low but maintain a high visual
quality, we employ image-based rendering techniques for the depiction of particle data
(see Figure 6.2). Basically, flat polygons are textured with appropriate imagery resem-
bling rounded geometry and aligned towards the viewer. Aligning billboards parallel to
the view plane, which is a common simplification in desktop-based rendering systems,
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Figure 6.2: Depicting instantaneous particles (top row) and particle traces (bottom
row) via simple points or lines, geometry, and billboards (from left to right).
is not sufficient in immersive virtual environments, as is discussed in Section 6.2. The
efficiency of this approach allows for maintaining interactivity even for large amounts
of particles, while the underlying lightweight data structures facilitate the handling of
highly dynamic particle data and rendering parameters.
6.1.1 Instantaneous Particles
For instantaneous particles, only plain spheres have to be emulated with billboards.
Thus, a simple textured quadrilateral for every particle is sufficient for creating the
illusion of the corresponding geometrical representations. So, for every particle p at
position x, a quadrilateral formed by vertices at positions xi,j with i, j ∈ {0, 1} is
drawn. These positions are given by
xi,j = x+ ((−1)
ir+ (−1)ju)r (6.1)
with r and u being two arbitrary vectors which form an orthonormal basis for R3 with the
normalized direction v from the particle to the viewer, and r being the particle’s radius.
Applying a texture with a luminance gradient and a suitable α channel (see Figure 6.3)
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Figure 6.3: Luminance (left) and α (right) channels of the illumination texture for
spherical billboards.
provides the human eye with a simple but effective illusion of self-illuminated, spherical
geometry (see Figure 6.2, top right) with a consistent silhouette. Furthermore, it allows
for an additional coloration according to a supplemental scalar quantity.
6.1.2 Particle Traces
For particle traces, tubular geometry significantly improves the user’s perception of
their position and orientation [War06]. In order to reduce geometrical complexity, it is
emulated via triangle strips, which are drawn along particle trajectories and which are
aligned towards the viewer as well. A major problem of a simple billboarding approach is
a visual inconsistency at the start and at the end of each virtual tube (see Figure 6.4, left).
This issue is resolved by explicitly capping the tube with additional quadrilaterals, which
are textured appropriately to, again, create the illusion of rounded geometry, resulting
in the complete Virtual Tubelet (see Figure 6.5). They are positioned orthogonally to
the first and last sections of the triangle strip, respectively. This way, when facing the
tubelet from the front, it seems to have a well-defined front face. When facing it from
the back, the cap visually melts with the tubelet’s body and creates a rounded back-end
(see Figure 6.4, right).
In order to display a particle path from time steps ts to te, the corresponding tubelet’s
body contains two vertices at positions xi with i ∈ {0, 1} for every particle position
x(tk) with tk ∈ {ts, ts+1, .., te}. Considering a local up vector u = v× t with v being the
normalized direction from the particle position to the viewer and t being a unit vector
along the particle path’s tangent, both given for the current time step tj, these vertex
positions are given by
xi = x(tk) + (−1)
iur (6.2)
with r being the tubelet radius. The caps are created by quadrilaterals with four vertices
at the positions xi,j with i, j ∈ {0, 1}, which are given by
xi,j = x(tk) + ((−1)
iu× (−1)jr)r (6.3)
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Figure 6.4: Visual artifacts (left) are avoided by explicitly adding caps to the tubelets’
ends (right).
with r = u × t. Similar to instantaneous particles, the illusion of rounded geometry
is provided through textures with an appropriate luminance gradient. For the tubelet
body, only a center slice of the textures from Figure 6.3 is used for a 1D gradient. For
the caps, the complete texture including the α channel is employed.
Depicting the whole trajectory of every single particle at the same time results in a clut-
tering of the view space, especially when visualizing particle movement over prolonged
time periods. In this case, occlusion becomes a major issue. In order to minimize this
problem and to precisely depict a particle’s location for any given moment, the display
of the particle paths is limited to a certain time window. For a given time, a tubelet’s
head is positioned at the current position of the corresponding particle with its tail pass-
ing through the particle’s recent positions until the end of the time window is reached.
Apart from minimizing occlusion problems, this allows for an intuitive perception of a
particle’s speed, as fast traveling particles tend to have long tails, whereas slow particles
particle position
tangent vector
up vector
direction to viewer
Figure 6.5: Anatomy of a simple Virtual Tubelet.
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Figure 6.6: Reducing the tubelet luminance along the time window increases the
expressiveness of the depiction by increasing contrast and emphasizing current over
previous information.
have relatively short tails. When played as an animation, this method creates streak-
like tubes moving through the flow domain. Control of the time window is given to
the user, thus enabling him to optimize the length of the tubelets according to current
requirements.
The expressiveness of the visualization is increased furthermore by reducing a tubelet’s
luminance over time, i.e. from its head to its tail. This emphasizes the current particle
location and visualizes the direction of the particle movement, which is even more im-
portant if the animation is stopped. Moreover, it increases the contrast of the image and
facilitates a visual differentiation between current, i.e. more important, and preceding
particle data (see Figure 6.6).
6.2 Virtual Environments and Immersive Display Systems
For non-immersive display systems like standard computer monitors, billboards are often
aligned parallel to the view plane. Alternatively, for instantaneous particles, point sprites
can be employed, which allow for rendering screen-aligned, textured quads of varying
sizes using simple point primitives. Due to the small particle size and the relatively large
distance from the viewer to the screen, the consequential projective distortion is kept
to a minimum and can often be neglected. However, when using immersive displays,
the viewer is relatively close to the projection plane most of the time, due to its sheer
size. Thus, projective distortion and angular error become more apparent and the flat
nature of the billboards can be recognized more easily. In addition, billboards which lie
close to each other may result in inconsistent depth sorting across multiple, non-parallel
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Figure 6.7: Screen-aligned billboards (left) in immersive systems with multiple pro-
jection screens lead to visual inconsistencies. Aligning billboards to the viewer resolves
this issue (right).
projection screens, thus leading to visual artifacts at the display seams, which basically
ruin the immersive effect (see Figure 6.7).
To avoid these problems, the billboards are aligned to the viewer instead. By pointing
the billboard normals towards the viewer’s position, they perfectly face the viewer at
all times. This comes at a higher computational cost, though, because for every frame
the desired orientation has to be computed for every single quadrilateral instead of once
for all billboards. However, instead of changing the orientation twice per frame, i.e. for
every single eye, they are aligned towards a point between the viewer’s eyes once for
every frame, relying on the relatively large distance from the viewer to the particles to
hide the rotational error. This way, the additional computational cost turns out to be
negligible compared to a uniform orientation towards the view plane.
6.3 Improvements
In their most basic form, the polygons forming the billboards are aligned towards the user
on the CPU and the corresponding geometry is sent to the graphics system for traditional
rendering for every single frame. This way, a fairly good visual approximation is achieved
with considerably better performance than when using complete geometries. However,
performance and rendering quality can still be improved by the use of programmable
graphics hardware.
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6.3.1 Shifting Computational Load to the Graphics Processing Unit
While the basic billboarding approach allows for a very efficient visualization of large
amounts of particle data, there is still quite some workload on the CPU, namely com-
puting the orientation of the billboards. As this task can be performed fully by pro-
grammable graphics hardware, this workload can be shifted to the GPU by letting the
latter orient the billboard polygons.
Depending on the visualization type, two or four vertices are used per particle position
for rendering a quadrilateral or a part of a triangle strip (see Section 6.1). The final
vertex positions are determined by vertex shaders, which use additional information for
offsetting vertex positions from the corresponding particle positions in order to span
the respective billboards. Generally, the viewer position is given to these shaders as
a uniform, i.e. global, variable, whereas most other information is defined through
per-vertex attributes. For displaying instantaneous particles through simple spherical
billboards, the corresponding vertex shader is provided with the actual current particle
position and a particle radius. This information is sufficient for computing local right and
up vectors r and u, which are used for determining the final vertex positions according
to Equation 6.1. For particle traces, the tangents of the trajectory at the corresponding
particle position have to be supplied as well, in order to compute local vectors for vertex
displacement according to Equations 6.2 and 6.3. To distinguish between the single
vertices which are processed for a given particle position, additional per-vertex attributes
are used as multipliers for the local offset vectors. As an example, for the four vertices
of a spherical billboard, two additional attributes u and v are employed, which are set
to 1 or −1 in order to determine the respective final vertex position v = x+ (ur+ vu)r
with x, r, u and r as used in Equation 6.1.
Color information is either provided directly or by specifying a scalar value per particle
position, which is (after normalization) used as texture coordinate for an appropriate
lookup table texture. When employing luminance reduction for particle traces, an ad-
ditional per-vertex luminance multiplier is given to the shaders as well.
By shifting workload to the GPU, the CPU is freed for other work, which can increase
the responsiveness of the visualization system significantly. Especially when dealing with
virtual environments, motion tracking, physically-based modeling, and user interfaces in
general influence the interactivity of a system considerably.
6.3.2 Plausible Intersection with Conventional Geometry
A major drawback of billboading approaches in their basic form are implausible inter-
sections of the billboard geometry with conventional scene geometry. Due to the flat
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Figure 6.8: Intersecting billboards with regular geometry causes visual inconsistencies
(left), which can be avoided by appropriately replacing fragment depth values (right).
nature of a billboard, its depth values do not match its shaded appearance causing visual
inconsistencies when intersecting other polygonal geometry (see Figure 6.8). This issue
can be resolved by employing per-pixel depth correction, which, through a suitable frag-
ment shader, modifies a fragment’s depth in order to approximate a seemingly rounded
surface.
Following the notation from [SA06], considering a particle at position xe = (xe, ye, ze, we)
T
in eye space, ze provides the particle’s depth, i.e. the distance from its center to the
viewer along the z-axis. This is also the distance, at which the center of the flat billboard
is located. Offsetting it by a vector ∆ze = (0, 0, r˜, 0)
T gives its closest distance from the
viewer along the z-axis when considering its radius r˜, which is scaled according to the
current model-view matrix, i.e. z˜e = ze + r˜. Going from eye space to clip space via the
projection matrix P leads to

x˜c
y˜c
z˜c
w˜c

 = P


xe
ye
z˜e
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
 = P


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ye
ze
we

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

0
0
r˜
0

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

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zc
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
+ P


0
0
r˜
0

 .
As only a fragment’s depth can be modified and not its position, x˜c and y˜c are approx-
imated via xc and yc, respectively. However, the z and w coordinates are determined
by
z˜c = zc + p2,2r˜ (6.4)
and
w˜c = wc + p3,2r˜ (6.5)
with P = [pi,j], i, j ∈ {0, 1, 2, 3}.
Computing zc, ∆zc := p2,2r˜, wc and ∆wc := p3,2r˜ in the vertex shader allows for a linear
interpolation of these values during rasterization, thus providing sufficient information
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for approximating depth values over the complete billboard. In order to determine the
depth value for a given fragment, a texture similar to the luminance texture in Figure
6.3 is used for storing a normalized depth value d across the billboard. In a per-fragment
scale-and-bias operation it is used for determining final zˆc and wˆc according to Equations
6.4 and 6.5, thus giving
zˆc = zc + d∆zc
and
wˆc = wc + d∆wc.
These can then be used to determine a normalized device coordinate zˆd = zˆc/wˆc and,
consequently, a window coordinate
zˆw = [(f − n)/2]zˆd + (n+ f)/2
(cf. [SA06]), which is to be written out as depth value by the fragment shader.
This results in a nearly perfect illusion of rounded geometry, which is kept up even when
mixing billboards like Virtual Tubelets with other, polygonal visualization methods.
However, as this method requires more complex shaders and disables a number of GPU-
specific optimizations, it has a considerable impact on the maximum achievable frame
rate.
6.3.3 Consistent Illumination
An additional opportunity for refining the visual appearance of billboarded geometry is
illumination which is consistent with the surrounding geometry. In addition, it helps
the viewer to distinguish the location and orientation of the depicted objects [NTO04].
Such illumination is achieved through vertex and fragment shaders performing per-pixel
normal mapping. In this case, the luminance textures are replaced by normal maps,
which encode the x, y and z components of the local surface normals in their R, G
Figure 6.9: Normal maps for spheres (left), tubelet bodies (middle) and tubelet caps
(right).
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particle position
tangent vector
up vector
direction to viewer
Figure 6.10: When using per-pixel shading, the tubelet geometry has to be extended
in order to provide rounded back-ends with correct surface normals.
and B channels by scaling and biasing them from [−1; 1] to [0; 1] (see Figure 6.9). The
contents of the α channel remains unchanged.
As the normals are given in tangent space, light positions and/or directions, as well
as the viewer position are transformed into tangent space in the vertex shader, before
the fragment shader uses this information along with the normal as retrieved from the
texture to evaluate the Blinn-Phong shading model [Bli77]. The result is then modulated
with a coloration according to the current scalar value and (in the case of particle
trajectories) an optional luminance reduction term, leading to the final fragment color.
While typically the contribution of a single light source is sufficient for an adequate visual
impression, specular and diffuse illumination from multiple light sources can easily be
incorporated, provided that the necessary data, i.e. viewer position and additional light
information, is sent down the graphics pipeline as well.
In order for normal mapping to work with our tubelet rendering approach, the capping
algorithm has to be modified slightly. In contrast to simple Virtual Tubelets, where the
caps create the rounded back-ends, the geometry of the tubelet body is extended at both
ends with an additional section (see Figure 6.10). In this case, two separate textures
have to be used for the body and the cap (see Figure 6.9, middle and right). The texture
for the body encodes the normals for the rounded geometry and contains an α channel
for the simulation of rounded back-ends. The texture for the caps contains only normals
pointing along the local tangent, i.e. the x-axis, and, again, an α channel for its circular
shape. This results in a convincing simulation of the illumination of tubular geometry
with flat ends, as can be seen in Figure 6.11.
Depending on the complexity of the shading model to be employed, the load on the
graphics system increases, which results in reduced frame rates. Of course, these ad-
vanced shading methods can be combined with the correction of depth values, but in
this case the load on the graphics system increases even further.
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Figure 6.11: Per-pixel shading creates a convincing illusion of rounded geometry, both
for instantaneous particles (left) and particle traces (right).
6.4 Handling GPU Data
Besides an increased rendering efficiency, billboarding has the advantage of very light-
weight data structures. Depending on the visualization method, a billboard comprises
two or four vertices per particle position, which allow for generating this information
entirely within the graphics subsystem. This requires particle data, which is primarily
stored in graphics memory in the form of 2D texture maps (cf. Section 5.2), to be
accessible for vertex processing. This is achieved through a combination of pixel buffer
objects and vertex buffer objects, which are employed for copying texture data into
vertex buffers residing within graphics memory. Alternatively, a texture fetch in the
vertex shader allows for direct access to the particle textures, albeit at the cost of less
efficient processing when using older hardware [GFG04].
6.4.1 Copying Particle Data to Vertex Buffer Objects
One of the most widely supported ways of using texture information as vertex attributes
is to copy the data into a vertex buffer object, which is then used as a conventional vertex
array—potentially for multiple rendering passes as required for active stereo rendering.
However, for this to work, every single source texel has to correspond to a single vertex.
Thus, as every billboard needs two or four vertices per particle position, the particle
texture has to be expanded in order to contain enough information for all required
vertices.
For instantaneous particles using spherical billboards, this amounts to a rather simple
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Figure 6.12: The particle position texture is expanded and copied into a vertex buffer
object, which is used in combination with precomputed information for rendering spher-
ical billboards.
texture stretch operation, i.e. a textured quadrilateral is rendered to an additional
texture with twice the edge length of the particle texture. Nearest-neighbor filtering
caters for unaltered data within the destination texture, which is then copied into a
vertex buffer object (see Figure 6.12). Together with precomputed arrays containing
vertex offset multipliers and billboard topology, it is used for computing vertex positions
according to Equation 6.1 and rendering per-pixel shaded, depth corrected billboards
based on viewer position and lighting parameters.
Geometry preparation for particle traces is a more involved process. In order to depict
tubular billboards with capping, both particle positions and trajectory tangents have to
be provided. While there are typically only two vertices needed per particle position,
the start and end of every trace requires four vertices for the extended tubelet geometry
plus four more for the quadrilaterals forming the caps (see Figure 6.10), thus leading to
a less uniform expansion scheme. In addition, the wrap-around texture usage for storing
particle traces requires its content to be regrouped in order to form a consistent chrono-
logical order. The precise rearrangement is depicted in Figure 6.13. Besides particle
positions, tangent information is needed for determining vertex positions according to
Equations 6.2 and 6.3 as well. It is computed via central differences using the same re-
arrangement scheme as the positions and stored in an additional texture. The expanded
and rearranged positions and tangents are then copied into vertex buffer objects, which
are used for rendering in a similar fashion as for instantaneous particles.
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Figure 6.13: Besides being reordered and expanded, particle data for traces is copied or
used for tangent computation in order to fill position and tangent textures, respectively.
These are then copied into the corresponding vertex arrays as before.
6.4.2 Direct Vertex Texture Fetches
Recent graphics hardware allows for directly accessing texture data from a vertex shader.
As the approaches presented here already rely on quite modern GPUs, this feature is
typically available in the context of this work. Thus, as an alternative to the copy
strategy discussed above, which relies on vertex attributes to provide particle positions
and tangents, particle information is directly retrieved from the particle position texture
and used for positioning and orienting the billboards. However, according to [GFG04]
vertex texture fetches are not as efficient for uniform access to large amounts of data.
In addition, when employing active stereoscopic rendering or rendering to multiple view
ports with a single graphics card, this data retrieval has to be performed multiple times.
Nevertheless, reduced memory requirements and the omission of extensive copying within
graphics memory might compensate for this, depending on the application.
6.4.3 Transparency Sorting
Transparency is a suitable means for depicting scalar values encoding reliability or pre-
cision by reducing opacity for instantaneous particles moving in an area of high error (cf.
Section 4.2.2). However, this requires particles to be sorted according to their distance
to the viewer in order to allow for correctly blending translucent particles by render-
ing them back to front. If particle data resides in host memory, this can efficiently
be achieved by conventional in-place sorting algorithms like Quicksort [PTVF02] before
transferring particle data into graphics memory. For GPU-based particles, sorting has
to be performed within graphics hardware in order to avoid repeated data transfer from
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Figure 6.14: In order to prepare vertex information for depth-ordered particle data,
a distance-sorted index texture is used for reordering the original particle information.
The rest of geometry preparation is performed like in the unsorted case.
graphics memory to main memory and vice versa. For this task, we use odd-even merge
sorting as discussed in [KLS04] by setting up an additional index texture which stores
the squared distance from the viewer for every particle along with its uv coordinates in
the original particle texture. This texture is then sorted according to the distance val-
ues and its content used for reordering particle information during expansion (see Figure
6.14). When employing vertex texture fetches, this introduces an additional indirection
step by first accessing the index texture before the actual particle data is retrieved.
As the depth order of a sorted particle population is expected to change not too dras-
tically during consecutive advection steps, spreading the sorting process over several
frames is a viable option. As odd-even merge sorting maintains the order of already
correctly sorted items, it is given preference over bitonic merge sorting, which is more
efficient, but which completely reorders half of the field in every sorting step, thus making
partial sorting results unusable for rendering [KW05].
6.5 Results
A major goal of this work was an increase in rendering speed for the depiction of large
amounts of particle data. With the advent of programmable graphics hardware and
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Figure 6.15: Visual quality comparison of instantaneous particle visualization via
geometrical spheres, textured billboards, and per-pixel shaded and depth-corrected bill-
boards (from left to right).
Figure 6.16: Visual quality comparison of the visualization of particle traces using
geometrical tubes, basic Virtual Tubelets, and per-pixel shaded and depth-corrected
Virtual Tubelets (from left to right).
its usage for particle advection, purely GPU-based handling of very dynamic data be-
came an additional requirement, which was successfully met by the chosen billboarding
approach.
The presented approaches aim at both good visual quality and high performance, as
both are equally important for an efficient and meaningful depiction of extensive parti-
cle data. As shown in Figures 6.15 and 6.16, even basic billboarding variants provide the
most important visual cues for determining object position. Compared to using point
and line primitives, depth order ambiguities are resolved. In addition, Virtual Tubelets
exhibit correct perspective distortion leading to a reliable perception of their spatial ori-
entation. Furthermore, the visual clarity is comparable, if not superior, to the rendering
of conventional geometry. An incorporation of the proposed improvements enhances the
expressiveness of the visualization even more. Per-pixel shading with diffuse and specu-
lar lighting provides a decidedly cleaner and crisper visualization of particles and particle
trajectories, thus resulting in a significantly better image quality and more convincing
illumination than even geometrical objects. As a side effect, the increased visual realism
facilitates the perception of spatial positions and orientations considerably.
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Figure 6.17: Performance comparison of conventional geometry and billboarded vi-
sualization methods for static particle data depicted as instantaneous particles (left)
or particle traces (right). Measurements include basic CPU-aligned billboards (CPU ),
basic GPU-aligned billboards (GPU ), per-pixel shaded GPU-aligned billboards (GPU-
HQ), and geometry in two different resolutions (low/high).
For an evaluation of the pure rendering performance, results of a dispersed multi-phase
flow simulation including large amounts of particle data are used. Frame rate measure-
ments for a single time step include conventional visualizations via geometrical primitives
and billboards of varying sophistication. For efficiency reasons, geometries are rendered
using display lists, which require a certain initialization phase and additional memory,
but which allow for a significantly higher frame rate. As the presented billboarding
approaches are targeted at very dynamic data, the corresponding data is not stored in
graphics memory but transfered from main memory to graphics memory for every frame.
All measurements were taken after initialization. In order to distinguish the single plat-
forms, NV40, G70 and G80 are used to identify the respective GPUs in the employed
visualization systems. The systems used for benchmarking are described in more detail
in Appendix B.
For instantaneous particles, the raw processing power of current GPUs allows for outper-
forming a CPU-based billboard approach when employing rather simple static geometries
(see Figure 6.17, left). However, this changes as soon as geometry of reasonable resolu-
tion is used in order to achieve a minimum visual quality. If, finally, the billboards are
positioned and oriented on the GPU, this approach is clearly superior to conventional
geometries. In the case of particle traces, even CPU-based Virtual Tubelets are supe-
rior to polygonal tubes in terms of rendering speed (see Figure 6.17, right). Shifting
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Figure 6.18: Comparison of pure rendering performance and different methods for
dynamic data access for billboarded particle visualization. For 512× 512 instantaneous
particles (left), this includes rendering from a VBO (VBO), preparation of a VBO plus
rendering (C2VBO), and vertex texture fetches (VtxTex ). For 512 particle traces of
length 512 (right), numbers for rendering from a VBO (VBO) and VBO preparation
plus rendering (C2VBO) are given.
the computational load to the GPU yields an even bigger speed-up. In all cases, this
effect persists when employing per-pixel shading and depth correction for significantly
enhanced visual quality. Furthermore, memory requirements for billboards stay well
below that for full-blown geometry—especially when employing display lists for more
efficient rendering.
When dealing with dynamic particle data generated on the GPU, different means of
accessing the contents of the particle texture are possible. In order to evaluate the
respective cost, the pure rendering performance for 512×512 particles via a static vertex
buffer object (VBO) has been compared to preparing the required VBOs followed by
rendering and to rendering using vertex texture fetches. The results are depicted in
Figure 6.18, left. For 512 particle traces of length 512, performance figures for rendering
and VBO preparation plus rendering are given in Figure 6.18, right. In all cases, high-
quality billboard variants including per-pixel shading and depth correction are used.
The measurements show that data preparation does have a noticeable impact on per-
formance—regardless of the employed mechanism, be it copy-to-VBO or vertex texture
fetches. Depending on the employed hardware, each of the available data access methods
has its benefits, as benchmarks for instantaneous particles have shown (see Figure 6.18,
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Figure 6.19: Performance measurements showing the impact of sorting for drawing
262k instantaneous particles via billboards.
left1). Still, advantages of the intermediate data copy include a less volatile retention
of the current visualization state, i.e. once the data is copied to the VBO, it can be
used as source for multiple rendering passes. This is of additional use when employing
active stereoscopic rendering, which requires at least two rendering passes with the same
geometrical, or when rendering to multiple view ports with a single graphics card. Thus,
copy-to-VBO is the preferred method in the context of this work, which is also used for
performance measurements for particle traces to be visualized via Virtual Tubelets (see
Figure 6.18, right). A similar impact of data preparation on rendering performance can
be observed here.
If non-opaque particles are to be rendered, they have to be sorted according to their dis-
tance to the viewer in order to allow for correctly blending the respective contributions
to final pixel colors. Figure 6.19 provides performance numbers for depicting 262k parti-
cles without and with sorting on various platforms2. The performance impact of sorting
is quite drastic for such a large particle population, thus preventing a straightforward
use in a highly interactive setting. In order to alleviate this problem, either the sorting
process can be spread over several successive frames or smaller amounts of particles can
be used. Various trials have shown that by distributing the necessary sorting passes over
1Inconsistent and surprisingly low performance numbers for the G80 hint at driver problems for this
particular application. This conclusion is supported by the G80’s behavior for particle traces, which
is as expected.
2Again, performance figures for the G80 are inconsistent and appear suboptimal. Nevertheless, it is
considerably better at coping with the additional computational load, which ultimately results in
better net performance than for its predecessors.
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several consecutive frames, a considerable increase in interactivity can be achieved. As a
global sorting order is never destroyed and most particles are constantly moving around,
the visual impact of this modification is relatively small and in most cases negligible.
Regardless of rendering speed and visual quality, billboarding provides a much more
flexible and efficient approach regarding memory usage and geometry processing the
conventional polygonal sphere and tube representations. As there is very little geometry
involved, the only data to be stored permanently is the particle data itself.
6.6 Discussion
This chapter discussed the billboard-based visualization of particle data, including the
introduction of Virtual Tubelets as a method for an efficient, high-quality depiction of
particle traces. By visually emulating rounded geometry, common drawbacks of con-
ventional rendering methods like depth perception issues and depth order ambiguities
or high polygon counts and limited interactivity are resolved. Additional issues of bill-
boarded tubes, like visual inconsistencies at their ends, are addressed and resolved as
well. The resulting imagery facilitates the understanding of the spatial position and ori-
entation of the particle data. Special emphasis is placed on the applicability in immersive
virtual environments, which is achieved by orienting billboards towards the user instead
of in parallel to the view plane. Ultimately, these methods allow for large amounts of
particle data to be interactively displayed and analyzed in a highly interactive setting.
Additionally, methods for generating billboard geometry on the GPU allow for combining
these approaches with an interactive computation of particle trajectories using graphics
hardware (cf. Chapter 5). This culminates in a particle-based flow exploration system,
which relies entirely on the substantial processing power of modern graphics hardware
in order to achieve highly interactive performance.
With the advent of DX10-capable graphics hardware, more flexible mechanisms become
available for processing dynamic and/or instanced geometry. Thus, further evaluation of
such capabilities might provide additional opportunities for increasing efficiency. How-
ever, missing downward compatibility prevents such methods to be used on the majority
of installed end systems.3
3Due to a problematic graphics driver situation at the time of this writing, a more in-depth evaluation
is still pending. Nevertheless, the considerable performance capabilities of the latest generation of
GPUs is undisputed as is shown by the measurements in Chapter 5.
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SOFTWARE DESIGN AND IMPLEMENTATION
Besides methodical research, a major goal of this work was the generation of a non-
prototypical software implementation, which allowed for utilizing the results of this and
other research for the actual exploration of real-world datasets. Thus, we developed a
visualization framework for an interactive exploration of large-scale unsteady flow fields.
It is targeted at a straightforward incorporation of research results from the areas of
interactive rendering and visualization, parallel feature extraction, and intuitive user
interfaces into a collection of concise libraries.
This framework comprises two major parts, the visualization front-end ViSTA FlowLib,
which is described in more detail in Section 7.2, and the parallel feature extraction back-
end Viracocha [Ger06] (see Figure 7.1). Both are designed as libraries upon which to
build the actual visualization and extraction applications tailored towards the specific
use case. Following the proposed task distribution between visualization front-end and
HPC back-end (cf. Chapter 3), GPU-based particle tracing and rendering have been
incorporated in ViSTA FlowLib, whereas demand-driven data reduction has been im-
plemented using Viracocha. Both build directly or indirectly upon additional libraries
like the VR software toolkit ViSTA [AKLV04], which provides platform-independent
VR methodology and various utility functionality, the open-source visualization toolkit
VTK [SML06], OpenGL [Opea], and the parallelization libraries OpenMP [Opec] and
MPI [MPI].
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Figure 7.1: The unsteady flow exploration framework consisting of Viracocha [Ger06]
and ViSTA FlowLib along with dependencies from various base libraries.
7.1 Data Reduction Back-End
Due to its layered structure (see Figure 7.2), Viracocha allows for using parallelization
and HPC functionality by mere implementation of data structures and algorithms for
the required task. Work distribution as well as parameter and data communication is
performed by Viracocha, thus allowing the application programmer to focus on problem-
specific components.
Algorithmic components, which are to be distributed over multiple worker entities, are
implemented in the form of so-called commands by deriving from the corresponding
base class. Instances of such a class are spawned on the desired number of worker
entities to work in parallel on the given task. In the context of this work, this high-level
parallelization is used for distributing the time steps of a given unsteady dataset onto
the participating worker entities. After loading the corresponding data from disk, each
worker waits for data requests regarding its own data from the visualization front-end.
If such a request is received, the resampling process is locally parallelized using OpenMP
[Opec], before the results are serialized and sent back to the visualization front-end via
communication facilities provided by Viracocha.
7.2 Visualization Front-End
In order to facilitate the bundling and wide-spread use of research results from related
areas, the framework ViSTA FlowLib has been developed which is targeted at an in-
teractive, VR-based exploration of time-dependent flow fields. Thus, all functionality
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Figure 7.2: Layer structure of the parallelization toolkit Viracocha according to
[Ger06]. The new resampling functionality has been implemented in the form of a
CFD worker command.
implemented in the course of this work has been incorporated into ViSTA FlowLib as
well. The remainder of this section gives a short overview of the general components
and main functionality of this framework, before the implementation of GPU-related
methods is discussed in more detail.
7.2.1 ViSTA FlowLib
For an interactive exploration of unsteady fluid flows in virtual reality, a number of
non-trivial requirements have to be fulfilled. An intuitive user interface is necessary for
making optimum use of the capabilities of interaction with six degrees-of-freedom in a
virtual environment. Then, parallel computing resources have to be employed in order
to deal with the extensive amounts of data involved in such an investigation. Finally,
local visualization and efficient rendering techniques are to be used for an interactive
depiction and dissection of the given flow phenomena (cf. Chapter 3). As all these parts
are important for a successful application of VR methodology to flow field analysis,
very different questions and results arise from scientific research in the respective areas.
ViSTA FlowLib combines such solutions in a single visualization framework in order to
allow for mutual usability (cf. Figure 7.1).
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Within the visualization and rendering part of this framework, timing information for
unsteady data is managed and access to graphical resources is controlled. To achieve
maximum flexibility, responsibilities are distributed according to functional entities, each
one being as independent as possible from the rest of the system.
Time management and general control over the visualization process are implemented
by the visualization controller and (potentially multiple) time mappers. The actual vi-
sualization and rendering is performed by various visualization objects using information
stored in unsteady data objects.
7.2.2 Time Management
When dealing with unsteady data, different data items potentially exist in different time
frames, especially when they are results of different simulation runs or when mixing
periodical phenomena with non-periodical data. To facilitate the handling of such cases,
the notion of normalized visualization time in [0, 1] is introduced along with dedicated
time mappers, which allow for converting visualization time to absolute simulation time
and the corresponding simulation time steps or vice versa. In general, the following time
frames and concepts can be identified (see Figure 7.3):
• Visualization time. This is the normalized time frame of one complete iteration of
the process to be examined. Valid values lie within [0, 1].
• Simulation time. This is the time frame as given by the simulation. Depending on
the simulated phenomenon, valid time intervals can differ by orders of magnitude,
ranging from microseconds to centuries.
• Time level. This is one discrete step of the simulation run. Its numbering is
typically determined by the simulation itself and its data recording scheme, which
might lead to an almost arbitrary numbering scheme of the respective file output.
A time mapper encapsulates all information which is necessary, to convert time informa-
tion from one frame of reference to another. Besides supporting conventional unsteady
data, which is discretized into evenly spaced time steps, this allows for arbitrary dis-
tributions of discrete time steps over a given simulation time range. Examples include
simulations runs with varying time step density caused by a focus on certain parts of
the simulation, as well as periodical processes augmented with pre- and post-periodic
data. In addition, it permits an accurate depiction of integral objects like pathlines,
whose integration steps do not necessarily coincide with the simulation time steps. Fur-
thermore, it facilitates a comparison of simulations which are computed within different
time frames. Finally, the results of several runs simulating different events of a process
can easily be assembled into a single, comprehensive visualization.
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Figure 7.3: Time mappers allow for a straightforward conversion of timing information
between normalized visualization time, simulation time and the corresponding discrete
time steps from numerical simulations. In addition, multiple processes can conveniently
be embedded into a single visualization time frame.
7.2.3 Visualization Controller
The visualization controller is the central entity of the visualization process. It han-
dles user navigation and manages visualization time and its progression, thus implicitly
synchronizing all participants of the currently visualized process. In addition, it of-
fers interfaces for run-time registration and unregistration for a number of callbacks.
These callbacks are used for the distribution of in-frame computing time to all other
components of the current visualization. Examples include update calls for keeping in-
ternal object information up-to-date, as well as rendering callbacks for several rendering
passes.
7.2.4 Visualization Objects
Visualization objects represent any kind of entity requiring in-frame computing time or
having access to graphical resources of the visualization host, i.e. anything that is to
be rendered on screen or other display devices. As these objects have direct access to
the graphics hardware, they can use highly optimized rendering algorithms and exploit
special features of modern graphics hardware, thus allowing for maximum rendering
performance. The same applies to local visualization processes which gain full access to
the computational resources of the visualization host.
Visualization objects register with the visualization controller for various callbacks. The
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update callback is used for keeping internal data structures up-to-date or for performing
other computations, which are not directly related to graphical output. For rendering, a
single loop is split into several passes, including drawing opaque objects, drawing trans-
parent objects, and drawing 2D elements. By registering for the respective callbacks, a
visualization object can issue rendering commands during the correct pass, thus effec-
tively displaying itself to the user. Additional information (e.g. the current visualization
time or the position of the viewer) can be queried from the visualization controller.
7.2.5 Unsteady Data Objects
Data to be visualized is typically stored in unsteady data objects, which generally comes
in one of two different forms: discrete or continuous. The former applies to purely
polygonal data like context geometry, cut planes or isosurfaces, as well as full-blown
flow data, which is to be explored via local visualization methods. Continuous data
contains information like particle trajectories, potentially even stored at non-regular time
intervals. Both are associated with suitable time mappers, which allow for converting
visualization time to the correct simulation time and (in the discrete case) time step.
This information is used by the visualization objects which are responsible for visualizing
a given data object’s content for retrieving the correct data for the currently given instant
in time. An unsteady data object’s content is typically provided either by a data handler,
which receives information from the post-processing back-end, or by a local file loader.
7.2.6 GPU-based Computation and Rendering
In the context of this work, unsteady data objects for storing Cartesian and tetrahedral
grids have been added to ViSTA FlowLib in order to be used by the visualization front-
end, along with suitable data handlers for receiving data from the HPC back-end. GPU-
based particle tracing and visualization is performed by a dedicated visualization object,
which acts as centralized control instance for all tasks regarding interactive particle
tracing. It uses specialized sub-objects for the execution of the actual tasks like flow
data upload and particle seeding, advection and rendering, thus effectively implementing
a variation of the strategy design pattern [GHJV95] (see Figure 7.4). Switching between
different tracer and/or renderer instances allows for rapid adaptation of the exploration
method to the current situation.
While this approach allows for arbitrary combinations of particle tracers and render-
ers, only a certain subset provides sensible results, i.e. both tracer and renderer have
to process either instantaneous particles or particle tracers. Furthermore, unnecessary
data transfer between host memory and graphics memory is avoided by keeping both
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Figure 7.4: A simplified class diagram showing the major participants in interactive
particle tracing.
advection and rendering either on the CPU or on the GPU. Thus, for both variables,
optional synchronization facilities are provided, .
7.3 Discussion
This chapter introduced the visualization framework ViSTA FlowLib and its connection
to the parallel feature extraction back-end Viracocha. The main incentive for the cre-
ation of ViSTA FlowLib was the integration of research results from various areas related
to VR-based flow exploration in order to allow for widespread use of new methodology.
This resulted in a non-prototypical implementation, which has already been used in a
variety of applications [ARSKl06, HKB05, HHS+06, HKB07, VHT+05] and research ef-
forts [AHC+06, DZF+07, WBK07, WHS+06, WSK07], including those culminating in
this work [SKH+04, SKB05, SKH+05, SBK06a, SBK06b, SBK07a, SBK07b].
The methods developed in the course of this work have also been integrated into the
respective frameworks. This addition to the code base extends the portfolio of avail-
able visualization techniques considerably by effectively offering highly-interactive flow
exploration via GPU-based particle tracing for large datasets.
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RESULTS
As stated in Chapter 7, the approaches developed in the course of this work have been
integrated in a single visualization framework. This effectively combines demand-driven
data reduction (Chapter 4), GPU-based particle tracing (Chapter 5) and efficient par-
ticle rendering (Chapter 6), thus allowing for a highly interactive exploration process
according to the models and findings from Chapter 3. While previous chapters mostly
concentrated on the respective subparts of our approach, this chapter is dedicated to an
analysis of combinations thereof—both in terms of applicability and performance.
8.1 System and Benchmark Description
The exploration process implemented here corresponds to the one described in Section
3.1. After start-up, the user defines a region-of-interest (ROI) within the dataset un-
der inspection. After preparation, this region is then interactively explored via particle
tracing by directly injecting particles into the flow domain or by modifying automated
particle seeders. If desired, additional visualization methodology like cut planes or di-
rect volume rendering can be employed at the same time. Depending on the size and/or
structure of the dataset, ROI definition and preparation can be omitted, and the inter-
active exploration is performed directly on the original tetrahedral dataset.
The ROI is defined on the visualization front-end, followed by transmitting the cor-
responding parameters to the HPC back-end, where the original data is reduced ac-
cordingly by resampling it into Cartesian grids. These grids are then sent back to the
visualization front-end and used for GPU-based particle advection. If the initial ROI
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step is omitted, the original data in the form of tetrahedral or Cartesian grids is directly
explored on the visualization front-end via GPU-based particle tracing.
The approaches presented in this work have been used for an exploration of various flow
fields on a number of occasions. In the following, several examples of varying complexity
are discussed in order to show the applicability of our methods. Besides a description
of the respective benefits for the individual cases, this comprises a documentation of
performance evaluation results of different parts of the system. These measurements
have been taken on different hardware configurations for varying problem sizes. Results
are given as they can be experienced by the user, i.e. in the form of response times
or frame rates, when employing a 4th order Runge-Kutta integration scheme and high-
quality rendering. A more detailed description of the performance characteristics of
single visualization system components is given in the respective chapters of this work.
More information about the datasets and the employed hardware infrastructure can be
found in Appendices A and B, respectively. For an identification of the single platforms
in the following performance measurements, shortened ids based on the employed GPUs
are used. Thus, NV40, G70 and G80 refer to the corresponding visualization systems
in stand-alone operation and NV40c is used as designator for the visualization cluster
when driving a 5-sided immersive display system. The HPC back-end is connected to
the NV40/NV40c system via a non-dedicated Gbit network and to the G70 and G80
systems through a non-dedicated 100 Mbit network.
8.2 Applications
8.2.1 Human Nasal Cavity
The Nose dataset contains the simulation results of the airflow in the human nasal
cavity during inhalation [HBSM06]. Due to the complex shape of the flow domain
(see Figure A.6 in Appendix A), using the domain discretization from the simulation
phase is advantageous in comparison to a resampling approach, which would result in
about 86% of the sample points to lie outside the original grid. Even when optimizing
the flow boundaries of the resampling process by omitting parts of the intake and the
outlet, about 76% of the sampling points remain unusable. Thus, the original grid is
tetrahedralized and subsequently used for exploration using interactive particle tracing
on the GPU.
Due to its limited size, the tetrahedral grid can be stored in graphics memory in its en-
tirety. This allows for keeping all data and computations within the graphics subsystem,
resulting in highly-interactive exploration facilities at all times. Performance figures for
varying numbers of instantaneous particles are shown in Figure 8.1. These results re-
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Figure 8.1: Performance figures for an interactive exploration of the Nose dataset
using GPU-based particle tracing. The frame rate for 16k particles on the G80 tops off
at about 280fps.
fer to the complete process, comprising particle advection, geometry preparation and
high-quality rendering.
Our approach has a number of substantial benefits when compared to conventional vi-
sualization techniques. First of all, interactivity and fully three-dimensional interaction
is extremely helpful when assessing a flow field in such a complex setting. The intuitive
access to both navigation and seed point specification permits the user to concentrate en-
tirely on the flow problem at hand with only minimal distraction by application control.
Furthermore, particle movement conveys the structure and dynamics of the underlying
flow field very efficiently, thus providing a significantly more expressive means for flow
visualization than conventional methods like streamlines—especially regarding flow ve-
Figure 8.2: Recirculation areas and vortical structures within the flow field in the
human nasal cavity.
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Figure 8.3: Particle traces showing vortical structures in the flow field between the
nasal conchae.
locity and direction—as mapping fluid speed to particle movement is considerably more
intuitive than mapping it to, e.g., colors. Examples of recirculation areas and vortical
structures within the human nose are shown in Figures 8.2 and 8.3.
8.2.2 Jet in a Crossflow
The Crossflow dataset results from a simulation of the turbulent mixing of a cooling
jet in a hot boundary layer [RSM07]. As it is too large to be directly processed on the
visualization front-end, a data reduction step has to be performed in order to allow for
a fully interactive exploration. However, the large variation in cell size (see Figure A.5
in Appendix A) makes static resampling difficult and inflexible in regards to different
areas of investigation within the dataset. This problem is alleviated by letting the user
interactively decide on the area and precision of the resampling process, the results of
which are subsequently used for further analysis. Due to memory limitations on the
HPC back-end, measurements are taken for a subset of 30 time steps resulting in a net
dataset size of about 16 GB.
98
8.2. APPLICATIONS
Data Reduction - Single Time Step
0
1
2
3
4
5
6
7
8
9
NV40 NV40c G70 G80
re
sp
o
n
se
 
tim
e 
[se
c]
large/high
large/low
med/low
small/low
Data Reduction - Complete Sequence
0
10
20
30
40
50
60
70
NV40 NV40c G70 G80
re
sp
o
n
se
 
tim
e 
[se
c]
large/high
large/low
med/low
small/low
Figure 8.4: Performance figures for data reduction of the Crossflow dataset comprising
resampling and result transmission from the HPC back-end to the visualization front-
end. Measurements show the time span from issuing the resampling query to completion
of result transmission, both for a single time step (left) and the complete sequence (right).
Resampling is performed on the HPC back-end, followed by a transmission of the reduced
data to the visualization front-end, where it is interactively explored via interactive par-
ticle tracing (cf. Chapter 3). In addition, direct volume rendering is optionally used for
displaying an additional scalar quantity like the current local error or temperature. The
response time for the resampling process depends heavily on the size of the Cartesian
target grid and the network connection. Performance figures for various configurations
are shown in Figure 8.4. This comprises resampling a region-of-interest of varying size
(large, med, small—cf. Figure 8.7) to target grids of size 256× 642 (high) and 128× 322
(low). For a single time step, one worker is used, whereas the complete sequence is
processed by 10 workers. In both cases, 2 threads are used per worker. The measure-
ments indicate that network bandwidth is an important factor when the simplified data
is still of considerable size. Feeding a single machine with the complete sequence over
a Gbit network is significantly faster than doing so over a 100 Mbit network. This ad-
vantage, however, is removed when sending data to the complete visualization cluster,
as this causes a tenfold increase in data to be sent over the dedicated Gbit network con-
necting the cluster nodes in the current implementation. For smaller amounts of data,
the benefits of a fast network connection are outweighed by the overhead for commu-
nication within the parallelization toolkit and data reduction itself. In all cases, error
determination plays an important role in the total processing time.
Figure 8.5 shows the processing time for the data reduction of a single time step broken
99
CHAPTER 8. RESULTS
Data Reduction - NV40
0
1
2
3
4
5
6
7
8
large/high large/low med/low small/low
re
sp
o
n
se
 
tim
e 
[se
c]
other
serialization
local error
global error
resampling
Data Reduction - G80
0
1
2
3
4
5
6
7
8
large/high large/low med/low small/low
re
sp
o
n
se
 
tim
e 
[se
c]
other
serialization
local error
global error
resampling
Figure 8.5: Work distribution for data reduction for a single time step of the Crossflow
dataset using regions-of-interest and target grids of varying size, measured for visualiza-
tion systems with Gbit (left) and 100 Mbit (right) connections to the HPC back-end.
down into its subtasks. Resampling and serialization are mandatory and depend mostly
on the resolution of the ROI. On the other hand, global and local error determination are
optional and are influenced significantly by the ROI size as it determines the portion of
the original grid, which is involved in the corresponding computations. The remainder of
the processing time comprises setup and communication overhead within the paralleliza-
tion toolkit and data transmission. Thus, it contains both constant and data-dependent
parts. The influence of the network connection on this portion of the response time
confirms the influence of network bandwidth on the whole data reduction process, which
can already be observed in the measurements shown in Figure 8.4. In combination with
the possibility of speeding up the resampling process by employing additional threads,
this turns data transmission into the main bottleneck. Still, the response times for data
reduction as achieved in our setup lie within tolerable bounds even for high resolution
ROIs, especially when the infrequency of its execution is considered.
resolution NRMSE
large/low 128× 322 3.37%
med/low 128× 322 2.63%
small/low 128× 322 1.77%
large/high 256× 642 1.41%
Table 8.1: Normalized root mean square error (NRMSE) for regions-of-interest of
varying size and resolution in the Crossflow dataset.
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Figure 8.6: Performance figures for the interactive exploration of the resampled Cross-
flow dataset via GPU-based particles.
By employing the GPU for particle advection, large numbers of particles can be pro-
cessed without compromising interactivity (see Figure 8.6). Even in combination with
additional visualization methods like direct volume rendering, high frame rates can be
achieved with recent GPUs. However, in the case of older graphics hardware as used for
driving the immersive virtual environment, volume rendering alone is too computation-
ally intensive to achieve interactive frame rates due to the high resolution of the display
screens.
The resampling error is directly dependent on the size and resolution of the ROI. By of-
fering direct volume rendering of the local error, the user can assess the current situation
and adjust the ROI parameters according to his requirements. As shown in Figure 8.7,
a reduction of the ROI size results in a notable reduction of the interpolation error. The
same effect can be achieved by increasing the ROI resolution (see Table 8.1). However,
Figure 8.7: Scaling down the region-of-interest while keeping the target grid resolution
constant results in a significant reduction of the resampling error.
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Figure 8.8: The movement of particles injected on a plane reveals the underlying flow
structure which leads to an engulfment of the coolant in hot gas. The visual impression of
a deformed plane is created by the large number of per-pixel shaded and depth corrected
particles.
this results in prolonged data preparation times. In addition, resource limitations of the
visualization front-end have to be observed.
Regarding an analysis of the given flow field, the benefits of an interactive exploration
via a highly expressive visualization method apply in this case as well. Especially in
combination with a depiction of the flow temperature via direct volume rendering, the
structure of the underlying flow field and its effects can intuitively be perceived through
interactively advected particles. An example is the identification of the engulfment of
cool gas in a high temperature environment caused by vortical structures in the wake of
the jet hole (see Figure 8.8).
8.2.3 DeBakey Ventricular Assist Device
The DeBakey dataset consists of a sequence of time-dependent tetrahedral grids contain-
ing the simulation results for a DeBakey blood pump [Mica] (see Figure A.4 in Appendix
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Figure 8.9: Performance figures for data reduction of the DeBakey dataset comprising
resampling and result transmission from the HPC back-end to the visualization front-
end. Measurements show the time span from issuing the resampling query to completion
of result transmission, both for a single time step (left) and the complete sequence (right).
A). It comprises 100 time steps totaling 11 GB of flow data and additional 6.5 GB of
topology information like a kd-tree for the vertices and local cell neighborhoods (cf.
Section 4.3.1), thus requiring a data reduction step on the HPC back-end as well.
Due to the higher number of time steps, the resampling process is more time-consuming
than in the Crossflow case. Nevertheless, the response time stays within tolerable
bounds, thus allowing for an infrequent modification of the region-of-interest without
too much an impact on the total exploration time. Measurements have been taken
for an overview of a large part of the dataset (cf. Figure 8.12) resampled at 322 × 256
(overview), as well as a detailed inspection of the area between the impeller and the
diffusor (cf. Figure 8.13) with a ROI of resolution 642 × 128 (detail). The results are
depicted in Figure 8.9, both for a single time step and the complete sequence. Breaking
down the response time into the corresponding subtasks, confirms the findings from the
previous section (see Figure 8.10), i.e. the importance of fast network connection for ex-
tensive data transmissions and the impact of (optional) error determination. However, in
this particular case the influence of the actual calculations rises with increasing network
speed due to relatively high computational cost for error determination in comparison
to relatively small but numerous resampling results.
The same applies to the interactive exploration of the flow field via interactively seeded
particles. Frame rates stay above the interactivity threshold even for large numbers of
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Figure 8.10: Work distribution for data reduction for a single time step of the De-
Bakey dataset using regions-of-interest and target grids of varying size, measured for
visualization systems with Gbit (left) and 100 Mbit (right) connections to the HPC
back-end.
particles and in combination with complex context geometry, as indicated by the baseline
figures (see Figure 8.11).
Using a large part of the dataset as region-of-interest allows for gaining a good impression
of the overall flow behavior (see Figure 8.12). Although the resolution of the ROI is
kept down to 322 × 256, the visual results match the results of an off-line computation
of pathlines quite well. This applies especially to areas of high recirculation as in the
gap between the impeller and the diffusor, where particles tend to stay within the flow
field for a relatively long time. In addition, effects like the drag of the impeller close
to its axis and its tendency to induce a velocity component into the flow field which
is orthogonal to the main flow direction are very well preserved in the resampled flow
field.
A closer inspection of the region between impeller and diffusor reveals additional details
about the backflow from the gap into the rear part of the impeller (see Figure 8.13).
This is achieved by shrinking the ROI along the z-axis and increasing the local sample
density by setting the ROI resolution to 642 × 128. It shows that particles close to
the impeller axis are drawn back into the impeller, whereas those in the outer areas
are pushed downstream into the diffusor. Both effects can intuitively be perceived by
interactively injecting particles into the flow field at the respective areas and observing
their movement.
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Figure 8.11: Performance figures for the interactive exploration of the resampled De-
Bakey dataset via GPU-based particles. Baseline numbers indicate rendering perfor-
mance for context geometry only.
8.3 Discussion
The approaches developed in the course of this work have been used for an interactive
exploration of a number of flow datasets of different size and complexity. This chapter
discussed a selection of those and gave the results of corresponding performance mea-
surements, as well as an overview about the applicability and benefits of our methods,
which allow for an interactive exploration of flow fields via particle tracing. In the case
of datasets which fit into main memory of the visualization front-end, the use of the
domain discretization from the simulation phase allows for working close to the origi-
nal data, thus maintaining a high level of precision throughout the particle advection
process. If datasets are to be explored, which exceed the main memory of the visual-
ization front-end, an additional data reduction step is introduced. Response times for
data resampling and transmission are small enough to incorporate demand-driven data
reduction into the interactive exploration process. In this case, the infrequency of the
data reduction task increases its applicability even more (cf. Chapter 3).
Interactivity is successfully maintained by employing the GPU for particle advection.
This results in an intuitive means for exploring flow fields, the interactivity of which
furthermore enhances its expressiveness. Even when applied to datasets which have
been reduced in size, the simulated flow phenomena are intuitively observable. While the
trajectories of single particles deviate from their respective counterparts in the complete
datasets in this case, the general behavior of large particle populations remains unaltered.
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Figure 8.12: Overview of fluid movement in the DeBakey dataset through interactively
advected particles.
A depiction of the local interpolation error enables the user to estimate the quality of
the particle trajectories and focus on areas of interest if necessary. A size reduction
for the ROI or an increase of its resolution improves on the quality of the flow field
approximation and, thus, the precision of particle trajectories.
Measured response times for the data reduction step and a comparison to theoretical
network bandwidth hint at a non-trivial overhead caused by the parallelization back-
end. As it is currently being re-structured and first tests show a considerable increase
in performance, the data transmission phase of the reduction step is expected to be
accelerated noticeably in the near future. The same applies to network connection
within the visualization cluster. Migration to a multicast communication scheme in
order to replace the current point-to-point connections is expected to increase network
bandwidth significantly, but is beyond the scope of this work.
The current implementation relies on data to fit into the respective main memory of the
HPC back-end nodes and the visualization front-end. Future work comprises a removal
of these limitations. For the HPC back-end, improved use of Viracocha’s data manage-
ment and pre-caching facilities allows for processing data which does not fit entirely into
a back-end node’s main memory [GHW+04]. Memory limitations on the visualization
front-end can potentially be circumvented by employing a streaming approach for con-
tinuous data transmission from the back-end to the front-end, similar to the technique
used by [BSK+07] for streaming data from hard disk into main memory.
Finally, a more in-depth evaluation of the error feedback mechanisms is desirable. This
requires additional testing sessions with domain experts in order to collect feedback and
requirements regarding error indication and interpolation quality estimation.
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Figure 8.13: Detailed analysis of fluid backflow between the impeller and the diffusor
in the DeBakey dataset. Main flow direction is from bottom left to top right.
107
CHAPTER 8. RESULTS
108
CHAPTER 9
CONCLUSION AND FUTURE WORK
9.1 Summary and Conclusion
In this thesis, we have proposed methods and techniques for an intuitive exploration of
complex flow fields via interactive particle tracing. By putting a focus on their applica-
bility within immersive virtual environments, they provide novel methods for facilitating
a comprehension of the underlying flow phenomena.
As theoretical foundation of this work, we presented novel models for the interactive ex-
ploration process and contemporary visualization infrastructure, as well as an extension
of the classical visualization pipeline. Based on an analysis of interactive exploration,
its subtasks are classified according to their execution frequency. The same classifi-
cation is applied to the classical visualization pipeline by extending the conventional
feed-forward network with feedback information for user input. In addition, its nodes
and edges are labeled with frequency information as well. Starting with the frequency
of user input, this information is propagated through the network in order to determine
frequency requirements for all tasks. Our model of hybrid visualization systems com-
prises the typical components of today’s visualization infrastructure, i.e. mass storage,
high performance computing (HPC) systems and dedicated visualization workstations
equipped with modern graphics processing units (GPUs). Taking their respective ca-
pabilities and limitations into account, the tasks of a given visualization network are
distributed onto visualization system components in order to make maximum use of the
available resources. If necessary, potential conflicts are resolved by refining the visual-
ization pipeline, e.g. by introducing an additional demand-driven data reduction step.
For interactive particle tracing on very large datasets, this results in HPC-based data
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reduction according to the user’s specifications, followed by GPU-based particle tracing
on the visualization front-end, thus performing a paradigm shift regarding the utilization
of HPC infrastructure for interactive data analysis. While the actual implementation of
single aspects of such a system might change in the future, general performance charac-
teristics of the components are expected to persist, thus guaranteeing the longevity of
this approach.
One building block for such a system consists of an efficient method for demand-driven
data reduction—in this case by resampling a given unstructured grid into a Cartesian
grid. Therefore, we introduced an efficient cell search method, which was based on
a combination of kd-trees and tetrahedral walks. Multi-level parallelization allows for
an excellent utilization of available HPC resources. To allow the user to assess the
approximation quality of the resampled flow field, global and local error estimation and
feedback were introduced as well.
In order to achieve full interactivity, particle tracing is performed on the visualization
front-end using the GPU. While support for flow fields given on Cartesian grids is rela-
tively straightforward, we presented a method for storing flow data in the form of tetra-
hedral grids within graphics memory by using multiple 2D textures, thus maintaining
an optimized domain discretization as used in the flow simulation phase. In combina-
tion with a local cell search scheme using tetrahedral walks, this allows for efficiently
computing large numbers of particle trajectories within the graphics subsystem. The
applicability of GPU-based particle tracing in tetrahedral grids is improved by adding
adaptive time stepping, which results in proper support for grids with strongly varying
cell sizes. Likewise, handling time-dependent flow fields on Cartesian and static tetra-
hedral grids adds to the flexibility of our approaches as well. Optionally, local history
information is preserved for the advected particles in order to provide a more meaningful
depiction of the underlying flow structure in the form of short particle traces.
For the depiction of particle information, we introduced image-based rendering tech-
niques for both instantaneous particles and particle traces. Substituting rounded ge-
ometry with appropriately textured billboards creates a convincing illusion of spheres
and tubes, thus achieving high-quality images without visual ambiguities at little com-
putational cost. Again, an emphasis is put on the applicability in immersive virtual
environments. Leveraging the computational power and flexibility of recent GPUs al-
lows for an even higher image quality and more efficient processing. Besides using these
approaches for the depiction of precomputed particle data, we discussed multiple meth-
ods for creating billboards from particle information created on the GPU and stored in
graphics memory. This allows for effectively performing the complete particle advection
and rendering process within the graphics subsystem without having to resort to the
host CPU.
The presented methods have been integrated into our visualization framework ViSTA
FlowLib. Built for incorporating research results from different areas of interactive
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scientific visualization, it provides facilities for managing and accessing time information,
visualization algorithms and HPC resources. These implementations have been used for
the evaluation of our methods. This includes performance measurements as well as an
assessment of usability, applicability and expressiveness for an interactive exploration
of various datasets with different characteristics. The latter has shown that interactive
particle tracing using our methods provides valuable and intuitive insights into the given
flow phenomena—even when having to deal with reduced data. Especially its high
expressiveness has been found to be a major benefit when compared to conventional
visualization approaches.
Ultimately, our approaches provide novel means for an interactive exploration of flow
fields within immersive virtual environments. Due to its versatility and expressiveness,
it facilitates the comprehension of a given flow phenomenon significantly, thus providing
a valuable tool for the analysis of complex fluid flows.
9.2 Future Work
The topics addressed in this thesis provide multiple opportunities for future research.
Data compression might reduce the response time for the data reduction step by alleviat-
ing the impact of data transmission over the network. In addition, streaming the reduced
data from the HPC back-end to the visualization front-end would effectively allow for
the exploration of virtually unlimited numbers of time steps for unsteady data—as long
as the back-end can provide it. Finally, if a grid simplification method for tetrahedral
grids is available which operates within the given time budget, it would be interesting to
rely on unstructured grids for the whole system in order to improve the approximation
quality of the reduced data. Alternatively, such data could be generated in an off-line
preprocessing step.
This goes hand in hand with future support for GPU-based particle tracing using time-
varying flow fields on dynamic tetrahedral grids. In order to further increase the effi-
ciency of GPU-based particle tracing and rendering, the capabilities of the latest gener-
ation of GPUs can be utilized. While the approaches presented in this thesis work with
DX9 class graphics hardware, DX10 features are expected to help improve the geometry
preparation and rendering performance for dynamic particle data. An additional topic is
an efficient utilization of multi-GPU technology like NVIDIA’s SLI or ATI’s CrossFire.
From a user perspective, now that methods for a fully interactive exploration of un-
steady flow data are available, limitations regarding interaction with the data and the
visualization methods inside an immersive virtual environment becomes more and more
apparent. This applies especially to time control, visualization state reproduction, and
persistent documentation of the insight that has been gathered during an ongoing anal-
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ysis. Furthermore, an extension of our distributed approach to large data exploration
to additional visualization methods is in the works. This applies primarily to classical
visualization methods like cut planes and isosurfaces, which are still widely used in the
simulation community despite their limitations due to their simplicity and ease of use.
Finally, a more in-depth evaluation of the proposed error feedback mechanisms would
be useful.
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DATASETS
The methods developed in the course of this work were evaluated using a number of
real-world datasets. This appendix provides various information and statistics about
this data. In general, the datasets are stored as binary VTK files in legacy format
[SML06] using single-precision floating-point numbers for data fields, unless indicated
otherwise. Consequently, disk storage requirements are given with respect to this format.
In addition, dataset statistics include vertex and cell counts, as well as the respective
number of time steps and available vector and scalar fields. Finally, overhead provides
additional memory requirements for search structures, i.e. kd-trees and neighborhood
information (cf. Section 4.3.1). In the case of time-varying datasets, various figures are
distinguished into single time steps and the complete dataset.
A.1 Engine – Internal Combustion Engine
The Engine dataset contains the simulation results for the intake and compression
strokes of a four-stroke internal combustion engine [Abd98], courtesy of the Institute
of Aerodynamics (AIA) at RWTH Aachen University. The power and exhaust strokes
of the four-valve cylinder are not modeled. The simulation was performed on a moving
multi-block grid, which was later converted into a series of tetrahedral grids. As the
grids change over time, kd-trees and neighborhood information have to be provided for
every single time step. The boundary mesh of the simulation grid for a single time step
is depicted in Figure A.1. Additional statistics are given in Table A.1.
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Figure A.1: Boundary mesh of the simulation grid for one time step of the Engine
dataset.
Engine statistics
vertices per time step 40,822–201,434
cells per time step 223,020–1,151,760
size on disk per time step 6.8–35 MB
overhead per time step 4.1–21 MB
time steps 62
total size on disk 1.3 GB
total overhead 778 MB
vector fields velocity
scalar fields density, energy, velocity magnitude
Table A.1: Statistics of the Engine dataset.
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A.2 City – New Orleans Wind-Field
The City dataset is the result of a wind-field simulation over New Orleans, kindly made
available by Drs. Koomullil and Soni from the University of Alabama at Birmingham.
It consists of a static flow field, given on a single tetrahedral grid. The boundary of
the simulation grid is shown in Figure A.2, while additional statistics are provided in
Table A.2. For the measurements regarding GPU-based particle tracing (cf. Chapter
5), a segment of the dataset has been extracted which fits completely into 256 MB of
graphics memory (see Figure A.3 and Table A.3).
Figure A.2: Boundary mesh of the simulation grid for the City dataset.
City statistics
vertices 2,203,600
cells 12,209,956
size on disk 347 MB
overhead 212 MB
vector fields momentum
scalar fields momentum magnitude, energy
Table A.2: Statistics of the City dataset.
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Figure A.3: Boundary mesh of a segment of the simulation grid for the City dataset.
City segment statistics
vertices 1,110,613
cells 6,158,980
size on disk 175 MB
overhead 108 MB
vector fields momentum
scalar fields momentum magnitude, energy
Table A.3: Statistics of the City dataset segment.
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A.3 DeBakey – DeBakey Ventricular Assist Device
The DeBakey dataset comprises a sequence of time-varying tetrahedral grids containing
the simulation results for a DeBakey blood pump [Mica]. It was kindly made available by
the Chair for Computational Analysis of Technical Systems (CATS) at RWTH Aachen
University. The rotation of the impeller is modeled via time-varying tetrahedral grids.
Thus, individual kd-trees and neighborhood information is required for every single time
step. The boundary of the simulation grid for a single time step is depicted in Figure
A.4. Dataset statistics are provided in Table A.4.
Figure A.4: Boundary mesh of the simulation grid for one time step of the DeBakey
dataset.
DeBakey statistics
vertices per time steps 630,693
cells per time step 3,714,611
size on disk per time step 110 MB
overhead per time step 65 MB
time steps 200
total size on disk 22 GB
total overhead 13 GB
vector fields velocity (double precision)
scalar fields pressure
overhead
Table A.4: Statistics of the DeBakey dataset.
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A.4 Crossflow – Cooling Jet in a Crossflow
The Crossflow dataset contains the results from a simulation of the turbulent mixing of
a cooling jet in a hot boundary layer [RSM07], kindly made available by the Institute
of Aerodynamics (AIA) at RWTH Aachen University. The flow field was originally
simulated on a multi-block grid. As the analysis concentrates on the area where the
coolant enters the main flow field, a major part of the inlet underneath the jet hole was
removed in order to reduce memory consumption. Then, the grid was converted into a
tetrahedral grid. As the flow domain is static, a single set of kd-tree and neighborhood
information is sufficient for the complete dataset. Figure A.5 and Table A.5 provide
information for the final grid.
Figure A.5: Boundary mesh of the simulation grid for the Crossflow dataset.
Crossflow statistics
vertices 3,324,717
cells 19,517,958
size on disk per time step 575 MB
overhead per time step 337 MB
time steps 100
total size on disk 57 GB
total overhead 337 MB
vector fields velocity
scalar fields density, mach, pressure, temperature
Table A.5: Statistics of the Crossflow dataset.
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A.5 Nose – Nasal Cavity Flow Field
The airflow in the human nasal cavity during inhalation is modeled in the Nose dataset
[HBSM06], courtesy of the Institute of Aerodynamics (AIA) at RWTH Aachen Univer-
sity. The simulation for this static flow field was performed on a multi-block grid, which
was later converted into a tetrahedral grid. The resulting grid is shown in Figure A.6
and the corresponding statistics are given in Table A.6.
Figure A.6: Boundary mesh of the simulation grid for the Nose dataset.
Nose statistics
vertices 279,181
cells 1,576,704
size on disk 48 MB
overhead 28 MB
vector fields velocity
scalar fields density, energy, mach, pressure, temperature
Table A.6: Statistics of the Nose dataset.
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APPENDIX B
VISUALIZATION INFRASTRUCTURE
A number of test systems have been used for the evaluation of the methods presented
in this thesis. Benchmarks regarding immersive virtual environments have been taken
on a visualization cluster comprising a dedicated master node (see Table B.1) and ten
rendering nodes (see Table B.2), which drives an immersive virtual environment similar
to a CAVE [CNSD93] (see Table B.3). As this rendering cluster is equipped with already
slightly outdated graphics hardware, additional measurements have been taken on two
alternative systems, which provide access to more advanced GPUs (see Tables B.4 and
B.5). Both use conventional CRT and TFT monitors for image output at a resolution
of 1280×1024.
As high performance computing (HPC) back-end, a Sun Fire E6900 was used (see Table
B.6 for specifications). It is connected to the master node of the immersive visualization
cluster through a non-dedicated Gbit network. The master node itself is connected to
the rendering nodes via a dedicated Gbit network (see Figure B.1). The alternative
visualization workstations are connected to the HPC system through a non-dedicated
network with a bandwidth of 100 Mbit/s.
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cluster master specifications
main processor(s) 2 × Intel Xeon @ 3.06 GHz
main memory 4 GB
graphics card NVIDIA GeForce 6800 GT
GPU NV40
graphics memory 256 MB
graphics bus AGP 8x
connection to HPC back-end 1 GBit/s, non-dedicated
Table B.1: Technical specifications of the master node of the visualization cluster.
render node specifications
main processor Intel Pentium IV @ 2.8 GHz
main memory 4 GB
graphics card NVIDIA GeForce 6800 GT
GPU NV40
graphics memory 256 MB
graphics bus AGP 8x
connection to cluster master 1 GBit/s, dedicated to rendering cluster
Table B.2: Technical specifications of the rendering nodes of the visualization cluster.
immersive display system specifications
dimensions 3.6m × 2.7m × 2.7m (width × depth × height)
projection screens 5
screen resolution 3 × 1600×1200, 2 × 1200×1200
projectors 10 LCD projectors, UXGA (1600×1200)
stereoscopic technology passive, circular polarization
tracking technology optical tracking (6 cameras)
Table B.3: Technical specifications of the immersive display system.
G70 test system specifications
main processor Intel Core 2 Duo E6700 @ 2.66 GHz (dual core)
main memory 2 GB
graphics card NVIDIA GeForce 7950 GT
GPU G70
graphics memory 512 MB
graphics bus PCI Express x16
connection to HPC back-end 100 MBit/s, non-dedicated
Table B.4: Technical specifications of the G70-equipped test system.
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G80 test system specifications
main processor Intel Core 2 Duo E6700 @ 2.66 GHz (dual core)
main memory 2 GB
graphics card NVIDIA GeForce 8800 GTX
GPU G80
graphics memory 768 MB
graphics bus PCI Express x16
connection to HPC back-end 100 MBit/s, non-dedicated
Table B.5: Technical specifications of the G80-equipped test system.
HPC back-end specifications
main processor(s) 24 × Sun UltraSPARC IV @ 1.2 GHz (dual core)
main memory 96 GB
Table B.6: Technical specifications of the HPC back-end.
RENDERING NODESCLUSTER 
MASTER
HPC CLUSTER
Dedicated Gbit 
Network
Non-Dedicated Gbit 
Network
Figure B.1: Network topology of the complete hybrid visualization system.
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