Decay rate of solutions for a Cauchy viscoelastic evolution equation  by Kafini, Mohammad et al.
Available online at www.sciencedirect.com
Indagationes Mathematicae 22 (2011) 103–115
www.elsevier.com/locate/indag
Decay rate of solutions for a Cauchy viscoelastic
evolution equation
Mohammad Kafini, Salim A. Messaoudi, Nasser-eddine Tatar∗
Department of Mathematics and Statistics, KFUPM, Dhahran 31261, Saudi Arabia
Received 30 December 2010; received in revised form 23 April 2011; accepted 19 August 2011
Communicated by L.A. Peletier
Abstract
In this paper we consider a Cauchy problem for a viscoelastic wave equation. Under suitable conditions
on the initial data and the relaxation function, we prove a polynomial decay result of solutions. Conditions
used, here, on the relaxation function g and its derivative g′ are different from the usual ones.
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1. Introduction
In this work, we are concerned with the following Cauchy problemut t −∆u +
∫ t
0
g(t − s)∆u(s)ds −∆ut t = 0, x ∈ Rn, t > 0,
u(x, 0) = u0(x), ut (x, 0) = u1(x), x ∈ Rn,
(1)
where u0, u1 are initial data and g is the relaxation function subjected to some conditions to be
specified later. The type of a nonlinear evolution equation of fourth order arises in the study of
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strain solitary waves [25,7] and in the theory of viscoelasticity when the material density depends
on ut , as well, (see [11,22]).
In [14], Hrusa and Nohel treated a one-dimensional nonlinear viscoelastic equation in Rn of
the form
ut t = (φ(ux (x, t)))x −
∫ t
0
a′(t − s) (ψ(ux (x, s)))x ds = 0 (2)
and proved, under reasonable conditions on φ,ψ and smallness condition on the initial data,
the existence of a unique global classical solution. They also established an asymptotic result
but no rate of decay was given. Dassios and Zafiropoulus [9] showed, for the same kernel, that
the decay is of order t−3/2 if the material occupies the whole space (R3). Rivera [20] extended
the result of Dassios and Zafiropoulus to Rn . Precisely, he showed that if the kernel is decaying
exponentially then the solution decays exponentially for material occupying bounded domains
whereas the decay is of the order t−n/2 for material occupying the whole n-dimensional space.
For nonexistence and formation of singularities, we quote the early work of Dafermos [8] in
1985. Recently, Kafini and Messaoudi [15] considered the Cauchy problemut t −∆u +
∫ t
0
g(t − s)∆u(x, s)ds + ut = |u|p−1u, x ∈ Rn, t > 0
u(x, 0) = u0(x), ut (x, 0) = u1(x), x ∈ Rn
(3)
and showed that if the initial energy is negative and∫ ∞
0
g(s)ds <
2p − 2
2p − 1 ,
∫
Rn
u0u1dx ≥ 0,
then the solution blows up in finite time. Also, in [16], the same authors pushed their blow-up
result to a coupled system of the form
ut t −∆u +
∫ t
0
g(t − s)∆u(x, s)ds = f1(u, v), in Rn × (0,∞)
vt t −∆v +
∫ t
0
h(t − s)∆v(x, s)ds = f2(u, v), in Rn × (0,∞)
u(x, 0) = u0(x), ut (x, 0) = u1(x), x ∈ Rn
v(x, 0) = v0(x), vt (x, 0) = v1(x), x ∈ Rn .
(4)
For more results related to stability and asymptotic behavior of viscoelastic equations, we
refer the reader to the books by Renardy et al. [23], Rivera and Oquendo [21], Fabrizio and
Morro [12], and Baretto et al. [1].
Assumptions on g like
1−
∫ ∞
0
g(s)ds = l > 0, (5)
and, for a > 0,
g′(t) ≤ −ag p(t), 1 ≤ p < 3/2, t ≥ 0 (6)
are encountered in most of the works concerning the linear case of viscoelastic wave equations
(see [2–6,10]). Lately, a few papers appeared with alternative conditions (see [13,17,18,24]).
For instance, Furati and Tatar [13] proved that for sufficiently small g and g′ will also give
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an exponential decay. Namely, they assumed g(t)eαt and g′(t)eαt to have small L1-norms.
Conditions like (5) or (6) are not imposed. In particular, g is not necessarily always negative.
Recently, Messaoudi and Tatar, in [19], improved some earlier results concerning the exponential
decay. They showed that the weak dissipation induced by the convolution term is enough to drive
the system to rest with an exponential rate. Precisely, they established their result under the
conditions
g′(t) ≤ 0 and
∫ ∞
0
g(t)eαt dt < +∞ (7)
for some large α > 0.
Our aim, in this paper, is to establish a polynomial decay rate for the energy of solutions for
(1) under the same conditions on g and g′ that were implemented in [19] but in Rn . Unlike the
latter work, Poincare´’s inequality as well as some embedding inequalities are no longer valid. We
will exploit the nature of the wave propagation to overcome this difficulty. To achieve our goal
we will define functionals with a special type that are equivalent to the energy one. This paper
is organized as follows. In Section 2, we state conditions needed on g; state, without a proof, a
global existence result; and establish the nature of the wave propagation’s lemma. Section 3 is
started with five technical lemmas before the statement and proof of the main result.
2. Preliminaries
In this section we present some material needed for the proof of our result. For this reason, let
us assume that
(H1) g : R+ → R+ is a differentiable function such that
1−
∫ ∞
0
g(s)ds = l > 0, t ≥ 0.
(H2) g′(t) ≤ 0 and ∞0 g(t)e(α+2)t dt < +∞, for α > 0 to be specified later.
Proposition 2.1. Assume that (H1) and (H2) hold and
u0, u1 ∈ H1(Rn),
with compact support, then problem (1) possesses at least one global weak solution such that
u ∈ L∞(0,∞; H10 (Rn)), ut ∈ (0,∞; H10 (Rn)), ut t ∈ L2(0,∞; H10 (Rn)).
Lemma 2.2 (Sobolev, Gagliardo, Nirenberg). Suppose that 1 ≤ p < n. If
u ∈ W 1,p(Rn), then u ∈ L p∗(Rn),
with
1
p∗
= 1
p
− 1
n
.
Moreover there exists a constant c = c(n, p) such that
‖u‖p∗ ≤ c‖∇u‖p, ∀u ∈ W 1,p(Rn).
Lemma 2.3. If u is the solution of (1), then
‖u(t)‖2 ≤ c(L + t)‖∇u(t)‖2. (8)
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Proof. Using Lemma 2.3, for p = 2, we have
‖u‖p∗ ≤ c‖∇u‖2, p∗ = 2nn − 2 if n ≥ 3.
By using the finite-speed propagation property and Ho¨lder inequality, we get∫
Rn
|u|2 dx =
∫
B(L+t)
|u|2 dx
≤
∫
B(L+t)
1dx
1− 2p∗ ∫
B(L+t)
(|u|2) p
∗
2 dx
 2
p∗
≤ c(L + t)2‖u(t)‖2p∗ ,
where L > 0 is such that
Supp{u0(x), u1(x)} ⊂ B(L) = {x ∈ Rn/|x | < L}.
Hence,
‖u(t)‖2 ≤ c(L + t)‖u(t)‖p∗ ≤ c(L + t)‖∇u(t)‖2.
Now, we introduce the “modified” energy functional
E(t) = 1
2
[∫
Rn
|ut |2 dx +

1−
∫ t
0
g(s)ds
∫
Rn
|∇u|2 dx +
∫
Rn
|∇ut |2 dx + (g ◦ ∇u)
]
where
(g ◦ u) (t) =
∫ t
0
g(t − s)
∫
Rn
|u(s)− u(t)|2 dxds. 
Lemma 2.4. If u is a solution of (1), then the “modified” energy satisfies
E ′(t) = 1
2
(g′ ◦ ∇u)− 1
2
g(t) ‖∇u‖22 ≤
1
2
(g′ ◦ ∇u) ≤ 0. (9)
Proof. By multiplying the equation in (1) by ut and integrating over Rn , using integration by
parts and repeating the same computations as in [19], we obtain the result.
In this paper, we use the following notation
f =
∫ ∞
0
| f (s)| ds, f α =
∫ ∞
0
eαs | f (s)| ds. 
3. Decay of solutions
In this section, we establish five lemmas before we state and prove our main result.
Lemma 3.1. If (H1) and (H2) hold. Then the functional Φ1(t) defined by
Φ1(t) := (1+ t)−1
∫
Rn
∫ t
0
G1(α; t − s) |∇u(t)−∇u(s)|2 dsdx,
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with
G1(α; t) := e−αt
∫ ∞
t
eαs g(s)ds, (10)
satisfies, for any δ1 > 0,
Φ′1(t) ≤ − (1+ t)−1
[
1+ (1+ t)

α − 1
δ1
G1

Φ1(t)+ (g ◦ ∇u)− δ1 ‖∇ut‖22
]
. (11)
Proof. Using (H2) and integration by parts, we can easily find that
G1 =
∫ ∞
0

e−αt
∫ ∞
t
eαs g(s)ds

dt ≤ 1
α
∫ ∞
0
eαs g(s)ds ≤ 1
α
gα <∞.
By differentiating Φ1(t) and using Young’s inequality, we have
Φ′1(t) = − (1+ t)−1 Φ1(t)+ (1+ t)−1
[
− α (1+ t)Φ1(t)
− (g ◦ ∇u)+ 2
∫
Rn
∇ut ·
∫ t
0
G1(α; t − s) (∇u(t)−∇u(s)) dsdx
]
≤ − (1+ t)−1 Φ1(t)+ (1+ t)−1
[
− α (1+ t)Φ1(t)− (g ◦ ∇u)
+ δ1 ‖∇ut‖22 +
(1+ t)
δ1
G1Φ1(t)
]
≤ − (1+ t)−1
[
1+ (1+ t)

α − 1
δ1
G1

Φ1(t)+ (g ◦ ∇u)− δ1 ‖∇ut‖22
]
.
This completes the proof. 
Lemma 3.2. If (H1) and (H2) hold. Then the functional Φ2(t) defined by
Φ2(t) := (1+ t)−1
∫
Rn
∫ t
0
G2(α; t − s) |∇u(t)−∇u(s)|2 dsdx,
with
G2(α; t) := −e−αt
∫ ∞
t
eαs (1+ s)2 g′(s)ds,
satisfies, for any δ1 > 0,
Φ′2(t) ≤ − (1+ t)−1
[
1+ (1+ t)

α − 1
δ1
G2

Φ2(t)− δ1 ‖∇ut‖22
]
+ (1+ t) (g′ ◦ ∇u). (12)
Proof. Using (H2), the fact that (1+ t)2 ≤ e2t , t ≥ 0, and integration by parts, we can easily
find that
−
∫ ∞
t
eαs (1+ s)2 g′(s)ds =

−eαs (1+ s)2 g(s)ds
∞
t
+ (α + 2)
∫ ∞
t
eαs (1+ s)2 g(s)ds
≤ eαt (1+ t)2 g(t)+ (α + 2)
∫ ∞
t
eαs (1+ s)2 g(s)ds.
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Now
0 ≤ G2 =
∫ ∞
0

e−αt
∫ ∞
t
eαs (1+ s)2 −g′(s) ds dt
≤
∫ ∞
0
(1+ t)2 g(t)dt + (α + 2)
∫ ∞
0
e−αt
∫ ∞
t
eαs (1+ s)2 g(s)ds

dt
≤
∫ ∞
0
(1+ t)2 g(t)dt +
[−e−αt
α
∫ ∞
0
eαs (1+ s)2 g(s)ds
]t=∞
t=0
− 1
α
∫ ∞
0
(1+ t)2 g(t)dt
≤ 1
α
∫ ∞
0
e(α+2)s g(s)ds −

1
α
− 1
∫ ∞
0
(1+ t)2 g(t)dt,
where the last term∫ ∞
0
(1+ t)2 g(t)dt ≤
∫ ∞
0
e2t g(t)dt <
∫ ∞
0
e(α+2)t g(t)dt <∞,
so, G2 is finite.
By differentiating Φ2(t) and using Young’s inequality, we have
Φ′2(t) = − (1+ t)−1 Φ2(t)+ (1+ t)−1
[
− α (1+ t)Φ2(t)
+ (1+ t)2 (g′ ◦ ∇u)+ 2
∫
Rn
∇ut ·
∫ t
0
G2(α; t − s) (∇u(t)−∇u(s)) dsdx
]
≤ − (1+ t)−1
[
Φ2(t)+ α (1+ t)Φ2(t)− δ1 ‖∇ut‖22 −
(1+ t)
δ1
G2Φ2(t)
]
+ (1+ t) (g′ ◦ ∇u)
≤ − (1+ t)−1
[
1+ (1+ t)

α − 1
δ1
G2

Φ2(t)− δ1 ‖∇ut‖22
]
+ (1+ t) (g′ ◦ ∇u),
and then (12) follows. 
Lemma 3.3. If (H1) and (H2) hold. Then the functional Φ3(t) defined by
Φ3(t) := (1+ t)−1
∫
Rn
uut dx +
∫
Rn
∇u · ∇ut dx

,
satisfies, along the solution of (1) and for any δ2 > 0, c > 0,
Φ′3(t) ≤ (1+ t)−1

1+ c
4δ2

‖ut‖22 + (1+ t)−1

1+ (1+ t)
−1
4δ2

‖∇ut‖22
− (1+ t)−1

l − δ2

1+ c + (1+ t)−1

‖∇u‖22 +
g (1+ t)−1
4δ2
(g ◦ ∇u). (13)
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Proof. By differentiating Φ3(t), we have
Φ′3(t) = − (1+ t)−2
[∫
Rn
uut dx +
∫
Rn
∇u · ∇ut dx
]
+ (1+ t)−1
[∫
Rn
|ut |2 dx +
∫
Rn
uut t dx +
∫
Rn
|∇ut |2 dx +
∫
Rn
∇u · ∇ut t dx
]
. (14)
Along (1), we find∫
Rn
uut t dx +
∫
Rn
∇u · ∇ut t dx = −
∫
Rn
|∇u|2 dx +
∫
Rn
∇u ·
∫ t
0
g(t − s)∇u(s)dsdx .
(15)
Using the estimates∫
Rn
uut dx ≤ c(1+ t)

δ2 ‖∇u‖22 +
1
4δ2
‖ut‖22

, (16)∫
Rn
∇u · ∇ut dx ≤ δ2 ‖∇u‖22 +
1
4δ2
‖∇ut‖22 (17)∫
Rn
∇u(t).
∫ t
0
g(t − s)∇u(s)dsdx ≤ δ2 ‖∇u‖22 +
g
4δ2
(g ◦ ∇u)+ g ‖∇u‖22 (18)
and combining (14)–(18), we arrive at
Φ′3(t) ≤ c (1+ t)−1
[
δ2 ‖∇u‖22 +
1
4δ2
‖ut‖22
]
+ (1+ t)−2
[
δ2 ‖∇u‖22 +
1
4δ2
‖∇ut‖22
]
+ (1+ t)−1
[
‖ut‖22 + ‖∇ut‖22 − ‖∇u‖22 + δ2 ‖∇u‖22 +
g
4δ2
(g ◦ ∇u)+ g ‖∇u‖22
]
,
recalling that l = 1− g, (13) follows. 
Lemma 3.4. Suppose (H1) and (H2) hold. Then the functional Φ4(t) defined by
Φ4(t) := − (1+ t)−1
[∫
Rn
∇ut ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx
+
∫
Rn
ut
∫ t
0
g(t − s) (u(t)− u(s)) dsdx
]
,
satisfies, along the solution of (1) and for any δ2, δ3 > 0,
Φ′4(t) ≤ − (1+ t)−1
∫ t
0
g(s)ds − cδ2 − δ2

‖ut‖22
− (1+ t)−1
∫ t
0
g(s)ds − 2δ2

‖∇ut‖22
+ (1+ t)−1 (2δ3) ‖∇u‖22 − (1+ t)−1
g(0)
4δ2
(g′ ◦ ∇u)
+ (1+ t)−1

1
4δ2
+ c
4δ2
+ 1
2δ3
+ 1

g(g ◦ ∇u)− cg(0)
4δ2
(1+ t)(g′ ◦ ∇u). (19)
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Proof. Direct differentiation of Φ4(t) yields
Φ′4(t) = (1+ t)−2
[∫
Rn
∇ut ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx
+
∫
Rn
ut
∫ t
0
g(t − s) (u(t)− u(s)) dsdx
]
− (1+ t)−1
[∫
Rn
∇ut t ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx
×
∫
Rn
∇ut ·
∫ t
0
g′(t − s) (∇u(t)−∇u(s)) dsdx
+
∫
Rn
ut t
∫ t
0
g(t − s) (u(t)− u(s)) dsdx
+
∫
Rn
ut
∫ t
0
g′(t − s) (u(t)− u(s)) dsdx
+
∫ t
0
g(s)ds

‖ut‖22 +
∫ t
0
g(s)ds

‖∇ut‖22
]
. (20)
Along (1), we find∫
Rn
ut t
∫ t
0
g(t − s) (u(t)− u(s)) dsdx +
∫
Rn
∇ut t ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx
= −
∫
Rn
∇u ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx
+
∫
Rn
∫ t
0
g(t − s)∇u(s)ds ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) ds

dx . (21)
Using the estimates∫
Rn
∇ut ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx ≤ δ2 ‖∇ut‖22 +
g
4δ2
(g ◦ ∇u), (22)
∫
Rn
ut
∫ t
0
g(t − s) (u(t)− u(s)) dsdx ≤ c(1+ t)

δ2 ‖ut‖22 +
g
4δ2
(g ◦ ∇u)

, (23)
∫
Rn
∇u ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx ≤ δ3 ‖∇u‖22 +
g
4δ3
(g ◦ ∇u), (24)
−
∫
Rn
∇ut ·
∫ t
0
g′(t − s) (∇u(t)−∇u(s)) dsdx ≤ δ2 ‖∇ut‖22 −
g(0)
4δ2
(g′ ◦ ∇u), (25)
∫
Rn
ut
∫ t
0
g′(t − s) (u(t)− u(s)) dsdx ≤ δ2 ‖ut‖22 −
cg(0)
4δ2
(1+ t)2(g′ ◦ ∇u). (26)
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Also, exploiting the estimate∫
Rn
∫ t
0
g(t − s) (∇u(t)−∇u(s)) ds
2 dx ≤ g(g ◦ ∇u),
and g < 1, we have∫
Rn
∫ t
0
g(t − s)∇u(s)ds ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) ds

dx
≤ g
∫
Rn
∇u(t) ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx
+
∫
Rn
∫ t
0
g(t − s) (∇u(t)−∇u(s)) ds
2 dx
≤ δ3 ‖∇u‖22 +
g
4δ3
(g ◦ ∇u)+ g(g ◦ ∇u). (27)
Combining (20)–(27) the result follows.
Let us define the functional
F(t) := E(t)+
4−
i=1
γiΦi (t), t ≥ 0 (28)
where γi , i = 1, 2, 3, 4, are positive constants. 
Lemma 3.5. Assume (H1) and (H2) hold. Then, there exists γ0 > 0 such that, for any γ3, γ4 ≤
γ0, the functional (28) satisfies
ξ1 E(t) ≤ F(t) ≤ ξ2[E(t)+ Φ1(t)+ Φ2(t)], (29)
where ξ1 and ξ2 are positive constants depending only on γ1, γ2, γ0.
Proof. We estimate terms in the above functionals using Cauchy–Schwartz, Young’s inequalities
and (9) as follows∫
Rn
uut dx ≤
∫
Rn
|u|2 dx
 1
2
∫
Rn
|ut |2 dx
 1
2
≤ c(1+ t) ‖∇u‖2 ‖ut‖2 ≤ c(1+ t)

‖ut‖22 +
1
4
‖∇u‖22

, (30)∫
Rn
∇u · ∇ut dx ≤ ‖∇u‖22 +
1
4
‖∇ut‖22 , (31)∫
Rn
∇ut ·
∫ t
0
g(t − s) (∇u(t)−∇u(s)) dsdx ≤ ‖∇ut‖22 +
g
4
(g ◦ ∇u) (32)
and ∫
Rn
ut
∫ t
0
g(t − s) (u(t)− u(s)) dsdx ≤ c(1+ t)

‖ut‖22 +
g
4
(g ◦ ∇u)

. (33)
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By inserting (30)–(33) in (28), we have
F(t) ≥

1
2
− c (γ3 + γ4)
∫
Rn
|ut |2 dx +

l
2
− γ3
 c
4
+ (1+ t)−1
∫
Rn
|∇u|2 dx
+
[
1
2
− γ3
4
(1+ t)−1 − γ4 (1+ t)−1
] ∫
Rn
|∇ut |2 dx
+
[
1
2
− γ4g
4

c + (1+ t)−1
]
(g ◦ ∇u).
Noting that (1+ t)−1 < 1, if γ3, γ4 ≤ γ0 then we have
F(t) ≥

1
2
− 2cγ0
∫
Rn
|ut |2 dx +

l
2
− γ0
 c
4
+ 1
∫
Rn
|∇u|2 dx
+

1
2
− 5γ0
4
∫
Rn
|∇ut |2 dx +

1
2
− γ0g
4
(c + 1)

(g ◦ ∇u).
If we choose γ0 small enough then
F(t) ≥ ξ1 E(t), ∀γ3, γ4 ≤ γ0, (34)
where
ξ1 = min

1
2
− 2cγ0

,

l
2
− γ0
 c
4
+ 1

,

1
2
− 5γ0
4

,

1
2
− γ0g
4
(c + 1)

.
Similarly, using the same estimates, we can easily see that
F(t) ≤ γ1Φ1(t)+ γ2Φ2(t)+

1
2
+ 2cγ0
∫
Rn
|ut |2 dx +

l
2
+ γ0
 c
4
+ 1

×
∫
Rn
|∇u|2 dx +

1
2
+ 5γ0
4
∫
Rn
|∇ut |2 dx +

1
2
+ γ0g
4
(c + 1)

(g ◦ ∇u)
≤ ξ2[E(t)+ Φ1(t)+ Φ2(t)], (35)
where ξ2 depends only on γ1, γ2, γ0. Combining (34) and (35), the result follows. 
Theorem 3.5. If (H1) and (H2), then for any t0 > 0, there exist two positive constants K and k
such that
E(t) ≤ K (1+ t)−k .
Proof. Direct differentiation of (28), using (10), yields
F ′(t) = E ′(t)+
3−
i=1
γiΦ′i (t) ≤
1
2
(g′ ◦ ∇u)+
3−
i=1
γiΦ′i (t). (36)
Since g is continuous and g(0) > 0 then, for any t ≥ t0 > 0, we have∫ t
0
g(s)ds ≥
∫ t0
0
g(s)ds = g0 > 0.
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By inserting (11)–(13) and (19) in (36), we get
F ′(t) ≤ − (1+ t)−1

1+ (1+ t)

α − 1
δ1
G1

γ1Φ1(t)
− (1+ t)−1

1+ (1+ t)

α − 1
δ1
G2

γ2Φ2(t)
+
[
1
2
− γ4

g(0)
4δ2
]
(g′ ◦ ∇u)+
[
γ2 − γ4cg(0)4δ2
]
(1+ t)(g′ ◦ ∇u)
− (1+ t)−1
[
γ1 − g

γ3
4δ2
+ γ4

1
4δ2
+ c
4δ2
+ 1
2δ3
+ 1
]
(g ◦ ∇u)
− (1+ t)−1 [γ3 (l − δ2 (c + 2))− γ4 (2δ3)] ‖∇u‖22
− (1+ t)−1
[
γ4 (g0 − 2δ2)− γ3

1+ 1
4δ2

− δ1 (γ1 + γ2)
]
‖∇ut‖22
− (1+ t)−1
[
γ4 (g0 − δ2 (c + 1))− γ3

1+ 1
4δ2
]
‖ut‖22 . (37)
At this point, we choose δ2 and δ3 so that
δ2 < min

g0
c + 1 ,
g0
2
,
l
c + 2

and
δ3 <
[l − δ2 (2+ c)] [min {g0 − 2δ2, g0 − δ2 (c + 1)}]
2

1+ 14δ2
 .
Whence δ2 and δ3 are fixed, any choice of γ3, γ4 satisfying
2δ3
l − δ2 (2+ c)γ4 < γ3 < γ4
min {g0 − 2δ2, g0 − δ2 (c + 1)}
1+ 14δ2
 , (38)
will make
γ3 (l − δ2 (c + 2))− γ4 (2δ3) > 0
γ4 (g0 − 2δ2)− γ3

1+ 1
4δ2

= k1 > 0
γ4 (g0 − δ2 (c + 1))− γ3

1+ 1
4δ2

> 0.
So we choose γ3 < γ0 and γ4 < γ0 so small that (38) remains valid and, further,
1
2
− γ4

g(0)
4δ2

> 0.
Thereafter, we choose γ1, γ2 large enough so that
γ1 − g

γ3
4δ2
+ γ4

1
4δ2
+ c
4δ2
+ 1
2δ3
+ 1

> 0, γ2 − γ4cg(0)4δ2 > 0
and δ1 small enough so that
k1 − (γ1 + γ2) δ1 > 0.
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Therefore, if
α >
1
δ1
max

G1,G2
 = (γ1 + γ2)max G1,G2
γ4 (g0 − 2δ2)− γ3

1+ 14δ2
 ,
then (37) becomes, for c1 > 0 and t ≥ t0,
F ′(t) ≤ −c1 (1+ t)−1 [E(t)+ Φ1(t)+ Φ2(t)]
≤ −c1
ξ2
(1+ t)−1 F(t). (39)
Integration of (39) over (t0, t), yields
F(t) ≤ F(t0) (1+ t0)
c1
ξ2
(1+ t)
c1
ξ2
.
Then (29) completes the proof. 
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