A standard approach to risk assessment for chemicals and microbes is to identify hazards, quantify occurrence and exposure, assess the dose-response relationship, and identify human health effects and disease endpoints. For water treatment, exposure is usually taken to be from drinking water, and the probability of infection is determined as a function of the dose of microbes in consumed water. Risk assessments for microbes are more complicated than for chemicals, however, in part because microbes can also circulate through two secondary transmission routes that present additional opportunities for exposure: human to human contact, and a water loop (Current 1994; Medema and Schijven 2001) where infected individuals recontaminate water through recreational use or waste. Dose response and primary exposure have been more extensively studied than secondary transmission. Primary, secondary and aggregate exposures must be assessed to provide a realistic estimate of disease outcomes and the economic cost to the community. Stewart et al. (2002) account for secondary transmission in the water loop by using the prevalence of infection in the population to assess the amount of microbes shed into recreational water, resulting in increased contamination in drinking water. This approach is consistent with risk calculations used by the EPA (Regli et al. 1991) . On the other hand, effective water treatment interventions change the prevalence of infection. The currently accepted risk assessment model does not account for the indirect effect of treatment on risk of exposure due to the secondary spread of infection, although there is a recognized need to do so (ILSI 2000) . Eisenberg et al. (1998) and Chick et al. (2001) account for secondary transmission effects by combining an ordinary differential equation (ODE) model of infection dynamics with risk assessment. They indicate that water treatment interventions act upon the prevalence of infection in a way that strongly depends on how infection is circulated. For example, Milwaukee residents with AIDS suffered particularly extreme consequences from cryptosporiosis during the 1993 epidemic (Frisby et al. 1997) . Some have proposed that highly effective filters that eliminate Cryptosporidium oocysts would effectively protect that subpopulation from similar risks in the future. This would be the case if there were no additional exposure from secondary human to human transmission to that subpopulation. Hoxie et al. (1997) and Eisenberg et al. (1998) indicate, however, that some secondary transmission was likely. Depending on the average number of secondary transmissions, Ratio of cryptosporidiosis transmission probability from human contact in HIV infected to immunocompetent populations Ave # secondary infections R0 of cryptosporidiosis, if all contacts are susceptible
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Figure 1: Water treatment policy regions. A small subpopulation of immunocompromised individuals will have a lower prevalence of cryptosporidiosis with POU filters for some values of transmission parameters, but not for others (Chick et al. 2001) .
and the relative probability of infection given exposure for those with AIDS, Chick et al. (2001) show that adding ozone pretreatment to a standard municipal water treatment may be more effective than filters ( Fig. 1 ). If secondary transmission is high, ozone can reduce secondary exposure in the AIDS subpopulation by reducing cryptosporidiosis prevalence in the general population, and that reduction can outweigh the benefits of completely effective filters on the taps of those with AIDS. Secondary transmission is therefore important, but transmission parameters for microbes on the CCL are not well understood. Sec. 1 argues that standard ODE parameter estimators based on least squares and normally distributed errors use assumptions that do not apply in the current context. The distribution of the number infected is not bell shaped over a range of parameter values for related stochastic infection models (Nåsell 1996 observed the same for models without a water loop). Sec. 2 then proposes two new estimators that more faithfully represent the infection dynamics. The induced stationary probability distributions determine two likelihood function approximations for transmission parameters, given infection prevalence and water contamination data. The use of stationary distributions means that endemic data can be used to infer the parameters, and alleviates the need for risk assessors to wait for and track an outbreak to estimate parameters.
Sec. 3 illustrates the use of the likelihood approximations in two sets of numerical examples. The first set uses infection data from simulations. The approximations perform well in the sense that accurate prevalence and water contamination data can be used to obtain good estimates of unknown infection transmission parameters. The confidence intervals (CIs) determined by the likelihood approximations improve upon normal approximations to CIs from standard least-squares estimators. The latter may include parameter estimates that are inconsistent with the dynamics of the system. The second example demonstrates the feasibility of the method with cryptosporidiosis data from New York City; perhaps the only available field data with both prevalence and water contamination data for a given microbe. The NYC data suggest that secondary transmission may be significant. Improved microbe concentration and infection prevalence data are required to more accurately infer the transmission parameters that influence the public health benefit of water treatment interventions. Kahn, Brandeau, and Dunn-Mortimer (1998) review other uses of infection models to address public health concerns. Kaplan and Brookmeyer (1999) use infection models to infer incidence using markers for HIV infection, which has a long duration and is terminal, whereas less information is available for waterborne microbes, and the resultant infection is more likely to cause an acute, short Figure 2 : Three infection routes for a susceptible-infectious-susceptible (SIS) infection model: exogenous sources, human-human contact, and human-water-human circulation.
term illness than death. Britton and O'Neill (2002) derive likelihood models from infection models to implement Bayesian parameter inference. They consider more complex human contact patterns for outbreaks, and exercise the model with small populations. We consider water recontamination, recovery and potential reinfection, as well as endemic infection in larger homogeneous populations. Fig. 2 illustrates the infection and water contamination model. The upper part of the figure illustrates that susceptible humans may become infected at a rate that depends on human to human transmission rates and the level of water contamination. Here, humans become susceptible again after the infection clears. The lower part of the figure indicates that water becomes contaminated by exogeneous sources or recontaminated by infected individuals. Secondary transmission between humans may include sharing beverages, diaper changing, shaking hands, or sexual contact, depending on the context and microbe. Environmental contamination may imply waste water, swimming, or other recreational water use. The extent that a given route plays in transmission depends on the specific infectious agent, population under study, and water delivery system.
Infection and Water Contamination Model
We first describe a deterministic ODE infection model to identify the parameters that determine the system dynamics. We then examine a stochastic analog of the ODE model, as well as a more tractable approximating model, to better incorporate the infection dynamics into the parameter inference process.
Deterministic ODE Infection Model
A population of N individuals are initially susceptible, may become infected, and are susceptible again after infection is cleared (an SIS infection model). The rate of change in the number infected i is determined by the rate individuals become infected from water consumption and from human contact, and the rate of recovery. There
The first term on the right hand side is the infection rate from drinking water, which depends upon the probability r of infection per ingested microbe, the rate ϕ of drinking water consumption [liter/day/person], the contamination level of untreated water w [microbes/liter], and the fraction τ of microbes that survive water treatment. The last two terms are identical to the standard SIS model (e.g. see Jacquez 1996) . Human to human transmission depends upon the number c of potentially infectious human contacts per day, the transmission probability β per contact, and the probability i/N that a random contact is infected. The recovery rate ρ corresponds to a mean infection duration of ρ −1 days. Eq. 1 assumes that each microbe can independently cause infection (no threshold), consistent with data for Cryptosporidium (Haas et al. 1999 
For a fixed value of i, water contamination w approaches (γ + θi)/α exponentially. Table 1 summarizes the parameters and additional notation introduced below. Some parameters can be estimated through well-established experimental procedures, but others are more challenging to estimate. Dose response studies (Haas et al. 1999 ) can estimate r, although variability between studies has been observed. Estimates of the water treatment efficiency τ depend on the ability of microbial analytic methods to detect small numbers of microbes. New techniques have been developed for mass screening of Cryptosporidium (Calomiris 1998) . Technology for recovering and counting viruses is still improving. Quantitative PCR is now quite precise (Rimhanen-Finne et al. 2001) , although the problem of determining the viability and infectivity of detected infectious agents remains. For Cryptosporidium, parameters consistent with existing literature include r = 0.00428, τ = 10 −3 , ϕ = 1 liter/day, ρ = 1/30 day −1 , and α = 1/20 day −1 Eisenberg et al. 1998 ). Estimates of ρ may vary by population strata that are not fully modeled here.
Good estimates for θ, c and β are not known for many waterborne agents. However, these parameters influence the dynamics of the system considerably via the expected number of secondary transmissions R 0h from human to human contact in an otherwise susceptible population (c contacts per unit time, each infectious with probability β, over a mean time of ρ −1 ),
and the analogous number of secondary transmissions R 0w through the tap water loop,
If the total R 0 = R 0h + R 0w exceeds 1, then infection remains endemic (the equilibrium (i * , w * ) has i * > 0 even if γ = 0, see Appendix A.1). Both R 0h and R 0w are also important individually. Centralized drinking water treatment affects R 0w by changing τ . Waste water treatment and recreational water use policy change R 0w through θ . Public awareness can change R 0h by emphasizing the importance of washing hands and the provision of water to facilitate such hygiene. = Nrϕτ θ/(αρ). Analogous number of transmissions through water loop.
Total average number of secondary transmissions for ODE.
Average number of secondary transmissions for stochastic model.
Microbes observed in sample of v liters of untreated water.
Stochastic Infection Model
Infections in real populations exhibit variability that is not comprehended by the ODE model. Here we define a stochastic infection transmission model that is analogous to the above ODE model to exploit this variability to improve parameter inference. An argument by Altmann (1998) for a related infection model seems to be adaptable to show that the ODE model is the large population limit of the stochastic model, and that the parameters have the same meaning in each model. Water contamination retains the deterministic dynamic of Eq. 2. Infection and recovery events are treated stochastically. In order to parallel Eq. 1, the transition rate from i to i − 1 (a recovery) is
The instantaneous transition rate from i to i + 1 infecteds, or force of infection, depends on w.
The probability can be simulated like the interarrival time of a nonhomogenous Poisson process (Law and Kelton 2000) . Set λ i,w = ν i,w =ẇ i,w = 0 for i / ∈ {0, . . . , N}. Fig. 3 presents a sample path of this simulated system, assuming N = 10 6 , R 0h = 0.3, R 0w = 0.2, γ = 0.1 and the parameter values for Cryptosporidium in Sec. 1.1. The number infected is plotted through time, along with a rescaled version of w to put it on the same scale as i (we plot (wα − γ )/θ , which inverts the asymptote w → (γ + θi)/α). The number infected is somewhat more volatile than w, but the correlation between (I, W ) for these parameters exceeds 0.85. Similar or higher correlation was observed in all other simulations when R 0w > 0.2. Some structural relationships can be found for this stochastic model. Appendix A.2 justifies the following relationship for the low order moments.
Approximating model
Unless a number of the parameter values are 0, a closed form for even the stationary probabilities π i,w for (I, W ) is not easily identified. Since w goes exponentially fast to a function of i, and w follows that function of i closely in simulations over a range of realistic parameter values ( Fig. 3) , we approximate the process with a similar Markov chain on {0, 1, . . . , N} that is easier to study. The transition rates are like those in Sec. 1.2, except the asymptote (γ + θi)/α is substituted for w.
The tilde˜distinguishes the approximating process. The stationary distribution is determined by the balance equationsπ i =π i−1λi−1 /ν i and iπ i = 1. Simulation estimates of the stationary distributions of the original model in Sec. 1.2 and the stationary distributions of the approximating chain in the figure resemble each other well. The stationary distributionπ i may look bell-shaped if the mean is several standard deviations from 0. Fig. 4 illustrates that skewed, truncated normal, and monotone decreasing distributions are observed for lower prevalence values. This is true for a range of R 0 < 1. Bimodal distributions can occur if R 0 ≈ 1. The normal distribution assumptions made by standard least squares estimators of ODE parameters may be suspect for this application. Further, some estimators presume a common variance for the residual error. That assumption is not valid either. A similar substitution of w = (γ + θ i)/α in Eq. 5 indicates
This implies that the stationary variance is not independent of the mean, given the transmission parameters, but is determined by the following relationship.
whereR 0 = R 0w +R 0h N/(N −1). The term N/(N −1) inR 0 matches a factor identified by Jacquez and Simon (1993) for a related model without a water loop. Sec. 2 uses Eq. 7 and the stationary distributionπ i to obtain likelihood functions for infection transmission parameter inference.
Infection Transmission Parameter Inference
The dynamics of infection transmission can be incorporated into the parameter inference process by using the probability distribution of the states as a likelihood function for the unknown parameters.
Let x = (x 1 , . . . , x n ) be a sequence of of prevalence observations taken at times t = (t 1 , . . . , t n ). Let y = (y 1 , . . . , y n ) be a sequence of microbe counts in sampled water at the same times. To simplify the presentation, we infer (R 0h , R 0w , γ ) given (x, y), by presuming that R 0h is unknown because cβ is unknown (only the product matters for the dynamics), and that R 0w is unknown because θ is unknown. For cryptosporidiosis, R 0h , R 0w , and γ are unknown and potentially location dependent. Let E represent all the other parameters.
We construct a hierarchical model by first considering the distribution of the observations (x, y), given the states (i, w) = (i 1 , . . . , i n , w 1 , . . . , w n ), then the distribution of the state, given the parameters. Incorporating the full dynamics of infection is analytically challenging, so we make simplifying assumptions and evaluate the resulting likelihood approximations in Sec. 3. The probability of having y j microbes in a sampled volume of v liters, given an actual contamination of w j per liter, has a Poisson distribution with mean vw j (Regli et al. 1991; Chick 1996) . The probability of observing x j infecteds when there are actually i j infecteds is a function of how cases are identified and confirmed. In practice there may be underreporting and a lack of complete diagnosis.The analysis here assumes complete reporting, x j = i j , to focus on the proposed inference method.
The joint distribution of the state at times t is complicated for both the original and approximating Markov infection models because infection processes can be strongly correlated. If the t i are chosen sufficiently far apart for the data to be uncorrelated, then an independence assumption is reasonable.
Independence implies that the stationary distribution determines the likelihood. The approximating chain presumes that w is a deterministic function of i, so p (w | i, R 0h , R 0w , γ, E) is approximated by a point mass at (γ + θi)/α. Singular distributions are avoided because w is not observed exactly, but is inferred from the data y. Sec. 2.3 addresses concerns raised by the two approximations for p x j | R 0h , R 0w , γ, E = p i j | R 0h , R 0w , γ, E described in Sec. 2.1 and Sec. 2.2.
Approximation 1: Simplified Markov Chain
The first approximation to p x j | R 0h , R 0w , γ, E models the potential nonnormal likelihood of the number infected with the stationary probabilities of the approximating Markov chain in Sec. 1.3.
Approximation 2: Moment method.
For large populations like Milwaukee or New York City, the stationary probabilities may require some time to compute. Further, a normal distribution approximation may be reasonable if prevalence significantly exceeds the standard deviation and R 0 is not near 1. We therefore consider a normal distribution approximation whose meanμ R 0h ,R 0w is the equilibrium i * of the ODE infection model (see Appendix A.1). An element of the infection dynamics is retained by relating the variancê σ 2
to the mean by substitutingμ R 0h ,R 0w into Eq. 7.
The distribution is continuous but approximates the discrete distribution reasonably well for large N. In the extreme,σ 2 R 0h ,R 0w goes to 0 as N → ∞, as expected. 
Comments on the approximations
The approximations presume independent samples. Fig. 5 presents representative graphs of the autocorrelation of the number infected for the model in Sec. 1.2. Here N = 10 6 , and other parameters are as in Fig. 4 . Sampling once every year or two seems reasonable to obtain relatively uncorrelated data if R 0 < 1. Autocorrelation can be significant for decades if R 0 > 1.
Approximation 2 raises a parameter identifiability issue because the endemic prevalence of the ODE depends upon R 0h and R 0w only through the totalR 0 . The two cannot be identified, then, if prevalence data but not water contamination data are available. In addition, if more parameters than R 0h , R 0w , and γ are to be identified, the likelihood function must able to distinguish them as well. This can be implemented by comparing K municipalities which differ in some of their parameters. Alternately, the same community can be compared before and after the addition of a treatment with a known effect. For example, adding ozone pretreatment to a community halves the number of Cryptosporidium oocysts in drinking water, and therefore halves R 0w by halving τ . Let R k 0h , R k 0w be the secondary transmission parameters for municipality k, and let x j,k be the j -th conditionally independent prevalence observed for municipality k.
Even if the parameters are not identifiable, Bayesian inference on the parameters can still be implemented with these likelihood approximations by providing a prior distribution (for example, by specifying a distribution on the relative size of R 0h and R 0w ).
Empirical Results
Sec. 3.1 explores the effect of water treatment on the prevalence of infection, and empirically verifies the quality of the likelihood approximations in Sec. 2 with data taken from computer simulations. Sec. 3.2 examines data collected by the City of New York Department of Environmental Protection. 
Inference with Simulated Data
This section explores the health benefit of water treatment interventions as a function of secondary transmission parameters, and evaluates whether the approximations to the stationary distributions of prevalence in Sec. 2 are 'reasonable' in the sense of having a mode near the actual underlying value. To do so, we simulated the process {(I, W )} t with several combinations of exogeneous rates of contamination (γ = 0.01 to 5), secondary transmission parameters R 0h and R 0w , and population sizes (N = 1.6 × 10 3 to 1.6 × 10 7 ). Sampled water volumes resulted in mean oocyst counts ranging from 0.2 to 100. Other inputs (r, ϕ, τ , ρ, and α) matched those for Cryptosporidium in Sec. 1.1.
Runs with the above parameter settings are called control population simulations. Controls were sometimes paired with a treated population simulation with identical parameters, except that τ is reduced by a factor κ = 0.5 to simulate the effect of ozone pretreatment on Cryptosporidium oocysts. Data are recorded at equally spaced intervals (one year apart) for each population.
We examine both sample paths and the likelihood functions given the simulated data (n = 5, 10 or 15). The latter correspond to Bayesian posterior distributions that result from assuming a uniform prior distribution over a 'reasonable range' of values (all parameters are nonnegative). Our focus on the normalized likelihood/Bayesian posterior distribution allows for improvements over asymptotically normal approximations to confidence intervals, and is consistent with the Bayesian focus of other work on infection parameter inference (e.g., Britton and O'Neill 2002 and references therein).
Exploratory Analysis of Water Treatment Health Benefits
There are several conclusions to be made from Fig. 6 , which displays the empirical distributions of the number of infected individuals for several pairs of simulation runs. The left-hand panel presents results for three combinations of R 0h , R 0w that total R 0 = R 0h + R 0w = 0.5. Those appear as three similar distributions with a mean of about 450. The figure also shows the empirical distribution of the number infected for the paired runs that represent the addition of an ozone pretreatment (τ , and therefore R 0w , is half as big as indicated for the control population). The net health benefit of ozone pretreatment depends on the values of R 0h and R 0w . The prevalence is halved when R 0w = 0 (from 450 to 220, approximately), because the water loop dynamic is not active and infections due to exogenous sources are cut in half. On the other hand, if R 0w > 0 and R 0 < 1, the prevalence is cut by more than half. Ozone pretreatment not only cuts the risk of infection from exogenous sources, it also cuts the risk of secondary infection through the water loop. A heuristic when prevalence is low is that 1 infection from an exogenous source results in 1 + R 0 + R 0 2 + . . . = 1/(1 − R 0 ) infections, including secondary transmissions. Suppose that initially R 0h = 0, R 0w = 0.5, then ozone pretreatment is added to reduce R 0w to 0.25. A heuristic for the effect on prevalence is to say that the number of infections attributable to exogenous sources will be cut in half. The multiplier to account for infections due to secondary sources is reduced from 1/(1 − 0.5) = 2 to 1/(1 − 0.25) = 4/3. The prevalence is then reduced to (1/2) × (4/3)/(2) ≈ 33% of the original prevalence. Fig. 6 reflects this, as the mean number infected when ozone pretreatment is added to a system where R 0h = 0, R 0w = 0.5 (changing R 0w to 0.25) is about 140, or 1/3 of the prevalence in the control. The standard risk assessment can be modified for this heuristic.
The situation is more complicated when R 0 > 1. The right hand panel in Fig. 6 displays the empirical distributions of the number of infected individuals when endemic circulation can be sustained (R 0 > 1) in the base case. The prevalence for all three populations without ozone pretreatment is approximately 3400. Not surprisingly, the benefit of the addition of ozone pretreatment depends on the value of R 0w . If adding ozone reduces R 0w enough to bring R 0 below 1, the dynamics of the system changes. Endemic circulation does not occur if exogenous sources were completely eliminated, so the health benefit of bringing R 0 below 1 is tremendous. On the other hand, if adding ozone does not reduce R 0 below 1, endemic circulation remains. If R 0 can't be reduced below 1, the resulting health benefit, measured in terms of the prevalence of infection, might not be sufficient to justify the addition of a costly centralized improvement like ozone pretreatment. This reinforces the need to infer R 0h and R 0w to inform water treatment decisions.
Inference for R 0h and R 0w from paired community data
First we examine the posterior distribution of R 0h and R 0w given simulated prevalence data from two communities. No water contamination data were used, and γ was presumed to be known for now. Fig. 7 presents representative posterior distributions for (R 0h , R 0w ), given 10 samples each from the treated and control populations, and with actual parameters (R 0h , R 0w ) = (0.3, 0.2). Both approximations gave tight distributions for R 0 in the sense that probability is stretched along a line with slope -1 (a level set of R 0 ), and R 0 is near the actual value 0.5.
Approximation 2 tended to underestimate the variance of the number infected, particularly in tests with R 0 near 1. The implication is that the posterior distribution based upon that likelihood is more concentrated than the posterior based upon the more credible approximation of Sec. 2.1. Further experiments indicate thatσ 2 R 0h ,R 0w is a poor approximation to the variance when normality is suspect (ifR 0 ≈ 1 or the prevalence is low), or if R 0h is small compared with R 0w (Soorapanth 2002 provides further detail). The approximation is worse for small populations. Sec. 3.1.3 further explores these observations, as well as the apparently low estimate of R 0w with approximation 2. 
Inference for R 0h , R 0w and γ with data from one community
Another set of simulation experiments show that R 0h , R 0w and γ can be inferred from prevalence and water contamination data from a single community. We simulated 100 replications of the data collection process to evaluate the bias, root mean square error (RMSE), and confidence regions for the MLE estimators (R 0h ,R 0w ,γ ) determined by approximations 1 and 2 and the least square estimator (NLS) implemented in Matlab (the nlinfit function). Confidence regions for the new approximations are based on likelihood function analysis, and the NLS confidence intervals are based on a normal approximation built into Matlab (the nlparci function). We illustrate several general observations with specific examples. Approximation 2 again tends to be more confident, in the sense of assigning the bulk of posterior probability to a smaller region, than is justified by approximation 1. The effect is particularly strong when R 0 is near 1. Further, approximation 1 tends to underestimate R 0w more than approximation 1. Fig. 8 exemplifies these observations for the parameter set (R 0h , R 0w , γ ) = (0.8, 0.1, 0.07) that was used to generate the truncated and skewed distribution in Fig. 4(b) . With those parameters, 15 samples, and a mean of 3 oocysts/sample, approximation 1 had bias = (−0.0014, −0.055, 0.034) and RMSE = (0.045, 0.074, 0.046); while approximation 2 had bias = (0.023, −0.091, 0.058) and RMSE = (0.046, 0.093, 0.067). Approximation 2 often resulted in low estimates of R 0w , including many estimates of R 0w = 0, which seemed to be associated with a low sample correlation of x and y, upon inspection of the data. Increasing the sampled water volume so that 30 oocysts were sampled, on average, improved all estimators [RMSE = (0.034, 0.022, 0.014) for approximation 1 and the NLS; and RMSE = (0.034, 0.030, 0.014) for approximation 2].
A significant drawback of the confidence intervals (CIs) for R 0h and R 0w based on the asymptotic normality approximation with the NLS estimator is that they often contain negative values or values in excess of 1. Negative values are invalid, and values greater than 1 lead to an infection dynamic that is unjustified by the data. Still, the NLS estimator performs about as well as approximation 1 with respect to bias and RMSE, even when the distribution number infected is decreasing as in Fig. 4(c The NLS may outperform approximation 2 because the penalty for having to infer an unknown variance is less onerous than using a poorly scaled variance approximation.
We conclude that approximation 1 and the NLS estimator have good bias and RMSE. The likelihood function from approximation 1 is best for describing parameter uncertainty if confidence intervals or regions are required, as the asymptotically normal approximations for confidence intervals with the NLS may give spurious results. Approximation 2 is quickly computed and also provides confidence regions. If R 0 is near 1, or population sizes permit quick computation of the stationary probabilities, then approximation 2 should be run to provide an an assessment that retains more infection dynamics in the likelihood approximation.
Inference on Transmission Parameters Using Field Data from NYC
The City of New York Department of Environmental Protection (CNYDEP) publishes water supply contamination data (CNYDEP 2000) for Cryptosporidium and Giardia along with infection prevalence data (Amoroso et al. 2001) . We use the data to infer (R 0h , R 0w , γ ) for Cryptosporidium to illustrate feasibility and to raise implementation issues. We do not perform a fully validated risk assessment, because of data limitations described below. We presume a constant prior distribution for (R 0h , R 0w , γ ) as in Sec. 3.1, and assume that other Cryptosporidium parameters are as in Sec. 1.1.
Water contamination is measured weekly at several reservoirs since 1995, with v = 100 liters of water screened at a time until Oct 15, 2001 . Most samples recovered 0 oocysts, a function of low water contamination, imperfect oocyst recovery technology, and limited sampling sizes. During Cryptosporidiosis and giardiasis cases serious enough to report are tallied monthly. Although the data are classified by borough, gender, and immune status, we consider the population to be homogeneous for the purpose of this analysis. Incidence is converted to prevalence with Little's law (mean prevalence = incidence rate times mean duration of infection).
The likelihood approximations assume observations from a stationary distribution. We therefore took samples spaced one year apart during 1995-2000. Annual sampling provides a balance. It avoids strong correlation, provides enough data points for an analysis, and helps to avoid potential seasonal fluctuations that are not comprehended by the model. For the first week of November during 1995-2000, the cryptosporiosis data are x = (43, 12, 12, 23, 25, 7) and y = (0, 0, 0, 0, 0, 0). The seemingly low incidence data comes from a known significant underreporting of cryptosporidiosis.
Assessment of Secondary Transmission Parameters
Approximation 2 performed poorly. The Nelder-Mead algorithm followed a path where R 0h → 1, R 0w → 0, γ → 0 in an attempt to find the MLE given the November 1995-2000 data. Sec. 3.1 observed that the approximation is suspect near R 0 = R 0h + R 0w = 1. The NLS estimator had similar difficulties. The MLE estimate for approximation 1 is (R 0h ,R 0w ,γ ) = (0.91, 0.0, 1.0 × 10 −4 ). Fig. 9 shows that the conditional posterior distribution of (R 0h , γ ) with approximation 1 stretches along a level set of endemic prevalence (proportional to γ /(1 − R 0h )) when R 0w is fixed to its MLE. The contamination implied byγ = 1 × 10 −4 andR 0h = 0 (γ /α ≈ 0.002 oocysts/liter) is consistent with Perz et al. (1998) , who use a plausible value of 0.001 and suggest a reasonable range of 0.01 − 0.001, based on a study of the 1995 NYC data.
Sensitivity analysis indicates that the posterior distribution does not depend much upon the specific week of the year. Similar plots (not shown) were obtained for other data taken from March and July. We also examined the posterior distribution presuming that the screening technology missed oocysts. The posterior distribution with the November incidence data x and oocyst counts of y = (1, 1, 1, 1, 1, 1 ) resulted in the estimate (R 0h ,R 0w ,γ ) = (0.58, 0.25, 1.9 × 10 −4 ). The higher oocyst counts resulted in a higher estimate for the role of the water loop, but a very similar total secondary transmission rate, R 0 ≈ 0.9. Finally, we inflated the incidence by a factor of 100 as a crude mechanism to account for significant underreporting. Presuming y = (1, 1, 1, 1, 1, 1) , we obtained (R 0h ,R 0w ,γ ) = (0.998, 0.0, 4× 10 −4 ). An estimate of R 0 near the critical threshold value of 1 is associated with large variation in the number infected, as there is a transition from a monotone decreasing to a normal shaped distribution. The large variation in the monthly prevalence data, compounded by the granularity caused by multiplying the data by 100, seems to explain this estimate of R 0 ≈ 1.
Discussion
A high secondary transmission rate (R 0h ≈ 0.9) indicates that an improved centralized municipal level water treatment may be more effective than POU interventions for immunocompromised individuals, as measured by the number of immunocompetent individuals that become ill with cryptosporidiosis. This rate is higher than might be expected from earlier work. Eisenberg et al. (1998) estimatedR 0h ≈ 0.15 based on Milwaukee outbreak data. The high estimate must be considered cautiously, given the quality of the data, but we make two observations. One, the prevalence data vary widely, and suffer from a suspected underreporting due to a selection bias toward serious or potentially serious cases. The high sample variance may shift the estimate R 0h toward 1. Two, individuals may have greater opportunity for exposure to or be more susceptible to the possibility of secondary transmission during an outbreak than during endemic circulation.
More accurate oocyst occurrence or concentration data and a better accounting of cryptosporidiosis prevalence would help build credibility for any assessment. Screening additional water is a relatively straightforward way to obtain more accurate water quality data, particularly given recent improvements in screening technology. Obtaining better cryptosporidiosis prevalence data is potentially a more significant challenge. That data is needed for the general population, not only in the immunocompromised population, to obtain better estimates of the transmission parameters. Field studies to estimate the prevalence of microbial infection in humans would provide valuable information that would complement the existing data collection that focuses on the HIV subpopulation. An accurate assessment of the benefit of improved centralized water treatments to the HIV subpopulation also depends on prevalence in the remainder of the population.
Because the bulk of New York City's water comes from upstream reservoirs in the Catskill mountains, it is no surprise thatR 0w = 0. Municipalities where waste water outlets are more closely linked to water intake may have a higher R 0w . Tests with simulated data indicate that larger numbers of oocysts per sample (say 5-10) are required to obtain good estimates of R 0w if it is suspected to be greater than 0. Improved measurements of waste water contamination (RimhanenFinne et al. 2001) or clinical shedding studies may also improve estimates of the number of microbes shed by infected individuals, and therefore R 0w . If the physical system dictates R 0w = 0, then γ can be inferred separately, and R 0h can be inferred given γ because the feedback loop is absent.
Conclusion
Risk assessments for infectious diseases require special care to account for the dependency of each individual's exposure on the infection outcome of others. Rather than assuming outcome independence, risk assessments can account for outcome dependency with a model of the dynamics of exposure. The net health benefit of water treatment decisions may depend strongly upon the values of parameters that determine the infection dynamics. Those parameters are poorly understood for many pathogens, including those on the EPA's CCL. Reasons may include the expense of collecting data, the relatively recent realization that secondary transmission dynamics may be important, and a historical lack of statistical tools to estimate those parameters.
Some variation in prevalence estimates from field data can be chalked up to explainable causes, like differences in water treatment facilities or population dynamics. The variation due to stochastic effects cannot be adequately assessed by studies that collect prevalence data over short periods of time. At a conceptual level, this paper indicates that stochastic variation can be exploited to estimate secondary transmission parameters that may be difficult to measure in practice.
This work suggests that coordinating disease incidence data (historically the domain of the CDC), with microbe concentration data (historically the domain of the EPA), can provide estimates of infection transmission parameters that may influence water treatment decisions. Data on the shedding of microbes can provide further information for agents that are transmitted in part through recontamination of the environment via waste water. Further, the prevalence data can reflect endemic conditions, and need not come from an outbreak. This flexibility obviates the need to wait for and identify an outbreak in order to set up data collection activities. Numerical experiments indicate the need for good prevalence data to infer R 0 , and the ability to distinguish R 0h and R 0w is influenced by the ability to detect correlation in prevalence and water contamination levels.
The idea to use stationary distributions as likelihood functions to infer the parameters of stochastic models is rather general, and not limited to infection models. For higher dimensional infection models that have more disease states or heterogeneous subpopulations, the computation for approximation 1 may be challenging (O(N d ) stationary probabilities, in d dimensions). Normal distribution approximations, like approximation 2, have O(d 2 ) parameters, so they may be more practical for more complex models. Diffusion approximations of stochastic models are an alternative to the moment method used here, and present an opportunity for future work. Better estimates of the mean prevalence seem necessary to improve the performance of the normal distribution approximation.
The parameters in Table 1 are less well known for CCL pathogens than for Cryptosporidium. Inference for those parameters can be implemented by expanding the hierarchical model in Sec. 2. This paper does not account for several practical complications, including a detailed immune function model, the potential for asymptomatic infection, underreporting of prevalence, incomplete recovery of microbes, and seasonal or other parameter fluctuations. This paper provides a foundation for including those complications. The results may also prove useful for future work in other policy areas, including infection transmission in animal herds and food management.
Let g(i, w) be continuous, bounded, and continuously differentiable in w. Set u(t, s 0 ) = E [g(I t , W t ) | S 0 = s 0 ] . To obtain the forward equations (Karlin and Taylor 1981, Ch. 15 
Plug Eq. 14 into Eq. 13, divide by h, then let h → 0 + to obtain the forward equation. 
Suppress the condition on the initial state and set g(i, w) = i to justify Eq. 5. 
