Agent-based modelling (ABM) simulates Social-Ecological-Systems (SESs) based on the decision-making and actions of individual actors or actor groups, their interactions with each other, and with ecosystems. Many ABM studies have focused at the scale of villages, rural landscapes, towns or cities. When considering a geographical, spatially-explicit domain, current ABM architecture is generally not easily translatable to a regional or global context, nor does it acknowledge SESs interactions across scales sufficiently; the model extent is usually determined by pragmatic considerations, which may well cut across dynamical boundaries. With a few exceptions, the internal structure of governments is not included when representing them as agents. This is partly due to the lack of theory about how to represent such as actors, and because they are not static over the time-scales typical for social changes to have significant effects. Moreover, the relevant scale of analysis is often not known a priori, being dynamically determined, and may itself vary with time and circumstances. There is a need for ABM to cross the gap between micro-scale actors and larger-scale environmental, infrastructural and political systems in a way that allows realistic spatial and temporal phenomena to emerge; this is vital for models to be useful for policy analysis in an era when global crises can be triggered by small numbers of micro-level actors. We aim with this thought-piece to suggest conceptual avenues for implementing ABM to simulate SESs across scales, and for using big data from social surveys, remote sensing or other sources for this purpose.
Introduction
The social-ecological systems (SESs) concept describes the tight coupling of human and environmental systems that mutually influence each other [1] [2] [3] [4] . An SES in this view includes the ecological components of an interdependent group of organisms or biological entities, within a bio-geophysical environment [5, 6] ; and a social component including the actors whose activities directly influence ecosystems and those that govern human-nature interactions which can be the same or different actors. Resulting interactions are mediated by the broader social, economic, and political settings and the larger ecosystems within which the SES is embedded [7] . Interactions are continuously changing due to feedbacks and internal or external factors, taking place across different temporal and spatial scales, making SESs highly dynamic systems [8] [9] [10] .
Agent-based modelling (ABM) has become a well-established computational approach for studying SESs [11] [12] [13] [14] . Many ABM examples have focused on simulating case studies at the level of villages, rural landscapes, towns or cities [e.g. 12, [15] [16] [17] . However, ABM architecture that focussed on case studies is not easily translatable to a regional or global context, nor does it acknowledge SESs' interactions across temporal and spatial scales sufficiently [4, 18, 19] . Even within a single domain, such as ecosystem dynamics or economics, models must deal with cross-scale interactions; for example, models of infectious disease transmission may need to integrate processes at cellular, host and population level [20] . In economics, conventional models, which ignore agent heterogeneity and cross-scale interactions, cannot capture such phenomena as the default of a single firm triggering a macroeconomic bankruptcy avalanche [21, 22] . Moreover, international trade may show both fast and slow dynamics through coupling between political agreements, international markets, supranational bodies such as the World Trade Organisation, and biophysical processes that affect crop growth or the availability of fuel. With the growing active use of ABM in policy, national disaster planning and even global poverty analyses by the World Bank [23] , it is timely to consider how scale issues might affect the usefulness and validity of model results. The main challenge for modelling SESs across scales is that the most relevant scales may themselves vary temporally depending on the system's dynamics. Near a tipping point or phase change, small fluctuations in some parts of the system may propagate to affect the whole [e.g. 24] , whereas at other times, change might remain spatially or temporally localised -a point that is generally true for many kinds of dynamical systems.
In this thought-piece we discuss conceptual avenues for using ABM to simulate SESs across scales. The growing availability of Big Data such as social panel surveys, earth observation systems, and other available sources may help, but their partiality and bias could pose difficulties. Understanding the roles of multiple stakeholders such as political actors, resource users, citizens or agencies who may have direct or indirect influences and interest in decision making is integral for understanding SESs across scale. The core proposition is that in a world that is increasingly connected and multi-scale, solutions that support policy design and decision making must be as well. We aim to contribute to the ongoing debate on appropriate approaches for ABM to upscale dynamics emerging from lower level interactions to SESs representing larger geographical areas and the relevant high-level social structures and institutions [4, 16, 19, 25, 26] .
In the remainder of this paper, section 2 sets the scene and introduces approaches for representing human behaviour across scales with a particular focus on economics, behaviour, and governance systems. Section 3 discusses fundamental aspects of using ABM to simulate SESs across scales, e.g. scaling mechanisms, parameterisation and uncertainty assessment. Section 4 then examines in more detail some specific conceptual and methodological directions, and section 5 concludes the paper with an outlook on key next development steps. might be acting in the same space and be independent, in competition, or interdependent at different scales. These relationships between or within groups can be crucial for the dynamics of SESs across scale.
Drawing inferences about the behaviour of individuals based on grouped or area-level data needs to be avoided. On the other hand, individual-level data may not always be available due to commercial or privacy reasons or their partiality across temporal and spatial scales, in which case theory-based assumptions, e.g. about distributions of characteristics among agents of a group, can be used. However, cultural variations that shape norms and values, and which one acquires in youth may never directly reach consciousness [36] , so that the drivers of behaviour may not be easy to understand. How much these dynamics need to be incorporated in a given model will depend on model purpose, but the complexities of variation across scale need to be considered. For example, while social networks are commonplace in many agent models, people will typically belong to multiple networks with different physical and social reach. The interaction between these networks is likely to be of as much importance for some phenomena as the networks on their own (e.g. see also Section 2.3 below).
The anthropocentric nature of the ecosystem service concept has further re-focused attention in ecosystem analysis from the ecology of nature to the important influence of people on the environment and the role of ecosystems in supporting human wellbeing [12, 37] . Frameworks for agent-based SESs models increasingly seek to address the characteristics of people and their dynamic interactions with the environment, e.g. MoHuB (Modelling Human Behavior) [38] . A recent review by Groeneveld et al. [16] showed that the majority of humandecision making models focused on land use change were not explicitly based on theory. But in order to make use of the full potential of ABMs across scales in understanding global change, model purpose must drive design choices, specifically the modelling of human decision making and social interaction. Where rich understanding is the purpose, full use needs to be made of theories from sociology and cultural psychology [39] and any discipline offering a plausible or structurally valid description of the issue under study. It is particularly relevant to have a realistic representation of human decision making when one is interested in future scenarios as this can significantly affect model outcomes.
Economic structure and interactions
Many authors [e.g. 4, 40, 41] recognize that classical multivariate statistics and general equilibrium approaches cannot capture the dynamics of SESs. Mainstream macroeconomic theory, however, remains rooted in general equilibrium micro-foundations, with utility maximizing households and profit maximizing companies. Equilibrium is reached by external imposition of conditions requiring fulfilled expectations and market clearing [42] . The representative agent framework is used to provide micro-foundation for aggregate behavior, in a setting in which equilibria are unique and stable. Several studies, starting from Sonnenschein [43] and Debreu [44] show that such conditions do not exist, so the representative agent is actually not representing anyone [45] . In the social simulation literature, similar critiques are already accepted [46] .
Agent-based computational economics [47, 48] aims to go beyond the behavioural assumptions of neoclassical economics and consider both agent-agent and agent-environment interactions. Equilibrium conditions, homogeneity, or other external coordination devices, which have no real-world referents need not be imposed [49] . Interactions are not centralized but related to some concept of proximity, which can be geographical but also behavioral or cultural among other possibilities. Interaction among agents, with balance sheet constraints at the individual level, allows for a rich out-of-equilibrium dynamics. Endogenously-generated dynamics can then produce growth and business cycles [50] .
ABMs are able to replicate empirical features at many levels. One can check features at the aggregate level (i.e. GDP, inflation, systemic risk), or at the micro level studying the evolution of single agents, or in distributions (e.g. firm sizes), comparing them with corresponding distributions from real economies [51] . In the field of climate change, Farmer et al. [52] declare the need for a third wave in the economics of integrated assessment modelling, examine the potential of dynamic stochastic general equilibrium models (DSGE) versus ABM, and point out the huge potential of ABM in particular for estimating damage functions and scenario analysis. Indeed agent-based analyses suggest climate damage may be greater than standard integrated assessment models [53] . However, the complexities of generating well validated ABMs could make policy makers at central banks rather sceptical about fitting ABM macro models to data, instead of using standard reduced-form models. Thus, policy makers might turn to ABMs primarily when trying to study economic propagation mechanisms in a controlled experimental setting. In particular, simulating the economy in extreme situations, such as financial crashes, where standard models have failed [49] , or in assessing the effects of poverty, where measures such as GDP may miss the plight of the poor [23] .
Governments and governance systems
With a few exceptions [e.g. 54, 55] , governments are simulated by agent-based models as single agents without the consideration of internal structure. The representation of institutional and governance structures of SESs across organizational entities however is crucial in understanding the ways in which organizations and policy provide feedbacks to individual agent behaviour. Agent-based interactions are affected by an interplay between stakeholders and institutions at multiple scales and across scales [32] . Adequately representing human decisionmaking across scales will be an important prerequisite for future ABM in order to serve as tools for policy making and avoid unintended consequences [56, 57] . Attempts at modelling human decision making [38] have tended to concentrate on the behaviour of individuals' in households, businesses or agricultural systems. Other approaches see also [4, 9, [12] [13] [14] use 'what-if' scenarios to evaluate the potential impact of future policy options on SESs vis-a-vis in using ABM to assess policies in retro perspective with the drawback of not allowing for feedbacks between modelling outcomes and policies. In other cases, the prospective impact of a certain policy is assessed by comparing simulation results of selected output parameters or the behaviour of one or several subsystems [11, 22, 51] . However, some examples of models that simulate behaviours of governments and international organisations are available [58] [59] [60] [61] [62] [63] , and may take into account various hierarchies (typically citizens/ businesses at one level and governments above, or political parties and the media [64] ).
Local decision-making processes can have spillover effects and can influence dynamics at different scales. Conversely, different types of actors at regional, national or international scale influence individual livelihoods or localized ecosystems through institutions or market dynamics. Brondizio et al. [65] argued that governance of SESs requires social institutions that link multiple scales in order to be effective [see also : 66, 67] . Usually government action emerges from a complex set of interactions between state and non-state actors with differing roles (e.g. politicians versus civil servants) divided and conflicting interests and loyalties (e.g. conformity to party line versus personal advancement), formal and informal processes (committee structures versus informal alliances, lobbying), legal and regulatory frameworks, fiscal and financial pressures and influences from media and the public. These interact with wider actors that constitute the governance system (NGOs, public service organisations, municipalities, security forces, local communities etc.) in sets of overlapping self-organising structures.
Current models thus fail to exploit the full potential of ABMs to represent governance, where collective behaviours and informal institutions are generated endogenously through the interaction of individual agents within institutional and biophysical environments. This results partly from a focus on a single scale (often the local village, town or region) but also from the high complexity involved in the interactions between the many actors involved and the nature of decisions and processes that define and characterise them. It is in fact often difficult to identify who is actually involved in the decision-making process and therefore whose behaviours should be captured. This complexity can make it difficult to decide for a given model purpose which actors and dynamics need to be modelled and which do not. Such decisions should therefore always be guided by the research question and model purpose which drives the choice what is included in a model.
Ecosystem structure and processes
Biophysical structures and processes have previously been integrated in ABM using a variety of approaches, depending on the research question, model purpose, data availability and the trade-off between model complexity and its expected payoff. In ecology, the IBM acronym (Individual Based Model) is preferred to ABM [68] . A range of cases is reviewed by Luus et al. [69] , including those where the environment is (i) regarded as static [70, 71] assuming that environmental change is much slower than other processes, or insufficiently well-known to model; (ii) treated using statistical regression methods where feedbacks may not be important, or ecosystem measures are simply outputs; or (iii) regarded as if in equilibrium (e.g. when cast into a General Equilibrium economic framework, [72] ). Other cases include the modelling of an aggregate stock that changes dynamically through harvesting and population growth [73] , or hybrid models that represent the biophysical side using an equation-based approach [74] .
Dynamical models may also be dealt with using transition rules [75] if ecosystems are not the main model focus, or are not changing in character in response to human activity; or with stock and flow (system dynamics) type calculations [76] or more general flow calculations to look at ecosystem service provision [77] . However, more relevant for the current purposes is the combination of ABM with IBM [78, 79] , as IBMs have been argued to be a necessity for next-generation ecosystem models to capture the complexity of ecosystem dynamics [68] . The most complex type of models in this regard are Earth System Models (ESM), incorporating Earth's atmosphere, cryosphere, oceans and lands on a global scale [80] . To date, ecosystem dynamics in ESM have been limited to vegetation on the land surface and plankton-based biogeochemistry in the oceans, representing only the net primary productivity from photosynthesis. Rounsevell et al. [18] highlight the possibilities of integrating ABMs with ecosystem and vegetation models over larger geographical areas. More recent work has pointed out the need for such global models to be process-based and to include animals and marine ecosystems [81, 82] . At least one global scale treatment of coupled animal and vegetative ecosystems on land and in the ocean has now been created [83] . However, the general vision for development of these models still lacks representation of human agency, decision making and adaptation [25] , and the focus remains on climate change rather than other anthropogenicdriven factors that affect ecosystems [84] .
Infrastructure and socio-technical systems
Gotts and Polhill [35] propose extending approaches of SESs to socio-techno-ecosystems, pointing out that human artefacts influence the interactions between people and the natural environment (the socio-and -ecosystem components of an SES) in both intended and unintended ways, and that this influence has grown increasingly important over historical time. In particular, technological change has not only permitted and encouraged the long-term increase in human populations, it has also, particularly through the construction and maintenance of large-scale infrastructure such as road and rail systems, ports and airports, wired and wireless signal networks, radically altered the topology of the interaction networks among individuals, social groups, and ecosystems, by facilitating travel, goods transport and the accompanying transport of non-human organisms, both intended and unintended, and communication. At present the study of SESs and of socio-technical systems [85] are both recognised areas of study, but given the significant impact of human structures on ecosystem degradation as for example represented by roads opening up forested areas [86] , we argue for a unification of the two areas. Whether or not we adopt new terminology such as socioecological-technical systems (SETSs), this points to one of the ways in which the concept of a SES, and consequently, SESs model design, needs to be re-examined and extended to deal with cross-scale dynamics.
3 Agent-based modelling for SESs across scale
Model design
To model SESs across scales adequately, modellers must deal with the dynamics of all the five aspects of these complex systems described in Section 2: human agency including social norms and culture, economic structures and processes, governance, ecosystem dynamics, and technology. All occur at multiple scales, and there is constant interaction not only within the same scale, but also across different scales.
There are two main approaches in designing cross-scale agent-based models: building one complex model or the coupling of already existing domain-specific submodels as for example discussed by Verburg et al. [4] or Millington et al. [87] . In the first case, modular frameworks have been developed to facilitate modification and reuse of model components as for example shown with NetLogo (http://ccl.northwestern. edu/rp/levelspace/), wholeSEM (http://www.wholesem.ac.uk/research-models/linkages) or by Gilbert et al. [67] . While the modular approach takes advantage of already recognized disciplinary submodels, there are real challenges with regard to the matching of scales and spatial resolutions, and progress is often hindered by disciplinary jargon and implicit assumptions as well as the way uncertainties within components propagate throughout the whole model [19] . Parker et al. [88] , discussing agent-based land use modelling, outline three possible modes of linking the natural and social components of such models:
& Natural science models as inputs to social systems models, with no reciprocal linkage. & Natural-social-natural linkage in a one-way chain, where the natural systems modelled as providing inputs to and accepting outputs from the social system may be different (e.g. a crop growth model affecting modelled land use decisions, which in turn affect modelled wildlife). & Endogenous determination of common variables through interactions between natural and social system models.
In agriculture, linking models of disease spread and mitigation procedures is accepted practice, as e.g. in the work of [89] that integrates a simplified individual-level model of the spread of potato late blight (Phytophtora infestans), in a landscape-level model of farmer's crop choice and management. First, the natural system was modelled. Then, farmer practices were added, both in the model and in interactive sessions with farmers [90] . Similarly in [78] an individual ecosystem model for tree growth provided a dynamic landscape for farmers to both harvest trees and clear land for crop growth. The modification of the soil permeability then fed a hydrological model for simulation of the subsequent change in the profile of flooding. Coupling of these models was achieved through access to the source code for each submodel and re-writing them to form a common framework in which the space and timescales could be matched to the smallest appropriate for the whole model set. However, feedbacks from the environmental modification into farmer behaviour or forest dynamics from the altered pattern of flooding, and the potential effects of this downstream of the model catchment, either in terms of other residents, or on policy for forest conservation or flood management were not accounted for, despite a nominal model run time of hundreds of years.
The implication we draw is that the last of the three modes discussed above is really a requirement rather than an option: since the systems modelled are complex and the relative importance of dynamical aspects are unknown ahead of time, predetermining the direction of interactions could lead to expensive mistakes if applied to policy.
In all cases, models must be linked via common variables, representing hypothesized causal connections between the natural and social systems. But the scales at which key processes are best modelled, and at which data is available, may differ between the natural and social domains, and causal connections may be indirect, crossing spatial and temporal scales: for example, the land use decisions of individual farm households may have a noticeable effect on potential pollution problems only in aggregate, so even if these effects react back on farmers, individual farms may not feel these secondary results of their own decisions.
Voinov and Shugart [91] advocate integrating the empirical datasets used for calibration into models with multiple components. When module A feeds into module B, A should first be run using empirically-derived inputs (the "calibrated base run"), and its output compared with empirical data. When run in a different scenario, the output of A should then be modified "by the same increment as the scenario output from module A is different from the calibrated base run", in order to avoid the risk of propagating modelling errors between model components. Of course, this approach assumes the required data are available, which as Parker et al. [88] point out, may not be the case. Whether Big Data can come to the rescue here we consider below.
Different terminologies and conceptualizations of the involved domains also hinder the design of an integrated model. ABM requires the expression of concepts in a formal programming language without the residual ambiguities present in the natural language [92] . Therefore, while the integration of domains and scales remains laborious, ABM as a modelling approach provides a basis for such an integration [93] . Polhill and Gotts [94] and Janssen et al. [95] describe the use of formal ontologies to improve the modularity and conceptual transparency of models in the area of agricultural systems. Such ontologies consist of a conceptual hierarchy of classes (generally a tangled hierarchy in which a concept may have multiple super-concepts or generalizations), and an associated hierarchy of relations which may hold between members of specified classes. The ontology will typically be constructed using input from domain experts and/or stakeholders (actors who are relevant because they play a role in and/or are significantly affected by the SES, including decision makers at a specific scale of interaction), so that it acts as an intermediate representation between natural language and computer code, which is frequently opaque to all but the programmer, and generally includes features such as schedulers and displays, which are necessary to make the model work or to assist the user, but are not intended to correspond to anything in the system modelled.
A key aspect here is to be sure to adopt sound principles of software engineering (use of version control, formal repeatable unit testing, continuous integration of software updates and testing, comprehensive documentation, open source code) as the norm for complex model development [96] . Otherwise problems with repeatability of model experiments are likely to persist and potentially become more severe as models are made more complicated. Establishment of trust for policy purposes must thus rest on a foundation of good model testing, built in at design time, although considerable challenges remain where software is built by multiple remote teams [97] .
As a further issue, while ABM and IBM in principle allow for the inclusion of all possible dynamical scales down to the level of individuals, and seem ideally suited for integrated modelling of SESs, there are a number of difficulties with ecosystem models that go beyond the issues of commensurability of time and spatial scales that arise when coupling models together, or the issues of model complexity [69] . The sheer number both of species and of individuals leads to problems of coverage, especially as the smaller individuals can be both very numerous and significant in ecosystem change, and we may not have an obvious way to even make assumptions about their behaviour. By comparison, modelling every person on the planet is relatively less computationally difficult [98] . Harfoot et al. [83] adopt a functional type solution for animals, and Arneth et al. [25] suggest a similar approach for human agents. This at least allows for an encoding of generic behaviours, but still leaves the issue of agent numbers. An approach to deal with this is to fuse together the more numerous agents into collectives, (sometimes called cohorts, [83] ) or super-individuals, although this can lead to some changes in the observed model dynamics [99] .
Parameterisation, sensitivity analysis and validation
The parameterisation of agent attributes and behavioural response functions to represent decision-making processes requires information from qualitative and/or quantitative empirical sources, e.g. expert knowledge, surveys, or interviews [100] . ABMs of SESs further require the incorporation of the biophysical environment resulting from natural processes and human behaviour insofar as it is relevant for the agents' behaviour and to understand feedbacks between human behaviour and environmental processes [101] .
Many scholars [e.g. 102, 103] argue that Big Data offer new avenues for applications such as ABM. Big data refers to the increasingly available and abundant information at a nearcontinuous timescale that are produced by web-based services, digital earth sources (e.g. satellites, climate stations), cheap field sensors, telecommunication and social networks, or open source applications such as OpenStreetMap. Many of these datasets are spatially and temporally referenced and offer many possibilities for enhancing geographical understanding, as they are directly or indirectly related to geospatial information. A potential drawback of these datasets is their often commercial character making them sometimes not publicly available due to commercial reasons, privacy or national security issues.
Using ABM across-scale to simulate behavioural responses of humans would require two fundamental steps in which empirical data are required: the development of behavioural categories and scaling to the whole population of agents. Smajgl et al. [100] suggests doing this by first characterising the existing heterogeneity of agent attributes and behavioural responses and then providing simplified descriptions of behavioural realities. Arneth et al. [25] discusses agent functional types, analogous to the plant functional types that are used in dynamic vegetation models: agent typologies to represent agent roles, attributes and behaviour in larger populations. With the advent of sufficiently rich data streams and a sufficient behavioural model the possibility of both improving predictions and obtaining parameter estimates continuously over time becomes available. These techniques have been used in weather forecasting models for some time, and allow one to correct model output to bring it closer to observations. Ward et al. [104] shows how such dynamic data assimilation techniques (technically, the Ensemble Kalman Filter) can provide more insights into the system state compared to standard time series or statistical methods. However, they emphasize the need for more efficient parallel-computation to enable the necessary large number of model runs, and a careful sensitivity analysis to ensure that model mechanisms are representing the microscopic dynamics. The software PCRaster (http://pcraster.geo.uu.nl/) can be drawn as an example that allows for dynamic and spatial-explicit modelling of SESs further allowing error propagation techniques such as Monte Carlo or Kalman Filter techniques.
There are a few examples of ABM of SESs where extensive sensitivity analysis has been performed [12] . Often such ABMs focus on scenario comparison where highly aggregated model outputs, e.g. influence of food prices on policy or institutional arrangements is tested [19] . However, ABMs cannot be properly understood without exploring the range of behaviours exhibited under different parameter settings or structural assumptions (e.g. different functional forms of presenting human decision making processes) and the variation of model output measures stemming from both random and parametric variation. Hence, sensitivity analysis needs to emphasise the model's entire range of behaviour, and to determine how sensitive model outputs are to different input variables caused by the (i) nonlinearity of interactions (at a single, multiple or across scale), (ii) non-normality of output distributions, and (iii) strength of higher-order effects and variable interdependence [105] . In contrast to common statistical approaches of sensitivity analysis [e.g. 100], computationally-intensive approaches are just becoming available, e.g. machine learning [106] or Bayesian inference [107] to estimate system states and the marginal likelihood of the parameters. Again, such approaches tend to require many (thousands) of model runs to be effective.
Validation of ABMs that simulate SESs by comparing model results to real-world data or patterns is still in its infancy and is discussed controversially in literature (see: [19] for a review). For example, Polhill et al. [8] argue that validation methods appropriate for ABM could be expert validation or pattern-oriented modelling [108] . Verburg et al. [4] state that agent-based modelling should be used to explain why SESs behave in an observed pattern, either spatially or temporally or as combination of both. Once more, a particular challenge for ABM across scales will be also data availability because information of SESs across scale will be not always available at all scales considered nor for the interactions between different SES subsystems, e.g. actors, governance, ecosystems, infrastructure. However, the mechanistic underpinnings of ABMs, which couple together different processes, may mean that partial data obtained intermittently constrain the model more strongly when using multiple observational patterns, than when data in different dimensions is considered independently. Where sensitivity analysis shows interactions between parameters, this may help to pick out the appropriate datasets, eliminate certain classes of models or reduce the parameter ranges. Here lies the real power of Big Data, in its use as a model constraint, provided that the model couplings across different scales and dimensions are included in sufficient detail. Such models, in contrast to being data-driven, are theory-driven but data-constrained. However, data to approach these challenges are only now becoming available for implementation.
Results interpretation and uncertainty assessment
Model application should match the target audience as simulation results can be assessed as correct or incorrect simply because, e.g. the visualizations do not represent the results in a manner that is understandable or useful to the user. Besides the technical issues addressed here in trying to interpreting simulation results and assess inherent uncertainties, there are open challenges relating to identifying the needs of different decision-makers and communication of the results in an appropriate manner. Matching these needs to the interpretation of the model results in an automated fashion could significantly increase the efficacy in the use of the model, e.g. as a distributed cognition system [105, 108] .
There are different challenges specific to synthesizing ABM output across-scale as well as different sources of uncertainty. It is not only that ABMs may be using Big Data as input or calibration and validation data, ABMs are also producers of large, high-dimensional data sets. Thus, while increasing computing power enables us to simulate systems of interest in ever greater detail, synthesis of model results is far from trivial [105] . This may further require distributed, parallel computing systems, or server−/cloud-based network architecture to meet the high computational demands needed to complete simulations in a reasonable time as is quite common in climate change and hydrological modelling applications to date. On the other hand, it is not only computational power that might restrict model size; usability and user understanding which might 'self-restrict' the size of the model as well [67, 109] . In addition, open questions remain as regards the representation and thus identification of spatial structures across scales in models [110] , as well as the uncertainty in results due to the model structure. For example, inconsistencies in assumptions between different models being coupled might lead to erroneous results [90] , or emergent behaviour might simply be an artefact of the chosen modularization of the model [111] . Upscaling and downscaling of input data to match represented scales in the model or of intermediate results to bridge scales is another source of uncertainty inherent to ABM across-scale [e.g. 112].
One approach to synthesize an ABM across-scale can be to estimate a reduced-form description of the effective dynamics on a different system level, using for example meanfield approximations that study the expected trajectory of the system [e.g. [113] [114] [115] . Pagel et al. [116] used this approach to reduce a spatially-explicit ABM in the context of grassland conservation management, to a spatially non-explicit deterministic matrix population model. In this way, reduced-form models link microscopic behavior with properties and dynamics on other scales. Other approaches to reduced-form descriptions of agent-based simulations include the equation-free framework, which enables the analysis of macroscopic patterns without requiring an associated equation [117, 118] and approaches that cluster state space in such a way that the dynamics on the partition are approximately Markovian [119] [120] [121] . These reduced-form models not only support the analysis of agent-based models, they lead also to more efficient simulations over longer time horizons or for larger populations and can be a basis for bridging across scales. However, care must be taken to ensure that the appropriate dynamics are adequately captured so that the illusion of simplicity does not lead to misinterpretation. For example, since model outcomes of spatially-explicit ABMs are scale-dependent, and the scale dependency may change over time, models may need to be run at various spatial scales, and possibly nested with coarse scale or reduced form models providing boundary conditions for more fine-scale or detailed simulations in areas of interest. One pattern matching approach that builds on fitting multiple resolutions is for example spatial windowing [122, 123] .
A number of authors propose using ABMs as virtual laboratories to simplify the view of SESs to reveal "first principles of human environment interaction" [124] , or even suggest providing "agent based models as a service" [23] , or through the use of simplified web interfaces [125] . What we still lack, however, are the long time series and multiple examples of ABM run against real-world case studies that are required to reveal which types of model work well, and which do not. Big Data cannot fix this by itself -we need to keep developing models in concert with data gathering to build up the necessary experience over time. Even so, the complexity and boundary/initial condition sensitivity of the models, together with our limited understanding of human decision making, may fundamentally limit the degree of detail that our models can reproduce: the types and characteristics of output may be captured, in a statistical sense, but timing and size of specific individual events are likely to remain beyond the reach of forecasting.
Conceptual and methodological directions
Cross-scale issues have been recognised as challenging for adaptation and climate change [126, 127] , governance and SESs such as the collapse of cooperation across scales when two groups/communities are connected through resource flows [32, 65] , political systems and the withdrawal of the state [128] , political economy and resource management [129] , and human aspects of global change more generally [31] . The idea that social attitudes may be important for climate change policy modelling goes back at least to Janssen and de Vries [130] , although current integrated assessment models for climate remain fixed in traditional frameworks [131] . However, an exclusive focus on climate misses important factors, such as the environmentally damaging consequences of cascading collapses of fisheries across the world or global trade imbalance [e.g. 132]. Consideration of SESs may miss further important aspects of technical and infrastructural aspects that are so far not well represented in the underlying theories [e.g. 66]. Many modellers are well aware that there are cross-scale interactions between systems which can considered independent but in the long term impact each other (see also [12, 13, 15, 16, 19] ). Hence the overall aim will be to balance model complexity and the simulated interactions between systems cross-scale to derive outputs that are meaningful and help to derive implications for decision making and policy design [133, 134] . This leads us to make the following suggestions:
Acknowledge scale to be a dynamic issue
What process scale is relevant for a particular SES's outcomes can change over time and depend on inter-system couplings. This may mean having to run models at multiple scales in order to capture the possibilities of tipping points, phase changes or cascading failure, for example. In particular, spatially isolated case studies that need to run for many years should allow for changes at the boundary, possibly driven by a coarser scale model or equivalent length time series data. While available computing power enables us to simulate such crossscale interactions in ever greater detail, this can only be made possible using modular modelling structures such as are available in NetLogo, but more importantly will require larger-scale distributed computing systems rather than a single desktop or laptop. Where model run-time is long but acceptable, then cloud-based approaches using platforms such as Microsoft Azure© or Amazon AWS© might be sufficient to allow for the multiple model runs needed for parameter space exploration or what-if scenario generation. Where models need to be accelerated even in single runs (models so large that run-times might otherwise be months or even years) more traditional high performance computing architectures can be exploited with frameworks such as RepastHPC, which provides the ability to scale to very large numbers (billions) of agents in both gridded and networked configurations [135] . Some of the associated technical difficulties in dealing with this kind of large model in languages like Java are covered in [96] .
Traditional links between scales may lose validity or be transformed by the superimposition of newly emerging cross-scale links
We have been used to rather stable characteristic spatio-temporal relationships in biology/ ecology between space, time and organizational levels: e.g. cell dynamics to be studied over seconds/min and at the spatial scale of microns (small size, lower organizational level, short time steps), moving to higher scales with increasing dimensions, such as populations, studied on an annual basis over landscapes of several squared kilometres in size, and countries at scales of decades. This may no longer be true as there are also emerging cross-scale links that also need to be taken into consideration, e.g. in the case of the global finance systems with relevant dynamics within fractions of seconds. Price fluctuations can then trigger outbreaks of violence and collapse of political systems far from their origin. On the other hand, resource exhaustion and associated ecosystem degradation may play out over decades, but couple together remote locations across the globe through the effects of trade networks and link to fast dynamics in political and financial systems. Again, isolated case study locations will struggle to deal with this kind of phenomenon.
Adequate representation of governance structure
Governance, i.e. actors and institutions involved in managing SESs, has been rarely and overall not adequately represented in agent-based models to date: here traditional singleagent economics focusing on homo economicus is not enough. The multi-scalar, multi-actor nature of governance systems requires careful simulation, including the range of human individual and collective behaviour that such systems display. To model the influence of relevant actors on the selected dynamics across scales, we need to collect data to inform their behaviours. As increasingly recognised by literature on cross-scale dynamics, research should directly involve policy-makers and practitioners to identify questions and develop tools that will prove useful to address environmental governance problems [136] . However, stakeholder views of relevant scales may be limited by their previous experience: this may mean moving them out of their comfort zone, and not relying on the stakeholders or other experts to be the sole determinants of the model ontology. For this reason, we advocate for a significant use of participatory methods in the design of experiments aimed at collecting behavioural data for key stakeholders for example using scenario workshops [137, 138] or role-playing games [139, 140] . These workshops can be designed in multiple ways, but usually rely on the provision of scenarios regarding plausible future situations, to which participants need to respond [141] . This method has proven successful in raising awareness in participants towards specific subjects (e.g. unintended consequences of behaviours implemented, see for instance [142] ). Robust statistical methods for the identification of representative stakeholders to be involved in the participatory process are crucial. On the other hand, there is also a need to adopt a reflexive position to take into account the complexity of the social contexts and to strategically deal with existing power asymmetries among stakeholders [143] .
Sketching the phases of a research project can help to operationalise the ideas discussed above as part of such an ABM development cycle. While using the example of international food trade, the first step could involve mapping relevant actors across different scales and levels, e.g. (i) relevant ministries such as foreign affairs and trade for the decisions made in regard to international agreements and agriculture to capture changing policies that affect agricultural practises and crops grown; (ii) multi-national firms as they are especially relevant as price makers in the food sector, due to their big role in agricultural technology development, and their influence on policies through lobbying; (iii) farming communities and associations as they represent the primary sector, receive and implement policies and the same time lobby governments. This would be followed by scoping interviews with representatives from the key actors to identify what dynamics they influence, and how they interact with other stakeholders. Further interviews could be undertaken with actors that have been identified as relevant by the first round of interviews and were not involved. Part of the interviews could involve questions aimed at mapping both actors and relationships between them. The second stage of the project could involve scenario-based workshops with key members of relevant stakeholder groups, where they will be presented with a future scenario (e.g. future drought in Ukraine will result in 8% cereal production loss), and their responses to different checkpoints captured in the scenario (e.g. drought results in a 100% increase in the international price. What is the reaction of the actors?). Once this information has been collected and collated, the development of a meta-model for the behaviour of these actors could start by generating a general framework of responses for each actor based on their reactions to prompts or be informed by relevant theories from cognitive and behavioural sciences. Follow-up interviews could be organised with key stakeholders to fill the gaps or clarify specific reactions and therefore finalise the behavioural meta-model for the different actors.
Infrastructure and technology as part of SESs
Put more emphasis on technical and infrastructure issues in SESs descriptions and frameworks. There are almost no pristine ecosystems, and the built environment has a major impact on ecosystems, but is multi-scalar in nature. These infrastructure systems are themselves complex and often composed of multiple overlapping networks. As data from smart cities and building infrastructure management systems begins to come online, the data on the built environment will only become richer and more detailed. The effects of these human developments on ecosystems is non-trivial, widespread and changing over time. We need to include it on our SESs models.
Big data vs. big understanding
Machine learning has promise for analysis of interpretation of complex model output, especially to see where and when scale separation is important, and for suggesting ways to reduce complexity when confronted with modelling scaling-up or scaling-down. Big Data has promise for calibration and validation, especially in the light of pattern-oriented modelling or data assimilation but is not a substitute for theoretical underpinnings, particularly as Big Data may be heavily biased (consider e.g. social media echo chambers), partial (satellite data obscured by clouds), temporally-or spatially-limited (e.g. public transport data from a single city) or highly aggregated (10-yearly census data records). We therefore also need Big Understanding to actually make sense of the data, select the relevant parts, and to guide further data gathering effort by creating data-constrained but process-based models. In this way we make tools to help people who are overwhelmed by the amount of information and do not have the means to discern between authoritative and inaccurate information.
The use of machine learning to understand complex model output will require significant computational resources (i.e. cloud-based or multi-core/multi-node systems) and the development of models that can run fast enough in an individual or parallel-sense. Even so, use of black box machine learning, such as the highly successful deep learning tools now available, may not only make insight difficult, but be misleading where the tools report high accuracy despite being incorrect. More transparent ways to archive and interpret machine learning outputs are needed [144] .
Using participatory, transdisciplinary procedures to keep model output users 'close-by'
Models play different roles in scientific investigations, the management of SESs, policy appraisals (ex-ante analysis) and evaluation (ex-post analysis) [4] . Keeping the user of modelling results close-by is essential to avoid the tendency of modellers of ABM to focus too much on the question of how to represent SESs and too little on how to actually learn from these models. Thus, we recommend iterative model development where early simplified model versions are thoroughly analysed, with all relevant model outputs and testing methods implemented. Participatory procedures [e.g. 145, 146] and transdisciplinary frameworks [e.g. 147] can play a prominent role in this. Co-design and co-production of research are becoming more and more acknowledged as important components of ABM [57] , although, the participatory, transdisciplinary approach is not necessarily straightforward. Deciding who should be involved at which part of a modelling cycle is complex and different actors and stakeholders can have diverse interests. For example, interrogation of models and model results can be done quantitatively (i.e. through multiple simulations, sensitivity analysis, or 'what-if' tests), but may also be done in qualitative and participatory fashion, with stakeholders involved in the actual design as opposed to just being shown the results, see for example Le Page et al. [148] . The choice should be driven by the purpose of the modelling process and the needs of stakeholders. In both ex-ante and ex-post evaluation, using ABMs across scales can be a powerful tool to use as a route for engaging and informing stakeholders, including the public, about policies and their implications [149] . This may be by including stakeholders in the process, decisions, and validation of model design; or it may be later in the process, in using the results of a model to open up discussions with stakeholders, and/or even using the model live to explore connections between assumptions, scenarios, and outcomes [150] .
Concluding remarks
The issues we have discussed here emphasize the need for ABM of SESs to include the feedbacks that are implied by the presence of both multiple time and spatial scales. The core proposition of this paper is that in a world that is increasingly recognized as being connected and multi-scale, solutions must be as well. This might lead to complex and intricate models, but perhaps the complexity of the real world requires us to embrace this in our modelling efforts. While large scale modelling has received much criticism in the past [151] , most of these issues could be addressed by increasing computing power [152] , and can be further overcome by ensuring transparency and reproducibility of model code and clarity of model purpose.
Teleconnections in our globalized human-environment system now mean that in practice anything less than global scale modelling is not likely to be able to address any of the pressing policy problems of our time. These go beyond climate change to encompass pandemics, financial instability, resource exhaustion, ecosystem collapse and species extinctions, persistent global poverty, inequality and overconsumption, food security, civil violence, state failures and warfare. The implication is that a global effort is needed to make progress in assessment of and encourage development of ABM approaches that enables the simulation of SESs across scales in all facets. Such an effort needs to involve multiple research groups across the globe, taking a multiplicity of approaches into account, preferably sharing and jointly developing their model code. It should not only focus on producing models with substantial improvements in their capacity to simulate the socio-economic components of SESs, but more importantly should be inclusive, transparent, well tested and, as far as possible, using open source model code and data policies to make it available to all.
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