Because adaptability greatly improves the performance of a broadcast protocol, we identify three ways in which machine learning can be applied to broadcasting in a mobile ad hoc network (MANET). We chose broadcasting because it functions as a foundation of MANET communication. Unicast, multicast, and geocast protocols utilize broadcasting as a building block, providing important control and route establishment functionality. Therefore, any improvements to the process of broadcasting can be immediately realized by higher-level MANET functionality and applications. While efficient broadcast protocols have been proposed, no single broadcasting protocol works well in all possible MANET conditions. Furthermore, protocols tend to fail catastrophically in severe network environments.
literature, we present one adaptive broadcasting protocol that learns the value of a parameter that is particularly sensitive to two MANET variables, traffic and node density. The resulting protocol performs better than attempts by human experts to hand-tune that parameter. As the name implies, inter-protocol learning means learning between protocols, and we introduce that method in Section V. Because no single broadcast protocol was found to be optimal in the previously-cited survey, we propose an approach in which MNs switch between protocols based on network conditions. We develop a machine learning method that allows MNs to switch between to complicated broadcasting protocols, and, despite the logistical difficulties, the resulting combination performs better than either of the parts.
Because a broadcast protocol is a building block of many other MANET routing protocols, it is imperative to have the most effective broadcast protocol possible. We believe we have found three specific broadcast protocols that are efficient under the widest range of network conditions. Moreover, by identifying three new classes of adaptive protocols, we hope to inspire new development in the same vein.
II. STATIC BROADCAST PROTOCOLS
In addition to providing an overview of the broadcast literature, we describe two published broadcast algorithms in depth: the Scalable Broadcast Algorithm and the Ad Hoc Broadcasting Protocol. We modify these two algorithms in Sections IV and V by incorporating machine learning, and we compare the results of the static protocols, the modified protocols, and our pure machine learning protocol (Section III) through simulation, presenting the results in Section VII. We name the protocols in this section static protocols because the protocol's behavior does not change or adapt over time; nevertheless, the protocols herein are certainly designed with mobile nodes in mind. We introduce two key concepts-the Minimum Connected Dominating Set and six families of broadcast protocolsbefore discussing the protocols in depth.
In the IEEE 802.11 MAC [32] protocol, the RTS/CTS/data/ACK handshake is designed for unicast packets. To send a broadcast packet, a MN needs only to assess a clear channel before transmitting. Because no recourse is provided at a collision (e.g., due to a hidden node), a MN has no way of knowing whether a packet was successfully received by its neighbors. Thus, the most effective network-wide broadcasting protocols try to limit the possibility of collisions by limiting the number of rebroadcasts in the network. A theoretical "best-case" bound for choosing which nodes to rebroadcast is called the Minimum Connected Dominating Set (MCDS). An MCDS is the smallest set of rebroadcasting nodes such that the set of nodes are connected and all non-set nodes are within one-hop of at least one member of the MCDS. The determination of an MCDS is an NP-Hard problem [33] . Articles in the literature have therefore proposed approximation algorithms to determine the MCDS, e.g., [13] , [34] - [41] .
We categorize existing broadcast protocols into six families: Global Knowledge, Simple Flooding, Probability Based Methods, Area Based Methods, Neighbor Knowledge Methods, and Cluster-based Methods. In [15] , several existing broadcast protocols from all families are presented with a detailed performance investigation; that investigation found that the performance of Neighbor Knowledge Methods is superior to all other families for flat network topologies. Thus, we choose Neighbor Knowledge protocols as the basis for our machine learning improvements in Sections IV and V, and they serve as the benchmark for our performance comparison in Section VII. 4 
A. The Scalable Broadcast Algorithm
The Scalable Broadcast Algorithm (SBA) [10] requires that all MNs know their neighbors within a two-hop radius. Two-hop neighbor knowledge is achievable via periodic "Hello" packets; each "Hello" packet contains the nodes identifier (IP address) and the list of known neighbors. After a MN receives a "Hello" packet from all its neighbors, it has two-hop topology information centered at itself. When Node B receives a broadcast packet from Node A, Node B schedules the packet for delivery with a Random Assessment Delay (RAD) if and only if Node B has additional neighbors not reached by Node A's broadcast. For each redundant packet received, Node B again determines if it can reach any new MNs by rebroadcasting. This process continues until either the RAD expires and the packet is sent, or the packet is dropped if all two-hop neighbors are covered. The RAD is chosen randomly from a uniform distribution between 0 and T max seconds, where T max is the highest possible delay. It turns out that SBA's performance is sensitive to the value of T max . If T max is high, an MN will wait longer for redundant rebroadcasts, possibly dropping its rebroadcast if all its two-hop neighbors are covered. Thus, the number of rebroadcasting MNs will likely be reduced, but the end-to-end delay (the time it takes for the last node to receive a packet) is increased.
Choosing the right value of T max must balance the desire for a small number of rebroadcasting nodes against the desire for a small end-to-end delay.
A simple method to dynamically adjust the length of the RAD to network conditions is proposed in [10] .
Specifically, each MN searches its neighbor tables for the maximum neighbor degree of any neighbor node, d N max .
It then calculates a RAD based on the ratio of d N max /d i , where d i is the node i's current number of neighbors.
This weighting scheme is greedy: MNs with the most neighbors usually broadcast before the others. A completely different method that adapts the length of the RAD based on traffic rather than the number of neighbors was developed in [15] , and is described in Section II-C.
Before we present our machine learning protocols in Sections III, IV, and V, we investigate a simpler question:
Can we create a model that emulates SBA? That is, instead of creating a new broadcast protocol, we studied whether we could create a protocol that could learn to behave like SBA, without specifying the SBA algorithm.
We collected data on MNs running the SBA protocol under the range of network conditions listed in Table III in Section VI. Every time a MN decided to rebroadcast or drop a packet, we recorded that event and annotated it with the current network conditions that the MN had available (see Fig. 3 for examples). We collected 125,000 such events from different MNs in various environments, and treated these records in a database to be classified by a machine learning model. The inputs to the model are the instantaneous network conditions, and the desired output is SBA's decision of whether to rebroadcast the packet. We found that SBA could be fit with extremely simple models. Fig. 1 shows a particularly simple yet accurate model of SBA. This decision tree [42] model matched the training database with 87% accuracy. What is striking about the decision tree model in Fig. 1 is that it can be implemented as two "if-then" statements. This means that most of SBA's functionality, which requires maintaining a graph structure of two-hop neighbors and implementing a set-cover algorithm, can be emulated quite simply over a range of environments. We do not claim that this model does 87% as well as SBA; in some scenarios, this decision tree performs better, but SBA does better more often. On average, however, SBA and this simple model agree 87% of the time.
B. The Ad Hoc Broadcast Protocol
Like SBA, the Ad Hoc Broadcast Protocol (AHBP) is in the Neighbor Knowledge family of protocols. Whereas SBA can be called a "local" Neighbor Knowledge protocol because each mobile node makes its own decision whether to rebroadcast or not, AHBP is a "non-local" Neighbor Knowledge protocol because a mobile node receives the instruction whether to rebroadcast or not in the header of the packet it receives. Because AHBP, is based on another protocol, Multipoint Relaying, we describe them both in turn.
In Multipoint Relaying [12] , rebroadcasting MNs are explicitly chosen by upstream senders. The chosen MNs are called Multipoint Relays (MPRs) and they are the only MNs allowed to rebroadcast a packet received from the sender. An MN chooses its MPRs as follows [12] : 1) Find all 2-hop neighbors reachable by only one 1-hop neighbor. Assign those 1-hop neighbors as MPRs.
2) Determine the resultant cover set-neighbors receiving packets from the current MPR set.
3) Add to the MPR set the uncovered 1-hop neighbor that will cover the most uncovered 2-hop neighbors.
4)
Repeat steps 2 and 3 until all 2-hop neighbors are covered.
Multipoint Relaying is described in detail in the Optimized Link State Routing (OLSR) protocol, an Internet RFC [43] . In that implementation, the addresses of the selected MPRs are included in "Hello" Packets.
In the Ad Hoc Broadcast Protocol (AHBP) [11] only MNs designated as a Broadcast Relay Gateway (BRG) within a the header of a broadcast packet are allowed to rebroadcast the packet. The algorithm for a BRG to choose its BRG set is identical to that used in Multipoint Relaying to choose MPRs, which is a sequence of steps that greedily approximates the MCDS. AHBP differs from Multipoint Relaying in two significant ways: 1) In AHBP, when an MN receives a broadcast packet and is listed as a BRG, the MN uses 2-hop neighbor knowledge to determine which neighbors also received the packet in the same transmission. These neighbors are considered already "covered" and are removed from the neighbor graph used to choose next hop BRGs.
2) AHBP is extended to account for high mobility networks. Suppose Node B receives a broadcast packet from Node A, and Node B does not list Node A as a neighbor (i.e., Node A and Node B have not yet exchanged "Hello" packets). In AHBP-EX (extended AHBP), Node B will assume BRG status and rebroadcast the packet.
While both SBA and AHBP use two-hop neighbor knowledge to infer node coverage, they use this knowledge in different ways. In SBA, when a node receives a broadcast or rebroadcast packet, it assumes that other neighbors of the sender have been covered. In AHBP, when a node sends a broadcast or rebroadcast packet, it assumes that neighbors of the designated BRG nodes will be covered.
C. The limitations of static protocols
An extensive evaluation of several broadcast protocols via simulation using NS-2 [44] in compiled in [15] . The goals were to compare the protocols over a range of network conditions, pinpoint areas where each protocol performs well, and identify areas where they need improvement. As a result of the study, higher assessment delay was found to be effective in increasing the delivery ratio of SBA in congested networks. Because a lower assessment delay is desired in non-congested networks (to reduce end-to-end delay), the balance proposed in [15] was to develop an adaptive SBA scheme; specifically, if the MN is receiving more than 260 packets per second on average, the MN uses a RAD with a T max value of 0.05 seconds. Otherwise, the MN uses a RAD with a T max value of 0.01
seconds. This simple adaptive SBA scheme leads to performance measures outperforming the original SBA scheme and AHBP under high congestion. Fig. 2 illustrates how nodes implementing SBA protocol that switches between two different RADs can deliver more broadcast packets to the network over the range of traffic loads studied. The figure also demonstrates the fragility of SBA: If the value of T max is set too low and there is no mechanism to adapt it, the performance of SBA can decline rapidly with increasing congestion. The difference is so dramatic that it represents the difference between SBA being the worst or the best protocol under high traffic [15] . nodes can choose a long RAD during high traffic and a short RAD during low traffic. This figure is recreated from a study performed in [15] .
D. MANET Intelligence
In the previous section, we motivated our approach for applying machine learning to broadcasting by providing an example in which an unsophisticated adaptive rule-a single "if" statement-outperformed static protocols. In this section, we give more background on the use of intelligent methods in MANETs for the purpose of explaining what is unique to the problem of broadcasting, and why we believe that more sophisticated methods can lead to further improvements.
Attempts to promote intelligence in MANETs usually involves application layer programs and Intelligent Agents [45] , or autonomous vehicle projects, e.g., [46] , which also communicate at the application layer. These types of applications try to achieve complex goals and make multi-step decisions. By comparison, the broadcasting problem is a simple, single-step decision (retransmit a packet or not) that must be made repeatedly. Because of the high frequency of actions taken and almost immediate feedback given during broadcasting, we argue that our models have more opportunity for on-line learning. Although our goals are not as ambitious as application-layer autonomy, we believe learning is more attainable.
At the network level, unicast routing algorithms have been analyzed [47] for the possibility of adaptation, but not to the extent of on-line, uniquely-instantiated machine learning models for every MN as we propose herein.
Instead, unicast routing handles uncertainty by estimating a cost of routing a packet to an MN through a particular link and applying dynamic programming to compute the least cost route to each destination. When costs can be communicated easily without overhead, e.g., included in ACK packets, cost based routing has been shown to provide higher throughput than traditional routing algorithms.
III. A PURE MACHINE LEARNING BROADCASTING PROTOCOL
We exhibit a new approach to the design of a broadcast protocol: the decision of whether to rebroadcast a packet is cast as a classification problem. A classifier is simply a function that maps inputs into discrete outputs, which are called class labels. In this section, we describe our method of designing a classifier for the broadcast problem and how it learns from experience. Training a classifier is merely the process of adjusting how the function maps inputs to outputs, so we also describe how to formulate the inputs and outputs in a way that makes learning the most effective.
Our proposed intra-and inter-protocol learning methods (Sections IV and V) take proven exiting protocols developed by experts and incorporate machine learning such that they become more robust. We propose a new method from the converse perspective: we will develop a pure machine learning model first and add expert knowledge and heuristics as needed. Using this method, each mobile node will contain an instantiation of a small model that it consults when deciding whether to rebroadcast a packet. Furthermore, we constrain this model to be of a certain type, regardless of how it is implemented: a binary classifier, a model with several inputs but only one output which can only take on two values (call them positive and negative). For each incoming packet, a mobile node will use its model to classify that packet as a positive (retransmit) or negative (disregard) example. In other words, this machine learning strategy will treat the decision to retransmit a packet as a classification task.
Our inspiration for applying machine learning stems from previous work concluding that existing broadcast algorithms are too brittle to support a wide range of MANET environments, and that even the hacked "if-then" rule to adapt the RAD of SBA described in Section II-C is more robust. We draw upon our previous work [30] applying Bayesian networks to a MANET. In network-wide broadcasting, mobile nodes must make a repeated decision (to retransmit or not), but the input features that MNs can estimate (e.g., speed, network load, local density) are noisy and, taken individually, are weak predictors of the correct decision to make. Our results show a Bayesian network combines the input features appropriately and often correctly predicts whether to retransmit or not.
We desire that mobile nodes improve automatically through experience and adapt to their environment. Therefore,
we require an objective function that assesses whether a given mobile node is beneficially contributing to the network's delivery of broadcast packets. Each MN will estimate this objective function and tune its behavior in order to maximize it. Intuitively, each mobile node must make a decision whether to retransmit an incoming broadcast packet, so our objective function should reflect whether the MN made a good decision or not. To this end, we define the concept of a successful retransmission:
Successful retransmission :
For a given mobile node A and broadcast packet X, A considers X to be a successful retransmission if after broadcasting X, A hears one of its neighbors also broadcast X.
The goal of this definition is to capture the idea that once node A broadcasts a packet to its neighbors, if A hears one of them rebroadcast it, then A can infer that it has helped in propagating the message. The insight is that node A has no choice but to hear the broadcasts of it neighbors, and therefore it collects this feedback without any communication overhead.
We identify two ways in which mistakes can be made, with language borrowed from signal detection theory:
Type I error If node A retransmits packet X, and then hears neighbor node B retransmit a copy of X it received elsewhere, node A will incorrectly infer a successful retransmission. These "false positive" errors are more common with increasing congestion because B receives more duplicate copies of X.
Type II error If, for example, node A is near the edge of the network and delivers a packet X to neighbor B, which is also on the edge, then B might decide not to retransmit the packet (because it has no other neighbors). Node A will incorrectly assume that this was an unsuccessful retransmission.
We rarely find this type of "false negative" error whenever A has more than one neighbor, but it is more common when A has only one neighbor. (Because we implement a protocol with neighbor knowledge, we could choose to ignore unsuccessful retransmissions on nodes with only one neighbor.)
We collect retransmit data in the naive Bayes model shown in Fig. 3 . Naive Bayes models are special cases of Bayesian networks consisting of one parent node with the action or classification and several children nodes that make up the input features. They have the advantage over full Bayesian networks in that they are computationally simple and efficient with respect to space and CPU evaluation. We take ⊕ to denote a successful rebroadcast and to denote an unsuccessful one, and each MN must consider each candidate hypothesis, h ∈ {⊕, }. The Bayesian approach to classifying a new broadcast packet is to choose the hypothesis with the highest posterior probability, also known as the (maximum a posteriori) hypothesis, h MAP , given the n data attributes of the broadcast packet
By applying Bayes' theorem, we arrive at the expression:
= argmax
The naive Bayes assumption is that the input features are conditionally independent given the action. Therefore, we can approximate the MAP hypothesis, h MAP ≈ h NB when the naive Bayes assumption is true.
Even when this assumption is violated (and the posterior probability estimates are wrong), there are conditions under which naive Bayes classifiers can still output optimal classifications (retransmit or not) [48] . We choose the input features for each broadcast packet based on our experience with the small amount of data that each MN has available to it. The features we found most useful are shown in Fig. 3 . Each input feature (e.g., speed, number of 1-hop neighbors, etc.) maintains two tables: one conditional on successful retransmissions and one conditional on unsuccessful retransmissions. The parent stores one table: the prior probabilities of success and failure. If, for example, a packet X was inferred as a successful retransmission, several tables must be updated:
, the prior probability of success; P (1-hop neighbors|⊕); P (2-hop neighbors|⊕); P (speed|⊕); and so on. The MN estimates number of neighbors, traffic, and speed at the time of the successful retransmission. The tables that the input features store can be approximated and smoothed by replacing them with probability distributions. Deciding whether to rebroadcast or drop a packet is simple: Equation (4) is evaluated once for the ⊕ (rebroadcast) class and once for the (drop) class, and an MN makes its decision based on which is bigger. Evaluating Equation (4) for our model in Fig. 3 requires seven table look-ups and six multiplications. The tabular data structures and threshold decision procedure (rebroadcast or not) require less storage and computation than other broadcast protocols, such as SBA [10] and AHPB-EX [11] , which both use graph-theoretic algorithms.
An attractive feature of the naive Bayes model is that the likelihood entries, P (1-hop neighbors|⊕), P (speed|⊕), and so on, can be used to answer questions in a post hoc manner. For example, given that Node A decides that the retransmission of packet X was unsuccessful, which hypothesis can best explain why? Candidate hypotheses include: (1) The node speed was so high that node A was out of transmission range before it could hear packet X being rebroadcast; (2) The congestion was so high that (a) there was a collision or (b) the neighbors already got packet X from another node; (3) The node density was so low that no neighbors were in range that needed the packet X; The hypothesis with the maximum likelihood dictates how the MN should adapt. Another useful feature is that there is diversity in the behavior of the MNs because they have different training experience. This means that each MN has its own classifier and naturally allows for some MNs to be more successful rebroadcasters of packets. A MN's priors and likelihoods,
and P (d i |⊕), are updated through a node's membership in the network.
In this section, we designed a broadcast protocol based around a naive Bayes machine learning model. To this model, we added some expert knowledge about broadcasting and MANETs in general; we formulated the inputs to the classifier using variables we believe affect network performance. In the next two sections, we take a different approach: We take fully-formed broadcast protocols that have been designed by human experts, and we try to add flexibility and adaptability to them. The flexibility and adaptability will come from the same place as in this section: by deploying small machine learning models on each of the nodes. As we described in this section, the naive Bayes model is conceptually simple and computationally efficient, and we will apply other models in this spirit. Using simple models is appropriate in this setting for several reasons. First, these models must be deployed on resource-constrained devices. Second, we are working with small dimensionality in the input and output spaces, where more complicated machine learning models would probably be overkill and would probably overfit the data.
Last, we want to spread the acceptance and adoption of machine learning methods by demonstrating that they can be applied simply, in which the benefits are achieved because of the dynamic nature of the environment and not any special ability hidden in the model.
IV. INTRA-PROTOCOL LEARNING
In the previous two sections, we have described protocols designed by human experts and protocols that learn their behavior, respectively. In this section, we present the first of two new classes of broadcast protocols that use a hybrid approach; we employ an existing broadcast protocol and make it adaptive by using machine learning models.
We call our first approach intra-protocol learning because a mobile node learns to change one of the free parameters inside a broadcast protocol. By contrast, we categorize MNs that can automatically learn to switch between different broadcast protocols as inter-protocol learners, and we discuss that method in Section V.
With the exception of Simple Flooding, all the broadcast protocols we have identified in the literature have at least one free parameter, which we define as a parameter that the network programmer or implementer is free to set. Several studies in [15] confirm that the performance of a broadcast protocol is sensitive to the values of its free parameters. Moreover, the optimal value of a parameter varies as network conditions change. The value of T max in the SBA protocol (Section II-C) is a single example of how much improvement can be attained by properly setting a parameter and how different environments require different values.
We believe that the number of possible intra-protocol learning protocols is large; whereas the number of pure machine learning broadcast protocols relatively bounded by the number of reasonable classifiers, there can be as many intra-protocol learners as there are relevant and sensitive free parameters. We present two candidate protocols in this section. In Section VII, we use simulation results to assess the performance of our first candidate.
A. Adapting RAD-based protocols to density and congestion
We have noted earlier that the T max parameter controls the length of SBA's RAD, and that this parameter is sensitive to the density of neighboring mobile nodes and congestion [10] , [15] . We propose that a mobile node implementing SBA use a simple regression model to estimate the value of T max that is most appropriate for that node and its local conditions. While the naive Bayes classifier from Section III is a function that maps seven inputs into a discrete output, our present regression function will map two inputs into a continuous output. We choose two inputs to the regression,
T , where x 1 is the number of packets a node receives per second, and x 2 is the number of one-hop neighbors a node has. These inputs are a node's estimation of its local congestion and density, and each of these inputs can be computed easily and without extra communication overhead. After trying different forms of the regression function, we found the following equation to be both accurate and simple:
whereT max is an the estimate of the correct upper bound on the RAD and the values of the coefficient vector, During each simulation, we choose one node at random and spotlight its behavior throughout the simulation to gather our training examples. All the other nodes in the network run the SBA algorithm described in Section II-A, including the enhancement proposed by [15] . A single training example is created when the following conditions are met. When the spotlighted node receives a broadcast packet, it takes note of its estimates of number of packets received per second and number of one hop neighbors (x 1 and x 2 ), and implements SBA by covering its one-and two-hop neighbors. When not all of the spotlighted node's neighbors are covered after receiving the broadcast and any subsequent rebroadcasts, a training example is created. Along with x 1 and x 2 , the node storesT max , which is the node's estimate of the correct upper bound on its RAD. According to our method, the node choosesT max as twice the length of time between when a node receives the first copy of a broadcast packet and when it receives the last copy. Recall that nodes implementing SBA chose a RAD randomly in the uniform range [0, T max ), so the expected value of the length of the RAD is half of T max . Thus, but choosing our estimate,T max , as twice the interval that it takes for a node to receive all copies of a broadcast packet, we aim to ensure that nodes will wait before broadcasting most of the time. In the special cases when the node hears only one copy of the broadcast packet and no subsequent rebroadcasts (so that it can't compute a length of time to double), we estimateT max as 0.01 s. Out of all the (x 1 , x 2 ,T max ) generated during a simulation, we choose 40 at random, and over all the 25 simulations, these data comprise a training set of 1000 entries. Even though Equation (5) is nonlinear, we treat it as a linear equation on the transformation of the inputs in order to learn w = [w 0 , w 1 , w 2 ] T by least squares. That is, we write our training data as a matrix D and vector y, where
Then the standard least squares solution for w is
We do not claim that the training procedure nor the estimate of w is optimal, but they are simple and work well empirically.
B. Adapting non-local decision Neighbor Knowledge Methods to mobility
Whereas we studied SBA in the previous subsection, we investigate AHBP here for the opportunity to improve its performance through learning. Recall that while AHBP is a Neighbor Knowledge broadcast protocol, it is part of the non-local decision family; nodes implementing AHBP do not decide whether to rebroadcast or not, but instead are instructed whether to do so in the header of the packet it receives.
AHBP-EX (which is AHBP plus the extension for mobility, described in Section II-B) provided the best performance in the most severe network environment studied in [15] . Unfortunately, its sensitivity to node mobility produces the lowest delivery ratio in networks where the environment is dominated by topological changes. AHBP-EX requires a MN which receives a packet from an un-recorded neighbor (i.e., a neighbor not currently listed as a 1-hop neighbor) to act as a Broadcast Relay Gateway (BRG). In other words, AHBP-EX handles the case when a neighbor moves inside another node's transmission range between "Hello" intervals. The extension does not handle the case when a chosen BRG is no longer within the choosing node's transmission range. No recourse is provided in AHBP-EX to cover the 2-hop neighbors that this absent BRG would have covered. That is, outdated 2-hop neighbor knowledge corrupts the determination of next-hop rebroadcasting MNs.
We propose to model high mobility by annotating each entry in a node's neighbor table with a confidence measure. This confidence measure represents the belief that a given entry in the neighbor table really is a node's neighbor at that moment in time. The most straightforward confidence measure is a simple probability that if the 13 node sends a packet, the given entry in the neighbor table will receive it. If these probabilities can be inferred accurately, an MN can make more conservative decisions on which MNs should rebroadcast. While we do not implement this protocol, we expect training will reveal heuristics to estimate the confidence values. By finding the expected number of neighbors, the MNs estimate of density will be less. These confidence values will be based on features such as local node speed and total number of neighbors. For example, the confidence value is set to 1 when a "Hello" packet is received; the value then exponentially decays at a rate determined by the heuristics learned in training.
V. INTER-PROTOCOL LEARNING
With sufficient training data and expert knowledge, it is possible to train an MN to switch from one broadcasting protocol to another that is more suitable. In this section, we create an inter-protocol learner to automatically switch a MN between SBA and AHBP. We are switching between two complicated Neighbor Knowledge protocols to demonstrate that it is possible, but there are certainly simpler inter-protocol broadcasting that are just as useful.
Any combination of broadcasting protocols that do not have specialized headers would be a good candidate, such as Simple Flooding, Probabilistic, Counter-based, Distance-based, or Location-based, (See [29] for descriptions of these schemes.) One obvious inter-protocol learner is to use any advanced broadcasting protocol whenever possible, but fall back to Simple Flooding when the network conditions are too extreme. In the present case, however, we hope to combine SBA and AHBP in to a protocol that performs better than either one individually because we know that neither one is always better than the other over a wide range of simulations [15] .
Both SBA and AHBP have special conditions that require the protocol to default to retransmit. Recall that if an SBA node receives a packet from a new neighbor, it is unlikely to know of any common 1-or 2-hop neighbors previously reached; thus the node is more likely to rebroadcast. In other words, local decision Neighbor Knowledge Methods appear to adapt to mobility more easily than non-local decision Neighbor Knowledge Methods. However, local decision Neighbor Knowledge Methods (such as SBA) suffer more from congestion than non-local decision Neighbor Knowledge Methods. Thus, we develop a protocol that will combine the benefits of these two types of Neighbor Knowledge Methods. Specifically, a node in this combined protocol will track the amount of congestion and its speed to decide which protocol to use. Fig. 4 shows the training data we collected to train our inter-protocol learner. We ran SBA and AHBP simulations over the range of speeds and congestion levels given in Table III and the number of nodes fixed at 50, and we measured the delivery ratio of each node. Each data point in the figure represents five nodes, where we clustered the data by finding the five nearest neighbors and plotting the point at the centroid of each cluster; for each of the five nodes we take a majority vote of which protocol had the best delivery ratio, and we color the point with a green "S" if SBA was better and with a red "A" if AHBP was better. We chose clusters of five nodes to eliminate some of the noise in the data, but the overall pattern is not sensitive to this choice. Note that because of the mobility model used in creating this training data (see Section VI), the data is a bit striated in bands across the speeds we studied, and that a large portion of the data is collected at low speeds of 0, 1, and 5 m/s. Also note that because we are plotting the centroids of clusters of five nodes, the exact location of the plotted points may be far from some node's actual behavior. Although the data are noisy, there exist intuitive patterns to build a model on. For this data, we will build a decision tree, in similar form to the one shown in Fig. 1 . Like that decision tree, our inter-protocol learner will use a univariate decision tree, meaning that it can ask about only one variable at a time.
The consequence is that a decision tree separate the data in Fig. 4 can draw only vertical and horizontal lines, so our inter-protocol learner will make a stair-step pattern roughly starting in the lower-left corner and continuing to the upper-right. For an environment of high speed and low congestion, a node will use SBA, and it will use AHBP when it encounters low speed and high congestion. When both speed and congestion are low or high, the delivery ratio is nearly equally good and bad, respectively, and the choice doesn't matter that much. (The model tends to choose SBA under low speed and low congestion and choose AHBP under high speed and high congestion.) The more critical choices are in the middle of Fig. 4 , and these are also the cases in which the network will have some nodes running SBA and some running AHBP.
To facilitate a node switching between SBA and AHBP, we make some changes to the structure and behavior of a broadcast packet. As shown in Table I , the two protocols have a similar header format, so our combined header is the union of the two, with the most notable change including the BRG information from AHBP. Specifying the header also explains most of a node's behavior; it must implement a subset of both protocols, enough to fill the headers in a packet. When sending a packet, a node must specify the BRG nodes, whether that node is implementing AHBP or not. This is not too much extra work for a node implementing SBA because that node already knows its uncovered two-hop neighbors, so it simply chooses the BRG in a greedy way. When a node receives a packet, it can choose to ignore the BRG fields in the header if it is implementing SBA, or follow them if it is implementing AHBP. In this way, the local behavior of SBA is preserved, and so is the non-local behavior of AHBP.
VI. SIMULATION ENVIRONMENT
We believe that defining and explaining our three classes of adaptive protocols is a more important contribution than the details of the three specific protocols we created, but by simulating our protocols we confirm the concepts presented in the preceding sections. We use the same NS-2 simulation parameters as [15] ; see Tables II and III for details. In particular, we report results testing increasing network severity with respect to density, mobility, and congestion, according to Table III . The MNs move according to the Random Waypoint Mobility Model, and their positions were initialized according to that model's stationary distribution (see [49] for details). In subsequent studies in which we vary only a single parameter, we choose to hold the others constant at their trial 3 values.
When simulating our pure machine learning protocol, we run our naive Bayes feedback mechanism in reverse, turning it into a naive Bayes classifier. For a fixed set of input features, the model in Fig. 3 , estimates the posterior probability of success. If the posterior probability is greater than 0.5, the strategy that minimizes errors on average is to retransmit the packet. As a node gets more local experience, it automatically adapts to the network by changing the entries in its prior and likelihood probability tables. 
VII. RESULTS
We test three hypotheses in the following subsections, one for each learning method we propose. We demonstrate that our methods are indeed learning what we designed them to, and by doing so that our protocols perform better than or equivalent to the static ones we derived them from. While we believe that the benefits of using machine learning are in the design phase, such as leading to simpler protocol designs that are more robust to change, the fact that they also are more efficient further advocates their adoption. We also compare our three learned protocols to each other in Section VII-D. Because we have created only one example each from our three learning methods, we expect that optimal protocols have yet to be found. Our comparison, however, informs on what performance can be attained from a protocol given the effort to needed create it, and we present this information to give insight and advice on what protocols should be used going forward. We expand on this insight and advice in the concluding section.
A. Pure Machine Learning over increasing network severity
We created our naive Bayes broadcasting protocol to demonstrate the Pure Machine Learning method can be used to create a protocol that is robust over varied network conditions. To test this hypothesis, we replicate the most informative studies from [15] in which network severity increased from the combined effects of mobility, congestion, and node density. Table III shows that network severity increases as the trial number increases.
As shown in Fig. 6 , our naive Bayes broadcast protocol outperforms SBA and AHBP-EX, maintaining a high delivery ratio and low overhead. (Extremely poor results are clipped from the figure to preserve detail.) In all the trials, it maintains the highest or second-highest delivery ratio, and it is the only protocol that does not fail catastrophically be reaching a "breaking point." In trials 1-4, AHBP-EX uses fewer rebroadcasting nodes, but also has a worse delivery ratio. In the extremely taxing trials, 5-7, the naive Bayes broadcast is the best in terms of delivery ratio and number of rebroadcasting nodes. In these scenarios, MNs under SBA broadcast far too often as shown in Fig. 6b . The naive Bayes protocol, however, can adjust its prior probability of rebroadcasting, as shown in Fig. 5 , which shows the spread of prior distributions. The result is that very few MNs will rebroadcast, also shown in Fig. 6d , in which the posterior probability of a successful rebroadcast (equation 4) decreases.
To ensure that there are no hidden effects from varying density, speed, and congestion at the same time, we vary them individually in Fig. 10a -c, holding the others constant at their trial 3 values. We observe the same effects noted in [50] , namely that AHBP-EX's performance decreases with increasing speed (because its two-hop neighbor knowledge is out of date), and SBA's delivery ratio decreases with increasing congestion (because its RAD is too short). As in Fig. 6 , our naive Bayes protocol has the highest delivery ratio. (c) End-to-End Delay (d) Posterior probability of rebroadcasting, P (⊕|d 1 , . . . , d n ) Fig. 6 . Performance of our Naive Bayes Protocol. Over a range of increasing network severity, our broadcast protocol built with a Naive Bayes classifier maintains a high delivery ratio, low overhead, and low delay. In the most extreme scenario, it performs the best in all categories. All nodes compute a posterior probability of rebroadcasting, which decreases in these trials.
B. Intra-Protocol Learning over increasing congestion
By creating our adaptive SBA protocol, we want to show that an Intra-Protocol Learning method that automatically sets one sensitive parameter can perform better than setting that parameter by hand. We chose to learn T max as specified in (5) by regression with w = [0.081, 0.011, 0.134] T found by least squares. A node computes T max using the instantaneous congestion and number of neighbors, and we know that its value sensitive to congestion. In Fig. 8 , we show how our learned protocol compares to static SBA and an adaptive SBA with only two different values of T max . At high levels of congestion, the delivery ratio is higher in the learned protocol because T max increases as congestion increases, so fewer unnecessary duplicate packets are sent. Fig. 8d shows that our learned protocol has a smaller RAD than the simple adaptive protocol at all rates except for the last one, and the consequence is that The delivery ratio of our Naive Bayes broadcasting protocol is also the highest while varying density, speed, and congestion separately.
our learned protocol has a smaller delay but more rebroadcasting nodes. At 80 packets per second, the relative size of the RADs is reversed and hence our learned protocol has a longer delay. In this simulation, we fixed the number of nodes at 60, the payload of size of each packet was set to 64 bytes, and the network was static, identical to [15] . 
C. Inter-Protocol Learning over increasing speed
To test our Inter-Protocol Learning method, we ask whether our protocol that switches between SBA and AHBP can perform at least as well as each protocol individually. If we hold the congestion level constant at 60 packets per second and increase the speed, we suspect that nodes will transition from AHBP to SBA. Fig. 9 shows that nodes indeed do switch to SBA at higher speeds, but the figure also shows a performance gain over either protocol individually in some cases. (To remove any congestion effects, we used a null MAC, so the end-to-end delay is equivalent for all three protocols.) Fig. 9b shows that there is some additional overhead cost in switching between protocols in terms of the number of rebroadcasting nodes. As Table V shows, there is also extra overhead in terms of number of bytes per broadcast packet.
As expected, Fig. 9c shows that nodes more often chose AHBP at low speeds and SBA at high speeds, and at the extreme cases the protocol follows AHBP or SBA completely. At moderate speeds, the behavior of our learned protocol exhibits more of a gradual transition than a quick switch, and these are the same cases in which our protocol has a higher delivery ratio than AHBP or SBA. Providing a node with the flexibility to implement the protocol that is best suited for its local conditions is the cause of the improvement. 
D. Comparing all three learned protocols
We believe that our learning methods can be applied to diverse network conditions to find an optimal broadcast protocol, and we have simulated many network conditions in this paper with our three exemplar protocols. We return to the increasing network severity study of Section VII-A to compare our three learned protocols because that study is the most effective in separating out their performance. While they all perform well in some specific scenarios, this study chooses a wide range of network conditions, so it may give advice in the absence of any knowledge of the deployed network conditions. Fig. 10 shows that the naive Bayes protocol is the robust over varying network conditions, which is what we observed in Section VII-A. Our protocol that switches between AHBP and SBA becomes almost purely SBA at high speed, so its poor performance in trials 5, 6, and 7 is not surprising. Remember that the learning in the switching protocol is confined to the switching itself, because this is an inter-protocol learner; we do not modify the behavior of AHBP or SBA once the protocol has decided to use it. When we perform intra-protocol learning and learn SBA's RAD, the performance in terms of delivery ratio, overhead, and delay are improved relative to the switching, inter-protocol learning. . Comparing all three of our learned protocols over increasing network severity, we find that our naive Bayes learner is the most robust.
VIII. CONCLUSIONS
Advanced broadcast algorithms have been known in the literature, yet many unicast, multicast, and geocast protocols are still built using Simple Flooding. We believe that this gross misuse of network resources has perpetuated for two reasons. First, Simple Flooding is trivial to implement, while previous broadcast protocols require graph theory. Second, although previous broadcast protocols all outperformed Simple Flooding, there was no clear winner between them, especially under severe network conditions. Our naive Bayes protocol addresses both of these issues; it has a table-based implementation that is simple and efficient, and it is a robust performer over many network scenarios. Indeed, the naive Bayes protocol performed better than either of the other learned protocols we created.
We believe that the results in Fig. 6 display an optimized trade-off between delivery ratio and overhead. If, on the other hand, a network application specified that delivery ratio was more important that overhead, or vice versa, that knowledge can be directly incorporated into the model in Fig. 3 . The prior probability of rebroadcasting, for example, can be scaled up or down.
We believe our most important contribution is the identification of ways machine learning can be applied to broadcasting. We have identified three new classes of broadcasting protocols, and believe that there are many implementations that are ripe for discovery in each class. Just as there are many protocols under the heading "Neighbor Knowledge" and "Location Based," we believe that there are many improvements to be found to Pure We hope to encourage improvements to other network-layer protocols through the use of our work by creating a taxonomy in which others can create simple, yet effective broadcast protocols. We conclude with a guideline on how to choose which class of adaptive protocols to use. If you are willing to create the protocol from scratch, a Pure Machine Learning protocol is a simple one to create. If you are willing to change the internals of a known protocol, use an Intra-Protocol learner to modify its internals. If you have access to multiple protocols and are averse to modifying them, Inter-Protocol Learning requires little additional effort save for possible changing the packet header (which is often unnecessary). We believe that choosing any of these methods is more desirable than choosing a static broadcasting protocol.
