Abstract. In the most common standard coding of the image, coder has greater complexity than the decoder, usually 5-10 times higher. In wireless sensor networks is the opposite, the coder implemented in a battery feed device has very limited resources, while decoder is typically implemented in a powerful computer. The paper focuses on a combination of wavelet technique with algebraic GPCA method, realizing an improvement of traditional wavelet, providing a suitable compression of multimedial information, without reducing its quality. Simulations in MATLAB, provide satisfactory compression levels. The proposed method, unlike other existing methods, takes into account the multi-modal data structure, except correlation in 1 D and 2 D, it takes in consideration also the correlation between color channels. The method gives a significant improvement in the PSNR values that reach an average of 15% compared with classic wavelet compression.
INTRODUCTION
Nowadays wireless sensor networks are being used more and more. In these kinds of networks, nodes typically have very limited resources, in terms of processing power, and energy [1] . Images use a large size in memory, so the compression is required. The transmission of data, especially the image, is a procedure that consumes more energy from a node. It is clear that communication of a compressed image, followed by its transmission, is generally more efficient than direct transmission of the image without compression. Using the data compression, energy can be reduced by reducing the number of bits to be sent to the other end. A lot of research has been done nowadays, which are implemented in various and much more efficient methods of compression. Depending on the specific use and the network design, the best featured method is selected.
II. WAVELET TRANSFORM
Wavelet transform accepts a series of colors YUV9 plans as in Fig. 1 . Algorithm extracts both high and low frequency data on each step, separating them into two regions. The subband algorithm forms a pyramid, collecting data on lowfrequency branch on the left, leaving the DC coefficients in the corner. The final transformation is presented using 16-bit whole numbers. 2 shows the transformed coloring plans in wavelet subbands. Many subbands contain very little information, especially in regions of high frequency. This is shown by applying a quantization filter in these regions, converting to zero most of the high frequency coefficients [2] . These redundant data will favor the tree-zero coder for better compression of data. Fig. 3 shows the same wavelet data set presented through a colored coding map. This highlights the size in bits of each wavelet coefficient. Black areas correspond to 0-bit information, while the blue gradient represents the increased in bit size. Redundant zero coefficients are shown in Fig. 4 . Wavelet coefficients are currently 16 bits, but most of them have values mostly located in the 5 most important bits [3] . About 1% of the coefficients have values larger than 8 bits, corresponding to the low frequency and DC coefficients.
III. ENTHROPY CODING
If the set of wavelet coefficients is divided into sixteen bit individual plans, we notice that the plan that corresponds to the most significant bit is rare and generally zero, while the plan that corresponds to the least significant bit rate will be more populated [4] . Every bit plan will become rarer being directed towards regions of high frequency, a zero-tree compression algorithm is implemented, which operates on these bit plans independently. Fig. 5 shows how the tree zero bits is arranged in a single plan. The root node corresponds to the position of DC coefficients. The following values expand, spreading to cover areas with high frequency.
Fig . 5 Zero-tree structure in a wavelet bit plan (left) and the equivalent tree structure (right).
Parent nodes, whose children contain only zero bits, return to a leaf node [5] . All branches will be limited to a node, whose following values are all zero. Since the coefficients in the high frequency data mainly contain zero, the technique of restriction makes the tree pretty extensive with branches that grow levels even more, thus making the data compression possible. Fig. 5 shows the distribution of all parent nodes in each plan bit. We note that in areas where there is very little high frequency information, most of the corresponding wavelet coefficients are quantized to zero. Fig. 6 shows the lack of parent node corresponding to sky regions, because all subsequent branches are zero. Having built the zero-tree bits, a series of bit codes is generated to indirectly present the entire tree [6] . These bit codes are stored in a file holder as compressed data, which would allow a decoder to reconstruct a zero-tree during the decoding process. 
IV. HIBRID LINEAR MODEL
2 is the vectors' total number. It is assumed that i x are random samples from a probabilistic distribution [7] . Since the distribution can be tricky, a common solution is achieved by a better approximation between a simple class models. The "optimal" model is one that minimizes the distance from the true model. The most common size for measuring the image compression is the Mean Square Error (MSE) between the original image and the reconstructed image I : 
be SVD of the average matrix [10] . Then all the vectors i x can be represented as a linear superposition: 
where: k is chosen to be:
The complexity of the model marked with Ω , is the total number of coefficients needed to present the model
and following by the approximation loss I of the image I [11] . This is provided by:
where the first term is the number of coefficients { } , the new presentation, even with loss, is more compact. If the image I is large and the block b size is small, M will be wider than K, so the redundancy will be smaller than the first term. However, in order to make fair comparisons with other methods, the subsequent discussions and experiments always count the total number of coefficients required for the presentation, including the redundancy. 
The dimension n k of every subspace is decided from the 
It is noticed that Ω is similar to the effective sizes of the hybrid linear presentation specified in (8) . In this way, finding a presentation that reduces Ω is equally as effective as minimizing the effective sizes of the data set [13] . 
It is easy to prove by the equation (3) that in some reasonable conditions (for e.g. when N is restricted from being too large), we have
If a linear hybrid model is defined for an image, the resultative presentation will be generally more compressed than that of a single subspace. This will also be veryfied by experiments on the real images. The identification of a linear model is generally a difficult problem: if the vectors' segmentation i x would be known, the optimal subspaces for any subset could be found easily by using PCA, and vice-versa, if the subspaces are known, vectors i x (and in this way the image) can be easily segmented in their most approximate subspace [14] . This kind of problem can be treated with one of the several methods of grouping, developed in statistics or machine learning. However, these techniques are iterative and incremental and in this way they tend to converge in the local minimums if the initialization is far. These methods also do not fit directly with the hybrid models, their components may have different and unknown dimensions. An acceptable method is Generalized Principal Component Analysis (GPCA) [15] , which doesn't require preliminary knowledge of the subspace dimensions and estimates in the mean time the multiple subspaces and segments the data in them, suitable for our purpose here. We assume that an image can be divided into several separate regions. In every region a valid linear model is applied. We are interested in evaluating such a division in subspaces. The GPCA method can evaluate multiple subspaces and can divide data into segments [16] . In this paper we present a new linear hybrid model depending on the required MSE.
V. THE IMPLEMENTATION OF THE PROPOSED

METHOD
As above, in the wavelet plan, the image is dissolved into a subband tree. At each level subbands LH, HL, HH contain information about high frequency contours and LL subband is compressed further to next level subband [17] . Vectors are reconstructed by grouping wavelet coefficients in subbands LH, HL, HH as in Fig. 11 . Let us assume that the color is constant along a corner. If the edge is along the horizontal, vertical or diagonal direction, it will have an edge in subbands coefficients in LH, HL or HH, respectively. Two other subbands will be zero. The size of the data vector associated with this edge will be 1. If the edge is not exactly in one of these directions, it will notice one edge at the three subbands coefficients, meaning that the size of data vector associated with this edge is approximately 2.
If the color varies along the edge, the subset dimension will be higher. In our model not all data vectors will be modeled and approximated. We should only approximate (coefficients) vectors {xi} satisfying the following condition:
We do not have to scale the error tolerance at different levels because the wavelet bases are ortho-normal by its construction. Practically, the energy of many vectors is very close to zero [18] . Only a small number of vectors at every level should be modeled. 
VI. EXPERIMENTAL RESULTS
The comparison of a multi-scale hybrid linear model with the classic wavelet is treated. The experiment is performed with two standard images: 1200x1600 photo of the "Palace of Congresses" as well as an photo at its side. Number of levels of the model chosen is 3. Figs. 12, 13 show the comparison of our method with the standard wavelet.
Hybrid multi-scale model in the plan linear wavelet achieves better PSNR than the wavelet model. Fig. 11 Reconstruction of data vectors in wavelet domain
In Fig.15 is shown a visual comparison of files with a multiscale wavelet hybrid and after using the same amount of coefficients for both models. We notice that in the area around the contours, the wavelet transform blurs both contours and fine details of them. Hybrid linear model in wavelet plan eliminates the effects of blocks, holds and preserves the sharp contours and preserve more details in the background. In addition to achieving better PSNR, it also gives better visual effects. While studying some types of images, we distinguish some specific cases. Normally wavelet methods aimed at bluring of the sharp edges in 2D, but represents best-frequency regions/low entropy. To make the comparison of our method, we select specific cases as in Figs. 17, 18. From the experiment we see that our method achieves better results for the image of UPT (Fig. 18) , while comparing the image of the road, the results are not satisfactory and need further study. Some comparative graphics are shown in Fig.  19 , after applying both models with an average level of 2.3% to the approximate coefficients. Fig.20 shows the average performance of the model multi-scale hybrid linear for all images taken in consideration. Hybrid linear model in wavelet plan does not produce good results in black and white images as the size of the vectors are only 3 and there is no possibility for further reduction. For black and white images should be seen other adaptations and modifications of this model, which is beyond the scope of this paper. Our goal was to show the great potential of the new image specter presentation obtained by the combination of subspaces methods with the traditional approximation schemes of image presentation.
VII. CONCLUSIONS
In this paper is treated a class of simple but effective mathematical models for the presentaion and approximation of natural images to be used in wireless sensor networks. In these networks, because of constraints arising by the use of sensor devices, we need to select efficient models, in the same time with less calculation and complexity. The model presented in this paper analyzes the heterogeneous and hierarchical structure of the image and exploits the correlation between multiple colors channels. Experiments show that the performance of the proposed method is comparable or even better than a lot of image compression schemes (including wavelet). Further, our scheme complements existing schemes and together achieves even higher performance. PSNR-values achieved are 15% larger than existing wavelets. The future work consists on how we can realize schemes for quantization and coding of the entropy, such a scheme can be developed as a complete package of image compression. Next step will be adapting the code in the TinyOS or MATLAB language to implement it within the soft-sensor nodes.
