It is convenient to admit a somewhat wider class of G's. Let T* = T + iT, that is, the set of all functions t λ + it 2 with t u t 2 E Γ. (Γ* is the tensor product of the complex-valued continuous function rings on X and Y). Define K(X, Y) as the set of all continuous complex-valued functions G on R (the reals) with the property that G°t E T* for all ί E T. Then the result is THEOREM. // X and Y are infinite completely regular Hausdorff spaces, then K(X, Y) consists of all the polynomials with complex coefficients.
It follows from the Theorem that if G ° t E T for all t E T, then G is a polynomial with real coefficients.
The proof of the Theorem, which is rather lengthy, will be broken up into a sequence of lemmas. LEMMA 
Let φ and ψ be continuous mappings of X and Y onto X' and y respectively. Then K(X, Y)CK(X\ Y'). Proof Let G E K(X, Y), t' E T = C(X')® C(Y').
I must show that G°ίΈ V*. Define t by (1) (G°n(φ(x) ,ψ(y))=Σu, (Φ,(y) (xEX,y(ΞY) . , c n not all 0 such that
since (1) shows that the y-sections oϊ G°t are contained in an ndimensional subspace of C(X)+ iC(X). Let yό, , yήbe any elements of Y', and let x' be any element of X\ Then, since φ and ψ are onto, there exist y 0 , , y n and x such that =yί O'=O,l, ,n).
Insert these values in (2) to get
This means that the y'-sections of G°t' are contained in an ndimensional subspace of C(X')+ iC(X'). By Hager 1 , this implies that Go/'6 Γ ; *.
Proof. Immediate from Lemma 1. 
LEMMA 5. If X is an infinite subset of R, then there is a continuous mapping φ of X into R such that φ[X] contains the terms of a convergent infinite sequence and its limit.
Proof If X is unbounded, let p E X and define Then φ [X] has the required property. If X is bounded, then it contains a countably infinite set {x n } such that x n -> q (perhaps not in X). Let p E X and define
has the required property.
LEMMA 6. Let X Q be any one infinite set {jc n }; =0 , WίΛ
consists of the complex polynomials, then the Theorem holds.
Proof. Follows from Lemma 3, Lemma 5, Lemma 4, and the fact that Xo is compact, hence C-embedded in ^>[X], and Lemma 2. 
4o.
Define L n = M n if n = n, for some i, L n = n otherwise. Let Then (i) X'«X 0 , (ϋ) X'CZ(G), (iii) X' is of the form prescribed in Lemma 7, since L n ^ n. By (i) and Lemma 2, K(X 0 , X o ) = K(X', X'), so
G E K(X\ X'). Combining this with (ii), (iii), and Lemma 7, one finds that there is an N such that
In particular, for n = n t > N, u,v] CS N for some N^ 1, with 0^ w < u That is,
2-E Z(G).
Thus the intervals [a + u/n 2 , a + u/n 2 ] are contained in Z(G) for all n Ξ^ N. For sufficiently large ft, these intervals overlap and fill out an interval (a, β] , with β > a. Hence [0, β] 
CZ(G).
This contradicts the definition of α, and shows that a = oo. Hence G(x) = 0 (x ^ 0). Finally, the function G λ defined by G,{x) = G(l -x) (x E JR) belongs to K(X o >^o) and GI(JC) = 0 (X E X O ) By what has just been proved, G ί (x) = 0 (x^O), so G(x) = 0 (x ^ 1). Therefore G = 0. (There is an alternate proof that avoids the use of Baire category).
LEMMA 10. Let X o = {//ft 2 : 0g/gn,ngl}, αftd let G E satisfy, for some positive h and complex r,
G is α constant, and r -1 unless that constant is 0.
Proo/. The function Gi defined by
belongs to K(X o ,Xo), and X 0 CZ{G λ ). By Lemma 9, G λ = 0, so Combining (9) and (10), one has
Because of the minimality of M, all the coefficients in (11) This contradicts the fact that p is the minimal period. Hence F is a constant and so is G. It G/ 0, then implies that r = 1.
LEMMA 11. Lei X 0 = {j/n 2 : 0^j^n,n^l}, and let G E K (X o?^o ) 77ten G is a polynomial.
Proof. Let N = rank(G ° ί)> where ί(x,y) = *+y (x,y EX 0 ).
