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Abstract
The interplay between electron correlation, local distortions and Spin Orbit Coupling
is one of the most attractive phenomena in condensed matter Physics and have stim-
ulated much attention in the last decade. In Osmates double perovskites the coupling
between electronic, structural and orbital degrees of freedom leads to the formation of
an unconventional magnetic phase, whose precise origin and characteristics are still not
understood. In particular strong Spin Orbit Coupling effect is believed to occur and
have a crucial role in enhancing multipolar exchange interactions in a fashion similar to
the more studied 4f electron systems. In this thesis, by means of first principles calcula-
tions, we study the structural, electronic and magnetic proprieties of the Mott insulating
Ba2NaOsO6 with Osmium in 5d
1 electron configuration within the fully relativistic Den-
sity Functional Theory plus on site Hubbard U (DFT + U) scheme. We find that the
system is subjected to local symmetry breaking and that the magnetic ground state
is strongly dependent on the on site Coulomb interaction. Furthermore, by mapping
the energy onto a Pseudospin Hamiltonian, we are capable to prove that quadrupolar
and octupolar exchanges play a significant role. We repeated the study for Ba2CaOsO6
with Os in 5d2 electronic configuration as a preliminary step for understanding if phase
transitions are possible when Ba2NaOsO6 is doped.
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Abstract (Italiano)
Nelle doppie perovskiti contenenti Osmio, come e’ il caso del Ba2NaOsO6, e’ previsto
esserci una forte competizione tra effetti diversi quali correlazione elettronica, distorsioni
che portano a ridotte simmetrie locali e forte interazione di Spin Orbita. Gli effetti
che questi hanno sulle proprieta’ elettroniche e magnetiche non sono ancora comprese
a fondo e c’e’ grande interesse al rigurado per via delle proprieta’ magnetiche osservate
sperimentalmente che sono assolutamente non convenzionali. In particolare, lo Spin Or-
bit Coupling si prevede abbia un ruolo cruciale nello stabilizzare una data configurazione
magnetica attraverso interazioni di scambio che non sono solo di dipolo, ma anche di
ordini maggiorni quali quadrupolari o ottupolari, come gia’ osservato nei piu’ studiati
sistemi con elettroni 4f. Il lavoro svolto e’ stato finalizzato a comprendere le proprieta’
strutturali, elettroniche e magnetiche di questo materiale ed e’ stato fatto attraverso i
metodi a primi principi con inclusione di effetti relativistici nel contesto della Density
Functional Theory. Quello che abbiamo trovato e’ che una distorsione locale degli ot-
taedri e’ effettivamente presente e che lo stato magnetico e’ fortemente dipendente dalla
interazione Coulombiana ”on site”. Inoltre siamo riusciti a mappare la curva di energia in
una Hamiltoniana di Pseudospin, la quale ci ha permesso di dimostrare che le interazioni
di quadrupolo e ottupolo sono significative ai fini della stabilizzazione del dato ordine
magnetico. Lo studio e’ stato poi ripetuto nel caso del Ba2CaOsO6, dove l’Osmio ha
configurazione elettronica 5d2. Questo e’ servito come step preliminare per comprendere
la natura di una possibile transizione di fase tra i due materiali qualora si intervenga su
di essi attraverso il doping.
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Chapter 1
Introduction
Transition Metal Oxides (TMOs) have been intensively studied because of their rich
spectrum of structural, electronic and magnetic properties. One can think, for example,
at the colossal magnetoresistance found in Manganites [72], or the high-temperature
superconductors observed in Cuprates [15, 70]. Recently, interest is grown on 4d and
5d transition metal series, in which novel magnetic phases has been observed driven
by the Spin Orbit Coupling (SOC) effect together with strong electron correlation [58,
73]. In particular Iridates have been the subject of many theoretical and experimental
studies and it has been proved that SOC is indispensible for the apparence of a canted
magnetic order and the formation of a Dirac-Mott gap (i.e. spin-orbit coupled mott
insulating state)[9, 16, 59]. But the interest in relativistic oxides is not limited to Iridates.
Osmates double perovskites constitute a breeding ground for the investigation of the
interplay between electron correlation, local distortions and SOC effects. The last effect,
in particular, is believed to be much stronger than in 3d or 4d TMOs, leading to new
phases and magnetic orders driven by exchange interactions of higher order than bipolar,
in a fashion similar to the more studied 4f electron systems. When it comes to describe
a material with SOC effect two approaches are used depending on the strenght of the
coupling. In the weak limit the interaction is included as a small perturbation in the
total Hamiltonian, leading to a Spin Hamiltonian approach with correcting terms that
take into account the anisotropy of the exchange interactions in presence of SOC. In
the strong SOC limit the contribution cannot be considered as a perturbation as well
as the spin momentum is no more a good quantum number. As a consequence the spin
operator must be replaced by a total angular momentum operator and the exchange
interactions can be strongly anisotropic, leading to higher order interactions that cannot
be described within the Spin Hamiltonian approach and a Pseudo Spin Hamiltnian one
is required. The Pseudospin is the semiclassical version of the total angular momentum
operator and allows for a model Hamiltonian description of multipolar interactions in
strong SOC systems, as is the case of UO2 [68].
The possible effects of the strong SOC regime are also related to the structure of the
10
Dario Fiore Mosca - Master thesis 11
crystal. In fact, since the spin can interact with the lattice, the spin lattice interaction
is affected by the lattice symmetry and this can break the symmetry of the lattice, as
is the case of Sr2IrO4 [55]. The interest in the Mott insulator Ba2NaOsO6 can be easily
understood by looking at previous studies. They proved that it is a Dirac-Mott insulator
with a gap that can be opened only if both on site Coulomb interaction and SOC are
considered. Furthermore it is a ferromagnet with low magnetic moment along the [110]
axis even though Landau theory predicts that such ferromagnetic state is not allowed in
a collinear spin systems. Finally no structural transition has been observed, but recent
NMR studies has proven the apparence of a local symmetry breaking immediately before
the magnetic phase transition.
But if Ba2NaOsO6 was already studied experimentally and theoretically, even if with-
out the inclusion of non collinear spins and multipolar interactions, very few experiments
has been done on Ba2CaOsO6 and theoretical predictions range over a large number of
possible magnetic ground states. The interest with respect to this material is not lim-
ited to its magnetic phase, but, as in Ba2NaOsO6 also to the electronic and structural
properties. In particular, the fact that the Os electronic configuration changes from d1
to d2 suggests possible phase transitions in passing from the first to the latter through
doping.
This work is focused on the investigation of the properties outlined above through
ab initio calcualtions made with the Vienna Ab initio Simulation Package (VASP).
The structure of the thesis is the following: Chapter one is divided into three main
sections which are focused on the Theory and the Methods used. More specifically
the first section is about magnetism as a quantum effect and the theoretical models
that can describe it when dealing with TMOs. Particular attention to the many body
problem of interacting electrons will be made as well. The second section faces the many
body problem from another perspective. In this section the Density Functional Theory
is introduced, with its theorems and implementations to specific cases like magnetic
materials and relativistic materials. Finally the third section concerns the practical
implementations of DFT on a computational level and the main aspects of an ab initio
code with attention on some VASP tools expecially when these are related to magnetism.
The second Chapter introduces the main properties, at the state of the art, of the
two materials investigated, in Chapter 3 the practical methods used as well as the results
obtained are presented. The theoretical models used for describing the physical proper-
ties will be presented in a way that allows to understand their necessity by underlying
their strenghts and weaknesses.
Finally in Chapter 4 there is a summary of the results with further comments.
Chapter 2
Theory and Methods
2.1 Magnetism as a quantum effect
Magnetism in condensed matter is inherently a quantum mechanical effect.
In classical physics, magnetic moments are originated by electric current densities
j(r) via
µ =
1
2
∫
r× j dr (2.1)
and they interact with each other through the dipole-dipole coupling
E = − µ0
4π|r|3
(
3(µ1 · r̂)(µ2 · r̂)− µ1 · µ2
)
(2.2)
where r is the vector that connects the two dipoles.
This interaction is however not capable of describing the magnetic properties of ma-
terials, in fact, as an example, it is sufficient to take into account magnetite that is
ferromagnetic at temperatures lower than 860 K. If one considers that the atomic mag-
netic moments have an intensity that is of the order of ∼ 1µB, two such moments at a
distance of 1 Å will have a magnetostatic energy E ∼ 0.05 meV, that corresponds to a
temperature of less than 1 K.
Moreover, in classical mechanics, the contribution of electric and magnetic fields to
the motion of a particle of charge q is given in the Hamiltonian by the substitution p→
p+ qA, where A is the vector potential. This implies only a shift of the momentum into
the classical partition function F, which can be easily reabsorbed, leaving F unchanged
an leading to no net magnetization
M = −
(
∂F
∂B
)
T,V
. (2.3)
12
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The assertion that in a classical systems no net magnetization can appear at thermal
equilibrium is known as the Bohr-van Leuween theorem [2].
It is necessary to jump into the quantum mechanical world to understand the truly
physical origin of magnetism and, since we are interested in describing magnetism in
condensed matter, the starting point is the non relativistic Hamiltonian for electrons
H =
N∑
i=1
p2i
2me
+
N∑
i=1
V (ri) +
N∑
i>j
U(ri, rj) , (2.4)
where the terms on the right side are in order: kinetic energy, external potential, electron-
electron interaction and N is the number of electrons i.e. N = ZNions where Z is the
atomic number and Nions is the number of ions.
Equation 2.4 is written already, implicitly, within the assumption that the kinetic
energy term of the bare ions and the repulsive Coulombic interaction between them can
be neglected, allowing us to write only the electronic terms. This approximation is known
as the Born Oppenheimer Approximation [14].
The external potential is nothing but the Coulomb potential between ions and elec-
trons:
V (ri) =
Nion∑
α=1
Ze2
|Rα − ri|
(2.5)
and the electron-electron interaction
U(ri, rj) =
e2
|ri − rj|
(2.6)
The not so surprising result is that, even at such a simple level, no closed form
solution to this many-body problem can be found explicitly and alternative approaches
are needed. In particular, from equation 2.4 magnetism is not explicitly evident.
These topics will be discussed in the following sections, starting from simple atomic
models and continuing with the Hubbard Model for describing magnetic interactions and
magnetic proprieties of materials. The many body problem will be then treated within
a different theoretical approach known as Density Functional Theory, with some focus
on the computational and application methods for describing to magnetism.
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2.2 Magnetism in Transition Metal Oxides
Transition Metal Oxides (TMOs) comprise a large class of materials with
very diverse physical properties which provide a breeding ground for the in-
vestigation and the study of several interesting phenomena. The extent of this
field can be understood easily by looking at the already known properties of
some compounds. For example one can look at the electronic properties, and
would find insulators (CoO, NiO, BaTiO3), semiconductors, metals (CrO2,
ReO3) and superconductors (YBa2Cu3O7) [42]. Or one could be interested
in the magnetic properties, and would encounter ferromagnetic (CrO2), anti-
ferromagneic (CoO, NiO), ferrimagnetic (Fe3O4, Y3Fe5O12) and ferro-electric
(BaTiO3) materials. The crystal structure can be also very different, from
simple binary monoxides (NiO, CoO) with NaCl structure to ternary oxides
(BaTiO3, SrTiO3) with perovskite structure or to complicated structures such
as Co3O4 or Fe3O4 with the normal and inverse spinel structure [42]. This
diversity allows transition metal oxides to find applications in many fields of
technical interest, from nonlinear optics to sensors and catalysis [13, 65]
Although equation 2.4 seems to give no insight about magnetism in solids, all those
informations are implicit in three properties apparently unrelated to it: Pauli Exclusion
principle, Coulomb exchange and kinetic exchange.
The physical intuition behind these effects is not difficult. Since electrons are Fermions,
they obey the Pauli exclusion principle, which does not allow two of them to be in the
same quantum state, i.e. electrons with the same spin cannot be at the same position
and electrons at the same position cannot have the same spin. As a natural consequence,
electrons that have the same spin tend to avoid each other.
The Coulomb interaction is, on its classical viewpoint, an electrostatic interaction
between charges that repels those of the same ”sign” and attracts those of opposite
”sign”. The combination of just these two effects already brings to remarkable results.
In fact, if electrons have the same spin they will tend to lower the Coulombic energy,
leading to spin parallel states as the most favourable ones. When applied to a single
atom this result is basically the first Hund’s rule [25].
But electrons in materials can also move to neighboring ionic sites or orbitals, leading
to a kinetic contribution that influences the electronic spin configuration since only elec-
trons with unpaired spins can occupy the same orbital. This is the last effect known as
kinetic exchange which is responsible for direct exchange, superexchange, double exchange
and orbital ordering [24].
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2.2.1 Coulomb exchange
The Coulomb repulsion of equation 2.6 is manifestly spin independent. Nevertheless,
the antisymmetryzation of the wavefunction leads to spin dependent energy terms.
As a simple model let’s consider the two electron Hamiltonian
H = H0(r1) +H0(r2) +
e2
|r1 − r2|
(2.7)
with the assumption that the electron-electron interaction is smaller than H0, so that the
perturbation theory can be applied. The calculation of the matrix elements requires the
knowledge of the basis set of wavefunctions for the unperturbed term, which are given
by
ψ↑↑ =
1√
2
∣∣∣∣∣φa(r1)α(σ1) φa(r2)α(σ2)φb(r1)α(σ1) φb(r2)α(σ2)
∣∣∣∣∣ (2.8)
for electrons with both spins up, and
ψ↑↓ =
1√
2
∣∣∣∣∣φa(r1)β(σ1) φa(r2)β(σ2)φb(r1)α(σ1) φb(r2)α(σ2)
∣∣∣∣∣ (2.9)
for electrons with one spin up and the other down. Where φa is the eigenvector of H0
with eigenvalue Ea, φb is the eigenvector of H0 with eigenvalue Eb. The complete basis
is given by the other two possible spin configurations (ψ↓↓, ψ↓↑) with both spins down
and with one spin down and the other up.
The matrix of the Coulomb term, in the basis of the states ψ↑↑, ψ↓↓, ψ↑↓, ψ↓↑ is
H =

Eab +Kab − Jab 0 0 0
0 Eab +Kab −Jab 0 0
0 −Jab Eab +Kab 0 0
0 0 0 Eab +Kab − Jab
 (2.10)
where Eab = Ea + Eb,
Kab =
∫ ∫
dr1dr2
e2
|r1 − r2|
|φa(r1)|2|φb(r2)|2 (2.11)
is the Coulomb integral and
Jab =
∫ ∫
dr1dr2 φ
∗
a(r1)φ
∗
b(r2)
e2
|r1 − r2|
φb(r1)φa(r2) (2.12)
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is the exchange integral.
The diagonalization of this matrix gives a singlet state (ψ↑↓ − ψ↓↑)/
√
2 with energy
Es = Eab +Kab + Jab (2.13)
and a triplet ψ↑,↑, ψ↓,↓, (ψ↑↓ + ψ↓↑)/
√
2 with energy
Et = Eab +Kab − Jab (2.14)
It can be demonstrated that Jab > 0, giving the configuration with parallel spins as
the most favorable one. If φa and φb are degenerate atomic orbitals, this is an example
of the Hund’s first rule.
An interesting and useful consideration regards the possibility to parametrize the
difference between the singlet and the triplet states by using spin operators S1 and S2
and the properties of coupled spins (see Appendix B). It is therefore straightforward to
write an effective Hamiltonian starting from [12]
H = 1
4
(Es + 3Et)− (Es − Et)S1 · S2 , (2.15)
where the constant energy term can be adsorbed and the second term can be rewritten
in terms of the exchange constant Jab as
Jab ≡ J =
Es − Et
2
(2.16)
leading to a spin-dependent Hamiltonian
H = −2JS1 · S2 (2.17)
The importance of this equation is related to the fact that it describes intrinsic physical
proprieties by projecting those onto the spin only part of the wavefunctions. As it
will be clear in the next sections, this procedure is often possible and simplifies the
comprehension of the underlying magnetic quantum effects.
2.2.2 Simple model for direct exchange
Direct exchange is a consequence of the combination of Coulomb exchange with kinetic
exchange, or the hopping of electrons. As a simple toy model one can consider the H2
molecule, i.e. a system with two electrons on different ionic sites that can hop to the
neighboring one. The matrix element that allows an electron to move will be given by
−t and also an on site Coulomb interaction U will be present when both electrons are
on the same site.
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The basis set of wavefunctions can be constructed starting from an orthogonal basis
of one electron given, pictorially, by φ1 = | ↑, ·〉 and φ2 = |·, ↑〉 in the specific case of a
spin up electron.
The basis set for the two electron system will be
| ↑, ↓〉 | ↓, ↑〉 Covalent states (2.18)
| ↑↓, ·〉 |·, ↑↓〉 Ionic states (2.19)
and the Hamiltonian, written in this basis is
H =

0 0 −t −t
0 0 +t +t
−t +t U 0
−t +t 0 U
 (2.20)
whose + sign in the hopping elements is due to the Fermi statistics. The diagonal-
ization of the Hamiltonian results in the following eigenvalues and eigenvectors [48]:
E± =
U
2
±
√
U2 + 16t2
2
, Φ± =
(
| ↑, ↓〉 − | ↓, ↑〉 − (E±/2t)[| ↑↓, ·〉+ |·, ↑↓〉]
)
√
2 + E2±/(2t
2)
Ecov = 0 , Φcov =
1√
2
(
| ↑, ↓〉+ | ↓, ↑〉
)
Eion = U , Φion =
1√
2
(
| ↑↓, ·〉 − |·, ↑↓〉
)
This result is meaningful since it shows again that the energy depends on the spin
configuration.
The physics behind direct exchange can be understood better if one considers the
limit of large U, i.e. U >> t, in fact two of the eigenfunctions have energies that rapidly
increase as function of U (E+, Eion), while the other two are always lower in energy (E−,
Ecov). Consequently one can try to split the states in order to consider only the latter
ones, whose character is more covalent.
This can be achieved with the downfolding technique [62], that consists in partitioning
the Hilbert space by projecting out of it the two high energy eigenfunctions. The others,in
the limit of U →∞, become
Ψcov,− =
1√
2
(
| ↑, ↓〉 ± | ↓, ↑〉
)
(2.21)
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The result of this procedure is an effective Hamiltonian
Heff =
(
−t −t
+t +t
)(
ε− U 0
0 ε− U
)−1(
−t +t
−t +t
)
' −2t
2
U
(
1 −1
−1 1
)
(2.22)
whose diagonalization brings to an effective interaction between the two eigentsates of
equation 2.21, with energies εcov = 0 and ε− = −4t2/U .
It is easy to recognize in the remaining wavefunctions the singlet state and one of the
triplet ones of section 2.2.1, the latter being reduced to a single state because of Pauli
Exclusion principle that acts cooperatively with the hopping.
The Hamiltonian can be rewritten in a more compact form by introducing the second
quantization formalism [69].
H = −t
(
c†1↑c2↑ + c
†
2↑c1↑ + c
†
1↓c2↓ + c
†
2↓c2↓
)
+ U
(
n1↑n1↓ + n2↑n2↓
)
(2.23)
= −t
2∑
i,j=1
∑
σ=↑,↓
c†iσcjσ + U
2∑
i=1
ni↑ni↓ (2.24)
where c†1σ, c1σ are the Fermionic creation and annihilation operators of an electron in
the state 1 with spin σ and n1σ is the particle number operator for the same state. It is
worth noticing that this equation is basically a two electron Hubbard Model (see Section
2.2.4). It is possible to demonstrate that equation 2.24 can be rewritten in terms of spin
operators, in the approximation of U  t , as [62, 82]
Heff =
4t2
U
(
S1 · S2 −
n1n2
4
)
= J
(
S1 · S2 −
n1n2
4
)
(2.25)
Since J is always positive, the direct exchange interaction is antiferromagnetic.
2.2.3 Superexchange
In some compounds like MnF2, FeF2 and CoF2 antiferromagnetic phases have been
observed [12, 82], even though the distance between atoms is large and the cations do
not have strongly overlapped wavefunctions. In 1934 Kramers proposed a model for
describing this phenomena [50], whose origin was adressed to the strong hybridization
of the non magnetic ionic wavefunctions with the magnetic ones.
It can be understood using a simple model containing both onsite Coulomb interaction
(U) and hopping term (t) analogous to the one of the previous section, but with three
ionic sites M-O-M as in MnO (see Figure 2.1). For simplicity we assume that the
magnetic moment on the Mn atom is due to one unpaired electron on the d orbital, while
there are two electrons on the O p orbital. Then the possible situations are sketched in
Figure 2.1.
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If the starting configuration is an antiferromagnetic one (see Fig. 2.1 (a) ) the
possible excited states due to the hopping of electrons (see Fig. 2.1 (b) and (c)) are all
allowed, while if the starting configuration is ferromagnetic (see Fig. 2.1 (d) ), the two
excited states are prohibited by Pauli exclusion principle. This interplay between ground
and exited states is crucial for the appearance of antiferromagnetism in Transition Metal
Oxides and must always be considered when describing such materials on a theoretical
level.
Figure 2.1: Magnetic phases for MnO. The left part of the plot shows the
antiferromagnetic ground state configuration (a) and its excited states
(b), (c). The right part shows the ferromagnetic ground state configu-
ration (d) and its excited phases (e), (f) [12]
In this case, by following a mathematical procedure similar to the one of section
2.2.2, it is possible to show that the superexchange interaction between magnetic ions
with angle between them of 180o is antiferromagnetic. Furthermore, a very significant
result is that the magnetic interaction can be described by an effective Hamiltonian based
on the cationic spin operators, i.e. it can be written as in equation 2.25, with
J =
4t4pd
(Ud + ∆pd)2
(
1
Ud
+
1
Ud + ∆pd
)
(2.26)
where tpd is the hopping term between p-d orbitals, Ud is the on site Coulomb inter-
action on the d orbital and ∆pd = εd − εp is the energy difference between the energy of
an electron on the Mn site and the energy of an electron on the O site (see Figure 2.2
(a)).
The angle between the magnetic ions plays a significant role since it changes the
number of orbitals involved and the final effective interaction itself as demonstrated by
Goodenough and Kanamori [31, 32, 45], who enunciated two rules for exstablishing the
nature of the superexchange interaction:
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(a) (b)
Figure 2.2: Exchange paths and Goodenough-Kanamori rules. (a)
Simple graphical representation of a 180o exchange path between mag-
netic atoms. The orbitals on the sides are d orbitals, while the one in the
middle is a p oxygen one. (b) Graphical representation of a 90o exchange
path between magnetic atoms. Two p oxygen orbitals are needed in this
case.
1. The electron transfer can happen only if the cation and anion orbitals are non
orthogonal, i.e. they must overlap.
2. The exchange interaction is antiferromagnetic (ferromagnetic) if the angle between
cations is 180o (90o respectively) .
The ferromagnetic order arising from superexchange interaction can be demonstrated
by using a slightly different model (see Figure 2.2 (b)) where the angle between M -O -M
is 90o, the exchange mechanism can occur only via Coulomb exchange on the connecting
oxygen between two p orbitals.
By applying a similar approach of section 2.2.2, it is again possible to show that the
ferromagnetic superexchange interaction can be described by an effective Hamltonian
that does not contain any contribution from the mediating oxygens and that depends
only on the cationic spins (see eq 2.25).
In this case [48]
J = −
4t4pd
(Ud + ∆pd)2
2Jxy
4(Ud + ∆pd)2 − J2xy
(2.27)
where the new term Jxy is used for taking into account the Hund’s first rule for the
oxygen p orbitals.
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2.2.4 Hubbard Model
The origin of the Hubbard Model traces back to 1960’s, when Hubbard tried to describe,
through a simple model, the behaviour of TMOs. It became rapidly one of the most
studied models in solid state physics since it successfully reproduced the properties of
strongly localized electronic systems and nowadays is still studied because of its capability
to model a wide range of materials like Mott insulators or even superconductors [85].
In this section a simple overview of this model will be presented. It is necessary
for understanding the connection between the theoretical description of TMOs and the
computational procedure implemented in ab initio methods (see Section 2.3) that is
impossible to disregard when one is interested in describing Mott insulators.
The Hubbard Hamiltonian (HH) in its basic version contains two terms
H = HT +HU , (2.28)
where the first is a single particle term or tight binding Hamiltonian, while the second is
a two particle interaction in the form of a screened on site Coulomb interaction.
Written explicitly is
H = −
∑
ij
∑
αβ
tij,αβc
†
iαcjβ +
∑
i
∑
αβγδ
Ui,αβγδc
†
iαc
†
iβciγciδ (2.29)
where c†iα, ci,α are the Fermionic creation and annihilation operators for electrons on the
i-th ionic site in the α-th quantum state or atomic orbital and
Ui,αβγδ = 〈αβ|U(|r1 − r2|)|γδ〉 . (2.30)
Equation 2.29 is a simplified version of the many body problem but is still prohibitively
complex to solve analytically, and, even when a solution can be obtained, the estimation
of the parameters involved is not a straightforward task [81]. This problem is usually
approached via different techniques, from mean field analysis to diagrammatic theoretical
methods, from ab intio electronic calculations to quantum Monte Carlo [28].
Here we will try to underline the main properties by making some approximations.
The first and the more intuitive is to limit the number of states to the ones occupied by
the valence d electrons in the transition metal ion (TMI). This already allows to reduce
the number of constants also because, by symmetry considerations, many of the matrix
elements in equation 2.30 are zero.
Our further assumption is that we can limit our model to a one orbital case and
consider only nearest neighbor interaction, leading to
H = −t
∑
〈i,j〉,σ
c†iσcjσ + U
∑
i
ni↑nj↓ . (2.31)
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Here the interaction term is fully simplified and it consists of a constant U as well as the
hopping term t. If one restricts the sum over the lattice sites to 2 it is easy to recognize
the equation 2.24 already studied.
The main difference between this simplified version of the HH and the complete one
consists on the number of interactions considered. It is a common approach to limit
the number of parameters depending on the symmetry, strength of the interactions and
exchange paths in a way that, in the end, it is possible to derive a phase diagram of
the magnetic proprieties of the material under investigation. These phase diagrams
will be encountered in section 3.1 and are usually a good yardstick for comparing the
computational, experimental and theoretical results.
Here we will not investigate a model HH for our systems (Ba2NaOsO6 and Ba2CaOsO6)
and we will instead consider two limiting cases:
Band Limit When U → 0 the Hamiltonian can be exactly diagonalized via a Fourier
Transform of the Fermionic operators
c†kσ =
1√
N
∑
i
eik·ri (2.32)
where ri is the vector pointing at the i-th ionic site. The HH is then
H =
∑
k
∑
σ
E(k)c†kσckσ (2.33)
where E(k) is the energy dispersion relation in the reciprocal space. Under this
limit it is possible to demonstrate that the magnetic susceptibility depends on
the reciprocal vector q near the Fermi surface, leading to a strong instability.
Furthermore, depending on the shape of the Fermi surface, every classical magnetic
order can be achieved [28].
Mott Limit When t→ 0 the Hamiltonian is already diagonal
H = U
∑
i
ni↑nj↓ . (2.34)
In the Mott limit, because of degeneracy, magnetism can always be present for some
values of t. In particular, in contrast to what mentioned in the band limit, when
U  t and the half filling condition is imposed on the orbital, a superexchange
Hamiltonian can be derived from a perturbation theory perspective The appearence
of antiferromagnetism is justified in the specific limit assumed and it is not the only
magnetic order that can be achieved starting from the Hubbard Model and as we
shall see in following sections (see 3.1).
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2.2.5 Crystal Field
The electronic and magnetic properties of TMOs are strongly dependent on the electronic
environment around the Transition Metal Ions. This effect is known as crystal field effect
(CFE).
As starting point we consider an isolated atom. Its electronic states can be reasonably
described by hydrogen like atomic orbitals because of the spherical symmetry and they
can be labelled through the quantum numbers l (eigenvalue of the angular momentum
operator L) and ml (eigenvalue of the angular momentum operator projected onto the z
direction Lz). Here ml = −l,−l+ 1, ..., l− 1, l [21]. As an example, the Os2+ atom with
l = 2 (d orbital) has 2l + 1 degenerate states.
While it is clear that this works for an isolated atom, ions in a crystal are not in
a spherically symmetric environment. For example, in TMOs, the Transition Metal
Ions are surrounded by neighboring oxygens with which they interact for ”building” the
chemical bonding. The presence of these ions can change the relative energies of the d
orbitals and destroy degeneracy of the ml states (see Fig 2.3 (a)).
A simple way of understanding this phenomenon is to consider the Os atom into a
sphere of radius r which is uniformly charged, the energy of the 5 degenerate states is
higher now because of the electrostatic interaction, but they are still degenerate.
When this uniform charge is splitted into 6 point charges around the atom (see
Fig. 2.3 (c)) the d orbitals of the Os interact with them differently, depending on their
symmetry. As a consequence, when the a d orbital overlaps with the point charge, the
electrostatic interaction is higher and the state splits (see Fig. 2.3 (b)). This model is
known as point charge approximation. The effect considered so far is essentially a linear
correction in perturbation theory due to bonding and antibonding, which is formally and
better described by group theory.
A remarkable consequence of the CFE concerns the magnetic ground state. In fact,
the interplay between Coulomb interaction, Pauli exclusion principle and crystal field
can lead to different magnetic ground states. From Figure 2.3 (b), if one considers the
case of an ion with 1,2,3 and 8,9,10 electrons it is easy to see that the way they occupy
the t2g and eg states in univoque. On the other hand, when 4,5,6, or 7 valence electrons
are taken into account, it is clear that two possible arrangements of the spins can happen:
High spin The high spin configuration appears when the electrostatic interaction is
stronger than the crystal field. Therefore it is more convenient for the electrons
to occupy the eg states even though they are higher in energy, leading to a net
ferromagnetic phase. This limit is also known as the weak-field case.
Low spin If the crystal field energy is larger than the Coulombic interaction (strong
field case ), electrons will first doubly occupy the low lying states leading to ferro-
magnetic (4,5 electrons) or antiferromagnetic (6 electrons) phases.
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Figure 2.3: Energy splitting of d orbitals in an octahedral environ-
ment. In (a) there is the pictorial representation of the 5 degenerate
d orbitals, while in (b) is shown the splitting due to the octahedral
environment graphycally seen in (c).
In the case of Ba2NaOsO6, if no other effects are involved, the Os d
1 electron will
reside on one of the degenerate t2g levels.
2.2.6 Spin-Orbit Coupling
Another effect that is relevant in TMOs and that cannot be ignored is the Spin-Orbit
interaction or Spin-Orbit Coupling (SOC). It is a relativistic interaction between the
spin of the electron with its orbital motion inside an atom.
On a semiclassical level it can be understood as a consequence of the influence on
the electron arising from the magnetic field generated by the ion, in the reference frame
of the electron:
B =
E × v
c2
, (2.35)
where E is the electric field due to the nucleus and v is the velocity of the electron in its
orbital state. It interacts with the spin moment of the electron leading to a term
HSO = λ S · L (2.36)
that couples its spin and orbital momentum. It is a relativistic effect since it can be
formally derived only through Lorentz transformations between reference frames and it
is intrinsically present in the Dirac’s equation, i.e. in the equation that describes the
quantum mechanical motion of relativistic particles.
The coupling constant λ in equation 2.36 has the following expression
λ =
e~2
2mec2r
dV (r)
dr
(2.37)
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Figure 2.4: Evolution of the d orbitals under CFE and SOC. The far
left and right part of the figure show the degeneracy of the d orbitals in
a free atom. Coming from left there is (first) the energy splitting due
to CFE, then (second) the further split of the t2g states under SOC and
finally (third) the splitting of the d orbitals caused only by SOC.
that can be explicitly derived for the specific case of a Coulomb field into an hydrogen
like atom leading to the potential term
1
r
dV (r)
dr
=
Ze2
4πε0r3
. (2.38)
This result, although strictly valid for a limited class of atoms, is meaningful because
it shows that the SOC increases with the atomic number i.e. it becomes stronger the
further the atom is in the periodic table. The relative strength of SOC with respect to
CFE can change significantly the physics of TMOs as we will see in the following lines.
But meanwhile it is important to analyze the consequences of the coupling S · L.
In analogy with the Heisenberg Hamiltonian found previously (see Section 2.2.3),
can be rewritten in terms of a new operator J = S + L called total angular momentum
whose eigenvalues are given by the summation rules for momenta (see Appendix B). As
an example, the d1 electron of the Os atom in Ba2NaOsO6 without CFE has spin S =
1/2 and orbital momentum L = 2 and so its total angular momentum eigenvalues will
be J = 3/2, 5/2 and the SOC energy term will be
HSO =
{
λ if J = 5/2
−λ if J = 3/2. (2.39)
The 5 fold degenerate d states are splitted in a sixplet for J = 5/2 since degeneracy is
given by (2J + 1) and a quadruplet for J = 3/2.
The last ingredient that is necessary for comprehending the effect of SOC on the mag-
netic phase derives from the coupling between spin and the fictious angular momentum
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given by the CFE. In the specific case of an ion in an octahedral environment, the CFE
leads to the two groups of degenerate states t2g and eg (see Section 2.2.5), the orbital
angular momentum of the t2g states can be described by a ”fictious” operator l with
eigenvalue l = 1 obtainable through a projection operator Pt2g , i.e.
Pt2gLPt2g = −l . (2.40)
When the spin is coupled to this operator via
HSOC = −λS · l (2.41)
it leads to a total angular momentum operator jeff whose eigenvalues are jeff = 3/2
(quadruplet) and jeff = 1/2 (doublet). Now, by looking at figure 2.4 should be clear
that several regimes can be found depending on the relative strenght of SOC and CFE:
Weak SOC, Strong SOC and very strong SOC (Not considered here).
Weak SOC : In this case this inequality holds CFE  SOC and therefore the
electronic levels are not influenced by the SOC effect. This case, however can lead to non
conventional magnetic configurations like zig-zag antiferromagnetic (Kitaev) or canted
antiferromagnetic ones [55]. This can be understood by using a model Hamiltonian
containing three terms
H = H0 +HCF +HSOC (2.42)
where H0 is a Hubbard like Hamiltonian that contains all the atomic and exchange
contributions.
When SOC is weak both the spin and angular momentum operators are good quantum
numbers allowing to project the full Hamiltonian onto a Spin Hamiltonian of the form
H =
∑
i 6=j
STi Vij Sj (2.43)
where V is a 3×3 matrix
Vij =
V11 V12 V13V21 V22 V23
V31 V32 V33
 (2.44)
and Si, Sj are the semi classical vectors referred to two interacting spins. This procedure
is based on the assumption that a spin component has a perfectly definite component, i.e.
with no uncertainty on the eigenvalues, while the others are completely undefined. For
example, if we consider Sz has the defined component, then the relative mean squared
deviation is
〈|S− Sz ẑ|2〉
〈S2〉 ≈
Const
S
, (2.45)
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and the uncertainty of the angle of the spin, on a mean field level, is O(1/
√
S) and tends
to 0 in the limit of S→∞ [41]. The mean field treatment allows to consider, in the end,
the spin as a classical vector pointing at an arbitrary direction onto a sphere of radius S.
The interacting matrix is decomposed in three terms: a isotropic part Jij, a symmetric
traceless part VS and an antysymmetric part VA, such that
H = JijSi · Sj + STi VS Sj + STi VA Sj . (2.46)
Now, since any antisymmetric (3× 3) matrix can be expressed as a vector quantity, the
antisymmetric interaction can be rewritten as
STi V
A Sj = Dij · (Si × Sj) , (2.47)
that is the Dzyaloshinskii-Moriya interaction (DMI). For the symmetric traceless part
it is reasonable to assume VSij = V
S
ii leading to the so called Single Ion Anisotropy
(SIA) term. It should be clear that the isotropic part is nothing but the Heisenberg
Hamiltonian.
This result, that we rewrite in its complete form
H =
∑
ij
JijSi · Sj +
∑
i
H(SIA) +
∑
ij
Dij · (Si × Sj) (2.48)
can be obtained also through a perturbative approach by considering both the CFE and
a weak SOC term, the latter leading to the DMI and SIA contributions [23, 61]. The
SIA describes the coupling between the spin and lattice degrees of freedom and depends
on the local symmetry of the magnetic ions, while the DMI depicts the relativistic effects.
Strong SOC In this case CF ∼ SOC or even SOC > CF . The impact of the SOC
onto the t2g states is given, pictorially in the middle inset of Figure 2.4 explicitly for the
d1 electron in Os in Ba2NaOsO6. In this case an accepted and used procedure [19, 20] is
to project the operators involved in Equation 2.42 fist onto the t2g states and then again
onto the jeff ones. As an example, being Ht2g the Hamiltonian for a specific TMO like
Ba2NaOsO6, the action of the projector operator P3/2 onto the jeff = 3/2 states will
give
P3/2Ht2gP3/2 = H̃t2g , (2.49)
restricting the Hilbert space to four low lying states, whose jzeff eigenvalues are 3/2,
1/2, - 1/2 and -3/2. Then, this new Hamiltonian contains exchange interactions that
are orbital dependent and that can lead to interactions of higher order than bipolar, like
quadrupolar or octupolar. Their expression can be derived starting from an Hubbard
like Hamiltonian or as a sum of multipolar tensor products [43, 68]. There is no univoque
consensus over the more appropriate procedure and we will follow the latter one for the
analysis of the computational results (see Section 4.4) [20].
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2.2.7 Jahn-Teller effect
In section 2.2.5 the effect of the arrangement of atoms on the magnetic ground state was
introduced, but it does not complete the description of the correlation between lattice
degrees of freedom and the magnetic ones. In fact it was observed that, in order to
minimize the energy related to the magnetic configuration, the crystal structure can
locally distort and further lower its symmetry [44]. This happens because the increase
in elastic energy is balanced or, more often, overcome by the energy saving due to the
distortion. This phenomenon is known as Jahn Teller distortion.
The result is that there is a further split of the orbitals (see Figure 2.5) that can
enhance a specific magnetic ground state. Jahn-Teller distortions are quite common in
TMOs and in double perovskites (see Section 3.1) where the octahedra tend to rotate, tilt
and distort in several ways. The focus here will be made on two specific cases that are the
two depicted in Figure 2.5, where the effect of a symmetric elongation or a compression
of the bonds along the z direction are applied to an octahedral environment.
Figure 2.5: Jahn-Teller effect on t2g states. The left inset and the righ
ones represent respectively a compression and an elongation of an octa-
hedra. The figure shows, for the two cases how the t2g states split when
such distortions occur. For sake of completeness also the energy shift of
the eg states is shown.
The Point Group changes from Oh to D4h and the t2g orbitals are splitted in a
singlet and a doublet states by a quantity δ, more specifically the dxy are shifted by an
amount δxy = +2/3 δ ( δxy = −2/3 δ) and the dxz, dyz by an amount δxz,yz = −1/3 δ
(δxz,yz = −1/3 δ) if an elongation (compression) is applied to the octahedra. The ”still”
degenerate dxz and dyz orbitals can further split if the symmetry is further lowered, i.e.
if other distortions in the xy plane occur.
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2.3 Density Functional Theory
Density Functional Theory (DFT) is, nowadays, one of the most impor-
tant methods for investigating matter and solving the many body problem
from a quantum mechanical approach. This is proven by the enormous vari-
ety of systems that can be treated via DFT, from binding energy of molecules
to the band structure of solids, from magnetic properties of materials to po-
larons on surfaces [22, 66].
This section is focused on the theoretical derivation of DFT, i.e. on the
attempts to solve the many body problem thanks to the Kohn Hoenberg theo-
rems as well as on the possible practical implementations obtainable through
the Kohn Sham equations. These will be the starting point for understanding
how DFT codes like the one used (Vienna Ab initio Simulation Package) ac-
tually allow to calulate the properties of interest of materials. The last part
will deal with the resolution of very important computational problems that
are strongly related to the materials studied: the Mott Insulator problem and
the extension of DFT for magnetic systems with SOC interaction.
On of the biggest obstacles in the theoretical study of solid state physics is to solve
the non relativistic many body problem of equation 2.4, which can be re expressed as
H = T + U +
∫
v(r)n(r)dr , (2.50)
where T, U are the kinetic energy and the Coulomb interaction between electrons, while
the third term is the contribution from the electrostatic interaction between electrons
and nuclei in the lattice. The difficulty in solving such equation arises mainly from the
Coulombic term, which couples electrons on different positions, leading to an expression
that can not be reduced to a single particle Hamiltonian.
This is because in quantum mechanics, the standard approach used to solve the
Schrödinger equation is to specify the external potential v(r), then calculate the eigen-
value problem which gives the (many body) wavefunction Ψ that will be used then for
calculating the expectation values of operators. This process is analytically prohibitive
for real solids since the number N of electrons is ∼ 1024, meaning that the wavefunction
of the many body system has 3N coordinates, if we assume that it is real and ignore the
spin. Some powerful methods has been proposed, like the diagrammatic perturbation
theory, which is based on Greens functions and Feynman diagrams which, although very
accurate, are computationally expensive for large systems. Therefore DFT, as we will
show, is a valid alternative, sometimes less accurate, but theoretically exact.
The main feature of DFT is to promote the single electron density n(r), defined as
n(r) = N
∫
dr2
∫
dr3...
∫
drNΨ
∗(r, r2, ..., rN)Ψ(r, r2, ..., rN) (2.51)
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from a simple observable to a key variable, from which all the calculations can be derived.
Furthermore the DFT approach differs from the ”classical” one and it can be summarized
in three steps. The first consists in deriving n(r) from which, in the second step, the
many body wavefunction can be obtained. Finally the knowledge of the wavefunction
implies the knowledge of the external potential and therefore af all the other variables.
This scheme represents the ideal structure of DFT, even though, as we will see, it differs
from the practical implementation.
2.3.1 Hoenberg-Kohn theorems
The cornerstones of DFT are two theorems named Hoenberg and Kohn theorems after
their discoverers, which will be introduced here without proof (that can be found in
several books [22, 27, 67]).
Theorem 1. The external potential v(r) is a functional of the electron density n(r) and
it is determined, within a trivial additive constant, by the ground state electron density
n0(r).
The first Hoenberg and Kohn theorem can be also rewritten in another form known
as strong form [34, 78] ∫
∆v(r)∆n(r) < 0 (2.52)
where ∆v(r) and ∆n(r) correspond to the change in potential and electron density
respectively. It is straightforward to see that if ∆v(r) 6= 0 is impossible to have ∆n(r) = 0
i.e. a change in the potential determines a change in the electron density.
The meaning of this theorem is, ultimately, that given a ground state density n0(r)
is possible to derive the corresponding ground state wave function Ψ0(r1, r2, ..., rN). In
fact, since v(r) is uniquely determined by the ground state density, the knowledge of it
automatically gives the knowledge of the full Hamiltonian, or, in other words, the many
body wavefunction is a functional of n(r)
Ψ0(r1, r2, ..., rN) = Ψ[n0(r)] . (2.53)
Hence, the expectation value of an operator Ô in the ground state is
〈Ô〉0 = 〈Ψ[n0(r)]|Ô|Ψ[n0(r)]〉 = O[n0(r)] (2.54)
and it is, itself, a functional of the ground state electron density.
Among all the observables, the most important is the energy, given by the expectation
value of the Hamiltonian. By inserting the Hamiltonian of equation 2.50 into the
expression above it is easy to find that
E0 = E[n0(r)] = 〈Ψ[n0(r)]|Ĥ|Ψ[n0(r)]〉 = FHK [n0(r)] +
∫
v(r)n0(r)dr , (2.55)
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where FHK [n(r)] is called the Hoenberg-Kohn functional and it represents the system-
indipendent part or universal part of the Hamiltonian. It is ”universal” since its expres-
sion does not depend on the specific system considered
FKH [n(r)] ≡ 〈Ψ[n0(r)]|T̂ + Û |Ψ[n0(r)]〉 . (2.56)
The second Hoenberg Kohn theorem pushes forward the knowledge of the ground state
energy by stating that
Theorem 2. Given an arbitrary single electron density ñ(r), such that ñ(r) ≥ 0 one can
never obtain a ground state energy below the one obtained via n0(r), or, in other words
E[n0(r)] ≤ E[ñ(r)] (2.57)
This theorem, proved by Levy and Lieb [53, 67], basically means that the ground
state energy can be obtained via variational approach by minimizing E
E0 = minΨ′〈Ψ′|Ĥ|Ψ′〉 (2.58)
and imposing the constraint on the total particle number N
δE[n]
δn(r)
= µ =
∂E
∂N
, (2.59)
where Ψ′ in equation 2.58 is an arbitrary manybody wavefunction and µ in equation
2.59 is the chemical potential.
So far the robustness of the DFT approach has been showed, but this was because
some conceptual problems were intentionally swept under the carpet til now. These are
known as the N representability problem and v representability problem.
N representability concerns the fact that, given an arbitrary function n(r), is not
necessary true that there is a corresponding N-body antisymmetric wavefunction from
which it can be derived (see eq 2.51). This problem for a single particle density was
solved and now it can be demonstrated that any non negative function can be written
in terms of an antisymmetric Ψ0(r1, r2, ..., rN) [30, 38].
The v representability regards the knowledge of v(r) from the electron density. In
fact, in principle, it can happen that for a given function n0(r) there is no corresponding
local potential v(r) and therefore no real physical system. Indeed the Hoenberg Kohn
first theorem guarantees that cannot exist more than one potential for a given electronic
ground state density, but it does not exclude that can be less than one. In general it
can be demonstrated [54, 80] that in discretized systems every density is ensemble v
representable. The v representability problem however has still no solution in the case
of continuous systems with pure states, but this still does not prevent to use it as a
computational approach to solid state physics.
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Another problem arises as soon as the information about the excited states is required.
Recalling that all the informations obtained on the physical system correspond to the
ground state properties, it could be assumed that the other extrema of the functional
E[n(r)] correspond to excited state densities as well. This is the case, but, on the other
hand not every excited state density is an extrema of the functional, i.e. those solutions
are effective excited state, but they do not cover the entire spectra [17, 63] .
2.3.2 Kohn-Sham equations
The route followed till now is correct, but impractical for calculation purposes. The
desirable way for calculating the energy functional would be to use an iterative approach
as the ones often found in cases when it is prohibitive to find an analytic solution.
This task can be achieved thanks to the Kohn Sham equations. Kohn and Sham inves-
tigated the possibility to transform the density functional theory to an N non interacting
particle problem, in a way that reminds the Hartree’s method [39].
The starting point of the Hartree’s method is to consider the electrons moving in an
effective single-particle potential vH(r) of the form
vH(r) = v(r) +
∫
n(r)
|r− r′|dr
′ . (2.60)
The electron electron interaction is therefore taken into account as an effective interaction
in the new external potential, leading to a form of the Schrödinger equation that can be
reduced to a set of single particle equations. The energy term is therefore given by
E[n(r)] =
∫
v(r)n(r)dr + T̂S[n(r)] (2.61)
where T̂S = −12∇2 is the non correlated kinetic energy term. Applying the Euler-
Lagrangian equation for this case gives [17]
δE[n(r)] =
∫
δn′(r)
[
vH(r) +
δ
δn′(r)
TS[n
′(r)]|n′(r)=n(r) − ε
]
dr = 0 (2.62)
where ε is the Lagrangian multiplier. For a system of non interacting particles the total
energy is straightforward
E =
N∑
i=1
fiεi , (2.63)
here fi is the occupation of the i-th orbital, and the electronic density is
n(r) =
N∑
i=1
fi|φi(r)|2 . (2.64)
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Kohn and Sham used this approach, but they substituted the kinetic energy term T̂S
with the universal energy potential of equation 2.56 in the form
F [n(r)] = T̂S[n(r)] +
1
2
∫
n(r)n(r′)
|r− r′| drdr
′ + Exc[n(r)] (2.65)
where the second them describes the electrostatic self repulsion of electron density and
the last term is known as exchange-correlation energy and accounts for two separate
effects:
Exchange It is an example of a more general property of indistinguishability of par-
ticles in quantum physics, which leads to correlations. It was already treated in
section 2.2.1 for magnetic interactions in TMOs, but here the focus is given on
the energetic contribution to equation 2.65. A way of approaching this topic is to
start from the Hartree approximation, where all correlations are neglected except
those required by the Pauli exclusion principle. As seen previously the instanta-
neous electron-electron repulsion is replaced with a repulsion of each electron with
an average electron charge cloud. As a consequence the energy has an exchange
term equivalent to the one found in equation 2.12, which, in turn, lowers the total
energy. The exchange term can be interpreted as the interaction of each electron
with a positive exchange hole whose density is given by
∆nx(r, σ, r
′, σ′) = −δσ,σ′
∣∣∣∣∣∑
i
Ψσi (r)Ψ
σ′
i (r
′)
∣∣∣∣∣ (2.66)
if the spin orbitals are orthonormal. The properties of the exchange hole are two:
1) ∆nx(r, σ, r
′, σ′) ≤ 0
2) The integral over r′ of ∆nx(r, σ, r
′, σ′) is exactly one missing electron per electron
at any point r.
The exchange-hole can be evaluated for simple cases like the H atom and for the
He one, while for systems with many electrons numerical calculations are required.
An exception is the homogeneous gas approximation [67].
Correlation The Hartree approximation does not consider the real electron-electron
interaction, leading to an error in the wavefunction and that has an impact on the
total energy. The energy error is called correlation energy and it is defined as
Ec = Eexact − EHF (2.67)
where EHF is the Hartree Fock energy. Another way of defining this quantity will
be given after having introduced the Kohn-Sham equations.
Dario Fiore Mosca - Master thesis 34
The Euler-Lagrange equations for interacting electrons becomes
δE[n(r)] =
∫
δn(r)
[
veff (r) +
δ
δn(r)
TS[n(r)]− ε
]
dr = 0 (2.68)
where
veff (r) = vH(r) + vxc(r) . (2.69)
This is the first Kohn-Sham equation. The exchange-correlation potential is defined
through the variational equation
vxc =
δ
δn(r)
Exc[n(r)] . (2.70)
Consequently, one can calculate the density of the interacting many body problem
in an external potential v(r) by solving the Schrödinger equations of a noninteracting
electrons that ”feel” an effective potential veff (r)
[
− 1
2
∇2 + veff (r)
]
φj(r) = εjφj(r) j = 1, 2, ..., N (2.71)
which yield to single particle orbitals φi(r) that have the property of reproducing the
density of the original system
n(r) =
N∑
i=1
fi|φi(r)|2, (2.72)
This equation is the second Kohn-Sham equation.
It is worth to underline that the eigenvalues of the Schrödinger equation 2.71 are
not the real energy eigenvalues, that are given instead by [17]
E =
∑
i
εi + Exc[n(r)]−
∫
vxc(r)n(r)dr−
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ . (2.73)
This is not the end of the story, in fact two interesting observations can be made on the
Kohn-Sham procedure.
The first regards the exchange-correlation energy: the functional Exc[n] can be ap-
proximated locally as a functional of the density, and therefore can be expressed as
Exc =
∫
n(r)εxc([n], r)dr (2.74)
where εxc([n], r) is the exchange-correlation potential energy per electron that depends
on the electronic density in some point near to r. It is clear that, the more εxc accurately
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Figure 2.6: DFT self consistent cycle. The graph shows a typical self
consistent cycle implemented in DFT programs in order to solve the
Kohn-Sham equations. Here k is the number of iterations.
reproduces the true Exc, the closer will be total energy functional to the real physical
value.
The second consideration is about the first Kohn-Sham equation 2.69: both vH and
vxc depend on n(r), but it depends on φi(r) which already is a function of veff . Therefore
the problem of solving 2.69 is a non linear problem and a self consistent cycle is necessary
(see Figure 2.6).
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2.3.3 Functionals for Exchange and Correlation
The crucial quantity in the Kohn-Sham approach is the Exchange-Correlation (XC)
energy , which can be expressed as a functional of the density. More specifically, the
Kohn-Sham equations demonstrate that a many body problem can be reduced to a
system of non interactiong particles and that, apart from the kinetic energy term and
the Hartree one, the last constituent is exactly the XC functional, or, in other words,
Exc[n] = Eexact − F [n(r)] . (2.75)
In this section the two most used approaches for describing Exc, Local Density Ap-
proximation (LDA) and the Generalized Gradient Approximation (GGA), will be brefly
described.
The LDA functional is derived from the hypothesis that many solids can be considered
close to the homogeneous gas behaviour. The XC energy is therefore given by
ELDAxc [n] =
∫
n(r)εxc(n)dr , (2.76)
where εxc is the XC energy per particle of a homogeneous electron gas of charge density
n(r).
The success of this functional is given by the fact that the expression of the exchange
part is known analytically
ELDAx [n] = −
3
4
(
3
π
)1/3 ∫
n(r)4/3dr (2.77)
and also the correlation functional is known in the high and low density limits [22], while
for intermediate correlations Quantum Monte Carlo simulations have been performed
and provided accurate solutions [18].
An improvement of the XC functional can be obtained with the GGA, where it
is assumed that the functional depends not only on the density n(r), but also on its
gradient |∇n(r)|. Several ways to introduce this term has been proposed [22] so it is
more convenient to define the functional in a generalized form as
EGGAxc [n] =
∫
n(r)εGGAxc (n(r), |∇n(r)|)dr , (2.78)
where most of the GGA functionals are constructed in the form of a correction added to
the LDA functional, like
εGGAxc [n] = ε
LDA
xc [n] + ∆εxc
[
|∇n(r)|
n4/3(r)
]
. (2.79)
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Other efforts for improving accuracy were made by introducing the Laplacian of
the density ∇2n(r). These functionals are known as Meta-GGA (MGGA). In practice,
instead of ∇2n(r), the kinetic energy density
τ(r) =
∑
i
1
2
|∇Ψi(r)|2 (2.80)
is used because it is numerically more stable.
2.3.4 The Mott Insulator problem (DFT + U)
One of the most famous failures of DFT is represented by an entire class of materials
known as Mott insulators [3, 5, 6].
These systems are characterized by a strong Coulomb repulsion between electrons
that stresses them to localize into atomic like orbitals. This phenomenon, known as
Mott localization, leads to strong correlation effects that can enhance an insulating state
even when bands are half filled [5].
All the problems traces back to the XC functional. The LDA and GGA functionals
dramatically fail to reproduce the insulating state and other basic properties related to
those materials including the equilibrium crystal structure, vibrational spectrum and so
on. This is because they are based on metallic like models that tend to delocalize the
electronic states.
In principle this problem can be solved via DFT approach by simply finding an
adequate Exc, but it is not an easy task. A method proposed to solve this problem is
to consider the Hubbard model and the HH (see Equation 2.31) as an implementation
to the usual DFT XC functionals. The Hubbard model is, in fact, capable of describing
the Mott insulating state in the limit of U  t. The idea is to describe the strongly
correlated electronic states like d or f electrons through an HH like term and the rest
of the valence electrons with standard functionals and it is usually called DFT + U
approximation.
The new functional is
EDFT+U [n] = EDFT [n] + EU [nσi ]− Edc[nσi ] , (2.81)
where Edc[nσi ] is the double counting term. It necessary since the energy contribution
of the correlated orbitals is already included in the functional and therefore a correcting
term for this double counting must be considered. Usually the Edc[nσi ] is derived as a
mean-field value of the Hubbard term, i.e.
Edc[nσi ] = UN(N − 1)/2 (2.82)
and the energy functional becomes
EDFT+U [n] = EDFT [n] +
U
2
∑
i 6=j
ninj − UN(N − 1)/2 (2.83)
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2.3.5 Spin Density Functional Theory
The DFT described so far does not include the spin contribution to the many body
wavefunction and therefore its validity is limited to non spin polarized system. Since
we are interested in magnetic materials, the inclusion of spins is mandatory especially
for systems in which SOC is significant, as extensively shown in section 2.1. This step
marks the transition from DFT to Spin Density Functional Theory (SDFT).
The starting point is the Dirac equation for a one electron system [10]:
i~
∂Ψ(r, t)
∂t
=
(
cα · p + βmc2
)
Ψ(r, t) (2.84)
where α, β are 4×4 matrices whose expression is not unique and can be written starting
from the Pauli matrices σ = (σx, σy, σz) (see Appendix B).
αi =
(
0 σi
σi 0
)
, β =
(
1 0
0 1
)
. (2.85)
The wavefunction Ψ(r, t), solution of the Dirac equation, is a four component object
called spinor
Ψ(r) =
(
Ψα(r)
Ψβ(r)
)
, (2.86)
where α and β represent the spin part of the wavefunction that can assume values + or
− (equivalently written as ↑, ↓) 1
The Dirac equation for a single electron in an electromagnetic field can be written
easily by applying the usual substitutions:
π → p− eA(r) E → E − eφ(r) (2.87)
where A(r) is the vector potential and φ(r) is the scalar potential. Equation 2.84 becomes,
for the two spinor components
i~
∂Ψα(r, t)
∂t
= cσ · πΨβ(r, t) +
(
mc2 + eφ(r)
)
Ψα(r, t) (2.88)
i~
∂Ψβ(r, t)
∂t
= cσ · πΨα(r, t)−
(
mc2 − eφ(r)
)
Ψβ(r, t) (2.89)
where is worth noticing that the vector and scalar potential are chosen with no tem-
poral dependence. This allows to write the wavefunction in the form of Ψ(r, t) =
exp(−iEt/~)Ψ(r) leading to two solutions for the time-indipendent Dirac equation
cσ · πΨβ(r, t) +
(
mc2 + eφ(r)− E
)
Ψα(r, t) = 0 (2.90)
cσ · πΨβ(r, t)−
(
E +mc2 − eφ(r)
)
Ψα(r, t) = 0 . (2.91)
1The indices α, β for the spinors are not related with the matrices introduced in equation 2.84 i.e.
they have a different meaning.
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Electrons in atomic orbitals have a ratio v/c ∼ Zα where α is the fine structure
constant and its value is ∼ 1/137. Therefore it is possible to consider the limit of small
v/c and Taylor expand the Hamiltonian terms up to order (v/c)2. The result is
HDirac =
[ 1
2me
(σ · π)(σ · π) + eφ(r)
]
− p
4
8m3c2
+
~2e
8m2c2
∇ · ∇φ(r)
− ~e
4m2c2
σ ·
[
π ×∇φ(r)
]
(2.92)
where the terms are in order the Pauli Hamiltonian, mass-velocity, Darwin and Spin-
Orbit. Before underlying the main properties of this equation it is worth to rewrite the
Pauli term by using the relation
(σ · π)(σ · π) = π2 − ~eσ · ∇ ×A(r) (2.93)
that allows to rewrite it as
HPauli =
[ π
2m
− ~e
2m
σ ·B(r) + eφ(r)
]
. (2.94)
It shows that the electron, apart from the magnetic field that is generated by its orbital
motion, it has also a ”magnetic” moment itself. It is nothing but the spin. Furthermore,
the magnetic field generated by its motion that brings to the SOC, this time is intrinsi-
cally present in the equation even in the small v/c limit. Last but not least, it is possible
to show that [H,L] 6= 0 and [H,S] 6= 0, while [H,J] = 0 as already mentioned in Section
2.2.6.
Now that the framework is known, it is possible to threat the many body problem of
interacting electrons with spin. The first step is the Hamiltonian
H =
∑
i
[ pi
2m
− µBσi ·B(ri) + eφ(r)
]
+
1
2
∑
ij
e2
|ri − rj|
. (2.95)
Within the SDFT an important operator is the 2× 2 spin density matrix nαβ(r) defined
as
nαβ(r) =
∑
i
〈Ψβ,i|r〉〈r|Ψα,i〉 . (2.96)
Its importance is related to two basic variables of SDFT: the one electron density n(r)
and the magnetization m(r) through
n(r) = Tr
[
nαβ(r)
]
=
∑
α
nαα(r) (2.97)
m(r) =
∑
α,β
nαβ(r) · σαβ . (2.98)
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In the following lines the main results of DFT will be ”translated” into the new formalism.
The Kohn-Sham density functional becomes
E[nαβ(r)] = Ts[n
αβ(r)] +
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′
+
∑
α,β
∫
V αβext (r)n
αβ(r)dr + Exc[n
αβ(r)] , (2.99)
where
Ts[n
αβ(r)] =
∑
α
∑
i
〈Ψα,i| −
1
2
∇2|Ψα,i〉 . (2.100)
As a result, the Khon Sham equations have the following expression[
− 1
2
∇2 +
∑
β
V αβeff (r)
]
φβj (r) = εjφ
α
j (r) j = 1, 2, ..., N , (2.101)
with φαj (r) that are the Khon-Sham orbitals that give the correct spin-density matrix,
i.e.
nαβ(r) =
∑
j
φβ∗j (r)φ
α
j (r) . (2.102)
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2.4 Practical implementations of DFT
This section is focused on the practical tools necessary for running a
DFT self consistent cycle efficiently in real life. It is not a complete guide
to practical ab initio electronic calculations, but the aim is to underline the
main properties and to characterize some specific implementations contained
in the Vienna Ab initio Package Simulation (VASP) through which is possible
to reduce the computational cost and enhance the efficiency. Furthermore,
since this work is focused on magnetic materials with SOC interactions.
2.4.1 Plane Waves
Crystal structures are formed by atoms arranged on tridimensional periodic pattern
known as crystal lattice. They can be easily characterized by defining the Bravais lattice
and the basis [7]. One of the most known and fundamental theorems related to the
translational invariance in condensed matter is the Bloch Theorem.
It states that the electronic wavefunctions can be written as
Ψnk = unk(r)e
1k·r (2.103)
where unk has the same periodicity of the lattice.
This allows to write all the cell periodic functions as a sum of plane waves
unk =
1√
Ω
∑
G
CGnke
iG·r Ψnr =
1√
Ω
∑
G
CGnke
i(G+k)·r (2.104)
where Ω is the volume of the primitive cell. Using plane waves is convenient for several
reasons that can be summarized in historical, practical and computational. The historical
reason is related to the fact that the pseudopotential theory [77] was initially created
for those functions and, as it will be shown, it is fundamental in the development of ab
initio DFT codes. The practical reason is related both on the fact that the Hamiltonian
can be easily written and on the band structure of many elements that can be described
in a free electron picture. Finally the computational reason regards the efficiency of the
program that is exceedingly better if one combined plane waves with the Fast Fourier
Transorm.
2.4.2 The projector augumented-wave method (PAW)
Within the DFT approach, several methods has been proposed for solving the Kohn-
Sham equations. Two of those are the linear augumented-plane wave and the pseudopo-
tential scheme, the former introduced by Andersen and first applied by Koelling and
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Arbman [4, 49] while the latter proposed by Hamann, Schluter and Chiang [35, 40]. The
pseudopotential method is going to be the starting point of this section.
The ideas behind the pseudopotential method are essentially two: the first is that the
core electrons in an atom do not play a significant role in the formation of the chemical
bonding and the second is that, in general, the main properties of a material are given by
the valence electrons in the region outside the ”core sphere”. This assumptions allows to
ignore the rapidly oscillating part of the electronic wavefunctions near the nucleus that
will be very expensive, on a computational level, to be described by plane waves. The
real wavefunction is substituted by a ”pseudized” one, i.e. by a function that respects
the true behaviour outside the core region, while it is smoothly simplified within the
same region.
Formally this can be written as
φ̃(r) =
{∑
i αiβi(r) r < rc
φ(r) r ≥ rc
(2.105)
where φ̃(r) is the pseudo wave function, with the continuity condition imposed when
r = rc (possibly also norm-conserving conditions) and φ(r) is the true wavefunction .
The construction of φ̃(r) can be made through different basis sets. The one used in
VASP is the Spherical Bessel-functions set [1].
The problem of the efficiency related to this method is now shifted to the computa-
tional cost of writing the Bessel functions and on the number of those to use in practice.
In order to speed up the calculations a slightly different approach was proposed called
Projector Augumented Wave method. It consists in chosing a local potential Vloc and
construct a projector |p〉 such that 〈p|φ̃〉 = 1. The All Electron (AE) Hamiltonian will
be then factorized into a local and non local part through this projection, leading to a
pseudo Hamiltonian
HAE =
(
− 1
2m
∇2 + Vloc + |p〉D〈p|
)
|φ̃〉 = ε|φ̃〉 (2.106)
with
D = 〈φ̃|
( 1
2m
∇2 − Vloc + ε
)
|φ̃〉 , (2.107)
being ε the eigenvalue of the Kohn-Sham equations for the AE system.
The method first introduced by Bloch [11] and improved by Kresse [51, 52] from which
the VASP code is based on is the PAW method. It consists in dividing the wavefunction
in two parts, the core region is threated in the frozen core approximation, while the AE
wavefunction is obtained from the pseudized functions through a transformation:
|Ψn〉 = |Ψ̃n〉+
∑
lmε
(|φlmε〉 − |φ̃lmε〉)〈plmε|Ψ̃n〉 (2.108)
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(a) (b)
Figure 2.7: Ecutoff and k-mesh test for Ba2NaOsO6. In (a) there is the
Energy per f.u. as a function of the Ecutoff parameter. In (b) there is
the energy per f.u. as a function of the k-mesh, the number on the x
axis represent the number of k points in each direction (k × k × k).
where l,m are indices for the angular and magnetic quantum numbers and ε is referred
to a reference energy. The meaning of such procedure is basically to construct the AE
wavefunction by taking the pseudo AE part (|Ψ̃n〉) and, after having subtracted from it
the psudo on-site terms (atomic terms
∑ |φ̃lmε〉clmε, substitute them with the AE on site
functions
∑ |φlmε〉clmε.
These steps lead to a core radius that is smaller, that means a larger basis set of
wavefunctions to be used. PAW method is therefore computationally more demanding
than the simple pseudopotential one, but it gives better results and allows to describe
reasonably the nodes in the core region.
In practice the basis set of plane waves is chosen in order to have completeness, low
time consuming iterations and good convergence. As a consequence not every plane wave
is used, but only the ones who satisfy the condition
~2
2me
|G + k|2 < Ecutoff . (2.109)
The Ecutoff limit is one of the parameters that must be tested and tuned before
running a calculation since it contributes to reach a certain convergence. This is easy
to see from Figure 2.7 (a), where the energy as a function of Ecutoff is plotted for
Ba2NaOsO6, the energy converges to∼ 0.1 meV for values of Ecutoff ≥ 500 eV. Therefore,
for subsequent calculations, the parameter was set to Ecutoff = 600 eV.
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2.4.3 Sampling the Brillouin Zone
The evaluation of many quantities like energy and density requires the integration over
the Brilloin Zone (BZ), i.e. over the the Wigner Size cell in the reciprocal space.
The integration of quantities like the energy or the charge density, on a computational
level, is done through numerical evaluation of the integrand on a finite set of point
called grid or mesh and through weighted sums on those points in order to obtain an
approximation of the integral. A good choice of the integration points and weights is
therefore essential when a certain accuracy is required. In this section we will discuss in
particular the choice of the set of points necessary for evaluating correctly the properties
of meterials. In fact, different accuracy is required for different materials, depending on
several factors like the type of electronic state, the symmetry and the computational
cost.
Before discussing, more specifically, about the integration mesh necessary for insula-
tors and metals, and on how those grids are practically ’build’ in VASP, it is mandatory
to describe the role of the special points. The Special points are points in the recipro-
cal space that have special properties of symmetry and that can be used to reduce the
integration grid. Integrals in insulator have the form
f̄i =
1
Nk
∑
k
fi(k) (2.110)
with the integrand that is a function of the eigenfunctions ψi,k and eigenvalues and is
periodic in the reciprocal space. Special points are chosen in order to calculate efficiently
those sums.
When it comes to calculate the energy or other quantities, insulators are since they
have filled bands that can be integrated by chosing only few good points such as the
special ones. Fot metals the situation is different, in fact the integration for the bands
near the Fermi level must be very accurate in order to not lose important informations
[7].
Practically, the choice is based on two facts, the first is that there is always a ”mean
value” point where the integrand equals the integral as demonstrated in the First mean
value theorem for definite integrals. The second is that one can use the crystal point
symmetry to reduce the BZ to an Irreducible Brillouin Zone (IBZ) which is the smallest
fraction of the BZ that is sufficient to determine all the informations about the crystal
itself.
The method used in VASP is the Monkhorst and Pack [60] because it gives an uniform
set of points determined by a simple formula valid for any crystal structure
kn1,n2,n3 =
3∑
i
2ni −Ni − 1
2Ni
bi (2.111)
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where bi are the primitive vectors of the reciprocal lattice and ni = 1, 2, ..., Ni.
The VASP k mesh can be constructed in two ways, it can be centered on the Γ point
or shifted arbitrarily. The first choice is always recommended because a Γ centered mesh
is almost always more symmetric and computationally less demanding.
The convergence over the k-mesh is a preliminary calculation that allows to un-
derstand which set of points can give accurate results. This calculation was done for
Ba2NaOsO6 for example and it is graphically shown in Figure 2.7 (b), where the energy
is given as a function of the k mesh (k meaning k × k × k).
It is clear that the energy converges to ∼ 0.1 meV for the unit cell used when a grid
of 6× 6× 6 or grater is used.
2.4.4 Collinear vs Non Collinear systems
Magnetic materials that can be modelled with spins having all the same direction are
called collinear. When this is not true then it is an example of a non collinear system.
The main property of the first class of materials is that, from a theoretical point of view,
their Hamiltonian can always be diagonalized through a common rotation of all the spins
in the spinor basis. The latter case, on the other hand, is a consequence of the SOC,
whose effect is to link the spin degrees of freedom to the crystalline ones.
When non collinear magnetic phases are considered and the total energies of the
magnetic phases differ in the meV scale, then it should be mandatory to use the SOC
contribution and also reduce the symmetry for the calculation purposes, since the cou-
pling between spin and lattice can lower the symmetry of the wavefunctions. Magnetic
materials can however show non conventional non collinear configurations usually driven
by SOC [55]. In this case it is usefull to constrain the direction of the magnetic moments
in order to probe the dependence of the energy on the canting angles. This can be done
in VASP by applying a penalty energy contribution to the total energy E0 in the form
Epe =
∑
I
λ
[
MI − M̂0I(M̂0I ·MI)
]
, (2.112)
where I runs over all atomic sites, M̂0I is the direction of the magnetic moments as
imposed in the compiled files and MI is the integrated magnetic moment for each ion,
i.e.
MI =
∫
ΩI
m(r)FI(|r|)dr , (2.113)
where FI is a function that goes smoothly to zero as it approaches the boundaries of ΩI ,
which is a sphere of radius RI .
The relevant parameters are RI and λ in equation 2.112. The former allows a correct
integration of the magnetic moments as it defines the radius of the integration sphere
if the atoms are considered as hard spheres. It is, consequently, important to define it
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correctly in order to have the largest volume for a given atom witout letting its sphere
overlap with the neighboring ones. The choice made for the subsequent calculations was
always to set such parameter at the value of the ionic Wigner-Seitz radius.
The λ parameter, instead, controls the strength of the penalty energy and how much
the direction of the magnetic moments is constrained. Its value must be carefully tuned,
because, if the penalty energy is too high, it prejudices the accuracy of the results. For
the case of Ba2NaOsO6 and Ba2CaOsO6 its value was always lower that 10
−7 eV for λ
= 10, leading to a ”trustful” energy up to 10−6 eV.
Chapter 3
Double perovskites Ba2NaOsO6 and
Ba2CaOsO6
In this chapter the properties of Ba2NaOsO6 (BNOO from now on) and
Ba2CaOsO6 (BCOO from now on) will be discussed.
These are transition metal oxides with a double perovskite structure and
rock-salt ordering of B cations [26, 79] and therefore they provide the chance
for investigating unconventional electronic interactions and magnetic orders.
The general chemical composition of a double perovskite is A2BB
′O6, where
A is a large cation while B and B’ are typically smaller cations. These
double perovskites can show geometric magnetic frustration only when B is a
diamagnetic ion and B’ is magnetic ion, as these sites are crystallographically
distinct and each forms a face-centered cubic sublattice.
The interest regarding these specific double perovskites is not limited to
magnetic frustration, since, among the strongly spin-orbit coupled materi-
als, these osmates with 5d1 and 5d2 electronic configuration, respectively, are
also very intriguing for investigating the interplay between SOC, electronic
correlation and highly anisotropic interactions that are believed to bring to
magnetic ground states driven by quadrupole quadrupole exchange interac-
tions.
More specifically, BNOO is believed to show a canted antiferromagnetic
state and local symmetry breaking, while for BCOO experimental studies
have shown the presence of an antiferromagnetic phase but, at the state of
the art, the specific antiferromagnetic configuration is still unknown.
47
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(a) (b)
Figure 3.1: Crystallographic structure of BNOO and BCOO. (a) Dou-
ble perovskite structure of BNOO, where the yellow octahedra and the
purple one are centred on Na and Os sites respectively. (b) Double per-
ovskite structure of BCOO, where the blue octahedra and the purple
one are centred on Ca and Os sites respectively.
3.1 Physical properties of BNOO
The crystal structure of BNOO is face-centered-cubic (fcc) with space point group Fm3̄m
and lattice constant a = 8.2870(3) Å, as measured at room temperature [76] and shown
in Figure 3.1 (a).
The position of each atom, according to the crystal point symmetry, is listed in Table
3.1 in direct coordinates.
Atom x y z
Ba(1) 1/4 1/4 1/4
Na(1) 1/2 1/2 1/2
Os(1) 0 0 0
O(1) 0.2256(6) 0 0
Table 3.1: Crystallographic positions of atoms in BNOO as obtained via X-ray powder diffraction at
room temperature[ [76].
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The measurement of the crystal structure, via X-ray powder diffraction, even at lower
temperatures, revealed no structural change [76], but local point symmetry distortions
were observed via NMR measurements [57] and will be discussed in more detail in
Section 3.1.2.
Furthermore BNOO has attracted interest because it is a rare example of a heptava-
lent Osmium compound with several unique properties. First of all, since the formal
valence of the Os atom is 7+, it corresponds to electronic configuration 5d1 so it should
be a metal. However both DC resistivity and infrared reflectivity measurements revealed
that it is indeed an insulator [26], and from subsequent tight binding analysis it was
possible to estimate both the hopping matrix element that couples adjacent octahedra t
and the Hubbard U associated with moving an electron from the OsO6 octahedra to its
neighbor one. The respective values are t ∼ 0.05 eV and U ∼ 3.3 eV [26]. Since U  t
it was believed to be a Mott insulator. It turned out, from ab initio calculations, that it
is instead a Relativistic-Mott insulator [83].
Relativistic-Mott insulators, more commonly named Dirac-Mott insulators, are ma-
terials in which the metal insulator transition is driven by the combination of SOC and
strong correlation effects. The first reported case is Sr2IrO4, where several works have
underlined the importance of the Jeff splitting, together with the Mott mechanism in
the formation of the band gap [8, 47].
Concerning BNOO, Whangbo et al. showed that only by using SOC and on site
Coulomb interaction with U = 2.85 eV they could open a gap of ∼ 0.3 eV along [001]
[110] [111] directions proving that it is indeed a Dirac-Mott insulator [83]. But, in their
work, they only apply collinear magnetic calculations. We will show in this thesis that
we confirm the Dirac-Mott nature of BNOO, but we will further investigate the role of
SOC both on the electronic structure and on its magnetic one by using non collinear
magnetic and relativistic calculations.
3.1.1 Magnetic properties
Simpler osmium oxides are typically paramagnetic because of the large extent of 5d
orbitals, as it is the case of OsO2 or other simple perovskites like SrOsO3 and BaOsO3
[33, 46, 71].
More complex structures however exhibit a local moment behaviour, including double
and triple perovskites La2NaOsO6, Ba2AOsO6 (A = Li, Na) [75, 76]. From NMR
and µSR measurements [57, 74] was observed that BNOO is a ferromagnet with small
magnetic moment of ∼ 0.2µB at zero field, with order appearing at TC = 6.8K as derived
from temperature dependence of magnetization and from heat capacity measurements.
By fitting the susceptibility curve with a Curie-Weiss law
χ =
C
T −ΘCW
+ χ0 (3.1)
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was found a negative Curie-Weiss temperature ΘCW = −10,−10 and −30 K along
[100], [111] , [110] with effective magnetic moments µeff = 0.602, 0.596 and 0.647 µB
respectively [26].
This result is an evidence of an antiferromagnetic coupling, which however was not
observed experimentally. It is also worth noticing that the isostructural, isovalent and
Mott insulating Ba2LiOsO6 (BLOO) orders antiferromagnetically, in spite of a very
similar Curie-Weiss susceptibility [74] and similar volume. Finally, as pointed out in
several papers [29, 83], the [110] direction is found to be the easy axis, in contrast with the
Landau theory of ferromagnetism, that predicts easy axis parallel to the [100] direction.
Figure 3.2: Mean field phase diagram for BNOO in cubic symme-
try at T=0. Two phases are suggested: AFM denotes a conventional
antiferromagnetic ground state while FM110 denotes a two sublattice
canted antiferromagnetic state with easy axis oriented along [110] direc-
tion. The J’ and V represent the antiferromagnetic and the quadrupolar
exchange couplings in the Hubbard model picture. They are rescaled
with respect to the ferromagnetic exchange coupling J, which is set J =
1.
However, when taking into account the strong SOC effect, together with a quadrupo-
lar interaction, in turns out that other unconventional magnetic states are possible, as
proposed by Chen et. al. [20]. The phase diagram extracted from their mean field
analysis is plotteed in Figure 3.2. It shows two possible magnetic configurations: AFM
and FM. The first is a collinear AFM state i.e. with magnetic wavefunctions perfectly
orientated along the same crystallographic axis, but pointing in opposite drections. The
latter is a non-collinear canted FM state and it will be discussed in more detail in the
next Section. The transition between the two can be achieved depending on the relative
strenght of three paramenters: J, J’ and V. J is the ferromagnetic exchange coupling con-
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stant, J’ is the antiferromagnetic one and V is the quadrupolar potential contribution.
In the plot they are rescaled such that J = 1.
3.1.2 Local symmetry breaking and canted ferromagnetism
The issues regarding BNOO are not limited to its electronic and magnetic properties,
but they are extended to its local structure as well. In fact, so far, the local symmetry
of the NaO6 octahedra has not been considered and it is known that, several distortions
can appear [8, 55]. The first experimental studies were done by using X-ray powder
diffraction which is not capable of investigating the local configuration of the O atoms
since they have a very low scattering power.
A turning point, was the study of L. Lu et al. [57], that revealed, via NMR mea-
surements, the presence of a local point group symmetry breaking that slightly precedes
the magnetic phase transition (see Figure 3.3 (a) ) whose proof is given by the shift of
the transition temperature with increasing intensity of the applied magnetic field.
In Figure 3.3 (b) there is the experimental evidence of the phase transition given by
the splitting of the 23Na spectral lines in triplets when a field of 9 T is applied along the
[001] crystalline axis.
The origin of these splitting is due to two effects: magnetism and electric field gradient
(EFG). The first is responsible for the two groups denoted as I, II in Figure 3.3 (b) and
is indicative of a different magnetic field felt by the Na atoms.
The experimental analysis is consistent with a canted ferromagnetic state with two
sublattices. These sublattices are the xy parallel planes along the [001] direction, and,
from the definition of sublattice itself, they are the planes where all the spins have the
same alignment. Between spins on parallel planes the canting angle (defined in Figure
3.4 (b)) is φ ≈ 67o and it gives a net and low ferromagnetic moment (µ ≈ 0.6µB) along
the [110] direction in agreement with previous studies. A graphical representation of the
magnetic state can be found in Figure 3.4 (a).
The EFG is instead responsible for the splitting in triplets of the I and II peaks, whose
width are labelled as δq in Figure 3.3 (b) and originates from quadrupole interaction
that brings to a change in the local charge distribution, or in other words, to a break
of the local point symmetry. In the field of NMR, the quadrupole effect is an effect
observed when there is an interaction between the nonspherical charge distribution and
an electrostatic field external to the nucleus, and its strength is related to the product
of the nuclear quadrupole moments and the magnitude of the EFG. In nuclei with spin
I > 1/2 the quadrupole moment is nonzero, while the EFG is nonvanishing only if the
local symmetry is lower than cubic. Therefore such splitting is a clear evidence of a
symmetry breaking from cubic to lower ones.
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(a)
(b)
Figure 3.3: Sketch of the phase diagram of BNOO from NMR mea-
surements. The circles are the Tc transition temperatures from para-
magnetic to canted antiferromagnetic state from NMR. The diamonds
are the Tc transition temperatures from paramagnetic to canted antifer-
romagnetic state from thermodynamic measurements.
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(a)
(b)
Figure 3.4: Canting angles between spins in the two sublattice mag-
netic order of BNOO. (a) Graphical description of the magnetic order
in BNOO, (b) Reference frame used ofr describing the canting angles φ
[57].
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In another paper [56] W.Liu et al. investigated via computed models the EFG in
the point charge approximation and estimated which kind of distortion of the Na-O
octahedra could bring to the δq splitting observed experimentally.
The possible distortions that agree with the experimental results are:
• Identical compression of all the Na octahedra, with O atoms that can move inde-
pendently, but symmetrically about the central Na site as in Figure 3.5 (a). This
model will be addressed as model A from now on.
A notation for the bonds is necessary to be introduced. When talking about any
bond α, the letters a, b, c will mean the α bond along x, y, z respectively, as in the
reference frame of Figure 3.5 (b). Therefore also the (x y) plane is equivalent to
the (a b) plane and so on.
(a) (b)
Figure 3.5: Suggested distortions of the Na octahedra in BNOO. (a)
Model A: Identical compression (or expansion) of the Na-O octahedra
with respect to the principal axis. (b) Model E: Identical rotational
distortion in the (x,y) plane and tilting in the (x,z) plane.
The relative compressions of the a, b, c, Na-O bondlengths from the experimental
value of 2.274 Å for model A are
δa δb δc
-0.65 % -0.25 % -0.1 %
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• Identical expansion of all the Na octahedra, with O atoms that can move indepen-
dently, but symmetrically about the central Na site as in Figure 3.5 (a), but with
reverted arrows. This is still in the model A group.
The relative expansions of the a, b, c Na-O bondlengths from the experimental value
of 2.274 Å are
δa δb δc
+ 0.55 % + 0.1 % + 0.2 %
• Identical rotational distortion of all the Na octahedra in the (a,b) plane together
with a tilt distortion in the (a,c) plane, with distortion angles θ and φ as in Figure
3.5 (b). This model will be addressed ad model E.
The suggested values are θ = 8.7o and φ = 12o.
It is important to underline that local symmetry, in SOC materials, is intrinsically
related to the magnetic properties as well since the effect of the relativistic interaction
is to couple the spin degrees of freedom with the lattice ones.
3.2 Physical properties of BCOO
The crystal structure of the double perovkite BCOO is face-centered-cubic (fcc) with
space point group Fm3̄m and lattice constant a = 8.3619(6) Å at room temperature
(a = 8.3462(7) Å at 3.5 K) [84].
The position of each atom, according to the crystal point symmetry, is listed in Table
3.2 [84] in direct coordinates.
Atom x y z
Ba(1) 1/4 1/4 1/4
Ca(1) 1/2 1/2 1/2
Os(1) 0 0 0
O(1) 0.2294(23) 0 0
[0.22911(16)]
Table 3.2: Crystallographic positions of atoms in BCOO as obtained via X-ray powder diffraction at
280 K, together with the refinements obtained from neutrons only at 3.5 K, reported in square
brackets [84].
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(a) (b)
Figure 3.6: Magnetic phase diagrams of BCOO [19]. (a) Magnetic phase
diagram at T = 0 K. (b) Phase diagram at T > 0 K.
3.2.1 Magnetic properties
The d.c. susceptibility measurements [84] highlighted a Curie Weiss behaviour for
T > 100 K and a long range magnetic order for T < TC = 50 K, consistent also with
muon spin rotation and heat capacity measurements [79]. The Curie Weiss temperature
is found to be ΘCW = −156.2(3) K.
Since the oxidation state of Os in BCOO is Os+6, one would expect a spin only value
of the 5d2 orbital S = 1, but the estimated ordered moment is around 0.2µB. This low
magnetic moment implies a strong influence of SOC, as in BNOO.
From a teoretical point of view, a recent study [19] proposed a phase diagram(see
Figure 3.6 (a)) at T = 0 K with seven potential ground states. The possible suggested
ground states can be grouped in three categories: antiferromagnetic, ferromagnetic and
quadrupolar.
Among the ferromagnetic states, the FM110 is a two sublattice ferromagnetic order
as already seen for BNOO, as well as the intermediate ”*”, while FM111 is a pure
ferromagnetic state. Among the antiferromagnetic states, ∆ and ∆̄ are a more complex
4 sublattices antiferromagnetic orders, not well understood yet, while the AFM100 is a
simple antiferromagnetic orientation. Finally. the quadrupolar state is found to break
the time reversal symmetry with a two sublattice structure and spin nematic phase.
The antiferromagnetic order found experimentally seems to restricts to three AFM
states the possible magnetic order, but one can make light by considering the phase
transition to those states from the T = 0 to the T > 0 phase diagram of Figure 3.6
(b) where all the previous magnetic states are labelled via letters. Muon spin rotation
experiment, in fact, showed a continous phase transition, which, depending of the regions
I, II, III is adressed to different magnetic states [79].
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More precisely the continuous transitions in region I is from the paramagnetic to
the four sublattice ∆̄ phase. In region II, at mean field level, the transition from the
paramagnetic to the quadrupolar phase is continuous as well as the transitions from the
quadrupolar to low temperature phases like FM110 and ∆. Finally in region III the
transition from paramagnetic to FM111 and from the latter to FM110 and ∗ are all
continuous. All the others are of the first order.
Should be clear that the properties of BCOO are not yet well understood, as demon-
strated, for example, from the fact that no studies are available on the local point sym-
metry. It is also not clear the strength and role of the Hubbard U as well as of SOC, all
”ingredients” that make this material a forefront in research.
Chapter 4
Results
This chapter is focused on the results obtained via ab initio calculations
for BNOO and BCOO. The procedure used for calculations is outlined step
by step as well as the theoretical derivations.
What we find is that BNOO has a structure that is locally distorted in his
ground state, in accordance with Model A (see Section 3.1). The distortion
is driven by SOC since it can be observed only by including the relativistic
interaction in the DFT + U scheme. We also agree with the Dirac-Mott
description of the material since we show that the band gap can be opened
only by including SOC. Furthermore, we find that the canting angle observed
experimentally competes with another stronger ”ferromagnetic” one and that
such competition is strongly dependent on the electron correlation as well as
on local distortions. For values of U - J sufficiently large, the total energy
has a global minima in correspondence of the experimental canting angle. Its
overcome, with respect to the other minimum, can be addressed interactions
of higher order than dipolar, especially to octupolar ones. This result is
obtained by mapping the total energies onto a Pseudospin Hamiltonian in a
fashion similar to the mean field Spin Hamiltonian, that can be written as
a sum of multipolar tensor products. Concerning BCOO, we find that it is
also a Dirac-Mott insulator with local symmetry breaking analogous to the
Model A used for describing BNOO. Its magnetic ground state turns out to
be a two sublattice collinear antiferromagnetic state with magnetic moments
aligned along the [110] direction.
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4.1 Distortions in BNOO
The first step that is necessary for characterizing the material is to understand the role
of the local point symmetry, as described in Section 3.1.2, so we focused our attention
on the two models A and E.
The unitary cell used for calculations is a cell of a/
√
2×a/
√
2×a (5.85979×5.85979×
8.287 Å3), together with a k mesh of 6 × 6 × 6 and an energy cutoff Ecutoff = 600 eV
with high accuracy of ∼ 10−8 eV. This setup was used for all the calculations regarding
BNOO.
In order to fully understand the origin of the distortions, several approaches were
used with fixed experimental lattice constant and fixed positions of Na, Ba, Os atoms,
while the oxygens were allowed to relax freely to the optimal position depending on the
specific task. A quasi-Newton (or variable metric) algorithm was used to relax the ions
into their instantaneous groundstate through the use of forces and stress tensor that
allow to find the directions along which there is the equilibrium position. 1
The calculations done were:
Relaxation with LDA : In this case all the O atoms were allowed to relax to their
optimal configuration, but no magnetic moments were initialized and the material
was therefore considered as paramagnetic. This surely brought to a bias in the
characterization since is known that the Mott insulating state appears from the
contribution of on site Coulomb interaction and, in fact, in this case, BNOO is a
metal. The importance of this method consists in probing if the distortions can be
driven simply by electrostatic interactions, or from the magnetic ones.
No symmetry breaking was observed.
Complete relaxation with LDA + U : Also in this case all the O atoms were re-
laxed, but an LDA + U approach was used. The chosen value of Ueff = U −J was
3.0 eV and also magnetism was included with magnetic moments that could freely
relax to their ground state orientation.
No symmetry breaking was observed.
Relaxation with LDA + U + SOC : In this case we implemented the input files by
including the SOC effect . The chosen value of Ueff = U − J was 3.0 eV and also
magnetism was included with magnetic moments constrained along the suggested
experimental direction (see Figure 3.4 (b)).
We find in this case a local symmetry breaking, with the a, b, c Na-O bonds having
different lengths (see Table 4.1), but keeping the symmetry with respect to the Na
atom. This local point symmetry is consistent with Model A with compression.
1The flags used in VASP can be found in Appendix B under the note: Relaxation
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δa δb δc
-1.6 % -0.9 % -1.0 %
Table 4.1: Bondlenght distortions of BNOO (1) The δa, δb, δc are the relative distortions of the
a, b, c bonds compared to the experimental value of 2.274 Å.
Constrained relaxation of model A with LDA + U + SOC : The approach used
in this case was the same of the previous point, but a more precise strategy for
probing uniform compressions and distortions was obtained by fixing the length of
the Na-O c bond and allowing the other oxygens in the (a, b) plane to relax freely.
The c bondlength was then changed in steps of 0.01 Å from c = 2.14 Å to c = 2.40
Å and then in steps of 0.001 Å near the minima.
Figure 4.1: Energy dependence of BNOO on Na-O c bondlength.
In the inset there is a graphical representation of the steps made for
this ionic relaxation. The shaded brown spheres are the fixed oxygen
atoms, while the red shares are the free oxygens. Every shade of brown
is referred to a separate calculation.
The induced local symmetry breaking shows only one minima with the bonds in
the (a, b) plane that agree with the symmetry proposed in model A. The minima is
found at c = 2.250 Å and reveals a tendency of the Na octahedra to compress (see
Figure 4.1 and Table 4.2). With this method it was possible also to investigate
the dependence of the other bondlengths from the c one (see Appendix C).
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δa δb δc
-1.6 % -0.9 % -1.0 %
Table 4.2: Bondlenghts distortions of BNOO (2) The δa, δb, δc are the relative distortions of the
a, b, c bonds compared to the experimental value of 2.274 Å.
Constrained relaxation of model E with LDA + U + SOC : The method used
in this case is the same as the previous one, but a more precise strategy for probing
rotational distortion together with the tilting angle, i.e. Model E, was obtained by
fixing the positions of the O atoms in slightly tilted configurations (see Figure 4.2),
while allowing the other oxygens to move. The tilting angle θ was then changed
manually in steps of 3o from θ = 3o to θ = 15o. The Na-O c bondlength was set as
the experimental one.
Figure 4.2: Energy dependence of BNOO on θ tilting angle. In the
inset there is a graphical representation of the steps made for this ionic
relaxation. The shaded blue spheres are the fixed oxygen atoms, while
the red shares are the free oxygens. Every shade of blue is referred to a
separate calculation.
The induced local symmetry breaking leads to a different structure, with the Na
octahedra that are rigidly tilted with the constrained values of θ and φ = 0. This
is exactly like the model F in [56] and does not coincide with the expected model.
Furthermore, the energy decreases quadratically (in absolute value) as the angle
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increases (see Figure 4.2) and its minimum is in correspondence of θ = 0o, which
is exactly the undistorted structure with experimental c bondlength.
4.2 Bandstructure, DOS and effective U for BNOO
The bandstructure and the Density of States (DOS) were calculated within the LDA,
LDA + U and the fully relativistic LDA + U + SOC method with canted magnetic
moments. The investigation of the differences between such approaches is important for
discerning the origin of the insulating state of BNOO.
What we find is that in both LDA and LDA + U calculations BNOO is a metal (see
Figure 4.4 (a), (b)), even though the influence of U is evident from the fact that it almost
splits the bands in correspondence of the Fermi energy2. Only when SOC is included,
BNOO becomes insulator, with an energy gap of ∼ 0.5 eV when U - J = Ueff = 3.4 eV
(see Figure 4.5 (a)). This proofs the Dirac Mott insulating nature of BNOO, i.e. the
strong importance of SOC for the metal insulator transition typical of Mott materials.
The metal-insulator transition was investigated from first principles by tuning the Ueff
parameter in the input file in the range of [0, 3.4] eV within the LDA + U + SOC scheme
with constrained magnetic moments and by measuring the energy gap for each value.
The result is the phase diagram of Figure 4.3 where is shown (in green) the region where
BNOO is a metal, i.e. when Ueff is too low for localizing the Os electronic wavefunctions
in a way that the insulating state can be reached. The gap begins to open when Ueff ∼
1.5 eV and its value increases linearly as can be seen from the fit.
The on site Hubbard U, or, more precisely, the U-J value, will be very significant also
for stabilizing a certain magnetic configuration; therefore it was further studied with
a method implemented in VASP that is based on the Random Phase Approximation
and is called constrained Random Phase Approximation (cRPA) [36, 37]. The cRPA
calculation allows to do a Wannier projection of some selected bands in order to calculate
the polarizability and, in the end, the Hubbard U for those selected bands. Attention
must be paid on the fact that this type of calculation is done within the LDA approach,
i.e. when the system is metallic. The selected bands are the blue ones of Figure 4.4
(a), i.e. the t2g ones. The result obtained is Ueff ≈ 2.8 eV. This result is, however,
in contrast with our subsequent calculations and estimations of the Ueff parameter and
this is addressed mainly to the strong hybridization of the osmium d bands with the
oxygen p ones (see Figure C.2 in Appendix C) which is strong enough to prevent from
a correct Wannerization of the t2g states. This problem could be solved by considering,
in the Wannier projection, also the low lying states but it is a very demanding task and
further studies are needed.
2The plots of the DOS are in Appendix C.
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(a)
Figure 4.3: Dependence of the energy gap from U (BNOO). The
metal-insulator phase diagram of BNOO is shown as studied from first
principles calculations. The green part shows the metallic state and the
purple line is the curve obtained with a linear fit.
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Figure 4.4: Bandstructure of BNOO with LDA and LDA + U. (a)
Bandstructure of BNOO obtained within the LDA scheme. (b) Band-
structure of BNOO obtained with the LDA + U scheme with Ueff =
3.4 eV.
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Figure 4.5: Bandstructure of BNOO with LDA + U + SOC. (a) Band-
structure of BNOO calculated within the LDA + U + SOC approach
with Ueff = 3.4 eV. (b) Zoom of the bands near the Fermi energy.
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4.3 Magnetic ground state of BNOO
The calculations of the magnetic ground state were computationally very demanding.
The unit cell used was the same as before, but with bondlengths optimized with the
VASP relaxation scheme.
The sequence that will be used for presenting the results follows the theoretical pro-
cedure used. It has the advantage of allowing the storyline to cover more problems
together with their solutions. As first step, the nearest neighbour exchange coupling was
calculated. This was done because the simplest model Hamiltonian that can be used for
magnetic materials is a Heisenberg like Hamiltonian. Very often such model is sufficient
for the estimation of magnetic interactions and is enough for a complete description of
magnetic materials.
The exchange coupling constant for nearest neighbour could be derived by single
calculations with different magnetic configurations. The configurations chosen were an
AFM 110 and FM 110 with differences in energies in Table 4.3.
Energy per f.u. (eV)
FM - 63.23656
AFM - 63.23581
Table 4.3: Energy of FM 110 and AFM 110 configurations for BNOO
By writing a simple Heisenberg Hamiltonian:
H = E0 + J
∑
〈ij〉
Si · Sj (4.1)
for the two configurations, the respective energies in terms of the constants E0 and J
are:
EAFM = E0 − 4JS2 (4.2)
EFM = E0 + 12JS
2 (4.3)
from which JS2 = (EFM − EAFM)/16 ∼ 0.5 meV.
But the suggested magnetic ground state is a canted antiferromagnetic phase. In
order to investigate such configuration, we did an LDA + U + SOC calculation with
Ueff = 3.0 eV and with constrained magnetic moments which were constrained along
different directions in a sequence of calculations. More specifically, we started from a FM
110 configuration (φ = 0 in Figure 3.4 (b)) and then we slightly changed the canting
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angle in steps of 2.5o ending in the AFM 110 phase. This can be done in VASP by using
flags like I CONSTRAINED M, RWIGS and LAMBDA (see Appendix A), the last one
being the λ parameter already described in Section 2.4.4. The calculation was set with
a very high precision of 10−8 eV.
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Figure 4.6: Energy as a function of φ for BNOO. The circle points
represent the computational values of the energy as calculated with the
LDA + U + SOC approach with Ueff = 3.0 eV. The grey dotted line
identifies the minimum at 17.5o, while the purple dotted one identifies
the minimum at 59o.
The result is the curve in Figure 4.6. It shows the appearance of two minima. The
first is at φ = φ1 ∼ 17.5o and is a global minimum, while the second is at φ = φ2 ∼
59o. From the integration over the Wigner Size radius of the Osmium atom, the total
magnetization could be evaluated together with the magnetic moment of the Osmium
atom (see Table 4.4). It is worth noticing that the global minimum is not compatible
with the experimental one, and it leads to a canted ferromagnetic phase, i.e. to a system
that is strongly ferromagnetic. Regarding this topic the nomenclature in literature is not
univoque, so we will refer to a canted antiferromagnetic phase if the angle φ is grater
than 45o, i.e. when the system is more antiferromagnetic and we will use the term canted
ferromagnetic if φ is lower than 45o.
The result obtained already vanishes the idea of using an Heisenberg Hamiltonian for
modelling the magnetic ground state since it cannot account for non collinear systems.
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Minima Magnetization [110] Os mag mom
φ1 ∼ 0.95 µB ∼ 0.8 µB
φ2 ∼ 0.35 µB ∼ 0.7 µB
Table 4.4: Magnetization and Os magnetic moment in BNOO with Ueff = 3.0 eV
A Spin Hamiltonian approach was tried and will be discussed in more detail in the
following Section, but it also fails to reproduce correctly the results. The origin of the
canted magnetic system can be found only in higher order interactions of four and six
spins, which can be modelled through a multipolar Hamiltonian (see Section 2.2.6).
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Figure 4.7: Energy as a function of φ with distortions for BNOO.
The circle points represent the computational values of the energy as
calculated with the LDA + U + SOC approach withUeff = 3.0 eV.
The three curves are for distortions of the c bondlength δc = 0,±0.4%
and the energies are arbitrarily shifted in order to have the 0 of the
energy in correspondence of the global minimum. The grey dotted line
identifies the minimum at 17.5o, while the purple dotted one identifies
the minimum at 61o.
A natural question that one can ask regarding BNOO is if the local point symmetry
can play a role in the formation of the canted ferromagnetism. The answer could be
found by repeating the calculation of the energy curve as a function of the canting angle
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for two different structures with slightly larger and lower values of the c bondlength with
respect to the optimal value obtained within the constrained Model A approach and the
LDA + U + SOC scheme. The values of the c bondlength chosen are c = 2.240 Å (δc =
- 0.4%) and c = 2.260 Å (δc = + 0.4%). The curve was calculated within the LDA + U
+ SOC scheme with Ueff = 3.0 eV and the result is in Figure 4.7.
What is found is remarkable since it shows that the energy of the minima depend
on the displacement of the atoms in a non trivial way. An expansion tends to vanish
the local minimum φ2 while a further compression leads to the overcome of the same
minimum over the one at φ1. It is also very important because φ2 is in good agreement
with the experiment and therefore it is thought to be the true minimum and the true
magnetic state, especially if further calculations can somehow prove that what was found
here is note a mere quantum fluctuation.
Two more considerations can be made on this part. The first regards the value
of φ2 that is slightly different when the further-compressed octahedra is considered; in
particular it changes from φ2 ≈ 59o to φ2 ≈ 61o. The second consideration is about the
total energy values of the ”canting curves”. In fact, since the value of the Ueff chosen is
constant, the total energies are comparable even though the ”canting curves” in Figure
4.7 were arbitrarly rescaled. It turns out that the ones calculated with δc = ± 0.4 %
have a global minimum that is higher in energy with respect to the one with δc = 0 %
(see Table 4.5).
c bondlength (Å) δc (%) ∆E (meV)
2.240 - 0.4 + 4.62
2.250 0.0 0
2.260 + 0.4 + 3.02
Table 4.5: Magnetization of BNOO with U = 3.0 eV
The dependence of the magnetic phase on the distance between atoms can be thought
as a result of a different potential felt by the electrons responsible of the superexchange
coupling. But, as it was shown in Section 2.2.3, the superexchange coupling can be
modelled through an Hubbard Hamiltonian in which, apart from the hopping term, also
an on site Coulomb interaction is present. Therefore is it reasonable to think that also
the electrostatic interaction can play a significant role. It was possible to validate such
hypothesis by repeating the calculation of the energy curve as a function of the canting
angle with different values of the Ueff : Ueff = 2.4, 2.8, 3.2, 3.4 eV. As always, the fully
relativistic LDA + U + SOC scheme was used with the unit cell optimized as previously
(δc = 0 %).
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Figure 4.8: Energy as a function of θc with different Ueff for BNOO.
The various curves are calculated with Ueff in the interval from 2.4
eV to 3.4 eV and they are all arbitrarily scaled in order to have their
minimum energy in correspondence of 0 eV. The red dotted line identifies
the φ1 ∼ 24o minimum, while the yellow dotted line the φ2 ∼ 72o
The result is very intriguing (see Figure 4.8). It shows that there is a very strong
dependence of the magnetic ground state on the electron correlation that, as well as
for the distorted cases, can enhance one minimum and lead to two different magnetic
configurations, one that is canted antiferromagnetic and one canted ferromagnetic. The
”phase transition” appears at Ueff ≈ 3.3 eV which brings, for greater values, to a
minimum at φ = φ2 ≈ 66o that is compatible with the experiments. In Table 4.6
the difference in energy between the two minima ∆E = Eφ1 − Eφ2 is shown for three
different cases. We believe that the ∆E value for Ueff = 3.4 eV can be interesting in
order to have an experimental proof of the veracity of this result, if, somehow, a phase
transition can be induced via the application of a magnetic field along the [110] direction.
Last but not least, we remind that all these calculations were made with fixed struc-
ture optimized with Ueff = 3.0 eV. One could point out that such results are not af-
fordable because the structure can locally change with different values of Ueff and that
it should be optimized in each case. However the changes of the on site Coulomb en-
ergy are enough small to not perturb in a significant way the structure. Furthermore,
even though they are not reported in detail here, these calculations were repeated with
optimized unit cells and they substantially coincide.
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Ueff (eV) ∆Eφ1,φ2 (meV)
3.0 + 1.0
3.2 + 0.2
3.4 - 0.6
Table 4.6: Energy difference between minima for different Ueff . ∆E = Eφ1 − Eφ2 .
4.4 Origin of canted magnetism
As anticipated, the first attemp made for analyzing the energy curve as a function of the
canting angle, was to map the total energies onto a Spin Hamiltonian of the form
Hij =
J
2
∑
〈ij〉
(Si · Sj) +
1
2
∑
〈ij〉
Dij · (Si × Sj) +K
∑
i
HSIA(Si) , (4.4)
where only nearest neighbor exchange interaction in considered. Since our unit cell has
only two in equivalent magnetic sites on parallel planes, with different canting angles,
the total Spin Hamiltonian can be rewritten as
H = 2JS2(1 + 2cos(2φ))− 4DzS2sin(2φ) + 2Kcos(4φ) . (4.5)
If one tries to fit the energy curve with a fitting function E(φ) in the form of
E(φ) = A0 + A1cos(2φ) + A2cos(4φ) + A3sin(2φ) (4.6)
the resulting fitting curve is the dotted green line of Figure 4.10.
The fit is not in agreement with the computational curve found from ab initio calcu-
lations and cannot predict the correct position of the minima. Despite the SH formalism
was able, in several cases, to predict the ground state magnetic phase even for TMOs
with relevant SOC interactions, this time it is not sufficient. This discrepancy is due
to the poor description of the SOC in the weak SOC regime, i.e. its strength is strong
enough to not allow to threat it as a small perturbation.
The SOC effect must be considered from the beginning as the driving effect of the
canted state and every spin operator must be changed into a Pseudo Spin operator, i.e. a
semiclassical vector referred to the total angular momentum operator. This is described
in more detail in the following lines.
We moved to the Pseudo Spin Hamiltonian (PSH) formalism, i.e. we considered the
limit of strong SOC interaction. Within this limit, already mentioned in Section 2.2.6,
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the coupling between the Spin and the Orbital angular momentum is strong enough to
compleltely entangle the two operators in a way that the SOC interaction cannot be
considered as a small perturbation. As a consequence, the total angular momentum
eigenvalue J is a good quantum number. We approached the PSH from a mean field
level and the theoretical procedure for deriving the final form is schematically described
here. It was practically done via a Mathematica program (See Appendix ??).
0) In analogy to the SH formalism, we assume that the Hilbert space of our system
can be reduced to a subset of states that are low lying in energy and contain all the
physical properties of interest. Such states are the states with total angular momentum
eigenvalue J = 3/2. This can be done through a unitary transformation of the total
Hamiltonian [43]. The low lying states will be described by spin like operators, this time
referred to Pseudo Spins of the system.
1) We write the pseudospin matrices for J = 3/2: j = (jx, jy, jz) as
jx =

0
√
3/2 0 0√
3/2 0 1 0
0 1 0
√
3/2
0 0
√
3/2 0
 (4.7)
jy =

0 −i
√
3/2 0 0
i
√
3/2 0 −i 0
0 i 0 −i
√
3/2
0 0 i
√
3/2 0
 (4.8)
jz =

3/2 0 0 0
0 1/2 0 0
0 0 −1/2 0
0 0 0 −3/2
 (4.9)
2) We project those operators onto the direction of the two non collinear magnetic
moments. The reference frame used in the Spin Hamiltonian was the one with the x,y
axis parallel to the [100] and [010] crystallographic axis and the angle φ constructed by
considering the space in between the magnetic moments and the [110] axis. Here we
consider a new angular reference frame: α = 45o − φ. By looking at Figure 4.9 is easy
to see that if α is the angle between the spin and the two axis, the green and yellow
unitary vectors can be written as
n̂1 =
(
cos(α), sin(α), 0
)
n̂2 =
(
sin(α), cos(α), 0
)
(4.10)
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Figure 4.9: New reference frame for the Pseudo Spins.
with α ∈ [-45o,45o]. Therefore the operators are rewritten along the 1,2 directions as
j1 = j · n̂1 j2 = j · n̂2 (4.11)
3) The eigenvectors and eigenfunctions are calculated for those projected spins and
the eigenvector with highest eigenvalue (3/2) is chosen as the spinor part of the wave-
function |Ψ1〉 or |Ψ2〉 where 1 and 2 are referred to the two non equivalent interacting
spins. This is a common assumption when the mean field analysis is applied [41].
4) The PSH is calculated from a Multipolar Tensor expansion of the exchange inter-
actions. The most general form of such Hamiltonian is given by [68]
H =
1
2
∑
i,j
∑
K,Q
J
Qi,Qj
Ki,Kj
(i, j)TQiKi (J)T
Qj
Kj
(J) , (4.12)
where K ≤ 2J + 1, Q = s,x,y,z, and TQK are the cubic harmonic superbasis or multipolar
tensor operators whose rank is given by K . When K = 1 we talk about dipole, K = 2
identifies a quadrupole and K = 3 the octupole [64]. The definition of the multipolar
tensor operators can be found is several textbooks and is
TKQ(J) =
∑
MM ′
(−1)J−M(2K + 1)1/2 ×
(
J J K
M ′ −M Q
)
|JM〉〈JM ′| (4.13)
In particular, for J = 3/2 and in a cubic environment, the multipolar tensor operators
can be written as in Table 4.7.
5) The Hamiltonian contains terms that are referred to the two non equivalent spin
sites, and therefore one should construct a total wavefuntion, function of the two spinors.
This, however, can be avoided on a mean field level since the mean field approach, that
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Moment Symmetry Operator
Dipole Γ4 j
x
jy
jz
Quadrupole Γ3 O
3z2 = [3(jz)2 − j2]/
√
3
Ox
2−y2 = (jx)2 − (jy)2
Γ5 O
xy = jxjy/2
Oyz = jyjz/2
Oxz = jzjx/2
Octupole Γ2 Txyz =
√
15/6jxjyjz
Γ4 T
x
α = (j
x)3 − [jx(jy)2 + (jz)2jx]/2
T yα = (j
y)3 − [jy(jz)2 + (jx)2jy]/2
T zα = (j
z)3 − [jz(jx)2 + (jy)2jz]/2
Γ5 T
x
β =
√
15[jx(jy)2 − (jz)2jx]/6
T yβ =
√
15[jy(jz)2 − (jx)2jy]/6
T zβ =
√
15[jz(jx)2 − (jy)2jz]/6
Table 4.7: Multipolar tensor operators for a cubic magnetic environment. The Multipole
moments are considered within a cubic Γ8 quartet. Bars over symbols correspond to permutations
of dipole operators, e.g. overlinejx(jy)2 = jxjyjy + jyjxjy + jyjyjx.
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can be summarized by equation O(1)O(2)⇒ 〈O(1)〉O(2) +O(1)〈O(2)〉 − 〈O(1)〉〈O(2)〉,
allows to calculate the mean value of the Hamiltonian as
〈H〉 = 〈Ψ1| ⊗ 〈Ψ2|H|Ψ1〉 ⊗ |Ψ2〉 = 〈Ψ1|H(1)|Ψ1〉〈Ψ2|H(2)|Ψ2〉 (4.14)
where H(1) and H(2) are the parts in the Hamiltonian that act on the Hilbert space of
the 1st or 2nd spin respectively.
The result is
〈H〉 = 1
2
∑
i,j
∑
K,Q
J
Qi,Qj
Ki,Kj
(i, j)〈TQiKi (J)〉〈T
Qj
Kj
(J)〉 . (4.15)
6) The calculation of the multipolar tensor operators is done as bra ket products in
the form of
〈TQiKi 〉 = 〈Ψi|T
Qi
Ki
|Ψi〉 . (4.16)
where |i〉 is the eigenvector of the i-th Pseudo Spin Operator. All the mean values are
computed and the products are taken in order to consider only dipole-dipole, quadrupole-
quadrupole and octupole-octupole products (i.e. 2nd order, 4th order and 6th order
interactions) and then the results are converted in order to return to the old reference
frame with φ as canting angle.
The choice of even powers of exchange interactions is due to the time reversal sym-
metry.
It is worth noticing that every tensor contains powers of jx, jy and jz (see Table
4.7). As a consequence, since the spins are rotated in the xy plane, no z component of
the total angular momentum operator j is present. As an example we consider the mean
value of a Dipole operator acting on the 1st spin. It can be evaluated as
〈jx1 〉 = 〈Ψ1|jx|Ψ1〉 ≡ Sx1 , (4.17)
where the nomenclature used is similar to the one adopted in the Spin Hamiltonian case
with the difference that now it is referred to a Pseudo Spin semiclassical vector. The
Hamiltonian, in practice becomes
H = A0 +H1 +H2 +H3 +H4 (4.18)
where
H1 = Jx S
x
1S
x
2 + Jy S
y
1S
y
2 (4.19)
is the Exchange (Ex) term,
H2 = K[(S
x
1 )
2 − (Sy2 )2] (4.20)
is the Anisotropy (An),
H3 = q3O
xy
1 O
xy
2 + q4O
x2−y2
1 O
x2−y2
2 (4.21)
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is the Quadrupolar (QP) interaction and
H4 =
∑
η,l
Cη,l T l1,ηT
l
2,η (4.22)
groups all the 16 octupolar (OCP) interactions; where l = x,y , η = α, β. The angular
symemtry of the two non equivalent magnetic moments leads to few angular terms.
More specifically
〈H〉 − 〈H4〉 ∝ cos(2φ) + sin(2φ) + cos(4φ) (4.23)
and
〈H4〉 ∝
3∑
n=1
cos(2nφ) +
3∑
m=1
sin(2mφ) . (4.24)
In equation 4.23 all the exchange interactions are taken into account apart from the
octupolar ones. The expression is analogue to the one already obtained within the Spin
Hamiltonian formalism that we already know is not enough for fitting the energy curve.
It is important to underline that the octupolar term gives 6 contributions in terms
of cosines and sines, with some of them are already present in the 〈H〉 − 〈H4〉 term.
This does not mean that the octupolar interactions are the only ones present, especially
because they are sixth order spin interactions, but they are somehow entangled to other
angular contributions. This disentanglement problem is theoretically demanding and
more studies are needed.
However the number of fitting parameters can be reduced to 5 since the term ∝
sin(6φ) is at least one order of magnitude lower than the others and it is of the order of
1/100 meV. The function used for fitting the energy curve is therefore
E(φ) = A0 +
3∑
n=1
Ancos(2nφ) +
2∑
m=1
Bmsin(2mφ) . (4.25)
The fitting curves obtained are plotted in Figure 4.10, where, the two models, with
and without OCP contribution are compared. The dotted green line, already found
within the Spin Hamiltonian approach, is obtained with the A1, A3 and B1 coupling
constants and is not in agreement with the computational curve. The full model with
the coupling constants A1, A2, A3, B1 and B2 is the red line in Figure 4.10 and is in
optimal agreement with the computed data, the values of the fitting parameters are in
Table 4.8.
The data clearly show that the inclusion of distinct OCP is essential for obtaining
an accurate fit with the first principles energies, in particular for a correct description
of the global minimum: without OCP terms the minimum is found at ≈ 72o, whereas
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with OCP terms it is shifted down to ≈ 66o, in much better agreement with experiment
(φ ≈ 67o).
In the following lines we will analyze the competition between the two minima φ1 and
φ2 in terms of the magnetic coupling constants, in order to acquire more informations
on the driving forces which stabilise the correct state.
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Figure 4.10: Fit of the energy curve as a function of the canting angle φ for
U-J = 3.4 eV.
Parameters A1 A2 A3 B1 B2
Meaning Ex + OCP QP + OCP OCP An + OCP OCP
Angular Dependence cos(2α) cos(4α) cos(6α) sin(2α) sin(4α)
Value (meV) 1.34 -3.83 -0.85 -9.93 -1.13
Table 4.8: Values of the fitting parameters for BNOO.
So we ignored the contributions that are symmetric with respect to φ = 45o since
they do not change the relative weights of the two minima. These terms are QP + OCP
(A2) and the An + OCP one (B1).
The remaining terms are plotted in Figure 4.11 as a function of the canting angle. The
curves clearly underline the importance of the Exchange interaction (orange dotted line)
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together with the octupolar one (green dotted line). The sum of these two contributions,
given by the blue line of Figure 4.11, has a strong global minimum close to φ ≈ 66o and
a global maximum at φ ≈ 26o which goes against the other octupolar term given by B2.
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Figure 4.11: Plot of the asymmetric contributions with respect to φ = 45o.
The goal was then to try to see more in detail which are the terms in the fitting
function that truly influence the magnetic state. This was done by repeating the fitting
procedure for the other curves calculated with different values of Ueff . The results are
plotted in Figure 4.13, 4.14 together with the different contributions coming from the
non-symmetric terms of the Hamiltonian.
In the graphs is clear that Ex + OCP term (A1) plays a very significant role since it
literally changes the equilibrium in the different situations. We address such term to be
the one that gives the strongest contribution in the overcome of φ2 ≈ 66o as demonstrated
also by plotting the strength of the asymmetric terms, i.e. their proportionality constants
as a function of Ueff (see Figure 4.12). The Ex + OCP proportionality constant A1 (see
Equation 4.25) increases considerably with a net ∆E ≈ 3.62 meV. The other octupolar
parameters A3 and B2 are almost constant. Only the former tends to decrease with a
net change of the value between the two estrema that is ∆ E ≈ -0.12 meV. Also the
symmetric contributions tend to decrease with a ∆ E ≈ -0.8 meV for A2 and ∆ E ≈ -1.0
meV for B1.
However, if the A1 term is connected to the two different magnetic configurations,
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the role of the OCP interactions is still non negligible since only by adding it the fit
agrees with the computational data.
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Figure 4.12: (a) It is the plot of the dependence of the asymmetric fitting
terms on Ueff , wher A1 is Ex + OCP, A3 is OCP and B2 is OCP. (b)
It is the plot of the dependence of the symmetric contributions on Ueff .
The parameter B∗1 is B1 - 6 meV and is the An + OCP, while A2 is the
QP + OCP.
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Figure 4.13: Fitting curve (Left Figure) and asymmetric contributions (Right
Figure) for energy curve as function of the canting angle φ with U-J =
2.4 eV.
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Figure 4.14: Fitting curve (Left Figure) and asymmetric contributions (Right
Figure) for energy curve as function of the canting angle φ with U-J =
3.2 eV.
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4.5 Preliminary results on BCOO
We studied the structural, electronic and magnetic properties of BCOO fully ab initio
within the LDA + U + SOC scheme. The most intriguing and challenging aspect of
BCOO is its magnetic ground state, since several phases compete depending on the
strength of internal parameters. Although this may seem counterintuitive, we started
studying this material directly by probing its magnetic proprieties. Our choice is justified
here by the strong correlation between electronic, structural and magnetic degrees of
freedom in relativistic Osmates that was indeed demonstrated for BNOO. Furthermore
we decided to split the calculations in two sets: with and without local ionic relaxation.
The reasons can be found again in the results obtained for BNOO which highlight
the importance of local distortions on the magnetic ground state. We chose to probe
also the magnetic proprieties of the undistorted BCOO since no experimental study on
local distortions is found at the state of the art.
For both sets of preliminary calculations we used the fully relativistic LDA + U +
SOC scheme with Ueff = 3.0 eV together with a high convergence precision of ∼ 10−8
eV and an Ecutoff = 600 eV. The unit cell chosen is a larger unit cell of dimensions
a
√
2×a
√
2×a with a = 8.3462 Å being the experimental value; it has four in equivalent
magnetic ionic sites that allow to characterize more frustrated magnetic geometries. The
corresponding k-mesh used was 4×4×4.
As already anticipated, the main difference resides in the ionic relaxation that is ap-
plied, in one case, locally and only for the oxygen atoms. The quasi-Newton (or variable
metric) algorithm was used as in the BNOO case with magnetic moments initialized
according to the specific task. The oxygens are therefore freely to move to their optimal
position without any constraint.
Geometrical frustration, as well as exotic quantum phases, are predicted theoretically
and it was mandatory to study them. In particular, the magnetic configurations analysed
are:
AFM Out of Plane It is an AFM state with spins aligned antiferromagnetically in
the (a,b) plane and ferromagnetically in the (a,c) plane (see as an example Figure
4.15 (a)). We chose 3 different directions of the spins: 100, 110 and 111 but, for
simplicity, we plotted only the AFM 100 direction (see Figure 4.15 (a)).
AFM In Plane It is an AFM state with spins aligned antiferromagnetically in the (a,c)
plane and ferromagnetically in the (a,b) one (see as an example Figure 4.15 (b)).
Again we chose as possible directions of the the spins the 100, 110 and 111, but we
plotted only the AFM 100 (see Figure 4.15 (b)) and AFM 110 (see Figure 4.15
(d)).
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FM It is a complete ferromagnetic state with spins aligned along the 100 (see Figure
4.15 (c)), 110 (see Figure 4.15 (e)) and 111 (see Figure 4.15 (f)).
AFM 4 sub The acronym 4 sub means 4 sublattice. We probed 5 different 4 sublattice
structures. Three of them are built starting from and AFM configuration along
100, 110 or 111 in the first (a,b) plane. The second plane is constructed by rotating
the spins by 90o and then the third one is again the former AFM phase. As an
example in Figure 4.15 (h) there is a 110 AFM 4 sublattice structure.
Another 4 sublattice that we tried consists in a chiral structure(see Figure 4.15 (g))
done by constraining the direction of the spins alternatively along the 4 differend
111 directions in order to have an overall AFM state.
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Figure 4.15: Some of the magnetic phases probed via ab initio cal-
culations for BCOO. in Figure (a) the AFM 100 out of plane phase,
in (b) the AFM 100 in plane phase, in (c) the FM 100 phase. In Figure
(d) the AFM 110 in plane phase, in (e) and (f) the FM 110 and 111
configurations respectively. In Figure (g) the chiral AFM phase and in
(h) the 4 sublattice AFM 110 phase.
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4.6 Frustration without ionic relaxation
The results found without ionic relaxation are listed in Table 4.9. The energies are
compared in the ∆E column with respect to the lowest one, i.e. the AFM 110 config-
uration. So far these calculations can allow for the evaluation of the first and second
nearest neighbour exchange couplings, but this is not yet done and further analysis are
required.
Magnetic Phase ∆E
Detail (meV)
AFM100 Out of plane 5.95
In plane 5.95
AFM110 Out of plane 5.37
In plane 0
AFM111 Out of plane 1.49
In plane 4.40
AFM4sub 100 10.17
110 14.19
111 4.16
Chiral 7.94
FM100 21.04
FM110 21.05
FM111 Non converged
Table 4.9: Energy for different magnetic configurations for BCOO without ionic relaxation.
The energies are shifted with respect to the configuration with the lowest one.
4.7 Frustration with ionic relaxation
We repeated the calculations above but with ionic relaxation, i.e. by allowing the oxy-
gens to move freely and relax to their optimal position while constraining the direction
of the magnetic moments. These calculations were very challenging because of the larger
unit cell used and because they combine three expensive tasks: SOC, ionic relaxation
and magnetism. The result is remarkable. It shows that again there is, for every mag-
netic configuration, a local symmetry breaking that can be thought as a Model A with
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compression (see Section 3.1). In Table 4.10 the relative displacements are tabulated
for each magnetic configuration. The ones in bold font are the ones of the magnetic
configuration that is lower in energy (see Table 4.11) i.e. they are relative to the AFM
110 In Plane phase.
Figure 4.16: Local distortions for the AFM 110 in plane magnetic
configuration of BCOO.
Two considerations are necessary to this point. The first is that every local dis-
placement of the oxygens is different depending on the magnetic configuration. This
further demonstrates the strong correlation between local symmetry and magnetism in
relativistic osmates. Furthermore the relative displacements are in general one order of
magnitude lower than the ones encountered in BNOO. It is probably due to the new
electronic configuration of the Os atom, which is now in a d2 state. The second consid-
eration regards the specific symmetry of the AFM 110 In Plane that is the one of Figure
4.16, where is clear that the compressions in the (a,b) plane are all the same, while they
differ from the c ones that are slightly larger.
We did not investigate any further the local symmetry of this d2 double perovskite
since no experimental measurements are available. We are however confident, on what
was already found also in BNOO, that such compression and magnetic ground state
can be validated by experiments. In analogy with BNOO, we studied the electronic
proprieties of BCOO and repeated the canting procedure, as it will be described in more
detail in the following Sections. Finally, it is worth noticing that, in general, the total
energies of the relaxed structures is lower than the respective fixed ones as it is shown
in Table 4.11 in correspondence of ∆ED = Eundistorted − Edistorted.
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Magnetic Phase δa δb δc
Detail (%) (%) (%)
AFM100 Out of plane -0.09 -0.98 -0.89
In plane -0.09 -0.89 -0.98
AFM110 Out of plane -0.46 -0.72 -0.80
In plane -0.52 -0.52 -0.94
AFM111 Out of plane -0.66 -0.83 -0.49
In plane -0.64 -0.64 -0.71
AFM4sub 100 -1.26 -0.05 -0.68
110 -0.54 -0.54 -0.88
111 -0.77 -0.70 -0.50
Chiral
Table 4.10: Relative displacements of the Ca-O bondlengths in BCOO for different magnetic
configurations.
Magnetic Phase Energy per f.u. ∆E ∆ED
Detail (eV) (meV) (meV)
AFM100 Out of plane -67.142446 3.06 -29.55
In plane -67.142446 3.06 -26.66
AFM110 Out of plane -67.139709 5.80 -26.23
In plane -67.145505 0 -29.55
AFM111 Out of plane -67.143455 2.05 -26.10
In plane -67.140189 5.32 -25.74
AFM4sub 100 -67.140994 4.51 -32.32
110 -67.130975 14.53 -26.32
111 -67.140695 4.81 -26.01
Chiral -67.136689 8.82 -25.66
Table 4.11: Energy for different magnetic configurations for BCOO with ionic relaxation.
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4.8 Electronic Bandstructure
The electronic structure was calculated ab initio for the AFM 110 In Plane magnetic
configuration with the distorted structure by using both LDA, LDA + U and LDA + U
+ SOC with Ueff = 3.0 eV. The result is remarkable because it shows that BCOO is a
Dirac-Mott insulator, in fact, the LDA scheme leads to a metallic state that is not broken
with the application of the on site Hubbard U (see Figure 4.17). Only by including SOC
the system undergoes a metal-insulator transition and the gap can be opened (see Figure
4.18 (a)) with a value of ∼ 0.558 eV. If the structure used is, instead, the experimental
one, the energy gap is ∼ 0.552 eV.
No cRPA calculations were run for this material, but we believe that, as well as for
BNOO, its value can be strongly underestimated, since the strong hybridization of the
oxygen p orbitals with the osmium d ones is found here too (see Appendix D).
We did not investigate the dependence of the electronic properties as a function of
the electron correlation, we therefore do not know if this bandstructure is somehow
dependent. The energy gap is, in this case, slightly larger than the correspondent one
of BNOO by a value of ∼ 0.1 eV. This is again addressed by the fact that Os has a
different electronic configuration in BCOO, which changes the overall interactions with
the effect of reducing the Ueff as well as the entanglement of the lattice and spin degrees
of freedom.
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Figure 4.17: Bandstructure of BCOO with LDA and LDA + U. (a)
Bandstructure of BCOO obtained within the LDA scheme. (b) Band-
structure of BCOO obtained with the LDA + U scheme with Ueff =
3.0 eV.
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Figure 4.18: Bandstructure of BCOO with LDA + U +SOC. (a)
Bandstructure of BCOO obtained within the LDA + U + SOC scheme
with Ueff = 3.0 eV. (b) Zoom of the bands near the Fermi energy.
Dario Fiore Mosca - Master thesis 91
4.9 Canting angles in BCOO
The canted ferromagnetic phase found in BNOO led us think that a similar configuration
could be found in BCOO. Then we calculated the total energy of BCOO as a function
of the canting angle by following the same procedure of BNOO and with a setup that
is also analogous to the one already used for BNOO, apart from the structure used as
we will discuss in the following lines. First of all it is important to underline that the
magnetic configuration with lower energy is the AFM 110 In Plane, in fact it is basically
a two sublattice antiferromagnetic phase with φ = 90o in the reference frame of BNOO.
This allowed to restrict the unit cell to a a/
√
2× a/
√
2× a unit cell.
Then we actually repeated the canting procedure done with BNOO, this time with
two different structures:
Experimental : For this one we calculated the canting curve with three different values
of Ueff (see Figure 4.19 (a)).
The result is that the AFM 110 In Plane configuration is indeed the more stable
also when the electron correlation is tuned.
Relaxed : In this case we relaxed the local structure step by step. It means that, while
changing the canting angles, we relaxed the position of the oxygens according to
that magnetic configuration. Since we found for the experimental structure that no
significant change in the canting curve is present with different values of Ueff , we
decided to calculate everything with Ueff = 3.0 eV. This was probably the most
computational-demanding task done.
The result is in agreement with what was found previously, i.e. the AFM 110 In
Plane configuration is the ground state magnetic configuration (see Figure 4.19
(b)). We believe that further experiments can clarify the correctness of this result.
No theoretical analysis and fit of this curves is done yet, and further studies are
needed.
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Figure 4.19: Energy as a function of φ with different Ueff for BCOO.
In Figure (a) the various curves are calculated with Ueff in the interval
from 2.4 eV to 3.4 eV and they are all arbitrarily scaled in order to have
their minimum energy in correspondence of 0 eV. This calculations are
done with fixed structure. In Figure (b) the energy is calculated as a
function of the canting angle with structure locally relaxed in every step,
i.e. at every point of the graph. Only the oxygens are allowed to move.
Chapter 5
Conclusions
For this dissertation I studied the physical properties of Ba2NaOsO6 and
Ba2CaOsO6 via ab initio calculations. The use of the DFT implementation
provided by the University of Vienna with the VASP code allowed to char-
acterize, on a computational level, as well as on a theoretical one, the main
aspects of such materials. The period that I spent in the University of Vi-
enna gave me the opportunity to acquire a good knowledge of ab initio codes
and on how to use the VASP program for calculating structural, electronic
and magnetic properties of bulk systems with DFT, DFT + U and the fully
relativistic DFT + U +SOC . Furthermore, I could study several theoretical
models for describing magnetic materials, like the Hubbard Model, the Spin
Hamiltonian and the Multipolar Tensor formalism of Exchange interactions
in strong spin-orbit coupled systems.
Both Ba2NaOsO6 and Ba2CaOsO6 are challenging materials because of the inter-
play between several interactions, like Spin Orbit Coupling, Electron Correlation and
hopping. For the former there is a wider range of publications that have built a good
background for the comparison of the computational results with the experimental ones.
Several NMR, µsR and powder diffraction experiments revealed that Ba2NaOsO6 does
not undergo a structural phase transition when the sample is cooled, even though NMR
measurements underlined a local structural distortion of the NaO octahedra. The main
question regarding this material concerned the magnetic phase, since it was found to
have a small magnetic moment of ∼ 0.2 µB along the [110] direction, even though the
isovalent materials show an antiferromagnetic phase and the Curie-Weiss temperature
is negative. Some suggestions were made by both theoretical and experimental studies
about the possibility of a canted magnetic configuration. Furthermore, previous compu-
tational calculations showed that BNOO is a Dirac-Mott insulator with a non negligible
SOC effect, justified also by the heaviness of the Os atom itself.
The calulations that we made showed that BNOO is indeed a Dirac-Mott insulator,
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with the insulating phase that is present for values of Ueff grater than 1.5 eV. Fur-
thermore, we found that there is indeed a local structural distortion that corresponds
to a non isotropic compression of the NaO octahedra along the principal axis driven by
electron correlation and SOC. The low ferromagnetic moment is due to a two sublattice
canted antiferromagnetic phase with canting angle φ ≈ 66o that is, however, not the only
magnetic phase achievable. In fact, the global minima of the energy curve as a function
of the canting angle is found to be φ ≈ 17o for values of Ueff lower than 3.4 eV, while,
when Ueff = 3.4 eV a phase transition leads to the other minima, in agreement with the
experiments. The competition between the two minima was observed also when chang-
ing the bondlengths of the NaO in the double perovskite and we showed that further
compressions of the bonds along the z axis can lead to a global minima of ≈ 61o when
a Ueff of 3.0 eV is set.
From a theoretical point of view, this competition between the two phases can be jus-
tified only by considering a strong Spin Orbit Coupling regime, i.e. in the limit where the
orbital angular momentum and the spin momentum are no more good quantum numbers
and the Spin Hamiltonian formalism is no longer a good approximation. It was therefore
necessary to switch to a multipolar tensor representation of the exchange interactions.
This method, although very complicated, could be solved more easily thanks to a mean
field analysis within a Pseudo Spin Hamiltonian approach i.e. by considering Pseudo
Spins as quasi classical objects. This allowed us to write an explicit expression of the
Hamiltonian with angular dependencies of the canted magnetic moments, with which we
could fit the energy curve as a function of the canting angle. The fit is in agreement
with the computational data and underlines the importance of high order spin inter-
actions that are commonly not considered, like quadrupolar and octupolar. The latter
are extremely important for the formation of the observed canting angle, even though
they are not the driving force in the overcome of one minima over the other, which is ,
instead, found in the Exchange + Octupolar term. The Exchange + Octupolar terms are
the ones that allow BNOO to undergo the phase transition from a canted ferromagnetic
to a canted antiferromagnetic phase. It is obvious that, such terms, have implicitly a
dependence over the Hubbard U or other implicit variables, but we could not reveal such
dependence since we were not able, with a simple fit, to disentangle the different dipolar,
quadrupolar and octupolar parameters.
The role of the multipolar interactions is still under investigation and, in this field,
further studies are needed in order to reduce the fitting parameters according to sym-
metry properties or to exchange paths and hidden symmetries.
Regarding Ba2CaOsO6, very few literature is available and the only experiments done
seem to reveal a possible antiferromagnetic phase. Theoretical studies, on the other hand,
propose an enormous variety of possible magnetic phases that we tried to probe with ab
initio calculations. We found that this material is also a Dirac-Mott Insulator, and that
it also tends to distort locally with a similar local symmetry as the one found for BNOO,
i.e. with CaO octahedra slightly compressed along the principal axis. The compression
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is however smaller and it is probably due to the different electronic configuration that
weakens Coulomb and Exchange interactions between nearest neighbors. An extensive
and challenging study on the possible magnetic phases was done, revealing that the
antiferromagnetic phase with magnetic moments aligned along the [110] direction is the
ground state configuration. A canting procedure was tried again, this time with and
without ionic relaxation in parallel, and the result is that the antiferromagnetic [110]
arrangement of the magnetic moments is always the optimal one.
At the state of the art, we have not investigate yet, on a theoretical level, the origin
of such properties and how much they are related to the Strong Spin Orbit Coupling
regime or electron correlation, even though we have proven that, the latter, is not as
relevant as is BNOO. Further calculations are also required in order to better probe the
role of the electron occupancy of the Os electrons on the electronic structure and to see
how, all these properties, are related to each other and can change when the materials
are doped.
Appendix A
VASP files
In this Appendix the VASP files used for the bondlenght relaxation and for the Energy
curve as a function of the canting angle are introduced. No explanation of the various
flags used is given since it can be found on the VASP Wiki website (https://cms.mpi.
univie.ac.at/wiki/index.php/The_VASP_Manual)
A.1 Bondlenght Relaxation
poscar 5.vesta
1.0
5.8597940000 0.0000000000 0.0000000000
0.0000000000 5.8597940000 0.0000000000
0.0000000000 0.0000000000 8.2870000000
Na Os Ba O
2 2 4 12
Selective
Direct
0.000000000 0.000000000 0.000000000 F F F !Na
0.500000000 0.500000000 0.500000000 F F F !Na
0.500000000 0.500000000 0.000000000 F F F !Os
0.000000000 0.000000000 0.500000000 F F F !Os
0.500000000 0.000000000 0.750000000 F F F !Ba
0.000000000 0.500000000 0.750000000 F F F !Ba
0.500000000 0.000000000 0.250000000 F F F !Ba
0.000000000 0.500000000 0.250000000 F F F !Ba
0.274400000 0.274400000 0.000000000 T T T !O
0.725600000 0.725600000 0.000000000 T T T !O
0.725600000 0.274400000 0.000000000 T T T !O
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0.274400000 0.725600000 0.000000000 T T T !O
0.225600000 0.225600000 0.500000000 T T T !O
0.774400000 0.774400000 0.500000000 T T T !O
0.774400000 0.225600000 0.500000000 T T T !O
0.225600000 0.774400000 0.500000000 T T T !O
0.000000000 0.000000000 0.741760000 F F F !O
0.000000000 0.000000000 0.258240000 F F F !O
0.500000000 0.500000000 0.758240000 F F F !O
0.500000000 0.500000000 0.241760000 F F F !O
The coordiantes coloured in cyan are the ones of the oxygens along the z axis that
are kept fixed and are changed manually.
KPOINTS
k-points
0
Gamma
6 6 6
0 0 0
INCAR
Electronic
ISTART = 0
ISMEAR = -5
EDIFF = 1E-6
NCORE = 4
LREAL = Auto
NELMIN = 5
ENCUT = 600
ISYM = -1 ! No symmetry is considered, as mandatory when SOC is included.
Magnetism
LNONCOLLINEAR = .TRUE.
MAGMOM = 6*0 6*0 2 ∗ cos(23o) 2 ∗ sin(23o) 0 2 ∗ cos(23o) −2 ∗ sin(23o) 0 48*0
VOSKOWN = 1
LORBIT = 11
I CONSTRAINED M = 1
RWIGS = 1.757 1.413 1.979 0.820
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LAMBDA = 10
M CONSTR = 6*0 6*0 2 ∗ cos(φ) 2 ∗ sin(φ) 0 2 ∗ cos(φ) −2 ∗ sin(φ) 0 48*0
AMIX = 0.1
BMIX = 0.00001
AMIX MAG = 0.2
BMIX MAG = 0.00001
On site interaction
LMAXMIX = 4
LDAU = .TRUE.
LDAUTYPE = 2
LDAUL = -1 2 -1 -1
LDAUU = 0 4.0 0 0
LDAUJ = 0 0.6 0 0 ! In this case U - J = 3.4 eV
LDAUPRINT = 1
Relaxation
ALGO = Fast
NSW = 40
IBRION = 1
POTIM = 0.5
ISIF = 1
EDIFFG = -0.01
Spin orbit coupling
LSORBIT = .TRUE.
LORBMOM = .TRUE.
GGA COMPAT = .FALSE.
SAXIS = 0 0 1
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A.2 Energy curve as a function of the canting angle
POSCAR
Poscar BNOO
1.00000000000000
5.8597939999999999 0.0000000000000000 0.0000000000000000
0.0000000000000000 5.8597939999999999 0.0000000000000000
0.0000000000000000 0.0000000000000000 8.2870000000000008
Na Os Ba O
2 2 4 12
Direct
0.0000000000000000 0.0000000000000000 0.0000000000000000
0.5000000000000000 0.5000000000000000 0.5000000000000000
0.5000000000000000 0.5000000000000000 0.0000000000000000
0.0000000000000000 0.0000000000000000 0.5000000000000000
0.5000000000000000 0.0000000000000000 0.7500000000000000
0.0000000000000000 0.5000000000000000 0.7500000000000000
0.5000000000000000 0.0000000000000000 0.2500000000000000
0.0000000000000000 0.5000000000000000 0.2500000000000000
0.2710209143261416 0.2687800860598489 -0.0000030054371949
0.7289791181542323 0.7312198963110810 0.0000030123777638
0.7269434753601111 0.2709415873710140 0.0000045647716994
0.2730574068705890 0.7290592515510516 -0.0000045717794096
0.2269474989373637 0.2290565245861210 0.5000038876258635
0.7730535278305852 0.7709426130298560 0.4999961107809585
0.7710215257392790 0.2312209905802058 0.4999982571162111
0.2289787398200336 0.7687792418362958 0.5000017280502946
0.0000000000000000 0.0000000000000000 0.7284900000000007
0.0000000000000000 0.0000000000000000 0.2715099999999993
0.5000000000000000 0.5000000000000000 0.7715099999999993
0.5000000000000000 0.5000000000000000 0.2284900000000007
The POSCAR is taken from the CONTCAR of the Bondlenght Relaxation
KPOINTS
k-points
0
Gamma
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6 6 6
0 0 0
INCAR
Electronic
ISTART = 1 ! The canting is done after a pre converged calculation.
ICHARG = 1 ! The CHGCAR file is taken from the pre converged calculation
ISMEAR = -5
EDIFF = 1E-8
NCORE = 4
LREAL = Auto
NELMIN = 5
ENCUT = 600
ISYM = -1 ! No symmetry is considered, as mandatory when SOC is included.
Magnetism
LNONCOLLINEAR = .TRUE.
MAGMOM = 6*0 2 ∗ cos(φ) 2 ∗ sin(φ) 0 2 ∗ cos(φ) −2 ∗ sin(φ) 0 48*0
VOSKOWN = 1
LORBIT = 11
I CONSTRAINED M = 1
RWIGS = 1.757 1.413 1.979 0.820
LAMBDA = 10
M CONSTR = 6*0 2 ∗ cos(φ) 2 ∗ sin(φ) 0 2 ∗ cos(φ) −2 ∗ sin(φ) 0 48*0
AMIX = 0.1
BMIX = 0.00001
AMIX MAG = 0.2
BMIX MAG = 0.00001
On site interaction
LMAXMIX = 4
LDAU = .TRUE.
LDAUTYPE = 2
LDAUL = -1 2 -1 -1
LDAUU = 0 4.0 0 0
LDAUJ = 0 0.6 0 0 ! In this case U - J = 3.4 eV
LDAUPRINT = 1
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Spin orbit coupling
LSORBIT = .TRUE.
LORBMOM = .TRUE.
GGA COMPAT = .FALSE.
SAXIS = 0 0 1
DOS
EMIN = -15
EMAX = 15
NEDOS = 5001
The choice of initializing the magnetic moments as 2 ∗ cos(φ) is due to the fact that
cos(φ) ∈ [−1 : 1] and therefore its value is in general quite small. In order to give more
strenght to the magnetic moments and be sure that VASP correctly ”understand” their
direction, their absolute value is doubled. In principle the results should be the same
since the direction is the only thing that matters.
Appendix B
Spin
In this Appendix the mathematical formalism of spin operators is described.
B.1 Algebra of Spins
The spin S whose eigenvalue is S = 1/2 is described through the Pauli matrices σ as
S = ~
2
σ, where
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
(B.1)
The spin algebra is very similar to the one of the angular momentum operator L, in
particular the following relation is valid
[Si, Sj] = i~εijkSk (B.2)
where i, j, k are the x, y, z components and εijk is the Levi-Civita tensor. Equation
B.2 shows that the spin components do not commute if i 6= j, as it is the case of the
angular momentum components. Furthermore the spin operator squared commutes with
all the spin components
[S2, Si] = 0 . (B.3)
It is possible to define two operators known as ladder operators
S± = Sx ± iSy , (B.4)
and they satisfy the following commutation relations
[Sz, S±] = ±~S± [S+, S−] = 2~Sz . (B.5)
102
Dario Fiore Mosca - Master thesis 103
The operators defined so far act on an Hilbert space of two components (two-dimensional
space) that can be fully represented by a basis of eigenstates |s,ms〉 labelled with the
eigenvalues of the S2 and Sz operators respectively: |1/2, 1, 2〉 ≡ | ↑〉 , |1/2,−1/2〉 ≡
| ↓〉. These states are eigenstates of the Pauli matrix σz .
B.2 Coupling of two spins
Let’s consider two spin S = 1/2 that are coupled by an interaction of the form
H = λS1 · S2 (B.6)
where 1,2 are referred to the two particles. It is easy to see that
[H, Si] 6= 0 (B.7)
where i = 1, 2.
This problem can however be solved, i.e. it is possible to express the eigenvalues of
H as a function of the ones given by the single spin operators by defining a total spin
momentum Stot = S1 + S2. Then
S2tot = S
2
1 + S
2
2 + 2S1 · S2 . (B.8)
and
H = λ
2
(
S2tot − S21 − S22
)
. (B.9)
According to the summation rules for spins, the eigenvalues of S2tot is s(s+ 1) where
s = |s2 − s1|, |s2 − s1|+ 1, ...., (s1 + s2)− 1, (s1 + s2) , (B.10)
and s1 and s2 are the eigenvalues of S1 and S2 respectively. Therefore for the specific case
of two spin 1/2 the total spin momentum eigenvalues s can be 0 or 1 and the Hamiltonian
has two energy levels given by {
λ
4
if s = 1
−3λ
4
if s = 0
(B.11)
As usual each state can have a degeneracy that is given by (2s + 1) and therefore
the state with s = 0 is a singlet while the state s =1 is a triplet.
Appendix C
Additional results for BNOO
In the following Sections additional results and figures are introduced, but they are not
discussed in detail.
C.1 Bondlenghts and DOS
When we applied the Constrained relaxation of Model A, the c bondlength was kept
fixed, while the other Na-O bondlengths were allowed to relax freely to their optimal
value. The result, already outlined in the thesis, is that the Na-O octahedra tend to
distort with a non uniform compression of the a, b and c bonds along the principal
axis. The dependence of the a and b bonds over the c one could be easily analyzed by
looking, step by step, at the values obtained when the c bond was changed. The result
is plotted in Figure C.1, where also the Computational and the Experimental values
of the c bondlength are outlined. Here ”Experimental” means the undistorted structure
observed via X-Ray analysis [76].
The DOS of BNOO with DFT is plotted in Figure C.2, while the ones obtained with
DFT + U and DFT + U + SOC are plotted in Figures C.3 (a) and (b). The value of
Ueff set is 3.4 eV, the structure is the optimized one and the direction of the magnetic
moments is constrained with φ = 60o.
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Figure C.1: Bondlenght dependence for BNOO
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Figure C.2: DOS of BNOO with LDA.
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Figure C.3: DOS of BNOO witth LDA + U and LDA + U +SOC.
(a) LDA + U with optimized structure and Ueff = 3.4 eV. (b) LDA +
U + SOC with optimized structure and Ueff = 3.4 eV.
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C.2 Phase Diagram
Local symmetry and distortions are, as showed, strongly related to the magnetic nature
of BNOO as well as the electron correlation. So we decided to further investigate this
dependence by deriving a phase diagram that could relate both.
The calculations were set as follows: for every value of Ueff (2.8, 3.0, 3.2 and 3.4 eV)
we relaxed the local structure via the Constrained relaxation of model A with LDA + U
+ SOC approach. Then we selected the optimal structure and the ones with a slightly
compressed and elongated c bondlength (±0.4 %). For each structure a complete energy
curve with respect to the canting angle was calculated within the DFT + U + SOC
scheme. Attention was made in using the same Ueff chosen every time for optimizing
the local structure.
The result is the Figure below. It shows a set of points that are empty red diamonds
if the global energy minima is found at φ ≈ 17.5o and no energy minima is observed at
φ ≈ 65o, full red diamonds if the global minima is at φ ≈ 17.5o and also the minima at
φ ≈ 65o is found, and blue squares if the global minima is at φ ≈ 65o.
Figure C.4: Phase Diagram of BNOO Phase diagram of local distortion
vs Ueff for BNOO. The shaded red part of the plot represent the area
in which the global minima is φ ≈ 17.5o while the shaded blue one is
when the global minima is φ ≈ 65o.
Appendix D
Other results for BCOO
The DOS of BCOO with DFT, DFT + U adn DFT + U + SOC are plotted below. The
value of Ueff set is 3.0 eV, the structure is the optimized one and the direction of the
magnetic moments is constrained with φ = 60o.
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Figure D.1: DOS of BCOO with LDA.
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Figure D.2: DOS of BCOO witth LDA + U and LDA + U +SOC.
(a) LDA + U with optimized structure and Ueff = 3.0 eV. (b) LDA +
U + SOC with optimized structure and Ueff = 3.0 eV.
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