Existence of bounded nonoscillatory solutions of first-order nonlinear neutral delay differential equations  by Liu, Zeqing et al.
Computers and Mathematics with Applications 59 (2010) 3535–3547
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Existence of bounded nonoscillatory solutions of first-order nonlinear
neutral delay differential equations
Zeqing Liu a, Shin Min Kang b,∗, Jeong Sheok Ume c
a Department of Mathematics, Liaoning Normal University, Dalian, Liaoning 116029, People’s Republic of China
b Department of Mathematics and the Research Institute of Natural Science, Gyeongsang National University, Jinju 660-701, Republic of Korea
c Department of Applied Mathematics, Changwon National University, Changwon 641-773, Republic of Korea
a r t i c l e i n f o
Article history:
Received 8 April 2009
Accepted 22 March 2010
Keywords:
First-order nonlinear neutral delay
differential equation
Uncountably many nonoscillatory solutions
Schauder fixed point theorem
Krasnoselskii fixed point theorem
a b s t r a c t
The aim of this paper is to study the following first-order nonlinear neutral delay
differential equation
d
dt
[x(t)+ c(t)x(t − τ)]+ h(t)f (x(t − σ1), x(t − σ2), . . . , x(t − σk)) = g(t),
t ≥ t0,
where c, h, g ∈ C([t0,+∞),R), τ > 0, σi ∈ R+ for i ∈ Jk = {1, . . . , k}, and f ∈ C(Rk,R).
By using the Schauder and Krasnoselskii fixed point theorems,we establish the existence of
uncountablymany bounded nonoscillatory solutions for the above equation. To dwell upon
the importance and advantages of our results, seven nontrivial examples are included.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider the existence andmultiplicity of bounded nonoscillatory solutions for the following first-order
nonlinear neutral delay differential equation
d
dt
[
x(t)+ c(t)x(t − τ)]+ h(t)f (x(t − σ1), x(t − σ2), . . . , x(t − σk)) = g(t), t ≥ t0, (1.1)
where c, h, g ∈ C([t0,+∞),R), τ > 0, k is a positive integer, σi ∈ R+ = [0,+∞) for i ∈ Jk = {1, . . . , k} and f ∈ C(Rk,R).
The study of the oscillation and nonoscillation of solutions for various first-order neutral delay differential equations
has received considerable attention in recent years; see [1–12] and the references cited therein. However, the existence
and multiplicity of nonoscillatory solutions of first-order linear and nonlinear neutral delay differential equations received
much less attention, which is mainly due to the technical difficulties arising in its analysis.
Zhang, Feng, Yan and Song [10] established sufficient conditions for the oscillation of the first-order linear neutral
differential equation with positive and negative coefficients
d
dt
[x(t)+ c(t)x(t − τ)] + Q1(t)x(t − σ1)− Q2(t)x(t − σ2) = 0, t ≥ t0, (1.2)
where c ∈ C([t0,+∞),R), τ > 0, σ1, σ2 ∈ R+ and Q1,Q2 ∈ C([t0,+∞),R+). By using the Banach fixed point theorem,
they proved the existence of a nonoscillatory solution for Eq. (1.2). Chuanxi and Ladas [1], Lalli and Zhang [4] and Zhang
and Yan [12] studied the oscillation of Eq. (1.2). Tang and Yu [6], Yang and Zhang [7], Yu, Zhang and Qian [8] and Zhang and
Yu [11] investigated the existence of a bounded positive solution, unbounded positive solution and nonoscillatory solution
∗ Corresponding author. Fax: +82 55 755 1917.
E-mail addresses: zeqingliu@sina.com.cn (Z. Liu), smkang@gnu.ac.kr (S.M. Kang), jsume@changwon.ac.kr (J.S. Ume).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.03.047
3536 Z. Liu et al. / Computers and Mathematics with Applications 59 (2010) 3535–3547
for Eq. (1.2) with c(t) = −1,Q2(t) = 0 and c(t) = c,Q1(t) = p,Q2(t) = 0, respectively. Parhi and Rath [5] discussed
necessary and sufficient conditions, which ensure every solution of
d
dt
[x(t)− c(t)x(t − τ)] ± Q (t)f (x(t − σ)) = g(t), t ≥ t0, (1.3)
is oscillatory or tends to zero as t →+∞, where c, g ∈ C(R+,R), τ , σ ,∈ R+ and f ∈ C(R+,R+).
To the best of our knowledge, there is no literature referred to the existence of uncountablymany bounded nonoscillatory
solutions of Eq. (1.1). In this paper, by using the Schauder and Krasnoselskii fixed point theorems and new techniques, we
show some sufficient conditions for the existence of uncountably many bounded nonoscillatory solutions of Eq. (1.1). Our
results extend and unify several known results in [6,8,10].
The paper is organized as follows. In Section 2, a few notation and lemmas are introduced. In Section 3, by employing
the Schauder and Krasnoselskii fixed point theorems, we establish the existence andmultiplicity of bounded nonoscillatory
solutions for Eq. (1.1). In Section 4, we construct a number of examples which clarify advantages of our results.
2. Preliminaries
It is assumed throughout this paper that
(A1)
∫ +∞
t0
|h(t)|dt < +∞;
(A2)
∫ +∞
t0
|th(t)|dt < +∞;
(A3)
∣∣∣∫ +∞t0 g(t)dt∣∣∣ < +∞;
(A4)
∫ +∞
t0
|g(t)|dt < +∞;
(A5)
∫ +∞
t0
|tg(t)|dt < +∞.
Let γ = t0 −max{τ , σi : i ∈ Jk}. By a solution of Eq. (1.1), we mean a function x ∈ C([γ ,+∞),R) for some T ≥ t0 + γ ,
such that x(t) + c(t)x(t − τ) is continuously differentiable on [T ,+∞) and such that Eq. (1.1) is satisfied for t ≥ T . As is
customary, a solution of Eq. (1.1) is said to be oscillatory if it has arbitrarily large zeros and nonoscillatory otherwise.
Throughout the sequel, let [t] denote the greatest integer not exceeding t ∈ R, X stand for the Banach space of all
continuous and bounded functions on [γ ,+∞) with the norm ‖x‖ = supt≥γ |x(t)| for x ∈ X, diam(Y ) represent the
diameter of a set Y ⊂ X and
A(N,M) = {x ∈ X : N ≤ x(t) ≤ M, t ≥ γ } forM,N ∈ RwithM > N.
It is easy to see that A(N,M) is a bounded closed and convex subset of X .
Lemma 2.1 ([13] Krasnoselskii Fixed Point Theorem). Let X be a Banach space, let Y be a nonempty bounded closed convex subset
of X and let f , g be mappings of Y into X such that fx + gy ∈ Y for every pair x, y ∈ Y . If f is a contraction mapping and g is
completely continuous, then the equation fx+ gx = x has at least one solution in Y .
Lemma 2.2 (Schauder Fixed Point Theorem). Let Y be a nonempty closed convex subset of a Banach space X. Let f : Y → Y be
a continuous mapping such that fY is a relatively compact subset of X. Then f has at least one fixed point in Y .
3. Main results
Nowweuse the Schauder fixed point theorem to show the existence andmultiplicity of bounded nonoscillatory solutions
of Eq. (1.1).
Theorem 3.1. Let (A2) and (A5) hold and
c(t) = −1, eventually. (3.1)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. Let M and N be two arbitrary positive numbers with M > N . Now we show that for each L ∈ (N,M) there exists
a mapping QL : A(N,M) → A(N,M) such that QL has a fixed point xL, which is also a bounded nonoscillatory solution
of Eq. (1.1).
Since f ∈ C(Rk,R), it follows that
M1 = max{|f (t1, . . . , tk)| : ti ∈ [N,M], i ∈ Jk} < +∞. (3.2)
Thus (A2) together with (A5), (3.1) and (3.2) ensures that there exists T > max{1, t0 + γ } satisfying
c(t) = −1, t ≥ T , (3.3)
1
τ
∫ +∞
T
s(M1|h(s)| + |g(s)|)ds ≤ min{M − L, L− N}. (3.4)
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For each L ∈ (N,M), define a mapping Q L : A(N,M)→ X by
(Q Lx)(t) =
L+
∞∑
j=1
∫ +∞
t+jτ
(
h(s)f (x(s− σ1), . . . , x(s− σk))− g(s)
)
ds, t ≥ T
(Q Lx)(T ), γ ≤ t < T
(3.5)
for each x ∈ A(N,M). Using (3.2)–(3.5), we conclude that for any x ∈ A(N,M) and t ≥ T
|(Q Lx)(t)− L| ≤
∞∑
j=1
∫ +∞
t+jτ
(|h(s)||f (x(s− σ1), . . . , x(s− σk))| + |g(s)|)ds
≤
∞∑
j=1
∫ +∞
t+jτ
(
M1|h(s)| + |g(s)|
)
ds
≤ 1
τ
∫ +∞
T
s
(
M1|h(s)| + |g(s)|
)
ds
≤ min{M − L, L− N},
which yields that Q L(A(N,M)) ⊆ A(N,M).
We now claim that Q L is completely continuous. Firstly we show that Q L is continuous. It follows from the uniform
continuity of f on [N,M]k that
for any given ε > 0, there exists δ > 0 such that
sup{|f (u1, . . . , uk)− f (v1, . . . , vk)| : ui, vi ∈ [N,M]with |ui − vi| < δ, i ∈ Jk} < ε. (3.6)
Let {yn}n≥1 ⊂ A(N,M) and y ∈ A(N,M)with limn→∞ yn = y. It follows that there exists a positive integer n1 satisfying
‖yn − y‖ < δ, n ≥ n1. (3.7)
In light of (3.4)–(3.7), we infer that for n ≥ n1
‖Q Lyn − Q Ly‖ ≤
∞∑
j=1
∫ +∞
T+jτ
|h(s)||f (yn(s− σ1), . . . , yn(s− σk))− f (y(s− σ1), . . . , y(s− σk))|ds
≤ ε
τ
∫ +∞
T
s|h(s)|ds
≤ ε
M1
min{M − L, L− N},
which implies that limn→∞ Q Lyn = Q Ly. That is, Q L is continuous on A(N,M).
Secondly we prove that Q L(A(N,M)) is relatively compact. That is, we need to prove that Q L(A(N,M)) is uniformly
bounded and equicontinuous on [γ ,+∞).
By virtue of (3.2), (3.4) and (3.5), we easily conclude that
diam(Q L(A(N,M))) ≤ sup
x,y∈A(N,M)
∞∑
j=1
∫ +∞
T+jτ
|h(s)||f (x(s− σ1), . . . , x(s− σk))− f (y(s− σ1), . . . , y(s− σk))|ds
≤ 2M1
∞∑
j=1
∫ +∞
T+jτ
|h(s)|ds
≤ 2M1
τ
∫ +∞
T
s|h(s)|ds
≤ 2
τ
min{M − L, L− N},
which means that Q L(A(N,M)) is uniformly bounded.
Let ε > 0. Take δ = 1. It follows from (3.2), (A2) and (A5) that there exists T ∗ > T satisfying
1
τ
∫ +∞
T∗
s(M1|h(s)| + |g(s)|)ds < ε4 . (3.8)
Thus (3.8) together with (3.2) and (3.5) means that for any t2 > t1 ≥ T ∗ with |t2 − t1| < δ and any y ∈ A(N,M)
|(Q Ly)(t2)− (Q Ly)(t1)| ≤
∞∑
j=1
∫ +∞
t2+jτ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
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+
∞∑
j=1
∫ +∞
t1+jτ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
≤ 2
τ
∫ +∞
T∗
s
(
M1|h(s)| + |g(s)|
)
ds
<
ε
2
,
which yields that Q L(A(N,M)) is equicontinuous on [T ∗,+∞).
Put δ = min{ τ3 , ε1+3aM2 }, where a = 1+ [ T
∗−T
τ
] and
M2 = max{|h(s)||f (t1, . . . , tk)| + |g(s)| : s ∈ [T , 2T ∗ + τ ], ti ∈ [N,M], i ∈ Jk}.
It follows from (3.2), (3.5) and (3.8) that for any t1, t2 ∈ [T , T ∗]with t1 < t2 < t1 + δ and y ∈ A(N,M)
|(Q Ly)(t2)− (Q Ly)(t1)| ≤
a∑
j=1
∫ t2+jτ
t1+jτ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
+
∞∑
j=a+1
∫ +∞
t1+jτ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
+
∞∑
j=a+1
∫ +∞
t2+jτ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
≤ aM2|t2 − t1| +
∞∑
j=a+1
∫ +∞
t1+jτ
(
M1|h(s)| + |g(s)|
)
ds+
∞∑
j=a+1
∫ +∞
t2+jτ
(
M1|h(s)| + |g(s)|
)
ds
<
ε
3
+ 2
τ
∫ +∞
T∗
s
(
M1|h(s)| + |g(s)|
)
ds
< ε,
which gives that Q L(A(N,M)) is also equicontinuous on [T , T ∗]. Consequently Q L(A(N,M)) is equicontinuous on [γ ,+∞).
Thus Q L(A(N,M)) is relatively compact. It follows from Lemma 2.2 that Q L has a fixed point xL ∈ A(N,M). In view of (3.5),
we deduce that for t ≥ T + τ
xL(t) = L+
∞∑
j=1
∫ +∞
t+jτ
(
h(s)f (xL(s− σ1), . . . , xL(s− σk))− g(s)
)
ds
and
xL(t − τ) = L+
∞∑
j=1
∫ +∞
t+(j−1)τ
(
h(s)f (xL(s− σ1), . . . , xL(s− σk))− g(s)
)
ds,
which together with (3.3) imply that Eq. (1.1) has a bounded nonoscillatory in xL ∈ A(N,M).
Finally, we show that Eq. (1.1) has uncountably many bounded nonoscillatory solutions in A(N,M). Let L1, L2 ∈ (N,M)
and L1 6= L2. Replacing θ, T , L and Q L in (3.3)–(3.5) by θi, Ti, Li and QLi for i ∈ {1, 2}, respectively, we conclude similarly
that the mappings QL1 and QL2 have fixed points xL1 and xL2 ∈ A(N,M), respectively, which are two bounded nonoscillatory
solutions of Eq. (1.1) in A(N,M). It follows from (A2) and (3.2) that there exists T3 > max{1, T1, T2} satisfying∫ +∞
T3
s|h(s)|ds < τ |L1 − L2|
4M1
. (3.9)
In order to show that the set of bounded nonoscillatory solutions of Eq. (1.1) is uncountable, it is sufficient to prove that
xL1 6= xL2 . It follows that for t ≥ T3
xL1(t) = L1 +
∞∑
j=1
∫ +∞
t+jτ
(
h(s)f (xL1(s− σ1), . . . , xL1(s− σk))− g(s)
)
ds,
xL2(t) = L2 +
∞∑
j=1
∫ +∞
t+jτ
(
h(s)f (xL2(s− σ1), . . . , xL2(s− σk))− g(s)
)
ds,
Z. Liu et al. / Computers and Mathematics with Applications 59 (2010) 3535–3547 3539
which together with (3.2) and (3.9) mean that
|xL1(t)− xL2(t)| ≥ |L1 − L2| −
∞∑
j=1
∫ +∞
t+jτ
|h(s)||f (xL1(s− σ1), . . . , xL1(s− σk))− f (xL2(s− σ1), . . . , xL2(s− σk))|ds,
≥ |L1 − L2| − 2M1
∞∑
j=1
∫ +∞
t+jτ
|h(s)|ds
≥ |L1 − L2| − 2M1
τ
∫ +∞
T3
s|h(s)|ds
>
1
2
|L1 − L2|, t ≥ T3.
This completes the proof. 
Theorem 3.2. Let (A1) and (A4) hold and
c(t) = 1, eventually. (3.10)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. LetM and N be two arbitrary positive numbers withM > N . Now we prove that for each L ∈ (N,M) there exists a
mapping QL : A(N,M)→ A(N,M) such that QL has a fixed point xL, which is also a bounded nonoscillatory solution of Eq.
(1.1). Using (A1), (A4) and (3.10), we deduce that there exists T > t0 + γ satisfying
c(t) = 1, t ≥ T , (3.11)∫ +∞
T
(M1|h(s)| + |g(s)|)ds ≤ min{M − L, L− N}, (3.12)
whereM1 is defined by (3.2). For each L ∈ (N,M), define a mapping Q L : A(N,M)→ X by
(Q Lx)(t) =
L+
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
(
h(s)f (x(s− σ1), . . . , x(s− σk))− g(s)
)
ds, t ≥ T
(Q Lx)(T ), γ ≤ t < T
(3.13)
for each x ∈ A(N,M). In view of (3.2), (3.12) and (3.13), we obtain that for any x ∈ A(N,M) and t ≥ T
|(Q Lx)(t)− L| ≤
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
(|h(s)||f (x(s− σ1), . . . , x(s− σk))| + |g(s)|)ds
≤
∫ +∞
T
(
M1|h(s)| + |g(s)|
)
ds
≤ min{M − L, L− N},
which yields that Q L(A(N,M)) ⊆ A(N,M).
We assert that Q L is completely continuous. First we show that Q L is continuous. Let {yn}n≥1 ⊂ A(N,M) and y ∈ A(N,M)
with limn→∞ yn = y. It is easy to verify that (3.6) and (3.7) hold. By virtue of (3.6), (3.7) and (3.13), we get that for n ≥ n1
‖Q Lyn − Q Ly‖ ≤ sup
t∈[T ,+∞)
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
|h(s)||f (yn(s− σ1), . . . , yn(s− σk))− f (y(s− σ1), . . . , y(s− σk))|ds
≤ ε
∫ +∞
T+τ
|h(s)|ds
≤ ε
M1
min{M − L, L− N},
which implies that limn→∞ Q Lyn = Q Ly. That is, Q L is continuous on A(N,M).
Next we prove that Q L(A(N,M)) is relatively compact. That is, we need to prove that Q L(A(N,M)) is uniformly bounded
and equicontinuous on [γ ,+∞). By means of (3.2), (3.12) and (3.13), we arrive at
diam(Q L(A(N,M))) ≤ sup
x,y∈A(N,M)
sup
t∈[T ,+∞)
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
|h(s)||f (x(s− σ1),
. . . , x(s− σk))− f (y(s− σ1), . . . , y(s− σk))|ds
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≤ 2M1
∫ +∞
T
|h(s)|ds
≤ 2min{M − L, L− N},
which means that Q L(A(N,M)) is uniformly bounded.
Let ε > 0. Take δ = 1. It follows from (3.2), (A1) and (A4) that there exists T ∗ > T satisfying∫ +∞
T∗
(M1|h(s)| + |g(s)|)ds < ε4 . (3.14)
Thus (3.2), (3.13) and (3.14) mean that for any t2 > t1 ≥ T ∗ with |t2 − t1| < δ and y ∈ A(N,M)
|(Q Ly)(t2)− (Q Ly)(t1)| ≤
∞∑
j=1
∫ t2+2jτ
t2+(2j−1)τ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
+
∞∑
j=1
∫ t1+2jτ
t1+(2j−1)τ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
≤ 2
∫ +∞
T∗
(
M1|h(s)| + |g(s)|
)
ds
<
ε
2
,
which guarantees that Q L(A(N,M)) is equicontinuous on [T ∗,+∞).
Let a, δ andM2 be as in the proof of Theorem 3.1. It follows from (3.2), (3.13) and (3.14) that for any t1, t2 ∈ [T , T ∗]with
t1 < t2 < t1 + δ and y ∈ A(N,M)
|(Q Ly)(t2)− (Q Ly)(t1)| ≤
a∑
j=1
∫ t2+jτ
t1+jτ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
+
∞∑
j=a+1
∫ t1+2jτ
t1+(2j−1)τ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
+
∞∑
j=a+1
∫ t2+2jτ
t2+(2j−1)τ
(|h(s)||f (y(s− σ1), . . . , y(s− σk))| + |g(s)|)ds
≤ aM2|t2 − t1| + 2
∫ +∞
T∗
(
M1|h(s)| + |g(s)|
)
ds
< ε,
which yields that Q L(A(N,M)) is also equicontinuous on [T , T ∗]. Consequently Q L(A(N,M)) is equicontinuous on [γ ,+∞).
Thus Q L(A(N,M)) is relatively compact. Consequently Lemma 2.2 ensures that Q L has a fixed point xL ∈ A(N,M). It follows
from (3.13) that for t ≥ T + τ
xL(t) = L+
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
(
h(s)f (xL(s− σ1), . . . , xL(s− σk))− g(s)
)
ds,
and
xL(t − τ) = L+
∞∑
j=1
∫ t+(2j−1)τ
t+2(j−1)τ
(
h(s)f (xL(s− σ1), . . . , xL(s− σk))− g(s)
)
ds,
which together with (3.11) imply that Eq. (1.1) possesses a bounded nonoscillatory xL ∈ A(N,M).
Lastly, we prove that Eq. (1.1) has uncountably many bounded nonoscillatory solutions in A(N,M). Let L1, L2 ∈ (N,M)
and L1 6= L2. Replacing θ, T , L and Q L in (3.11)–(3.13) by θi, Ti, Li and QLi for i ∈ {1, 2}, respectively, we conclude similarly
that the mappings QL1 and QL2 have fixed points xL1 and xL2 ∈ A(N,M), respectively, which are two bounded nonoscillatory
solutions of Eq. (1.1). It follows from (A1) and (3.2) that there exists T3 > max{T1, T2} satisfying∫ +∞
T3
|h(s)|ds < τ |L1 − L2|
4M1
. (3.15)
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In order to show that the set of bounded nonoscillatory solutions of Eq. (1.1) is uncountable, it is sufficient to prove that
xL1 6= xL2 . It follows that for t ≥ T3
xL1(t) = L1 +
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
(
h(s)f (xL1(s− σ1), . . . , xL1(s− σk))− g(s)
)
ds,
xL2(t) = L2 +
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
(
h(s)f (xL2(s− σ1), . . . , xL2(s− σk))− g(s)
)
ds,
which imply that
|xL1(t)− xL2(t)| ≥ |L1 − L2| −
∞∑
j=1
∫ t+2jτ
t+(2j−1)τ
|h(s)||f (xL1(s− σ1),
. . . , xL1(s− σk))− f (xL2(s− σ1), . . . , xL2(s− σk))|ds,
≥ |L1 − L2| − 2M1
∫ +∞
T3
|h(s)|ds
>
1
2
|L1 − L2|, t ≥ T3
by (3.2) and (3.15). This completes the proof. 
Next we use Krasnoselskiis fixed point theorem to prove the existence and multiplicity of bounded nonoscillatory
solutions of Eq. (1.1).
Theorem 3.3. Let (A1) and (A3) hold and there exist a constant c satisfying
0 ≤ c(t) ≤ c < 1, eventually. (3.16)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. Let M and N be two arbitrary positive numbers with (1 − c)M > N . Now we show that for each L ∈ (cM + N,M)
there exists a pair of mappings PL,QL : A(N,M) → X such that the equation PLx + QLx = x has a solution xL ∈ A(N,M),
which is also a bounded nonoscillatory solution of Eq. (1.1). With respect to (A1), (A3) and (3.16), we select T > t0 + γ
satisfying
0 ≤ c(t) ≤ c < 1, t ≥ T , (3.17)∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+ ∫ +∞
t
M1|h(s)|ds ≤ min{M − L, L− cM − N}, t ≥ T , (3.18)
whereM1 is defined by (3.2). For each L ∈ (cM + N,M), define two mappings PLQ L : A(N,M)→ X by
(PLx)(t) =
L− cx(t − τ)−
∫ +∞
t
g(s)ds, t ≥ T
(PLx)(T ), γ ≤ t < T
(3.19)
and
(Q Lx)(t) =

∫ +∞
t
h(s)f (x(s− σ1), . . . , x(s− σk))ds, t ≥ T
(Q Lx)(T ), γ ≤ t < T
(3.20)
for each x ∈ A(N,M). It follows from (3.2) and (3.17)–(3.20) that for any t ≥ T and x, y ∈ A(N,M)
|(PLx)(t)− (PLy)(t)| = c(t)|x(t − τ)− y(t − τ)| ≤ c‖x− y‖,
(PLx)(t)+ (Q Ly)(t) ≤ L+
∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+ ∫ +∞
t
|h(s)||f (y(s− σ1), . . . , y(s− σk))|ds
≤ L+
∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+M1 ∫ +∞
t
|h(s)|ds
≤ M
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and
(PLx)(t)+ (Q Ly)(t) ≥ L− cM −
∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣− ∫ +∞
t
|h(s)||f (y(s− σ1), . . . , y(s− σk))|ds
≥ L− cM −
∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣−M1 ∫ +∞
t
|h(s)|ds
≥ N,
which yield that
‖PLx− PLy‖ ≤ c‖x− y‖, x, y ∈ A(N,M) (3.21)
and
PLx+ Q Ly ∈ A(N,M), x, y ∈ A(N,M). (3.22)
As in the proof of Theorem 3.1, we conclude that Q L(A(N,M)) is completely continuous, which together with (3.17),
(3.21) and (3.22) and Lemma 2.1 guarantees the equation PLx+ QLx = x has a solution xL ∈ A(N,M). That is,
xL(t) = L− c(t)xL(t − τ)+
∫ +∞
t
(
h(s)f (xL(s− σ1), . . . , xL(s− σk))− g(s)
)
ds, t ≥ T ,
which yields that xL is a bounded nonoscillatory solution of Eq. (1.1) in A(N,M).
Finally, we show that Eq. (1.1) has uncountably many bounded nonoscillatory solutions in A(N,M). Let L1, L2 ∈ (cM +
N,M) and L1 6= L2. Replacing L, T , PL and Q L in (3.17)–(3.20) by Li, Ti, PLi and QLi for i ∈ {1, 2}, respectively, we infer that
the equation PLix + QLix = x has a solution xLi ∈ A(N,M) for i ∈ {1, 2}, respectively. Moreover xL1 and xL2 are bounded
nonoscillatory solutions of Eq. (1.1). That is,
xL1(t) = L1 − c(t)xL1(t − τ)+
∫ +∞
t
(
h(s)f (xL1(s− σ1), . . . , xL1(s− σk))− g(s)
)
ds, t ≥ T1, (3.23)
xL2(t) = L2 − c(t)xL2(t − τ)+
∫ +∞
t
(
h(s)f (xL2(s− σ1), . . . , xL2(s− σk))− g(s)
)
ds, t ≥ T2. (3.24)
To prove that the set of bounded nonoscillatory solutions of Eq. (1.1) is uncountable, we need only to verify that xL1 6= xL2 .
It follows from (A1) and (3.2) that there exists T3 > max{T1, T2} satisfying∫ +∞
T3
|h(s)|ds < |L1 − L2|
4M1
. (3.25)
By means of (3.2), (3.19) and (3.20) and (3.23)–(3.25), we deduce that for t > T3
|xL1(t)− xL2(t)| ≥ |L1 − L2| − c(t)|xL1(t − τ)− xL2(t − τ)|
−
∫ +∞
t
|h(s)||f (xL1(s− σ1), . . . , xL1(s− σk))− f (xL2(s− σ1), . . . , xL2(s− σk))|ds
≥ |L1 − L2| − c‖x− y‖ − 2M1
∫ +∞
t
|h(s)|ds
>
1
2
|L1 − L2| − c‖x− y‖,
which means that
‖xL1 − xL2‖ >
|L1 − L2|
2(1+ c) > 0,
that is, xL1 6= xL2 . This completes the proof. 
Theorem 3.4. Let (A1) and (A3) hold and there exist two constants c and c0 satisfying
1 < c ≤ c(t) ≤ c0 < c2, eventually. (3.26)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. Let M and N be two arbitrary positive numbers with M > N and cc0N < (c2 − c0)M . Now we show that for each
L ∈ ( c0c M + c0N, cM) there exists a pair of mappings PL,QL : A(N,M) → X such that the equation PLx + QLx = x has
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a solution xL ∈ A(N,M), which is also a bounded nonoscillatory solution of Eq. (1.1). In view of (A1), (A3) and (3.26), we
choose T > t0 + γ satisfying
1 < c ≤ c(t) ≤ c0 < c2, t ≥ T , (3.27)∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+M1 ∫ +∞
t
|h(s)|ds ≤ min
{
cM − L, c
c0
L−M − cN
}
, t ≥ T , (3.28)
whereM1 is defined by (3.2). For every L ∈ ( c0c M + c0N, cM), define two mappings PLQ L : A(N,M)→ X by
(PLx)(t) =

L
c(t + τ) −
x(t + τ)
c(t + τ) −
1
c(t + τ)
∫ +∞
t+τ
g(s)ds, t ≥ T
(PLx)(T ), γ ≤ t < T
(3.29)
and
(Q Lx)(t) =

1
c(t + τ)
∫ +∞
t+τ
h(s)f (x(s− σ1), . . . , x(s− σk))ds, t ≥ T
(Q Lx)(T ), γ ≤ t < T
(3.30)
for any x ∈ A(N,M). It follows from (3.2) and (3.27)–(3.30) that for any t ≥ T and x, y ∈ A(N,M)
‖PLx− PLy‖ ≤ 1c ‖x− y‖,
(PLx)(t)+ (Q Ly)(t) ≤ Lc +
1
c
(∣∣∣∣∫ +∞
t+τ
g(s)ds
∣∣∣∣+M1 ∫ +∞
t+τ
|h(s)|ds
)
≤ M
and
(PLx)(t)+ (Q Ly)(t) ≥ Lc0 −
M
c
− 1
c
(∣∣∣∣∫ +∞
t+τ
g(s)ds
∣∣∣∣+M1 ∫ +∞
t+τ
|h(s)|ds
)
≥ N,
which yield (3.22). As in the proof of Theorem 3.1, we conclude that Q L is continuous in A(N,M) and
diam(Q L(A(N,M))) ≤ 2c min
{
cM − L, c
c0
L−M − cN
}
,
which means that Q L(A(N,M)) is uniformly bounded.
Next we show that Q L(A(N,M)) is equicontinuous on [γ ,+∞). Let ε > 0. By (A1) and (3.2) we get that for any ε > 0,
there exists T ∗ > T satisfying∫ +∞
T∗
|h(s)|ds < cε
4M1
.
Take δ1 = 1. It is easy to verify that for any t1, t2 ∈ [T ∗,+∞)with t1 < t2 < t1 + δ1 and x ∈ Q L(A(N,M))
|(Q Lx)(t2)− (Q Lx)(t1)| ≤ M1c
(∫ +∞
t2+τ
|h(s)|ds+
∫ +∞
t1+τ
|h(s)|ds
)
< ε,
that is, Q L(A(N,M)) is equicontinuous on [T ∗,+∞).
Put M3 = max{|h(t)| : t ∈ [T , T ∗ + τ ]}. Since c(t) is uniformly continuous in [T , T ∗ + τ ], it follows that there exists a
positive number δ2 < c
2
1+2c0M3M1 such that for any t1, t2 ∈ [T , T ∗]with t1 < t2 < t1 + δ2 and x ∈ Q L(A(N,M))
|c(t1 + τ)− c(t2 + τ)| < c
2ε
2M1
(
M3(T ∗ − T )+ ε4M1
) ,
and
|(Q Lx)(t2)− (Q Lx)(t1)| ≤ 1c(t1 + τ)c(t2 + τ)
[
c(t1 + τ)
∣∣∣∣∫ +∞
t2+τ
h(s)f (x(s− σ1), . . . , x(s− σk))ds
−
∫ +∞
t1+τ
h(s)f (x(s− σ1), . . . , x(s− σk))ds
∣∣∣∣
+ |c(t1 + τ)− c(t2 + τ)|
∫ +∞
t1+τ
|h(s)||f (x(s− σ1), . . . , x(s− σk))|ds
]
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≤ 1
c2
[
c0
∫ t2+τ
t1+τ
|h(s)||f (x(s− σ1), . . . , x(s− σk))|ds
+M1|c(t1 + τ)− c(t2 + τ)|
(∫ T∗
t1+τ
|h(s)|ds+
∫ +∞
T∗
|h(s)|ds
)]
≤ 1
c2
[
c0M3M1|t2 − t1| +M1|c(t1 + τ)− c(t2 + τ)|
(
M3(T ∗ − T )+ ε4M1
)]
< ε,
which gives that Q L(A(N,M)) is equicontinuous on [T , T ∗]. Therefore Q L(A(N,M)) is equicontinuous on [γ ,+∞). Thus
Lemma 2.1 implies the equation PLx + QLx = x has a solution xL ∈ A(N,M). It follows that xL is a bounded nonoscillatory
solution of Eq. (1.1) in A(N,M). The rest of the proof is similar to that of Theorem 3.1, and is omitted. This completes the
proof. 
Theorem 3.5. Let (A1) and (A3) hold and there exist a constant c satisfying
− 1 < c ≤ c(t) ≤ 0, eventually. (3.31)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. LetM and N be two arbitrary positive numbers with (1+ c)M > N . Now we show that for each L ∈ (N, (1+ c)M)
there exists a pair of mappings PL,QL : A(N,M) → X such that the equation PLx + QLx = x has a solution xL ∈ A(N,M),
which is also a bounded nonoscillatory solution of Eq. (1.1). In light of (A1), (A3) and (3.31), we choose T > t0+γ satisfying
−1 < c ≤ c(t) ≤ 0, t ≥ T , (3.32)∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+M1 ∫ +∞
t
|h(s)|ds ≤ min{(1+ c)M − L, L− N}, t ≥ T , (3.33)
whereM1 is defined by (3.2). For every L ∈ (N, (1+ c)M), define two mappings PLQ L : A(N,M)→ X by (3.19) and (3.20).
The rest of the proof is similar to that of Theorems 3.1 and 3.4, and is omitted. This completes the proof. 
Theorem 3.6. Let (A1) and (A3) hold and there exist two constants c and c0 satisfying
c0 ≤ c(t) ≤ c < −1, eventually. (3.34)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. Let M and N be two arbitrary numbers with M > N > 0 and (1 + c)M < (1 + c0)N . Now we show that for each
L ∈ (−(1+ c0)N,−(1+ c)M) there exists a pair of mappings PL,QL : A(N,M)→ X such that the equation PLx+ QLx = x
has a solution xL ∈ A(N,M), which is also a bounded nonoscillatory solution of Eq. (1.1). In terms of (A1), (A3) and (3.34),
we choose T > t0 + γ satisfying
c0 ≤ c(t) ≤ c < −1, t ≥ T , (3.35)∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+M1 ∫ +∞
t
|h(s)|ds ≤ min{−(1+ c)M − L, L+ (1+ c0)N}, t ≥ T , (3.36)
whereM1 is defined by (3.2). For every L ∈ (−(1+ c0)N,−(1+ c)M), define two mappings PLQ L : A(N,M)→ X by (3.30)
and
(PLx)(t) =
−
L
c(t + τ) −
x(t + τ)
c(t + τ) −
1
c(t + τ)
∫ +∞
t+τ
g(s)ds, t ≥ T
(PLx)(T ), γ ≤ t < T
(3.37)
for any x ∈ A(N,M). The rest of the proof is similar to that of Theorems 3.1–3.4, and is omitted. This completes the proof. 
Theorem 3.7. Let (A1) and (A3) hold and there exist a constant c satisfying
|c(t)| ≤ c < 1
2
, eventually. (3.38)
Then Eq. (1.1) has uncountably many bounded nonoscillatory solutions.
Proof. LetM and N be two arbitrary constants with (1− 2c)M > N . Now we show that for each L ∈ (cM + N, (1− c)M)
there exists a pair of mappings PL,QL : A(N,M) → X such that the equation PLx + QLx = x has a solution xL ∈ A(N,M),
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which is also a bounded nonoscillatory solution of Eq. (1.1). Using (A1), (A3) and (3.38), we choose T > t0 + γ satisfying
|c(t)| ≤ c < 1
2
, t ≥ T , (3.39)∣∣∣∣∫ +∞
t
g(s)ds
∣∣∣∣+M1 ∫ +∞
t
|h(s)|ds ≤ min{(1− c)M − L, L− cM − N}, t ≥ T , (3.40)
where M1 is defined by (3.2). For every L ∈ (cM + N, (1 − c)M), define two mappings PLQ L : A(N,M)→ X by (3.19) and
(3.20). The rest of the proof is similar to that of Theorems 3.1–3.4, and is omitted. This completes the proof. 
Remark 3.1. Theorems 3.1 and 3.2 extend, improve and unify Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3
in [10].
4. Examples
In this section, in order to illustrate the advantage of our results, we consider the following seven examples.
Example 4.1. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)− x(t − τ)]+ (1− 5t2 + t3)x2(t − σ1)x(t − σ2)
(1+ t3) 74 [1+ ln(1+ x2(t − σ1))]
= t
3 sin3(t2 − 3t)
(1+ t4) 43
, t ≥ 0, (4.1)
where τ > 0, σ1, σ2 ∈ R+, t0 = 0, k = 2. Put
c(t) = −1, h(t) = 1− 5t
2 + t3
(1+ t3) 74
, g(t) = t
3 sin3(t2 − 3t)
(1+ t4) 43
,
f (t1, t2) = t
2
1 t2
1+ ln(1+ t21 )
, t ≥ 0, t1, t2 ∈ R.
It is easy to verify that (A2), (A5) and (3.1) hold. It follows from Theorem 3.1 that Eq. (4.1) has uncountably many bounded
nonoscillatory solutions. But Theorem1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3 in [10] are inapplicable for Eq. (4.1).
Example 4.2. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)+ x(t − τ)]+ cos(t − t 32 )
t
4
3 + sin2(t3)
(1+ x2(t − σ1))x3(t−σ2)−x2(t−σ3) = sin(t
2)
(1+ t5) 14
, t ≥ 0, (4.2)
where τ > 0, σ1, σ2, σ3 ∈ R+, t0 = 0, k = 3. Put
c(t) = 1, h(t) = cos(t − t
3
2 )
t
4
3 + sin2(t3)
, g(t) = sin(t
2)
(1+ t5) 14
,
f (t1, t2, t3) = (1+ t21 )t
3
2−t23 , t ≥ 1, t1, t2, t3 ∈ R.
It is easy to verify that (A1), (A4) and (3.10) hold. It follows from Theorem 3.2 that Eq. (4.2) has uncountably many bounded
nonoscillatory solutions. However, Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3 in [10] are not applicable
for Eq. (4.2).
Example 4.3. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)− 2t
2 − t sin t
1+ 3t2 x(t − τ)
]
+ 1
t2
e−x
2(t−σ1)x3(t−σ2) = sin(t
2)
t
, t ≥ 1, (4.3)
where τ > 0, σ1, σ2 ∈ R+, t0 = 1, k = 2. Put
c(t) = 2t
2 − t sin t
1+ 3t2 , h(t) =
1
t2
, g(t) = sin(t
2)
t
, f (t1, t2) = e−t21 t32 , t ≥ 1, t1, t2 ∈ R.
It is easy to verify that (A1), (A3) and (3.16) hold with c = 34 . It follows from Theorem 3.3 that Eq. (4.3) has uncountably
many bounded nonoscillatory solutions. However, Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3 in [10] are
null for Eq. (4.3).
Example 4.4. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)+
(
2− 1
2
sin2 t
)
x(t − τ)
]
+ (1+ t sin
2 t)
2
3 ln(1+ |x(t − σ3)|)
t2[1+ x4(t − σ1)x2(t − σ2)] =
cos(t
2
3 )
t
, t ≥ 1, (4.4)
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where τ > 0, σ1, σ2, σ3 ∈ R+, t0 = 1, k = 3. Put
c(t) = 2− 1
2
sin2 t, h(t) = (1+ t sin
2 t)
2
3
t2
, g(t) = cos(t
2
3 )
t
,
f (t1, t2, t3) = ln(1+ |t3|)1+ t41 t22
, t ≥ 1, t1, t2, t3 ∈ R.
It is easy to verify that (A1), (A3) and (3.26) hold with c = 32 and c0 = 2. It follows from Theorem 3.4 that Eq. (4.4) has
uncountably many bounded nonoscillatory solutions. But Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3
in [10] are useless for Eq. (4.4).
Example 4.5. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)− 1+ t + sin t
3+ 2t x(t − τ)
]
+ cos(t
2)
(1+ t3) 12
ln(1+ x4(t − σ1)x6(t − σ2)) = sin tt , t ≥ 0, (4.5)
where τ > 0, σ1, σ2 ∈ R+, t0 = 0, k = 2. Put
c(t) = −1+ t + sin t
3+ 2t , h(t) =
cos(t2)
(1+ t3) 12
, g(t) = cos(t
2
3 )
t
,
f (t1, t2) = ln(1+ t41 t62 ), t ≥ 1, t1, t2 ∈ R.
It is easy to verify that (A1), (A3) and (3.31) hold with c = − 23 . It follows from Theorem 3.5 that Eq. (4.5) has uncountably
many bounded nonoscillatory solutions. However Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3 in [10] are
void for Eq. (4.5).
Example 4.6. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)− (4− cos t)x(t − τ)]+ (1+ 2t2) 110 [x2(t − σ1)− x(t − σ2)]
(1+ t) 75 [1+ x2(t − σ1)x4(t − σ2)]
= (1+ 2t)
1
4 sin(t2)
(1+ t2) 23
, t ≥ 0, (4.6)
where τ > 0, σ1, σ2 ∈ R+, t0 = 0, k = 2. Put
c(t) = −(4− cos t), h(t) = (1+ 2t
2)
1
10
(1+ t) 75
, g(t) = (1+ 2t)
1
4 sin(t2)
(1+ t2) 23
,
f (t1, t2) = t
2
1 − t2
1+ t21 t42
, t ≥ 0, t1, t2 ∈ R.
It is easy to verify that (A1), (A3) and (3.34) hold with c = −3 and c0 = −5. It follows from Theorem 3.6 that Eq. (4.6) has
uncountablymany bounded nonoscillatory solutions. However Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3
in [10] are impotent for Eq. (4.6).
Example 4.7. Consider the first-order nonlinear neutral delay differential equation:
d
dt
[
x(t)+ t
2 sin t
1+ 3t2 x(t − τ)
]
+ (2+ 3t
2)
5
4 (1+ 2t2) 32 [x4(t − σ1)− sin2(x3(t − σ2))]
(1+ 4t4) 53 [1+ x2(t − σ1)x2(t − σ2)] 34
= sin(t
5 ln(1+ t4)− 3(1+ 2t2) 34 )
1+ t2 , t ≥ 0, (4.7)
where τ > 0, σ1, σ2 ∈ R+, t0 = 0, k = 2. Put
c(t) = t
2 sin t
1+ 3t2 , h(t) =
(2+ 3t2) 54 (1+ 2t2) 32
(1+ 4t4) 53
, g(t) = sin(t
5 ln(1+ t4)− 3(1+ 2t2) 34 )
1+ t2 ,
f (t1, t2) = sin(t
5 − 3(t2 + 1) 34 ) ln(1+ t4)
1+ t2 , t ≥ 0, t1, t2 ∈ R.
It is easy to verify that (A1), (A3) and (3.38) hold with c = −3 and c0 = −5. It follows from Theorem 3.7 that Eq. (4.7)
has uncountably many bounded nonoscillatory solutions. But Theorem 1 in [6], Theorems 2 and 3 in [8] and Theorems 1–3
in [10] are inapplicable for Eq. (4.7).
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