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Let (r,) be the family of maps from [0, l] into (0, l] with properties similar to 
those of TV = rx(1 - x), 0 I r s 4. The limiting behaviour of orbits { ~,!(x)}y-t 
is a complicated and discontinuous function of the parameter r. The stochastic 
approximation to the difference quation x,,+i = T,,(x”), x,+i = 5(x,) + W, where 
W is a Oxed random variable independent of r and x., is considered. It is shown 
that this Markov process admits a unique absolutely continuous invariant measure 
pr and, furthermore, that the map r + c, is continuous. Such a result is important 
in applications, since slight changes in the shape of 1; no longer cause discontinuous 
consequences in the limiting behaviour of the system. 0 1985 Academic Ress, IXIC. 
1. W-R~DUC~ON 
Consider the family of maps { q} from [0, 1) + [0, l] defined by T,(X) = 
rx(1 - x), where 0 I r I 4. As r varies, the limiting behaviour of the 
difference equation 
x n+l = 4%) 
goes from a stable equihbrium point 0 s r < 2 to a stable two-point cycle 
(2 < r < 2.449) to a stable four-point cycle (2.449 < r < 2.554) to chaos [l] 
(r > 3.570). In the chaotic region, however, the limiting behaviour of (1) as 
r varies is not welI understood. For some values of r, (1) has a stable 
periodic orbit [5], while for other values of r, rr admits an absolutely 
continuous invariant measure [2-51. There does not appear to be any 
continuity of limiting behaviour for (1) with respect o r over certain regions 
of the parameter space. Indeed, Pianigiani (personal communication) has 
shown that if for any r > 3.83, TV admits an absolutely continuous invariant 
measure, then there exists in each neighborhood of r infinitely many other 
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r’s for which rr has a stable periodic orbit. Apparently Sinai and Jacobson 
have shown that there are an uncountable number of r’s for which TV admits 
an absolutely continuous invariant measure and a rumour persists that it 
has been proven that these r ‘s even possess positive Lebesgue measure. 
For an equation such as (1) to be useful in modelling real systems, the 
dependence of the limiting behaviour on the system parameter must be 
understood. In view of the discontinuous behavior discussed above, we 
consider a different and, indeed, more realistic version of (2), namely, 
x n+1 = T,(X”) + w, (2) 
where W is a small perturbation term, a random variable independent of r 
and x,, which has probability density function g: [-a, a] + [0, cc]. W can 
be regarded as a noise term of maximum magnitude a. In computer 
computations we can think of W as representing the unavoidable trunction 
process. For example, if r,(x) is displayed to ten decimal places, W affects 
the tenth place and its support is [ -0.5 x lo-“,0.5 X 10-‘l]. Equations 
such as (2) wer,: considered in [6] in the special case that 7 = 7r is 
expanding. There we showed that as a .10, the limiting behaviour of (2) 
approaches that of (l), where T is fixed and has an absolutely continuous 
invariant measure by virture of the Lasota-Yorke theorem [7]. If {r,} is an 
expanding family of maps, then the question of continuity of limiting 
behaviour is much simpler since for each r, 7r admits an absolutely 
continuous invariant measure. And, indeed, such continuity results have 
been obtained [S, 91. In [lo] a slightly more general case was dealt with; 
there, a sequence of expanding maps was chosen to approach a nonexpand- 
ing map as a parameter approached a certain value. The limiting behaviour 
was shown to be continuous in a weak sense. As for families of nonexpand- 
ing maps such as in (l), there is nothing in the literature about continuity of 
limiting behaviour with respect to r in general, although clearly for r’s 
where rr has a stable periodic orbit, the structural stability around these r’s 
will ensure continuity of limiting behaviour. Difficulties arise, however, 
where there are transitions from stable periods to invariant measures (with 
infinite support) and vice versa. 
2. INVARIANCE AND AN EXAMPLE 
Let {r,} be a family of continuous maps from [0, l] --) [0, l] parameter- 
ized by r. Consider the stochastic difference quation 
X n+1 = +J + w, (3) 
where W is a small fixed random variable possessing the probability density 
function g: [-(I, a] + [0, co), where a is small and g is bounded. Clearly, 
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for (3) to be well defined we require that 7,(x,) + W E [0, 11. It is possible, 
for example, when 7,(x,) is small that a large negative occurrence of IV, say 
-a, will force 7,(x,) - a to be negative. To avoid such situations, we 
introduce the notion of (stochastic) invariance. 
DEFINITION 1. A set S, c [0, l] is inuariunt with respect to (3) if 
#,) 63 [ -0, al = $7 
where @ is defined by A $ B = {x + y: x E A, y E B}. 
EXAMPLE. Let T,(X) = rx(1 - x), and let a be fixed. We define b, to be 
that point in (0, $) such that 
q(b,) - a = b,. (4) 
Clearly b, must satisfy rb,(l - b,) - a = 6,. On solving the resulting 
quadratic in b,, we obtain 
b 
r 
= (r - 1) f /<r - 1)’ - 4ar .
2r 
For 3.57 < r < 4 and a -=K r, the positive root yields b, > 4. Hence the 
negative root yields the meaningful result 
b = (r - 1) - \i(r - 1)’ - 4ur 
I 2r 
For example, if a = 0.01, r = 3.8, then b, = 0.00368. For a = 0.01 and 
r = 3.9, b, = 0.00346. In general, as r 7, b, J . This is intuitively clear from 
the shape of r,, becoming steeper near 0 as r 7. 
PROPOSITION 1. The interval S, = {b,, r/4 + a] is invariant with respect 
to (3), where T,(X) = rx(1 - x), 3.57 < r < 4.0, if a is sz.@cientZy small. 
Proof: If x E [b,, 41, then T,(X) E [ T,( b,), r/4] c S,, since 0 < b, < 5. 
Therefore, T,(X) + a I r/4 + a and r,(x) - a 2 b,. Hence r,(x) $ [-a, a] 
c S,, implying that T,[b,, $1 @ [-a, a] c S,. 
If x E [f, r/4 + a], r,(x) E [q(r/4 + a), r/4]. We must show that 
dr/4 + a) - a 2 b,, i.e., 
r(~+~)(l-(~+u))-o~(r-1)-J~r-1)2-4ur. (5) 
Now let us expand the square root-term in the numerator on the right-hand 
side around (r - l)* as follows, 
/F-iFZT= (r - 1) - 2(r4rI) - R(a), 
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where the remainder term satisfies 
2 
lRb)l s 
2[(r - 1;- 4ar13/2. 
On substituting (6) and (7) into (5), we obtain 
(7) 
where we have assumed the worst possible effect of the remainder on the 
right-hand side of (5). After some algebraic manipulations, we get 
(r + 4a - 2)‘s 4 - $!i 
2 
- r[(r 1;’ * 2 - &y 
(9) 
- 
Clearly r + 4a -c b if (9) is to be satisfied. Rearranging the terms of (9), we 
get 
(r + 4a - 2)2 + s + 
4a2 
s 4. 
r [ (r - 1)2 - 4ar]3’2 
As a J 0, the left-hand side approaches (r - 2)2 which is less than 4 since 
r i 4. Hence there exists a = a, satisfying (5). Thus, for x E [+, r/4 + a] 
7;(x) @[-~,a] C S,. 
Combining this with the earlier result, we have for all x E [b,, r/4 + a] 
I, 0 [-a, al C S,. Q.E.D. 
Clearly, if a is sufficiently small Proposition 1 is valid for an entire interval 
@ of r values simultaneously. Then we define S* = largest interval S,,, 
r E 9’. It follows that 
q(S,) G3[-a,a] C S* (10) 
for all r E ~8. In the sequel we shall assume (10) applies for a family of 
transformations. 
Remark. If x < b,, it is possible that T,(X) + W will also be less than b, 
or even negative which we physically interpret as 0. The number b, is a 
critical point, below which the population is extremely Mllnerable to even 
small perturbations and may die out. It is only when the orbit passes b, that 
it becomes a viable process. 
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3. EXISTENCE OF ABSOLUTELY INVARIANT MEASURES 
Let T: [0, l] + [0, l] be a nonsingular (not necessarily expanding) C’ map 
without further restrictions for the moment. It is well known that if f(x) is 
the probability density function of a random variable x, then P,f(x) is the 
probability density function of the transformed random variable T(X), 
where P,: L, --, L, is the Frobenius-Perron operator on the space of 
integrable functions on [0, 1], L,, and is defined by 
Let W be a random variable independent of T and x with probability 
density function g(x), and consider the stochastic difference equation 
X n+l = 7(x,) + w. 
If f is the probability density function of x,, then 
(11) 
(Q,f)b) = t&f* g)(x) 02) 
is the probability density function of x,+~, * denoting convolution. It is 
known [7] that the deterministic system x,,+i = 7(x,) admits an absolutely 
continuous invariant measure whose density f satisfies P,f = f. Analo- 
gously, (11) admits an absolutely continuous measure if and only if Q,f = f 
for some f. This merely reflects the fact that after many iterations 7(x,,) + W 
has the same probability density function as x,+~. 
Let a > 0 and S c [0, l] be an interval such that 
7(s) e3[--a,a] c s. 
Let 7 = ~1~. Recall [l] that for any f E L, 
(13) 
(‘Tf 1 = 2 f(~i(x))ui(x)x~iicl,,(X), 
i-l 
where Gi = YiM’, ui = #I, and 5 = 7111,, {Ii} being the partition of [O,l] 
such that 7 has a continuous derivative on each Ii, and m indicates the 
number of pieces in T. Since the support of T is in S, it follows from (14) 
that the 
support of P?f C 5(S). (15) 
Let us now fix the probability density function g(x) of W and assume (i) 
support of g c [-a, a], (ii) g is of bounded variation. Then, in view of (15) 
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and (13), it follows that 
supportofQ,f=supportofP,f*gc+(s)e[-a,a]cS. 
Again, PT( PT f * g) * g has its support in S. More generally, 
support of Qif c S, 
and hence Qtf is weIl defined as an operator from L, into L,. 
Now let U = (0 = x,, < x1 < . . . < x, = l} be any partition of [O,l]. 
Consider the variation of f * g with respect o this partition, where f is an 
arbitrary function in Z,,, i.e., 
= i (jbf(f)[g(xj - t, - gtxj-l - t)] dti 
a~~(~)l~lg(xj-l)-g(xj-l-f)ld~ 
0 j-l 
where a = V”_,g + ]g(-a)] + ]g(a)] < cc by assumption, and ]I . ]]r de- 
notes the L,-norm. Since U is arbitrary, 
if *g s aIlfIll. 
0 
(16) 
Now ]I f * g]], I (1 f ]]i]]g]]i = (1 f ]]i, g being a probability density function. 
We claim that this together with (16) implies that 
Kf * dWl s (1 + 4llf II1 vx E [O,l]. (17) 
First, since I] f (Ii < 00 there exists z such that If * g(z)( s 1) f Ill. If not, 
Isf;z(r)] B ]I f ]]t Vx E [O,l] and ]) f * g]]r > I] f ]]i, which is a contradiction. 
lf*g(x)-f*g(z)l~Vf*g~allflll, 
0 
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we have 
If * &)I 5 4lflll + llflll = 0 + 4llflll 
for all x E [0, 11. Now set fk = Q,“f. Then 
llfklll = lIPif/?l *Al, 5 IIPTfk-1111 5 llfk-IIll. 
It follows that for all k, 
llfklll s Ilf 111. 
Thus, as above, Vx E [0, l] and Vk 2 1, 
If/cb)l 2 (1 + 4llf 111. 
Set 
Then 
and 
1 n-l 1 
v#$ s L 
n 
c Vfk 5 4lfll1* 
0 k=O 0 
09) 
It follows from the HelIy Selection Theorem [ll] that there exists a subse- 
quence { +n,} which converges to +* E SV[O, 11, the space of functions of 
bounded variation on [0, 11. 
Noting that Q$ is a linear operator from L, + L,, ]]Q& s 1 Vk, and 
for any f E L,, { +“n> contains a convergent subsequence, we can invoke the 
Kakutani-Yoshida theorem [12, Chap. VIII, 5.31, which implies that 
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where +* E BV[O, 11, and Q&* = +*. Hence, we have the following ex- 
istence result: 
~EOBEM 1. The operator Qc admits a fixed point (p*, which is a function 
of bounded variation. 
Remarks. (1) In probabilistic terms, this means that the stochastic 
process defined by 
X n+l = 7(X”) + w (20) 
has a stationary probability distribution. 
(2) Let us assume that the support of g is an interval in [-a, a] of 
length I. Then, since P&* * g = +* it follows that for each point x at which 
P&*(x) # 0, the convolution with g smears this point out into an interval 
of length 1. Hence the support of +*(x) consists of a finite number of 
intervals each having length 2 1. 
4. UNIQUENESS 
In order to prove that Q? admits a unique fixed point, we make the 
following assumptions on 7: 
(1) T(0) = 0, 7(l) = 0, 7 E P[O,l]. 
(2) T has a single local maximum c, and r is strictly increasing on [0, c] 
and strictly decreasing on [c, 11. 
(3) The Schwarzian derivative of T is negative for all x except c, i.e., 
T”‘(X) 3 7”(X) 2 < o ST(x)=--- - 
+(x) i 1 2 7’(x) a 
For a discussion of the significance of the Schwarzian derivative see [13,14]. 
We denote the class of transformations 7: [0, l] + [O,l] satisfying (l), (2), 
and (3) by V. 
The following two results are needed in the sequel. 
LEMMA 1 [13]. Let T E V and let it have no stable periodic orbit. Then the 
set {x: T”(X) = c for some n 2 0) is dense in [0, 11. 
LEMMA 2 [13]. Let 7 E Q and let it have a stable periodic orbit. Then the 
set 
E = { x: T”(X) does not approach the stable periodic orbit } 
is totally disconnected. 
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Let us consider the Markov process (20) a little more closely. Once we fix 
a point x E S, 7(x) + W can be regarded as a random variable which 
translates W from [ - u, a] to [ -a + T.(X), a + T(X)]. Furthermore, f(x) + 
W has the same probability density function as W, but now centered at 
T(X), i.e., g(u - 7(x)). Hence 
QrxA(x) = probability {5(x) + WE A} = Lg(y - f(x)) aS, (21) 
is the transition probability function of the Markov process (20). 
We now choose the measurable set A to have Lebesgue measure so small, 
say E, that 
This is clearly possible since g is bounded. Hence Hypothesis (D) of [15, p. 
1921 is satisfied for the discretetime Markov process (20). It follows (pp. 
210-211 of [15]) that 3 a sequence of disjoint sets E,, E,, . . . , each of which 
supports an invariant measure and is an invariant set, i.e., Qix..(x) = 1 
x E Ei, n = 1,2 ,..., [15, p. 2061. Furthermore, the decomposition into 
disjoint, invariant sets is uniquely determined. 
In our case we know that each Ei consists of a finite number of closed 
intervals each of tinite length. 
THEOREM 2. Let r E V and let S be an invariant set for 
X It+1 = ?(X”) + w, (22) 
where 7 = T(,, ?(S) 8 [-a, a] c S, and [-(I, a] contains the support of g, 
the probability density function of W. Then (22) is a well-de$ned stochastic 
process and has a unique steady state probability distribution; i.e., Qz admits a 
unique fied point. 
Proof: Assume Q, admits two different tixed points, fi and fi. Let 
Si = support of fi, i = 1,2. Then by the foregoing discussion we can assume 
that S, rl S, = 0. Furthermore, each Si is an invariant set which implies 
that 
f(Si) c si. 
Let us now assume that r does not have a stable periodic orbit. Hence, 
from Lemma 1, we know that there exist integers I and k, 1~ k say, such 
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that 
7’(S,) n {c} # 0 and Fk(S,) “{c} # 0. 
In view of (22), we have 
s, “{c} # 0 and &n(c) + 0, 
hence S, n S, # 0, which is a contradiction. Let us now suppose that 7 
has a stable periodic orbit. Let V be an interval in the domain of attraction 
containing one of the periodic points, say p. Since S, and S, are unions of 
closed intervals, it follows from Lemma 2 that 3 integers 1 and k such that 
+(S,) n V# 0 and fk(s,) n v# 0. 
But 5(Si) c Si. Hence 
S,nvz0 and S,n v+ 0. (23) 
Now I/ can be arbitrarily small. Hence, in order to satisfy (23) S, and S, 
must be arbitrarily close. But S, and S, consist of unions of closed intervals 
and since two closed intervals cannot be arbitrarily close and yet disjoint, 
we obtain S, n S, # 0 a contradiction. Therefore Qc has a unique fixed 
point. Q.E.D. 
Let f* be the unique hxed point of Q? and let G = support off*. Then G 
is a unique ergodic set [15, p. 2101. From (21), we know that po(& q) = g(q 
- 7(t)) is the transition density function of the Markov process (20). Since 
s(ll - 7(t)) is merely g centered at T(6), it follows that the family of 
functions {pot& T)) is uniformly integrable in r) with respect to E. Hence 
Hypothesis (D) in [15, pp. 192-1931 is satisfied. It then follows from 
Theorem 6.1 of [15, Chap. V] that 
where {xi} is an orbit of (20) and h is any function integrable with respect 
to f*(t) de. We can therefore conclude that no matter what distribution x,, 
has, the long-term behaviour of the orbit {xi} is determined by f*. This is a 
stochastic stability result. 
5. CONTINUITY OF INVARIANT MEASURES 
Let { T”} c Q and T E +? such that T, --) r as n --) cc in the sup norm. 
Let S be an invariant set such that (20) is well defined for { 7”) and T, 
simultaneously. Let 7 = 71s and 7, = ?,,I s. 
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LEMMA 3. For anyf E L,, IlQ,f - Q&l1 + 0 as n --, 00 for a -=c 1. 
ProoJ: 
Q,f(x) - Q,!(x) 
= /b[ P?J(Y)& - Y) - W(YMX - Y)] dY 
Integrating by parts, we get 
Q,f(x) - Q,.fb) 
= d-4 [;‘ra,x+ajf(s) ds - ~-l,,,,+~~‘s’ la!9 [ I 
x4-a - 
j [j 0 
i;‘[O,yf(S) ds - I-,,, J’“‘~ $gb -Y) dY> 1 
for --aIxIa; 
Q,fb) - Q,f(x) 
for a 2 x<l--a;and 
- / i;‘[O,x+af(S) ds I 
- / F’[O,x-of(S) ds 1 
- 
j 
x+u 
X-U [j ’ ?“-yo ,f’“’ dr + [-l,, ,f’“‘* $dx - I 
forl-aIxIl+a. 
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Let M,(z) = T;‘[O, z] AT1[O, z], where A denotes symmetric difference. 
Since SU~,,~,,~~(?,,(X) - 7(x)1 + 0 as n --) co, we obtain 
4MfW) -+ 0 (25) 
as n --) 00 uniformly in z, where M denotes Lebesgue measure on [O,l]. 
Recall that [g(a)1 < a, lg( -a)[ < a. Hence, for -a I x < a, 
K&f(x) - QJ(x)l s a / 2fW h 
Wx+a) 
and 
Ir; 2a 
j/ 
M(,+,;f(s)* +jo11~“,,,zf~~~dEl~;~~x-Y~/4y~ n 
fora<x<l-u,and 
for 1 - a < x I 1 + a. Since f E I,,, (25) implies 
/ M ($4 ch 4 0 n 
asn-+couniformlyinz.Let 
4n = sup 
zcs j/ M (zp) ds II
Then, for -u~xxl+u, 
(Q,f(x) - Q,f(d 15 %n + qn/b$dx - Y) dy --) 0 
as n + 00, since g is a function of bounded variation. Q.E.D. 
From Sections 3 and 4, we know that Q,- and Qr, admit unique fixed 
points f* and f,, respectively. 
THEOREM 3. 11 f, - f *II1 + 0 us n + 00. 
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Proof: Let F- {I,: n = 1,2,...}. Weknow that for anyfE L, 
From (18) and (19) we obtain for all n 
Cfn -< allf 111 ad Ifnb)I 5 (1 + 4llf IL 
0 
where a = VY, + lg( - a)1 + lg( a)l. By Helley’s Selection Theorem F is 
relatively compact. Let { f,;} be any convergent subsequence of F and let 
f= E%f*i. (26) 
Then 
llf - Q,fll, 5 Ilf - fn,lll + Ilfn, - Qi,,fnJl 
+IIQ.T,ifn, - e,,fll, + Ile,j- Qsfll,. 
The first term goes to 0 by (26). The second term is 0 since f,, = Qci f,,. The 
fourth term approaches 0 in view of Lemma 3. As for the third term, we 
have 
IIQ~nifn, - e,,fll, = lFGni(fni +i)’ gllx 
5 II~+llf”, - mlglll. 
But llPTm,lll 5 1 and llgllr = 1. Hence the third term approaches 0 as 
n, + 00. 
Therefore any convergent sequence in F converges to a fixed point of Q,. 
But Q, has the unique fked point f*. Hence 
Ilfn - f*lll -+ 0 
asn-+co. Q.E.D. 
COROLLARY 1. Let T,.(X) = rx(l - x), where 0 < r, -c r -c r1 c 4. Let 
S be an invariant set for x,,+~ = F,(x,) + W, r0 < r < rl, and let f, denote 
the unique fied point of Q7,. Then 
Ilf, - f,*ll1 + 0 
as r --) r*. 
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6. NUMERICAL RESULTS 
Consider T,(X) = rx(1 - x) and let W be a uniform random variable on 
[ - 0.5 X 10w8, 0.5 X lo-‘1. We divided [0, l] into 20 equal subintervals and 
counted the number of times {XL }iT visited each of the subintervals, 
where 
xr n+l = rx;(1 - XL) + w 
and x6 = 0.3. The smoothed-out histograms for various values of r are 
shown in Fig. 1. For r = 3.83, rr admits a stable orbit of period 3: namely, 
the points 0.156149316, 0.504666487, 0.957416598. For 3.80 and 3.90 there 
is no evidence of periodic behavior and for t = 3.995 the histogram ap- 
proximates 1/9rJx (1 - x) which is the density of the unique measure 
invariant under 4x(1 - x). 
Figure 2 follows the transition out of stable periodic behaviour. At 
r = 3.84 we have a stable period three orbit. At r = 3.85 there is quasiperi- 
odic behaviour with smaller peaks around 0.15 and 0.45. At r = 3.86, the 
histogram has become considerably flattened, reflecting the shift away from 
the stable periodic behaviour. 
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FIG. 1. Smoothed-out histograms for various values of r 
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FIG. 2. Smoothed-out histograms near r = 3.84-transition out of stable periodic be- 
haviour (the histogram for r = 3.85 is the same as for r = 3.84 for x > 0.57). 
The computer used was a CDC SYBER 174 whose single precision 
operation extends to 16 decimal places. To assess the effect of the computer 
itself we let W have all its mass at 0, i.e., no external random term is 
employed, and obtained very similar histograms to these shown in Figs. 1 
and 2. This would seem to indicate that the computer truncation error, 
acting on the 17th decimal place, has the effect of a random perturbation on 
the deterministic orbit { -r,‘(x)}. 
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