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1CHAPTER 1. GENERAL INTRODUCTION
Abstract
An important foundation for the advancement of both basic and applied biological science
is correct annotation of protein-coding gene repertoires in model organisms. Accurate auto-
mated annotation of eukaryotic gene structures remains a challenging, open-ended and critical
problem for modern computational biology. The use of extrinsic (homology) information has
been shown as a quite successful strategy for this task, though it is not a perfect solution, for
a variety of reasons. More recently, gene prediction methods leveraging information present
in syntenic genomic sequences have become favorable, though these too, have limitations.
Identifying genes by inspection of genomic sequence alone thoroughly tests our theoretical
understanding of the gene recognition process as it occurs in vivo, and where we encounter
failure, excellent opportunities for meaningful research are revealed. Therefore, the continued
development of methods not reliant on homology information—the so-called ab initio gene
prediction methods—should help to more rapidly achieve a comprehensive understanding of
gene content in our model organisms, at least. This thesis explores the development of novel
algorithms in an attempt to advance the current state-of-the-art in gene prediction, with par-
ticular emphasis on ab initio approaches. The work has been conducted with an eye towards
contributing open source, well-documented, and extensible software systems implementing the
methods, and to generate novel biological knowledge with respect to plant taxa, in particular.
This chapter provides the reader with a broad overview of modern, general approaches to gene
annotation, with more detailed discussions of topic-specific literature being provided in the
chapters that address them. Finally, the organization of this thesis and a listing of relevant
software systems developed throughout, are presented.
2Background
Since the first-ever complete genome sequence, that of bacteriophage φX174, was obtained
thirty years ago [1], genome sequencing technology has advanced considerably, and with it has
come a tremendous volume of new sequence data in need of analysis. According to the most
recent version of the Genomes On Line Database (GOLD; dated November 2007) [2], over
3,000 genome sequencing projects are at present either complete or ongoing. Such resources
are helping to considerably advance both basic and applied biological sciences, and are likely
to continue to do so for decades to come.
The availability of a complete genome sequence is not generally sufficient for derivation of
useful biological knowledge per se, as it is also necessary to identify those elements serving
as phenotypic determinants, i.e., the genes. A thorough catalog of a genome’s genic con-
tent provides the modern biologist with an excellent starting point for, e.g., experimental
characterization via reverse genetics approaches. Genes, which are operationally defined as
complementation groups, can be identified by genetic screens and subsequently mapped in or-
der to pinpoint their exact locations in a host genome. While such approaches can have their
advantages, it has become far more typical to identify genes using in silico methods, which are
often dramatically more time- and cost-effective.
A gene can encode a variety of biological agents with functional utility in vivo, including a
diverse range of RNA molecules having functional roles that are either primarily structural or
catalytic, as for example with tRNAs or ribonucleases such as RNase H, respectively. A wide
variety of software for non-coding RNA gene prediction has been developed by computational
biologists. Indeed, among the earliest efforts in automated gene annotation using a computer,
was an anonymous program for tRNA prediction [3]; this task is more capably addressed by
the popular, modern tRNAscan-SE tool [4]. Following the discovery of microRNAs [5, 6] and
the intense interest in their functional characterization that—albeit with some delay—ensued
[7, 8, 9], a number of computational methods for their detection in genomic sequences have
been developed, including the miRanda system [10], TargetScan [11, 12], and ProMiR [13].
Software for predicting a wide variety of other non-coding RNA species have been developed,
3as well.
Genes can also encode the amino acid sequence of proteins. The problem of annotating
protein coding genes in prokaryotic taxa is in large part solved, due mainly to the rather
simplistic structure they exhibit: it is well-known that all but a minute fraction of bacterial
genes lack introns [14], and their transcription start and stop signals have been fairly well-
understood by the gene prediction community for some time (see [15] and [16], respectively).
A variety of modern software tools, such as GeneMark.HMM [17] and Glimmer [18], are well-
equipped for the prokaryotic protein coding gene identification task, though efforts to improve
such software are ongoing, e.g., [19, 20].
Protein coding genes in eukaryotes generally have a much more complex structure than their
prokaryotic counterparts. For example, eukaryotic promoter structures are more elaborate and
diverse, and are rather more difficult to predict using computational methods [21, 22, 23].
Additionally, these structures can contain introns in coding sequences and/or untranslated
regions, thereby further confounding the gene prediction problem [24]. Accurate automated
annotation of this class of genes remains a difficult task that continues to attract research
interests [25, 26, 27]. While expert, manual gene curation is arguably the most reliable solution
to the gene annotation problem available at present—though see counterarguments given in
[28]—and some efforts have focused on providing the computational infrastructure necessary
to support this task [29, 30], it is nonetheless a stopgap solution in the progression towards
the ideal, being the general availability of autonomous software agents highly competent at
the gene annotation task. With genome sequencing technology converging to “ultra high-
throughput” levels (e.g., [31]), such automation will soon be requisite. Technology capable of
sequencing and assembling whole genomes in a matter of hours or even minutes will outstrip the
capacities of the most dedicated of human curators to remain effective in the gene annotation
domain, indeed even if restricting their attention to the most unreliable of predictions made
by automated methods.
A variety of approaches to automated gene annotation exist. Intrinsic, or so-called ab
initio methods, rely exclusively on internal models of known genes in order to predict new
4ones. Hidden Markov models (HMMs) enjoy widespread appeal and have broad applicability to
problems in computational biology [32]; they are commonly used for gene finding [33, 34]. These
models facilitate the explicit identification of state transition boundaries in a genomic sequence,
thereby allowing for its segmentation into, e.g., exons and introns. Probabilistic models of
biological sequences, often integrating both content- and signal-based information, are routinely
incorporated with an HMM: content sensors detect the statistical properties of spans of nucleic
acid sequences, e.g., the probability that a swath of nucleotides encodes a protein, while signal
sensors detect the presence of “events” localized to relatively few bases, such as the occurrence
of a TATA box. Many intrinsic methods employ variations on the generalized hidden Markov
model framework (GHMMs, first applied to the gene prediction problem in the Genie system
[35]), including TigrScan (now called GeneZilla) [36], GeneMark.HMM [17], and GenScan [37].
GHMMs elaborate on HMMs by explicitly modeling state duration, as opposed to allowing
emission of only a single symbol by each state. There has been lack of any substantive progress
in (G)HMM-based single-genome gene prediction tools in recent years [33], suggesting that
exploration of distinct models may be necessary to achieve much higher accuracy levels.
Extrinsic methods depend on external (homology) information in order to infer gene struc-
tures. This information may include transcript sequence data, which is used by the GMAP [38]
and Splign [39] programs; protein sequences, as used by NAP/LAP [40]; or potentially both, as
with GenomeThreader [41] and GeneSeqer [42, 43]. Some of these tools, e.g., GenomeThreader,
explicitly take into account various biological properties of introns, such as distributions on
their length and/or splice site features, and are therefore referred to as spliced alignment pro-
grams [24]. Yet other systems use a hybrid approach in which their underlying ab initio gene
prediction engine is modified in order to integrate external information, thereby providing the
method with hints that serve as (potentially hard) constraints on the gene structures they
predict. Recent software systems of this variety include AUGUSTUS+ [25], GenomeScan [44], and
GeneWise [45].
Extrinsic methods that use homologous genomic DNA sequences in one or more species
so as to detect conserved genes—the so-called comparative genomics methods—are rapidly
5gaining in popularity [46], and there has been a proliferation of these methods (often with
implementations) to surface in the recent literature, e.g., [27, 47, 48, 49, 50]. While these show
much promise for the future, current drawbacks include the limited availability, in many taxa,
of necessary syntenic sequences and uncertainty as to the appropriate degree of evolutionary
divergence needed between them. More fundamental, however, is the inability of these compar-
ative genomics-based approaches to identify novel, species-specific genes likely to be of interest
for experimental characterization [51].
Finally, there exist a variety of higher-order annotation systems that integrate information
from multiple gene prediction software and/or manual gene curation results, including the
Ensembl pipeline [52], EuGe´ne [53], and JigSaw [28, 54]. While such systems are reportedly
comparable to (or even exceeding) human annotators in terms of annotation accuracy [28],
they are nonetheless a function of the accuracy of what inputs they are provided; thus, the
continued investment in developing better software tools for them to feed upon remains very
worthwhile.
Thesis Organization
This thesis is organized as follows. Chapter 2 discusses the integration of Bayesian splice
site models trained for non-canonical introns in plant species, in an effort to improve spliced
alignment-based gene inference and ab initio splice site prediction. Also, the salient features of
non-canonical introns—specifically, GC–AG introns obtained from a variety of plant taxa—are
characterized. Chapter 3 presents an empirical assessment of various Markov chain models
on the task of coding and intron sequence fragment recognition. Chapter 4 describes the
MetWAMer package for translation initiation site prediction in uninterrupted reading frames,
potentially via post-processing of gene prediction results as produced by a variety of modern
software systems. Chapter 5 presents the underlying algorithm of the PASIF program, which
was developed for ab initio eukaryotic gene structure prediction in general, and alternative
splicing prediction in particular. Finally, chapter 6 concludes with reflection on the primary
accomplishments achieved throughout the thesis work, and suggests a number of important
6directions for future research efforts.
Major open source software systems developed in this work
• BSSM4GSQ: http://gremlin1.gdcb.iastate.edu/∼volker/SB05B/BSSM4GSQ/
• IMMpractical: http://sourceforge.net/projects/immpractical/
• gthXML-tools: http://www.public.iastate.edu/∼mespar1/gthxml/
• MetWAMer: http://gremlin1.gdcb.iastate.edu/∼volker/SB07P/MetWAMer/
• PASIF: http://www.public.iastate.edu/∼mespar1/pasif/
7CHAPTER 2. INCORPORATION OF SPLICE SITE PROBABILITY
MODELS FOR NON-CANONICAL INTRONS IMPROVES GENE
STRUCTURE PREDICTION IN PLANTS
A paper published in Bioinformatics1
Michael E. Sparks2 and Volker Brendel2 3 4
Abstract
Motivation
The vast majority of introns in protein-coding genes of higher eukaryotes have a GT dinu-
cleotide at their 5′-terminus and an AG dinucleotide at their 3′ end. About 1–2% of introns are
non-canonical, with the most abundant subtype of non-canonical introns being characterized
by GC and AG dinucleotides at their 5′- and 3′-termini, respectively. Most current gene predic-
tion software, whether based on ab initio or spliced alignment approaches, does not include
explicit models for non-canonical introns or may exclude their prediction altogether. With
present amounts of genome and transcript data, it is now possible to apply statistical method-
ology to non-canonical splice site prediction. We pursued one such approach and describe the
training and implementation of GC-donor splice site models for Arabidopsis and rice, with the
goal of exploring whether specific modeling of non-canonical introns can enhance gene structure
prediction accuracy.
1Reprinted with permission of Bioinformatics, 2005, 21, iii20–iii30
2Department of Genetics, Development and Cell Biology
3Department of Statistics, Iowa State University, Ames, IA 50011, USA
4Author for correspondence
8Results
Our results indicate that the incorporation of non-canonical splice site models yields dra-
matic improvements in annotating genes containing GC–AG and AT–AC non-canonical introns.
Comparison of models shows differences between monocot and dicot species, but also suggests
GC intron-specific biases independent of taxonomic clade. We also present evidence that GC–AG
introns occur preferentially in genes with atypically high exon counts.
Availability
Source code for the updated versions of GeneSeqer and SplicePredictor (dis-
tributed with the GeneSeqer code) is available at http://bioinformatics.iastate.edu/
bioinformatics2go/gs/download.html. Web servers for Arabidopsis, rice and other plant
species are accessible at http://www.plantgdb.org/PlantGDB-cgi/GeneSeqer/AtGDBgs.
cgi, http://www.plantgdb.org/PlantGDB-cgi/GeneSeqer/OsGDBgs.cgi and http://www.
plantgdb.org/PlantGDBcgi/GeneSeqer/PlantGDBgs.cgi, respectively. A SplicePredictor
webserver is available at http://bioinformatics.iastate.edu/cgi-bin/sp.cgi. Software
to generate training data and parameterizations for Bayesian splice site models is available at
http://gremlin1.gdcb.iastate.edu/∼volker/SB05B/BSSM4GSQ/.
Supporting information
http://gremlin1.gdcb.iastate.edu/∼volker/SB05B/
Introduction
Most genes in higher eukaryotic organisms contain intervening sequences (‘introns’), which
must be precisely excised from the pre-mRNA transcript prior to being translated into a
functional protein. The 5′-terminus of an intron is commonly known as the donor site, whereas
the 3′-terminus is referred to as the acceptor site. These terms correlate with the roles of
these sites in the biochemical reactions underlying the process of splicing, as catalyzed by the
spliceosome. Most introns belong to the class of canonical introns, characterized by a GT donor
9dinucleotide (first two bases of the intron) and an AG acceptor dinucleotide (last two bases of
the intron), and are processed by the U2-type splicing apparatus [55, 56]. The most common
deviations from these intron types are those that have GC donors and AG acceptors. In all
eukaryotic species studied so far, these introns make up ∼1% of all introns and are presumably
also processed by the U2-type spliceosome [57]. More recently, a second type of spliceosome has
been identified which recognizes the so-called U12-type introns. These introns share a highly
conserved donor site consensus [GA]T/ATCCTT (where [GA] means G or A and ‘/’ indicates the
exon/intron border) and a conserved branch point motif CCTTAAC (reviewed by [58]).
Many recent studies have discussed the occurrence and splicing of U12-type introns as well
as their potential functions and phylogenetic origin [59, 60, 61, 62, 63]. U12-type introns occur
almost invariably in genes with other U2-type introns, with no significant over-representation in
any particular functional gene class, appear less common among short introns and may function
in post-transcriptional regulation of gene expression. Evolutionarily, they are thought to have
an ancient origin, with loss and conversion to U2-type accounting for their sparse occurrence
in modern genomes.
Comparatively little attention has been devoted to introns with GC-donors. Thanaraj and
Clark [64] described statistical features of human GC–AG alternative intron isoforms. Kitamura-
Abe et al. [65] identified several hundred GC–AG introns in the human, mouse, fruit fly, Ara-
bidopsis and rice genomes and provided a descriptive analysis of mono- and dinucleotide fre-
quencies around the splice sites. Their results suggest that GC-donors may show a stronger
consensus to maximize base pair formation with complementary positions in the U1 snRNA.
The ability to computationally predict splice sites in pre-mRNA tests our theoretical under-
standing of the sequence features recognized by the splicing machinery. Several well-supported
computational approaches to splice site prediction in pre-mRNA sequences are available, in-
cluding NetGene2 [66, 67], SplicePredictor [68, 42] and GeneSplicer [69]. Because all
these approaches require large amounts of trusted exon/intron borders for training that have
heretofore not been accessible, the available programs have largely excluded prediction of non-
canonical sites. Of the above programs, only NetGene2 predicts GC-donors. SplicePredictor
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optionally allows scoring of non-canonical splice sites as if the terminal dinucleotide matched
the consensus. Similarly, most gene structure prediction tools, whether based on ab initio or
spliced alignment approaches, have not incorporated explicit models for non-canonical introns
or preclude their prediction altogether.
In the current study, we pursue the characterization and prediction of GC–AG introns in
plant pre-mRNAs. The motivation for this study derives from the availability of two complete
plant genomes, representing dicotylodonous and monocotyledonous plants (Arabidopsis and
rice). Given the large numbers of public full-length cDNAs and ESTs for these genomes,
genome-wide assessment of the occurrence of non-canonical introns should now approximate
the final picture very closely. We present general software for the estimation of Bayesian
statistical models for splice site prediction [42] from reliable spliced alignments of (full-length)
cDNAs. Using the models for exon/intron junction prediction in spliced alignments, we show
that GC–AG introns can be confidently predicted from cDNA to genomic DNA matches even
in the presence of considerable sequence divergence. These models could also be incorporated
into ab initio gene structure prediction software and should aid in closing the annotation gap
for both model and emerging genomes [24, 70].
Systems and Methods
Training data
We accumulated intron data for two model plant species, Arabidopsis thaliana and Oryza
sativa as follows. All available full-length cDNA sequences for each species (64,840 entries
for Arabidopsis and 32,136 entries for rice) were aligned to their cognate genomes (assembly
version 5 for Arabidopsis [71] and pseudochromosome assembly version 3.0 for rice [72]) using
the GeneSeqer spliced alignment tool [42]. These data can be accessed at http://gremlin1.
gdcb.iastate.edu/∼volker/SB05B/original alignments/.
For model training, we considered only gene structures such that all transcript sequence(s)
delimiting them aligned with a perfect overall sequence similarity score (1.0), allowing a very
high degree of confidence that exon/intron borders in our training data were correctly resolved.
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We extracted all exons and introns and classified them into phase 1, 2 or 0, where an intron
is in phase 1 if it falls between two codons, phase 2 if it falls between the first and second
positions of a codon and phase 0 if it falls between the second and third positions. Only the
coding regions of exons are considered (according to the putative translation product of the
gene), so that the first exon of any gene is by default classified as phase 1. For all other exons,
their phase corresponds to that of the upstream intron. For each of the three phase classes
we identified introns with GC–AG termini and extracted from the genomic templates, for both
donor and acceptor termini, 50nt upstream through 50nt downstream. Redundant entries were
removed. In a similar way we compiled sequence composition data for false within-exon (for the
three different phases) and within-intron GC donor and AG acceptor sites. Random sampling
of these data after removing redundant entries produced sample sizes equal to those of the
corresponding true donor and acceptor site data; the within-intron false sites were randomly
sampled to the size of the largest of the three true phase classes. Sizes of the training data
corpora are shown in Table 2.1. Consistent with previous observations [73], most introns fall
into the phase 1 class.
These data were then used to parameterize new Bayesian splice site models for GC–AG
introns as described previously [42]. Our software to generate such training data sets and
parameterizations from GeneSeqer alignment data and genomic template files is available
free of charge for academic or other non-profit use at http://gremlin1.gdcb.iastate.edu/
∼volker/SB05B/BSSM4GSQ/.
Information plots and pictograms
It has previously been noticed that there is a stricter adherence to a consensus donor splice
site sequence in GC–AG introns than in GT–AG ones [57, 65]. Pooling all sets of cDNA-confirmed
training introns (Table 2.1), we computed the information content for two regions of interest—
15 bases upstream through 20 bases downstream of the donor sites and 20 bases upstream
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through 15 bases downstream of the acceptor sites—using the following formula:
Ii = 2 +
∑
B∈{A,C,G,T}
fiBlog2fiB ,
where i indexes each position in the aligned sequences, and fiB is the frequency of base B in
position i [74, 75].
Splice site probability models
Using the Bayesian splice site model framework first described in [76] and later adapted
for use by GeneSeqer in [42], we trained models for GC donor sites of GC–AG introns in Ara-
bidopsis and rice. Briefly, this consisted of tabulating dinucleotide relative frequencies over the
102 positions of interest for the donor sites, for seven classes of training data corresponding
to seven alternative hypotheses to be evaluated using Bayes rule. The following parameter
smoothing technique was used to avoid problematic zero-probability transition probabilities
in our models owing to unobserved data, i.e. to emulate “pseudocounts” (zero-probability
transition probabilities are necessary when transitioning into and out from the donor or ac-
ceptor dinucleotides and were not adjusted in this process). Dinucleotide frequencies at each
position over the training region can be construed as a 4× 4 matrix, where rows correspond to
the mononucleotide being departed from and columns correspond to that being transitioned
into. If certain dinucleotides were not observed at various positions in the training data, then
this would erroneously produce rows of zero-likelihood transition probabilities in the matrices;
for such cases, we set all four probabilities to 0.25. Otherwise, if any dinucleotide transition
probability in a row was below a threshold of 0.0005, then we set it to Pfix = 0.05, and all
non-zero values in the row were adjusted to Pnew = Pold × (1− 4× Pfix) + Pfix to produce a
valid probability mass distribution, where Pold refers to the unadjusted parameter. We elected
to use 0.05 for Pfix as empirically it gave the most reasonable results of a variety of values we
tested (data not shown).
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Comparison of splice site models
The Bayesian models described above each yield 49 × 16 first-order Markov transition
probabilities going into the nucleotide preceding the splice site dinucleotide and the same
number of probabilities going out of the nucleotide following it. We considered six models in
total: species-specific GT donor models of GT–AG introns trained for Arabidopsis, rice, maize
and Medicago truncatula, and the GC donor models for Arabidopsis and rice. To compare the
different models, we considered these parameters in order as components of 784-dimensional
vectors and calculated distances between the models as the Euclidean distance between specific
component ranges of these vectors. Inspection of the information content plots in Fig. 2.1 and
2.2 indicate that there is significant loss of signal roughly five sites before and after the donor
dinucleotides. However, we wanted to determine if there were distinct patterns of dinucleotide
usage in these otherwise uninformative regions proximal to the donor splice site. We first
considered only the initial 720 elements of the upstream parameter vectors, corresponding to 15
codons prior to the terminal codon of the training exons. Because they are the most abundant
category of training exons (Table 2.1), phase 1 sites were used for this analysis. Phase 2 and
0 data produced similar results (data not shown; necessarily, all distances must be calculated
relative to the same codon phase, so pooling the sets is inappropriate). For balance, only the
final 720 elements of the downstream parameter vectors were used, representing the final 45
positions of the training region in the downstream intron. We also considered independently the
192 elements of the vectors corresponding to five positions upstream of the donor dinucleotide
through five positions downstream, with the modification that the parameters for the GC-
donor model donor dinucleotides involving the C-position were shifted to resemble GT-donors,
preventing trivially inflated Euclidean distances when compared with GT-donor vectors. The
exon, intron and splice site distance matrices were used as input to the neighbor-joining tree
building program implemented in the PHYLIP package [77].
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Incorporation of splice site probability models in the scoring of spliced alignments
The GeneSeqer spliced alignments are optimized with respect to several parameters, in-
cluding weights for identities (default value: 2.0), mismatches (default value: −2.0) and dele-
tions (default value: −5.0 per gap symbol) within exon alignments as well as logarithmically
transformed exon/intron state transition probabilities derived from splice site prediction values
along the genomic sequence [78]. Default donor site probabilities are 0.00005 for any GT and
0.00002 for any GC or AT (similarly, 0.00005 for any AG and 0.00002 for any AC as potential
acceptor sites), with all other dinucleotides assigned a default donor or acceptor site proba-
bility of 0.000001. These default values are replaced by 2 × (P − 0.5) whenever that value
is greater, where P is the respective Bayesian a posteriori splice site probability as derived
from the training data described above. As a simple rule to recognize U12-type introns, sites
matching the U12-type intron consensus sequence ATCCTT downstream of the GT or AT donor
site dinucleotide in six or five positions are scored 0.99 and 0.9, respectively [42].
Programs used
We used a previous version of GeneSeqer (henceforth referred to as ‘GeneSeqerSTD’) as
a prototype upon which to incorporate the new models. The source code of this older ver-
sion is available from the authors on request. Source code for the revised GeneSeqer (ver-
sion of June 13, 2005, referred to as ‘GeneSeqerGC’ for this paper) is available at http://
bioinformatics.iastate.edu/bioinformatics2go/gs/download.html. For spliced align-
ment assays, Sim4 [79] was downloaded from http://globin.cse.psu.edu/, Spidey [80] was
obtained from http://www.ncbi.nlm.nih.gov/IEB/Research/Ostell/Spidey/spideyexec.
html, BLAT (Kent, 2002) was downloaded from http://www.soe.ucsc.edu/∼kent/src/, and
Splign [39] was obtained from ftp://ftp.ncbi.nlm.nih.gov/genomes/TOOLS/splign/. For
ab initio gene structure prediction, we used GENSCAN [37], obtained from http://genes.mit.
edu/license.html, and the FGENESH-GC [81] and Eukaryotic GeneMark.hmm [82] web servers,
available at http://www.softberry.com/berry.phtml?topic=fgeneshgc&group=programs&
subgroup=gfind and http://opal.biology.gatech.edu/GeneMark/eukhmm.cgi, respec-
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tively. For ab initio splice site prediction, we compared the published SplicePredictor
version [42], referred to here as SplicePredictorSTD, with a new version incorporating
the GC-donor site models, referred to here as SplicePredictorGC (obtainable as part of
the GeneSeqer code distribution); SplicePredictorSTD was modified to score all GC dinu-
cleotides in the same way as GT dinucleotides. The NetGene2 program [67] was used through
the NetPlantGene mail server, accessible at http://www.cbs.dtu.dk/services/NetPGene/
mailserver.php. GeneSplicer [69] gives good results for canonical splice sites, but it does
not predict non-canonical splice sites and was therefore irrelevant to this study.
Test data
We accumulated 100 GC donor-containing test loci each for Arabidopsis and rice for purposes
of comparing spliced alignment programs and assessing ab initio gene structure and splice site
prediction programs as follows. Using the alignment data mentioned above, we identified
Predicted Gene Locations (PGLs) containing four or more introns, exactly one of which had
to be of the GC–AG variety, and such that one or more cDNA sequences supporting the gene
structure aligned with an overall similarity score of at least 0.975 but not more than 0.995 (and
none of the supporting cDNA evidence aligned with a score < 0.975). For each such PGL, we
extracted the genic locus and 200nt of upstream and downstream flanking sequence directly
from the corresponding pseudochromosome. A total of 100 test loci were randomly sampled
from this population. For each test locus, an associated “pseudotranscript” was also parsed
directly from the genome based on the gene structure coordinates given in the PGL.
It was important that the test genes were not a part of our GC donor training data set, as
this would produce artificially elevated accuracy assessments for SplicePredictor with the
newly trained models (SplicePredictorGC), which would have been explicitly trained on the
test data. Our criteria of having at least one supporting cDNA sequence for a given PGL falling
in the 0.975–0.995 similarity score range for a test locus precluded the gene from having been
incorporated in the training data set, yet nevertheless still permitted resolution of reliable gene
structures for our test set using transcript evidence. We also compiled an independent control
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test set of 100 genes in Arabidopsis and rice just as we compiled the GC–AG intron-containing
test sets, with the exception that the control genes had to have at least four introns, but all
of the GT–AG type. Similarly, sets of 25 U12 intron-containing genes (with AT donor and AC
acceptor dinucleotide termini) for these two taxa were collected. All of these test data sets are
available at http://gremlin1.gdcb.iastate.edu/∼volker/SB05B/test data/.
Spliced alignment assays
Performance assessments of spliced alignment software were conducted at the 0, 1, 5, 10 and
25% simulated transcript sequencing error levels by attempting to match mutated transcripts to
their cognate genomic loci. To generate the mutated sequences for a given simulated sequencing
error level of X%, X instances of either point substitution or insertion/deletion mutations (of
a length randomly selected from 1 to 3 residues) per 100 bases of the pseudotranscript were
induced. Software used for this task is available at http://gremlin1.gdcb.iastate.edu/
∼volker/SB05B/misc/mutseqer.c.
We compared GeneSeqerGC with GeneSeqerSTD, Splign, BLAT, Sim4 and Spidey. Ex-
act program parameters used for Arabidopsis and rice, including the actual spliced alignment
results, are provided as supporting data at http://gremlin1.gdcb.iastate.edu/∼volker/
SB05B/test alignments/. At each simulated sequencing error level, 25 replicates were pro-
duced, permitting both accuracy and precision assessments for each program on the 100 Ara-
bidopsis and rice test loci. These assays tested for competency in both GC-donor site detection
alone and complete gene structure resolution. The latter was assessed on the intron level—a
gene structure prediction was counted completely correct whenever all predicted intron borders
matched those of the true gene structure.
Ab initio assays
We tested the GENSCAN, GeneMark.hmm and FGENESH-GC ab initio gene structure prediction
and SplicePredictorGC, SplicePredictorSTD and NetGene2 ab initio splice site prediction
programs on the GC–AG and AT–AC test loci to determine if any of these software were ca-
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pable of annotating known GC donors or AT–AC introns, respectively. As mentioned above,
SplicePredictorSTD was modified to score all GC dinucleotides in the same way as GT dinu-
cleotides. For the gene structure prediction tools, we also assessed each program’s ability to
delineate complete gene structures.
Identification of GC–AG introns in Arabidopsis and rice
After incorporation of the GC–AGmodels into GeneSeqerGC, we re-annotated the Arabidopsis
and rice genomes using full-length cDNA sequences. We considered only introns derived from
gene structures such that all cDNA sequences mapping to a gene yielded an overall score not
less than 0.95. For Arabidopsis, of a total of 70,803 introns, 69,474 (98.12%) were of GT–AG
type, 776 (1.10%) were of GC–AG type and 553 (0.78%) were of other types. For rice, of a
total of 71,099 introns, 65,337 (91.90%) were of GT–AG type, 1804 (2.54%) were of GC–AG type
and 3958 (5.57%) were of other types. These results show higher proportions of GC–AG and
other type introns relative to those identified in the training data set described in Table 2.1,
particularly for rice. This probably results from a combination of incorporation of explicit
GC–AG models in GeneSeqerGC and the lower stringency used to cull this data set (overall score
of 0.95 or greater versus 1.0 used to compile training data).
Gene Ontology (GO) annotation
To test whether GC–AG intron containing genes have preferential occurrence in particu-
lar functional classes of genes, we evaluated the distribution of GOslim terms ([83]; down-
loaded from ftp://ftp.arabidopsis.org/home/tair/Ontologies/Gene Ontology/) associ-
ated with a set of 622 annotated Arabidopsis genes [71], each containing at least one GC–AG
intron confirmed by our re-annotation of the Arabidopsis genome, described below. Signifi-
cance of the distribution was evaluated by random sampling of same-size sets of non-GC–AG
intron-containing Arabidopsis genes. A particular GOslim category was regarded as over- or
underrepresented if the frequency of the term in the GC set was in the top five or lower five
values in comparison with 99 randomly drawn non-GC sets.
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Results and Discussion
Information plots and pictograms
Information content profiles for donor and acceptor sites of Arabidopsis and rice are shown
in Fig. 2.1 and 2.2, respectively. These data support the notion of stricter adherence to a donor
consensus site in GC donors, promising good potential for statistical prediction. Information
content profiles at acceptor sites are very similar, in either species, between GT–AG and GC–
AG intron types. Furthermore, the superimposable acceptor site information content profiles
indicate that the elevated information content at GC donors relative to GT donors is not an
artifact owing to differing sample sizes between our GT–AG and GC–AG intron populations. This
latter observation suggests that, in biological systems, constraints on the degree of adherence
to a consensus acceptor sequence, for any particular acceptor site, operate independently of
whether a GT or GC donor occurs upstream of it. The consensus sequences of GT–AG and GC–AG
donor sites are identical, with the exception of the T→C transition mutation (data not shown).
This reduced combinatorial complexity simplifies incorporation of a GC donor model into the
framework of the GeneSeqer algorithm: when considering what an appropriate donor site
might be for a given intron, the algorithm does not need to modify its procedures for selecting
an appropriate acceptor site. This also implies that the parameterizations for acceptor sites in
the Bayesian splice site models trained on GT–AG data are sufficient for assessing acceptor sites
in both intron types.
Differences between species-specific models
Fig. 2.3 shows neighbor-joining derived topologies based on the Euclidean distances between
the parameter sets of the various donor site models (see Systems and Methods section). For GT-
donors, exon, intron and splice site parameters cluster according to the monocot/dicot divide.
The GC-donor intron and splice site parameters of Arabidopsis and rice are nearest neighbors,
closer to each other than to the GT-donor intron parameters within the same taxonomic clade.
For the exon parameters, the GC-donor parameters group with their taxonomic clade, but
with long branch lengths relative to the close pairs of GT-donor parameters within each clade.
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These results underscore not only compositional differences between monocots and dicots, but
in particular they suggest considerable biases associated with GC–AG intron and GC-donor splice
site dinucleotide compositions relative to their GT–AG counterparts. It is unclear whether these
biases reflect evolutionary history of this class of introns, functional constraints on their splicing
or overall compositional biases of gene classes that harbor GC-donor introns (see below).
Spliced alignment
We wanted to compare the performance of GeneSeqerGC to other spliced alignment software
on two levels: detection of known GC donor splice sites and correct resolution of full gene
structures. Assessments were made using the 100 GC donor-containing spliced alignment test
loci for Arabidopsis and rice described above. Results of these respective experiments are
presented in Tables 2.2 and 2.3. It is seen that GeneSeqerGC significantly outperforms spliced
alignment programs without explicit GC-donor splice site models, with a > 80% GC-donor site
detection rate even at the 10% sequence error level. This rate is ∼20% higher than the best
of the other programs (Splign). More than 40% of the entire gene structures are predicted
correctly at the same sequence error level. The increase in performance when compared with
GeneSeqerSTD demonstrates that the improvement is because of the specific GC-donor site
models, rather than other features of the GeneSeqer algorithm.
To ensure that these improvements do not cause significant detriment to the accurate
spliced alignment-based annotation of a typical eukaryotic gene containing exclusively GT–AG
introns, we tested the same set of spliced alignment programs on our GT–AG control test data
for competency at determining overall gene structures, the results of which are presented in
Table 2.4. Comparison of GeneSeqerGC with GeneSeqerSTD demonstrates that, when pre-
sented with a simulated sequencing error challenge, explicit modeling of GC–AG introns does
not generally prevent accurate annotation of GT–AG intron-containing gene structures. Better
performance relative to the other programs reiterates the value of explicit splice site modeling.
The poorer performance statistics for all programs on this rice set compared with the GC–AG
intron containing set reported in Table 2.3 may be a sampling effect.
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Spliced alignment detection of U12-type introns
To further probe the potential of gene structure prediction improvements by incorporation
of models for non-canonical splice sites, we also assessed the ability of the spliced alignment
programs to annotate AT–AC U12-type intron-containing gene structures with a test set of
25 genes (see Systems and Methods section). These spliced alignment assays were conducted
similar to their GC–AG counterparts, with results presented in Tables 2.5 and 2.6 for AT–AC intron
detection (competency at determining both donor and acceptor terminal dinucleotides) and
complete gene structure resolution, respectively. Splign and the GeneSeqer variants clearly
outperform the other programs. It should be noted that the slight performance discrepancy
between GeneSeqerGC and GeneSeqerSTD are probably owing to noise generated by the GC–
AG models, as all other aspects of the programs are identical. The GeneSeqer U12-donor
prediction accuracy is more sensitive to sequencing errors than its accuracy for GC-donors,
which is as expected because the U12-donor site scores are based on (near-) exact matching to
the consensus U12 pattern [42].
Ab initio gene structure and splice site prediction for GC–AG intron containing genes
We tested the ab initio gene structure prediction programs GENSCAN, GeneMark.hmm and
FGENESH-GC for their ability to predict GC–AG introns on test sets of 100 genomic regions from
Arabidopsis and rice. Each region contains a gene with four or more introns, exactly one of
which is a cDNA-confirmed GC–AG intron (see Systems and Methods section). GENSCAN and
GeneMark.hmm did not predict GC-donor sites, thus failing on all gene structures. FGENESH-GC
predicted 54% of the Arabidopsis and 64% of the rice GC sites; however only 26% and 3% of
the gene structures in the two sets were predicted correctly in their entirety.
Table 2.7 gives results of splice site prediction algorithms on the same GC–AG test data
set used in the spliced alignment assays. The new GC-donor site models incorporated into
SplicePredictorGC significantly reduce the false positive prediction rate (increase specificity)
in both Arabidopsis and rice compared with SplicePredictorSTD, which uses the strategy of
treating each GC in the input sequence in the same way as the GTs. The true positive recovery
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rate (sensitivity) is about the same for both strategies. This result is consistent with the
general conservation of the GT-donor site signal in GC-sites, but with stronger adherence to the
consensus sequence as discussed above. Prediction accuracy is lower in rice compared with
Arabidopsis, with the high false positive prediction rates in part reflecting the longer intron
lengths in rice (see below). NetGene2 with default settings shows high specificity, at the cost
of diminished sensitivity. The SplicePredictor programs give comparable results at a high
threshold for the critical value c [42]. The poor performance of NetGene2 on rice relative to
Arabidopsis is most probably explained by the monocot to dicot differences discussed earlier; as
NetGene2 only offers Arabidopsis parameters, those were used also on the rice sequences. Note
also for rice the dramatic drop in false positive predictions by SplicePredictorGC at higher
c-values, without loss in sensitivity. This results from the fact that true GC-donors match well
to a consensus signal and thus tend to score very high.
Characterization of GC–AG introns within their gene structure
We used the sets of Arabidopsis and rice genes with cDNA-confirmed GC–AG introns to probe
for possible significant features of the underlying gene structures. In particular, we addressed
the following questions in comparison with non-GC–AG intron containing genes. What is the
average length and base composition of the GC–AG introns? What is the average number of
exons in these genes? Is there any preference of the GC–AG introns to occur 5′- or 3′-most?
The average length of the Arabidopsis GC–AG introns was found to be 168nt, compared
with 159nt for GT–AG introns; for rice, the means are 691 and 386nt. Fig. 2.4 shows the length
distributions in detail. In general, rice has a higher frequency of long introns compared with
Arabidopsis. Of note is the particularly high proportion of long GC–AG introns in rice. The base
composition of both classes of introns is similar within each species, although the rice GC–AG
introns are slightly higher in G+C content. The Arabidopsis introns have a strong bias for U
(40.3% in GT–AG introns, compared with 35.2% for rice), consistent with previous observations
for dicots and monocots [84].
Of the 622 distinct annotated Arabidopsis genes containing GC–AG introns, 37 contained
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two GC–AG introns apiece, and only one contained three GC–AG introns (At3g10380, putatively
encoding the exocyst complex component Sec8 ), the maximum number encountered in this
study for a single gene. We identified 168 putative rice orthologs of the GC–AG intron containing
Arabidopsis genes. Pairs of rice and Arabidopsis genes were considered orthologous if their
translation products yielded reciprocally best BLASTP [85] hits at a threshold of E < 10−15 and
no similar next-best hits. Eleven of these rice genes also had a GC–AG intron. LOC Os01g68330,
the rice ortholog for At1g70610, has two GC–AG introns. The genes are thought to encode
chloroplast-associated ABC transporters. At1g70610 has only one GC–AG intron. For the
better-annotated Arabidopsis genome, based on our data the fraction of genes with GC–AG
introns is < 2.5% of all genes. Thus, conservation of the GC–AG intron in 11/168 ortholog pairs
is much more than expected by chance, suggesting these introns may have existed prior to the
divergence of dicots and monocots.
The average exon count for the 622 Arabidopsis GC–AG intron-bearing genes is 12.18, com-
pared with an average of 5.06 over all annotated Arabidopsis genes. Of the identified 168 rice
orthologs of these genes, we determined, using the TIGR pseudomolecule version 3.0 annota-
tion, that they contain on average 12.13 exons per gene, in comparison to an average of 5.89
exons per gene over all rice genes. Thus there seems to be a distinct bias for GC–AG introns to
occur in genes with high exon count. Our analyses did not indicate that GC–AG genes exhibit
any form of polar selectivity within gene structures, as their positions in their host genes were
uniformly distributed (data not shown).
Classification of GC–AG intron containing genes
As shown above, mutation of the C in a GC-donor to T will result in a high-scoring GT-
donor site that would be predicted to be an efficient splicing site. Thus, it is an intriguing
question whether GC-donors merely represent tolerated mutations that are in equilibrium with
GT-donors. Alternatively, present day GC-donors may be remnants of an evolutionary lineage,
or there may be functional constraints acting on the extant genomes that maintain these sites.
If the GC-donors represent tolerated mutations, then one would not expect a particular bias
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for their association with specific classes of genes. To test for such association, we derived
the counts of GC–AG introns per Arabidopsis gene class as defined by GOslim terms defining
cellular components [83]. The statistical significance of the observed counts was assessed by
comparison with counts derived for randomly sampled genes containing GT–AG introns only.
The results (Fig. 2.5) show that GC–AG intron-containing Arabidopsis genes tend to be over-
represented in the chloroplast, mitochondria, nucleus, plasma membrane, other membranes,
other cellular components and other cytoplasmic components and are less frequently encoun-
tered than expected in the cellular component unknown category. However, no clear bias
emerged, and in view of the premature state of the ontology assignations no firm conclusions
can be reached. The rice data, with ontology terms derived from their presumed Arabidopsis
orthologs, gave a similar distribution (data not shown).
Conclusions
Current genome annotation reflects the limitations of computational tools available for the
task. With increasingly available genome data, some of these limitations can be overcome by
more specific training of the software. For Arabidopsis, our GeneSeqer spliced alignment tool
detected an additional 115 cDNA-confirmed GC–AG introns over the currently annotated 661
cases. For rice, only 500 GC–AG introns were previously annotated, and this study identified
an additional 1,304 instances. In practice, gene structure is predicted from the consensus of
multiple cDNA and EST alignments at a given locus. This allows accurate gene structure
prediction from spliced alignment of heterogeneous transcripts, which is of great practical
importance for plant genome annotation given the relatively small sets of available cDNAs
and ESTs for any given species [86]. The demonstrated robustness of the GeneSeqer spliced
alignments to sequence divergence is derived from the incorporation of species-specific splice
site prediction in the scoring of alignments. The BSSM4GSQ software package should facilitate
iterative training of updated and novel models for many species with emerging genomic and
cDNA sequence data. This in turn will generate more reliable gene structure annotations for
the study of the evolutionary origins and functional significance of non-canonical introns.
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Table 2.1 Classification and counts of cDNA-confirmed introns. Total de-
notes counts of each intron type, given for both Arabidopsis and
rice. Relative abundances are indicated in parentheses. TD,
training data (see Systems and Methods section).
Total GT–AG GC–AG Others
A.thaliana 67,767 66,733 (98.47%) 721 (1.06%) 313 (0.46%)
TD phase 1 37,904 476
TD phase 2 14,126 133
TD phase 0 14,703 112
O.sativa 68,199 65,391 (95.88%) 1,103 (1.62%) 1,705 (2.50%)
TD phase 1 36,571 644
TD phase 2 14,310 270
TD phase 0 14,510 189
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Table 2.2 Accuracy of GC-donor site prediction. Percent simulated se-
quencing error induced on pseudotranscripts (see Systems and
Methods section for details) is indicated. The table values give
the mean and standard deviations (in parentheses) of successful
detection of known GC-donor sites in 100 GC-AG intron-containing
test loci for each of Arabidopsis and rice over 25 replicates.
Program 0% 1% 5% 10% 25%
A.thaliana
GeneSeqerGC 100 99.72 (0.32) 99.76 (0.97) 95.92 (1.43) 80.48 (3.04)
GeneSeqerSTD 100 97.28 (1.32) 83.92 (2.58) 69.84 (3.01) 33.40 (3.49)
Splign 100 98.24 (1.17) 88.88 (2.22) 74.72 (2.61) 0.00 (0.00)
BLAT 100 95.64 (1.93) 74.84 (3.45) 52.08 (4.03) 4.40 (1.74)
Sim4 92 89.72 (1.22) 80.36 (3.28) 67.92 (2.95) 17.60 (2.92)
Spidey 84 79.72 (1.41) 60.04 (2.72) 45.76 (3.39) 7.08 (1.68)
O.sativa
GeneSeqerGC 100 98.44 (0.97) 92.32 (1.45) 82.56 (6.83) 31.88 (15.20)
GeneSeqerSTD 100 97.40 (1.37) 80.72 (12.33) 57.60 (17.65) 10.36 (8.88)
Splign 99 97.88 (1.22) 86.40 (12.14) 66.08 (15.32) 0.00 (0.00)
BLAT 93 90.16 (1.08) 63.36 (15.01) 29.96 (15.19) 0.92 (0.83)
Sim4 91 90.16 (1.00) 73.24 (14.67) 57.52 (17.46) 20.60 (12.97)
Spidey 85 78.40 (9.67) 61.64 (17.04) 37.64 (17.28) 6.56 (6.33)
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Table 2.3 Accuracy of overall GC-AG intron-containing gene structure pre-
diction. Percent simulated sequencing error induced on pseudo-
transcripts (see Systems and Methods section for details). The
table values give the mean and standard deviations (in parenthe-
ses) of successful detection of entire gene structures in 100 GC-AG
intron-containing test loci for each of Arabidopsis and rice over
25 replicates.
Program 0% 1% 5% 10% 25%
A.thaliana
GeneSeqerGC 100 91.52 (2.37) 62.88 (3.94) 41.32 (3.60) 7.40 (1.75)
GeneSeqerSTD 100 89.96 (2.60) 55.84 (4.39) 32.72 (3.88) 3.52 (1.43)
Splign 97 88.12 (2.53) 58.68 (4.07) 22.08 (2.70) 0.00 (0.00)
BLAT 100 31.60 (4.28) 0.36 (0.45) 0.00 (0.00) 0.00 (0.00)
Sim4 88 79.44 (1.63) 51.56 (4.17) 25.80 (3.21) 0.04 (0.14)
Spidey 96 48.20 (4.38) 6.64 (2.31) 0.36 (0.45) 0.00 (0.00)
O.sativa
GeneSeqerGC 100 95.68 (1.83) 78.96 (6.83) 66.20 (9.66) 22.36 (15.43)
GeneSeqerSTD 100 94.80 (2.32) 71.00 (12.20) 47.16 (17.38) 6.24 (8.80)
Splign 90 87.60 (1.50) 72.36 (11.83) 50.36 (15.65) 2.56 (5.49)
BLAT 83 71.92 (7.63) 34.88 (17.72) 10.64 (11.32) 3.40 (4.11)
Sim4 79 78.00 (0.97) 60.64 (14.75) 47.08 (16.89) 13.28 (12.56)
Spidey 84 73.36 (10.04) 46.36 (17.51) 23.64 (15.89) 2.56 (5.49)
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Table 2.4 Accuracy of overall gene structure prediction in a non-GC control
set. Percent simulated sequencing error induced on pseudotran-
scripts (see Systems and Methods section for details). The table
values give the mean and standard deviations (in parentheses)
of successful detection of entire gene structures in 100 test loci
containing exclusively GT-AG introns for each of Arabidopsis and
rice over 25 replicates.
Program 0% 1% 5% 10% 25%
A.thaliana
GeneSeqerGC 100 94.60 (1.50) 69.16 (3.91) 44.68 (3.79) 10.08 (1.74)
GeneSeqerSTD 100 94.68 (1.48) 69.80 (3.88) 46.12 (3.62) 11.04 (1.77)
Splign 100 96.16 (1.65) 66.92 (5.99) 25.84 (2.78) 0.00 (0.00)
BLAT 97 34.28 (5.42) 0.12 (0.22) 0.00 (0.00) 0.00 (0.00)
Sim4 97 91.36 (1.78) 64.20 (4.83) 34.80 (2.98) 0.00 (0.00)
Spidey 96 54.44 (4.20) 5.64 (1.71) 0.32 (0.44) 0.00 (0.00)
O.sativa
GeneSeqerGC 99 89.12 (1.78) 60.16 (3.12) 36.88 (2.61) 5.12 (1.26)
GeneSeqerSTD 100 90.56 (1.96) 62.76 (2.92) 39.28 (2.82) 6.44 (1.54)
Splign 100 92.00 (2.47) 67.32 (4.15) 25.16 (2.84) 0.00 (0.00)
BLAT 97 21.00 (5.08) 0.24 (0.47) 0.00 (0.00) 0.00 (0.00)
Sim4 99 90.72 (2.53) 64.96 (4.00) 31.72 (2.89) 0.00 (0.00)
Spidey 97 46.48 (3.87) 5.80 (2.04) 0.12 (0.22) 0.00 (0.00)
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Table 2.5 Accuracy of AT-AC intron prediction. Percent simulated sequenc-
ing error induced on pseudotranscripts (see Systems and Meth-
ods section for details). The table values give the mean and
standard deviations (in parentheses) of successful detection of
entire gene structure in 25 AT-AC intron-containing test loci for
each of Arabidopsis and rice over 25 replicates.
Program 0% 1% 5% 10% 25%
A.thaliana
GeneSeqerGC 100 95.20 (2.68) 82.72 (4.48) 67.20 (6.31) 30.72 (7.61)
GeneSeqerSTD 100 95.20 (2.68) 83.36 (4.55) 69.76 (5.83) 32.80 (7.18)
Splign 96 93.44 (2.54) 84.80 (3.43) 62.24 (6.81) 0.00 (0.00)
BLAT 92 85.60 (2.80) 67.20 (5.94) 34.88 (6.34) 0.96 (1.22)
Sim4 28 27.52 (2.33) 26.88 (2.86) 20.48 (5.13) 4.64 (0.93)
Spidey 48 41.28 (2.88) 27.20 (4.20) 11.52 (4.87) 0.48 (0.93)
O.sativa
GeneSeqerGC 100 97.12 (2.38) 81.76 (6.42) 65.60 (7.23) 29.12 (6.02)
GeneSeqerSTD 100 96.96 (2.59) 81.12 (6.49) 66.40 (7.09) 31.36 (6.55)
Splign 96 97.28 (1.93) 83.52 (6.68) 66.08 (5.78) 0.00 (0.00)
BLAT 88 83.04 (2.83) 60.80 (5.94) 34.24 (5.83) 0.64 (1.05)
Sim4 12 12.96 (2.46) 16.48 (4.38) 18.24 (5.49) 3.84 (2.06)
Spidey 24 21.44 (1.79) 11.20 (3.43) 6.40 (3.33) 0.32 (0.77)
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Table 2.6 Accuracy of overall AT-AC intron-containing gene structure pre-
diction. Percent simulated sequencing error induced on pseudo-
transcripts (see Systems and Methods section for details). The
table values give the mean and standard deviations (in parenthe-
ses) of successful detection of entire gene structure in 25 AT-AC
intron-containing test loci for each of Arabidopsis and rice over
25 replicates.
Program 0% 1% 5% 10% 25%
A.thaliana
GeneSeqerGC 100 86.24 (4.99) 47.68 (5.23) 27.04 (6.58) 2.56 (2.54)
GeneSeqerSTD 100 86.08 (4.92) 48.16 (5.39) 27.52 (6.87) 2.56 (2.65)
Splign 96 84.16 (5.51) 53.44 (6.90) 16.16 (5.14) 0.00 (0.00)
BLAT 92 22.08 (5.31) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
Sim4 24 21.12 (2.74) 14.08 (3.80) 6.08 (2.57) 0.00 (0.00)
Spidey 48 18.88 (5.39) 1.44 (1.59) 0.16 (0.56) 0.00 (0.00)
O.sativa
GeneSeqerGC 100 85.28 (6.30) 47.84 (9.58) 20.32 (6.81) 1.76 (1.63)
GeneSeqerSTD 100 85.76 (6.96) 47.52 (9.57) 21.60 (6.10) 2.08 (1.64)
Splign 96 86.88 (5.14) 48.80 (9.39) 17.60 (4.98) 0.00 (0.00)
BLAT 88 27.84 (6.97) 0.16 (0.56) 0.00 (0.00) 0.00 (0.00)
Sim4 12 11.52 (3.16) 8.64 (4.48) 5.12 (3.38) 0.00 (0.00)
Spidey 24 10.88 (2.36) 1.92 (1.83) 0.48 (0.93) 0.00 (0.00)
31
Table 2.7 Splice site prediction accuracy for GC-donors. Values are rela-
tive to the test sets of 100 genes of Arabidopsis and rice, each
containing exactly one GC-AG intron (see Systems and Methods
section). c, critical value for Bayesian splice site prediction [42];
TP, true positive; FP, false positive; Sn (sensitivity) = TP/100,
and Sp (specificity) = TP/(TP + FP ) [87].
Arabidopsis Rice
c TP FP Sn Sp TP FP Sn Sp
SplicePredictorSTD 6.0 96 281 0.96 0.25 81 579 0.81 0.12
12.0 88 31 0.88 0.74 77 85 0.77 0.48
15.0 71 4 0.71 0.95 74 41 0.74 0.64
SplicePredictorGC 6.0 95 147 0.95 0.39 82 456 0.82 0.15
12.0 93 19 0.93 0.83 82 36 0.82 0.69
15.0 86 9 0.86 0.91 82 10 0.82 0.89
NetGene2 80 7 0.80 0.92 31 4 0.31 0.89
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Figure 2.1 Arabidopsis information content plots. Information content
plots were produced for 15 bases upstream through 20 bases
downstream of GT and GC donor dinculeotides, and 20 bases
upstream through 15 bases downstream of AG acceptor dinu-
cleotides in GC-AG and GT-AG Arabidopsis introns identified in
the training data set (see Table 2.1).
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Figure 2.2 Rice information content plots. Information content plots were
produced for 15 bases upstream through 20 bases downstream of
GT and GC donor dinculeotides, and 20 bases upstream through
15 bases downstream of AG acceptor dinucleotides in GC-AG and
GT-AG rice introns identified in the training data set (Table 2.1).
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Figure 2.3 Neighbor-joining trees derived from donor site model-specific
parameter vectors. at, Arabidopsis thaliana; os, Oryza sativa;
mt, Medicago truncatula; zm, Zea mays. GT, GT-donors; GC,
GC-donors; e, exon parameters; i, intron parameters; s, splice
site parameters.
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Figure 2.4 Length distribution of Arabidopsis (at) and rice (os) introns
with GT- and GC-donors. Size markers on the x-axis are in hun-
dreds. Relative frequency is given on the y-axis.
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Figure 2.5 Distribution of GC-intron containing Arabidopsis genes onto
gene ontology “Component” classes compared with the distri-
bution for all genes.
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CHAPTER 3. MARKOV MODEL VARIANTS FOR APPRAISAL
OF CODING POTENTIAL IN PLANT DNA
A paper published in Lecture Notes in Bioinformatics1
Michael E. Sparks2, Volker Brendel2 3, and Karin S. Dorman2 3 4
Abstract
Markov chain models are commonly used for content-based appraisal of coding potential
in genomic DNA. The ability of these models to distinguish coding from non-coding sequences
depends on the method of parameter estimation, the validity of the estimated parameters for
the species of interest, and the extent to which oligomer usage characterizes coding potential.
We assessed performances of Markov chain models in two model plant species, Arabidopsis
and rice, comparing canonical fixed-order (FO), χ2-interpolated (χ2), top-down (TDDI) and
bottom-up (BUDI) deleted interpolated Markov models, and dynamically (DMMM) and par-
tially (PMMM) modulating Markov models. Among FO, χ2, TDDI and BUDI, these methods
achieved comparable identification accuracies, with differences usually within statistical error.
Empirical results characterizing DMMM and PMMM indicate that they have good capacity
for noncoding and coding sequence recognition, respectively, albeit at the expense of ability to
recognize the complementary functional sequence class. Because classification performance is
related to G+C composition, we considered a variety of overall approaches to estimation and
utilization of transition probability estimates, including a standard approach, in which training
1This chapter extends an abbreviated version of this work, reprinted with permission of Lecture Notes in
Bioinformatics, 2007, 4463, 394–405
2Department of Genetics, Development and Cell Biology
3Department of Statistics, Iowa State University, Ames, IA 50011, USA
4Author for correspondence
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and testing is conducted without concern for the G+C composition of sequences; a quartiled
approach in which training and test data are first partitioned by overall G+C content; and a
continuously modulating framed window approach in which quartile-specific estimates based on
local G+C composition are used to classify. The framed window approach typically performed
worse than both the standard and quartiled frameworks. All methods demonstrated consid-
erable gains in accuracy under the quartiled approach relative to the standard framework,
especially in rice. The methods studied were implemented in the C programming language
and organized into a library, IMMpractical, distributed under the GNU LGPL.
Introduction
Markov chain models, as applied to problems concerning gene recognition in DNA se-
quences, make the fundamental assumption that sequences of different functional roles exhibit
distinct and reproducible dependencies among adjacent nucleotides, such that sequences can
be distinguished by oligomer usage. In practice, Markov models appear to be a suitable
proxy to the (unknown) generative models that have produced biologically relevant nucleic
acid sequences, and they have enjoyed widespread use in popular gene prediction applications,
including GENSCAN [37], GlimmerM [88], and GeneMark.HMM [17]. The Markov models used in
these applications tend to be complex, and in most cases, only heuristic procedures exist for
estimating Markov transition probabilities. Because both the validity of the Markov model
assumption and the accuracy of the estimation procedures are unknown, it remains important
to assess classification performance in novel applications. As this study is primarily motivated
by the need to annotate plant gene structures, we used sequences from the model plant species
Arabidopsis thaliana and Oryza sativa (rice).
There are a number of distinct methods for estimating Markov chain transition probabili-
ties and selecting among models of varying complexity. Azad and Borodovsky [89] undertook
an empirical survey of fixed-order, χ2-interpolated [90, 18], and top-down deleted interpolated
Markov models [91] in prokaryotic taxa, and found considerable differences in the relative
performances of each method as a function of genomic sequence characteristics, particularly
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G+C composition. The present study extends this work by comparing a greater breadth
of training methods and by considering method performances in the context of two eukary-
otic taxa. We show that, for the task of binary classification of coding and intron sequences
from A.thaliana and rice, among canonical fixed-order (FO), χ2-interpolated (χ2), top-down
(TDDI) and bottom-up (BUDI) deleted interpolated [91] Markov models, these performed
approximately equally, while for dynamically (DMMM) and partially (PMMM) modulating
Markov models, these have good capacity for noncoding and coding sequence recognition, re-
spectively, albeit at the expense of ability to recognize the complementary functional sequence
class. All Markov model variants were implemented in the C programming language and orga-
nized into a library, called IMMpractical, which is distributed under the GNU lesser/library
general public license and is available for download at [92].
We also compared a standard approach that trains and tests without concern for the G+C
composition of sequences; a quartiled approach in which training and test data are first par-
titioned into quartiles by overall G+C content, with quartile-specific transition probability
estimates being used to classify; and a continuously modulating framed window approach to
potentially account for intragenic compositional variation [93], in which quartile-specific es-
timates based on local G+C composition are used for classification. The framed window
approach typically performed worse than both the standard and quartiled strategies. The
quartiled approach resulted in substantial improvements in classification accuracy relative to
the standard strategy, particularly in rice.
Materials and Methods
Data Accumulation
The success of any gene-finding algorithm to accurately classify sequences is largely depen-
dent on how well the training data represent true coding and non-coding DNA. To obtain a
reliable set of nuclear protein coding and intron sequences for training and testing purposes,
we started with the current genome annotations for A.thaliana and rice available from the
TAIR (version 6.0, [94]) and TIGR (version 4.0, [95]) resources, respectively.
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As we were primarily interested in distinguishing coding sequences from introns in split
genes, single exon genes were excluded. This exclusion also eliminated many processed pseu-
dogenes, which are often intronless and share similar features with functional genes [34, 26].
We ignored all loci with multiple gene models because these may be alternatively spliced [96],
making coding/intron classification much more difficult [97].
Full-length coding sequences were parsed from assembled pseudomolecules based on ref-
erence coordinates, and if any ambiguous nucleotide symbols were encountered, the gene was
discarded. Start and stop codons along with 5′- and 3′-UTRs were removed from the coding
sequences, and only genes encoding translation products of 150 or more amino acids were re-
tained. The selected sequences were compared to the TIGR plant repetitive element database
[95] using BLASTN [98], and all coding sequences with significant matches (E-value < 10−15)
were removed. We also used BLAST to limit redundancy in the coding data by randomly
retaining only one member of each pair of sequences having at least 80% nucleotide identity
over at least 80% of the length of both sequences. Reduction in data set size during this refine-
ment process is indicated in Table 3.1. Introns from the remaining gene structures were parsed
from the pseudomolecules, leaving the concatenated exons as the coding data set. Introns that
exceeded 50 nucleotides in length and contained no ambiguous characters were retained, and
the resulting collection was made non-redundant using BLAST, as described above, to form
the intron data set. In total, we retained 15,538 coding sequences (mean length 1,467nt) and
87,477 intron sequences (mean length 159nt) from A.thaliana. In rice, 24,349 coding sequences
(mean length 1,502nt) and 104,737 intron sequences (mean length 396nt) were retained. For
the quartiled approach, coding and intron sequences were separated into quartiles according
to their overall percent G+C composition (see Fig. 3.1).
Fixed-order Markov Models (FO)
For fixed-order methods, an order, k, is selected for the Markov chain based on empirical
or statistical considerations—in practice, this is often set to five [37, 17, 34], and we also used
this value. Let hk represent some pretext, or history, of length k that precedes a nucleotide
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i. The fixed-order Markov chain has 4k+1 transition probabilities, whose maximum likelihood
estimates are
P̂ (i | hk) = Cnt(hk, i)∑
j∈{A,C,G,T}Cnt(hk, j)
, (3.1)
where Cnt(hk, x) is the count of oligomer hk succeeded by some nucleotide x in the train-
ing data. Given a test sequence S = s1s2 · · · sn of length n, the likelihood, assuming that
the sequence belongs to some functional class t with maximum likelihood estimates Ω̂t =
{P̂ (i | hk)}, is
P (S | t, Ω̂t) =
n−k∏
j=1
P̂ (sj+k | sjsj+1 · · · sj+k−1) .
For coding sequences, one recognizes the distinct properties of the three codon positions by
computing one set of transition probabilities P (f)(i | hk) for each of the three reading frames,
f = 1, 2, 3. There are now 3 × 4k+1 parameters to estimate for this inhomogeneous Markov
chain model, and each is estimated by Eq. (3.1) with oligomer counts from the appropriate
codon position. When simultaneously modeling a coding sequence shadow, parameters are also
estimated for the three codon positions in the reverse complement [99].
Certain rare oligomers may not appear in the training data, resulting in null transition
probabilities using Eq. (3.1). Any test sequence containing an unobserved oligomer is then
impossible (has zero likelihood) under the estimated model. To avoid this problem, we use
parameter smoothing, where for all hk and i, Cnt(hk, i) is incremented by a fixed integer (in
practice, five), ensuring at least a basal representation of all possible oligomers in the training
data.
Interpolated Markov Models (IMMs)
The general paradigm of IMMs is that each transition probability is determined by taking
linear, weighted sums of relevant fixed-order transition probabilities. For the transition prob-
ability with context hk, fixed-order transition probabilities for the pretext of length k and all
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shorter pretexts are used to produce the smoothed transition probability
Pimm(i | hk) =
k∑
x=−1
µx(hk)P̂ (i | hx) .
Here, P̂ (i | h−1) is taken to be one over the cardinality of the nucleotide alphabet, i.e., 0.25.
Pimm(i | hk) is a probability when the weights µx(hk) satisfy 0 ≤ µx(hk) ≤ 1 for all x and∑k
x=−1 µx(hk) = 1. To account for data sparsity, these models assign weights in terms of
oligomer frequencies, preferentially giving more weight to oligomers with longer histories, unless
they occur rarely enough in training data that more weight should be given to one of their
5′-truncated variants. Final, smoothed transition probabilities of oligomers whose histories do
not occur in the training data are defined as Pimm(i | hk) = Pimm(i | hz), where z = max z′ ∈
[1, k) : Cnt(hz′) > 0 and k is the maximum Markov chain order. We consider three distinct
methods for estimating the smoothed transition probabilities as described in [89, 90, 18, 91].
χ2-Interpolated Markov Models (χ2).
The χ2-IMM defines transition probabilities iteratively as
Pchi(i | hk) = λ(hk)P̂ (i | hk) + [1− λ(hk)]Pchi(i | hk−1) , (3.2)
with boundary condition Pchi(i | h−1) = P̂ (i | h−1). The history weights for x = 0, . . . , k are
λ(hx) =


1 if Cnt(hx) ≥ T ;
0 if Cnt(hx) < T and q < 0.5 ;
q×Cnt(hx)
T
otherwise .
T is some minimally-reliant count threshold for pretexts, e.g., 400; and q is the confidence (one
minus the p-value) that the distribution of i | hx differs from that of i | hx−1, i ∈ {A,C,G, T},
obtained by a χ2 statistical test [90, 18].
One possible scenario that is not addressed in any literature we encountered describing
χ2-IMMs [90, 18, 100, 89] is the condition where some pretext hy occurs more than T times
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in the training data, but i | hy does not occur for some nucleotide i. Then recursion (3.2)
for computing Pchi(i | hx) can generate problematic null transition probabilities, precisely the
complication interpolated models were developed to avoid. For such cases, we used an approach
similar to that described in [101] for correcting weight array matrices in splice site modeling:
Pfix =
1
Cnt(hy)
Pnew = Pold(1− 4× Pfix) + Pfix ,
where any null transition probability is re-assigned the value Pfix, and all remaining non-null
probabilities in the distribution are adjusted to Pnew as a function of Pfix and their previous
values, Pold. Alternative solutions are described in [91].
Top-down Deleted IMMs (TDDI).
The basic idea of deleted IMMs is to divide the training data into a large development set
(D) and a small heldout set (H)—the development set generates initial, unrefined transition
probability estimates according to Eq. (3.1), which are generalized to the heldout set by cross-
set maximization [91]. To prevent over-fitting to the heldout set, pretexts in the development
set are partitioned into groups based on their frequencies, and all pretexts in a group are tied
to the same weight. The pretext partitions are called buckets Bx,m = { hx : boundx,m−1 ≤
CntD(hx) < boundx,m}, where x indexes pretext length, m indexes the bucket, and CntD
indicates counts in D only. Bucket width is specified using a real-valued constant (e.g., 1.2,
which is used in our implementation) dictating ratios of adjacent bucket boundaries.
Top-down deleted IMM-smoothed probabilities are computed by recursively solving, for
x = 0, 1, . . . , k,
PTD(i | hx) = λm(hx)P̂ (i | hx) + [1− λm(hx)]PTD(i | hx−1) , (3.3)
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with λm(hx) values computed as
argmax
0<λ<1


∑
i∈{A,C,G,T}
hx∈Bx,m
CntH(hx, i) log
[
λP̂ (i | hx) + (1− λ)PTD(i | hx−1)
]

 , (3.4)
and PTD(i | h−1) = P̂ (i | h−1) again initializes the recursion.
Bottom-up Deleted IMMs (BUDI).
In the bottom-up deleted IMM approach, development pretexts of length k are partitioned
into buckets Bk,m in similar fashion to the top-down variant. Each BUDI transition probability
PBU(i | hk) is produced through a series of iterations initialized with
P (k)(i | hk) = ξP̂ (i | h−1) + (1− ξ)P̂ (i | hk) , (3.5)
for ξ = 10−5. The recursion formula for the smoothing procedure is
P (l−1)(i | hk) = λl,m(hk)P (l)(i | hk) + [1− λl,m(hk)]P̂ (i | hl−1) , (3.6)
starting at l = k and producing PBU(i | hk) := P (−1)(i | hk) upon termination when l = 0.
Weighting factors λl,m(hk) for the recursion are computed as
argmax
0<λ<1


∑
i∈{A,C,G,T}
hk∈Bk,m
CntH(hk, i) log
[
λP (l)(i | hk) + (1− λ)P̂ (i | hl−1)
]


. (3.7)
Dynamically and partially modulating Markov models (DMMMs, PMMMs)
We propose a new class of Markov models involving constrained dynamic modulation of
transition probabilities so as to maximize the likelihood of a test sequence. Whereas for the
majority of Markov chain estimation methods, the objective in training is to render a point
estimate for each transition probability, DMMMs (and PMMMs; see below) also consider
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uncertainty—that is, variation—in parameter estimates. This additional information is used
to facilitate the (presumably) conservative modulation of transition probability estimates in
response to subtle features of test data that are perhaps not represented in training data,
yet consistent with features of some functional class of DNA sequences. Thus, this is a lazy
evaluation method that dispenses the likelihood of a test instance, given some functional class,
as liberally as variability in the training data will permit.
Training data for a functional class are partitioned into Z subsets, and Markov chain esti-
mates are computed for each using, e.g., one of FO, χ2, TDDI or BUDI. The resulting “clouds”
of transition probabilities will be 4k+1-dimensional, corresponding to all possible k + 1-mers
over the nucleotide alphabet, where k is some Markov chain order, here five. We delimit the
breadth of each dimension (oligomer) with the minimum and maximum transition probabilities
observed for that dimension among the Z training replicates (range-based, RB.DMMM), or as
the mean average of that distribution ± one standard deviation (variance-based, VB.DMMM).
Transition probabilities may modulate within these boundaries, subject to the additional con-
straint that, for the four possible k + 1-mers sharing a k-long prefix, their adjusted transition
probabilities must be a probability mass function. Linear programming techniques are used
to implement this optimization step (see Appendix), and the FO method is used as a point
estimate calculation routine in our formulation.
We consider also partially modulating Markov models, which apply an “exon optimistic”
strategy: Markov chains used to assess the likelihood of a sequence under the coding hypothesis
are obtained using the DMMM framework, while that used to assess the sequence under the
intron hypothesis is obtained from the static, pseudocount-smoothed set of transition probabil-
ity estimates derived using the fixed-order training method. These are denoted by RB.PMMM
and VB.PMMM for the range- and variance-based approaches, respectively.
Accounting for G+C Content
We compared three approaches for fitting and using Markov chains with our data sets.
The default method—the standard approach—involved producing a single set of transition
46
probability estimates by training with all available data from each cross validation replicate;
the same estimates were used to assay all test fragments. We also considered a quartiled
approach, in which all sequences available for a given species were classified into quartiles on
the basis of overall G+C composition (See Fig. 3.1). Coding and intron training sequences were
quartiled separately, and quartile-specific Markov chains were estimated. Each test sequence
was assigned a quartile based on its G+C content and likelihoods were computed using the
appropriate Markov chains. Finally, we tested a framed window approach, which attempts to
accommodate potential intragenic compositional variability in gene structures. Hexamer counts
from each training sequence were binned in a G+C quartile-specific manner according to their
local G+C content, specified on the basis of a 100 nucleotide long window “framing” each
(central) hexamer, incremented in single base units along the sequence. Hexamers occurring
at sequence boundaries, i.e., 5′-terminal hexamers occurring at positions +1 through +47 and
3′-terminal ones that start at positions length-51 through length-5, were binned according to
G+C composition of the first and last 100nt windows, respectively. Counts for all hexamers in
a sequence 100 bases long or shorter were placed in an appropriate bin based on the sequence’s
overall G+C content.
Test Design
The estimation methods were assessed on their abilities to correctly identify the—a priori
known—functional class of a test sequence using the familiar Genmark framework [99]. Only
binary classification of sequences as either coding or intron was tested. Likelihoods of test
data were computed under N = 7 Markov models: six coding Markov models for each frame
of the forward f1, f2, f3 or shadow w1, w2, w3 strand; and a homogeneous Markov chain itr for
the intron hypothesis. Prior probabilities are specified as follows. Let z be the (hypothesized)
sequence type; then the prior is
P (z) =


1/2 if z = itr ;
1
(N−1)×2 otherwise .
(3.8)
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Bayes rule provides the classifier
P (z | S) = P (S | z)× P (z)
P (S)
, (3.9)
where S is a test sequence. P (intron | S) = P (itr | S) is obtained directly from Bayes rule, and
P (coding | S) =∑z∈{f,w}∑3i=1 P (zi | S). A sequence was classified as coding if P (coding | S)
exceeded 0.5—otherwise it was labeled as an intron.
We used a five-fold cross validation approach where, for each cyclic permutation, transition
probabilities for each of the coding and intron classes were estimated using four of the data
partitions, and methods were assayed against the remaining test partition. (Note that for the
deleted IMM variants, three of the five data partitions were used for the development set, and
one for the heldout.) Results from all five cross-validation replicates were pooled and averaged
for final reporting.
To establish uniformity in training and testing sample sizes, we reduced the sizes of the
five initial data partitions by randomly sampling a subset from each partition. For each
species and sequence type, 3,000 random sequences were retained for the standard approach,
and 750 from each bin in the quartiled data. For test samples used under the standard and
framed window model deployment approaches, 2,500 96nt-long and 195nt-long fragments were
randomly sampled from each test partition, respectively, for each of the coding and intron data
sets, independently for both species. For test data to be used under the quartiled approach, we
randomly sampled 750 96nt-long and 500 195nt-long fragments from each quartile-specific bin,
across all test partitions, for both the coding and intron data sets, for both species. (Target
sample sizes were largely influenced by the quantity of data available to sample from.)
Normalizing for test sequence length is crucial for comparing performances of the methods
at classifying sequences—longer test sequences would increase the odds of detecting a signal
characteristic of the underlying generative model, and would tend to increase classification ac-
curacy relative to shorter fragments. A fixed length of 96 nucleotides was used for assaying the
methods under the standard and quartiled approaches. For tests conducted under the framed
window approach—which can only switch between quartile-specific transition probability esti-
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mates in sequences over 100 nucleotides long—we used 195 nucleotide-long test fragments. A
single test fragment was randomly parsed from each sequence among the test data partitions.
Results
Table 3.2 presents the average classification success of the Markov model training variants
under the standard approach, for both species. Restricting attention to FO, χ2, TDDI and
BUDI, although the χ2-IMM achieved the maximum accuracy in all but one category, this
advantage was not statistically significant; the only statistically significant differences (p-values
< 0.01) were the poorer performance of FO compared to all three IMM variants in A.thaliana
and the poorer performance of BUDI relative to the other IMM variants in rice. The DMMM
methods are the most adept at noncoding fragment recognition of all methods surveyed, while
the PMMM variants are superior at coding fragment recognition; thus, this class of models
facilitate tradeoffs in class-specific classification performance. The variance-based versions
of these methods exhibited greater averaged recognition performance than their range-based
equivalents, in both species. Notably, all Markov chain methods surveyed were less successful
at the classification task in rice relative to A.thaliana.
We noticed that the success of classification varied considerably depending on the G+C
content of the test sequence (see Fig. 3.2 and 3.3). To address this problem, we partitioned
the data into quartiles based on G+C content and trained quartile-specific Markov chains
(the quartiled approach). (Because the modulating Markov model variants require yet further
decomposition of the training data to facilitate developing clouds of Markov chains, data
sparsity becomes an obfuscating factor; therefore, we did not consider this class of models in
tests addressing the quartiled (nor framed window) approach.) Under the quartiled approach,
classification performance still depended on G+C content as shown in Table 3.3 (only χ2-
based results are shown, though FO, TDDI and BUDI exhibited similar patterns). For coding
sequences, method performance generally increased slightly with G+C composition, except
in the fourth quartile, where a slight tapering in prediction accuracy was seen. In contrast,
performance generally decreased as G+C composition increased for intron sequences, with a
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marked drop in performance in the fourth quartile.
Despite the continued G+C content-dependent performance differences, the quartiled ap-
proach achieved a clear performance gain over the standard approach for these training meth-
ods (Table 3.4). The performance boost was moderate—though significant—for A.thaliana
(roughly 2–3%) and even more dramatic for rice (roughly 10%). Importantly, all measures of
classification performance improved under the quartiled framework relative to the standard
approach.
Tables 3.5 and 3.6 present the relative performances of the framed window, quartiled, and
standard model deployment strategies for Arabidopsis and rice, respectively, on the 195nt test
fragments. For each species, coding sequence classification performance under the framed
window strategy was strictly worse than that observed under both the quartiled and standard
approaches. For intron sequence classification in both taxa, while the framed window strategy
was not always the worst approach with which to deploy the Markov model variants, it was
never the best.
Discussion
While the gene structure prediction community has increasingly turned to gene annotation
approaches dependent on homology information [46, 47, 27], the continued development of
single-genome ab initio gene prediction tools remains worthwhile. Multi-genome gene predic-
tion requires the presence of syntenic regions from two or more moderately divergent genomes.
Genomic sequences from related taxa do not always exist, and the optimal level of evolution-
ary divergence between such genomes remains unknown [47]. Indeed, even if requisite genomic
data were abundant for all such gene annotation tasks, and the models worked perfectly, these
methods would restrict attention to shared, homologous gene structures. Arguably, the com-
plement of unique, species-specific genes, e.g., novel antifreeze glycoproteins in Arctic fish [102]
and sex pheromones in moths [103], would be considerably more interesting for further exper-
imental characterization by biologists. Thus, demand for highly sensitive single-genome gene
prediction methods persists.
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We have assayed the relative performances of a number of transition probability estimation
methods for Markov chain models on coding and intron sequences of varying G+C composition
in the model plant species Arabidopsis thaliana and Oryza sativa. Our results indicate that,
in general, the interpolated Markov model variants—particularly χ2 and TDDI—perform best
in terms of balancing identification of coding and non-coding sequence fragments. However,
Fisher’s exact tests on the accuracies we have computed among FO, χ2, TDDI and BUDI
show that most of these methods perform equivalently in the standard approach. Only FO is
significantly worse in A.thaliana, and BUDI is significantly worse than the other IMM variants
in rice. The fixed-order model becomes statistically less accurate in both plant species under
the quartiled approach, but the order k = 5 may not be appropriate for the reduced size of
quartiled data sets.
The modulating Markov model variants that we have proposed enable a researcher to make
tradeoffs with respect to misclassification risks. For example, the variance-based partially
modulating Markov model was able to identify coding sequences with high accuracy, though
at the moderate expense of its ability to identify noncoding fragments. Thus, when used
under the standard parameter deployment approach, this method can be used for pre-screening
unannotated genomic sequences in order to tag likely protein coding genetic loci with low risk
of false negatives; such tagging can guide the surgical application of more computationally
intensive gene prediction systems at these loci.
Computational gene finders produced most gene annotations used to form our data set
[94, 95], which could have biased the data to favor one model over another. Because prediction
methods are not recorded [96], we were unable to test or correct for such bias. The extent to
which misclassifications made by the methods result from erroneous annotation of coding and
intron sequences remains unclear, though a cursory inspection of a few seemingly pathological
classifications made using χ2-based transition probability estimates reveal that the original
annotation of the test sequences was likely errant. We describe four such cases here. Bases
29,210,981 through 29,211,076 of chromosome one in Arabidopsis, corresponding to a putative
downstream coding region of gene structure At1g77700.1, is annotated as coding, but was mis-
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classified as non-coding. However, available transcript evidence does not support the notion
that this is indeed a coding fragment: http://www.plantgdb.org/AtGDB-cgi/getRegion.
pl?dbid=1&chr=1&l pos=29209141&r pos=29211611. Similarly, a coding test fragment in
rice, consisting of bases 9,644,208 through 9,644,274 adjoined with bases 9,644,583 through
9,644,611, all from chromosome ten, was misclassified as non-coding. These segments are
obtained from gene structure LOC Os10g19910.1; the latter of the spliced segments (part of
exon four) is supported as being coding, while there is no transcript evidence available to
support that the former (corresponding to exon three) is coding: http://www.plantgdb.org/
OsGDB-cgi/getRegion.pl?dbid=3&chr=10&l pos=9642594&r pos=9645223.
A putatively non-coding test fragment, corresponding to the reverse complement of bases
2,996,912 through 2,997,007 of chromosome two in Arabidopsis, was misclassified as cod-
ing, though available transcript evidence suggests error in the annotation of this gene struc-
ture, At2g07215.1: http://www.plantgdb.org/AtGDB-cgi/getRegion.pl?dbid=1&chr=2&l
pos=2996273&r pos=2998386. Interestingly, a gene on the opposite strand as that of the anno-
tated gene structure is suggested at this locus; because the Genmark classifier considers all three
coding phases from both the forward and shadow sense strands to produce a coding likelihood,
this allowed for detection of a coding signal, independent of the gene’s orientation. Finally,
bases 15,163,848 through 15,163,943 of chromosome ten in rice, corresponding to the second in-
tron of gene structure LOC Os10g29800.1, were misclassified as coding, but transcript evidence
conflicts with the original annotation: http://www.plantgdb.org/OsGDB-cgi/getRegion.
pl?dbid=3&chr=10&l pos=15161920&r pos=15164892. Although a detailed investigation into
the quality of these annotations and their impact on the results of the assays reported here are
beyond the scope of this study, these are no doubt a source of distortion in our data.
It is well known that classification success depends on G+C content (e.g., [37, 89]). We
observed that misclassified coding fragments are generally G+C-poorer than usual, while mis-
classified intron fragments are generally G+C-richer (see Fig. 3.2 and 3.3). In fact, the G+C
profile of misclassified fragments loosely mimics that of correctly classified fragments in the
competing functional category, e.g., the histogram for misclassified rice introns is more similar
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to that for correctly classified rice coding sequences than introns in Fig. 3.3. Markov mod-
els perform well when there is little overlap in oligomer usage between competing functional
classes, but fail if overlap is considerable. Apparently, similar G+C content, a very simple
indicator of monomer usage, also indicates substantial overlap in higher-order oligomer usage.
The G+C dependent performance motivated our quartiled approach, where training data are
partitioned by G+C content and a Markov chain is trained for all partitions. Test sequences
were first assigned a partition and then classified using partition-specific Markov chains. The
deployment of FO, χ2, TDDI and BUDI under a quartiled framework yielded considerable
performance gains in both taxa, but most dramatically in rice (see Table 3.4).
Results obtained from model deployment under the framed window strategy were largely
negative, though the approach was motivated by observations with important consequences
for gene structure annotation in monocots: intragenic G+C compositional gradients in the
Gramineae have been implicated in the relatively poor performance of gene structure prediction
tools on these taxa [93], suggesting that a method capable of dynamic adaptation to such
compositional variability could lead to improvements. We propose that the poorer performance
of all Markov chain models tested under our framed window approach is due to a loss of
“connectivity” in quartile-specific transition probability estimates—the bucketing process that
occurs during both training and testing disrupts the signal of oligomer usage present with
respect to the full duration of a given sequence.
In conclusion, our results suggest that use of essentially any of the interpolated estimation
methods, coupled with a G+C composition-specific (quartiled) framework, should improve
gene annotation in plant genomic sequences, particularly in monocot species, including those
with mature (rice) and emerging (maize and sorghum) genomic resources. The availability of
our software to efficiently train Markov chains from species-specific and stratified data sets
can facilitate incorporation of tailored parameter sets into general ab initio gene prediction
programs.
53
Acknowledgments
We would like to thank two anonymous reviewers for helpful suggestions that improved
[the abbreviated version of] this report. This work was supported in part by NSF Grant
DBI-0606909 to V.B. M.E.S was also supported in part by the USDA with an IFAFS Multi-
disciplinary Graduate Education Training Grant (2001-52100-11506).
Authors’ Contributions: V.B. suggested the project and advised on the models, experimen-
tal design, and manuscript. K.S.D. advised on models, experimental design, and co-wrote the
manuscript with M.E.S., who implemented the software and conducted the experiments.
Appendix
Here, we formulate the linear programming problem as incurred by the dynamically mod-
ulating Markov model algorithm’s Markov chain optimization step, allowing for its efficient
solution by the simplex method [104]. For some pretext of length k (hk) succeeded by
i ∈ {A,C,G, T}, hk, i will have some frequency of occurrence, Count(hk, i), in the test se-
quence being assayed. These constitute the parameters of our objective function, which is to
be maximized: ∑
i∈{A,C,G,T}
γ(hk, i)× Count(hk, i) . (3.10)
Associated with each parameter are four decision variables, γ(hk, i), for each of i ∈ {A,C,G, T},
subject to the following constraints:
∀i ∈ {A,C,G, T} : γ(hk, i)min ≤ γ(hk, i) ≤ γ(hk, i)max (3.11)
∑
i∈{A,C,G,T}
γ(hk, i) = 1 . (3.12)
Specification of γ(hk, i)min and γ(hk, i)max is described in Materials and Methods. Also, while
the restriction is imposed that every γ(hk ·i)min and γ(hk, i)max must be a legitimate, non-null
probability, and γ(hk, i)min ≤ γ(hk, i)max, we verify these conditions elsewhere in our DMMM
implementation, so these constraints are not considered in the linear programming problem.
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The problem can be mapped to the simplex method described in [105] by transformation into
its slack formulation, where N is the set of nonbasic variables, B the set of basic variables, c the
parameters in the objective function, b the set of constraints, and a the matrix of coefficients
in the set of basic equations:
N = {1, 2, 3, 4} ,
B = {5, 6, . . . , 14} ,
c = (Count(hk, A) Count(hk, C) Count(hk, G) Count(hk, T ))
T ,
b =


γ(hk, A)max
−γ(hk, A)min
γ(hk, C)max
−γ(hk, C)min
γ(hk, G)max
−γ(hk, G)min
γ(hk, T )max
−γ(hk, T )min
1
−1


,
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a =


1 0 0 0
−1 0 0 0
0 1 0 0
0 −1 0 0
0 0 1 0
0 0 −1 0
0 0 0 1
0 0 0 −1
1 1 1 1
−1 −1 −1 −1


.
The optimized solution then consists of maximizing cTx¯ subject to Ax¯ ≤b and x¯ ≥ 0, where
x¯ is the set of 14 variables (N ∪B).
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Table 3.1 Number of genes excluded in the A.thaliana and O.sativa data
sets at each refinement stage.
Type Removed A.thaliana O.sativa
Annotated pseudogenes 3,818 0
Intronless genes 5,793 12,780
Alternatively spliced genes 2,887 4,280
Genes with ambiguous nucleotides 4 20
Genes with protein length < 150 2,009 7,433
Repetitive elements 60 7,379
Redundant genes 250 322
Total remaining 15,538 24,349
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Table 3.2 Mean success rates, averaged over five cross-validation replicates,
for A.thaliana and O.sativa coding and intron sequences, under
the standard approach. Values are given as percentages and
standard deviations are shown in parentheses.
A.thaliana O.sativa
Overall
Coding Intron Averaged Coding Intron Averaged
FO 96.78 (0.16) 94.96 (0.29) 95.87 (0.22) 87.15 (1.12) 86.89 (0.90) 87.02 (1.01) 91.44 (0.62)
TDDI 97.16 (0.24) 95.28 (0.45) 96.22 (0.34) 87.20 (0.61) 87.30 (0.65) 87.25 (0.63) 91.73 (0.49)
BUDI 96.95 (0.34) 94.99 (0.63) 95.97 (0.48) 86.28 (0.93) 86.45 (1.09) 86.37 (1.01) 91.17 (0.75)
χ2 97.20 (0.22) 95.31 (0.41) 96.25 (0.32) 87.42 (0.59) 87.29 (0.74) 87.36 (0.67) 91.81 (0.49)
RB.DMMM 75.93 (0.47) 99.07 (0.13) 87.50 (0.30) 82.94 (1.07) 88.84 (0.76) 85.89 (0.92) 86.69 (0.61)
VB.DMMM 84.04 (0.38) 98.54 (0.09) 91.29 (0.23) 83.93 (0.90) 88.37 (0.89) 86.15 (0.90) 88.72 (0.57)
RB.PMMM 99.62 (0.09) 79.73 (0.82) 89.68 (0.45) 98.85 (0.27) 67.25 (1.27) 83.05 (0.77) 86.36 (0.61)
VB.PMMM 99.40 (0.08) 84.36 (0.47) 91.88 (0.27) 97.68 (0.22) 72.74 (1.41) 85.21 (0.81) 88.55 (0.54)
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Table 3.3 Quartile-specific mean coding and intron fragment identification
success rates for the χ2-interpolated method, averaged over all
five cross-validation replicates. Values are given as percentages
and standard deviations are shown in parentheses.
Species Class 1st 2nd 3rd 4th
A.thaliana
coding 98.11 (0.71) 99.47 (0.25) 99.41 (0.18) 99.12 (0.28)
intron 99.89 (0.11) 99.55 (0.20) 98.61 (0.20) 92.85 (0.66)
O.sativa
coding 94.93 (0.88) 97.84 (0.53) 99.44 (0.15) 98.46 (0.58)
intron 99.71 (0.15) 99.47 (0.14) 99.33 (0.16) 88.69 (1.65)
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Table 3.4 Comparison of FO, TDDI, BUDI and χ2 based classifiers un-
der standard (std) and quartiled (qrt) approaches. Predic-
tions across cross-validation replicates were pooled for a total
of 30,000 distinct test cases. Classification measures, per [106],
are Accuracy = TP+TN
TP+TN+FP+FN ; Sn (Sensitivity) =
TP
TP+FN ;
Sp (Specificity) = TP
TP+FP ; Corr. Co. (Correlation Coefficient)
= TP×TN−FP×FN√
(TP+FN)(TP+FP )(TN+FP )(TN+FN)
; ROC AUC (Area under
receiver operator characteristic curve, calculated using [107]);
where TP are true positives; FP , false positives; TN , true neg-
atives; FN , false negatives.
FO TDDI BUDI χ2
std qrt std qrt std qrt std qrt
A.thaliana
Accuracy (%) 95.83 98.01 96.29 98.41 96.11 98.42 96.27 98.38
Sn (%) 96.84 98.53 97.29 99.04 97.21 98.99 97.33 99.03
Sp (%) 94.93 97.52 95.39 97.81 95.12 97.88 95.31 97.76
Corr. Co. 0.92 0.96 0.93 0.97 0.92 0.97 0.93 0.97
ROC AUC (%) 99.02 99.67 99.11 99.73 99.08 99.74 99.11 99.73
O.sativa
Accuracy (%) 86.84 96.89 87.11 97.22 86.37 97.26 87.25 97.24
Sn (%) 86.80 97.35 86.96 97.61 86.01 97.77 87.17 97.67
Sp (%) 86.87 96.45 87.23 96.86 86.63 96.77 87.31 96.83
Corr. Co. 0.74 0.94 0.74 0.94 0.73 0.95 0.75 0.94
ROC AUC (%) 93.91 99.03 94.06 99.12 93.52 99.08 94.11 99.14
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Table 3.5 Mean success rates, averaged over five cross-validation replicates,
of the window framing, quartiled, and standard approaches to
coding and non-coding fragment identification in A.thaliana, us-
ing 195nt test fragments. (Quartile estimates represent averaged
performance across each of the quartiles.) Values are given as
percentages and standard deviations are shown in parentheses.
Coding Non-coding
Windowed Quartiled Standard Windowed Quartiled Standard
FO 97.61 (0.26) 99.85 (0.16) 99.46 (0.19) 97.69 (0.45) 98.47 (0.28) 97.19 (0.34)
TDDI 96.80 (0.10) 99.87 (0.12) 99.43 (0.21) 98.45 (0.45) 98.60 (0.27) 97.44 (0.25)
BUDI 96.94 (0.32) 99.86 (0.15) 99.44 (0.20) 98.32 (0.53) 98.57 (0.20) 97.12 (0.46)
χ2 96.95 (0.22) 99.88 (0.14) 99.49 (0.19) 98.28 (0.54) 98.59 (0.23) 97.49 (0.39)
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Table 3.6 Mean success rates, averaged over five cross-validation replicates,
of the window framing, quartiled, and standard approaches to
coding and non-coding fragment identification in O.sativa, using
195nt test fragments. (Quartile estimates represent averaged
performance across each of the quartiles.) Values are given as
percentages and standard deviations are shown in parentheses.
Coding Non-coding
Windowed Quartiled Standard Windowed Quartiled Standard
FO 93.68 (0.26) 99.85 (0.16) 94.95 (0.31) 90.46 (0.56) 98.47 (0.28) 90.44 (0.64)
TDDI 92.64 (0.20) 99.87 (0.12) 94.84 (0.54) 91.77 (0.75) 98.60 (0.27) 91.02 (0.62)
BUDI 93.06 (0.39) 99.86 (0.15) 93.80 (0.69) 91.39 (0.80) 98.57 (0.20) 90.41 (0.80)
χ2 92.90 (0.14) 99.88 (0.14) 94.99 (0.51) 91.61 (0.68) 98.59 (0.23) 91.23 (0.67)
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A.thaliana Coding A.thaliana Introns O.sativa Coding O.sativa Introns
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Figure 3.1 Box-and-whiskers plot showing variation in G+C percent com-
position for coding and intron sequences in A.thaliana and
O.sativa. Each data set was partitioned on the quartiles, such
that partitions contained roughly 3,884 coding and 21,869 in-
tron sequences for A.thaliana and roughly 6,087 coding and
26,184 intron sequences for O.sativa, respectively.
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Figure 3.2 G+C compositional profiles of Arabidopsis thaliana sequences
classified using the χ2-IMM under the standard framework.
15,000 sequences were tested for each functional class, and 146
coding and 341 intron test sequences were misclassified.
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Figure 3.3 G+C compositional profiles of Oryza sativa sequences classi-
fied using the χ2-IMM under the standard framework. 15,000
sequences were tested for each functional class, and 350 coding
and 480 intron test sequences were misclassified.
65
CHAPTER 4. MetWAMer: EUKARYOTIC TRANSLATION
INITIATION SITE PREDICTION
A paper to be submitted to BMC Bioinformatics
Michael E. Sparks1 and Volker Brendel1 2
Abstract
Background
Translation initiation site (TIS) identification is an important aspect of the gene annotation
process, though it is often neglected in modern gene prediction systems. We have developed
the MetWAMer package for TIS prediction in eukaryotic open reading frames of non-viral origin.
MetWAMer can be used as a stand-alone, third-party tool for post-processing gene structure
annotations generated by external computational programs and/or pipelines, or directly inte-
grated into gene structure prediction software implementations.
Results
MetWAMer currently implements five distinct methods for TIS prediction, the most accurate
of which is a routine that mixes weighted, signal-based translation initiation site scores and the
contrast in coding potential of sequences flanking TISs using a perceptron. Also, our program
implements clustering capabilities through use of the k-medoids algorithm, thereby enabling
cluster-specific TIS parameter utilization. In practice, our static WAM-based indexing method
1Department of Genetics, Development and Cell Biology
2Department of Statistics, Iowa State University, Ames, IA 50011, USA
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for parameter set lookup can be used with good results when 5′-coverage of test sequences can
be fairly assured.
Conclusions
We demonstrate that improvements in statistically-based models for TIS prediction can be
achieved by taking the class of each potential start-methionine into account pending certain
testing conditions, and that our perceptron-based model is suitable for the TIS identification
task. MetWAMer represents a well-documented, extensible, and freely available software system
that can be readily modified for differing target applications and/or extended with existing
and novel TIS prediction methods, to support further research efforts in this area.
Background
Translation initiation in eukaryotic mRNA molecules typically occurs according to the basic
mechanism postulated by the scanning hypothesis [108], in which the 40S ribosomal subunit
binds to the 5′-cap of an mRNA, scans in the 5′ → 3′ direction until the first AUG is encountered,
stalls to recruit the 60S subunit and form the 80S ribosomal particle, which proceeds unen-
cumbered with translation to render a protein product. Roughly 10% of eukaryotic transcripts
are subject to so-called leaky scanning [109], in which the ribosome continues scanning beyond
the first AUG codon until it encounters one in a more favorable context. Alternative methods
to initiate translation from certain RNAs of viral origin exist, including the formation of kiss-
ing stem-loops to facilitate translation initiation from a 5′-proximal methionine codon [110]
and internal ribosomal entry sites [111]. Efficient translation initiation from non-methionine
codons is possible in eukaryotes, also [112, 113]. In the present work, we are concerned only
with modeling 5′-cap-dependent translation initiation occurring at AUG codons in eukaryotic
protein coding genes of non-viral origin.
A variety of approaches to in silico translation initiation site (TIS) detection in nucleotide
sequences have been previously considered, including perceptrons [114], single, multilayer ar-
tificial neural networks (ANNs) [115], multiple, multilayer ANNs [116], linear discriminant
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analysis [117], mixture Gaussian models [118], unsupervised clustering algorithms [119], sup-
port vector machines [120], and hidden Markov models [121]. Additionally, software systems
such as ESTScan [122, 123] and Diogenes [124], originally developed for detecting significant
open reading frames in (potentially errant) cDNA sequences, have been used to identify TISs,
although empirical results suggest that these methods are inappropriate for the task [125].
One strategy for integrating TIS detection methods into computational gene finding
pipelines, as opposed to predicting TISs in mRNA sequences per se, is to refine results pro-
duced from a separate gene finding tool. That is, TIS prediction can be implemented as a
third-party software system; for example, the TICO tool [126, 119] was developed to refine
prokaryotic gene structure annotations generated by the GLIMMER program [90, 18]. Here, we
describe the design features of the MetWAMer system, developed initially for post-processing
spliced alignment-based eukaryotic gene annotation results provided in the gthXML format
[127]. However, a variant of MetWAMer abstracted apart from any specific gene prediction sys-
tem has also been produced, allowing to predict TISs in eukaryotic reading frames as generated
by any arbitrary procedure, and thus, is readily integrated into other gene prediction software.
MetWAMer currently implements five distinct methods for TIS detection, discussed be-
low. Among these, the best performer is the perceptron-based flank-contrasting weighted
log-likelihood ratio routine (PFCWLLKR), which mixes TIS scores and the contrast in cod-
ing potential of sequences flanking a site using a single-layer neural network. MetWAMer also
allows the end-user to develop and apply stratified parameter sets for an arbitrary number
of data clusters. We demonstrate the potential for stratified parameter deployment to yield
considerable increases in TIS prediction accuracy relative to a one-size-fits-all (homogeneous)
strategy. We also present a parameter set lookup strategy, static WAM-based indexing, for use
in practice when 5′-coverage of test sequences can be fairly assured. Source code implementing
this package is released under a BSD-style license, and is available for download from [128].
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The MetWAMer system
The MetWAMer.CDS program has been developed to enable TIS prediction in (possibly
maximal; see below) eukaryotic reading frames, as derived via any arbitrary computational
procedure. A special-purpose variant of this software, MetWAMer.gthXML, has been rendered
to refine gene structure predictions generated by the GenomeThreader and GeneSeqer pro-
grams for spliced alignment-based gene annotation, which are featured prominently in our own
annotation pipelines. These software do not make explicit predictions concerning translation
initiation sites, but rather, identify reading frames in genomic sequences for which extrinsic,
homologous data suggest a protein coding function. MetWAMer.gthXML extends the 5′- and 3′-
most termini of these annotated reading frames such that a maximal (non-stop) reading frame
is realized. (No distinction between MetWAMer.gthXML and the more generic MetWAMer.CDS
variant exists subsequent to reading frame maximization; we therefore refer to the system as
“MetWAMer” for the remainder of this report.) MetWAMer scans for methionine-encoding sites
in this maximal reading frame, considering their potential as translation initiation sites under
a variety of scoring schemes, described below, in an attempt to identify a TIS for the gene
structure under consideration. Because we consider only ATGs occurring in-frame relative to a
predicted protein product, we expect MetWAMer to have a much lower false positive TIS pre-
diction rate than would methods that do not take such information into account. At most one
prediction per maximal reading frame is made, if and only if the optimal solution rendered
exceeds some method-specific quality threshold.
Common to all detection methods implemented in MetWAMer is utilization of a start-
methionine signal-specific weight array matrix (WAM) that records position-specific base tran-
sition frequencies proximal to methionine codons in protein coding sequences. Here, WAMs
characterize position-specific dinucleotide abundances, i.e., they exhibit a word length of two.
The train MetWAM utility from the MetWAMer package can be used to develop such a WAM,
given appropriate training data. The first in-frame methionine codon encountered, subsequent
to a specified offset in the training sequence, is considered to be the true TIS for that sequence.
Training of the methionine weight array matrix proceeds by tabulating dinucleotide frequencies
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from five positions upstream of the adenine through three positions downstream of the guanine
residue of the pertinent methionine codon. Next, the system advances 105 bases in the training
instance, to resume scanning for in-frame methionine codons, each of which will be classified
as a false TIS; dinucleotide frequencies proximal to these false TISs are tabulated in the same
manner as true TISs (see Fig. 4.1). Following tabulation of dinucleotide frequencies at true
and false TISs in training data, these are converted to relative frequencies, yielding the WAM,
which enables calculation of the conditional probability of data given a particular hypothesis
about it, i.e., the likelihood, imparted by training data, that a site in question is a true or false
TIS.
Methionine log-likelihood ratios
The log-likelihood ratio (LLKR) approach to TIS prediction functions by scanning the
reading frame for in-frame ATG codons. (We use ATG to denote a methionine codon, as opposed
to AUG, because MetWAMer scans for potential TISs in conceptually spliced genomic sequences.)
A hard constraint is imposed on the protein length implied by any potential start-methionine
such that if the ATG served as a true translation initiation site, the resulting protein must
exceed 50 amino acid residues. Using the trained methionine-WAM, the method scores each
such feasible site by calculating the likelihood that it is a true initiation site, and taking the
ratio of this value relative to the likelihood that it is not a true start site. The system identifies
the methionine codon yielding the optimal value among such likelihood ratios, and provided
the log of this ratio is non-negative, the LLKR routine returns it as the predicted start-
methionine. This non-negativity constraint implements a classification threshold, imposed
because we require the likelihood of the potential start site to favor its actually being a true
TIS. If the system fails to identify any in-frame ATG codons, or the best-scoring site’s score
is negative-valued, then LLKR returns no prediction for the maximal reading frame being
surveyed.
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Weighted methionine log-likelihood ratios
The weighted log-likelihood ratio approach (WLLKR) is identical to LLKR, but each in-
frame ATG’s log-likelihood ratio score is scaled as a function of the induced protein product’s
coverage of the maximized reading frame. These weights are calculated using f(x) = x3 for
coverage x, providing a numeric value approximating our belief that only the given subset of
the maximal (uninterrupted) reading frame actually contributes to encoding the protein. In
general, we expect these coverages to be closer to unity than not, as it is unusual for a long,
uninterrupted reading frame to be maintained, yet not expressed as part of a functional protein
product. The WLLKR routine optimizes over weighted log-likelihood ratios for all in-frame
ATG codons, returning a predicted start-methionine if and only if the optimal such value is
non-negative.
Multiplicative-based flank-contrasting with weighted methionine log-likelihood
ratios
MetWAMer also implements an approach to start-methionine prediction that considers two
descriptive features of potential TISs: weighted methionine log-likelihood ratio scores as used
by the WLLKR routine (signal sensing) and the ratio of coding potential in a swath of sequence
downstream from the site to that of a swath upstream of it, evaluated under a coding hypothesis
(content sensing). Intuitively, we expect that the coding potential of the sequence downstream
from a true site—which is, by definition, coding—would exceed that upstream of it—which is,
by definition, non-coding—and that the (logged) ratio of the former to the latter should be
greater in true sites as opposed to false. Note that we explicitly disallow overlap of the sequences
used to compute the signal-based score (five bases upstream of the ATG through three bases
downstream) with those used for the content-based one (see Fig. 4.1). Likelihoods of sequence
swaths (96 nucleotides in length) are computed using the χ2-interpolated Markov chain model
[90, 18] implemented in the IMMpractical library [129]; coding potential is calculated by
summing likelihoods of the sequence over all three frames of the forward-sense strand. The idea
of integrating both content- and signal-based features into TIS prediction has been explored
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before [116, 117], though the methodologies used here are very distinct from previous studies.
For the multiplicative-based flank-contrasting with weighted methionine log-likelihood ra-
tios (MFCWLLKR) method, the signal- and content-based scores, expressed in log space, are
added. The system optimizes over these scores at viable, in-frame start-methionine sites, and if
the best-scoring site’s score is non-negative, it is returned by the routine as its TIS prediction.
Perceptron-based flank-contrasting with weighted methionine log-likelihood
ratios
The perceptron-based flank-contrasting with weighted methionine log-likelihood ratios
(PFCWLLKR) routine considers the same descriptive features as MFCWLLKR, but uses a
perceptron as a multivariate utility function, as opposed to the multiplication operator. Percep-
trons implement linear discriminants, and as such require linearly (or near-linearly) separable
data sets to provide good classification performance (see, e.g., §4.1.7 of [130]). Intuitively, we
expect that the two dimensions corresponding to the signal- and content-based features exhibit
linear (or near-linear) separability: both weighted log-likelihood ratios of methionine sites and
log-likelihood ratios of the coding potentials of downstream to upstream content swaths should
be greater-valued in true start methionines as opposed to false, non-start ones. Linear and
sigmoid units are used to implement perceptrons in the MetWAMer system; each of these neural
elements can learn a continuous-valued function that can be thresholded to enable discrete,
binary classification; excellent discussions can be found in §4.4.3 of [131] and §20.5 of [132].
Thus, linear and sigmoid units can be used to optimize over viable candidate start-methionine
codons. PFCWLLKR returns the best such potential TIS if and only if it is classified as being
a true site by the perceptron. Although Stormo et al. used a perceptron to classify translation
initiation sites in bacteria in a pioneering study, [114], they considered an entirely distinct
feature set, and used a different neural unit.
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Bayesian TIS prediction
We also considered a Bayesian approach (BAYES) to predicting TIS sites. Each viable
start-methionine in the maximal reading frame is considered under two separate identities, one
that the ATG is a true translation start codon and the other that it is not. The MAP hypothesis
among this set of possibilities is computed, and if the site it denotes is represented as being
a true TIS, BAYES returns this result as its TIS prediction. Otherwise, the method refrains
from making any predictions. Calculation of the MAP hypothesis is formulated as follows. A
prior distribution is derived for each maximal reading frame being surveyed: each in-frame ATG,
under the identity of its being a true initiation site, is given a prior probability proportional
to the relative length of the peptide it induces compared with that of the maximal reading
frame. Similarly, under the identity of not being a TIS, each such site is assigned a prior
probability proportional to the complement of its prior probability of being a true one. These
values are normalized so as to collectively represent a valid probability mass function over all
putative start-methionine sites, under both identities. The likelihood of data is modeled using
log-likelihood scores computed with the methionine-WAM. Because we are interested only in
computing the MAP hypothesis among the posterior distribution—which can be discerned
using the numerator of Bayes theorem alone—we do not calculate the probability of data.
Data sets
Only gene annotations marked as curated in the current Arabidopsis thaliana annotation
made available by TAIR (version 7, [94]) were used for developing methionine-weight array
matrices—a curated status implies that these structures have been either manually inspected
or are supported by full-length cDNA evidence. Training instances were further required to
encode protein products at least 100 amino acid residues long, whose initial codon was ATG.
For annotations satisfying these criteria, coding sequences were extracted from genomic tem-
plates using supplied reference coordinates. Because the TAIR annotation contains deliberate
indel mutations in certain coding sequences with respect to genomic templates (see, e.g., gene
models 1941 and 30919 from from chromosomes 1 and 5, respectively), and these modifica-
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tions are not reflected in genomic reference coordinates, only parsed coding sequences having
lengths divisible by three were retained for analysis. This overall process is implemented in the
parse tigr codseqs utility from the MetWAMer package, which processes documents provided
in the TIGR XML format [96].
These data were then post-processed to purge transposable elements and curtail redun-
dancy. All coding sequences with significant matches (E-value < 10−15) to a sequence present
in the TIGR plant repetitive element database [95], calculated using BLASTN [98], were elimi-
nated. To limit redundancy in the remaining data, the BLASTClust utility was used: sequence
pairs having ≥ 80% nucleotide identity covering ≥ 80% of the longest sequence’s length were
clustered. Any sequence that clustered with one or more others was eliminated from the data
set, resulting in 19,703 TIS-containing genes being retained for analysis.
A non-TIS-containing data set was compiled also, for testing the methods’ abilities to not
predict a TIS when one is not present. The TIS-containing gene set was used as a starting
point, from which we excluded single-exon genes. Of the remaining structures, the first coding
exons (known to contain true TISs) were ablated from the conceptually spliced mRNAs; either
0, 1, or 2 bases were clipped from the 5′-terminus of these second exons in order to preserve the
original reading frame. Next, sufficient flanking genomic sequences upstream of these exons
were prepended, to facilitate the flank-contrasting methods—we remain agnostic as to whether
these are contributed entirely from the first CDS-disrupting intron of the gene, or if they might
also include fragments from one or more upstream exons, 5′-UTR introns, or even intergenic
sequences. In total, 16,121 non-TIS-containing instances were retained for analysis.
Stratified training and testing
In addition to homogeneous training, i.e., training without concern for the characteristic
features of potentially distinct biological classes of translation initiation sites, the calc medoids
utility of MetWAMer implements a method for developing stratified training data sets, which can
be used to parameterize MetWAMer for cluster-specific TIS prediction behavior. The k-medoids
algorithm, as implemented in the C Clustering Library [133], is used to calculate medoids
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(instances in each of the k clusters for which the distance to all other elements of the cluster
are minimized), using a non-redundant set of translation initiation site sequences (five bases
upstream of the ATG codon through three bases downstream). The Hamming (edit) distance
is used to measure pairwise similarity of such instances.
MetWAMer implements a total of six possible methods for utilizing cluster-specific infor-
mation during the prediction phase, when the true class of the sequence’s TIS is unknown
beforehand: three distinct measures of a site’s “closeness” to those in a given cluster are de-
fined, and each measure can be used either by selecting the best parameter set for every site
encountered during scanning (modulating) or by choosing the best set on the basis of the first
in-frame ATG encountered, and committing to the exclusive use of it for scoring any remaining
putative TISs in the reading frame (static). The first measure considered is the edit distance,
which lends itself to an indexing strategy in which, for a putative TIS, its distance is com-
puted relative to the k medoids identified in the clustering step; cluster-specific parameters
corresponding to the medoid whose edit distance is minimal to it, are used to score. The PWM-
based indexing method utilizes cluster-specific position weight matrices for measuring the site’s
similarity to known clusters, and the parameter set whose representative PWM renders the
putative TIS most likely is used for scoring. Specifically, PWMs characterize position-specific
mononucleotide distributions at genetic elements such as promoter sites, splice sites, or trans-
lation initiation sites [24]. Finally, a WAM-based indexing method is implemented, which is
analogous to the PWM-based strategy, though weight array matrices are used for computing
likelihoods, rather than PWMs.
Test design
A five-fold cross-validation strategy was used to assess the methods on the task of trans-
lation initiation site detection competency. Because the TIS-containing instances consist only
of known coding sequences from gene structures, and in practice MetWAMer scans for potential
TISs across a maximized reading frame, we extended the coding sequences at their 5′-termini
to achieve a maximal, non-stop reading frame, thereby presenting the system with the chal-
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lenge of disambiguating spurious (in-frame) methionine codons in the extended reading frame
from true start codons—we make no considerations as to whether these extended sequences
are derived from 5′-UTRs, introns in 5′-UTRs, or intergenic sequences. Methionine-WAMs
and Markov chains were trained on each cross-validation replicate, and then used to train a
sigmoidal perceptron; sigmoid units outperformed linear units in all experiments we conducted
(data not show), so we do not consider the latter further. As a baseline for comparison of the
implemented models, we consider also the 1st-ATG method, which predicts the first in-frame
ATG it encounters in the maximized reading frame as a TIS. Tests using non-TIS-containing
instances were conducted similarly, though reading frames were not maximally extended at
their 5′-terminus. The testing procedure is shown pictorially in Fig. 4.2.
Results
Table 4.1 depicts TIS prediction performance in TIS-containing instances. 1st-ATG has
better performance in terms of correctly identifying TISs than any of the other methods, un-
der any of the parameter deployment strategies. Restricting attention to the method-specific
results obtained under homogeneous parameter usage, it can be seen that PFCWLLKR strictly
dominates the remaining models with the sole exception of making a few more false positive
predictions than WLLKR. WLLKR is the third-most successful method at identifying true
TISs, though it suffers from a relatively high rate of false negative predictions. The BAYES
routine makes fewer true positive predictions than WLLKR, and more false positive and false
negative identifications. MFCWLLKR made by far the largest number of false positive pre-
dictions of the methods assayed, and the fewest true positives, resulting in very low sensitivity
and specificity.
Cluster-specific parameter results were produced by first stratifying the data with respect
to the clusters identified by k-medoids, for k = 3, conducting five-fold cross-validation anal-
yses independently for each cluster, and averaging the results; thus, we explicitly leveraged
information concerning the true cluster to which a test sequence’s TIS belongs. All methods
increased markedly in TIS prediction performance. To demonstrate that this observation is
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not simply an artifact due to potentially over-fitting the models to smaller training set sizes, we
randomly split the data into three separate partitions, and repeated the analysis. The random
split results are much more equitable with those obtained using homogeneous deployment than
with the a priori-known cluster-specific results.
1,150 instances from the TIS-containing data set are known to contain in-frame ATGs up-
stream from the true TIS. Table 4.2 provides TIS prediction statistics derived exclusively from
those cases. As expected, 1st-ATG gives the worst possible performance on these data. Under
all parameter deployment strategies, PFCWLLKR has greater sensitivity than all other meth-
ods, and greater specificity with the exception of WLLKR, which outperforms it by roughly
two percent in each case.
Table 4.3 provides TIS prediction performance in non-TIS-containing instances. 1st-ATG
performs worse than all other methods, under every deployment approach. Under homogeneous
parameter deployment, WLLKR strictly dominates the remaining methods, with BAYES being
second-best, and PFCWLLKR third-best; these three methods’ sensitivities varied in a range
of less than five percent. Again, it is observed that cluster-specific parameter usage leads to
considerable performance gains. Also, stratified usage based on random splits produces results
more similar to the homogeneous-based results than the cluster-specific data.
In summary, these data indicate that PFCWLLKR is the overall best performer among
the methods implemented. For example, under homogeneous deployment, it exhibits > 9%
dominance over its best competitor (WLLKR), albeit at the moderate expense of < 5% decrease
in sensitivity with respect to failing to predict a TIS in non-TIS-containing instances. Although
we assessed all the methods in the experiments described below, PFCWLLKR was superior in
all cases (data not shown), so we restrict attention to this method for the remainder of this
report.
In Tables 4.1 and 4.3, all methods except 1st-ATG exhibit an increase in successful TIS
identification when using stratified parameter sets, suggesting that considerable improvements
in statistically-based models for TIS prediction can be achieved by taking the class of each
potential start-methionine into account. This motivates the development of a lookup method
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for indexing appropriate parameter sets when the class of a test sequence’s true TIS is not
known beforehand. Table 4.4 provides results obtained using PFCWLLKR on TIS-containing
data, under the six parameter indexing schemes described in the Stratified training and test-
ing section above, for k ∈ {3, 5, 10}. For any given value of k, static WAM-based indexing
typically performs best, overall; PWM- and WAM-based indexing improved under static pa-
rameter lookup relative to modulating. This can be explained given the observation that
in-frame ATGs upstream from true TISs are relatively rare, e.g., they occur with a frequency
of roughly 1, 150/19, 703 ≈ 6% in A.thaliana, and thus, provided the similarity measure used
can recover the site’s corresponding class with good fidelity, performance should closely ap-
proximate that obtained under a priori-known cluster-specific parameter usage. For any given
indexing strategy, increases in k invoked decreases in performance, which is not unexpected, as
a greater number of competing parameter set choices renders lookup of the correct class more
difficult.
Table 4.5 presents results analogous to Table 4.4, for non-TIS-containing data. Here, a
much less consistent pattern emerges. In general, PWM- and WAM-based indexing methods
used under the static approach dominate their modulating counterparts, and increases in k
typically resulted in improved ability to resist making a TIS prediction. As with the TIS-
containing scenario, the greater diversity of parameter sets available with larger values of k
creates greater difficulty in selecting a “good” set, which fortuitously results in scores failing
to exceed the classification threshold more often.
Although MetWAMer is not a TIS classifier per se, each TIS prediction method utilizes some
form of discriminant technique with which to evaluate whether the best-scoring in-frame ATG
(a putative TIS) is a true or false site. Fig. 4.4 shows receiver operating characteristic (ROC)
curves for the sigmoid perceptron element of PFCWLLKR, which was assayed on the task
of labeling ATG codons as true or false TISs under distinct parameter deployment strategies.
Five-fold cross-validation was used to classify 34,229 instances, 19,703 of which were known
TISs from the TIS-containing gene set and 14,526 of which were the first in-frame ATG codons
(false TISs) from the non-TIS-containing set—the negative instances are smaller than 16,121
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because 1,595 of the truncated, multiple-exon gene structures lacked any in-frame ATG. The
ROC plots demonstrate that utilization of a priori-known cluster-specific parameter sets yields
a classifier superior to that obtained using a single, homogeneous set. However, WAM-based
indexing yielded a classifier worse than both the others, this due to the comparatively worse
performance of the parameter set lookup strategies in general at rejecting false TISs, e.g.,
compare pertinent results in Table 4.3 with those in Table 4.5. (Note that, although static
WAM-based indexing outperformed its modulating analog in the TIS prediction setting, both
approaches would yield identical results in this experiment, which only considers a single
putative TIS per sequence.)
Discussion
Our results on the TIS-containing data set suggest that, compared with the methods imple-
mented in MetWAMer, a policy of labeling the first ATG in a maximal reading frame can achieve
quite good (though imperfect) results. However, in practice we cannot always assert whether a
maximal reading frame has sufficient 5′-coverage so as to include the gene’s true TIS, or whether
a spurious in-frame ATG occurs upstream from it; we have shown that 1st-ATG performs very
poorly in such cases. Both the imperfection of 1st-ATG in a TIS-containing setting and its
considerable inadequacies in a non-TIS-containing one sustain the importance of further devel-
opment of TIS prediction methodologies having a statistical basis. In this work, we present a
number of distinct models for TIS prediction, the most successful of which mixes content- and
signal-based features of putative TISs using a perceptron. Furthermore, we demonstrate that,
in the model plant A.thaliana, TIS prediction can be enhanced by integration of class-specific
parameter sets, regardless of the prediction method utilized.
Given the improved performance of the methods under the a priori-known cluster-specific
parameter deployment strategy, we wondered if any underlying biological basis for the group-
ing obtained by k-medoids, for k = 3, may exist. Interestingly, although clustering was per-
formed using a non-redundant set of TISs, the cluster-specific consensus sequences derived
from position-specific mononucleotide distributions perfectly recovered each cluster’s associ-
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ated medoid (see Fig. 4.3). Although these consensus sequences were fairly weak—as evidenced
by the high degree of entropy at each position in the TIS alignment—the observation never-
theless indicates that the clustering algorithm’s results are meaningful, and also suggests the
possibility of at least three distinct groups of TISs in A.thaliana. The possibility that these
could correspond to distinct gene classes was explored using a non-parametric statistical test
on ontological annotations, in which the significance of cluster-specific distributions of GOslim
(specifically, cellular component) terms [83] was determined by sampling same-size sets from
the full population of terms. We labeled a cluster as being over- or underrepresented with
respect to a particular GOslim term if its frequency in the class was in the top or bottom
five values in comparison with 99 randomly-sampled sets, respectively. Clusters 1 through 3
contained 6,298; 5,039; and 3,019 instances having associated GOslim terms, respectively, with
the overall population containing 14,356 terms. Our results, presented in Table 4.6, suggest
that cluster 1 is largely depleted of plastid and ribosomal genes, while cluster 2 is enriched for
these; cluster 3 is enriched for plastid and cytosolic genes. However, these observations should
perhaps be deemed inconclusive, as many genes in our data set do not yet have associated
GOslim terms, and for those that did, such annotations should typically be considered tenuous
at present.
We attribute the well-balanced performance of PFCWLLKR to the biological plausibility of
the features provided to it as inputs. As a signal-based feature, weighted log-likelihood ratios
considerably improve the specificity of TIS prediction (e.g., contrast WLLKR and LLKR in
Tables 4.1 and 4.3), likely because our weighting function, f(x) = x3 for induced protein
to maximal reading frame coverage x, appears to empirically approximate the epistemology
of eukaryotic translation initiation fairly well. That is, according to the (leaky) ribosomal
scanning hypothesis [109], one would expect that more upstream AUG sites—especially those
occurring in a favorable signaling context—in a maximal reading frame would be more likely
to function as bona fide translation initiation sites. Also, it is unusual for a long, uninterrupted
reading frame to be maintained, yet not expressed as part of a functional protein product. Our
weighting scheme has been explicitly designed to reflect these biologically-informed biases.
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During the post-scanning phase of translation initiation, the small ribosomal subunit stalls
at a TIS to recruit the large subunit, thereby forming the 80S ribosomal particle. The scan-
ning process, as conducted by the small ribosomal subunit in concert with various eukaryotic
initiation factors, does not appear to take more global nucleotide compositional features of the
mRNA molecule into account, notwithstanding the possibility of secondary structures causing
steric interference with scanning itself. That we might utilize contrast in coding potential of
sequences flanking a TIS for modeling purposes is a fortuitous consequence of the fact that
sequences upstream of a TIS are non-coding, and those downstream, coding.
The use of Markov chains in a classification setting was shown to distinguish exons from
introns with good accuracy in plant systems [129], so we expected that we could transfer these
content-sensing tools to the TIS prediction domain, also. N-terminal amino acid sequences
often serve as signal peptides, typically excised from a protein post-translationally. Nucleotide
sequences encoding these fragments are generally considered to have low coding potential,
though our results suggest that considering the contrast in this potential relative to upstream
sequences can be positively informative, nonetheless.
Importantly, the very poor performance of MFCWLLKR relative to PFCWLLKR demon-
strates that the availability of representative descriptive features for TISs is not alone sufficient
for good identification performance. It is critical to identify an appropriate function for com-
bining these elements. We expect that the values for each of the two features considered by
the flank-contrasting methods will be concomitantly increasing in the relative “goodness” of a
TIS site, such that the data can be coupled with a perceptron to achieve good results, as we
have demonstrated.
Our data set was developed from gene models flagged as curated in the current A.thaliana
annotations, though it should not be overlooked that potential errors in these struc-
tures might have distorted our results. Manual inspection of several genes whose TISs
were predicted incorrectly by the PFCWLLKR routine indicate possible problems with
existing annotations. For example, in gene model At4g34080.1 (http://www.plantgdb.
org/AtGDB-cgi/getRegion.pl?dbid=2&chr=4&l pos=16326388&r pos=16328548), our sys-
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tem predicted the TIS as that from the TAIR version 6 gene annotation, rather than that
of version 7, which occurs downstream. Similarly, we predict the version 6 TIS of gene
model At5g35580.1 (http://www.plantgdb.org/AtGDB-cgi/getRegion.pl?dbid=2&chr=5&
l pos=13778674&r pos=13781581) as correct, rather than the revised TIS from the version
7 model. Partial protein sequencing using Edman degradation could potentially resolve such
ambiguities in the annotations (e.g., [113]), though such efforts are beyond the scope of this
work.
Although we were unable to achieve the general performance levels of a priori-known
cluster-specific parameter deployment with our parameter set indexing schemes, stratified pa-
rameter deployment can nevertheless be used effectively in practice, pending certain assump-
tions concerning the test data: if the data are expected to be largely enriched for 5′-complete
sequences, then static WAM-based indexing should recover a larger fraction of true TISs than
would homogeneous deployment. However, if complete 5′-coverage is expected to be sparse in
the data, homogeneous parameter deployment should be utilized instead.
We have replicated our experiments using a data set based on the most recent GenBank
annotations for the nematode Caenorhabditis elegans (dated 16 February 2006), the results of
which are similar to those presented here for A.thaliana (available as supplementary material at
[128]), suggesting that our method is not specific to plant taxa, and can be used for eukaryotic
TIS prediction in general.
Conclusions
Our results, particularly for PFCWLLKR, seem to compare favorably with those published
for a variety of other eukaryotic TIS prediction methods [115, 121, 117, 120, 116, 118]. However,
our data are incomparable with those provided by any of these studies, just as results between
those papers are essentially incomparable, as well. This is due to differing experimental designs
(some studies focus on the number of ATG codons correctly classified as true or false TISs, and
others on the number of genes for which the TIS was correctly identified) and different data
sets (some studies used human genes, some cyanobacterial, etc., and these corpora were often
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of very different sizes).
Comparing these published methods with our own, using our data and experimental design,
was unfortunately not practical: the availability of software implementing methods developed
for eukaryotic TIS prediction per se, is very limited at present. Among the papers we sur-
veyed addressing intrinsic TIS detection methods, only the ATGpr [117], NetStart [115], and
DIANA-TIS [116] systems are described as “available” software. However, we were unable to
access the ATGpr system at its published internet host throughout the course of this study, nor
could we find it posted elsewhere. NetStart is distributed in a closed-source, executable-only
format, which failed to run correctly on our local machines; although a web-based interface to
the program is available, the dimensions of our data set precluded utilizing it for this study.
Importantly, it is unclear whether NetStart may have been trained using Arabidopsis genes
present in our data, which would yield artificially elevated accuracy levels. The DIANA-TIS sys-
tem is only available by request from the author, though our solicitations were not responded
to. GeneHackerTL is mentioned in [121], but it is not described as being publicly available, nor
were we able to locate it in any web-accessible forum.
The paucity of freely available programs for TIS prediction comprises an important gap
in modern computational biology’s software infrastructure. Our MetWAMer package represents
a well-documented, extensible, and freely available software system that can be modified for
differing applications and extended with existing and novel TIS prediction methods to support
further research in this area; this is, to our knowledge, the first such contribution made to the
eukaryotic TIS prediction community at-large.
There are certain limitations to the existing design of MetWAMer, however, which may
present opportunities for future work. We have explicitly ignored the possibility of non-AUG
start codons, though these are known to occur in various eukaryotic organisms [112, 113]. Also,
the system does not explicitly integrate extrinsic information, such as homologous proteins,
which is reportedly successful [134]; however, due to evolutionary forces operating on homolo-
gous, homoeologous, or even orthologous proteins, it is possible that translation initiation sites
differ, and the use of such information for prediction could be misleading. We have explic-
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itly ignored the possibility of translation initiation proceeding by a re-initiation mechanism,
whereby a short ORF upstream of the more significant ORF is translated, and the ribosome re-
sumes translation at a downstream AUG [135]. For MetWAMer, however, this is not a potentially
obfuscating phenomena: since the system scans for TISs in a maximal reading frame, there is
no possibility to predict a start codon upstream of the significant ORF that is succeeded by a
stop codon a short distance thereafter.
The ability to train TIS models in a species-specific manner is an important strength of
MetWAMer, since differences in translation initiation processes among distinct taxa are known
to occur [136]. Furthermore, our results indicate that improvements in TIS prediction accuracy
are possible when taking the class of potential start-methionines into account. Our software
readily accommodates both of these needs, and can be integrated into other gene annotation
programs and/or pipelines with straightforward modifications.
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Table 4.1 Method performances on TIS-containing data. 19,703 TIS-con-
taining instances were used in three separate five-fold cross-val-
idation experiments. Results from applying a non-stratified pa-
rameter set (homogeneous); a priori-known cluster-specific pa-
rameter sets for k = 3 (cluster-specific); and group-specific pa-
rameter sets for a random three-way split of the data (random
split) are shown. TP represents the number of instances for
which the method correctly identified a TIS; FP for which a
prediction was made, though incorrect; and FN for which no
prediction was made, but should have been. Sn = TP
TP+FP+FN ,
and Sp = TP
TP+FP .
Deployment Method TP FP FN Sn Sp
1st-ATG 18,553 1,150 0 0.9416 0.9416
homogeneous
LLKR 9,268 9,318 1,117 0.4704 0.4987
WLLKR 12,511 4,486 2,706 0.6350 0.7361
MFCWLLKR 6,473 12,313 917 0.3285 0.3446
PFCWLLKR 14,325 4,590 788 0.7270 0.7573
BAYES 10,121 6,482 3,100 0.5137 0.6096
cluster-specific
LLKR 11,964 6,946 793 0.6072 0.6327
WLLKR 14,931 3,085 1,687 0.7578 0.8288
MFCWLLKR 6,934 11,788 981 0.3519 0.3704
PFCWLLKR 16,020 3,035 648 0.8131 0.8407
BAYES 12,399 4,988 2,316 0.6293 0.7131
random split
LLKR 9,191 9,402 1,110 0.4665 0.4943
WLLKR 12,491 4,507 2,705 0.6340 0.7349
MFCWLLKR 6,449 12,305 949 0.3273 0.3439
PFCWLLKR 14,279 4,613 811 0.7247 0.7558
BAYES 10,084 6,509 3,110 0.5118 0.6077
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Table 4.2 Distinguishing in-frame, upstream ATG sites from true TISs. TIS
identification statistics are reported exclusively for the 1,150
maximal reading frames containing in-frame ATG sites upstream
from the true TIS, under three distinct parameter utilization
approaches: homogeneous, a priori-known cluster-specific with
k = 3, and three-fold random split. TP represents the number
of instances for which the method correctly identified a TIS;
FP for which a prediction was made, though incorrect; and
FN for which no prediction was made, but should have been.
Sn = TP
TP+FP+FN , and Sp =
TP
TP+FP .
Deployment Method TP FP FN Sn Sp
1st-ATG 0 1,150 0 0.0000 0.0000
homogeneous
LLKR 437 671 42 0.3800 0.3944
WLLKR 531 467 152 0.4617 0.5321
MFCWLLKR 180 961 9 0.1565 0.1578
PFCWLLKR 567 537 46 0.4930 0.5136
BAYES 442 511 197 0.3843 0.4638
cluster-specific
LLKR 552 550 48 0.4800 0.5009
WLLKR 663 380 107 0.5765 0.6357
MFCWLLKR 204 932 14 0.1774 0.1796
PFCWLLKR 683 425 42 0.5939 0.6164
BAYES 567 406 177 0.4930 0.5827
random split
LLKR 434 672 44 0.3774 0.3924
WLLKR 522 468 160 0.4539 0.5273
MFCWLLKR 191 950 9 0.1661 0.1674
PFCWLLKR 556 544 50 0.4835 0.5055
BAYES 439 512 199 0.3817 0.4616
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Table 4.3 Method performances on non-TIS-containing data. 16,121
non-TIS-containing instances were used in three separate five–
fold cross-validation experiments. Results from applying a non-s-
tratified parameter set (homogeneous); a priori-known clus-
ter-specific parameter sets for k = 3 (cluster-specific); and
group-specific parameter sets for a random three-way split of
the data (random split) are shown. TN represents the number
of instances for which the method (correctly) refused to predict
a TIS, and FP the number for which some prediction was made,
though always incorrect. Sn = TN
TN+FP .
Deployment Method TN FP Sn
1st-ATG 688 15,433 0.0427
homogeneous
LLKR 5,179 10,942 0.3213
WLLKR 7,260 8,861 0.4503
MFCWLLKR 3,065 13,056 0.1901
PFCWLLKR 6,469 9,652 0.4013
BAYES 6,813 9,308 0.4226
cluster-specific
LLKR 6,385 9,736 0.3961
WLLKR 8,080 8,041 0.5012
MFCWLLKR 3,200 12,921 0.1985
PFCWLLKR 8,375 7,746 0.5195
BAYES 8,057 8,064 0.4998
random split
LLKR 5,155 10,966 0.3198
WLLKR 7,176 8,945 0.4451
MFCWLLKR 3,104 13,017 0.1925
PFCWLLKR 6,450 9,671 0.4001
BAYES 6,824 9,297 0.4233
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Table 4.4 Effect of parameter set indexing strategy on PFCWLLKR per-
formance using TIS-containing data. 19,703 TIS-containing in-
stances were used in five-fold cross-validation experiments, in
which parameter sets were selected for putative TIS evaluation
using Hamming distance relative to cached medoids (edit), po-
sition weight matrix scores (PWM) and weight array matrix
scores (WAM); parameter indexing under both modulating and
static approaches was tested. k denotes the number of clusters
considered. TP represents the number of instances for which
the method correctly identified a TIS; FP for which a predic-
tion was made, though incorrect; and FN for which no predic-
tion was made, but should have been. Sn = TP
TP+FP+FN , and
Sp = TP
TP+FP .
k Indexing strategy TP FP FN Sn Sp
3
modulating
edit 13,975 5,359 369 0.7093 0.7228
PWM 13,880 5,396 427 0.7045 0.7201
WAM 13,992 5,355 356 0.7101 0.7232
static
edit 15,663 3,386 654 0.7950 0.8222
PWM 15,520 3,466 717 0.7877 0.8174
WAM 15,684 3,396 623 0.7960 0.8220
5
modulating
edit 13,433 5,875 395 0.6818 0.6957
PWM 12,398 6,105 1200 0.6292 0.6701
WAM 12,825 5,949 929 0.6509 0.6831
static
edit 10,623 4,673 4407 0.5392 0.6945
PWM 13,967 3,613 2123 0.7089 0.7945
WAM 14,441 3,560 1702 0.7329 0.8022
10
modulating
edit 12,706 6,550 447 0.6449 0.6598
PWM 10,339 6,346 3018 0.5247 0.6197
WAM 10,844 6,272 2587 0.5504 0.6336
static
edit 5,826 5,003 8874 0.2957 0.5380
PWM 11,407 3,737 4559 0.5789 0.7532
WAM 11,975 3,640 4088 0.6078 0.7669
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Table 4.5 Effect of parameter set indexing strategy on PFCWLLKR per-
formance using non-TIS-containing data. 16,121 non-TIS-con-
taining instances were used in five-fold cross-validation experi-
ments, in which parameter sets were selected for putative TIS
evaluation using Hamming distance relative to cached medoids
(edit), position weight matrix scores (PWM) and weight array
matrix scores (WAM); parameter indexing under both modulat-
ing and static approaches was tested. k denotes the number of
clusters considered. TN represents the number of instances for
which the method (correctly) refused to predict a TIS, and FP
the number for which some prediction was made, though always
incorrect. Sn = TN
TN+FP .
k Indexing strategy TN FP Sn
3
modulating
edit 4,840 11,281 0.3002
PWM 4,951 11,170 0.3071
WAM 4,812 11,309 0.2985
static
edit 5,947 10,174 0.3689
PWM 6,024 10,097 0.3737
WAM 5,890 10,231 0.3654
5
modulating
edit 7,665 8,456 0.4755
PWM 5,417 10,704 0.3360
WAM 5,217 10,904 0.3236
static
edit 8,542 7,579 0.5299
PWM 6,858 9,263 0.4254
WAM 6,521 9,600 0.4045
10
modulating
edit 12,169 3,952 0.7549
PWM 7,096 9,025 0.4402
WAM 6,838 9,283 0.4242
static
edit 11,324 4,797 0.7024
PWM 8,748 7,373 0.5426
WAM 8,611 7,510 0.5341
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Table 4.6 Cluster-specific over- and underrepresentation of GOslim terms.
The number of cluster-specific instances having associated
GOslim terms are, respectively, 6,298; 5,039; and 3,019. Clusters
denoted as being “High” for a specific term were determined to
be enriched in genes labeled as such, relative to the full popu-
lation of terms, by a randomization test. Those labeled “Low”
were found to be relatively impoverished in genes labeled with
the associated term, and “Normal” as being neither significantly
over- nor underrepresented.
GOslim term High Low Normal
cell wall 1,2,3
chloroplast 3 1 2
cytosol 3 1 2
ER 1,2,3
extracellular 3 1,2
Golgi apparatus 1,2,3
mitochondria 2 1 3
nucleus 1 2,3
other cellular components 1,2,3
other cytoplasmic components 2 1,3
other intracellular components 1,2,3
other membranes 1,2,3
plasma membrane 1,2,3
plastid 2,3 1
ribosome 2 1 3
unknown cellular components 1 2,3
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Figure 4.1 Extraction of training data. A genomic protein coding sequence
is conceptually spliced into an open reading frame, which is ex-
tended at its 5′- and 3′-termini to render a maximal (non-stop)
reading frame. For LLKR, WLLKR, and BAYES, only se-
quences comprising the immediate context of true and false TISs
(defined as five bases upstream through three bases downstream
of the ATG codon’s adenine residue) are extracted, for model-
ing the TIS signal. For flank-contrasting methods, both TIS
contexts and flanking sequences (96nt in length per flank) are
extracted for training signal and content sensors, respectively;
no overlap between sequences comprising the TIS context and
the flanking content is allowed. A minimal distance between
true and false TISs of 105nt is used.
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True TIS False TIS
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TIS-containing
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0
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TN
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Non-TIS-containing
Predictions Tests
Figure 4.2 TIS detection competency tests. Shown are two distinct testing
scenarios for TIS identification competency in maximal, TIS–
containing reading frames and in reading frames lacking a true
TIS. In TIS-containing tests, three outcomes are possible: the
system predicts the true TIS as the TIS for the gene (TP), it pre-
dicts the false TIS as the gene’s TIS (FP), or it fails to predict
any TIS for the gene (FN). Note that it is possible for any TIS–
containing reading frame to contain zero or more false TISs. In
the non-TIS-containing scenario, the system either (correctly)
refuses to predict a TIS for the gene (TN) or mislabels some
in-frame ATG as a TIS (FP).
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Figure 4.3 Cluster-specific TIS mononucleotide distributions. Sequence
logo plots [137], depicting site-specific nucleotide abundances,
were generated for TIS sequences obtained from clusters 1
through 3 using the WebLogo utility [138]. The medoids com-
puted by the k-medoids algorithm, for clusters 1 through 3 are
TAAAAATGGAT, AAAAAATGGCG, and CAACAATGGCT, respectively.
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Figure 4.4 Receiver operating characteristic curves for the perceptron el-
ement of PFCWLLKR. The classifier was assessed on the task
of distinguishing ATG codons as true or false TISs, under dis-
tinct parameter deployment strategies: the dotted curve de-
notes perceptron performance obtained under a priori-known
cluster-specific parameter usage, the solid curve that from ho-
mogeneous parameter deployment, and the dashed curve from
WAM-based parameter set indexing. These plots were gener-
ated using the ROCR package [107].
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CHAPTER 5. EUKARYOTIC GENE STRUCTURE PREDICTION
USING THE PASIF SYSTEM
A paper to be submitted to the 5th annual IEEE Symposium on
Computational Intelligence in Bioinformatics and Computational Biology
Michael E. Sparks1
Abstract
Alternative splicing of pre-mRNA transcripts is a major determinant of proteomic diversity
in higher eukaryotic organisms. However, the development of ab initio computational methods
to detect such events has, to date, received limited attention by the gene prediction commu-
nity, and has experienced only minute success. Here, we describe a novel algorithm, PASIF
(for Prediction of Alternatively Spliced IsoForms), as an attempted solution to this difficult
problem. The system enumerates multisets of biologically plausible gene structures at targeted
loci via exploration of gene structure space using random restart hill-climbing search, guided
by a neural network-based objective function doubling as a classifier. Our results indicate that
the system’s objective function recognizes complete gene structures with fair accuracy, though
the random restart approach to seeding hill-climbing search is not an ideal search strategy.
Introduction
Alternative splicing (AS) has become well-established in recent years as an important mech-
anism for increasing proteomic diversity in higher eukaryotic organisms [139], and this topic
1Department of Genetics, Development and Cell Biology, Iowa State University, Ames, IA 50011, USA
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continues to attract research interests, e.g., [140, 141]. Approximately 40–60% of human
genes are alternatively spliced [142, 143], and estimates in plants range from roughly 12–30%
[144, 145, 146] (though the extent to which AS provides a regulatory mechanism for gene
expression, as opposed to generating protein diversity in plants remains unclear [146]). The
molecular determinants and mechanisms responsible for AS in vivo remain poorly understood
[147, 97, 148, 149], which makes the development of in silico methods to accurately predict
these events all the more difficult. Thus, the development of AS-predicting software—of the
ab initio variety in particular—is currently an exploratory occupation at best.
A variety of experimental and computational approaches to detecting AS have been used
with success, but each of these methods have important limitations. While the application
of traditional molecular genetic and biochemical techniques continues to advance our under-
standing of the mechanisms of splicing in general, and alternative splicing in particular, e.g.,
[150, 151, 56], high-throughput technology such as DNA microarrays enable identification of
AS on a much larger scale, using either whole genome tiling arrays (WGAs) [152] or exon-exon
junction arrays (splicing arrays) [139, 153]. WGAs are limited, however, in their ability to
accurately resolve exon-intron boundaries, while splicing arrays require that alternative exon-
exon junctions be known—or at least predicted—a priori [149]. Both methods are sensitive
to features of the mRNA hybridization pools germane to the study of AS, e.g., the organism’s
developmental stage and experimental conditions it was subjected to [144], tissue type used for
extraction [154], potential nuclease degradation, and a given array’s capacity to detect certain
transcripts expressed at low levels in vivo [155].
Transcript (EST and/or full-length cDNA) sequences can be used to detect alternative
splicing by comparisons of (assembled) transcript sequences [156] or inspection of incompati-
ble gene structures suggested by alignment to genomic loci [146, 143]. Though previous studies
using such methods have been very insightful [157, 158, 146, 156], it should not be overlooked
that they have important limitations. Some of these relate to difficulties with spliced align-
ment methodologies, including misalignment to non-cognate loci, and ambiguities resulting
from conflicting, equally good alignments [41]. More substantial, however, are limitations in-
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herent to transcript sequences per se, including sequence contamination and high sequencing
error rates [159], incomplete transcriptome sampling due to tissue-specific or constitutively low
gene expression patterns [160], and the fact that not all expressed transcripts are necessarily
biologically functional [152]. Furthermore, studies of AS based on EST assemblies are sub-
ject to common errors associated with current assembly protocols, including under-assembly
(singletons present that should have been merged) and over-assembly (presence of chimeric
contigs) [161, 159].
An alternative strategy is the use of ab initio computational methods to detect AS, which
has, to date, received only casual attention by the gene prediction community, and has experi-
enced limited success. Here, we present our efforts to advance ab initio prediction of alternative
splicing in particular—and gene structure prediction in general—through the development of a
novel algorithm, PASIF, for Prediction of Alternatively Spliced IsoForms. The program enu-
merates multisets of biologically plausible gene structures at targeted loci, operating under the
assumption that these may represent alternatively spliced transcript isoforms. Search through
gene structure solution space is mediated via random restart hill-climbing, guided using an
objective function comprised by a single-layer neural network. We assessed the program on
the task of splice site identification in select alternatively and constitutively spliced loci from
the black cottonwood tree, Populus trichocarpa [162]. Our results indicate that the system’s
objective function recognizes complete gene structures with fair accuracy, though the random
restart approach to seeding hill-climbing search is not an ideal search strategy. PASIF, available
for download from [163], was implemented in the C programming language and can execute
on both serial and parallel computers.
Materials and Methods
Random Restart Hill-Climbing
PASIF’s solution space search algorithm, a formulation based on the artificial intelligence
technique of random restart hill-climbing, is characterized as follows:
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1. Given a prior distribution on the number of splice sites present in known gene structures
from a target species (or a similar one), we sample a random number of exons (exonct)
for use in producing a “seed” structure.
2. A coding sequence (CDS) start site, termination site, and splicesitect = 2× (exonct−1)
distinct splice sites are then randomly induced on the locus. These are subject to basic
grammatical constraints that, when parsing an initial annotation 5′ → 3′, the transla-
tion initiation site will be the first such boundary site encountered, which is followed
by the first splice site of the structure, necessarily a donor. Donor and acceptor sites
must alternate, and the last splice site must be an acceptor, followed by the CDS stop.
Importantly, minimum and maximum distances between splice sites, i.e., constraints on
exon and intron lengths, must be observed.
3. The structural seed is fed into a restructuring routine that locally optimizes it via greedy
heuristic (hill-climbing) search through local gene structure space.
4. If a locally-best solution has not previously been generated by the method—and if its
score exceeds some threshold—it is pushed onto a list of putative functional spliced
isoforms. Otherwise, return to step 1.
5. Unless the list of putative spliced isoforms contains some target number of distinct el-
ements (maxisoformct)—or steps 1–4 have been executed a maximum number of times
(maxiter)—return to step 1. Otherwise, return this list.
Valid Local Search Operators and Computational Complexity
The local gene structure space explored by hill-climbing search is concerned with overall
splice site configuration. (Modulation of overall coding sequence boundaries can be achieved by
post-processing PASIF output using our MetWAMer system [128], and is not considered further
in this work.) For each intron boundary, we wish to attempt detection of any superior splice
sites in the vicinity of the current splice site. Here, “in the vicinity” is defined as five bases
upstream of the first base of the donor splice site dinucleotide (or last base of the acceptor
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dinucleotide) through five bases downstream of it. Strong positional dependencies at splice sites
exist (see, e.g., Fig. 1 of [101]), implicating a time (position) inhomogeneous Markov process
responsible for “generating” such sites. Therefore, one cannot simply adjust the position of
a site in single-base units and expect a linear increase in splice site score when converging
on a proximal, superior site during search. Also, the overall splice site configuration of a
given isoform structure induces a coding sequence at the locus, which is factored into our
scoring function (see below), thereby introducing conditional dependencies among all such
sites. Together, these observations demonstrate that identification of a highest-scoring child
node on the local search path with respect to splice sites requires enumeration over all possible
splice site configurations locally attainable from a parent node.
In practice, as the number of potential splice sites increases beyond a small limit, e.g., six, it
becomes computationally infeasible to exhaustively enumerate and score the resultant children
of an expansion using modern computer hardware (see Table 5.1). A variety of speedup
strategies to alleviate this issue exist, though each have certain drawbacks. A branch-and-
bound approach in which previously scored nodes are pruned from further consideration retains
optimality, but can offer no guarantee as to how much speedup is imbued. Parallelized node
expansions offer improvements, but can sustain only modest increases in the maximum feasible
value of exonct. As a heuristic solution, a finite number of children (maxexonct) can be
sampled as potential successor nodes from a parental node; this sets an upper limit on time-
per-expansion, but erases guarantees of optimality. The PASIF implementation incorporates
each of these speedup methods.
Descriptive Feature Vector for Gene Structures
We utilize a feature vector of six numeric attributes for characterizing gene structures (and
thus, spliced isoforms). Each attribute has been carefully selected so that it represents a
feature of biological relevancy, whose values are increasing in the “goodness” of a candidate
solution. This latter property facilitates the integration of relatively simplistic linear classifi-
cation machinery into the PASIF algorithm (see the Objective Function and Classifier section
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below).
Mean averages of posterior splice site probabilities, computed as described in [101], are
independently derived for all donor and acceptor sites present in a candidate gene structure.
The BSSM4GSQ package [101] was modified for use in training such models for PASIF, and is
available for download at [163]. Mean averages of the ρ-values of [68]—which relate to how well
a particular splice site might pair with some cognate splice site, as a function of all feasible local
splicing configurations—are also calculated independently for all donor and acceptor sites in the
structure. The posterior coding probability of the coding sequence, induced by the structure’s
splicing pattern and overall CDS boundaries, is calculated using the χ2-interpolated Markov
model [90, 18] as implemented in the IMMpractical library [129]. A special-purpose variant
of this software was rendered for use with PASIF, available for download at [163].
Finally, we introduce a new measure, the ζ-value, indicating how robust the inclusion of a
particular intron is to perturbations of the overall splicing pattern exhibited by its host gene
structure. Let itrct denote the raw count of introns in the given gene structure, and let X
represent the power set of its introns, i.e., the set of all possible perturbations of the original
structure in which each intron it contains is either present or absent from it. Let Y ⊂ X be
those elements of X in which a particular intron of interest, itr′, is present, and Z ⊂ X those
in which it is absent; note that Y ∪ Z = X. Define ∆(itr′) as
argmax
y∈Y
{score(y)} − argmax
z∈Z
{score(z)} , (5.1)
where score(x) is given by the mean average of posterior probabilities exhibited by all donor
and acceptor sites present in x. Finally,
ζ(itr′) =
∆(itr′)√
itrct
. (5.2)
The rationale for normalizing ζ-values using
√
itrct rather than itrct, is that for any particular
intron occurring in a splicing pattern containing more introns than in one with fewer, its
exhibition of a larger ∆-value is more noteworthy, since there are more opportunities for a
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higher-scoring pattern to be present in members of its host structure’s intron power set that
lack this particular intron. Thus, it seems reasonable to dispense greater reward to such
exceptional cases; the argument for dispensing greater punishment follows by symmetry.
To derive a descriptive, ζ-value-based feature for a complete candidate isoform structure,
the sum of ζ-values for each intron contained in it (a theoretically unbounded quantity) is
squashed into the unit interval using the logistic function,
1
1 + exp {−1×∑itr′∈itr(struct) ζ(itr′)} , (5.3)
where itr(struct) returns a list of all introns contained in the candidate isoform structure
struct.
Objective Function and Classifier
The hill-climbing search strategy used by PASIF is predicated on the assumption that
candidate spliced isoform solutions can be assigned some descriptive value, at least at the
ordinal level, so that an optimal descendant can be selected subsequent to parental node
expansion. Thus, we require that any classification machine integrated into the system be
able not only to classify a potential isoform structure into some discrete, pre-specified category
(e.g., true or false), but also to provide an associated score allowing a candidate to be ranked
with respect to its siblings. That is, this element must double as an objective function to direct
hill-climbing search.
This is possible using certain types of perceptron units, specifically those whose activation
functions are continuous and differentiable. Here, we consider linear and sigmoid units, both of
which are able to learn continuous-valued functions and can be trained using gradient descent
(see, e.g., §4.4.3 of [131] and §20.5 of [132]). We train using a sum-of-squares error function,
and iterate over training instances until the learned connection weights achieve minimal error
levels. Because continuous-valued outputs of these single-layer neural networks can be thresh-
olded, this enables discrete classification capabilities as found in other neural units, such as
Rosenblatt’s classical perceptron (see §4.1.7 of [130]).
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gthXML and ToolSAQ
Developed as part of the GenomeThreader package [41], gthXML is a domain-specific stan-
dard, specified using the eXtensible Markup Language (XML), for representation of results
generated by a number of modern spliced alignment software tools, e.g., GenomeThreader [41]
and GeneSeqer [101, 42]; the grammar specification and a variety of related software tools can
be found at the gthXML-tools repository [127]. Because the performance of machine learning
methods depends critically on the exemplary data used to train them, we developed ToolSAQ,
our Tool for Spliced Alignment Queries, to facilitate development of reliable corpora of gene
structures. Written in Common Lisp and released under the Lisp Lesser General Public Li-
cense [164], the package facilitates knowledge acquisition from documents conforming to the
gthXML grammar, and can be used as a stand-alone utility or integrated into more sophisticated
Lisp-based bioinformatics environments, such as BioBike [165, 166].
Data sets
We obtained 19 recently sequenced and assembled Populus trichocarpa linkage groups from
GenBank [162], having accession identifiers labeled consecutively from NC 008467 through
NC 008485. Sequences for 89,943 Populus expressed sequence tags were also retrieved from
GenBank, and aligned to genomic templates using GenomeThreader. Results were manipulated
using ToolSAQ, which culled an exemplary set of 9,498 non-alternatively spliced genes such that
the structure contained two or more exons and at least half of its supporting EST alignments
were of good quality, where “good” implies that the EST had an overall alignment score of at
least 0.8, at least 80% of its length aligned to the locus, and the total count of its scored bases
was at least 100. Because alternatively spliced isoforms from any given locus will likely share
significant similarity, and thereby potentially lead to obfuscated parameterizations, we do not
train using such data.
To train Populus-specific models for splice site recognition, the spliced alignment data were
post-processed using BSSM4GSQ [101]. Version 1.1 of the Populus “Jamboree Annotations” [162]
was refined using the methodology of [129] (results not shown), and used to train coding se-
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quence recognition models using the IMMpractical library [129]. This constitutes the first tier
of the PASIF training procedure, which enables second-tier training to proceed: splice site and
coding sequence models are used to derive descriptive feature vectors for the non-alternatively
spliced gene structures. We imposed additional stringencies on these data, requiring that av-
eraged splice site scores were at least 0.3 (independently for both donor and acceptor termini)
and that posterior coding probabilities were not less than 0.5. Thereby, we were assured of
a reliable set of 2,324 high quality, exemplary genes hereafter referred to as “positive” data.
An equal number of negatively-labeled training instances were produced via perturbation of
the positive data, in which one to five splice sites in each positive example were selected and
modulated such that a new site was generated, positioned randomly within five bases upstream
through five bases downstream of the original site.
Test Design
A five-fold cross-validation experiment was conducted to assess the system’s neural elements
on overall gene structure classification competency. Feature vectors were derived for each of
the 2,324 instances from the positive data and were randomly partitioned into five disjoint
subsets; similarly, feature vectors were produced for the negative instances and were also
bucketed. Partitions from the positive data class were randomly paired with a negative one,
and their instances were pooled, thereby ensuring an equivalent contribution of training data
from both classes in every partition. Per cross-validation replicate, four subsets were pooled
and used to train the neuron, which was then used to classify instances contained in the
remaining partition; both sigmoid and linear units were tested.
The complete PASIF system was assayed for its ability to detect splice sites, a subtask of
the overall gene structure recognition problem. 20 instances from the positive data set were
withdrawn from the training pool and utilized as test loci. We tallied the total number of
correct splice site predictions made across all distinct gene structure predictions (true posi-
tives), the total number of false splice site predictions (false positives), and the total number
of occasions that a true splice site was not reported (false negatives). Using both sigmoid and
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linear units, we experimented with a variety of settings for the maxisoformct and maxiter
variables mentioned earlier, and we also varied the footprint variable, which denotes the num-
ber of positions within which a given parental splice site is allowed to modulate during node
expansion, centered about the original site—the default software implementation binds this
variable to eleven, consistent with the valid local search operators described above.
In addition to testing splice site identification capabilities in constitutively spliced genes,
a set of five Populus loci hosting 18 alternative splice forms (comprising a total of 29 unique
introns and 57 unique splice sites) was selected for assessing the system on splice site recognition
in alternatively spliced genes. Because distinct intralocus, alternatively spliced isoforms can
share splice sites, these are not necessarily exclusive to any particular structural variant. Thus,
for testing purposes, we considered all splice sites occurring at a locus as targets for prediction.
If such a site was contained in some putative transcript isoform suggested at the alternatively
spliced locus, it was considered to be a true positive prediction; splice sites predicted at a
locus but not seen among supporting transcript alignments were considered false positives.
Because the concept of a false negative is ill-defined in this particular testing scenario, we did
not tabulate them. Similarly, we experimented with various values for the maxisoformct,
maxiter, and footprint variables, using both types of perceptrons.
Results
Table 5.2 demonstrates that, although the linear perceptron unit is slightly more sensitive
(by roughly 2%) at detection of true overall gene structures than the sigmoid unit, it is con-
siderably less specific (≈ 7%). Receiver operating characteristic curves for these classifiers are
provided in Fig. 5.1, which demonstrate the general dominance of the sigmoid perceptron on
the gene recognition task.
Empirical results obtained from the splice site detection tests on constitutively and alter-
natively spliced genes are presented in Tables 5.3 and 5.4, respectively. Table 5.3 indicates
that, with the footprint variable clamped at 11, it is not necessarily true that by increasing
themaxisoformct andmaxiter variables, higher true and false positive rates will result. How-
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ever, increasing the value of the footprint variable from 11 to 31 led to appreciable gains in
true positive splice site identification rates, for both sigmoidal- and linear-based perceptrons,
though with an increase in the rate of false positives. Because the sigmoid unit exhibited a
higher true positive rate than did the linear unit, with only a slightly higher false positive rate,
we used it in an experiment in which the footprint variable was increased to 41. This resulted
in a greater number of true positive splice site predictions (though with a slightly lower overall
true positive rate) and a lower false positive rate.
Table 5.4 demonstrates that, although sigmoid units result in fewer total splice site predic-
tions being made overall, they yield both higher true positive and lower false positive splice site
identification rates at the alternatively spliced test loci than do linear units, given equivalent
settings for the footprint, maxisoformct and maxiter variables. Increases in footprint, with
maxisoformct and maxiter tuned to 50 and 250, respectively, resulted in much higher num-
bers of splice site predictions being made by the sigmoid unit, and with higher true positive
and lower false positive prediction rates—this held true for the linear unit, as well.
Discussion
The need for ab initio methods capable of accurate alternatively spliced isoform prediction
has been voiced repeatedly in the gene annotation literature [97, 46, 34, 24, 167], and a number
of recent studies have addressed this topic [168, 169, 155, 170, 171]. Cawley and Pachter have
advocated a probabilistic solution to the problem, in which paths through a hidden Markov
model (HMM) are sampled so as to predict splice variants [171]; such alternative paths are
sampled with frequencies proportional to their overall weights, and the resulting posterior
distribution is used to provide confidence values for various predictions. This method was used
with the pair HMM framework (a comparative genomics-based model) as implemented in the
SLAM program [48] in order to detect conserved alternative splicing in pairs of syntenic DNA
sequences. This HMM sampling method has been used in a modified version of the AUGUSTUS
single-genome gene prediction program so as to predict multiple transcript isoforms from a
given genomic locus [168].
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The majority of single-genome ab initio gene prediction programs currently available uti-
lize dynamic programming (DP) algorithms, e.g., the Viterbi decoding algorithm as used by
GenScan [37]. As such, these methods are able to produce not only optimal gene parses, but a
number of sub-optimal ones, which can be listed in ranked order [172]. Intuitively, near-optimal
parses might be construed as splice variants, and in various anecdotal contexts they have been
suggested as such, e.g., [173]. Others, however, have argued that near-optimal gene parses are
likely to be poor predictors of alternative splicing, and are probably more appropriate as a
metric for gauging the quality of the optimal prediction made at a given locus [34]. Since the
HMM sampling strategy of SLAM and AUGUSTUS samples paths in proportion to their overall
weights, it can be construed as a (consistent) estimation routine for enumerating such optimal
and sub-optimal parses, sans maintenance of a full DP table in memory.
The PASIF system described in this report is a significant departure in design from that of
all published gene prediction tools, to our awareness. Given the highly stochastic nature of the
algorithm, it is difficult to make any conclusive generalizations about its performance. However,
our results suggest that more exhaustive search space exploration, as effected by increases
in the footprint variable (see Tables 5.3 and 5.4), can lead to improved annotations. This
observation underscores a fundamental issue with our random restart hill-climbing formulation:
it is unlikely that random seed structure induction will deposit the agent in a region of solution
space from which a valid gene structure is locally attainable. We are experimenting with
methods to provide the system with external, spliced alignment-based hints about possible
gene structures, which can be used as starting points for heuristic refinement, though this
extension would disqualify PASIF from being a pure ab initio method. However, our local search
operators implementing hill-climbing per se do seem appropriate for the AS prediction task:
others have observed that, in alternatively spliced transcript isoforms from plants, alternative
splice sites (acceptors, usually) are located proximal to constitutive sites, typically three bases
away [174]. By optimizing splice site configuration via local perturbations of parental splice
sites, our strategy readily accommodates detection of such transcript variants.
We were quite judicious in selecting descriptive attributes for gene structures, which re-
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sulted in a feature set with the rather small cardinality of six. Each of the attributes address
biologically relevant phenomena, and when meshed with others in the feature vector, a linear
(or near-linear) threshold is expected to exist. This facilitates the ability to distinguish positive
instances from negative through use of linear discriminant approaches such as the perceptron
algorithm. Our parsimonious approach differs markedly from other studies which consider a
much larger array of (potentially irrelevant) descriptive features, e.g., [175], and hence incur
what are likely to be highly non-linear decision boundaries. These unfortunately restrict the
variety of machine learning methods suitable for the task, and in particular require more com-
plex methods than those considered here, e.g., kernel engineering, which can often lead to very
unintuitive results that are difficult to parlay into useful biological knowledge.
Our learned objective function, based on the sigmoid unit in particular, classifies overall
gene structures fairly well, though we have demonstrated that random restart hill-climbing
is inappropriate as a search method for ab initio gene prediction. In addition to providing
external hints to the system for seeding hill-climbing search, we are also experimenting with a
distinct search algorithm, the constrained gene structure assembly routine of Exdomino [176].
Finally, we are utilizing the barrier tree data structure [177, 178] to survey score landscapes
induced by PASIF’s objective function in efforts to develop a fully principled, apropos search
algorithm to couple with it.
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Table 5.1 Exponential growth of hill-climbing search. The exponential
growth of node expansion factors with respect to small values
of the parameter exonct is indicated. Base 11 derives from
the valid local solution (gene structure) search operators de-
fined in Materials and Methods, which vary a splice site from
five bases upstream through fives bases downstream of the orig-
inal position, inclusive, during node expansion. Note that
itrct = 2× (exonct− 1).
exonct itrct 11itrct exonct itrct 11itrct
2 2 121 6 10 25,937,424,601
3 4 14,641 7 12 3,138,428,376,721
4 6 1,771,561 8 14 379,749,833,583,241
5 8 214,358,881 9 16 45,949,729,863,572,161
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Table 5.2 Accuracy of overall gene structure recognition by sigmoid and
linear neural units. neuron indicates the neural unit being as-
sayed. TP denotes the number of correctly identified true gene
structures, FP the number of false gene structures classified as
true, TN the count of false gene structures labeled as false,
and FN the count of true gene structures misidentified as false.
Sensitivity (Sn) is defined as TP(TP+FN) and Specificity (Sp) as
TN
(TN+FP ) .
neuron TP FP TN FN Sn Sp
sigmoid 2,236 85 2,239 88 0.9621 0.9634
linear 2,293 252 2,072 31 0.9867 0.8916
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Table 5.3 Splice site detection in constitutively spliced genes. footprint
denotes the number of positions within which a given parental
splice site is allowed to modulate per node expansion, centered
about the original site. neuron denotes the type of neuronal clas-
sifier,maxisoformct the target number of distinct gene structures
to predict per input locus, and maxiter the maximum permissi-
ble count of seed-and-refine cycles. TP is the number of correct
splice site predictions made across all distinct gene structure
predictions, and FP, the number of false splice site predictions.
Rates of TP and FP predictions, expressed as percentages, are
indicated in parentheses. FN denotes the number of occasions a
true splice site was not reported in a gene prediction, summed
over all predictions.
footprint neuron maxisoformct maxiter TP FP FN
11
Sigmoid
25 125 9 (19.38) 3 (15.00) 27
50 250 6 (9.58) 2 (10.00) 24
100 500 20 (26.46) 6 (12.14) 64
Linear
25 125 14 (19.38) 4 (5.50) 50
50 250 6 (6.25) 0 (0.00) 26
100 500 18 (22.08) 8 (16.67) 86
31
Sigmoid 50 250 129 (67.08) 49 (28.17) 323
Linear 50 250 197 (62.71) 83 (27.84) 655
41 Sigmoid 50 250 199 (63.13) 55 (19.96) 505
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Table 5.4 Splice site detection in alternatively spliced genes. footprint de-
notes the number of positions within which a given parental
splice site is allowed to modulate per node expansion, centered
about the original site. neuron denotes the type of neuronal clas-
sifier,maxisoformct the target number of distinct gene structures
to predict per input locus, and maxiter the maximum permissi-
ble count of seed-and-refine cycles. TP is the number of correct
splice site predictions made across all distinct transcript isoform
predictions, and FP, the number of false splice site predictions.
Rates of TP and FP predictions, expressed as percentages, are
indicated in parentheses.
footprint neuron maxisoformct maxiter TP FP
11
Sigmoid
25 125 9 (90.00) 1 (10.00)
50 250 9 (75.00) 3 (25.00)
100 500 32 (59.26) 22 (40.74)
Linear
25 125 14 (46.67) 16 (53.33)
50 250 24 (54.55) 20 (45.45)
100 500 71 (58.20) 51 (41.80)
31
Sigmoid 50 250 222 (78.72) 60 (21.28)
Linear 50 250 354 (68.87) 160 (31.13)
41 Sigmoid 50 250 333 (79.29) 87 (20.71)
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Figure 5.1 Receiver operating characteristic curves for sigmoid and linear
neural elements of the PASIF system. The classifiers were tested
in terms of ability to distinguish true overall gene structures
from false ones. The solid curve corresponds to the sigmoid
unit, and the dashed trace, the linear unit. ROCR [107] was used
to produce this figure.
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CHAPTER 6. CONCLUSIONS
In this thesis, we explored the development of algorithms for primarily ab initio-based
prediction of gene structures in eukaryotic taxa. Models for predicting splice sites, classifying
DNA segments as coding or non-coding, and translation initiation site prediction were studied.
Also, a search strategy for exploration of complete gene structure solution space, an objective
function for guiding this search policy, and a whole-gene binary classifier were developed and
tested.
Models for scoring splice sites in genomic DNA sequences were applied to the study of
non-canonical introns in the model plants A.thaliana and rice, and it was demonstrated that
this led to improvements both in terms of ab initio splice site prediction and homology-based
gene structure inference. The observation that non-canonical introns exhibit compositional
features distinct from canonical introns is most peculiar, and presents a unique opportunity
for further investigations into the nature of these genetic elements.
A variety of Markov chain models were assayed for their ability to distinguish coding
sequences from non-coding in A.thaliana and rice, and though it was observed that choice of
algorithm was important with respect to classification performance, the strategy with which
to deploy transition probability estimates was also highly influential. That classification of
sequence fragments in rice proved much more challenging than in A.thaliana remains a puzzling
phenomena, deserving of continued study.
Our efforts in translation initiation site (TIS) prediction also demonstrate that both algo-
rithm selection and parameter utilization strategy can considerably impact the performance
of statistically-based TIS prediction methods. Although the models achieved good perfor-
mance in terms of predicting a true TIS when present, their ability to resist TIS prediction in
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non-TIS-containing instances was somewhat less impressive, warranting further consideration.
By providing an extensible, open source software system to the gene prediction community
at-large, we hope to stimulate the development and dissemination of newer models, thereby
leading to further improvements in the TIS prediction domain.
We attempted to develop an ab initio-based system for complete gene structure predic-
tion in general, and alternative splicing prediction in particular. Although the search strategy
currently integrated into the system (random restart hill-climbing) is a poor match for the
perceptron-based objective function and classifier we developed, we suggest that it may have
potential merit when provided with hints from external, homology-based information. Al-
though we are experimenting with a distinct search algorithm, an important direction for
future work is to study the score landscape induced by this objective function in much greater
detail, and to thereby potentially identify a more apropos and fully principled search method
to pair with it.
In summary, this work has contributed a number of useful gene prediction algorithms, and
a diverse array of open source software implementations. A variety of intriguing opportunities
for future research have been uncovered during these studies, and many important problems
in gene structure prediction are currently unsolved. What remains quite unclear, however, is
whether further investment in algorithms development will yield any considerable advances in
gene prediction in the near future, or whether this goal will first require a much more detailed
understanding of the underlying biological mechanisms which enable the cell to identify its
genes in genomic DNA with such exceptional fidelity.
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