Abstract. In this work we study the automorphisms of skew P BW extensions and skew quantum polynomials. We use Artamonov's works as reference for getting the principal results about automorphisms for generic skew P BW extensions and generic skew quantum polynomials. In general, if we have an endomorphism on a generic skew P BW extension and there are some x i , x j , xu such that the endomorphism is not zero on this elements and the principal coefficients are invertible, then endomorphism act over x i as a i x i for some a i in the ring of coefficients. Of course, this is valid for quantum polynomial rings, with r = 0, as such Artamonov shows in his work. We use this result for giving some more general results for skew P BW extensions, using filtred-graded techniques. Finally, we use localization for characterize some class the endomorphisms and automorphisms for skew P BW extensions and skew quantum polynomials over Ore domains.
Let D be a division ring with a fixed set α 1 , . . . , α n , n ≥ 2, of its automorphisms. We have fix elements q ij ∈ D * , i, j = 1, . . . , n, satisfying the equalities 5) subject to the defining relations
6)
. . , n (1.7)
x i x j = q ij x j x i , i, j = 1, . . . , n.
(1.8)
We denoted by End(Λ) the semigroup of all ring endomorphisms of Λ acting identically on D. Denote by Aut(Λ) the group of all ring automorphisms of Λ, acting identically on D, i.e., the invertible elements of the semigroup End(Λ).
Automorphisms for the quantum space.
Alev and Chamarie (see [1] ) show some results very interesting on automorphisms of quantum space over fields k of characteristic zero, using a description for derivations.
Remember that the quantum space is treated as the ring (1.4), for the case in that D = k is a field, r = 0 and α 1 = α 2 = · · · = α n = id k . Lemma 1.3. A matrix α := (α ij ) ∈ M at n (k) define a linear automorphism of Λ if only if α satisfy the following relation for all i, j, k, l; i < j and k ≤ l:
α ik α jl (1 − q ij q lk ) = α il α jk (q ij − q lk ).
(1.9) Definition 1.4. An automorphism f is linear if it fixed to the subspace generated by x i . We denote for Aut L (Λ) the set of all linear automorphisms of Λ.
Denoted by Der(Λ) all derivation of the algebra Λ. Alev and Chamarie tell us that the derivation of the quantum space can be described as 
The following three theorems show results for some special cases of quantum spaces (see [1] 
is isomorphisms at the semidirect product of (k * ) 2p y G, where G is a subgroup of the group that permute the x i and y i . Theorem 1.8. we suppose that q ij = q for all i < j, such that q is not a root of unit. Then, we have the following cases:
(1) If n = 3, the automorphisms σ of Λ have the form σ(
1.2. Automorphisms of general quantum polynomial rings. The normal subgroup N always appears when we multiply monomials in the ring Λ.
Definition 1.10. Whenever the images of all multiparameters q ij , 1 ≤ i < j ≤ n, are independent in the group D * /N , we call Λ the a general quantum polynomial rings.
For this subsection, we assume that A is an general quantum polynomial ring. The following results are presents for Artamonov in [2] and [3] . Theorem 1.11 ( [2] ). Assume that the automorphisms α 1 , . . . , α n act identically on D. Suppose that r = 0 and the multiparameters q ij , 1 ≤ i < j ≤ n, n ≥ 3, are independent in the multiplicative group D * . If λ ∈ End(Λ) and all λ(x 1 ), . . . , λ(x n ) = 0, then λ ∈ Aut(Λ) and Aut(Λ) = (D * ) n .
The next theorem is more general that the theorem 1.11. The proof and the statement were altered from its original version in [3] .
Theorem 1.12 ( [3] ). Suppose that λ ∈ End(Λ) and that there exist al least three distinct indices 1 ≤ i, j, t ≤ n such that λ(x i ), λ(x j ), λ(x t ) = 0. Then there exist elements λ 1 , . . . , λ n ∈ D and an integer ǫ = ±1 such that λ 1 , . . . , λ r = 0, and
Proof. We consider the lexicographical order for the exponents of the monomials in A. We suppose that λ(x i ) and λ(x j ) are non-zero, and with leading monomial
1 · · · x tn n respectively. As leading coefficients of λ(x i ) and λ(x j ) are invertible, we know that the leading coefficient λ(x i x j ) is the product of leading coefficients of λ(x i ) and λ(x j ). Moreover, we know that
. Then, the leading monomial of the right term is equal to the leading monomial of the left term, i.e
(1.11) So,
where l = (l 1 , . . . , l n ) and t = (t 1 , . . . , t n ). Therefore,
Suppose that i > j. Since the images of q rs , n ≥ r > s ≥ 1, in D * /N are independent, we have for r = s l r t s = δ ri δ sj + t r l s .
(1.13)
If l p = 0 for some p = i, j, then for every index q = p l q t p = t q l p , and therefore, t q = t p l q l
which contradicts (1.13). So l p = 0 for p = i, j. Similarly we can prove that t p = 0 if p = i, j. 
By hypothesis there is a third variable x u such that λ(x u ) = 0. Applying the same argument to (i, u) and (j, u) must be l j , t i are zero and that the leading coefficient of λ(x u ) have the form
So l i t j = 1 and
If we apply the corresponding argument for the smaller term of λ(x i ), we obtain a similar result with some ǫ ′ = ±1 for the smallest terms. Thus if ǫ = ǫ ′ the theorem is proved. If r = 0, then ǫ = ǫ ′ = 1, since all exponents are positive.
and the sum is take over multi-indices
As λ ′ i and λ ′′ i are invertible, then λ(x i ) can't be invertible, which is a contradiction. So, ǫ = ǫ ′ and the theorem is proved. ♦ Remark 1.13. If r < n and λ(x i ) = 0 for some i > r, then in theorem 1.12, ǫ = 1.
Note that the first part of the above proof is taken from the original version of the theorem in [3] .
. . , λ(x n ) = 0, in the situation of theorem 1.12, then λ is an automorphism of Λ. In particular any injective endomorphism of Λ is an automorphism. § 2. Automorphisms of skew P BW extensions.
In this section we use the ideas of Artamonov in [3] to deduce some results for automorphisms of skew P BW extensions. Therefore, we must first deduce some multiplication rules between monomials of Λ.
Definition 2.1. Let R and A be rings, we say that A is a skew P BW extension of R (also called σ − P BW extension), if following conditions hold:
(2) There exist finite elements x 1 , . . . , x n ∈ A such A is a left R−free module with basis
(3) For every 1 ≤ i ≤ n and r ∈ R \ {0} there exists c i,r ∈ R \ {0} such that
(4) For every 1 ≤ i, j ≤ n there exists c j,i ∈ R \ {0} such that
Under these conditions we will write A = σ(R) x 1 , . . . , x n .
Proposition 2.2 ([5]
). Let A be a skew P BW extension of R. Then, for every 1 ≤ i ≤ n, there exist an injective ring endomorphism σ i : R −→ R and a σ i −derivation δ i : R −→ R such that
for all r ∈ R.
Let N be the subgroup of the multiplicative group R * , the invertible elements of R, generated by the derived subgroup [R * , R * ] and the set of all elements of the form z −1 σ i (z), where z ∈ R * and σ i is given by the proposition 2.2 for i = 1, . . . , n.
Definition 2.3. Let A be a skew P BW extension of R.
(a) A is quasi-conmutative if the condition (3) and (4) in definition 2.1 are replaced by (3') For every 1 ≤ i ≤ n and r ∈ R \ {0} there exists c i,r ∈ R \ {0} such that
(b) A es bijective if σ i is bijective for every 1 ≤ i ≤ n and c j,i is invertible for any 1 ≤ i < j ≤ n. (c) A es general if c ij is invertible for every 1 ≤ i, j ≤ n and the images of all c ij , 1 ≤ i < j ≤ n, are independent in the group R * /N .
2.1.
Multiplication rules for quasi-commutative skew P BW extensions.
Proposition 2.4. Let A be a quasi-conmutative skew P BW extension where c ij is invertible for
for every t ∈ N and some d ∈ N . (4)
for some d ∈ N and every t, s ∈ N.
Proof.
(1) Let t ∈ N be, then
(2) This part is immediate since the σ ′ i s are injective (proposition 2.2) and z is invertible. Therefore,
and by (2)
By the properties of N and the commutativity of R * /N we have
Using (2) and the definition of N ,we have 
Automorphisms of skew P BW extensions.
Let A be a skew P BW extension of R, we understand End(A) as the ring endomorphisms of A that fixed the elements of R and Aut(A) is the set of invertible elements of End(A).
Theorem 2.5. Suppose that A = σ(R) x 1 , . . . , x n is a general quasi-commutative extension , and λ ∈ End(A). If x i is such that λ(x i ) = 0, the leading coefficient (using the lexicographical order) of λ(x i ) is invertible, and there exist almost three indices i, j, u for which this happens, then there exist λ 1 , . . . , λ n ∈ R such that λ(x w ) = λ w x w , for w = 1, . . . , n.
n respectively. As leading coefficients of λ(x i ) and λ(x j ) are invertible, we know that the leading coefficient λ(x i x j ) is the product of leading coefficients of λ(x i ) and λ(x j ). Moreover, we know that
(2.12) So,
where l = (l 1 , . . . , l n ) and t = (t 1 , . . . , t n ).
By item (5) in the proposition 2.4 we obtain Given that A is a general extension and suppose that i > j, we have
If l p = 0 for some p = i, j, then for every index q = p l q t p = t q l p , and therefore, t q = t p l q l −1 p . In particular, when q = i, j
which contradicts (2.14). So l p = 0 for p = i, j. Similarly we can prove that t p = 0 if p = i, j.
Hence
Therefore, for every 1
If A is a skew P BW extension of R, λ ∈ End(A), in the situation of Theorem 2.1, and every λ(x i ) = 0, 1 ≤ i ≤ n, then λ is an automorphism of A.
In particular, any injective endomorphism of A is an automorphism.
Proof. We observe that
where λ k is given by the theorem 2.5 and for some u ∈ N .
By hypothesis, any λ i ∈ R * and N ⊆ R * , then
, and hence we
By the unique representation of each element of A we conclude that each a l d l = 0 for l ∈ N n . As each d l is invertible, then a l = 0 for any l. i.e., l∈N n a l x l = 0, proving that λ is an injective endomorphism.
is a surjective endomorphism. ♦
Definition 2.7 ([5]
). Let A be a skew P BW extension of R with endomorphisms
α ∈ M on(A), exp(X) := α and deg(X) := |α|. (3) Let 0 = f ∈ A, t(f ) is the finite set of terms that conform f , i.e., if
Theorem 2.8 ([4],[5])
. Let A be a skew P BW extension of R. Then, A is a filtered ring with filtration given by
and the corresponding graded ring Gr(A) is a quasi-commutative skew P BW extension of R. Moreover, if A is bijective, then Gr(A) is a quasi-commutative bijective skew P BW extension of R.
Theorem 2.9. Let A be a skew P BW extension of R and λ ∈ End(A) a filtered endomorphism, such that (1) A is general, (2) for each λ(x i ) = 0, λ(x i ) / ∈ F 0 (A) and the leading coefficient (according to the lexicographical order) is invertible, and there exists at least three indices i, j, u with this property. Then, there exist λ 1 , . . . , λ n ∈ R and a 10 , a 20 , . . . , a n0 ∈ R such that λ(x w ) = a w0 + λ w x w , for w = 1, . . . , n.
Proof. As λ is a filtered endomorphism, we induce a graded endomorphism Gr(λ) : Gr(A) −→ Gr(A). We observe that Gr(λ)(x i +F 0 ) = 0, for those x i with λ(x i ) = 0. So, all the hypothesis of the Theorem 2.5 are satisfy for Gr(A) and Gr(λ), therefore Gr(λ)(x i ) = λ i x i + F 0 for some λ i ∈ R.
Finally, as λ(x i ) + F 0 = λ i x i + F 0 , then λ(x i ) = λ i x i + a i0 for some a i0 ∈ R and for any i = 1, . . . , n. ♦ Corollary 2.10. If A is skew P BW extension of R, λ ∈ End(A), in the situation of the theorem 2.9, and every λ(x i ) = 0, then λ is an automorphism of A. In particular, if λ is an injective endomorphism, λ is an automorphism.
Proof. Gr(λ)(x i + F 0 ) = 0 for every i, by the corollary 2.10, Gr(λ) is an automorphism of Gr(A), since the filtration is positive, then λ is a strict automorphism of A (see [6] ). ♦
Automorphisms of skew P BW extension on left Ore domain
In this subsection we give a description of the automorphism group of a skew P BW extension of a left Ore domain R.
Theorem 2.11 ([5]
). Let A be a quasi-commutative skew P BW extension of a ring R. Then, (1) A is isomorphic to an iterated skew polynomial ring of endomorphism type.
(2) If A is bijective, then each endomorphism is bijective.
For the proof, we observe that we give a ring isomorphism with the iterated skew polynomial ring B := R[z 1 ;
where σ i is given by the Proposition 2.2.
Theorem 2.12. Let R be a ring and S ⊂ R a multiplicative subset such that
Moreover, if RS −1 exists, then
According the proof in [5] , the ring homomorphism ψ : R[x; σ, δ] −→ R[x; σ, δ], in the university property for S −1 R, is give by ψ(
Corollary 2.13. Let R be a ring, S ⊂ R a multiplicative subset and
the iterated skew polynomial ring sucht that
Applying of iterated form the construction in the Theorem 2.12, we obtain that the function ψ :
Proposition 2.14.
be a iterated skew polynomial ring of endomorphism type, where θ i | R is a injective endomorphism of R for 1 ≤ i ≤ n, and θ i (x j ) = c ij x j , for every 1 ≤ j < i ≤ n with c ij left invertible. Then A is a quasi-commutative skew P BW extension of R with endomorphisms σ i = θ i | R .
Proof. If n = 1, we have that A = R[x 1 , θ 1 ] is a quasi-commutative skew P BW extension of R (see [5] ).
] is a quasi-commutative skew P BW extension, and consider
By hypothesis a j = l a jl x l , with a jl ∈ R \ {0} and l = (l 1 , . . . , l n−1 ). We see that M on(A) is a R−basis for A. We suppose that 0 = t a t x t with t = (t 1 , . . . , t n ) ∈ N n and a t ∈ R, then we have
where s is the largest exponent appearing for x n . 
Finally, as
n−1 = 0 implies that each a t = 0, therefore the element zero has a unique representation in the elements M on(A). So, M on(A) is a R−basis for A. (3) If r ∈ R \ {0} then x i r = θ i (r)x i , but by hypothesis we know that θ i (r) ∈ R \ {0}. So there exists c i,r := θ i (r) such that
x j x i , where c ji is the inverse of c ij . Next, we have found c ij ∈ R \ {0} such that x i x j − c ij x j x i = 0 ∈ R + Rx 1 + · · · Rx n . So we have that A is a quasi-commutative skew P BW extension of R.
ultimately, we see that x i r = θ i (r)x i for each i, which tells us, by the unique representation of elements in A, that σ i (r) = θ i (r) for every r ∈ R.
♦ From now on assume that S := R \ {0}.
Theorem 2.15. Let A be a quasi-commutative skew P BW extension over a left Ore Domain R with endomorphisms σ i . Then S −1 A ∼ = σ(S −1 R) x 1 , . . . , x n and is a quasi-commutative skew P BW extension of S −1 R, where the endomorphisms σ i for σ(S −1 R) x 1 , . . . , x n are
25)
and
is the homomorphism in the universal property of S −1 A.
Proof. Since R is a left Ore domain, then S = R\{0} is a Ore set, and therefore of A.
A is a quasi-commutative then by the Theorem 2.11,
where the σ i are given for the proposition 2.2.
Observe that for all r ∈ S, θ i (r) = σ i (r). So, by the Theorem 2.13, we can consider
Moreover, θ i a s = σ i a s for each a s ∈ S −1 R, where σ i is given by the universal property of S −1 R with homomorphism ψ ′ .
We have that σ i is a injective homomorphism, since R has no zero divisors, and σ i is injective. So θ i is a injective homomorphisms of S −1 R.
Therefore, we have an iterated skew polynomial ring of endomorphism type
such that θ i is a ring injective endomorphism of S −1 R for 1 ≤ i ≤ n. Hence, using the Proposition 2.14, (S −1 R)[x 1 ; θ 1 ] · · · [x n ; θ n ] is a quasi-commutative skew P BW extension form σ(S −1 R) x 1 , . . . , x n , with endomorphisms σ i .
Finally, σ(S −1 R) x 1 , . . . , x n ∼ = S −1 A, where ψ is given in the proof Corollary 2.13 and coincides with that given in this theorem. ♦
For the next results is necessary to assume that if A is a quasi-commutative extension, then S −1 A is a general quasi-commutative extension of S −1 R, since, I could not test that, if they are independent in R then are independent in (S −1 R) * /N . Theorem 2.16. Suppose that A is a quasi-commutative skew P BW extension over a left Ore domain R, such that S −1 A is a general quasi-commutative extension, λ ∈ End(A) , and there exists at least three indices i, j, t, with λ(x i ), λ(x j ), λ(x t ) = 0. Then there exist λ 1 , . . . , λ n ∈ R such that λ(x w ) = λ w x w , for every 1 ≤ w ≤ n.
Proof. Consider the Ore set S, then S −1 R exist, and by the theorem 2.15 we can consider S −1 A. Let λ ∈ End(A), then λ(r) = r for all r ∈ R, so we find λ ∈ End(S −1 A),
Furthermore, ψ is injective, because S is not zero divisor in A, wherefore we consider A ֒→ S −1 A. Then, suppose that λ(
Next, There are at least three i, j, t such that λ(x i ), λ(x j ), λ(x t ) = 0, as S −1 A is a quasi-commutative general skew P BW extension of S −1 R, then by the Theorem 2.5, λ(x i ) = ai 1 x i for every 1 ≤ i ≤ n (a i := a ii ). Since ψ is injective, we conclude that a it = 0 for t = i, and therefore λ(x i ) = a i x i for every i = 1, . . . , n. ♦ Corollary 2.17. If A and λ ∈ End(A), in the situation of the Theorem 2.16, and λ is injective, then there are λ 1 , . . . , λ n ∈ R \ {0}, such that λ(x w ) = λ w x w para cada w = 1, . . . , n. (2.32)
In particular, if λ ∈ Aut(A) then λ has the form (2.32).
Corollary 2.18. If A is a skew P BW extension over left Ore domain R such that c ij , 1 ≤ i < j ≤ n, are independent in (S −1 R) * /N , and λ is a filtered endomorphism, such that if λ(x i ) = 0, λ(x i ) / ∈ F 0 (A) then there exists λ 01 , . . . , λ 0n , λ 1 , . . . , λ n ∈ R such that
(2.33)
In particular, if λ is injective, λ 1 , . . . , λ n ∈ R \ {0}. § 3. Skew quantum polynomials Definition 3.1 ([5] ). Let R be a ring with a fixed matrix of parameters Q := (q ij ) ∈ M at n (R), n ≥ 2, such that q ii = 1 = q ij q ji = q ji q ij for every 1 ≤ i, j ≤ n, and suppose also that it is given a system σ 1 , . . . , σ n of automorphisms of R. The ring of skew quantum polynomials over R, denoted by
r , x r+1 , . . . , x n ] or O Q,σ , is defined as following:
(
r , x r+1 , . . . , x n ] is a free left R−module with basis {x
The elements x 1 , . . . , x n satisfy the defining relations
r , x r+1 , . . . , x n ] can be viewed as a localization of a skew P BW extension. In fact, we have the quasi-commutative bijective skew P BW extension
then S is a multiplicative subset of A and
r , x r+1 , . . . , x n ]. We define N as the subgroup of the multiplicative group R * generated by [R * , R * ] and the elements form z −1 σ i (z) for z ∈ R * and i = 1, . . . , n. This subgroup is normal in R * and R * /N is abelian group. Proof. This is a particular case of the Theorem 2.5. ♦ Theorem 3.5. Suppose that λ ∈ End(O) and (1) for every λ(x i ) = 0, the leading and smallest terms are invertible, (2) there are at least three indices
Then there are elements λ 1 , . . . , λ n ∈ R and ǫ = ±1 such that λ 1 , . . . , λ r = 0 and
Proof. Similar to Theorem 1.12. ♦ Corollary 3.6. If λ(x r+1 ), . . . , λ(x n ) = 0, in the situation of the theorem 3.5, then λ is a automorphism of O. In particular every injective endomorphism of O is a automorphism.
3.2.
Automorphisms of quantum skew polynomial rings over Ore domains.
We consider O Q,σ y S := R \ {0}, where R is an Ore domain, we want to see that
r , x r+1 , . . . , x n ], where σ i : S −1 R −→ S −1 R is given by universal property of S −1 R.
Furthermore, as ψσ i is injective, then σ i is an injective endomorphism. Lets see that it is surjective too. Consider thereby terminating the proof. ♦ Theorem 3.8. Let O Q,σ be a skew quantum polynomials ring over a Ore domain R, such that q ij , 1 ≤ i < j ≤ n, are independent in (S −1 R) * /N . If λ ∈ End(O Q,σ ) and there are at least three indices i, j, u with λ(x i ), λ(x j ), λ(x u ) = 0, then there are λ 1 , . . . , λ n ∈ R such that λ(x w ) = λ w x ǫ w for w = 1, . . . , n and ǫ = ±1. Proof. If λ(x i ) = 0, then λ(x i ) = 0 (using the construction of λ), therefore, there are at lest three indices i, j, u such that λ(x i ), λ(x j ), λ(x u ) = 0.
