Abstract. Consider the solution of a boundary-value problem for steady linear elasticity in which the computational domain contains one or several holes with traction-free boundaries. The presence of holes in the material can be approximated using a weak material; that is, the relative density of material ρ is set to 0 < = ρ 1 in the hole region. The weak material approach is a standard technique in the so-called material distribution approach to topology optimization, in which the inhomogeneous relative density of material is designated as the design variable in order to optimize the spatial distribution of material. The use of a weak material ensures that the elasticity problem is uniquely solvable for each admissible value ρ ∈ [ , 1] of the design variable. A finiteelement approximation of the boundary-value problem in which the weak material approximation is used in the hole regions can be viewed as a nonconforming but convergent approximation of a version of the original problem in which the solution is continuously and elastically extended into the holes. The error in this approximation can be bounded by two terms that depend on . One term scales linearly with with a constant that is independent of the mesh size parameter h but that depends on the surface traction required to fit elastic material in the deformed holes. The other term scales like 1/2 times the finite-element approximation error inside the hole. The condition number of the weak material stiffness matrix scales like −1 , but the use of a suitable left preconditioner yields a matrix with a condition number that is bounded independently of . Moreover, the preconditioned matrix admits the limit value → 0, and the solution of corresponding system of equations yields in the limit a finite-element approximation of the continuously and elastically extended problem. 1. Introduction. Numerical design optimization has evolved into an increasingly useful tool that complements traditional methods in the engineering design of mechanical components. Such optimization can be carried out at various levels of generality. The most general case admits topological properties, such as the number of holes in the configuration, to vary during the optimization procedure; the term topology optimization is often used in order to highlight the generality. Perhaps the most common way of carrying out numerical topology optimization of linear elastic continua is through the material distribution method. In this method, the presence or absence of material is represented by an inhomogeneous relative density appearing in the coefficients of the elasticity equations, discretized on a fixed, typically uniform, mesh. This method has developed into something of a success story and is increasingly used in the design of advanced mechanical components, particularly in the automotive and aeronautical industries. For instance, three applications of topology optimization carried out on the Airbus A380 aircraft is estimated to have contributed to weight savings in the order of 1000 kg per aircraft [15] .
Introduction.
Numerical design optimization has evolved into an increasingly useful tool that complements traditional methods in the engineering design of mechanical components. Such optimization can be carried out at various levels of generality. The most general case admits topological properties, such as the number of holes in the configuration, to vary during the optimization procedure; the term topology optimization is often used in order to highlight the generality. Perhaps the most common way of carrying out numerical topology optimization of linear elastic continua is through the material distribution method. In this method, the presence or absence of material is represented by an inhomogeneous relative density appearing in the coefficients of the elasticity equations, discretized on a fixed, typically uniform, mesh. This method has developed into something of a success story and is increasingly used in the design of advanced mechanical components, particularly in the automotive and aeronautical industries. For instance, three applications of topology optimization carried out on the Airbus A380 aircraft is estimated to have contributed to weight savings in the order of 1000 kg per aircraft [15] .
The idea of finding the geometry of an object by numerically optimizing over a characteristic function goes back at least to the 1973 article by Céa, Gioan, and Michel [8] , which treated a scalar elliptic problem. For linear elasticity, numerical realizations of this idea was pursued in a seminal paper by Bendsøe and Kikuchi [3] , published in 1988. Bendsøe and Sigmund [4] provide a current comprehensive introduction to topology optimization techniques and applications, and Allaire [2] thoroughly covers the mathematical context from the viewpoint of homogenization theory.
As detailed in section 5, when using the standard variational form of the elasticity equations, a hole with traction-free boundary conditions can be created simply by removing the hole volume from the integration in the variational form. This approach corresponds to imposing a vanishing relative density of material in the hole region. Thus, a zero-or-one relative density of material can be used as a material indicator to specify presence and absence, respectively, of material with a traction-free boundary condition at the interface between material and nonmaterial (void).
However, the use of a binary, 0-1 material indicator is not practical for several reasons. First, this approach leads typically to a mathematical problem that is ill posed. Second, to enable the use of gradient-based optimization methods, it is preferable to allow the relative density to attain values in a continuum between zero and one and use penalty to force the density to attain "almost" binary values.
1 Third, in order to avoid a singular stiffness matrix in the regions of vanishing density and to make the problem solvable everywhere in the design domain, it is standard practice to use a small but nonzero relative density to approximate the void region, a strategy known as the weak material approximation.
The weak material approach is computationally convenient to employ when implementing the material distribution approach to topology optimization: the problem size becomes fixed independent of the shapes and number of holes in the domain, and the stiffness matrix will always be nonsingular. The folklore in the community as well as our own computational experience indicate that the approach in many cases "works fine," in the sense that the solution does not seem to be particularly sensitive to the value of the lower positive bound of the density, at least for the standard problem of so-called compliance minimization. Nevertheless, it is natural to ask for a more quantitative appraisal of the weak material approach.
Perhaps surprisingly, there is not much published analysis of the effect of the weak material approximation of void. The weak material approach can be viewed as an instance of a fictitious domain or domain embedding method, in which the computations are performed on a larger "fictitious" domain that embeds the domain of interest. Fictitious domain methods that essentially correspond to the weak material approach in topology optimization have been proposed and analyzed for scalar elliptic problems by Glowinski and Pan [10] , Glowinski et al. [11] , and Zhang [22] . Using a lower bound of > 0 for the relative density level, these articles prove O( 1/2 ) convergence rates in the context of a finite-element discretization [10, 11] , and an O( ) convergence rate without discretization [22] .
The problem of optimizing the layout of a network of truss elements is a discrete counterpart to the topology optimization problem for continuum elastic structures. The analogue to the weak material approach for truss structures is the use of truss elements with small but nonzero cross-sectional areas to approximate the complete removal of elements. In contrast to the elasticity case, the effects of the lower bound on cross-sectional areas for truss network optimization has been subject to quite extensive analysis [1] , [9, Appendix 2] , [14, Appendix 2] , [16, 18, 19, 20] . Our hope is that the analysis presented in this article will constitute a first step towards such an analysis also in the context of topology optimization for continuum elastic structures.
In the present article we show that a finite-element approximation of the linear elasticity equations using the weak material approximation of void can be viewed as a nonconforming, convergent approximation of an elastically extended version of the original problem. In the extended problem, the displacement field inside the holes are defined as the continuous elastic extension of the outside displacement field. Theorem 8.3 proves, for a fixed mesh size h, an O( 1/2 ) error bound for the weak material finite-element approximation, in accordance with previous results for scalar elliptic problems [10, 11] . Moreover, Theorem 8.3 also proves a stronger O( ) error bound in the limit h → 0, in accordance with the result of Zhang [22] for scalar elliptic problems. In addition, we show that the condition number of the stiffness matrix using the weak material approximation scales like −1 , which limits the usefulness of the convergence result above. However, we also show how the stiffness matrix can be preconditioned so that the condition number will be bounded independently of . Moreover, this preconditioned matrix admits the limit value → 0, and the corresponding solution then becomes the elastically extended solution mentioned above. 
Preliminaries. Let Ω be an open and bounded domain in
Remark 2.1. In this article, we suppress the measure symbol (such as dx) in all integrals. The kind of measure used in the integrals will be clear from the domain of integration.
The trace operator is a bounded linear operator from H 1 (Ω) to H 1/2 (∂Ω) [21, Thm. 8.7] ; that is, there is a constant C such that 
Expressions (2.3) and (2.4) imply that
for the same C as in inequality (2.3). The trace γ Γ on a measurable open subset Γ ⊂ ∂Ω of the boundary is defined by restricting the range of γ and the domain of integration in (2.1). Inequality (2.2) then yields the bound
for the same constant C as in trace inequality (2.2). We will not need to employ right inverses of the partial trace γ Γ . The notation λ, g 1/2,∂Ω will be used for a bounded linear functional λ operating on g ∈ H 1/2 (∂Ω). The space of bounded linear functionals on H 1/2 (∂Ω) is denoted by H −1/2 (∂Ω) and is equipped with the induced norm
Vectors (in the sense of first-order tensors) in R d will be denoted by boldface italic letter, u, v, and their Cartesian components by u i , v i , i = 1, . . . , d. The space of vector-valued functions in which each component is in a Sobolev space X will be denoted by X. Moreover, the action of any of the above-defined operators associated with boundary traces (γ, γ Γ , γ * , X) on vector-valued functions is defined through its action on each component, and we will not distinguish with symbols the cases when these operators act on scalar-versus vector-valued functions.
3. The elasticity problem in differential form. We consider a case, schematically illustrated in Figure 3 .1, in which the ground structureΩ is an open, bounded, and simply connected point set in R d , d = 2 or 3. We introduce a hole ω ⊂Ω (strict inclusion), which also is an open and simply connected point set. We wish to solve a boundary-value problem for linear elasticity on the nonsimply connected domain Ω =Ω \ ω using traction-free boundary conditions at the hole boundaries, whereas the rest of the boundary is partially fixed and partially subject to a prespecified traction. The generated domain Ω will be connected due to the strict inclusion of ω in Ω, and we assume that the boundary of Ω is Lipschitz. Everything below can be generalized to a setup with multiple holes, such as the domain illustrated in Figure 3 .2, but in order to keep the notation simple and to clearly expose the ideas, we restrict the attention to the simpler case of the stress tensor field. In a loading case like the one illustrated in Figure 3 .1, the equilibrium state of the elastic body is governed by the equations (3.1)
where t is the applied surface traction on the structure. Thus, the surface traction is zero on the boundary of the hole, but it may be nonzero on part of the rest of the boundary. We assume that the portion of the boundary Γ c where the structure is clamped carries a positive
Under the assumptions of linear elasticity, the stress tensor and the displacement field are related through Hooke's law,
or in Cartesian components, using Einstein's summation convention,
where E is the fourth-order elasticity tensor, satisfying standard conditions on symmetry and positive definiteness (as discussed, for instance, by Gurtin [13, sect. 29]):
If the material is inhomogeneous, we require that E ijkl ∈ L ∞ (Ω) and that conditions (3.5) are satisfied uniformly almost everywhere inΩ. Note that the elasticity tensor is assumed to be defined, bounded, and satisfying conditions (3.5) also in the hole region ω! Remark 3.1. The exact structure of E, which is not important for the discussion here, depends on the constitutive properties of the material in question. In the simplest case, a homogeneous and isotropic elastic material, the action of the elasticity tensor can be written
or, in Cartesian components,
where δ ij are the components of the identity matrix and λ, μ the constant Lamé coefficients of the material. Substituting Hooke's law (3.3) into the balance equations (3.1), we arrive at the boundary-value problem (3.8)
4. The standard variational formulation. Weak solutions to problem (3.8) are defined using the following standard variational formulation:
and where γ Γc denotes the trace operator from (i) There is a C 1 > 0, depending on Ω and Γ c , such that
(ii) There is a constant C 2 such that
(iii) There is a constant C 3 such that
The coercivity property (i) follows from positivity assumption (3.5) together with Korn's 2nd inequality [6, Thm. 3.3] ; assumption (3.2) is necessary for the latter to hold. The boundedness property (ii) is a consequence of the boundedness of the components of the elasticity tensor. The boundedness (iii) of the right-side linear form follows from boundedness of the trace operator on Γ t . The value of constant C 3 depends on the surface traction t, which we assume to be a given function in
(although more general surface tractions in the direction of the discussion in section 7 could also have been specified).
The weak material approximation. Using the "material indicator" function
variational form (4.1) can be written as a problem on the larger ground structureΩ:
and where here γ Γc denotes the trace operator from
is a "fictitious-domain" (or "domain embedding") formulation; that is, the problem is defined on the fixed domainΩ, and the presence of holes in the structure are represented by a vanishing material indicator ρ. In the discrete case, this formulation typically leads to a voxel-or pixel-based representation of the geometry, where each finite element is marked either as an element of material (ρ = 1) or an element of void (ρ = 0). In the material distribution approach to topology optimization, the material indicator function may be used as a design variable. For more details about the many issues that appear when using ρ in the context of topology optimization, we refer to the book by Bendsøe and Sigmund [4] . Downloaded 12/05/12 to 130.239.76.122. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Unfortunately, the material indicator in equation (5.2) leaves the solution u undefined inside the hole. A cure for this problem, which is routinely applied when performing topology optimization [4, sect. 1.2.1], is to let ρ ∈ { , 1 }, with 0 < 1.
4
Parameter ρ can be interpreted as a relative density, which means that the hole region is approximated with a region filled with a very weak material. In the two-dimensional case of plane stress, parameter ρ can also be interpreted as the relative thickness of a material plate; that is, the hole is approximated with a vanishingly thin sheet of material. Thus, using the weak material fictitious domain method, variational problem (4.1) is approximated by the following problem:
(Note that we assumed that the elasticity tensor E is well defined and satisfies properties (3.5) also inside ω.) Using definitions
we may compactly write problem (5.4) as follows:
The well-posedness of problem (5.6) is shown analogously as for problem (4.1). Boundedness of a follows from boundedness of the elasticity tensor onΩ and the CauchySchwarz inequality; thus, there is a constant C such that
We will also need the following coercivity estimate.
Proof. First note that the elasticity bilinear form is coercive on H 1 (Ω) as well as on H 1 (Ω); that is, there are constants C Ω , CΩ > 0 such that
For eachv ∈V and for ∈ [0, 1/2], it holds that (5.10)
Lemma 5.1 implies coercivity in H 1 (Ω) for all functions inV as long as > 0. Very small values of can be a source of ill-conditioning, as discussed in section 9. Lemma 5.1 also implies that for ∈ (0, 1/2], the bilinear form (5.5a) defines an inner product on X × X, where X is any closed subspace ofV , and we use the notation
for the corresponding induced norm. The Cauchy-Schwarz inequality for a on X ×X yields the characterization
which will be used in the error analysis below. For a finite-element discretization of problem (5.6), we introduce a family of tri-
, is bounded by h diam Ω. We assume that the family is nondegenerate; that is, for each element in a mesh, the quotient between the diameter of the largest ball inscribed in the element and the element diameter is uniformly, with respect to h ∈ (0, 1], bounded away from zero [7, Def. 4.4.13] . In order to avoid complications associated with domain approximations, we assume that Ω is polyhedral and Lipschitz and that the hole boundaries agrees with the element boundaries; that is, for each K ∈T h , it holds that either K ⊂ Ω or K ⊂ ω. The results we achieve under this assumption, such as the relation to the elastic extension, as detailed below, constitute a basis for a treatment of the general nonaligned mesh case, which we refrain from treating in order to keep the presentation at a reasonable length. Associated with triangulationT h , we introduce a finite-element subspaceŝ V h ⊂ H 1 (Ω) for each component of the vector-valued functions inV h . We assume Lagrangian elements (of arbitrary order p), which means that we may expand each functionv h ∈V h in the standard Lagrangian basis,
where v i =v h (x i ), the value ofv h at nodal point x i ∈Ω; φ i is the corresponding Lagrangian basis function; and N h (σ) denotes the set of nodal indices occurring in point set σ ⊂Ω. Functions inV h satisfy the following standard approximation properties [7, Thm. 4.4.20] : for σ being either ω or Ω, there is a constant C such that, for 0 ≤ s ≤ p, 
The question for the rest of this article is to quantify the error u−û h | Ω , the conditioning of the linear system associated with problem (5.15), and strategies to precondition the corresponding matrix. Numerical experience indicates that the artificial solution u h | ω is well defined as → 0. We will show that u h | ω in fact approximates a relevant quantity, namely, the continuous elastic extension of u into ω, a quantity that also will appear in the estimate of u −û h | Ω .
The continuous elastic extension.
Given the solution u to problem (3.8), we define the continuous elastic extension of u into ω as the solution u ω to the pure displacement problem
or, in variational form,
Well-posedness of problem (6.2) follows, again, from the Lax-Milgram lemma, along the same lines as discussed in section 4, together with the trace theorem on ∂ω from ω and Ω, respectively. Now we may define a compound objectû ∈V as
However, instead of definingû as in expression (6.3)-through consecutive solutions of variational problems (4.1) and (6.2)-it will turn out to be more illuminating in this context to introduce a unified, single variational form forû. For this, letû be defined as above, choose α > 0 arbitrarily, and sum equations (4.1) and (6.2) to find thatû ∈V satisfies
Collecting the test functions in expression (6.4) into a space of functions onΩ,
and utilizing previous definitions (5.5), we arrive at the following unified variational problem: Note that the continuity ofû at the hole boundaries, explicitly enforced in the formulation (6.2), is implicit in variational formulation (6.6) through to the definition of the trial spaceV . We have thus arrived at the following equivalence property.
Theorem 6.1.û ∈ V solves problems (4.1) and (6.2) if and only ifû solves problem (6.6).
Proof. The derivation above shows that ifû solves problems (4.1) and (6.2) thenû satisfies variational expression (6.6). For the reverse implication, assume that u ∈V solves problem (6.6). Selecting in variational expression (6.6) test functionŝ v ∈Ŵ with support first solely in Ω and then solely in ω, we recover variational expressions (4.1) and (6.2). Sinceû ∈ H 1 (Ω), the trace theorem for H 1 (Ω) functions on Lipschitz domains [21, Thm. 8.7] yields continuity forû at ∂ω. We thus find that u satisfies the essential boundary condition in problem (6.2).
Note that problem (6.6) involves the same bilinear form as in the weak material problem (5.15), which means that the weak material problem (5.15) can be interpreted as a nonconforming approximation of problem (6.6); it is nonconforming since the space of discrete test functionsV h in problem (5.15) is not a subspace ofŴ , the space of test function in problem (6.6). Nevertheless, we will show in Theorem 8.3 below that the solutionû h to problem (5.15) continuously approaches the solution of the extended problem (6.6) as h, → 0.
Moreover, Theorem 9.3 below shows that an appropriately preconditioned version of the weak material finite-element problem (5.15) admits the limit value = 0 without generating a singular stiffness matrix, and that this preconditioned version with = 0 yields a finite-element approximation of the extended problem (6.6). This limit finiteelement approximation involves a discrete subspace ofŴ that can be constructed by projections of the basis functions φ i ∈V h h . We define the spaceŴ h as the linear span over all i ∈ N h (Ω) of the basis functionsφ i , given by
where χ Ω is the characteristic functions on Ω. We then defineŴ h =Ŵ d h ⊂Ŵ and arrive at the following finite-element approximation of the extended problem (6.6):
Surface tractions on ∂ω.
The extended displacement fieldû, defined either through expression (6.3) or, equivalently, as the solution to problem (6.6), is continuous at ∂ω. However, the corresponding surface traction will in general exhibit a jump discontinuity at ∂ω: the surface traction vanishes when approaching ∂ω from the inside of Ω, due to the boundary condition of problem (3.8), but will generally be nonzero when approaching from the inside of ω, due to the required displacement condition on ∂ω in problem (6.1). We will derive a variational expression for the surface traction from the inside, an expression that naturally will appear in the error analysis in section 8.
First assume that the boundary displacement data is smooth enough so that the solution to problem (6.2) satisfies u ω ∈ H 2 (ω). Boundary-value problem (6.1) is then satisfied in a strong sense. Let n denote the normal vector field on ∂ω, outwarddirected with respect to ω. The d-vector defined through 
where the second term in the expression after the second equality vanishes due to equation (6.1). Thus, if u ω ∈ H 2 (ω) solves equation (6.2), then the surface traction vector λ(u ω ) satisfies
The above derivation of variational expression (7.3) required "full elliptic regularity," that is, that u ω ∈ H 2 (ω). However, the right side of expression (7.3) is well defined for all weak solutions, also if it would merely hold that u ω ∈ H 1 (ω). As we will see, this fact allows us to define surface tractions as a linear functional on the trace space H 1/2 (∂ω) for each weak solution u ω ∈ H 1 (ω). To do so, we start by defining a bounded linear functional associated with the right side of expression (7.3).
Lemma 7.1. For each u ∈ H 1 (ω), the mapping λ(u) :
by its action on g ∈ H 1/2 (∂ω) through Proof. The linearity is immediate. Let g ∈ H 1/2 (∂ω) be given. The boundedness then follows from
where the first inequality follows from the boundedness property (4.4), the second from property (2.4), and where C u = u 1,ω . Using Lemma 7.1, we may introduce the weak surface traction as an element in 
, which yields that
where the second equality follows from equation (6.2) with v = Ψ − XγΨ and the third equality from definition (7.4). Thus, to summarize, the surface traction on ∂ω, generated by the continuous elastic extension inside the hole region ω, satisfies expression (7.6), and the linear functional has the integral representation (7.3) for elastic extensions that are smooth enough.
Error analysis.
A useful tool in the error analysis will be a projector P h on V h that causes functions inV h to vanish at each finite-element node that is located strictly interior in ω but otherwise leaves the function unchanged. For Lagrangian elements, the action of P h is accomplished by restricting expansion (5.13) to the nonhole region Ω, Note that the support extends into the first layer of triangles in the hole region ω. Operator P h is constructed in order to fulfill properties For v h ∈ V h , we define P h v h by the action of P h on each component of v h . Problem (5.15) constitutes a nonconforming approximation of problem (6.6) sincê V h ⊂Ŵ , so the first step in the error analysis is to estimate the consistency error.
Lemma 8.1. The solutionsû andû h to equations (6.6) and (5.15) satisfy
where u ω =û| ω . Proof. Given anyv h ∈V h , we may use properties (8.2) to construct a function w h ∈Ŵ by
We note that
by definition (5.5b) and property (8.2) . The solutionû to equation (6.6) satisfies
where the third equality follows from definitions (5.5a) and (8.4), the fourth from equation (6.6) and from property (8. 
Proof. Denote byγ ∂ω : H 1 (Ω) → H 1/2 (∂ω) and γ ∂ω : H 1 (ω) → H 1/2 (∂ω) the trace maps on ∂ω from Ω and ω, respectively. Note that forŵ ∈ H 1 (Ω),γ ∂ωŵ | Ω = γ ∂ωŵ | ω . Letting 0 =ŵ h ∈V h be given arbitrarily, it holds that
where C is the constant of trace inequality (2.6) applied onγ ∂ω , and where the last inequality follows from definitions (5.5a) and (5.11). Lemma 8.1, inequality (8.8), and definition (2.7) imply that
from which the conclusion follows.
We are now ready to estimate the error associated with finite-element solution when the weak-material approximation is employed. The maximal values of s and s in estimate (8.10) are case dependent and depend on the regularity of u and u ω , respectively. 
where u is the solution to problem (4.1), u ω is the continuous elastic extension of u into ω, defined in equation (6.2) , and λ(u ω ) is the surface traction on ∂ω according to Definition 7.2.
Proof. Let C 1 be the square root of the coercivity constant in Lemma 5.1, C 2 the constant of Lemma 8.2, and C 3 the constant of inequality (5.7). For eachv h ∈V h , it holds that
Now we choosev h | Ω andv h | ω as the nodal interpolant ofû| Ω = u andû| ω = u ω , respectively. (Note the interpolated functions coincide on ∂ω since the solution is Downloaded 12/05/12 to 130.239.76.122. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php continuous on ∂ω.) The conclusion, with C = min{ C 1 /(2C 3 ), C 1 /C 2 }, then follows by interpolation estimate (5.14).
The error bound (8.10) approaches in the limit → 0 the error bound for a finiteelement approximation of the standard variational problem (4.1). Thus, the smaller the , the less the error will be from the weak material approximation. However, the condition number of the stiffness matrix will grow as is decreased, as quantified in the next section.
9. Conditioning of the linear system. Recall that each function v h in the scalar finite-element spaceV h can be expanded, as in expression (5.13), in the standard Lagrangian basis φ i , i = 1, . . . , N , where N is the number of nodes inΩ. We construct a vector basis ofV h from the scalar basis φ i through expression
where e k are unit Cartesian basis vectors in R d . Any function v h ∈V h may then be expanded in the basis (9.1):
T the column vector (the dN -by-1 matrix) of the nodal values of v h in expansion (9.2). We choose a numbering of the nodes so that v may be partitioned as
that is, into groups of nodal values located in Ω, Γ, and ω, respectively. Denote by N Ω , N Γ , and N ω the lengths of column vectors v Ω , v Γ , and v ω , respectively. Let e i , i = 1, . . . , dN , denote the ith column of the dN -by-dN identity matrix. Finite-element problem (5.15) gives rise to a dN -by-dN stiffness matrix A defined by
Thus, for eachv h ,û h ∈V h and for column vectors v, u that contain corresponding nodal values, it holds that
We will estimate the spectral condition number κ(A ), that is, the quotient of the largest and smallest eigenvalues of A . Since the matrix is symmetric, these eigenvalues can be estimated through upper and lower bounds of the associated quadratic form v T A v for unit-norm column vectors v. Such bounds require additional assumptions on the mesh. Here we make the standard assumption that the mesh family is quasi-uniform, that is, that max K∈T h h/ρ K , where ρ K is the largest ball contained in K, is uniformly bounded for h ∈ 
where the bars |·| denote the two-norm of column vectors. Moreover, for quasi-uniform mesh families the following inverse estimates also hold [7, Thm. 4.5.11] : there is a constant C I such that for h ∈ (0, 1],
. Now we may estimate the stiffness matrix quadratic form as follows.
Lemma 9.1. Assuming that the mesh family associated with finite-element problem (5.15) is quasi uniform, there are μ 1 , μ 2 > 0 such that the corresponding system matrix A satisfies
for any column vector v with the partitioning (9.3) and for
Proof. Letv h ∈V , and let v be the corresponding column vector of nodal values. By property (9.5) and definition (5.5a), we have (9.9)
where the first inequality follows from continuity property (4.4), the second from inverse estimates (9.7), and the third from equivalence property (9.6). On the other hand, we have (9.10)
where the first inequality follows from Lemma 5.1 and the third from equivalence property (9.6). Together, inequalities (9.9) and (9.10) yield the claim with μ 1 = CC l and μ 2 = C 2 C I C u . The estimates of Lemma 9.1 suggest the introduction of the diagonal scaling matrix
that is, the first N Ω diagonal elements of D are unity, the next N Γ elements are 1 + , and the last N ω elements are . Using this scaling matrix, we may write 
where D is the scaling matrix defined in expression ( Thus, the quotient between upper and lower bounds of ψ yields an estimate of the spectral condition number M −1 A. By its definition in expression (9.11), scaling matrix D satisfies
for each column vector v and for ∈ (0, 1/2]. Lemma 9.1, expression (9.12), and the bounds (9.16) yield that there are μ 1 , μ 2 > 0 such that
for each v, from which we conclude that, for each nonzero v,
The conclusion, with C = μ 2 /μ 1 , then follows from the max/min principle for eigenvalues discussed above.
Recall that Theorem 8.3 shows that the numerical solution u h , obtained using stiffness matrix A , approaches the exact solution u as h, → 0. Theorem 9.2 shows, however, that the convergence as → 0 is thwarted by increasing ill conditioning of A , which is not surprising, since the equations associated with nodes inside ω vanish as → 0. A perhaps more surprising result of Theorem 9.2 is that the dependency on in the condition number disappears when using the preconditioned stiffness matrix
In fact, the limit problem is also well defined, as we now show. Theorem 9.3. The limit as → 0 of the preconditioned stiffness matrixÃ in expression (9.19 ) is the stiffness matrix of the elastically extended finite-element problem (6.8) with α = 1.
Proof. Let > 0. (9.20) and by definition (9.11), we see that that the element of the preconditioned matrix can be written
where the second equalities on the right side follow from the fact that the support of φ i is contained in Ω and ω for i in N (Ω) and N (ω), respectively. For i = 1, . . . , dN , define the basis functionsφ i by
where χ Ω and χ ω are the characteristic functions on Ω and ω. Using definition (9.22), expression (9.21) can be written
We notice thatφ i and thus the right side of (9.23) are well defined also for = 0, sõ A is thus well defined in the limit → 0. Moreover, by comparing the expression for φ i with basis functionsφ i defined in expression (6.7), we note thatφ 0 i =φ i , and thus that lim →0Ã yields the stiffness matrix of the extended finite element problem (6.8) with α = 1.
Remark 9.4. The h −2 condition number bound of D −1 A in Theorem 9.2 is the expected conditioning of a matrix associated with a finite-element discretization of second-order elliptic boundary-value problems.
Numerical experiments.
To affirm the error estimate in Theorem 8.3 and the condition number bounds in Theorem 9.2, we perform numerical experiments by assuming that the domain with two holes shown in Figure 10 .1 is filled with a homogeneous and isotropic material in a state of plane strain. The values ν = 0.29 and E = 1 are used for Poisson's ratio and Young's modulus, respectively. Moreover, the traction t = (0, −1)
T is applied to the right boundary. We solve problem (4.1)
on the fine triangulation shown in Figure 10 .1 using P 3 Lagrangian elements, and we denote its solution with u ref . Note that no weak material approximation is used when computing the solution u ref .
To solve the approximated weak material problem (5.4), stiffness matrices Ω ∇φ i · E∇φ j and ω ∇φ i · E∇φ j are computed by FreeFem++ (http://www.freefem.org/ff++/) using P 1 Lagrangian elements and imported into GNU Octave, in which both the preconditioned and unpreconditioned problems are solved. The preconditioned problem is the one used when performing the errorestimate experiments. Mesh I is depicted in Figure 10 .2. We note that the error is not very sensitive to the value of , a conclusion that is in line with the experience of topology optimization practitioners, as noted in the introduction. The behavior of the error is consistent with the estimate of Theorem 8.3. For large , the error is dominated by the presence of the weak material and is independent of h. For ≤ 10 −4 , the error is dominated by the approximation error term O(h) associated with P 1 elements. In the region 10 −2 ≤ ≤ 10 −3 , the slope of the error curve in Figure 10 .3 depends on the mesh in a manner consistent with the presence of two terms O(h 1/2 ) + O( ) as in the bound of Theorem 8.3. For the finest mesh, the slope approaches O( ), whereas for the cruder mesh, the slope is less steep. Our experiments thus confirm a coupling between the finite-element and weak material errors of the type proven in Theorem 8.3, and we conclude that in order to avoid dominance of the O( 1/2 ) term, sufficiently fine meshes have to be used. crosses indicate experiments using the preconditioner. We see that the condition number of matrix A grows inversely proportional to . Matrix A 0 is not admissible since the solution inside the holes becomes undetermined. However, as also shown in Theorems 9.2 and 9.3, we see that the condition number ofÃ is bounded independent of , and thatÃ 0 def = lim →0Ã is admissible with the bounded condition numbers shown on the κ-axis in Figure 10 .4. As can be seen from Figures 10.3 and 10 .4, in order to obtain a solution in which the effect of the weak material approximation is overshadowed by the finite-element error, the weak material parameter has to be less than 10 −4 , which in the absence of the preconditioner results in a ill-conditioned coefficient matrix A .
