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В статье рассмотрены методы реконструкции ключей криптоалгоритмов с помощью анализа ди-
намики потребляемой мощности. Проведен анализ существующих программных контрмер для таких 
видов атак. Предложен новый способ противодействия анализу динамики потребляемой мощности, 
основанный  на организации псевдопараллельной обработки блоков в режиме разделения времени. 
Способ отличается  стохастическим переключением между обрабатываемыми блоками для обеспе-
чения случайной временной локализации этапов обработки, что значительно снижает эффективность 
реконструкции ключа с помощью анализа динамики потребляемой мощности. Предложенный способ 
реализован для алгоритма ГОСТ 28.147-89. При этом падение производительности меньше, чем при 
использовании других способов противодействия анализу динамики потребляемой мощности. 
   
The article studies power analysis key reconstruction methods for cryptographic algorithms. The analysis 
of existing software countermeasures for such types of attacks was done. A new power analysis obstruction 
method was proposed. It is based on pseudo parallel data processing in time sharing mode. The method is 
characterized by a stochastic switching between proceeding blocks of data for random time location of block 
processing stages. It  significantly reduces effectiveness of the power analysis key reconstruction methods. 
Proposed method was implemented in software implementation of GOST 28.147-89 cryptographic algo-
rithm. Decrease in performance of such modified implementation is less then via using other power analysis 
obstruction methods. 
 
Введение  
Рост интеграции информационных ресур-
сов на основе компьютерных технологий к 
началу 21-го века стал одним из решающих 
факторов поступательного развития всех 
сфер деятельности современного общества. 
Оборотной стороной расширения инфор-
мационной интеграции является увеличение 
числа угроз нарушения конфиденциальности 
и безопасности  данных. Для нейтрализации 
этих угроз широко  используются системы 
защиты информации, в основе большинства 
из которых лежат криптографические алго-
ритмы. Современные алгоритмы криптогра-
фической защиты являются полностью 
открытыми (закрытым элементом является 
только ключ) и базируются на аналитически 
неразрешимых математических задачах. 
Соответственно, в большинстве случаев, для 
нарушения защиты данных необходимо 
узнать ключ. 
Традиционно, для нарушения защиты – то 
есть реконструкции ключа используется 
перебор возможных его значений, при этом, 
для уменьшения объема перебора исполь-
зуются алгебраические свойства крипто-
графических алгоритмов. Такие технологии 
нарушения защиты анализируют лишь мате-
матические аспекты алгоритма, абстра-
гируясь от вычислительной платформы, на 
которой реализуется система защиты 
данных. 
В последнее десятилетие появились и 
активно развиваются новые технологии 
получения несанкционированного доступа к 
ключевой информации криптографических 
алгоритмов. Эти технологии базируются на 
получении информации о ключе крипто-
графического алгоритма посредством 
анализа параметров технической реализации 
на конкретной вычислительной платформе. 
В литературе [1] такие технологии 
получения незаконного доступа к ключу 
алгоритмов защиты информации получили 
название атак по сторонним каналам. В 
отличии от традиционных методов, атаки по 
сторонним каналам учитывают особенности 
конкретной аппаратной реализации крипто-
системы, а не только математического 
алгоритма, используемого в ней. Такое 
сужение специализации позволяет таким ата-
кам достигать значительно более высокой 
эффективности при работе с конкретной 
криптографической системой [1]. 
Наиболее распространенной технологией 
реконструкции ключа алгоритма по 
параметрам его технической реализации 
является  измерение и анализ динамики 
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потребления мощности (АДПМ) вычис-
лительным устройством, на котором 
выполняется алгоритм.  
Для эффективного применения АДПМ 
важным является то, чтобы на устройстве 
реализовался только один вычислительный 
процесс. Это условие выполняется для 
микроконтроллеров, встроенных микропро-
цессоров и смарт-карт.  Именно эти вычис-
лительные устройства являются основными 
объектами для применения методов 
реконструкции ключей криптографических 
алгоритмов с помощью АДПМ.  
Учитывая, расширяющееся использование 
указанного класса вычислительных 
устройств в современных информационных 
технологиях, задача создания эффективных 
средств противодействия  широкое 
несанкционированного доступа к ключам 
защиты посредством АДПМ является 
актуальной и важной. 
 
Технологии реконструкции ключей на 
основе АДПМ и анализ  методов 
противодействия 
Впервые метод реконструкции ключей 
криптографических алгоритмов  с использо-
ванием АДПМ был  предложен  Полом 
Кочером [2] и получил широкое распро-
странение благодаря комбинации таких 
факторов, как высокая эффективность, 
низкая стоимость и невозможность обна-
ружения системой защиты информации того, 
что она стала объектом атаки (ввиду 
пассивности и неинвазивности). АДПМ 
базируется на различии в потребляемой 
мощности устройством при выполнении 
одних команд на различных данных. В 
основе большинства известных технологий 
реконструкции ключей криптографических 
алгоритмов с использованием АДПМ лежит 
модель утечки, называемая ”моделью 
Хеммингового веса” (Hamming weight model) 
[1]. Согласно этой модели, потребляемая 
мощность S (сигнал утечки)
 
 в момент 
обработки кода D
 
 определяется следующим 
образом: 
ηβδ +⋅+= )(DHS  (1) 
где δ – постоянное смещение, β
 
- действи-
тельное число, H(X) – Хеммингов вес кода X, 
η
 –
 шум с математическим ожиданием 0 и 
среднеквадратичным отклонением σ. 
Согласно этой модели потребление мощ-
ности пропорционально числу единиц в об-
рабатываемых данных (Хэммингов вес).  
Приведенная модель - наиболее простая. 
существуют и другие модели описания 
зависимости мгновенного значения 
потребляемой мощности от обрабатываемого 
кода. Так на практике часто используется 
“модель дифференциала Хеммингова веса”, 
согласно которой мгновенное значение 
потребляемой мощности пропорционально 
числу изменяемых при обработке разрядов 
кода.  Ясно, что степень адекватности той 
или иной модели существенным образом 
зависит от используемой при изготовлении 
микроконтроллера интегральной технологии. 
Поэтому оправданным представляется 
создание модели утечки для каждого  
конкретного типа микроконтроллера.    
На сегодняшний день существует ряд ме-
тодов использования АДПМ для реконструк-
ции ключей криптографических алгоритмов. 
Эти методы разделяются на две группы [3]: 
- простой АДПМ (SPA- Simple Power 
Analysis) и его развитие - профильный 
АДПМ (Profiling Analysis) основаны не непо-
средственном сопоставлении динамики по-
требления мощности с командами обрабаты-
ваемого  криптографического алгоритма; в 
большинстве случаев простой АПМД позво-
ляет установить последовательность выпол-
нения команд и если она зависит от битов 
ключевого кода – восстановить его.    
- дифференциальный АДПМ или Д-
АДПМ (DPA - Differential Power Analysis) и 
его развитие Д-АДПМ высоких порядков 
(HO-DPA - High Order Differential Power 
Analysis), основанные на статистическом 
анализе данных о динамике потребления 
мощности для ряда вычислений алгоритма 
при меняющихся данных и постоянном клю-
че.  
Для противодействия методам реконст-
рукции ключей криптографических алгорит-
мов с помощью АДПМ используют про-
граммные и аппаратные способы. Суть аппа-
ратных способов заключается в том, чтобы 
сделать неотличимой разницу в потреб-
ляемой мощности для различных данных пу-
тем использования специальных схемных 
решений, таких как балансные схемы или 
шумящие схемные компоненты [2]. 
Существующие к настоящему времени 
программные средства противодействия ре-
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конструкции ключей АДПМ-технологиями 
основаны на использовании случайных и 
псевдослучайных элементов при реализации 
алгоритмов криптографической защиты. Ба-
зовыми критериями эффективности средств 
противодействия АДПМ-технологиями яв-
ляются достигаемый ими уровень защищен-
ности и объем дополнительно затрачивае-
мых вычислительных ресурсов. Последнее 
особенно важно с учетом того, что вычисле-
ния производятся на малоразрядных микро-
контроллерах и смарт-картах, обладающих 
низкой производительностью и ограничен-
ными ресурсами памяти. Для оценки дости-
гаемого уровня защищенности от АДПМ-
технологий в большинстве случаев исполь-
зуют упомянутые выше модели зависимости 
потребляемой мощности от обрабатываемого 
кода.   
Основными направлениями при создании 
программных средств противодействия 
АДПМ-технологиям  являются: 
• маскирование – наложение на обрабаты-
ваемые данные и ключи случайных ком-
понент перед обработкой и выполнение 
специальных вычислений для получения 
истинного результата – “снятие маски” 
после обработки. Маскирование приме-
няют, преимущественно, для защиты 
ключей симметричных блоковых алгорит-
мов, таких как DES, Rijndael, ГОСТ 
28.147-89 [5], в которых используются от-
носительно простые операции. Сущест-
венным недостатком маскирования явля-
ется возможность исключения влияния 
случайных масок путем специальной ста-
тистической обработки;     
• случайное изменение порядка выполнения 
независимых по данным команд алгорит-
ма (полиморфная реализация), что за-
трудняет сопоставление участков про-
граммы диаграмме потребляемой мощно-
сти. Полиморфная реализация алгоритма 
является эффективным средством проти-
водействия простому АДПМ и наиболее 
часто используется для защиты ключей 
алгоритмов на основе мультипликативных 
операций модулярной арифметики – RSA, 
DSA, El-Gamal. Недостатком полиморф-
ной реализации алгоритмов является не-
обходимость значительных вычислитель-
ных ресурсах, требующихся для анализа 
зависимости по данным команд и реали-
зации случайного их выполнения. Это 
существенно замедляет реализацию алго-
ритмов криптографической защиты дан-
ных на микроконтроллерах; 
• разделение ключей, используемых  в алго-
ритмах на несколько частей случайным 
образом с последующей раздельной их 
обработкой и компоновкой результата. 
Подход эффективен только для алгорит-
мов типа DES, IDEA, в которых исполь-
зуются только логические операции. Не-
достатком является также необходимость 
не менее, чем двукратном увеличении 
времени реализации криптографического 
алгоритма. 
• случайное перемешивание выполнения 
операций над реальными и фиктивными 
данными; действенность подхода зависит 
от эффективности средств генерации фик-
тивных команд и данных ими обрабаты-
ваемых; 
• использование сбалансированных кодов с 
постоянным числом единиц.   
Указанные подходы могут использоваться 
как отдельно, так и комбинированно. 
Эффективность этих способов в значи-
тельной степени зависит от вида АДПМ в 
используемом методе реконструкции клю-
чей. Так, например, маскирование неэффек-
тивно против Д-АДПМ высоких порядков, 
если порядок анализа выше числа масок. Для 
обхода перемешивания используются инте-
гральные модификации различных видов 
АДПМ. Общим недостатком рассматривае-
мых программных способов противодейст-
вия АДПМ-методам является снижение про-
изводительности криптографического алго-
ритма пропорционально числу масок при 
маскировании, либо фиктивных переменных 
при перемешивании. 
Проведенный анализ показал, что наибо-
лее действенным, с точки зрения достигае-
мого уровня защищенности от АДПМ, явля-
ется динамичная модификация программной 
реализации криптографического алгоритма 
во время выполнения (полиморфизм кода). 
При этом последовательность команд для 
реализации криптографического алгоритма 
каждый раз будет различной, как и динамика 
потребления мощности. Это позволяет про-
тиводействовать как профильному АДПМ, 
так и различным Д-АДПМ (в том числе вы-
соких порядков). При этом, эффективность 
применения такого механизма определяется 
общим числом возможных модификаций ко-
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да и величиной разницы временной локали-
зации этапов обработки данных для различ-
ных модификаций. 
Эффективность полиморфной реализации 
существенно ограничивается зависимостью 
команд по данных в большинстве криптогра-
фических алгоритмов, а также от степени 
ветвления алгоритма. Очевидно, что наибо-
лее эффективно использование полиморфиз-
ма для реализации маловетвящихся алгорит-
мов, к числу которых относятся  блоковые 
алгоритмы шифрования, такие как ГОСТ 
28.147-89, DES, IDEA, Rijndael.  
Целью исследований является повышение 
эффективности защиты от АДПМ-
технологий в рамках полиморфной реалии-
зации криптографических алгоритмов блоч-
ного типа за счет  увеличения временного 
диапазона выполнения его операций. 
 
Способ организации  
псевдопараллельной обработки блоков  
в криптографических алгоритмах 
В качестве способа организации поли-
морфного исполнения для блочных крипто-
графических алгоритмов предлагается ис-
пользовать одновременную псевдопарал-
лельную, в режиме разделения времени, об-
работку нескольких блоков данных. 
Блочные алгоритмы состоят из k циклов 
обработки данных Ri(D,Ki), i=1..k, в каждом 
из которых производится некоторое преоб-
разование блока D данных с участием ключа 
Ki. В зависимости от типа блочного шифра 
цикл обработки может рассматриваться как 
некоторая макрооперация для сети Фейстеля 
либо последовательность макроопераций для 
SP-сети. В любом случае для преобразования 
блока данных выполняется конечная после-
довательность P таких макроопераций, дли-
на K которой равна  (сеть Фейстеля) либо 
кратна (SP-сеть) числу k циклов обработки 
данных. 
Для противодействия АДПМ необходимо 
реализовать полиморфное исполнение алго-
ритма, при котором указанная последова-
тельность макроопераций будет меняться 
при каждом выполнении алгоритма. Предла-
гается использовать помирфизм на двух 
уровнях: на уровне макроопераций и на 
уровне цикла обработки данных (псевдопа-
раллельная обработка алгоритмом несколь-
ких блоков данных). 
Полиморфизм макроопераций блоковых 
алгоритмов шифрования основан на том, что 
длина блока существенно превышает разряд-
ность обрабатываемого фрагмента. При 
этом, каждый из фрагментов может обраба-
тываться независимо. Так, в большинстве 
блочных алгоритмов нелинейное преобразо-
вание выполняется с использованием ряда 
табличных преобразователей (S-блоков), ка-
ждый из который преобразует относительно 
небольшое число разрядов кода. Так в DES 
используется 16 S-блоков, каждый из кото-
рых независимо обрабатывает 4 разряда. В 
силу наличия независимо обрабатываемых 
фрагментов существует возможность менять 
очередность их обработки, то есть организо-
вать полиморфную обработку  фрагментов. 
Выбор очередности обработки фрагментов 
может выполняться статически или динами-
чески. В первом случае предварительно 
формируются и сохраняются в памяти ряд 
вариантов программной реализации цикла 
преобразования, отличающихся последова-
тельностью обработки фрагментов. Выбор 
варианта выполняется случайно в начале ка-
ждого выполнения цикла криптографическо-
го преобразования. При динамическом по-
лиморфизме  программные фрагменты-
заготовки имеют меньшую длину (вплоть до 
команды) и их выбор осуществляется непо-
средственно во время выполнения цикла 
преобразования 
Полиморфная, на уровне макроопераций, 
реализация криптографического алгоритма 
потенциально уязвима для интегральной 
разновидности АДПМ в которой интервал 
интегрирования равен длине макрооперации. 
Следовательно для нейтрализации такого 
вида анализа необходимо обеспечить раз-
личную временную локализацию макроопе-
раций из P на разных циклах обработки бло-
ков данных — полиморфизм уровня цикла 
обработки данных. Для этого предлагается 
использовать псевдопараллельную организа-
цию обработки нескольких блоков данных в 
криптографическом алгоритме. 
Возможность такой организации выпол-
нения блоковых алгоритмов основана на 
том, что обработка блоков шифруемого (де-
шифруемого) сообщения выполняется неза-
висимо. Соответственно, сущность поли-
морфизма на уровне блоков сообщения со-
стоит в том, что организуется одновременно-
поочередная обработка нескольких блоков 
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сообщения, причем выбор длина программ-
ного фрагмента обработки  блока выбирается 
случайным образом. Псевдопараллельная 
организация подразумевает одновременную 
обработку m блоков данных на меньшем 
числе вычислительных устройств (ВУ) - ча-
ще всего на одном в режиме разделения вре-
мени. При условии, что ВУ только одно, та-
кая организация вычислений не приводит к 
повышению производительности (традици-
онная цель распараллеливания), однако по-
зволит смешивать выполнение m последова-
тельностей Pj, j=1..m обработки различных 
блоков данных Dj, j=1..m.  
При псевдопараллельном, в режиме разде-
ления времени, исполнении последователь-
ностей Pj, j=1..m  происходит их разделение  
на q подпоследовательностей Pj,l , l=1..q раз-
личной длины, которые могут чередоваться 
различными способами с сохранением по-
рядка расположения в Pj. Пример такого 
псевдопараллельного выполнения блоков Р1, 
Р2 и Р3 графически показан на рисунке 1. 
При полиморфном выполнении  криптогра-
фического алгоритма разбиение на подпос-
ледовательности и их чередование осущест-
вляется стохастически. 
 
 
Рис.1. Пример чередования при выполнении трех последовательностей 
Полиморфизм псевдопараллельной реали-
зации обработки m блоков данных обеспечи-
вается на этапах: 
• случайного выбора длин q подпоследова-
тельностей Pj,l l=1..q - при этом по слу-
чайному закону выбираются (q-1) длин 
подпоследовательностей, а последняя 
длина является дополнением суммы ос-
тальных длин до K; 
• стохастического планирования выполне-
ния подпоследовательностей 
Pj,l j=1..m,l=1..q - во время работы алго-
ритма. Из m готовых к выполнению под-
последовательностей случайно выбирает-
ся одна, по окончании её исполнения си-
туация повторяется; в конце обработки 
число готовых Pj,l сокращается за счет за-
вершения обработки все большего числа 
блоков данных; признаком окончания об-
работки всех m блоков данных является 
отсутствие готовых к выполнению под-
последовательностей. 
Следует отметить, что оба этапа могут 
быть как статическими (выполняться пе-
ред обработкой данных) так и динамиче-
скими (во время обработки данных). 
Для реализации псевдопараллельной об-
работки с разделением по времени необхо-
димо обеспечить механизм сохране-
ния/восстановления состояния ВУ при пере-
ключении между Pj. Реализация такого ме-
ханизма требует дополнительных ресурсов, 
что снижает производительность алгоритма 
на величину пропорциональную числу пере-
ключений. Значительных временных затрат 
требует также программная генерация псев-
дослучайного кода. Исходя из этого, общее 
время tmpar псевдопараллельной обработки m 
блоков данных определяется формулой  : 
)()1( gstatelmpar ttqmtmt +⋅−⋅+⋅=  (2) 
где t1 -  время последовательной обработки  
одного блока данных, tstate – время, затрачи-
ваемое на сохранение/восстановление со-
стояния при переключении, tg -время про-
граммной генерации псевдослучайного числа. 
Таким образом, для уменьшения негатив-
ного влияния предложенной псевдопарал-
лельной реализации на производительность 
необходимо использовать малые значения q 
и минимизировать объем данных при сохра-
нении состояния. Это достигается за счет ра-
ционального выбора размеров макроопера-
ций и их атомарного выполнения — пере-
ключение возможно только между макро-
операциями. 
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Вполне очевидно, что максимальное зна-
чение вариации ∆tm времени выполнения ко-
манды определяется  формулой:   
kq
tkq
tmt mparm
⋅
⋅−
+⋅−=∆ −
1
1 )()1(  (3) 
Среднее значение времени ∆ta вариации 
момента  выполнения команды вычисляется 
следующим образом: 
)1(
1
+⋅
⋅
=∆
k
q
k
tm
ta  (4) 
Анализ формулы (3) показывает, что  
среднее время вариации момента выполне-
ния команды при использовании предлагае-
мого способа выполнения криптографиче-
ских алгоритмов увеличивается в m раз.  
Важным фактором производительности 
полиморфной реализации алгоритмов крип-
тографической защиты данных является спо-
соб получения случайных чисел. Учитывая 
технологические сложности измерения фи-
зически случайных величин, для большинст-
ва применений терминальных микрокон-
троллеров в качестве источника случайных 
чисел можно использовать встроенный тай-
мер вместо случайных чисел применять пре-
вдослучайные числа.  
 
Полиморфная реализация  алгоритма 
ГОСТ 28.147-89 
Предложенный способ организации псев-
допараллельной обработки конкретизирован 
для модификации реализации сертифициро-
ванного на Украине алгоритма ГОСТ 28.147-
89. В качестве базовой использована реали-
зация указанного алгоритма блочного шиф-
рования для 32-х битных процессоров архи-
тектуры Intel x86, разработанная Винокуро-
вым А.Ю.[4]. 
Объектом модификации является макро-
операция — цикл обработки данных алго-
ритма  ГОСТ 28.147-89,  реализованный  в 
процедуре _gost32. В этой процедуре эле-
ментами наиболее уязвимыми для анализа 
динамики потребления мощности являются 4 
операции табличного преобразования (xlat) 
после наложения ключа на данные. В этих 
операциях данные, содержащие часть клю-
чевой информации выставляются на шину, 
для обращения к памяти. Остальные опера-
ции (кроме наложения ключа) регистровые и 
потребление мощности при их выполнении 
существенно меньше, чем   при работе с па-
мятью. Следовательно, основным элементом 
при получении множества эквивалентных 
реализаций процедуры _gost32 должны быть 
именно эти операции. Поскольку операции 
табличного преобразования независимы по 
данным, порядок их выполнения может быть 
произвольным, что позволило получить 24 
варианта реализации процедуры _gost32 на 
каждом из 32-х циклов. 
Для псевдопараллельной обработки в ре-
жиме разделения времени использовались 
следующие параметры m=2, q=4⋅32=128. При 
этом вместо случайного планирования вы-
полнения подпоследовательностей реализо-
вано циклическое переключение со случай-
ным выбором стартовой подпо-
следовательности. В процедуре _gost32 
единственный свободный регистр EDI ис-
пользован для хранения длин подпоследова-
тельностей  Pj,l l=1..q=4,j=1..2. Поскольку 
общее число подпоследовательностей равно 
8, то на хранение длины отводится 4 бита, 
что позволяет хранить значение до 15 (из 32 
возможных). Объем данных которые необ-
ходимо сохранить при переключении по-
следовательностей достаточно мал — теку-
щий блок данных (EDX:EAX) и указатель на 
текущее смещение в развернутом ключе 
(ESI). Ввиду отсутствия свободных регист-
ров сохранение ведется в стек. Таким обра-
зом, для сохранения и восстановления со-
стояния при переключении достаточно 4 и 6 
команд соответственно. Значение tstate для 
произведенной реализации равно: 
CJMPAND
MOVSUBPOPPUSHstate
ttt
ttttt
⋅=++
+++⋅+⋅=
10
33
 (5) 
где tPUSH , tPOP , tSUB, tMOV , tAND , tJMP - вре-
мя выполнения команд PUSH, POP, SUB, 
MOV, AND и JMP соответственно, а tС - 
время выполнения цикла процессора Intel 
Pentium. 
Для реализации псевдослучайного генера-
тора случайных чисел, используемого для 
выбора обрабатываемого цикла и подпосле-
довательности в нем, наиболее целесообраз-
ным с точки зрения времени реализации 
представляется использование сдвигового 
регистра с линейной функцией обратной свя-
зи (LFSR-Linear Feedback Shift Register), вы-
бираемой случайно из некоторого наперед 
заданного набора. Для генерации псевдослу-
чайного числа  требуется: вычислить значе-
ние линейной функции обратной связи (ко-
манда AND-для наложения маски обратной 
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связи, 3 команды  MOV и команда сдвига  
для копирования флага четности в флаг пе-
реноса) и сдвинуть регистр (одна команда 
ROL) – всего 6 команд.  
При этом полный цикл обработки блока 
данных в реализации процедуры _gost32 ра-
вен: t1 = 1408tС. Численное значение времени 
tpar
2
 выполнения 2-х блоков, вычисленное по 
формуле (2) составляет: 
tpar
2
=2⋅1408tС+127⋅(10+6)⋅tС = =4848⋅tС.  
Таким образом, при псевдопараллельной 
обработке блоков в алгоритме ГОСТ 28.147-
89 соотношение  времени выполнения пары 
блоков - tpar
2
 к времени 2⋅t1 их последова-
тельного выполнения равно: tpar
2/(2⋅t1) 
=4848/2816=1.721.    
Полученное значение подтверждается ре-
зультатами экспериментальных исследова-
ний  для m=2, q=128. При этом, определяю-
щим фактором уменьшения производитель-
ности реализации криптографического алго-
ритма  является величина q. 
 
Выводы 
Методы реконструкции секретных клю-
чей криптографических алгоритмов посред-
ством анализа динамики потребляемой мощ-
ности (АДПМ) представляют на сегодняш-
ний день одну из наиболее серьезных угроз 
для средств защиты информации с одним 
исполняющим блоком (смарт-карты, встраи-
ваемые системы и др.). Аппаратные способы 
противодействия АДПМ-технологиям тре-
буют дорогостоящей специализированных 
средств. Исполь-зование традиционных про-
граммных средств противодействия имеет 
следствием деградацию производительности 
алгоритмов и малоэффективно против неко-
торых видов атак (например Д-АДПМ высо-
ких порядков). 
В качестве эффективной контрмеры  
АДПМ-технологиям несанкционированного 
доступа к ключам криптографических алго-
ритмов предложен способ их полиморфной 
реализации. Основной эффект противодей-
ствия достигается за счет того, что каждый 
раз криптографическое преобразование про-
изводится с помощью различной последова-
тельности команд. Это препятствует сбору 
корректных образцов-профилей для про-
фильного АДПМ и  использованию стати-
стических методов усреднения в различных 
Д-АДПМ. Отличительной особенностью 
предложенного способа является организа-
ция пседопараллельной криптографической 
обработки m  блоков данных, что обеспе-
чивает в m раз увеличение среднего значения 
вариации момента времени выполнения ка-
ждой команды алгоритма. Это значительно 
снижает эффективность существующих тех-
нологий реконструкции ключа с помощью 
анализа динамики потребляемой мощности. 
Способ может быть эффективно исполь-
зован для защиты ключей алгоритмов как 
симметричного шифрования: DES, Rijndael, 
ГОСТ 28.147-89, так и несимметричного ти-
па  RSA. 
Предложенный способ конкретизирован в 
виде программной реализации стандартизи-
рованного в Украине алгоритма шифрования  
ГОСТ 28.147-89. Экспериментально доказа-
но увеличение роста вариации момента вре-
мени выполнения команд алгоритма при 
снижении производительности в 1.7 раз, что 
меньше деградации производительности при 
использовании таких альтернативных спосо-
бов противодействия АДПМ-технологиям, 
как маскирование и чередование [6]. 
Предложенный способ и его реализация 
для алгоритма ГОСТ 21147-89 могут быть 
использованы для повышения эффективнос-
ти защиты информации на смарт-картах и 
встроенных терминальных устройствах ком-
пьютерных сетей. 
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