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Abstract
Through the use of complex Laser Pulse Shaping, numerous fundamental laser
induced processes may be controlled as well as studied. This work serves as
an introduction into Laser Pulse Shaping, with the focus on a simple Pulse
Shaping experiment, as well as to determine whether future, more complex
processes may be similarly controlled.
A description of Laser Pulse Shaping theory is presented here, along with a
full explanation of a simple experiment to maximize second harmonic genera-
tion (SHG) through Pulse Shaping. This experiment is simple on a theoretical
level yet complicated in both implementation as well as operation. The ex-
perimental setup and software integration required hardware compatibility in
multiple programming languages. This work was successful in the sense that
a fully automated dispersion compensation system, accomplished through the
use of a genetic algorithm in a feedback controlled loop, was constructed and
tested.
The success of this experiment and the understanding gained in this work
has laid the foundation for further complex Pulse Shaping systems to be achieved
in future.
Opsomming
Komplekse Laserpuls-vervorming kan gebruik word om verskeie fundamentele
laser-geinduseerde prosesse beide te beheer asook te bestudeer. Hierdie na-
vorsingstuk dien as n inleiding tot Laserpuls-vervorming, spesifiek gefokus op
n eenvoudige Pulsvervormings-eksperiment. Meer komplekse Pulsvervormings-
opstellings kan toegepas word deur die kennis opgedoen in hierdie tesis.
Die teoretiese agtergrond van Laserpuls-vervormings word bespreek, tesame
met n eenvoudige eksperiment om die Tweede Harmoniek Skeppingsproses
(SHG) te maksimeer deur van Laserpuls-vervorming gebruik te maak. Die
eksperiment is teoreties eenvoudig, waar die implimentering asook bedryf meer
kompleks is. Die bedryf van die eksperiment word in 2 dele hanteer: die
hoofprogram en n Genetiese Algoritme gebruik in optimering. Die werking
van Genetiese Algoritmes asook Ultrakort Pulse (USPs) en pulskarakterisering
word ook bespreek.
Die suksesvolle opstelling van die experiment en ook die eind resultate
wat gevind is, maak dit moontlik om meer ingewikkeld komplekse laserpuls-
vervorming experimente te bestudeer.
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Chapter 1 - Problem Statement and Aim
Femtosecond laser amplifiers can generate nearly transform limited pulses. As
these pulses are amplified or propagated through optical components they be-
come lengthened and lose their shape. Maintaining a certain pulse duration
after any form of propagation or amplification requires the use of a dispersion
compensating technique or device. To automate the process for an arbitrarily
broadened pulse requires the construction of a feedback loop and an optimiza-
tion algorithm.
The work presented here is not a novel concept. Second Harmonic Gener-
ation maximization and pulse shape optimization for the purpose of creating
transform limited pulses has been successfully reported [1, 2, 3]. This involved
the use of second harmonic generation (SHG) signal that was produced by
an arbitrarily broadened pulse, as input into an optimization algorithm that
searched the corresponding parameter space for the shortest pulse duration.
The pulse shaping method used in each differs in terms of the device that was
used. In most cases either a Liquid Crystal Modulator in a 4f zero order dis-
persion line or an Acousto Optic Programmable Dispersive Filter (AOPDF)
was used as a spatial light modulator.
The purpose of this research is to form a basis for future work on coher-
ent control of atoms and molecules, by developing the genetic algorithm and
feedback control loop and then by testing it in a simple coherent control type
experiment. Using the SHG signal generated by an arbitrarily ‘chirped’ pulse
as input into a genetic algorithm, the shortest pulse duration was found. The
successful outcome of this experiment allows the possibility to use a genetic al-
gorithm to search for optimum pulse shapes. Generating complex pulse shapes
requires greater control than simply manipulating pulse duration. The process
of searching for optimum complex pulse shapes will require searching more
than one parameter space.
The field of coherent control relies heavily on pulse shaping and more specif-
ically on tailoring optimum complex pulse shapes, which are usually unknown
[1]. A learning/adaptive algorithm such as the genetic algorithm presented
here, is used to search for the optimum shape. This shaping process requires
a feedback-loop with some form of input to optimize. Besides forming a direct
base for further development, this work also provides an introduction into pulse
shaping theory, physical control and experience on a pulse shaping system as
well as the intricacies involved in the construction of a functional feedback loop.
The feedback-control loop consists of three components, a dynamic link
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library (DLL) containing a genetic algorithm, feedback control coming from
the second harmonic generation and photo-detector/oscilloscope combination
as well as direct control of the shaping device. These three components are all
controlled simultaneously through a main program written in LABVIEW TM.
Chapter 2 - An Introduction to Ultra Short
Laser Pulses
2.1 Introduction
A general understanding of ultra short pulses (USP’s) is necessary in order
to be able to shape them correctly. A pulse should be characterized before
an attempt to shape it into a different form is made. Pulsed laser light differs
from continuous wave laser light because the light intensity is not constant over
time. Pulsed lasers produce light in short bursts with time periods between
each burst which consist of significantly small amounts or no light at all. The
types of pulsed lasers vary dramatically in terms of the energy per pulse, the
time between pulses, the time duration of each pulse, along with numerous
other characterization parameters.
2.2 Ultra Short Pulses
Ultra short pulses refer to laser pulses which have full width at half maxi-
mum (FWHM) time duration measurements in the sub-picosecond range. More
specifically, FWHM measurements between 1 × 10−12 s (pico-second regime),
and 1× 10−18 s (atto-second regime) and even lower if possible, although most
current USP research is conducted in the 1 × 10−15 s (femto-second) domain.
These extremely short time spans lead to pulses having high peak intensities.
In order to understand what peak power means, consider an ordinary house-
hold light bulb.
A common light bulb produces a continuous output of 60 Watts, which
is equivalent to radiating 60 Joules of energy per second. A common pulsed
femtosecond laser produces an average output power Pave of 1 Watt, or 1 Joule
of energy per second. This is in fact not a physical description of the laser
pulses themselves, but only an average power measurement. This means that
the light bulb produces more light energy than an extremely complicated and
expensive pulsed laser system. Instead of observing continuous light, laser
pulses are actually striking the detector at a specific repetition rate, varying
from laser to laser. The laser pulses coming from the laser oscillator used in
this work arrive at roughly 76 million times per second, or at a repetition rate
of 76 MHz. This means that each pulse has an energy of,
Epp =
Pave
reprate
(2.1)
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Epp =
1 W
76 MHz
= 13.1× 10−9 J = 13.1 nJ. (2.2)
For a Gaussian shaped pulse, this translates to a peak power of,
Ppeak =
2× Epp
FWHMt
=
2× 13.1 nJ
100 fs
= 262 kW. (2.3)
If the same amount of energy per pulse is maintained while producing
shorter and shorter pulses, the peak power would increase. These high peak
powers are one of the main driving forces behind moving to shorter and shorter
pulse durations. When these high intensities interact with matter, interesting
phenomena may be investigated.
2.3 Pulse characterization
Light consists of oscillating magnetic and electric fields that propagate perpen-
dicular to each other, with the latter being the dominant field of the two. An
individual, theoretical pulse’s oscillatory electric field is plotted against time
in figure 2.1. Another way to depict a laser pulse in the time domain is to plot
the intensity of the pulse as a function of time. Lasers are able to produce var-
ious intensity-time profiles, ranging from Gaussian to Top-Hat profiles. These
forms can be achieved through different methods, although some are naturally
created in laser resonators. Figure 2.2 illustrates different intensity versus time
profile examples.
If one were to measure the pulse intensity as a function of time then the
pulse duration could be determined from a FWHM measurement.
Understanding the spectral structure of the pulse can provide valuable in-
formation. It is essential to obtain an intensity versus wavelength plot. From
this, the wavelength bandwidth and indirectly the frequency bandwidth of the
pulse may be determined. An intensity versus wavelength and intensity versus
time profile measurement are shown in figure 2.3 along with fitted functions.
This curve fitting process is explained in Appendix A.
The reason for stressing the importance of understanding the pulse is that
when using the pulse in other applications, the pulse characterization proce-
dure may provide information on limits of what the pulse may and may not
achieve. Using USP’s in optical systems may cause damage to components
which have damage thresholds and wavelength operation restrictions. Pulse
characterization can reduce the risk of damaging optical components.
In shaping procedures and experiments falling outside the scope of this
work, it is necessary to characterize the electric field of USP’s. This is needed
in search of an optimum pulse shape [1].
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Figure 2.1: Auxiliary field representation of an individual transform limited
pulse.
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Figure 2.2: Three different intensity versus time profiles. Shapes like these can
be achieved through specific mode configurations within the laser resonator or
by external optical manipulation.
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Figure 2.3: An USP’s spectrum and time profile. The figures also depict the
spectral width, frequency bandwidth and time duration.
2.4 Ultra short pulse generation
Most USP’s are generated by modelocked lasers. In this mode of operation, a
single USP propagates in the laser cavity, creating an exiting USP every time
it strikes the output coupler, which usually is a highly reflective mirror sur-
face, yet does transmit a percentage of light. The pulses that pass through the
output coupler are in general quite short in comparison to the round trip time
of the cavity. Understanding modelocking is made easier by considering the
process in the frequency domain. The laser actually operates on a number of
axial cavity modes, whereby all these modes oscillate in phase.
The mode amplitudes interfere constructively only at certain times which
occur with the period of the round-trip time of the cavity, given by,
T =
2L
c
. (2.4)
This round-trip time also defines the repetition rate of the mode-locked
laser and is actually equal to the inverse of the frequency spacing of the differ-
ent longitudinal modes.
frep =
1
T
= ∆υ (2.5)
For an inhomogeneously broadened gain medium, the laser oscillates simul-
taneously over all the resonance frequencies of the cavity for which the unsat-
urated gain is greater than cavity losses. These frequencies make up the set
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of longitudinal modes of the laser. When operating in this multimode regime,
the output intensity of the laser is no longer constant in time. Its time de-
pendent intensity distribution depends essentially on the phase relations that
exist between these modes. The first graph in Figure 2.4 depicts a single mode.
Graph b shows the resultant intensity of two modes in phase. Graphs c and
d show the resultant intensity oscillation of eight modes with random phases
and fixed phase relations respectively. The eight modes with random phases
produce a random distribution of intensity maxima. The eight modes with a
fixed phase relation show a time distribution of a periodic repetition of a wave
packet. This figure and explanation has been taken from [4].
The term ‘modelocking’ was derived from the observation that a fixed phase
relationship between oscillating modes is needed in order to produce short
pulses. The achievable pulse duration is then inversely proportional the num-
ber of locked modes times their frequency spacing.
Mechanisms for modelocking are grouped into two categories, passive and
active techniques. Active modelocking is achieved with an element generating
a loss modulation that is precisely synchronized with the repetition rate or
cavity round trips. Passive schemes rely on a passive loss modulation in the
form of a saturable absorber. Passive modelocking can generally lead to the
generation of shorter pulse durations due to the fact that passive loss modula-
tion can occur on much faster timescales.
Usually, modelocked lasers are optically pumped with continuous wave laser
sources. This requires a gain medium that can store the excitation energy for
relatively long periods of time, longer than one cavity round trip. Most fem-
tosecond oscillators have cavity round trip times in the order of a few nanosec-
onds, and most solid state gain media have upper laser level lifetimes in the
order of a few microseconds and even into time spans of a few milliseconds.
2.4.0.1 Active mode-locking
Typical actively modelocked schemes include an electrical device such as an
Acousto Optic Modulator (AOM). Standing waves with frequencies in the MHz
range are generated with a piezoelectric transducer. As a consequence of this
a periodically modulated refractive index is obtained. This periodically mod-
ulates the laser light by refraction. The refracted beam is lost and does not
oscillate inside the cavity. A pulse circulating in the cavity can be ensured
minimal loss provided that it always arrives at the AOM at a time where the
refractive index is not changed.
Careful attention to cavity losses introduced by the index of refraction mod-
ulation and the AOM crystal itself, as well as the limited gain needs to be made.
Actively modelocked lasers making use of gain media such as Nd3+ : Y AG
or Nd3+ : Y LF [5, 6, 7] can typically produce pulse durations of a few tens of
picoseconds. For significantly shorter pulses, passive modelocking techniques
need to be employed.
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Figure 2.4: This figure stresses the importance of phase relations between
oscillating modes to the time distribution of laser intensity (Rulliere, 1998).
The intensity scale of the four above graphs remain constant. In graph a.)
the intensity profile remains constant with only subtle variation. As more
modes are introduced, the intensity profile becomes erratic with random peaks
and troughs c.). Only with fixed phase relationships between modes, does a
structured intensity profile emerge, visible in graph b.) and d.).
2.4.0.2 Passive mode-locking
This modelocking scheme employs a saturable absorber which favors the gener-
ation of a train of short pulses against other modes of operation. Starting from
a continuous wave regime, the saturable absorber will favor any small noise
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spike, and amplify this spike to the demise of the background. As these spikes
grow they will come to a point where they contain a significant amount of the
circulating energy. These spikes will saturate the gain so that the continuous
wave background will decay. The most energetic noise spike which experiences
the least amount of saturable absorption, will eliminate all the other energetic
spikes, by saturating the gain to a level where they experience a net loss every
round trip. As the outcome of this process, a final single circulating pulse is
produced [8] and the pulses appear with frequency as determined by the round
trip time.
The duration of the pulse may be reduced even further as the saturable
absorber favors the peak of the pulse over the wings, amplifying the peak and
reducing the wings. This occurs up until a point where broadening effects be-
come strong enough to prohibit further pulse shortening.
A saturable absorber with long recovery time (low saturation intensity) is
the most effective approach to self-starting modelocking. This is not the ap-
proach followed in generating the shortest possible pulses as a short recovery
time allows the shorter durations to be achieved. Recovery time is an essential
USP generating parameter. A fast saturable absorber can recover on a faster
time scale than the pulse duration which causes strong shaping of the leading
and trailing edges. If the pulse duration is significantly short the absorber re-
covery can take a longer than the pulse duration. This regime is usually used
in ultrafast lasers as the choice of saturable absorbers becomes limited for pulse
durations lower than 100 fs. It is possible to generate pulses with durations
well below 100 femtoseconds with saturable absorbers that are much slower [9].
Chapter 3 - Time domain pulse shaping
3.1 Introduction
The control of pulse shapes, both simple and complex, have become integral in
numerous optical fields including high field physics [10], optical communications
[11, 12], ultra-fast spectroscopy [13] and coherent control [17]. The theory of
ultra short pulse shaping is introduced in this chapter as well as a description
of methods to counteract the effect of pulse broadening due to dispersion. The
field of pulse shaping has undergone rapid development, and there are now
a number of powerful shaping techniques in use in many optical laboratories.
These methods differ drastically yet the theoretical understanding of pulse
amplitude and phase manipulation remains consistent in all. In this work, a
technique which makes use of an acoustic-optic programmable dispersive filter
(AOPDF) is used.
3.2 Linear Pulse Propagation
In all amplifiers, there is an amplification medium through which the laser light
is passed. When this amplification medium (usually of crystalline structure)
is placed directly in the electric field of the laser light, the electrostatic forces
associated with the field act on the atoms and molecules. This physically sep-
arates the positive and negative electric charges within the atomic structure
of the medium. This effect is known as polarization and the oscillating po-
larization (induced by oscillating incident electric field) adds an extra term to
Maxwell’s equation for plane waves propagating along the z-axis,
∂2E(z, t)
∂z2
= µ0ε0εr
∂2E(z, t)
∂t2
+ µ0
∂2P (z, t)
∂t2
. (3.1)
When looking for solutions to this equation, the polarization needs to be
related to the incident electric field in terms of the above discussion. This is the
critical junction between linear and non-linear optics. The physical mechanism
through which the interaction between the electric field and polarization takes
place is known as the electric susceptibility, χ. In the case where the incident
electric field is much smaller than the atomic field created by electrons and
nuclei, it may be assumed that a linear relationship exists between the vector
quantities P and E related by,
P (t) = ε0χE(t). (3.2)
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As the incident electric field strength approaches the intra-atomic field
strength, the interaction mechanism becomes non-linear. The non-linear terms
of the relationship between polarization and incident field can not be ignored
(as there is no threshold) and instead must be expanded as a power series,
P (t) = ε0
[
χ(1)E(t) + χ(2)E(t)E(t) + χ(3)E(t)E(t)E(t) + ...
]
. (3.3)
The first order of the expansion corresponds to equation 3.2 and the fol-
lowing terms are higher order non-linear effects. Typically the second order
term χ(2) is orders of magnitude smaller than χ(1) and similarly χ(3) is orders
of magnitude smaller than χ(2). This means that the effects of the higher order
polarization terms only have an effect at high optical power densities. In this
chapter, linear optics will be mainly dealt with, as well as linear pulse propa-
gation, assuming that the second and third order non-linear susceptibilities are
zero.
3.3 Gaussian Pulses
It is possible to deal with different pulse shapes, but for simplicity and conve-
nience, let us consider the Gaussian pulse shape, with a carrier frequency ω0
and complex envelope [14],
ε(t) = exp(−at2)exp(i(ω0t+ bt2)). (3.4)
The first exponent describes the width of the pulse, according to the size
of the parameter a and the second exponent describes the phase of the pulse.
The instantaneous intensity is written as,
I(t) = |ε(t)|2 = exp(−2at2). (3.5)
This relates the FWHM pulse width τp to the parameter a by,
τp =
√
2ln2
a
. (3.6)
A pulse has been theoretically constructed with a known pulse shape, pulse
duration, amplitude, intensity and carrier frequency. In order to character-
ize the pulse completely, the spectrum of the pulse must be described. The
simplification of choosing a Gaussian pulse shape (besides the fact that it is
a good approximation to the pulse shape coming from typical Titanium sap-
phire femtosecond lasers) is in fact because a Gaussian pulse in time, Fourier
transforms into a Gaussian spectrum in frequency. This allows for an easy cal-
culation to produce the pulse bandwidth, which is centered around its carrier
frequency. This means that the pulse is actually constructed from a continuum
of frequencies within this Gaussian pulse. Each frequency contributes a differ-
ent amplitude to the pulse with the center frequency contributing the largest
amplitude.
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3.3.1 Time bandwidth product
The pulse time-bandwidth product for Gaussian pulses is given by [14],
4fpτp = (2ln2
pi
)×
√
1 + (b/a)2. (3.7)
In the field of ultra-short pulses, there are restrictions on the length of the
pulse duration and on the width of the frequency bandwidth. This restriction
follows directly from Heisenberg’s uncertainty principle and states that there is
a minimum limit on the value of the product of the pulse duration and the pulse
frequency bandwidth. This minimum value varies for different pulse shapes.
To minimize this product, the chirp parameter b must be zero, leaving
4fpτp ≈ 0.44. A Gaussian pulse with a nonzero imaginary part b is said to
have a linearly time-varying instantaneous frequency. This is what is meant
when a pulse is said to be chirped, with the parameter b being a measure of
this chirp. Pulses with zero chirp are referred to as transform limited pulses.
In equation 3.7, b is the chirp parameter. If the pulses is assumed to be
transform limited, where b = 0, a 100 femtosecond pulse duration corresponds
to a frequency bandwidth of,
4fpτp = (2ln2
pi
) ≈ 0.44 =⇒ fp = 4, 4 THz. (3.8)
3.3.2 Instantaneous frequency and Chirped Pulses
The instantaneous frequency of a pulse can be an important concept when deal-
ing with polychromatic (non - monochromatic) light sources. For an oscillatory
signal such as a sinusoidal signal, the instantaneous frequency is constant and
is equal to the oscillation frequency where as in the case of chirped pulses, the
instantaneous frequency has a time dependence. This is simply because the
oscillation frequency changes with time. Instantaneous frequency is defined
mathematically by [14],
ν =
1
2pi
dφ
dt
. (3.9)
The 12pi factor is present in order to convert it from angular frequency to
frequency. In order to be able to manipulate pulse duration an understanding
of chirped pulses is needed. Figure 3.1 displays three pulses. The first plot
depicts a pulse with zero chirp, in time, and is a representation of the pulse
oscillation field. The next two plots display pulses with positive and negative
chirp.
Ultra-short pulses have large frequency bandwidths. If manipulated cor-
rectly these pulses may be altered in time. In essence this is because each fre-
quency component may experience a shift in its phase relative to the other fre-
quency components present within the pulse. Taking advantage of this property
and the large frequency bandwidths, allows ultra short pulses to be stretched
3.4. LINEAR PULSE PROPAGATION THEORY IN DISPERSIVE MEDIA13
-4 -3 -2 -1 0 1 2 3 4
-1
-0.5
0
0.5
1
a = 1
b = 0
w0 = 20
 Zero Chirp
Chirped Pulses
-4 -3 -2 -1 0 1 2 3 4
-1
-0.5
0
0.5
1
a = 1
b = -6
w0 = 20
 Negative Chirp
E l
e
c t
r i c
 
f i e
l d
 
r e
p r
e
s e
n
t a
t i o
n
 
A .
U
-4 -3 -2 -1 0 1 2 3 4
-1
-0.5
0
0.5
1
a = 1
b = 6
w0 = 20
 Positive Chirp
Time A.U
Figure 3.1: Auxiliary field representations of differently chirped pulses
to time durations orders of magnitude larger than its original time duration
and also the possibility to be compressed back to a minimum transform limited
pulse duration.
3.4 Linear pulse propagation theory in dispersive media
Consider a dispersive medium such as an atomic medium, prism or grating. A
mathematical description of a dispersive medium would be any linear system
which has a propagation factor [14], β(ω) which is frequency dependent and
which has any other form besides β = ω/c which would mean no dispersion
at all. If the signal has a narrow band, with frequency components situated
primarily around some center frequency ω0, then the propagation constant may
now be expanded around its value at ω0,
β(ω) = β(ω0) + β
′ × (ω − ω0) + 1
2
β′′ × (ω − ω0)2 (3.10)
where β′ ≡ dβ/dω and β′′ ≡ d2β/dω2 are both evaluated at ω = ω0. Con-
sider a Gaussian pulse of the form of equation 3.4 in time, propagating through
such a dispersive system. The pulse spectrum can be obtained from the Fourier
transform of equation 3.4 and thus the initial pulse spectrum is also of Gaus-
sian form.
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E˜0(ω) = exp[− (ω − ω0)
2
4Γ0
],Γ0 ≡ a0 − ib0 (3.11)
It is now possible to calculate the output pulse spectrum after propagating
a certain distance through a dispersive system. More precisely, this would be
the input pulse spectrum multiplied by the frequency dependent propagation
constant β(ω) over the dispersion length z.
E˜(z, ω) = E˜0(ω)× exp[−iβ(ω)] (3.12)
The output pulse in time, after propagating through a dispersion length of
z may now be calculated from the Fourier transform of the output spectrum,
defined as,
ε(z, t) ≡
∫ +∞
−∞
E˜(z, ω)eiωtdω. (3.13)
The output pulse in time, after traveling a distance z through the dispersive
system may now be written as,
ε(z, t) = exp[i(ω0t− β(ω0)z)]× exp[−Γ(z)× (t− β′z)2] (3.14)
= exp[iω0(t− z
υφ(ω0)
)]× exp[−Γ(z)]× (t− z
υg(ω0)
)2] (3.15)
where
υφ(ω0) ≡ ω0/β(ω0) (3.16)
and
υg(ω0) ≡ 1/β′(ω0). (3.17)
Equation 3.15 mathematically describes two physical attributes known as
phase and group velocity.
3.4.1 Phase Velocity
This describes the velocity of the sinusoidal waves within pulse envelope. The
first exponent in equation 3.15 implies a phase delay β(ω)z over a distance z,
on the carrier frequency. This may also be thought of as phase delay tφ in time
which is simply related to phase velocity.
Phase delay : tφ = zυφ(ω0) =
β(ω0)
ω0
z
Phase velocity: υφ(ω0) = ztφ =
ω0
β(ω0)
3.4.2 Group Velocity Dispersion
The second exponent in equation 3.15 describes the group velocity at which the
pulse envelope moves forward. The pulse envelope experiences a group delay
time which is once again related to a group velocity.
Group delay : tg = zυg(ω0) = β
′z
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Group velocity : υg(ω0) = 1(dβ/dω) |ω0
If it were possible to monitor the propagation of the pulse through the dis-
persive system it would be observed that the pulse envelope moves forward at
the group velocity and the individual cycles within the pulse move with the
phase velocity. There are three physically possible cases. Firstly, for a pulse
propagating in a non-dispersive medium (air is also a dispersive medium, so
only in the case of vacuum propagation), the pulse would maintain its shape
and pulse duration if the phase and group velocities were in phase. In the case
where the group velocity is faster than the phase velocity υg(ω0) > υφ(ω0) it
would be seen that the individual cycles would trail behind the pulse envelope.
Similarly in the case of the phase velocity being greater than the group velocity,
the individual cycles would run into the pulse envelope. In both these last two
cases, the pulse would stretch and loose its original shape.
Controlling the rate at which this change between group velocity and phase
velocity occurs, allows us to change the pulse duration and is known as Group
Velocity Dispersion (GVD). GVD is described mathematically as [14],
β′′ ≡ d
2β
dω2
|ω0=
d
dω
.(
1
υg(ω0)
) (3.18)
In order to stretch or compress a pulse to a certain output duration, an
amount of GVD needs to be imposed on the pulse. It is possible to calcu-
late the amount of GVD imposed by monitoring the pulse parameters as the
pulse propagates through a dispersive medium. Equation 3.4 and equation 3.6
describe the Gaussian pulse parameter a. Rewriting equation 3.6 yields,
a =
2ln2
τ2p
. (3.19)
As the pulse propagates through a dispersive medium, this Gaussian pulse
parameter a changes. Equation 3.20 makes it possible to monitor this change.
Taking a0 as the input pulse parameter, then a(z), the pulse parameter after
a given dispersion distance z is written as,
a(z) =
a0
(1 + 2β′′zb0)2 + (2β′′za0)2
. (3.20)
This equation describes the pulse parameter a after propagating a certain
distance z in a dispersive medium, in terms of its original pulse parameter,
the original pulse chirp and the amount of GVD introduced. It is from this
equation that it is possible to calculate the GVD needed to produce a FWHM
pulse duration implied from a(z) from a FWHM pulse duration implied from
the original pulse parameter a. It is also possible to monitor the chirp of the
pulse in a similar manner from the following equation.
b(z) =
b0(1 + 2β
′′zb0) + 2β′′za20
(1 + 2β′′zb0)2 + (2β′′za0)2
(3.21)
In equation 3.21, b is the original chirp of the input pulse, and b(z) is the
chirp of the pulse after propagating a certain distance in the dispersive medium.
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The derivation of these equations are given explicitly and in two methods [14].
It is now possible to calculate how much GVD is needed in order to stretch or
compress a pulse to a required pulse duration. An issue that arises in this pro-
cess is that during compression, it is only possible to compress a pulse back to
its transform limited duration if the optimum amount of GVD is introduced, or
if the pulse propagates a specific dispersion distance. If this is not controlled,
then the compression may overshoot and start stretching the pulse instead. A
simple method is given [14] which calculates the optimum dispersion length
needed to compress the pulse to its minimum value.
To do this, differentiate equation 3.20 with respect to the dispersion length
2β′′z. This produces the maximum value of a(z) (which corresponds to a
minimum FWHM pulse duration) which occurs for an optimum propagation
distance.
Let x = 2β′′z, and set
d(a(z))
dx
= 0⇒ d
dx
(
a0
(1 + b0x)2 + (a0x)2
) (3.22)
⇒ (2β′′)opt = −b0
a20 + b
2
0
. (3.23)
The optimum pulse parameter may now be written as,
aopt = a0[1 + (b0/a0)
2]. (3.24)
It is important to note that at the optimum pulse parameter aopt, the
pulse is transform limited and at its minimum pulse duration, implying that
all chirp has been removed, leaving bopt = 0. Large compression factors can
only be achieved if the initial pulse chirp is great, or more specifically in the
case where b0 >> a0.
The above discussions on GVD, stretching and compressing are general
for ultra short pulses. The mathematical discussion was based on Gaussian
pulses but the same ideas may be applied to different pulse shapes. The GVD
discussed is referring to dispersion introduced by any optical system and is
non-specific. There are a number of different optical elements and media that
may produce this effect.
3.4.3 Pulse Broadening
Ultra-short pulses are usually used in applications that take full advantage of
their spectral bandwidth. A transform limited pulse has a spectral width de-
fined by the Fourier transform of its time-domain profile. Various laser types
produce various pulses, in terms of time profiles. The 120 fs Gaussian shaped
laser pulses produced by the oscillator used in this research, have spectral band-
widths of close to 10 nm. In contrast a 10 fs pulse has spectral width of 94
nm, which is considerably greater. As previously mentioned, this means that a
pulse is constituted of spectral or frequency components, distributed about the
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central frequency, each with different amplitude contributions. A transform
limited pulse is said to be at its shortest pulse duration. This is due to the
fact that the frequency components within the pulse are propagating simulta-
neously and at the same velocity.
As a short pulse propagates through any dispersive media, these frequency
components become separated from each other in time. The components prop-
agate with different velocities, and the pulse is stretched to a longer pulse
duration.
Figure 3.2: The top pulse propagates freely, where as the second pulse has
passed through a dispersive medium.
Figure 3.3: An illustration of positive chirp. The chirp free pulse is depicted in
Grey, where the spectral components are in phase and indistinguishable from
each other. The second pulse shows the blue components are delayed with
respect to the red components.
Figure 3.2 depicts two pulses, one traveling freely, and the other has prop-
agated through a dispersive medium, say a glass block for instance, and then
allowed to continue unhindered. Two main issues are pointed out [15], the first
one being that the center of the second pulse is delayed with respect to the
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center of the first pulse. The speed that electromagnetic radiation propagates
varies depending on the medium through which it travels. Light travels faster
through air than it does in glass, yet slower than in vacuum. This is obviously
not a broadening effect and is aptly called the group delay described in section
3.4.1. The second point to note is that dispersive media such as glass imposes
a positive frequency ‘chirp’ on the pulse, delaying the blue components with
respect to the red components, illustrated by figure 3.3. This is due to the indi-
vidual spectral components traveling at slightly different speeds. The different
propagation speeds for each spectral component arises from the wavelength
dependent refractive index that the glass retains, see section 3.4.4
An alternate schematic representation of chirp is depicted in figure 3.4. Two
gratings are arranged parallel to each other, separated by a distance d. The
spectral components enter the system simultaneously with no delay between
them. Each spectral component is reflected at different angles according to the
grating equation 3.33, resulting in the obvious path length difference between
a and b. It is this temporal delaying property of spectral components within
USP’s that accounts for pulses being stretched and compressed.
G1
G2
M1
a
b
Figure 3.4: A simple illustration of how spectral components can become sep-
arated in time. Gratings G1 and G2 are parallel to each other and reflect
different wavelengths along different paths. There is an obvious path length
difference between a and b which results in the stretching or compressing of
pulses.
Discussing a method presented in [15] due to its relevance in this work,
consider a transform limited Gaussian pulse with a central frequency ω0 and
a pulse duration (FWHM) τin. Similarly to the propagation factor expansion
in equation 3.10, it is common to consider the phase shift as a function of
frequency ω. The phase can be expanded as a power series about the central
frequency ω0,
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ϕ(ω) = ϕ(ω0) + (ω − ω0)ϕ′(ω0) + 1
2
(ω − ω0)2ϕ′′(ω0)+
1
6
(ω − ω0)3ϕ′′′(ω0) + 1
24
(ω − ω0)4ϕ′′′′(ω0) + ... (3.25)
The electric field representing the pulse is given by,
Ein(t) = E0 exp
[
−
(
2ln2t2
τ2in
)
+ iω0t
]
. (3.26)
It is now possible to calculate the electric field of a pulse that has propagated
through a dispersive medium by Fourier transforming Ein into the frequency
domain and adding the dispersion components from the phase expansion in
equation 3.25, before Fourier transforming back. The amount of GVD imposed
on a pulse by a dispersive medium determines whether the pulse duration is
stretched or compressed (in special cases, see section 3.5). This is the main
phase parameter that is varied during the SHG maximization experiment. If
the contribution from the GVD is considered on its own, which will be the case
in the experiment, then the electric field Eout is given by,
Eout(t) = E0 exp
[
i(ω0t− ϕ)− Γ(t− ϕ′)2
]
(3.27)
where,
Γ =
(
τ2in
2ln2
+ 2iϕ′′
)
. (3.28)
A linear frequency chirp is introduced and the output pulse duration is
changed by the following ratio.
τout
τin
=
√
1 +
ϕ′′2m
τ4in
16(ln2)2 (3.29)
The GVD, ϕ′′m in equation 3.29 caused by the material dispersion length
lm is related to the refractive index of the material n(λ), through its second
derivative with respect to wavelength about its central wavelength λ.
ϕ′′m =
λ30lm
2pic2
d2n(λ)
dλ2
(3.30)
3.4.4 Dispersive properties of glass
The speed of light experiences change when propagating through different me-
dia. In vacuum light propagates at a speed of 299 792 458 m/s. The velocity
of light propagating through a medium is defined as,
ν =
c
n
(3.31)
where c is the speed of light in vacuum and n is the refractive index of the
medium. The refractive index of vacuum is defined as nvacuum = 1. As the
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refractive indices increase when dealing with media such as air or glass, the
speed of light in the medium slows in comparison to the speed of light in vac-
uum. The refractive index of a medium is characteristic of the material, and
is not constant over all wavelengths. There is said to be a wavelength depen-
dence in the refractive index. When dealing with glass, a popular or accurate
method in determining the wavelength dependent refractive index, is given by
the Sellmeier equations [16].
There are numerous forms of the Sellmeier equation and each may be re-
arranged and manipulated to produce the next. There are pro’s and con’s
when dealing with different forms of the equation, but for the sake of a simple
explanation consider a general form of the Sellmeier equation,
n2(λ) = 1 +
B1λ
2
λ2 − C1 +
B2λ
2
λ2 − C2 +
B3λ2
λ2 − C3 . (3.32)
The constants in the above equation, known as the Sellmeier co-efficients,
are measured characteristic values, and vary from glass to glass. Knowing these
co-efficients, it is possible to plot the refractive index as a function of wave-
length. The wavelength spectrum of the specific pulses in our lab fall within
the plotted wavelength range in figure 3.5.
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Figure 3.5: Wavelength dependent refractive indices for Borosilicate and Fused
silica
To understand the dispersive effects of a particular type of glass, and to
relate the amount of time stretching that occurs due to a length of disper-
sive medium, attention needs to paid to the second order refractive index with
respect to wavelength as in equation 3.30. The equation of interest relates
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Borosilicate Fused Silica
B1 1.03961212 B1 0.473115591
B2 0.231792344 B2 0.631038719
B3 1.01046945 B3 0.906404498
C1 0.00600069867 C1 0.0129957170
C2 0.0200179144 C2 0.00412809220
C3 103.560653 C3 98.7685322
Table 3.1: Sellmeier co-efficients for Borosilicate and fused silica
the input pulse length, the dispersion parameter and the length of dispersion
medium, to an output pulse length, given by equation 3.29.
Calculating ϕ′′m (also known as GVD) is not a trivial process. Use of com-
mercially available software called wxMaxima c© was made, to algebraically find
ϕ′′m. In figures 3.6 and 3.7, the first and second derivatives of the refractive
index with respect to wavelength for Borosilicate and Fused silica are plotted.
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Figure 3.6: First derivative of the refractive index with respect to wavelength.
It is now possible to calculate the dispersion parameter ϕ′′m as a function
of wavelength per unit length. This is plotted in figure 3.8. The exact values
of ϕ′′m per unit length also known as K ′′ are given at 795 nm for Borosilicate
and Fused silica. Equation 3.29 and the K ′′ values may be used to calculate
the time stretching that would occur when a pulse of a certain time duration
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Figure 3.7: Second derivative of the refractive index with respect to wavelength.
is passed through a dispersive medium of length lm.
Graph 3.9 shows the dispersive properties of borosilicate and fused silica.
The plot is produced in the case of a 10mm dispersive rod of both glass types.
The dispersive effect of such a glass rod becomes highly apparent at shorter
input pulse durations. Dispersion control of USP’s at durations below 40 fs
becomes extremely important.
3.4.5 Dispersion compensation
Dispersion arises due to the optical components placed in the laser line as well
as any medium through which the laser light propagates, including air itself.
Dispersion leads to shape and time distortion and thus strict control is needed
in order to maintain a pulse’s original shape and duration. The main distor-
tion is that pulses become stretched due to the introduction of group velocity
dispersion in the fashion that was described in section 3.4.3. Dispersion com-
pensation encompasses techniques which reduce this effect.
A number of designs which make use of prisms to compensate for dispersion
in high powered lasers have been successfully implemented [18]. Just as dis-
persive media introduces a positive chirp, or frequency sweep, techniques such
as prism or grating compressors introduce a negative chirp. An accurately
controlled compressor is able to reduce a positively chirped input pulse to a
transform limited state. The dispersion compensation technique in use on the
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Figure 3.8: The dispersion parameter K ′′ (ϕ′′m) as a function of wavelength.
oscillator used in this work involves a pair of prisms described in [19]. Both
techniques, prism pair and grating pair, are usually used in a double pass con-
figuration as to eliminate spatial dispersion. Maintaining the balance between
positive and negative dispersion is the key to retaining a specific pulse duration.
3.5 Pulse Stretching and compression
Controlling the amount of GVD that an optical systems adds or subtracts to
a pulse effectively controls whether the pulse will be stretched or compressed.
Consider a transform limited pulse. Such a pulse may not be compressed to a
shorter pulse duration. It’s transform limited pulse duration is actually defined
by the manner in which it is created, see section 2.4. Most femtosecond pulses
have been created in a gain medium with a large gain bandwidth and under a
process known as mode-locking. This is not to say every ultra-short pulse is
generated in this way, emphasis must just be put on the fact that pulse dura-
tion is defined in the pulse generating technique and cannot be reduced from
its transform limited duration through introducing group velocity dispersion.
Consider figure 3.10. Our input pulse is a transform limited pulse containing
a continuum of frequencies over its frequency bandwidth. In the example only
5 frequency components have been included. As explained above, this input
pulse cannot be compressed. To stretch this pulse, a positive amount of GVD
needs to be introduced through a dispersive system. The pulse duration is
thus stretched to a longer duration. Taking a chirped pulse as input, a neg-
ative amount of GVD needs to be introduced through a dispersive system to
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Figure 3.9: Dispersion of 10 mm borosilicate and fused silica glass rods. The
stretching of pulses becomes greater at shorter input pulses.
compress the pulse. To compress the chirped pulse to its transform limited
duration as in figure 3.10, requires accurate calculation.
3.6 Grating pair stretchers and compressors
One option as a dispersive element is the optical grating. These elements vary
in nature from the way they are manufactured to whether they are blazed,
reflective or transmissive. Gratings essentially are able to spatially separate
light into its separate frequency components. It is an optical surface with
finely ruled parallel lines cut into it. The distance between these parallel lines
are a defining factor and are usually within the order of the wavelength of the
incident light. Light that is transmitted or is reflected by a grating, is dispersed
into its separate frequencies, and each frequency will follow its unique path
along its unique angle. This dispersion angle is wavelength dependent. The
angle is governed by the well known grating equation,
sinθi + sinθr =
mλ
d
. (3.33)
It can be seen that the reflected angle is wavelength dependent where θi and
θr are the incident and reflected angles respectively. Each individual frequency
(represented by λ) will be reflected along a different angle. This angle also
depends on the distance between each parallel line d. Finally, m represents the
order of the reflection or transmission. Consider figure 3.11.
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Figure 3.10: Top two graphs depict stretching a transform limited pulse
whereas the bottom two graphs depict compressing a chirped pulse to its trans-
form limited duration
The incident light (consisting of a continuum of frequencies) is reflected
along a structured path. The angle between the incident light and the nor-
mal is equal to the angle between the normal and the reflected path. This is
known as the zero order. An amount of light is dispersed into alternative orders
numbered as the ...,-2nd,-1st,0th,1st,2nd.... orders. The percentage of light re-
flected along each specific order depends on the individual grating design, and
so varies from grating to grating. A grating pair may be configured to stretch
or compress a pulse. The amount of GVD imposed on the pulse depends on
physical properties of the grating pairs themselves.
3.6.1 Compressor
Consider a pair of gratings aligned parallel to one another, depicted in figure
3.12, separated by a distance L. This configuration was first described soon after
the advent of the first laser [20]. According to equation 3.33, the spectrum of
a pulse will be spatially dispersed into separate orders, or for example into
typically the most intense order, the −1st grating order. The grating equation
is now described as,
sinγ + sinθ =
2pic
ωd
(3.34)
where γ is the incident angle with respect to the first grating normal vector,
θ is the frequency dependent diffraction angle and d is the physical groove sep-
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Figure 3.11: An illustration of grating dispersion. Incident light reflected along
different orders, with frequency dispersion along each order except the 0th
order.
aration of the gratings. The difference between the 1st and −1st orders would
simply be a negative sign in the positive order’s case. The optical path length
P through the system is given by [21],
P =
L
cosθ
[1 + cos(γ − θ)]. (3.35)
The total group velocity dispersion that is introduced by the grating pair
is given by [21],
∂2ϕ
∂ω2
= − 8pi
2c
ω3d2
b
cos2θ
. (3.36)
Using equation 3.34 and the fact that L = b/cosθ, equation 3.36 becomes,
∂2ϕ
∂ω2
= − 8pi
2c
ω3d2
L
[1− (λd − sinγ)2]3/2
(3.37)
Equation 3.37 can take into account the double pass through the grating
pair, simply by adding a factor of 2. The GVD introduced into the pulse is
found to be negative, which means that this system acts as a compressor for
input pulses which have been positively chirped. Material dispersion, such as
glass dispersion in section 3.4.4 introduces a positive chirp. Mentioned is made
in [21] that higher order dispersion terms become noticeable, and quadratic
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dispersion is not the only contributing effect.
In summary, a grating pair, in a compressor configuration, may compress
positively chirped pulses. The amount of negative GVD introduced may be
controlled by the distance between gratings L, and the angle of incidence.
Stretched Pulse
Compressed Pulse
G1
G2
M1
L
Figure 3.12: A grating pair, configured as a compressor, which imposes negative
chirp on the pulse.
3.6.2 Stretcher
A stretcher configuration also consists of a grating pair, but they are not aligned
parallel as in compressors. Instead the gratings are aligned as in figure 3.13.
A telescope is inserted in between the gratings, which makes it possible to not
only control the amount of GVD imposed by the angular dispersion of the
gratings, but also the sign of the GVD by using the imaging properties as well
as the angular magnification. This is the main difference between the stretcher
and compressor configuration. The compressor can only impose a negative
amount of GVD on the incident pulse. The stretcher can impose both negative
and positive dispersion, but in the case where only compression is necessary,
the compressor configuration is much simpler to implement. The total GVD
of the stretcher system is now given as,
∂2ϕ
∂ω2
= − 8pi
2c
ω3d2
1
cos3θ
[L− 2(f1 + f2)]
(
f1
f2
)2
. (3.38)
The stretcher may be simplified greatly by making sure the focal lengths
of the lenses are equal, f1 = f2. The effective path L − 4f does not have to
be positive, and can be done by making the distance between the gratings and
the lenses smaller than f . This makes the overall sign of the GVD positive.
The positive GVD introduced is now given by,
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∂2ϕ
∂ω2
= − 8pi
2c
ω3d2
2∆X
cos3θ
(3.39)
where ∆X is the distance between the position of the centre of the grating
and the position of the focal point. A transform limited pulse with a consider-
able spectral width may now be stretched, by imposing an amount of positive
GVD on the incident pulse, to longer pulse durations. The limitations on the
stretching capabilities are determined by the physical setup.
Stretched Pulse
Original Pulse
Focal Plane
G1
L1
M1
G2L2
2f
L
f ∆ x∆ x
Figure 3.13: A grating pair, configured as a stretcher, which includes two
focusing lenses. The setup imposes a positive chirp on the pulse.
In principle, one could match the amount and sign of GVD described by
equations 3.37 and 3.39. This means that in theory that the dispersion could
be matched such that a pulse may be stretched to a longer duration and then
compressed back to its original pulse duration, without any residual phase de-
viation. Chirped pulse amplifiers use this technique by placing an amplification
method between stretcher and compressor. To retain the initial pulse duration,
calculation of how much GVD is introduced by the amplification method would
be made. Compensation for this extra dispersion could be accommodated by
stretcher and compressor configurations.
3.6.3 Pulse shaping in dispersion free 4f systems
Although the pulse shaping method involved in the SHG maximization ex-
periment presented in this work makes use of an acousto-optic programmable
dispersive filter, it is also possible and common to employ pulse shaping in a
zero dispersion line with the use of a LCD as a spatial light modulator. The
stretcher configuration described above can be setup in such a way that no
dispersion is introduced. This is done by placing the gratings at the exact
focal point of the focusing lenses, hence the name of a dispersion free 4f sys-
tem. What this system does achieve, is the spatial separation of frequency
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components in the Fourier plane of the setup. A spatial light modulator is
then positioned there, and is then able to separately manipulate individual
frequency components, which leads to pulse shaping without introducing any
phase deviations from the shaping system itself.
The SLM acts as a phase and/or amplitude mask and modulates the spec-
tral properties of the incident pulse directly in the frequency domain. An
SLM consists of an n × n array of crystal cells, known as pixels. A specific
voltage is supplied to each individual crystal cell and the orientation of the
molecules in the crystal changes in such a way as to adjust the refractive index
of the medium. As each individual pixel can be manipulated by varying applied
voltages, the spatially separated frequency components will then experience a
different phase shift, depending on the refractive index of the respective crystal
through which it passes.
This is the basis for pulse shaping by LCD spatial light modulators. Figure
3.14 displays such a zero-dispersion 4 f system.
F1 F2
G1 G2
SLM
ff ff
Figure 3.14: A stretching configuration with the gratings placed exactly at the
focal points of the lenses. An SLM is placed in the Fourier plane and pulse
shaping is now possible without any dispersion introduced by the system itself.
3.7 Pulse shaping
The description of pulse shaping presented here is based on time-invariant lin-
ear filtering and has been extensively covered [22]. Linear filtering can be
thought of as an electrical signal processing method which includes frequency
manipulation over a large bandwidth.
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3.7.1 Linear filtering
Physical processes are commonly described mathematically in the time and
frequency domain. Linear filtering can also be mathematically described in
both domains. The shaping device responds to the optical input pulse as a
filter would. In the time domain, the filter or response can be described as
a function of time h(t). This impulse response function convoluted with the
optical input pulse ein(t) produces an optical output pulse eout(t) where,
eout(t) = ein ∗ h(t) =
∫
dt′einh(t− t′) (3.40)
the convolution becomes a reasonably complicated integral function. Work-
ing in the time domain can thus become cumbersome and timely. It is mainly
for this reason that it is preferred to shift into the frequency domain. The re-
sponse of the medium or filter is now described as a frequency response H(ω).
The output pulse eout(ω) is now a product and not a convolution, which sim-
plifies calculations. The relationship now looks as follows, where eout(ω) is the
product of ein(ω) and H(ω),
eout(ω) = ein(ω)×H(ω). (3.41)
Fourier transform analysis shows ein(t),eout(t) and h(t) to be Fourier trans-
form pairs with ein(ω),eout(ω) and H(ω) implying,
H(ω) =
∫
dt h(t)e−iωt (3.42)
h(t) =
1
2pi
∫
dω H(ω)eiωt. (3.43)
A pulse of simple or complex waveform may now be generated by creating a
filter with the corresponding frequency response function. For instance, if the
input pulse is known to be Gaussian in shape and a square pulse as an output
in time is required, then the frequency response function needs to be calculated.
H(ω) =
eout(ω)
ein(ω)
(3.44)
If the expected output pulse is a square function in time, then the Fourier
transform of a square pulse yields eout(ω) and if the input pulse is a Gaussian
pulse in time, then the Fourier transform of a Gaussian yields ein(ω). Knowing
that the Fourier transform of a square pulse is a sinc function and the Fourier
transform of a Gaussian is a Gaussian, simplifies equation 3.44 to,
H(ω) =
FT (square)
FT (Gaussian)
. (3.45)
3.7.2 The DAZZLER R© pulse shaping system
The DAZZLER pulse shaping system is a commercial device. It consists of
three main components working in conjunction with one another. These com-
ponents are namely, a radio frequency (RF) generator, a software package and
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a tellurium dioxide (TeO2) acousto-optic modulator (AOM).
The operation of this device is user controlled through the software pack-
age. Phase and amplitude modulation is easily achieved through two separate
panels in the software itself. These panels allow five amplitude parameters to
be varied along with four phase parameters. At any given stage the frequency
response and impulse response functions are graphically displayed. These func-
tions change when any of the phase or amplitude parameters are changed. The
software package and control system also allows for the creation of multiple
pulses and complex waveforms in general.
To understand exactly how the pulse shaping process takes place, an in-
vestigation into the interaction between the optical pulse and acoustic pulse
needs to made. A physical discussion of the interaction follows along with a
description of how an arbitrary variation of GVD can be added to an optical
USP through a frequency modulated acoustic wave. These concepts have been
fully covered [23, 24].
3.7.3 The acousto-optic interaction in the AOPDF.
The RF generator mentioned above is connected to a piezoelectric transducer.
An acoustic wave is launched by the transducer which is excited by a specific
temporal signal. The acoustic wave propagates at the speed of sound in the
TeO2 crystal, V, along the z-axis and spatially reproduces the temporal shape
of the RF signal. The optical pulse propagates at the speed of light in the same
crystal. As the velocity of the optical pulse is orders of magnitude greater than
that of the acoustic wave, the incident optical pulses will see a fixed dielectric
grating inside the device. This is also due to the ultra short pulse duration of
the incident pulse. Figure 3.15 illustrates this interaction.
If the RF signal is chirped, where its instantaneous frequency is a contin-
uously varying function of time, then the acoustic wave will reproduce this
spatially, leaving its local spatial frequency chirped. It has been previously re-
ported [25] that two optical modes can be coupled by acousto-optic interaction,
specifically where certain phase matching criteria are met. In the case of only
one local spatial frequency in the acoustic grating, then only one optical fre-
quency can be diffracted at a specific position z. Figure 3.16 is an alternative
illustration of the same interaction. The incident optical USP has a spectrum
extending from ωa to ωb and is initially in mode 1. Every frequency ω travels
a certain distance before it encounters a phase-matched spatial frequency in
the acoustic grating. At this position z(ω), some of the energy in mode 1 is
diffracted into mode 2 and then proceeds to propagate on that mode. The pulse
leaving the device at mode 2 will be made of all the spectral components that
have been diffracted at the various positions. In the case where the velocities
of pulses propagating in mode 1 and in mode 2 differ, then each frequency will
experience a different time delay.
The optical output Eout is a function of the optical input and of the electri-
cal signal S(t). This is no different to the linear filtering concept introduced in
section 3.7.1. The impulse response function H(t) is now represented by S(t).
32 CHAPTER 3. TIME DOMAIN PULSE SHAPING
Figure 3.15: A schematic representation of the acousto-optic interaction in the
AOPDF (Frederic Verluise, 2000).
Eout has been shown to be proportional to the convolution of the optical input
and of the scaled electric signal [26].
Eout(t) ∝ Ein(t)⊗ S(t/α), (3.46)
where α, the scaling factor
α = ∆n(V/c) (3.47)
is the ratio of the speed of sound to the speed of light times the index of
refraction difference between the ordinary and extraordinary waves. α is said
to be the ratio of the acoustic frequency to the optical frequency. As previ-
ously discussed in section 3.7.1, when Fourier transforming into the frequency
domain, relation 3.46 can be written in the frequency domain as,
Eout(ω) ∝ Ein(ω)S(α ω). (3.48)
In this formulation, S(t/α) is the impulse response function of a filter ap-
plied to the input optical pulse. Any arbitrary convolution with a temporal
resolution given by the inverse of the available filter bandwidth can be achieved
by generating a proper function S(t). This function is then numerically com-
puted [23] by defining its phase and amplitude. This proper function S(t) is
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Figure 3.16: An alternative schematic representation of the acousto-optic in-
teraction in the AOPDF (Frederic Verluise & Tournois, 2000). Notice the range
of incident optical frequency components and how they are diffracted at points
in the acoustic grating.
then sent to the crystal via the RF generator, and this signal is transduced onto
the crystal forming an acoustic wave of time-varying instantaneous frequency
which spatially represents S(t).
The specifications of the Dazzler are as follows. The Te02 crystal is 2.5
cm long. The speed of sound V along the z-axis is close to 1000 m/s. The
difference in index of refraction between the ordinary and extraordinary axes
is found to be ∆n = 0.04 and the maximum achievable group delay is 3 ps. A
maximum diffraction efficiency of 30% is found. The transducer has a band-
width larger than 20 MHz near the center frequency of 52, 5 MHz, which is the
acoustic frequency that corresponds to diffraction at a wavelength of 800 nm.
This 20 MHz bandwidth translates into an optical bandwidth of 150 THz near
375 THz. This leads to a associated temporal resolution of 6.7 fs.
Figure 3.17 shows the the direction of the diffracted beam with respect
to the direct beam and the crystal orientation. As previously mentioned the
diffraction efficiency is 30%. For an in depth discussion on an analytical ex-
pression relating the GVD at the output of the AOPDF to the input acoustic
signal through the use of coupled wave theory see [23].
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Figure 3.17: The orientation of the Te02 AOM crystal. The diffraction beam
is displayed.
Chapter 4 - Optimization by pulse shaping
through a Genetic Algorithm in a feedback loop
4.1 Optimization methods
Pulses are shaped for specific purposes, and these purposes may vary consider-
ably. Whatever the purpose may be, in most cases the output from the effect
of these shaped pulses can be measured. It is then possible to measure the
difference in output produced from variations in the pulse shapes. This leads
to output optimization through pulse shaping.
Optimization seeks to improve performance toward some common goal or
output. Not only is it important that the search algorithm converges, but that
the process or the performance of the algorithm is also to be taken into ac-
count. In actual fact it is not only the concern whether the search method
converged to the optimum or not, but instead will compare the operation and
performance to that of other techniques. Optimization is essentially about im-
provement, and different methods are able to compete in how efficient they are
in achieving the optimum.
The three main types of optimization algorithms are known as calculus
based, enumerative and random methods.
4.1.1 Calculus based methods
Calculus based methods can be subdivided into two groups, namely, indirect
and direct search methods. Indirect searching looks for local extrema by solv-
ing sets of of non-linear equations. Direct searching involves looking for local
extrema by following the path of the steepest gradient. Both methods starts at
an initial point in the search space and then for example in the case of direct
searching, takes gradients in all directions, and then moves in the direction of
steepest gradient.
These search methods are limited by the fact that they are local in scope. If
a function consists of numerous local extrema, it is possible that the global max-
imum or minimum will never be found. The other problem with this method
class is that it depends on the existence of derivatives. Not all parameter
spaces respect differentiation and generally lack the smoothness needed. It
is common that parameter spaces are wrought with discontinuities and can
be rather complex, making differentiation somewhat impossible. This search
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method is confined to a limited number of problems.
4.1.2 Enumerative methods
This search group is somewhat broader than calculus based methods in terms
of the plausible parameter spaces it may search. Including both finite and dis-
cretized infinite search spaces [27], the algorithm looks at objective function
values at every point in the space, one at a time.
This search method is relatively simple and in fact is very effective but only
where the search space is practically small. The issue is that many practical
search spaces are simply too large. In large parameter spaces, it simply be-
comes inefficient to search the space point by point.
4.1.3 Random methods
This class of search method has recognized and improved on the shortcomings
of the above two classes. Separation must be made between methods which
are purely random methods such as random walks, and randomized techniques
which make use of choice as a tool at specific junctions in their search method.
A purely random method may imply directionless search and will tend to
perform similarly to enumerative and calculus based methods. Randomized
techniques on the other hand, may use random choice as a highly exploitative
search tool, that can turn out to be anything but directionless.
4.2 The Genetic Algorithm
4.2.1 Introduction
Evolutionary algorithms such as genetic algorithms use directed randomness as
a searching technique. They do not perform in the same way that techniques
such as random walks do, as these type of methods become highly inefficient
as the sample space grows. Instead the genetic algorithm uses randomness as
a tool to guide a highly exploitative search through a sample space [27]. The
genetic algorithm is based on systems found in nature. It is mainly based on
the idea of natural selection or survival of the fittest. This method encompasses
the main idea behind evolution, including reproduction, crossover and muta-
tion. To summarize, genetic algorithms differ from traditional search methods
in the following ways.
1. The parameter set is first coded and genetic algorithms work with these
coded parameter sets, not the parameter set itself.
2. At the start of the search, a population of points is chosen, and search
does not start at a single point.
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3. Objective functions are used instead of derivatives.
4. Probabilistic transition rules are used instead of deterministic ones.
Most optimization methods move from a single point to the next single
point using a set of transition rules, in search of extrema. This often gives rise
to false peaks in a multi-peak system. GA’s on the other hand start off from a
large set of points simultaneously, searching for peaks and dips in parallel. The
next section explains the inner workings of the most simple genetic algorithm.
4.2.2 A Genetic algorithm in its simplest case
Consider the problem of searching a sample or parameter space, looking for a
parameter value, that when tried in an objective function, produces the maxi-
mum value. For simplicity consider a simple quadratic function, which is plot-
ted in figure 4.1. It will be easy to look for a maximum value from a sample set.
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Figure 4.1: Simple function : y = x2. Notice the parameter space [0...31].
The problem is defined as, which entry within the sample space would
produce the maximum function value. An investigation into how a genetic al-
gorithm solves this problem step by step will be followed. A genetic algorithm
will then be used to solve complex function problems.
The GA solution to this problem involves numerous junctions where ran-
domness is introduced. As part of the initialization process, a GA starts with
a population of initial strings. The strings form the encoded search space. The
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form of a string may vary, but in this solution, binary strings are used for sim-
plicity. As an example consider a sample space that runs from [0...31]. Each
entry can be mapped into a binary representation. For instance, 0 is repre-
sented as 0 in binary and 31 is represented as 11111. This means the minimum
string length should be 5, ranging from [00000 ... 11111]. Thus the length
of a string entry is actually defined by the size of the parameter space itself.
Every string must be able to describe the largest or smallest parameter in the
space. The size of the population, or the number of strings can be specified in
the initialization process. The outcome or operation of the method may vary
greatly depending on what population size is initially selected.
For example, a string population of 4 strings is chosen. The value of these
strings will be chosen by a (random) coin flip where heads = 1 and tails = 0.
Each string would need 5 coin flips and an initial population of 4 strings would
thus need 20 coin flips in total. A binary string representation of the values in
the sample space has been constructed.
String representation Actual parameter
00110 6
11101 29
10001 17
11010 26
Table 4.1: Binary string representation of four random entries which are part
of the parameter space.
From this initial population, successive generations will be developed through
the help of three main operators.
4.2.3 Reproduction
This process does exactly what the name suggests. According to some selection
probability based on the function value, or more specifically, its fitness value,
the strings are copied to the base of the new generation. Strings with strong
fitness values are likely to be selected for the new generation, some more than
once, and those with low fitness values are likely not to be selected at all. This
operator is similar to the natural selection theory of evolution.
Once a string has been selected it is replicated exactly and placed in the
new, updated population. This is not the final population, but provides the
bases population for the following two operators.
4.2.4 Crossover
Strings in the basis population are selected at random to ‘mate’ and produce
offspring. This is represented by string crossover with each other. In essence
this involves copying parts of each string and replacing existing parts. A second
random number between 1 and l − 1 is selected, where l is the length of the
string. This number effectively marks a position in each string where crossover
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will take place. All characters beyond this cross site are swapped with the
partner string.
In the example above, our strings are five characters in length. For instance
a random number between 1 and l − 1, where l = 5, is found to be 3. This
means the cross site between two example strings are found to be as follows,
S1 = 1 0 1 | 1 0
S2 = 0 1 1 | 0 1
The characters after the cross site are swapped from partner to partner.
In terms of implementing this computationally, it is trivial, as the major role
is simply a string copy, and is generally an inherent function in higher level
programming languages. Once crossed these strings are then placed in a tem-
porary population, until they are joined by each crossed over string. Each
string is selected once only to be mated with another string, so to simplify the
problem, ensure that the initial population is an even amount. The new pair
looks as follows.
S1 = 1 0 1 0 1
S2 = 0 1 1 1 0
4.2.5 Mutation
A generation of strings has been constructed, which have been chosen on their
fitness values and have subsequently been crossed with each other. The third
operator is mutation and involves randomly changing a value in a string. In
the case of binary strings, this involves flipping a one to a zero or vice versa.
This mutation probability is generally a very low probability and generations
may pass without a single mutation. The chance of mutation actually taking
place will obviously increase with an increase in string population and string
length.
The descriptions above only explain the physical processes behind each op-
erator and do not explain the significant role they play in producing a robust
effective search algorithm. The reasoning behind each operator (and the ran-
domness introduced) will be explained and become apparent in the rest of this
section.
Returning to the initial population of four strings and the objective func-
tion, the necessary operators to produce the next generation are available. In
applying the reproduction operator four strings need to selected for the next
generation. The population size remains the same in this example although
growing populations sizes are not uncommon. In order to make an informed
selection on the strings for the following generation a few calculations need to
be completed.
The initial strings were constructed from a coin flipping process, and be-
fore their fitness can be tested their corresponding sample space value need to
40
CHAPTER 4. OPTIMIZATION BY PULSE SHAPING THROUGH A
GENETIC ALGORITHM IN A FEEDBACK LOOP
No. String X-value Fitness : y = (x2) Pselect : fi∑n
i=1 fi
Count fi
f
1 00110 6 36 0.02 0.08
2 11101 29 841 0.46 1.82
3 10001 17 289 0.16 0.63
4 11010 26 676 0.36 1.46
Table 4.2: Fitness values of the initial population.
be known. A simple binary to decimal conversion needs to take place. Each
string now has its ‘x’ value, and its fitness may be tested. Each of the follow-
ing strings is displayed in table 4.2 along with the corresponding x-values and
fitness values.
The fitness of a specific string is determined by the objective function.
Knowing the fitness values with respect to the each other, and thus the sum
of the fitness values of an entire generation, it is possible to assign selection
probabilities to each string. The selection probability is simply defined as,
Pselect =
fi∑n
i=1 fi
(4.1)
where fi is the fitness value of a specific string. The expected count is de-
fined as,
Cex =
fi
f
(4.2)
where f is the average string fitness. A simple way to implement the selec-
tion process is to construct a biased roulette wheel where each strings selection
probability defines the size of the strings segment on the roulette wheel, see
figure 4.2. The strings with higher selection probabilities are set larger slots,
thus allowing a larger possibility of selection at every ‘spin of the wheel’. In or-
der to select four strings for the next generation, four spins are needed. Strings
with low selection probabilities, or more correctly, with low fitness values have
a lower chance for being selected for the following generation. Four spins of
the roulette wheel are made and the outcome is listed in the count column of
table 4.2. It can be seen that the fittest string was selected twice and the least
fit string was not selected at all.
A new pool of four strings has been selected, and mates from this pool are
randomly paired with each other. The next operator, crossover, takes place.
As previously described, a cross site is randomly selected, and the charac-
ters after the cross site are swapped between pairs. This ends the crossover
stage and leaves only mutation as the final operator. Mutation takes place
by moving through every bit in the string population, flipping characters ac-
cording to a mutation probability. The probability is small, say for example,
Pmutation = 0.002 which means that if twenty bits are present in the generation,
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Figure 4.2: A biased roulette wheel of string fitness values.
then the number of bits expected to mutate is 20× 0.002 = 0.04. This implies
that in one generation the chance of a single bit being flipped is relatively low.
Chances of mutation increase as the generations progress further and further,
along with larger numbers of strings present in the generation. After the three
operators have completed their tasks, a new generation has formed, which can
be seen in table 4.3.
Selected string Mating pool and cross site New Population x y(x)
4 110|10 11001 25 625
2 111|01 11110 30 900
2 11|101 11001 25 625
3 10|001 10101 21 441
Table 4.3: The new generation, and the improved fitness values
The new average fitness value is 647.45. Comparing this to the previous
generations average fitness value of 460.5, an increase of 186.95 after one gener-
ation is observed. As the generations progress, this average fitness value is what
needs to be monitored to determine if the search algorithm reaches the goal,
and in what manner it does. This is a generation slice, or the initial generation
slice and after further iterations, the evolutionary track may be analysed. In
the following section results from more complicated functions with vast string
population and large sample space are interpreted.
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4.3 Genetic algorithm simulations
4.3.1 Simple quadratic
The objective function was plotted in figure 4.1 which is simply the positive
side of y = x2. From our initial example of a generation slice, a simulation
of the fixed population of four strings over twenty generations was produced.
The result is plotted in figure 4.3. A second simulation is plotted, where the
population size has been doubled to 8 strings. The average sample space x-
value of the entire population is plotted against the generation progression.
The optimum, xoptimum = 31 (theoretical) is plotted as to confirm whether the
simulation reaches its goal. The difference between simulations is noticeable
where the second simulation reaches the optimum after only 7 generations and
the first simulation takes 18 generations to get there.
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Figure 4.3: Optimization results for y = x2 with population sizes of 4 and 8
strings and a string length of 5. The optimum result is plotted at an x-value
of 31.
A more appropriate simulation is plotted in figure 4.4. In this simulation the
string length has been increased to 10 characters, which means the maximum
value of x, or the value within the sample space which produces the greatest
fitness, according to the the objective function y = x2 is now xoptimum = 1023.
A string population of N = 20 and N = 100 are plotted over 200 generations.
The simulation with a higher string population seems to strive towards the
optimum in a stable fashion where as the smaller population approaches the
optimum erratically. This increase in smoothness obviously has to do with
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Figure 4.4: Optimization results for y = x2 with population sizes of 20 and 100
strings and a string length of 10. The optimum x-value is displayed as 1023.
the average smoothing out over more strings. A smaller population size is less
robust and the populations average fitness is sensitive in comparison. A weak
string being selected has a dramatic effect as well the mutation operator caus-
ing large dips and spikes in average fitness. A string has a (significant) bit
switched at random. This mutation causes the fitness value of the string to
drop, and thus has an affect on the entire populations average fitness (if the
population is small). This mutated string, can be handled in two ways. Either
the process of natural selection excludes the string from the next population,
or the string is mated with a highly fit string to produce a fitter string. The
time taken to reach the optimum is perhaps the most important factor.
The code from this specific simulation is given in appendix B.
4.3.2 Gaussian
A more realistic test on the performance of the algorithm would be a mul-
tipeaked objective function. Figure 4.5 depicts a combination of Gaussian
functions, described as,
f(x) = Ae−((t−t0)
2)/10000) +Be−((t−t1)
2)/10000) (4.3)
In order to test the ‘locality’ issue, a GA is used to search for the x-value
within the sample space which produces the maximum fitness value. This is
obviously the second and highest peak in figure 4.5. Figure 4.6a, shows the
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Figure 4.5: A combination of two Gaussian functions to produce a double peak.
search for the optimum along four different string populations. It can be seen,
that the strings strive to the highest fitness value, and thus the corresponding
x-value at the highest peak is produced as the result of the simulation. The
population with the highest number of strings reaches the optimum fastest.
The lowest string population reaches the optimum relatively fast but can be
seen to change dramatically under mutation. The differences seem only subtle
and this has to do with the long string length. Each of these simulations started
with an initial population with an evenly spread distribution of x-values.
To test a severe case, the x-values of the initial string population were forced
to have values below the start of the first peak. If the GA can move past this
small local peak and find the maximum peak then it has turned out to be
somewhat robust. Three cases were produced and the simulation progression
is plotted in figure 4.6b. The initial string populations x-value were distributed
between 127 - 0, 63 - 0 and 31 - 0. This can be seen by the average x-values
of each population in the first generation. Emphasis is not to be placed on the
differences in initial distributions, as the main reason three simulations were
run was to illustrate the non-deterministic nature of the progression of this ge-
netic algorithm. The optimum was found in each case, thus showing that the
algorithm moved past the initial local peak and progressed to show the second
peak as the maximum. This search process, as previously explained, contains
a large random influence, and it is impossible to produce the same simulation
over again. This makes it difficult to analyze. In the second case, the initial
population was restricted between 0 and 64. It seems as though the average
x-value stabilizes around the value of 250, which corresponds to the x-value of
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Figure 4.6: a.) The GA strives to the optimum fitness value and thus, the
corresponding x-value. b.) The same algorithm parameters are used, where
the initial distribution is varied.
the first peak. After a few successive generations the average x-value starts to
climb and then strives towards the second, higher peak.
4.3.3 The Sinc function
A more complicated function, such as the sinc function, which consists of a
large number of peaks and local extrema, with a global maximum positioned
in the middle, seen in figure 4.7 was similarly tested. The specific sinc function
was described by,
f(x) = 10× sin(0.1x− 500)/(x− 500). (4.4)
In the initial population, as previously mentioned, the strings are assigned
random values between 0 and 1000. For larger numbers of strings, the closer
the average x-value of the initial population will have a value of x = 500, de-
pending on the random number generator. Seeing that the global maximum is
situated at x = 500, the initial population was forced to have random x-values
between 0 and 127 assigned to them instead. In this way, it can be seen that
the algorithm works past the local extrema and then finds the global maximum.
In figure 4.8 it can be seen that larger string populations find the maxi-
mum in the shortest number of generations. The smallest population seems to
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Figure 4.7: A sinc function, consisting of local extrema and a global maximum
situated at x = 500.
stumble over local extrema and is subject to considerable changes under the
mutation operation.
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Figure 4.8: Results from the simulation showing that the maximum fitness
function value is found at x = 500.
Chapter 5 - Experimental setup
5.1 Introduction
The aim of this experiment is to ensure the shortest possible pulse duration
as an outcome. SHG signal is used as a proxy for pulse duration. The SHG
signal is related to the input pulse intensity. The greater the pulse intensity
the greater the SHG signal will be. The peak intensity of USP’s can be ma-
nipulated by changing the pulse duration.
It is possible to manipulate the pulse duration of a pulse of a certain en-
ergy, in the manner that has been discussed throughout this work. Although
the laser pulse as an energy packet remains constant, the peak intensity may
rise and fall with the respective compressing and stretching cases. An USP’s
highest peak intensity is found in its transform limited state. To search for the
highest SHG signal implies searching for the highest peak intensity, which in
turn implies the search for the shortest possible time duration.
5.2 Experimental configuration
The SHG maximization experiment involved the following apparatus.
1. Femtosecond Oscillator
2. DAZZLER pulse shaping system
3. Amplifier
4. Non-linear BBO crystal
5. Photo-detector
6. Oscilloscope
7. Personal computer with genetic algorithm and feedback control.
Figure 5.1 depicts the experimental setup. Pulses of 120 fs in duration are
passed onto the pulse shaping system. The optical pulse becomes convoluted in
time with the acoustic pulse present in the DAZZLER. This interaction shapes
the pulse which is then passed into the amplifier. A non-linear BBO crystal
is placed in the optical line, and the pulses pass through, causing SHG. This
signal is collected by the slow photo-detector and subsequently relayed to an
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oscilloscope which reads this value and passes a voltage value to a computer.
This voltage is proportional to the integrated SHG signal and hence propor-
tional to the SHG yield converted from the fundamental.
Oscillator
GA
BBO
Amplifier
Auto Correlator
Oscilloscope
RF Generator
Dazzler
Photo
Detector
Figure 5.1: A schematic diagram of the second harmonic optimization experi-
ment.
This voltage value is used as input into the genetic algorithm which then in
turn produces output which affects the shape of the next pulse in consideration.
This completes the feedback loop.
5.2.1 The femtosecond laser oscillator characterization
Once it has been confirmed that the oscillator is mode locked and is producing
pulses, it is simple enough to measure the average output power. This is done
by recording pulse trains with an oscilloscope and ensuring that the pulses are
being produced at the required repetition rate. A power meter is then placed
in the optical line and a reading of, average (continuous) power is taken, as an
example,
Pave = 0, 691 W = 691 mW (5.1)
This reading was taken at a repetition rate of 75,75 MHz. Thus implying
each pulse to have an energy of, energy per pulse,Epp,
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Epp =
0, 691 W
75, 75 MHz
= 9, 122× 10−9J ≈ 9, 1nJ (5.2)
A major part of pulse characterization is spectral analysis. This provides
information on frequency bandwidth, center frequency as well as phase informa-
tion. The spectrum was recorded by an Ocean Optics USB4000 spectrometer.
The following spectrum was recorded when the oscillator was operating in a
mode locked state at 75,75 MHz.
Figure 5.2: A Gaussian fit of the spectrum at 75,75 MHz:
The center wavelength can be measured by reading the corresponding wave-
length of the maximum data point, or more accurately by taking the mean of
the fit. The wavelength bandwidth can be found by simply taking the FWHM
of the data fit. The frequency bandwidth is calculated in the following manner.
For a single frequency, it is related to a single wavelength by,
ν =
c
λ
. (5.3)
The frequency bandwidth can be written as,
dν = |−c
λ2
|dλ. (5.4)
Now that the frequency bandwidth has been calculated, the implied pulse
duration may be calculated (based on a few assumptions). The assumption
that the pulse is without chirp and that the pulse is of Gaussian form in the
time domain must be made. To come up with a theoretical value for the pulse
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duration (assuming there is no chirp present in the pulse) the time-bandwidth
product discussed in section 3.3.1 can be used. This provides us with an es-
timate of the pulse duration. This is only only a theoretical value based on
measured spectral data. Measuring the actual pulse duration requires an op-
tical method. Figure 5.2 is a fit to spectral data taken at a repetition rate of
75,75 MHz.
An autocorrelation technique was used to measure the pulse duration and
is described in section 5.3. Once an autocorrelation trace has been captured,
a value for the auto-correlation pulse duration, ∆tA, can be produced. For a
Gaussian pulse shape specifically, the actual pulse duration maybe related to
the autocorrelation pulse duration by,
∆t =
1√
2
∆tA. (5.5)
The autocorrelation trace FWHM is calculated from the measured FWHM
value in figure 5.3. In order to calculate ∆tA the scanning speed and the scan-
ning time which is the FWHM of the trace, must be known. It is now possible
to calculate the correlation length,
d = ACfwhm × scanspeed. (5.6)
Once this distance is known, the time taken to travel this distance is simply
the distance covered divided by the speed of light in air. As the pulse actually
travels up and down the arm depicted in figure 5.8, a factor of 2 forms part of
equation 5.7,
∆tA =
2× d
c
(5.7)
where c is the speed of light in air. Equation 5.5 may be used to calculate
the actual pulse duration as seen in figures 5.3 and 5.4. Figure 5.4 is another
auto correlation trace but at a different scanning speed. There are slight dif-
ferences in the corresponding pulse durations which may be attributed to the
fitting procedure as well as inaccuracies in the auto-correlation technique.
Each Gaussian fit was made by a least squares approximation explained in
appendix A. The laser oscillator used in this work may be characterized by the
attributes displayed in table 5.1.
5.2.2 The DAZZLER pulse shaping system
The shaping system is fully described in section 3.7.2. As a component to this
experiment, its main function is to receive a GVD setting as an input and con-
sequently update the acoustic waveform. This step is part of the feedback loop
and the GVD values it receives are output values from the genetic algorithm.
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Figure 5.3: An auto-correlation trace with a Gaussian fit.
Figure 5.4: An auto-correlation trace with a Gaussian fit.
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Repition Rate 75,75 MHz
Average Power 691 mW
Energy per pulse 9,1 nJ
Peak power 79,1 kW
Center wavelength 795 nm
Center frequency 377,3 THz
Wavelength bandwidth 9.88 nm
Frequency bandwidth 4,6799 THz
Pulse duration 125 fs
Table 5.1: The femtosecond laser oscillator characteristics used in this work.
A small acousto-optic crystal is all that is placed in the optical line and
can be seen in figure 5.5. The new waveforms are sent via radio-frequency and
then transduced onto the crystal.
Figure 5.5: The DAZZLER shaping device placed in the optical line. The
AOM crystal resides within the black box shown. The wire connecting the RF
generator and the transducer can be seen on the left of the box.
5.2.3 The amplifier
This is a regenerative multipass amplifier. The oscillator produces femtosec-
ond laser pulses at a repetition rate of 76 MHz. The pulses are shaped at a
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repetition rate of 1 KHz and it is at this rate the amplifier operates.
This amplifier is used in conjunction with a technique known as Chirped
Pulse Amplification (CPA). The pulses from the oscillator are stretched reduc-
ing the peak intensity. This pulse is then safely amplified and the re-compressed
to from a high intensity USP. Figure 5.6 illustrates this technique.
Figure 5.6: A schematic representation of chirped pulse amplification.
5.2.4 The Non-linear BBO crystal and the Photo-detector
A 5 mm thick BB0 crystal is placed in the optical line, and amplified pulses
are passed onto it. Second harmonic generation is produced, converting the
input center wavelength of 800 nm to a wavelength of 400 nm. A comprehen-
sive discussion on the physical process of second harmonic generation has been
reported [28].
A GaP PDA25k − EC amplified detector from Thorlabs was used. This
detector has a high detection efficiency around 400 nm. Figure 5.7 displays
the setup. The SHG signal is collected and the signal is then relayed to an
oscilloscope.
5.2.5 The Oscilloscope
A Tektronix DPO 4034 digital phosphor oscilloscope was used in this experi-
ment. The scope is set to read data in a specific way by the main program. The
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Figure 5.7: A picture of the BB0 crystal and photo-detector setup.
scope reads a maximum voltage and then passes this onto the main program
which then proceeds to enter this as a fitness value in the string population
within the genetic algorithm. The signal from the photo-detector is relayed via
a co-axial cable and the oscilloscope communicates with the personal computer
via a USB cable and a set of drivers supplied from Tektronix.
5.2.6 Personal computer with genetic algorithm and
feedback control.
To automate the search for the shortest pulse duration, a feedback control loop
was constructed. The main program controlling the feedback loop is written
in LABVIEW. The genetic algorithm is written in C++ but is compiled as a
Dynamic Link Library(DLL). This allows other programs and languages such
as LABVIEW, to call functions in this library.
When the main program executes, the initial user-entered parameters are
taken as input, including the population size and string length. These inputs
are passed to a function which is called from a DLL. The DLL consists of all the
genetic algorithm functions written in C++. The function initializes the genetic
algorithm by randomly assigning GVD values to each individual string in the
population. Each string now has a randomly assigned GVD value. The main
program returns from the library function and then iteratively steps through
the string population in the following manner.
In turn, each string’s GVD value is updated to the DAZZLER. The DAZ-
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ZLER is given a short space of time to update, the newly shaped pulse is
amplified and passed onto the BBO crystal and then the corresponding SHG
signal is measured. This measured value is now entered as that specific string’s
fitness value. Once this has been completed an initial population, with ran-
dom GVD values and now with measured fitness values, has been formed. The
genetic algorithm is now in a position to begin its search process.
The main program then calls the genetic algorithm’s ‘next generation’ func-
tion, and repeats this process until the user specified number of generations has
been reached. Reproduction, crossover and mutation is performed on each gen-
eration. This produces new GVD values which need fitness values assigned to
them. So the pulse shapes are updated and SHG signals measured for ev-
ery string in the population. After each generation has been completed, the
average fitness and average GVD values are stored in a file. After the final
generation this file is used to monitor the progress of the populations fitness
and GVD values. From this, it can be determined if the algorithm converged
to the optimum or not.
The results of this SHG maximization experiment are presented in chapter
6.
5.3 Background free Auto-correlation
Intensity auto-correlation is essentially an indirect technique, where the pulse
is referenced against itself. A pulse is replicated and given a time delay with
respect to the initial pulse and then sampled against each other. It is from
the resulting integrated signal that the pulse duration is obtained. Figure 5.8
depicts the setup of a background free auto-correlator. As the optical path is
non-collinear, the background signal is removed and only the integrated signal
is collected.
As the pulse enters the setup, it is immediately replicated, or split by a
50/50 beam splitter. These two equal pulses pass into the two arms of the
interferometer. The shorter arm follows a path such that when the second
pulse is propagated in the same direction, there is a spatial separation between
pulses. The second arm of the interferometer, has two mirrors placed on a
translation stage. The translation stage allows for the change in optical path
length and thus the replicated pulse may be given a time delay τ . If d is the
delay line or the extended optical path length, then,
τ =
2d
c
. (5.8)
The two non-collinear pulse’s are focused into a non-linear crystal, a BBO
crystal. The BBO frequency doubles the incoming light, converting the incom-
ing 800 nm light to a wavelength of 400 nm. Visibly this changes the red color
of the light to a bright blue color. This frequency doubling occurs in the same
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Figure 5.8: A schematic of background free auto-correlation.
direction as the incoming light, but if a specific phase matching condition is
fulfilled, then frequency doubled light is generated along the bisector of the
incoming pulses. The fundamental light as well as the corresponding SHG it
generates, propagates along the incoming direction, and is finally blocked out
by a spatial filter. Only the SHG in the forward direction is allowed to pass
onto the detector.
The electromagnetic field of the SHG signal is expressed as,
ESHG(t, τ) ∝ E(t) · E(t− τ). (5.9)
As I ∝ |E2|, this proportionality also applies to the intensity. The auto
correlation signal is given as,
Aint(τ) =
∫ +∞
−∞
I(t) · I(t− τ)dt (5.10)
which is a well known auto-correlation function in mathematics. If one
of the time dependent intensity functions in equation 5.10 is known or given,
then the measurement of Aint(τ) will directly produce the other function. As
none of the time dependent intensity functions are known, an assumption of
the initial pulse is made. If the assumption is invalid then major discrepancies
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of the actual pulse duration and shape will be deduced. The normalized auto-
correlation signal, detected with a slow detector is given by,
Aint(τ) =
∫
I(t) · I(t− τ)∫
I2(t)
dt. (5.11)
The maximum signal is obtained when the pulses overlap exactly in time
and the minimum signal is produced when there is no overlap at all. Figure
5.9 depicts an auto-correlation signal for a specific τ . As the translation stage
moves, the time delay changes, and a different auto-correlation signal is pro-
duced. Once an entire scan has been completed, then calculations may be made
to produce the time duration.
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Figure 5.9: An auto-correlation signal for a specific time delay between the
pulses. In this graph t0 represents τ .
An auto-correlation trace is a plot of auto-correlation signal vs scanning
delay. This data set is collected by an oscilloscope and transfered to a per-
sonal computer where a curve fitting process determines the FWHM of the
trace. From this auto-correlation trace FWHM, an actual FWHM pulse time
duration may be determined. Auto-correlation is used in this work to provide
a reasonably accurate measurement of USP’s. This information is not used
directly, but only as to confirm results. This description of background auto-
correlation was taken from [29].
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There are many possible improvements to be made to this auto-correlation
system. Due to the assumptions and inaccuracies of auto-correlation as an
optical diagnostic technique [30], Frequency Resolved Optical Gating (FROG)
is currently being implemented as a substitute. Pulse duration measurements
are now expected to be highly accurate.
Chapter 6 - SHG maximization experiment -
results and discussion
6.1 Introduction
The SHG maximization results are presented here. In section 4.3 optimization
problems were solved with genetic algorithms. In figure 6.1 the measured ob-
jective function is displayed and it is this relationship which is optimized.
6.2 SHG maximization results and discussion
The optimization problem is worded as a SHG signal maximization experiment.
Only one parameter, the imposed GVD by the acoustic pulse, is varied. Figure
6.1 is aptly named a ‘chirpscan’. As the DAZZLER software is able to directly
manipulate the imposed acoustic GVD, a chirpscan is made whereby the SHG
signal is measured for different GVD values.
In the graph, it can be seen that the maximum SHG signal is measured
close to 550 mV. The corresponding GVD value is close to −14000 fs2/mm.
As the pulse shaping system includes an AOM crystal which is naturally a
dispersive medium, some dispersion compensation would need to be included
in order to leave the input pulse duration unaltered. As previously discussed,
any positively dispersed pulse can be negatively dispersed to retrieve the initial
pulse duration. Thus the shaping software system has a ‘self-compensate’ mode
which automatically sets the imposed GVD to a value of−12500 fs2/mm, which
automatically compensates for the dispersive effect of the pulse shaping sys-
tem. The maximum SHG signal is found to be in the region of −14000 fs2/mm.
The maximization of the SHG signal implies a pulse duration minimiza-
tion. This is confirmed by figure 6.2. The GVD value in these two graphs may
not correspond exactly, but note must be made that there are errors in the
data capture procedure. The sensitivity of the photo-detector and oscilloscope
combination needs to be characterized before any serious conclusion to the dis-
crepancy in SHG maximum and pulse duration minimum can be made.
The reason for the ‘gap’ in the measured data sets is due to the fact that
the response filter function present at those specific GVD values are extremely
sharp functions. The convolution of the input pulse and a sharp ‘delta-like’
function has an extremely small interaction area. The output power of the
dazzler shaping system depends on this interaction area. For small areas, very
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Figure 6.1: This is the relationship between the GVD imposed by the optical
pulse and the SHG produced by the shaped output pulse.
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Figure 6.2: The relationship between the input pulse duration and the imposed
GVD. The minimum pulse duration should correspond with the maximum SHG
signal in figure 6.1.
low powers are produced hence the missing data points. This occurs where the
GVD value is close to zero. Figure 6.3 illustrates this point. A full explanation
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has been reported [31].
Figure 6.3: The response function depicted on the right is the above mentioned
sharp function. The interaction area formed between the input pulse and this
function produces extremely low powers. The second function depicted on the
left will form a larger interaction area when convoluted with the input pulse.
The main difference is the amount of GVD these response functions impose on
the input pulse.
The genetic algorithm looks for the maximum peak in the relationship dis-
played in figure 6.1. A genetic algorithm is not needed to find the peak of this
function and any optimization method could have found the maximum with
comparable results. The idea behind using the genetic algorithm is that when
pulse shaping is conducted over a larger number of parameters and complicated
objective functions, or even unknown objective functions, then the genetic al-
gorithm will perform where others will fail.
Figure 6.4 shows three separate experimental results. The highest string
population finds the optimum in fewer generations than the others, although
the population size of ten strings seems to perform reasonably. The string pop-
ulation of 6 does not find the maximum at all. At around generation number
48, the population takes on a constant value. My conclusion is that due to
the small number of strings, it is highly likely that eventually the population
will consist of 6 identical strings. If two identical strings are crossed with each
other, the outcome is two of exactly the same strings. There will be no change
in GVD setting and thus no change in SHG. The only way this can change
over subsequent generations is under the mutation operator. The chance of
mutation is low as the population size is small.
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Figure 6.4: Three separate experimental results are displayed. The difference
being the string population size, displayed at 6,10 and 20 strings. The string
population of 20 finds the optimum relatively quickly and the string population
of 6 seems not to find the optimum at all. This may be crudely associated with
the effect of ‘inbreeding’ found in nature.
The number of strings in a population has a decisive effect on the outcome of
such an optimization problem. In figure 6.5, a population size of 30 strings was
chosen and the average fitness monitored over 40 generations. The optimum
is found at a shorter number of generations than was found by the experiment
with 20 strings.
The reason for not choosing a much higher population is simple. Firstly,
the complexity of this specific problem does not require a large population
and secondly, the feedback loop takes a considerable amount of time to step
through a single generation and obtain fitness values. The experiment plotted
in figure 6.5 took close to 40 minutes to complete. The larger the population
size, the longer time period taken to complete. That having been said, a higher
population size would almost certainly take fewer generations to converge.
6.3 Improvements
In order to improve convergence times the following points should be consid-
ered.
An investigation into the exact amount of time needed to allow the AOM to
refresh and then an accurate measurement to be made, should be completed.
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Figure 6.5: An optimization result for a population size of 30 strings.
Currently the delay period is set at 2s. This means that for every string in
the population, a delay of 2s is taken, at every generation in the experiment.
Knowing exactly how much time is needed will greatly reduce this time delay.
In reference to figure 6.1 it can be seen that strings with high fitness, are
assigned values close to 550 mV where as weaker, less fit strings are assigned
values of anywhere between 150 − 300 mV. In terms of GA progression, this
means that it is not so easy to select fitter strings as the selection probability
is only so much higher than the weaker strings.
A solution to this which is easily implemented is scaling the fitness values
linearly. If y is the final fitness value and x the measured fitness value, then a
scale of the form,
y = Ax+B (6.1)
can be applied, where A and B are constants. This will improve selection of
fitter strings in the reproduction operator and thus improve convergence times.
Setting A = 100 and B = 1000, the following SHG maximization evolutionary
plots were produced. In figure 6.6 the relationship between the imposed GVD
and the SHG signal is plotted. It is considerably different to figure 6.1. The
reason for the difference in intensity is that a different combination of attenua-
tors is used in the separate scans. The reason for the shift in the central peak
is somewhat more complicated. In between these chirpscans, the oscillator ex-
perienced a serious problem. One of the optical components within the cavity
itself was damaged. An optical coating had been stripped and the power of the
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laser had dropped dramatically. The laser was repaired but adjustments were
made within the resonator. These adjustments included changing the length of
dispersive medium and hence changed the chirp of the output pulse. The effect
can be seen in the shift of the central peak, which is now situated at around
− 10000 fs2/mm. All this means is that to produce an output pulse of shortest
pulse duration (a transform limited state) a different amount of GVD needs to
be imposed.
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Figure 6.6: A chirpscan taken after adjustments were made to the oscillator
cavity. The central peak height is seen to be close to 2500 mV.
Once the linear scale of the fitness function was implemented, two experi-
ments were conducted to confirm the improved operation of the genetic algo-
rithm. The experiments were run at two different population sizes of 20 and
30 strings. There is not much difference between the two, confirming the fact
that for simplistic optimization problems, the population size need not be that
great. Figures 6.7 and 6.8 show the evolutionary tracks of these experiments.
It is noticeable that the convergence time is quicker than those in figures 6.4
and 6.5, and are now similar to the convergence paths produced by simulation
in figures 4.4 and 4.8.
6.4 Conclusion
This project serves as a proof of principle experiment. The idea behind this
work was to investigate time domain pulse shaping and to attempt to create
the first automated time-domain pulse shaper (within the femtosecond time
domain) within Africa. This has been completed and the results from initial
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Figure 6.7: Evolutionary path of a population of 20 strings.
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Figure 6.8: Evolutionary path of a population of 30 strings.
experiments have been reported here.
A simple shaping experiment was successfully conducted and the prospect
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for complicated shaping experiments now seems plausible. The work presented
here forms the basis for future shaping experiments and the feedback loop
constructed will be adapted accordingly for different shaping expectations. Al-
though it would be convenient if the change from this simple experiment to a
complicated one would be a smooth transition, there may be some effort re-
quired to do so, as the written algorithm is not completely generic.
It has been shown that laser pulse shaping by means of an AOPDF (DAZ-
ZLER) in uncomplicated setups has been achieved. Implementation of a ge-
netic algorithm as an optimization method produced results which allows for
the re-use of the algorithm, adjusted to search numerous parameter spaces si-
multaneously. Successful construction of a feedback control loop will allow for
future processes to be fully automated.
Dispersion compensation was successfully automated to the point where the
duration of pulses after the shaping system have been found to be consistent
and sufficiently short. Creating or searching for the shortest possible pulse du-
ration is now possible. Regardless of what dispersive optical components are
inserted before the DAZZLER (up to limitations on the shaping device), it can
now be ensured that pulse durations match the original pulse durations from
the output coupler of the oscillator. This is all done through an automatic
process and simply requires the user to start a program.
In conclusion, I am happy to present this work as a successful piece of re-
search with a definitive outcome. I am proud to allow this work to be used as
a basis for future shaping experiments.
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Appendix A - Least squares data fitting
This appendix is a description of the least squares curve fitting program I used
to fit Gaussian curves to measured data. The fitting function is somewhat
different than the usual least squares fit, but only in slight variation.
We want to fit a Gaussian curve of the following form to captured data
from a spectrometer for example,
y(x) =
a
σ
√
2pi
e−
(x−µ)2
2σ2 (A.1)
where a is the amplitude of the Gaussian, σ is the standard deviation and µ
is the mean. Firstly, in order to write this equation in a matrix form for a least
squares fit, we linearize equation A.1 in the following way. By rearranging and
taking logs both sides of equation A.1 yields
yσ
√
2pi
a
= e−
(x−µ)2
2σ2 (A.2)
log
(
yσ
√
2pi
a
)
= log
(
e−
(x−µ)2
2σ2
)
(A.3)
log
(
yσ
√
2pi
)
− log(a) = −x
2 + 2xµ+ µ2
2σ2
(A.4)
log y(x) = log(a)− log
(
yσ
√
2pi
)
− 1
2σ2
x2 +
µ
σ2
x+
µ2
2σ2
(A.5)
This equation is now in the form of a straight line and we are able to
represent this relationship in matrix form,
Y = Ax2 +Bx+ C (A.6)
Y =

x21 x1 1
x22 x2 1
: : :
x2n xn 1

AB
C
 (A.7)
where
Y = log Y (A.8)
A = − 1
2σ2
(A.9)
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B =
µ
σ2
(A.10)
C = − µ
2
2σ2
+ log
(
a
σ
√
2
)
(A.11)
This leaves us in the position to calculate the mean, standard deviation
and the amplitude of the fitted curve. The following code insert was written in
MATLAB and contains the least squares fit as well as the rest of the program.
The least squares fitting section is commented.
clear all
clc;
format long e;
c = 299792458; % m/s
% Data file consists of 2 Columns : 1st Column has the wavelength
% and the second column has the corresponding photon count at that
% specific wavelength.
data = dlmread(’oscillator1.txt’,’\t’);
wavelength = data(:,1);
photon_count = abs(data(:,2));
counter=1;
max_t = max(photon_count);
% storing the two columns into seperate data structures and
% eliminating data below 10% of the maximum data point.
for i=1:size(wavelength,1)
if photon_count(i,1)>max_t*0.10
photon(counter,1)=photon_count(i,1);
wave(counter,1)=wavelength(i,1);
counter=counter+1;
end
end
% linearizing the system in order to apply least squares fit.
%logging both sides
log_photon_count = log (photon);
%creating the matrix
A=[wave.^2 wave ones(size(wave,1),1)];
% calculating the co-efficient matrix
x=A\log_photon_count;
% calculating the standard deviation and mean
sigma = sqrt(-1/(2*x(1,1)));
mu = x(2,1)*sigma^2;
% Amplitude
amp=sigma*sqrt(2*pi)*exp(x(3,1)+(mu^2)/(2*sigma^2));
% Final form of equation with fitted parameters
y = amp./(sigma.*sqrt(2.*pi)).*exp( -((wavelength - mu).^2) /(2*sigma.^2) );
y_temp = amp./(sigma.*sqrt(2.*pi)).*exp( -((wave - mu).^2) /(2*sigma.^2) );
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distance = abs(y_temp - photon);
Standard_dev_of_error = std(distance);
figure;
plot(wavelength,y,’r’,’linewidth’,3)
hold on
plot(wavelength,photon_count,’.’)
axis([mu-4*sigma mu+4*sigma 0 max(photon_count)]);
xlabel(’Wavelength (nm)’);
ylabel(’Intensity (A.U.)’);
title(’Oscillator Spectrum at 75,75 MHz’)
legend(’Fitted’,’Measured’)
FWHM = fwhm(wavelength,y);
temp = round(num2str(FWHM));
FWHM = FWHM*1e-9;
mu_temp = mu*1e-9;
frequency = (c/mu_temp^2)*FWHM;
frequency_temp = frequency*1e-12;
pulse_duration = 0.44/frequency;
temp_pd = pulse_duration*1e15;
text(mu+1.5*sigma,max(photon_count)*0.63,[’Center wavelength = ’,num2str(round(mu)),’ nm’]);
text(mu+1.5*sigma,max(photon_count)*0.6,[’FWHM Wavelength bandwidth = ’,temp,’ nm’]);
text(mu+1.5*sigma,max(photon_count)*0.57,[’Frequency Bandwidth = ’,num2str(frequency_temp),’ THz’]);
text(mu-3*sigma,max(photon_count)*0.57,[’Theoretically implied’]);
text(mu-3*sigma,max(photon_count)*0.54,[’pulse duration = ’,num2str(temp_pd),’ fs’]);
text(mu-3*sigma,max(photon_count)*0.45,[’Standard deviation = ’,num2str(Standard_dev_of_error)]);
Appendix B - A simple genetic algorithm
written in C code.
#include<stdio.h>
#include<stdlib.h>
#include <time.h>
#include <unistd.h>
#include <math.h>
#define N 50
#define LENGTH 8
#define MAXGEN 100
#define TRUE 1
#define FALSE 0
// #note NB: Length defines the variable space
int sumfitness;
int sumvalue;
float avefitness;
int min_fit;
int max_fit;
int min_val;
int max_val;
int nmutate;
int ncross;
int temp_mutate;
int parammax;
int parammin;
int xglobal;
struct ELEMENT{
int number;
int string[LENGTH];
int xval;
int fitness;
int parent1[LENGTH];
int parent2[LENGTH];
int cross;
};
typedef struct ELEMENT pop;
int convert2val(int string[])
{
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int j = 0;
int total = 0;
int temp = 0;
for(j=LENGTH-1;j>=0;j--)
{
temp = (LENGTH - 1) - j;
total = total + string[j]*pow(2,temp);
}
return total;
}
//calculate the decimal values from binary
int convert(pop population[], int index)
{
int j = 0;
int total = 0;
int temp = 0;
for(j=LENGTH-1;j>=0;j--)
{
temp = (LENGTH - 1) - j;
total = total + population[index].string[j]*pow(2,temp);
}
return total;
}
//specify the fitness function here: this is the actual function to be optimized
int fitnessfunction(int value)
{
int fit = 0;
fit = value*value; //f(x) = x^2;
return fit;
}
void initclear(pop population[])
{
int i,j;
int temp = 0;
int total = 0;
for(i=0;i<=N-1;i++)
{
population[i].number = 0;
population[i].cross = 0;
for(j=0;j<=LENGTH-1;j++){
population[i].string[j] = 0;
population[i].parent1[j] = 0;
population[i].parent2[j] = 0;
}
population[i].xval = 0;
population[i].fitness = 0;
}
}
void init(pop population[])
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{
int i,j;
int temp = 0;
int total = 0;
int tempmin[LENGTH];
int tempmax[LENGTH];
for(j=0;j<=LENGTH-1;j++)
{
tempmin[j] = 0;
tempmax[j] = 1;
}
parammin = convert2val(tempmin);
parammax = convert2val(tempmax);
for(i=0;i<=N-1;i++)
{
population[i].number = i;
population[i].cross = 0;
for(j=0;j<=LENGTH-1;j++){
population[i].string[j] = rand()%2;
population[i].parent1[j] = 0;
population[i].parent2[j] = 0;
}
population[i].xval = convert(population,i);
population[i].fitness = fitnessfunction(population[i].xval);
}
}
void display(pop generation[])
{
int i,j;
for(i=0;i<=N-1;i++){
printf("-------------------------\n");
printf("- Index: %d -\n", generation[i].number);
printf("- Value: %d -\n", generation[i].xval);
printf("- Fitness: %d -\n", generation[i].fitness);
printf("- Bit string: ");
for(j=0;j<=LENGTH-1;j++){
printf("%d", generation[i].string[j]);
}
printf(" -\n");
printf("- Parent1: ");
for(j=0;j<=LENGTH-1;j++){
printf("%d", generation[i].parent1[j]);
}
printf(" -\n");
printf("- Parent2: ");
for(j=0;j<=LENGTH-1;j++){
printf("%d", generation[i].parent2[j]);
}
printf(" -\n");
printf("- Crossite: %d -\n",generation[i].cross);
printf("-------------------------\n");
}
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int selection(pop generation[])
{
int partsum;
int selected = 0;
float r = 0; //random number between 0 and 1
float wheel_point = 0;
int i;
r = (float)(random()%100);
r = (r/100);
wheel_point = r * sumfitness;
i = 0;
partsum = 0;
partsum = partsum + generation[i].fitness;
while((partsum < wheel_point)&&(i < N-1)) {
i = i + 1;
partsum = partsum + generation[i].fitness;
}
selected = i;
return selected; //must return the selected index
}
int headstails(float probability)
{
float temp = 0;
temp = random()%100;
temp = temp/100;
if(temp<probability)
{
return TRUE;
}
else
{
return FALSE;
}
}
int mutation(int bit,float pmutate)
{
int mutate = 0;
int mtemp = 0;
mutate = headstails(pmutate);
if(mutate)
{
nmutate = nmutate + 1;
temp_mutate = temp_mutate+1;
mtemp = temp_mutate%5;
if(mtemp==0)
{
temp_mutate = 0;
if(bit == TRUE)
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{
bit = FALSE;
}
else
{
bit = TRUE;
}
}
return bit;
}
else
{
return bit;
}
}
void crossover(pop population[], int mate1,int mate2,float pcross,float pmutate, pop newpop[],int j)
{
int i=0;
int crossite = 0;
int parent1[LENGTH],parent2[LENGTH];
int child1[LENGTH],child2[LENGTH];
for(i=0;i<=LENGTH-1;i++)
{
parent1[i] = population[mate1].string[i];
parent2[i] = population[mate2].string[i];
}
for(i=0;i<=LENGTH-1;i++)
{
newpop[j].parent1[i] = parent1[i];
newpop[j].parent2[i] = parent2[i];
newpop[j+1].parent1[i] = parent1[i];
newpop[j+1].parent2[i] = parent2[i];
}
if(headstails(pcross))
{
crossite = random()%(LENGTH-1);
ncross = ncross + 1;
}
else
{
crossite = LENGTH-1;
}
for(i=0;i<=crossite;i++)
{
child1[i] = mutation(parent1[i],pmutate);
child2[i] = mutation(parent2[i],pmutate);
}
if(crossite!=LENGTH-1)
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{
for(i = crossite+1;i<=LENGTH-1;i++)
{
child1[i] = mutation(parent2[i],pmutate);
child2[i] = mutation(parent1[i],pmutate);
}
}
//fill in the new info in the new population
newpop[j].number = j;
newpop[j+1].number = j+1;
for(i=0;i<=LENGTH-1;i++)
{
newpop[j].string[i] = child1[i];
newpop[j+1].string[i] = child2[i];
}
newpop[j].xval = convert(newpop,j);
newpop[j+1].xval = convert(newpop,j+1);
newpop[j].cross = crossite;
newpop[j+1].cross = crossite;
newpop[j].fitness = fitnessfunction(newpop[j].xval);
newpop[j+1].fitness = fitnessfunction(newpop[j+1].xval);
}
void fullcopy(pop oldpop[],pop newpop[])
{
int i,j = 0;
for(i=0;i<=N-1;i++)
{
oldpop[i].number = newpop[i].number;
oldpop[i].xval = newpop[i].xval;
oldpop[i].fitness = newpop[i].fitness;
oldpop[i].cross = newpop[i].cross;
for(j=0;j<=LENGTH-1;j++)
{
oldpop[i].string[j] = newpop[i].string[j];
oldpop[i].parent1[j] = newpop[i].parent1[j];
oldpop[i].parent2[j] = newpop[i].parent2[j];
}
}
}
void stats(pop population[],int t)
{
int i;
int temp = 0;
float tempx = 0;
xglobal = 0;
sumfitness = 0;
avefitness = 0;
sumvalue = 0;
min_fit = 0;
max_fit = 0;
min_val = 0;
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max_val = 0;
sumfitness = population[0].fitness;
min_fit = population[0].fitness;
max_fit = population[0].fitness;
min_val = population[0].xval;
max_val = population[0].xval;
for(i=1;i<=N-1;i++)
{
temp = population[i].fitness;
sumfitness = sumfitness + temp;
if(temp > max_fit)
{
max_fit = temp;//a new maximum fitness value
max_val = population[i].xval;
}
if(temp<min_fit)
{
min_fit = temp;//a new minimum fitness value
min_val = population[i].xval;
}
}
avefitness = (float)sumfitness/N;
tempx = sqrt(avefitness);
xglobal = roundf(tempx);
printf("------------------------------------------------------------\n");
printf("- No. of chromosomes : [%d] Generation no. : [%d] -\n",N,t);
printf("- -\n");
printf("- Sum Fitness : [%d] -\n",sumfitness);
printf("- Ave Fitness : [%f] -\n",avefitness);
printf("- Min Fitness : [%d] -\n",min_fit);
printf("- Max Fitness : [%d] -\n",max_fit);
printf("- Min Value : [%d] -\n",min_val);
printf("- Max Value : [%d] -\n",max_val);
printf("------------------------------------------------------------\n");
}
void report()
{
printf("*************************************************************************\n");
printf("* Final Report *\n");
printf("* *\n");
printf("* No. of chromosomes (strings) : [%d] *\n",N);
printf("* Length of strings : [%d] *\n",LENGTH);
printf("* No. of generations : [%d] *\n",MAXGEN);
printf("* Parameter space : [%d ... %d] *\n",parammin,parammax);
printf("* No. of crossovers : [%d] *\n",ncross);
printf("* No. of mutations : [%d] *\n",nmutate);
printf("* *\n");
printf("* Average Fitness value : [%f] *\n",avefitness);
printf("* Corresponding x-value : [%d] *\n",xglobal);
printf("*************************************************************************\n");
}
int main()
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printf("A simple GA\n");
FILE *file;
file = fopen("out.txt","w");
int gen_t = 0;
int index = 0;
int i,j = 0;
int temp_popsize = 0;
int mate1,mate2 = 0;
float pcross = 0;
float pmutate = 0;
avefitness = 0;
pcross = 0.9;
pmutate = 0.001;
pop oldpop[N],newpop[N];
//clearing data sets
initclear(oldpop);
initclear(newpop);
ncross = 0;
nmutate=0;
temp_mutate = 0;
//randomizing the seed in terms of the internal system clock
srand(time(NULL) + getpid());
//initiate the initial population
init(oldpop);
//printout of the population stats
stats(oldpop,gen_t);
printf("[%d] : [%d]\n",gen_t,xglobal);
fprintf (file, "%d \t %d\n",gen_t,xglobal);
//main loop
while(gen_t <= MAXGEN)
{
//population loop
temp_popsize=0;
while(temp_popsize < N-1)
{
mate1 = selection(oldpop);
mate2 = selection(oldpop);
crossover(oldpop,mate1,mate2,pcross,pmutate,newpop,temp_popsize);
temp_popsize = temp_popsize + 2;
}
//copy the new generation over the old generation
//i.e move the generation forward
fullcopy(oldpop,newpop);
gen_t = gen_t + 1;
stats(oldpop,gen_t);
printf("[%d] : [%d]\n",gen_t,xglobal);
fprintf (file, "%d \t %d\n",gen_t,xglobal);
}
report();
82
APPENDIX B. A SIMPLE GENETIC ALGORITHM WRITTEN IN C
CODE.
fclose(file);
return 0;
}
