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Thermodynamic uncertainty relations (TURs) place strict bounds on the fluctuations of thermodynamic quan-
tities in terms of the associated entropy production. In this work we identify the tightest (and saturable) matrix-
valued TUR that can be derived from the exchange fluctuation theorems describing the statistics of heat and
particle flow between multiple systems of arbitrary dimensions. Our result holds for both quantum and classical
systems, undergoing general finite-time, non-stationary processes. Moreover, it provides bounds not only for
the variances, but also for the correlations between thermodynamic quantities. To demonstrate the relevance of
TURs to the design of nanoscale machines, we consider the operation of a two-qubit SWAP engine undergoing
an Otto cycle and show how our results can be used to place strict bounds on the correlations between heat and
work.
Introduction - Over the last decades, technological de-
velopments have led to the creation of artificial meso- and
nanoscopic heat engines [1, 2], with applications ranging from
nano-junction thermoelectrics [3] to quantum dots [4]. Un-
derstanding the fundamental principles ruling over the non-
equilibrium physics of such devices is therefore one of nowa-
days most sought-after challenges. One of the key features
of these non-equilibrium processes is that they are always ac-
companied by an irreversible production of entropy. And as
the systems become smaller, the fluctuations in the entropy
production become significant. This requires one to treat the
entropy production Σ as a random variable distributed accord-
ing to a certain probability distribution P(Σ). These distribu-
tions satisfy a set of fundamental symmetry relations, known
as Fluctuation Theorems (FT) [5–17] which can generally be
expressed as P(Σ)/P˜(−Σ) = eΣ, where P˜(Σ) denotes the proba-
bility distribution of the time-reversed process. FTs represent
a refinement of the second law of thermodynamics, which at
the stochastic level is recast in the form 〈Σ〉 ≥ 0. The ad-
ditional information they carry, however, can also be used to
characterize systems arbitrarily far from equilibrium, which
generated enormous interest across many fields of research
[3, 4, 18–21].
More recently, another set of powerful results called Ther-
modynamic Uncertainty Relations (TURs) have been discov-
ered [22–25]. TURs impose strict restrictions on the fluctua-
tions of thermodynamic currents (e.g., heat, particles, etc.).
Letting Q denote any such integrated current (net charge)
exchanged during an out-of-equilibrium process over some
generic time interval, the TURs bound the signal-to-noise ra-
tio (SNR) of Q according to
Var(Q)
〈Q〉2 ≥
2
〈Σ〉 , (1)
where Var(Q) = 〈Q2〉−〈Q〉2 denotes the variance, 〈Q〉 the aver-
age charge and 〈Σ〉 the average entropy production. Eq. (1) ex-
presses a tradeoff between process precision, quantified by the
SNR, and dissipation, quantified through the entropy produc-
tion. To reduce fluctuations one must pay the inevitable price
of dissipation. This has important ramifications for the oper-
ation of microscopic autonomous engines [24] where fluctua-
tions in the output power may be significant.
TURs were originally discovered in the context of non-
equilibrium steady-states of classical time-homogeoneous
Markov jump-processes satisfying local detailed balance [22–
24]. Further refinements and extensions have since then been
found for finite-time processes [25–27], periodically driven
systems [28–30], quantum systems in linear response [31] and
using geometrical arguments based on the manifold of non-
equilibrium steady-states [32].
A natural question that emerges is whether TURs, being in-
equalities, can be viewed as a consequence of FTs, just like
the second law 〈Σ〉 ≥ 0. Explorations in this direction be-
gan quite recently, starting with symmetric work protocols
[30, 33, 34] and subsequently generalized to include mea-
surement feedback [35, 36]. In this paper we derive a new
type of saturable TUR for FTs stemming from heat and par-
ticle exchange between multiple systems (Fig. 1(a)). This
class of problems is particularly relevant, as it encompasses
microscopic autonomous engines, which can be implemented
in thermoelectric devices [37, 38] and are now starting to be
pursued in controlled quantum platforms [39–45]. A set of
charges Q1, . . . ,Qn (energy, work, heat, particles, etc.) in this
case satisfies the so-called Exchange Fluctuation Theorems
(EFTs) [11–13] (see also [14, 15])
P(Q1, . . . ,Qn)
P(−Q1, . . . ,−Qn) = e
∑
i
AiQi
, (2)
where Ai are thermodynamic affinities associated to each
charge. The corresponding entropy production is Σ =
∑
i AiQi.
As our first main result, we show that the EFT (2) implies a
generalized TUR for any charge Qi, of the form
Var(Qi)
〈Qi〉2 ≥ f (〈Σ〉), (3)
where f (x) = csch2(g(x/2)), csch(x) is the hyperbolic cose-
cant and g(x) is the function inverse of x tanh(x). We prove
that this bound represents the tightest saturable tradeoff bound
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2for the SNR of any observable satisfying (2), given 〈Qi〉. In
fact, we are also able to provide an explicit form for the prob-
ability distribution P(Q1, . . . ,Qn) saturating (3). This is to be
compared, for instance, to the bounds derived in [30, 33–35],
which are looser but cannot be saturated. On the other hand, a
series expansion of f (x) around x = 0 yields f (x) ' 2/x−2/3,
so that for 〈Σ〉  1 one recovers the bound (1). The bound (1),
however, does not necessarily apply to all scenarios involving
the exchange fluctuation theorem and can be violated. Our
bound, on the other hand, is always looser than (1) and always
holds in any EFT scenario.
Our framework also allows us to go further and con-
struct a matrix-valued TUR for the covariance matrix Ci j =
Cov(Qi,Q j) = 〈QiQ j〉 − 〈Qi〉〈Q j〉 between different charges,
similar in spirit to Refs. [27, 31, 32]. In this case, the bound
becomes
C − f (〈Σ〉)qqT ≥ 0, (4)
where q = (〈Q1〉, . . . , 〈Qn〉) and the inequality is to be inter-
preted as a condition on the positive semi-definiteness of the
matrix on the left-hand side. This bound therefore not only
places restrictions on the fluctuations of currents, but also on
their correlations.
Eqs. (3) and (4) are the main results of this paper. They hold
for (i) quantum and classical systems of arbitrary dimensions
and (ii) undergoing arbitrarily finite time processes far from
equilibrium. The steady-state scenario is also contemplated
as a particular case in which the systems become macroscop-
ically large [12]. Below we start by reviewing the physical
scenarios where our results are valid. We then provide the de-
tails of the proof and discuss their physical consequences. To
illustrate their usefulness, we then apply them to a two-qubit
SWAP engine functioning as a nanoscale Otto cycle.
The Exchange Fluctuation Theorem (EFT) scenario -
We consider the scenario depicted in 1(a) and studied in
Refs. [11–15]. An arbitrary number M of quantum systems
are initially prepared in a factorized grand-canonical state
ρ =
∏
i Z−1i exp
[−βi (Hi − µiNi)], where Hi,Ni are the lo-
cal Hamiltonians and particle number operators and βi, µi the
inverse temperature and chemical potential of the i-th subsys-
tem [46]. The quantum systems are put in contact at time t = 0
up to a time τ by means of an arbitrary unitary Uˆ incorporat-
ing the effect of all interactions between the subsystems, as
well as any possible external driving. The only assumption is
that the external drives are time-symmetric, so that the unitary
related to the time-reversed process is simply Uˆ†. Classical
systems can be treated in a similar way [11].
As a result of this time-dependent protocol, the subsystems
exchange both energy and particles with each other; we de-
note by QEi = ∆Ei and QNi ≡ ∆Ni the integrated energy and
particle currents during the time window (0, τ). Following
[12, 15], the full statistics of these quantities can be shown
to satisfy the FT
P
(QE1 , . . . ,QEM ,QN1 , . . . ,QNM )
P
(−QE1 , . . . ,−QEM ,−QN1 , . . . ,−QNM ) = e∑i βi(QEi−µiQNi ),
(5)
Qi
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FIG. 1. (a) Exchange Fluctuation Theorem scenario: A system con-
sisting of M (here M = 3) subsystems is allowed to interact by means
of a unitary U. As a result, the subsystems will exchange energy and
particles, amounting to net transferred charges (integrated currents)
of energy QEi and particles, QNi . (b) For microscopic systems any
generic Qi will be a stochastic variable and fluctuate from one rep-
etition of the experiment to the other, represented pictorially by the
jagged gray curve. This is to be contrasted with the average charge
〈Qi〉 shown as a dashed line. The fluctuations in Qi are represented
by the variance Var(Qi), which we illustrate here by the red interval.
Inset: a plot of the function f (x) in the right-hand side of Eq. (3),
compared with the traditional bound 2/x that appears in Eq. (1).
which is of the form (2).
Variations of Eq. (5) may also be naturally constructed.
Consider, for instance, the particularly relevant case of M = 2
subsystems. Particle conservation implies that it suffices to
consider the particle charge QN = ∆N2 = −∆N1 and hence
work only with P(QE1 ,QE2 ,QN ). In addition, it may be of
interest to change variables and use as thermodynamic quan-
tities a heat charge QH = −∆E1 and a work charge QW =
∆E1 + ∆E2. The EFT for the joint distribution (5) then be-
comes [47, 48]
P(QH ,QW ,QN )
P(−QH ,−QW ,−QN ) = e
δβ QH+βBQW +δβµ QN , (6)
where δβ = βB − βA and δβµ = βAµA − βBµB are the corre-
sponding affinities. This result, as stated, does not assume any
form of weak coupling or strict energy conservation (i.e., in
general, ∆E1 , −∆E2). But if that is the case, then no work is
performed and it suffices to deal with P(QH ,QN ).
Derivation of the TUR - We now turn to the derivation of
our TUR bound. The starting point is a general joint probabil-
ity distribution P(Q1, . . . ,Qn) satisfying (2). We first perform
a change of variables to Σ =
∑
i AiQi and Z = ∑i ziQi, where zi
are a set of auxiliary variables. The corresponding probability
distribution P(Σ,Z) = 〈δ(Σ−∑i AiQi)δ(Z −∑i ziQi)〉 will then
have the same symmetry as Eq. (2) [49]. Namely,
P(Σ,Z)
P(−Σ,−Z) = e
Σ. (7)
Our bound is now entirely based on the following simple
question: for fixed 〈Σ〉 and 〈Z〉, what is the probability
distribution P(Σ,Z), satisfying Eq. (7), which has the smallest
possible variance Var(Z)? We call this the minimal distribu-
tion. Our main technical contribution can then be summarized
3by the following theorem:
Theorem (“TUR de force”). For fixed finite 〈Σ〉 and 〈Z〉, the
probability distribution P(Σ,Z) satisfying (7), with the small-
est possible variance (the minimal distribution) is the distri-
bution
Pmin(Σ,Z) =
1
2 cosh(a/2)
{
ea/2δ (Σ − a) δ (Z − b)
+ e−a/2δ (Σ + a) δ (Z + b)
}
, (8)
where the values of a and b are fixed by 〈Σ〉 = a tanh(a/2) and
〈Z〉 = b tanh(a/2).
The proof is given in the Supplemental Material [50]. We
also note that a similar distribution also appears in Ref. [33].
For the minimal distribution (8), the variance of Z is given by
Var(Z)min = 〈Z〉2 f (〈Σ〉), (9)
where f (x) is the function discussed below Eq. (3) and
Var(Z)min is the variance of Z calculated w.r.t. Pmin in Eq. (8).
Proving that this distribution is minimal hence implies that
Var(Z) ≥ f (〈Σ〉)〈Z〉2, (10)
for any other probability distribution.
Matrix-valued TUR - We are now in the position to com-
plete the derivation of our TUR. The bound (10) holds for a
general combination Z =
∑
i ziQi of the charges, with arbi-
trary parameters zi. Let us then write 〈Z〉 = ∑i ziqi, where
qi = 〈Qi〉, and Var(Z) = ∑i j Ci j ziz j, where Ci j = Cov(Qi,Q j).
Eq. (10) can then also be written as
zT
(
C − f (〈Σ〉)qqT
)
z ≥ 0.
But since this must be true for any set of numbers zi, it follows
that the matrix inside the parenthesis must itself be positive
semidefinite. We therefore finally arrive at our main result in
Eq. (4); viz., C− f (〈Σ〉)qqT ≥ 0. The positive semidefiniteness
of this matrix implies that the diagonal entries must also be
non-negative. This then leads to Eq. (3).
In addition, a condition on the covariances may be obtained
by using the fact that if G is a positive semidefinite matrix,
then −√GiiG j j ≤ Gi j ≤ √GiiG j j. Applying this to Eq. (4)
immediately leads to
f (〈Σ〉)qiq j − Mi j ≤ Ci j ≤ f (〈Σ〉)qiq j + Mi j, (11)
where M2i j = (Var(Qi)− f (〈Σ〉)q2i )(Var(Q j)− f (〈Σ〉)q2j ). Beside
their magnitude, a particularly relevant information is also
contained in the sign of the covariances Ci j = Cov(Qi,Q j).
When Ci j is positive (negative), values of Qi above average
imply values of Q j above (below) average.
It is possible to find a simple criteria determining when
Cov(Qi,Q j) will have a well defined sign (namely, the same
as that of qiq j). This will occur whenever the lower and up-
per bounds in Eq. (11) have the same sign, which amounts to
checking whether ( f qiq j)2 ≥ M2i j. Using the definition of Mi j
one then finds
q2i
Var(Qi) +
q2j
Var(Q j) ≥
1
f (〈Σ〉) . (12)
If this inequality is satisfied, then it is guaranteed that
sign Cov(Qi,Q j) = sign qiq j.
Application to a microscopic engine - To illustrate our re-
sults, we consider the application of our bound to an engine
composed of two qubits, with energy gaps A and B, inter-
acting by means of a SWAP unitary Uˆ = 12 (1 + σˆA · σˆB),
where σˆi’s are the Pauli matrices [51]. The non-resonant na-
ture of the two qubits means that there will in general be a
finite amount of work involved. As shown in Ref. [52], this
work can physically be associated with the cost of turning the
interaction between A and B on and off. It is not necessary to
specify precisely how this takes place, however. All we need
is the form of the final unitary Uˆ.
After the qubits interact, one may reset their states by cou-
pling them individually to two heat baths at different tem-
peratures and allowing them to fully thermalize again (see
Fig. 2(a)). Repeating the procedure sequentially then leads
to a stroke-based engine operating at the Otto efficiency [53].
We assume A is in contact with the hot bath, so βA < βB.
The change in energy of qubit A may thus be associated
with the heat dumped into the hot reservoir, so we define
QH = −∆EA. Similarly, the heat dumped to the cold reser-
voir is QC = −∆EB, whereas their mismatch is precisely the
work, W = −QH − QC = ∆EA + ∆EB. The engine will thus be
characterized by the stochastic variables QH and W. The cor-
responding probability distribution P(QH ,W), whose calcula-
tion details are presented in the Supplemental Material [50],
will satisfy the EFT
P(QH ,W)
P(−QH ,−W) = e
(βB−βA)QH+βBW , (13)
which is clearly of the form (6), so that our basic framework
applies.
Fig. 2(b) shows 〈W〉, 〈QH〉 and 〈Σ〉 = (βB−βA)〈QH〉+βB〈W〉
as a function of B/A with fixed βA/βB = 1/2. If (B/A) <
(βA/βB) the device operates as a refrigerator, consuming work
from an external agent to make heat flow from the cold to the
hot bath. Instead, if (βA/βB) < (B/A) < 1 it operates as
a heat engine extracting useful work (〈W〉 < 0). Finally, if
(B/A) > 1 the device operates as an accelerator, consuming
external work to increase the heat flow from hot to cold.
In Fig. 2(c) and (d) we present results for the fluctuations
of QH and W respectively. The results are compared with the
bound (3) as well as the bound (1), included for comparison.
As previously discussed, the bound (1) can be violated de-
pending on the value of B/A. The bound (3), on the other
hand, is minimal and thus can never be violated.
Finally, in Fig. 2(e) we present results for the covariance
Cov(W,QH). Studies on the correlations between thermody-
namic quantities are still incipient [31]. As can be seen in the
4SWAP
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FIG. 2. Fluctuations of heat and work in a two-qubit SWAP engine.
(a) Schematic operation of the engine: Two qubits thermalize with
two baths at different temperatures. Then they are uncoupled from
the baths and allowed to interact with each other by means of a SWAP
operation, which produces a certain amount of work W. Repeating
this procedure sequentially allows the device to operate as either a
refrigerator, an engine or an accelerator. (b) Averages of the work
〈W〉, heat to the hot bath 〈QH〉 and entropy production 〈Σ〉 as a func-
tion of B/A for βA/βB = 1/2. The different regimes of operation
of the engine are separated by dashed vertical lines. (c) Fluctuations
in the heat to the hot bath Var(QH). The orange line represents our
bound (3) and the green-dashed line represents the bound (1), in-
cluded for comparison. For small values of the detuning B/A, (i.e.
in the refrigerator regime), one can see that the bound (1) is violated
(the black line lies below the green dashed one) while (3) is always
valid. (d) Same but for the fluctuations in the work Var(W). (e) The
correlations between heat and work, as measured by the covariance
Cov(W,Q). The two orange lines represent the bounds in Eq. (11).
image, in both the heat engine and the refrigerator regimes,
the two quantities are negatively correlated, whereas for the
accelerator they become positively correlated. The covari-
ance in this case is bounded by the interval in Eq. (11), which
is represented by the two orange lines in Fig. 2(e). For all
parameters of this model, in the refrigerator regime the two
bounds are always negative. Eq. (12), establishing the sign of
Cov(W,QH) is always satisfied only in the refrigerator regime.
Thus, in this regime Cov(W,QH) < 0 and work and heat are
always anti-correlated. In the other operation regimes, such a
general claim cannot be made.
Comparison with other TURs - As discussed in the intro-
duction, an expansion of Eq. (3) when 〈Σ〉  1 leads to the
original TUR Eq. (1). These two bounds, however, must be
compared with care, as they are derived for different physi-
cal scenarios. The original TUR (1) was obtained for time-
homogeneous Markovian jump-processes. Our bound, on the
other hand, was derived assuming only the EFT. The two sce-
narios do not coincide. Indeed, as shown in Fig. 2 (c), the
bound (1) can actually be violated in the EFT case. One sit-
uation for which the two scenarios could coincide is if the
subsystems are macroscopically large. In this case there may
exist intermediate time intervals for which the exchange of en-
ergy will resemble that of a non-equilibrium steady-state [54].
It is also important to compare our bound with the one de-
rived in Refs. [30, 33] which, translated into our notation, im-
plies replacing the function f (x) in Eq. (3) with
Var(Qi)
〈Qi〉2 ≥
2
e〈Σ〉 − 1 . (14)
This bound is looser than both the original TUR (1) and our
generalized TUR (3). Moreover, relevant to the present let-
ter, this bound was obtained by a different route than the one
employed here, by means of a chain of inequalities [34]. How-
ever, as we have just proved, the bound (3) is the tightest pos-
sible bound and can only be saturated for a minimal distribu-
tion. As a consequence, the bound (14) can never be saturated.
Indeed, in Ref. [35], by the same authors, the bound (14) was
replaced by a bound structurally identical to Eq. (3).
Finally, we mention the connection with Ref. [32], where
some of us have considered the non-equilibrium steady-state
of a system connected to two infinite baths, a scenario where
the original TUR (1) can also be violated [55, 56]. As this
scenario does not satisfy an EFT, in Ref. [32] we approached
the problem using the Zubarev statistical ensemble, which al-
lowed us to show that a TUR of the form (1) also exists, but
looser by a numerical factor. The two approaches therefore
deal with different scenarios, but are both are motivated by
the same drive to generalize TURs beyond their original for-
mulation and into the quantum regime.
Conclusions - In this Letter we have rigorously derived a
new matrix-valued TUR solely as a consequence of EFT. This
new tradeoff represents the tightest bound achievable on both
the signal-to-noise ratio of any integrated current and for the
covariance matrix between any pair of currents. Our deriva-
tion also allowed us to explicitly find the distribution saturat-
ing this ultimate bound. This result helps to answer in the
affirmative the question of whether TURs, being inequalities,
can also be viewed as a consequence of fluctuation theorems,
much like the second law is obtained through Jensen’s in-
equality. It hence places an important cornerstone in the direc-
tion of understanding and controlling non-equilibrium ther-
modynamic processes.
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1Supplemental Material
This Supplementary Material is divided in two sections. In Sec. I we provide details on the proof of Theorem 1 on the main
text, which is the theorem required to demonstrate our generalized TUR. Then, in Sec. II we provide some details on how to
compute the thermodynamic quantities for the 2-qubit engine example summarized in Fig. 2 of the main text. An appendix is
also included in the end, where we include more technical calculations postponed from Sec. I.
I. PROOF OF THEOREM 1 OF THE MAIN TEXT.
Here we prove the following result: if we have a distribution P(x, y) satisfying the symmetry relation
P(x, y) = P(−x,−y)ex, (S1)
and with 〈x〉 and 〈y〉 finite, then
Var (y) ≥ 〈y〉2 f (〈x〉), (S2)
with f (x) = csch2(g(x)/2), where g−1(x) = x tanh x.
Throughout the whole proof we call distributions obeying (S1), FT distributions. Also note that eq (S1) implies that P can be
written as
P(x, y) = S (x, y)ex/2, (S3)
where S is symmetric, which is a property we will use throughtout the proof to build the distributions.
The proof is organized in four parts, as follows:
I. A. We first show that, if we restrict ourselves to FT distributions with at most 2 points in their support and find the minimum
of Var (y) given the values of 〈x〉 and 〈y〉, then this minimum is reached by exactly one distribution, which we will call the
minimal distribution for these values. Furthermore, the equality in (S2) holds for the minimal distribution.
I. B. We then show (by brute force) that if P is a FT distribution with either 3 or 4 points in its support and P′ is the associated
minimal distribution, then Var (y)P′ ≤ Var (y)P.
I. C. With this result, we use the law of total variance to show that this implies the bound for the case of discrete FT distributions,
with finite support.
I. D. Finally, we show that given any FT distribution ρ, with finite 〈x〉 , 〈y〉 and
〈
y2
〉
, we can build a sequence of discrete FT
distributions with finite support, whose averages 〈x〉 , 〈y〉 and
〈
y2
〉
converge to the averages of ρ.
I. A. The minimal distribution
We first recall that Eq. (S1) implies 〈e−x〉 = 1, which by Jensen’s inequality implies that 〈x〉 ≥ 0, with the equality (〈x〉 = 0)
implying that Var (x) = 0. We want to find the minimal distribution, that is the distribution with at most 2 points in its support
such that Var (y) is minimum given 〈x〉 and 〈y〉. We also want to show that the minimal distributions obey the equality in (S2).
Since the case 〈x〉 = 0 works differently, we will start with it.
The 〈x〉 = 0 case
If 〈x〉 = 0, then x = 0 everywhere in the support and Eq. (S3) implies that P is symmetric. As a consequence, every FT
distribution with 〈x〉 = 0 also has 〈y〉 = 0. The minimum variance is trivially achieved by the distribution where (0, 0) is the only
point in the support, as Var (y) = 0 in this case. Also, its trivial that this distribution obeys the equality in (S2).
2The 〈x〉 > 0 case
Since the only possible FT distribution with a 1 point support has 〈x〉 = 0, then we only need to consider the case with 2
points. Eq (S3) means that a FT distribution with support {(−a,−b), (a, b)} must be of the form
P(x, y) =
 pe
a/2 for (x, y) = (a, b),
pe−a/2 for (x, y) = (−a,−b), (S4)
where p = 1/(2 cosh(a/2)). The values of a and b are then fixed by the first moments according to:
〈x〉 = a tanh (a/2) ,
〈y〉 = b tanh (a/2) . (S5)
Using the previously defined function g, defined such that g(x)−1 = x tanh(x), we have
a = 2g(〈x〉/2),
b = a〈y〉〈x〉 .
(S6)
Since y2 = b2 for both points in the support,
〈
y2
〉
= b2, and we immediately arrive at
Var (y) = 〈y〉2 f (〈x〉) (S7)
So in this case there is exactly one distribution with the prescribed first moments and it obeys the equality in (S2).
I. B. Supports with 3 or 4 points
We now show that if a FT distribution has either 3 or 4 points in its support, then the associated minimal distribution (that is,
the one with the same values of 〈x〉 and 〈y〉) has a smaller or equal Var (y). By the same argument we gave in the last section,
the case 〈x〉 = 0 is trivial, as it implies 〈y〉 = 0 and the corresponding minimal distribution has Var (y) = 0. As such we assume
〈x〉 > 0. We also don’t need to consider the case 〈y〉 = 0, because in this case the minimal distribution trivially has Var (y) = 0,
so we will also assume 〈y〉 , 0
The 3 point case
In this case, the support is {(−a,−b), (0, 0), (a, b)}, with a > 0, b , 0, and Eq. (S3) implies P is of the form
P(x, y) =

pea/2 for (x, y) = (a, b),
pe−a/2 for (x, y) = (−a,−b),
q for (x, y) = (0, 0)
(S8)
Imposing normalization and the values of the first moments gives
q + 2p cosh (a/2) = 1,
2ap sinh (a/2) = 〈x〉 ,
2bp sinh (a/2) = 〈y〉 ,
(S9)
whose solution is
p = 〈x〉2a sinh(a/2) ,
q = 1 − 〈x〉a tanh(a/2) ,
b = a〈y〉〈x〉 .
(S10)
3Furthermore, imposing q ≥ 0, we have that a is a free variable that obeys the bound
a tanh (a/2) ≥ 〈x〉 . (S11)
To prove that the minimal distribution has a smaller or equal Var (y), we minimize〈
y2
〉
=
〈y〉2
〈x〉
a
tanh (a/2)
,
over a subject to the bound (S11). This function is monotonic increasing in a, meaning that the global minimum of
〈
y2
〉
happens
when a is the smallest possible. On the other hand, a tanh (a/2) is monotonic, which implies that the smallest value of a allowed
by the bound (S11) is such that a tanh (a/2) = 〈x〉 and hence q = 0. The distribution thus has only 2 points in the support).
The 4 point case
In this case, the support is {(−xa,−ya), (−xb,−yb), (xa, ya), (xb, yb)} and the distribution is of the form
P(x, y) =

pae
xa/2 for (x, y) = (xa, ya),
pae
−xa/2 for (x, y) = (−xa,−ya),
pbe
xb/2 for (x, y) = (xb, yb),
pbe
−xb/2 for (x, y) = (−xb,−yb).
(S12)
The main idea is similar to the 3 point case. One minimizes
〈
y2
〉
constrained by the normalization, the values of the first moments
and the fact that pa, pb ≥ 0, to find that the minima are such that either one of pa or pb is 0 and hence there are actually only 2
points in the support. Since one now has more variables, however, the algebra becomes substantially more complicated. In order
not to hamper the readability of this Supplemental Material, we postpone this demonstration to Sec. III below.
I.C. Finite Supports
Having proven the results for 3 and 4 points in the support, it is now straightforward to generalize the argument to distributions
having finite support. We make the following definitions:
Definition .1 (Symmetric Sets). A set S in R2 is said to be symmetric iff (a, b) ∈ S ⇔ (−a,−b) ∈ S .
Definition .2 (Reducible Sets). A set S is said to be reducible iff S is finite, symmetric and such that for every FT distribution
P(x, y) that has S as support, there exists another FT distribution P′(x, y) with support S ′ such that
〈x〉P′ = 〈x〉P 〈y〉P′ = 〈y〉P Var (y)P′ ≤ Var (y)P and |S ′| < |S |.
We now consider the following lemma:
Lemma .1. If S is reducible, then so is any finite symmetric set that contains it.
Before proving the lemma, we note that what we proved in the last section was that symmetric sets with 3 or 4 points are
reducible (P′ in the definition we just gave would be the minimal distribution associated with 〈x〉P and 〈y〉P). The reason why
these are important is that any symmetric set with an even (odd) number of points has a symmetric subset with 4 (3) points in
it, so proving the lemma implies that all finite symmetric sets with more than 2 points are reducible, from which it follows by
induction that the minimal distribution associated with given values of 〈x〉 and 〈y〉 has the smallest possible value of Var (y) out
of all the FT distributions with finite support (as you can step by step remove points from the support, until you get to a support
with at most 2 points, without ever increasing the variance), proving the bound for this class of distributions.
Proof of the Lemma: This lemma follows from the laws of total expectation and variance. Suppose that S is reducible and let
P(x, y) be a FT distribution with finite support S ∪ T , where S ∩ T = ∅. Note that this implies that T is finite and symmetric.
Using the law of total variance, we have
Var (y) = E (Var (y | IS )) + Var (E (y | IS )) , (S13)
4where IS is the random variable that indicates S (that is IS = 1 if (x, y) ∈ S and IS = 0 otherwise).
Let A and B be the distributions conditioned to IS = 1 and IS = 0 respectively and let p > 0 be the probability of S as an
event. Since both S and T are symmetric, this means that A (support S ) and B (support T ) have the correct symmetry and hence
they are both FT distributions. It follows that
E (y | IS ) =
 E (y)A with probability p,E (y)B with probability 1 − p, (S14)
and
Var (y | IS ) =
 Var (y)A with probability p,Var (y)B with probability 1 − p. (S15)
By the law of total expectation, E (E (y | IS )) = E (y), while Eqs. (S14) and (S15) imply that
Var (E (y | IS )) = pE (y)2A + (1 − p)E (y)2B − E (y)2 . (S16)
In addition,
E (Var (y | IS )) = p Var (y)A + (1 − p) Var (y)B (S17)
Combining these results then leads to,
Var (y)P = p(Var (y)A + E (y)
2
A) + (1 − p)(Var (y)B + E (y)2B) − E (y)2P . (S18)
Finally we use that S is reducible. Since A is a FT distribution with support S , there exists another FT distribution C, with
support R, satisfying |R| < |S | and such that
E (x)C = E (x)A E (y)C = E (y)A and Var (y)C ≤ Var (y)A .
Consider then the distribution P′, describing the following random process:
• Draw a point (x, y) from the distribution P.
• If (x, y) < S , then (x, y) is the result of the draw.
• If (x, y) ∈ S , then draw (x′, y′) from C. (x′, y′) is the result of the draw.
This implies that P′ = pC + (1 − p)B, which is a FT distribution with support R ∪ T . Furthermore B is P′ conditioned to IS = 0
and C is P′ conditioned to IS = 1. If z = x or y, as drawn from P′, then
E (z | IS )P′ =
 E (z)C with probability p,E (z)B with probability 1 − p, (S19)
and from the law of total expectation one may immediately show that E (z)P′ = E (z)P, implying that P and P′ have the same
first moments. Doing the same reasoning we did to get to Eq. (S18) for P′ leads us to
Var (y)P′ = p(Var (y)C + E (y)
2
C) + (1 − p)(Var (y)B + E (y)2B) − E (y)2P′
= p(Var (y)C + E (y)
2
A) + (1 − p)(Var (y)B + E (y)2B) − E (y)2P
= Var (y)P + p(Var (y)C − Var (y)A)
≤ Var (y)P , (S20)
Thus, P′ has the same first moments as P but a smaller or equal variance. The support of P′ is also smaller, since |T ∪ R| ≤
|T | + |R| < |T | + |S | = |S ∪ T |. In other words, no matter what FT distribution P is, we can build another FT distribution P′ with
a smaller support and smaller or equal variance, so S ∪ T is reducible, finishing the proof.
5I.D. Extension to general support
We now finally bridge the gap between finite support and the general case using the following convergence theorem:
Theorem .1. For every FT distribution ρ, with support S ⊆ R2 and a finite family of differentiable functions {φ j}, such that〈
|φ j|
〉
< ∞∀ j, there exists a sequence {Dn}∞n=1 of discrete FT distributions with finite support, such that
lim
n→∞
〈
φ j
〉
Dn
=
〈
φ j
〉
ρ
.
This theorem completes the proof of our bound, because if there existed a distribution with infinite support, violating the bound
Var (y) ≥ 〈y〉2 f (〈x〉)⇔
〈
y2
〉
≥ 〈y〉2 ( f (〈x〉) + 1),
then since f is continuous and x, y, y2 are differentiable then the sequence {Dn}∞n=1 associated with the family {x, y, y2} that the
theorem guarantees exists would eventually violate the bound too, leading to a contradiction because all Dn would have finite
support. An important detail is that this sequence is not necessarily weakly convergent to ρ (which is not useful for us anyway, as
weak convergence guarentees only convergence of the expectations of bounded continuous functions). Instead all this sequence
guarantees is convergence of 〈x〉 , 〈y〉 and
〈
y2
〉
(or any other finite family of differentiable functions).
Proof. We begin by noticing that if P is a FT distribution∫
R2
P(x, y)φ(x, y) dx dy =
1
2
∫
R2
(P(x, y)φ(x, y) + P(−x,−y)φ(−x,−y)) dx dy
=
1
2
∫
R2
S (x, y)(φ(x, y)ex/2 + φ(−x,−y)e−x/2) dx dy
=
∫
R2
T (x, y)
(
φ(x, y)ex/2 + φ(−x,−y)e−x/2
ex/2 + e−x/2
)
dx dy, (S21)
where T (x, y) = S (x, y) cosh(x/2). Substituting φ = 1 in (S21) shows us that T is a normalized distribution. Furthermore, T
is symmetric, there is a one to one correspondence between T distributions and P distributions and we can write any expected
value of P as an expected value of T :
〈φ〉P =
〈
φ(x, y)ex/2 + φ(−x,−y)e−x/2
ex/2 + e−x/2
〉
T
.
Since φ(x, y) being differentiable implies φ(x,y)e
x/2+φ(−x,−y)e−x/2
ex/2+e−x/2 is also differentiable, then to prove the convergence of the expected
values in the FT case we just need to prove the convergence of these deformed expected values in the symmetric case. In other
words, proving the theorem for symmetric distributions (which will be much less cumbersome) automatically proves it for FT
distributions.
Let Sn denote the square [−n, n]2. We can break Sn into a symmetrical partition Sn,m with (2m + 1)2 disjoint squares. More
precisely, Sn,m = {In,m(k) × In,m(q) ∣∣∣ k, q ∈ {−n, 1 − n, . . . , n}} with
In,m(s) ≡

]
2ns−n
2m+1 ,
2ns+n
2m+1
]
if s > 0,[
2ns−n
2m+1 ,
2ns+n
2m+1
[
if s < 0,[ −n
2m+1 ,
n
2m+1
]
if s = 0.
The elements of the partition can be identified by the integer vectors ~k that index them. For a given pair (n,m) we can define sn,m
~k
as the square defined by ~k in Sn,m and cn,m~k as its center. Let ρ(x, y) be a symmetric distribution, ~x be the random vector described
by it and φ(x, y) be a differentiable function. We consider the non-normalized discrete distributions D˜n,m defined over the centers
of the squares in Sn,m:
D˜n,m
(
cn,m
~k
)
= Pr
(
~x ∈ sn,m
~k
)
,
6and 0 elsewhere. Since Sn,m has (2m + 1)2 elements, then all D˜n,m have finite support. Furthermore, since the partition Sn,m is
symmetric, D˜n,m is also symmetric. We now define
En,m[φ] =
∑
~k
φ
(
cn,m
~k
)
D˜n,m
(
cn,m
~k
)
,
and
En[φ] =
∫
Sn
φ(~x)ρ(~x) d~x,
which is to be understood as a Riemann-Lebesgue integral. It follows that for every partition Sn,m, we can use the mean value
theorem to get
En[φ] =
∑
~k
∫
sn,m
~k
φ(~x)ρ(~x) d~x
=
∑
~k
φ
(
~µn,m
~k
) ∫
sn,m
~k
ρ(~x) d~x
=
∑
~k
φ
(
~µn,m
~k
)
D˜n,m
(
cn,m
~k
)
, (S22)
where ~µn,m
~k
∈ sn,m
~k
, so the difference ∆n,m[φ] = En,m[φ] − En[φ] is
∆n,m[φ] =
∑
~k
D˜n,m
(
cn,m
~k
) (
φ
(
cn,m
~k
)
− φ
(
~µn,m
~k
))
.
This implies that ∣∣∣∆n,m[φ]∣∣∣ ≤∑
~k
D˜n,m
(
cn,m
~k
) ∣∣∣∣∣φ (cn,m~k ) − φ (~µn,m~k )
∣∣∣∣∣ .
Finally, φ is differentiable and Sn is compact, so φ is Lipschitz-continuous in Sn, with associated constant κn (that is∣∣∣ fφ(~x) − φ(~y)∣∣∣ ≤ κn ∣∣∣~x − ~y∣∣∣ ∀ ~x, ~y ∈ Sn), implying∣∣∣∆n,m[φ]∣∣∣ ≤ κn ∑
~k
D˜n,m
(
C~k
) 2n√N
m
=
2nκnPn
√
2
m
.
where Pn = Pr (~x ∈ Sn). Here, the factor 2n√N/m represents the largest distance between points in sn,m~k
We now turn to the family {φ j} of functions whose expectations we want to converge to the ones in ρ. For all of them
∣∣∣∆n,m[φ j]∣∣∣
is bounded according to (S23) (with each function having its Lipschitz constant κ j,n). Furthermore, since the family is finite there
exists a Lipschitz constant Kn = max j{κ j,n} that works for all of them, implying∣∣∣∆n,m[φ j]∣∣∣ ≤ 2nKnPn √2m ∀ j.
Whence, ∣∣∣∆n,m[φ j]∣∣∣ ≤  if m > 2nKnPn √2

.
Let {n} be a sequence of positive numbers such that n → 0 when n → ∞ and let mn be an integer such that mn > 2nKnPn
√
2/n.
It follows that
∣∣∣∆n,mn [φ j]∣∣∣ ≤ n ∀ j. Let n0 be the smallest n such that Pn > 0. Finally, we will prove that the sequence {Dn}∞n=1
we are looking for can be built using Dn = D˜n,mn/Pn for n > n0 (since we only care for the limits, n ≤ n0 is irrelevant). Since〈
|φ j|
〉
< ∞, then the Lebesgue’s Dominated Convergence Theorem implies that
〈
φ j
〉
ρ
=
∫
R2
φ j(~x)ρ(~x) d~x = lim
n→∞
∫
Sn
φ j(~x)ρ(~x) d~x, (S23)
7which is finite. On the other hand,
∣∣∣∣〈φ j〉
ρ
−
〈
φ j
〉
Dn
∣∣∣∣ =
∣∣∣∣∣∣∣∣
∫
R2
φ j(~x)ρ(~x) d~x −
∑
~k
φ j
(
cn,mn
~k
)
Dn
(
cn,mn
~k
)∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∫
S{n
φ j(~x)ρ(~x) d~x +
∫
Sn
φ j(~x)ρ(~x) d~x − 1Pn
∑
~k
φ j
(
cn,mn
~k
)
D˜n,mn
(
cn,mn
~k
)∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
S{n
φ j(~x)ρ(~x) d~x +
(
1 − 1Pn
) ∫
Sn
φ j(~x)ρ(~x) d~x − ∆n,mn [φ j]Pn
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫
S{n
φ j(~x)ρ(~x) d~x
∣∣∣∣∣∣ +
(
1 − Pn
Pn
) ∫
Sn
∣∣∣φ j(~x)∣∣∣ ρ(~x) d~x +
∣∣∣∆n,mn [φ j]∣∣∣
Pn
≤
∣∣∣∣∣∣〈φ j〉ρ −
∫
Sn
φ j(~x)ρ(~x) d~x
∣∣∣∣∣∣ +
(
1 − Pn
Pn
) 〈∣∣∣φ j(~x)∣∣∣〉 + nPn . (S24)
However, each of these three terms go to zero separately as n→ ∞: first, due to Eq. (S23),
lim
n→∞
∣∣∣∣∣∣〈φ j〉ρ −
∫
Sn
φ j(~x)ρ(~x) d~x
∣∣∣∣∣∣ = 0.
Second, since Pn → 1 as n→ ∞,
lim
n→∞
(
1 − Pn
Pn
) 〈∣∣∣φ j(~x)∣∣∣〉 = 0.
And finally, by construction,
lim
n→∞
n
Pn = 0
This therefore implies that
lim
n→∞
∣∣∣∣〈φ j〉
ρ
−
〈
φ j
〉
Dn
∣∣∣∣ = 0,
or, what is equivalent,
lim
n→∞
〈
φ j
〉
Dn
=
〈
φ j
〉
ρ
, (S25)
which concludes our proof.

II. THERMODYNAMICS OF THE TWO-QUBIT SWAP ENGINE
In this section we provide additional details on the two-qubit engine discussed in Fig. 2 of the main text. We consider two
qubits with Hamiltonians Hi = −iσi+σi−, where i ∈ {A, B}, prepared in thermal states ρi = e−βiHi/ tr(e−βiHi ). The two qubits are
then put to interact by means of SWAP interaction:
U =
1
2
(1 + σA · σB) =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (S26)
The interesting aspect of using a SWAP unitary is that it does not require one to describe the detailed microscopic (and possibly
time-dependent) interaction operator VAB(t). It suffices to understand the overall unitary generated by this interaction.
8Since the two qubits are in general not resonant, the SWAP usually performs a finite amount of work. For concreteness we
assume TA > TB. The state of the two qubits are measured before and after the interaction, from which one can reconstruct ∆EA
and ∆EB. After this process, the two qubits are then allowed to thermalize once again with their respective baths. Hence, one
can define the heat flowing to the hot bath as QH = −∆EA. Similarly, we define the heat flowing to the cold bath as QC = −∆EB.
Their mismatch is the overall work that had to be performed, W = ∆EA + ∆EB = −QH − QC .
The cumulant generating function (CGF) of QH and W is then given by
C(λH , λW ) = ln〈eλH QH+λW W〉 = ln tr
{
U†e−λH HA eλW (HA+HB)UeλH HA e−λW (HA+HB)(ρ1 ⊗ ρ2)
}
. (S27)
From the characteristic function one can compute all cumulants of QH and W. In particular:
〈QH〉 = ∂C
∂λH
, (S28)
〈W〉 = ∂C
∂λW
, (S29)
Var(QH) = 2
∂2C
∂λ2H
, (S30)
Var(W) = 2
∂2C
∂λ2W
, (S31)
Cov(QH ,W) =
∂2C
∂λWλH
. (S32)
The entropy production in this case is
σ = (βB − βA)QH + βBW. (S33)
Carrying out the explicit computation of the CGF (S27) for our problem leads to
C(λH , λW ) = ln
e
−A(λH+λW )−BλW
(
eAλH+BλW + eA(βA+λW )
) (
eAλH+βBB+BλW + eAλW
)(
eβAA + 1
) (
eβBB + 1
)
 . (S34)
The formulas for the first moments read
〈QH〉 = A e
βBB − eβAA
(eβAA + 1)(eβBB + 1)
, (S35)
〈W〉 = (B − A) e
βBB − eβAA
(eβAA + 1)(eβBB + 1)
. (S36)
From this one can directly verify that this system operators at the Otto efficiency:
η = − 〈W〉〈QH〉 = 1 −
B
A
. (S37)
The expressions for the cumulants can be computed in a similar way, but are somewhat cumbersome and will thus not be
displayed.
The standard fluctuation theorem is contained in the identity
C(λH = βA − βB, λW = −βB) = 0, (S38)
which can be verified from Eq. (S34). This, however, does not imply that the forward and backward distributions are the same,
which is a stronger condition appearing in the exchange fluctuation theorems and which formed the basis for the present work
(cf Eq. (2)) of the main text.
In addition to Eq. (S38), distributions for which the forward and backward process are identical also satisfy the stronger
condition,
C(βA − βB − λH ,−βB − λW ) = C(λH , λW ), (S39)
9which, again, one may verify for Eq. (S34). Eq. (S39) immediately implies the detailed exchange fluctuation theorem
P(QH ,W)
P(−QH ,−W) = e
(βB−βA)QH+βBW , (S40)
which is Eq. (12) of the main text.
APPENDIX: PROOF OF MINIMALITY FOR A 4-POINT DISTRIBUTION
Here we prove the minimality argument for the 4-point distribution (S12). We once again impose our constraints
2pa cosh (xa/2) + 2pb cosh (xb/2) = 1,
2paxa sinh (xa/2) + 2pbxb sinh (xb/2) = 〈x〉 ,
2paya sinh (xa/2) + 2pbyb sinh (xb/2) = 〈y〉 .
(S41)
The system (S41) can be slightly simplified if we define qa = 2pa cosh (xa/2) and qb = 2pb cosh (xb/2), as well as x¯ and y¯, such
that x¯ tanh (x¯/2) = 〈x〉 and y¯ tanh (x¯/2) = 〈y〉:
qa + qb = 1,
qaxa tanh (xa/2) + qbxb tanh (xb/2) = x¯ tanh (x¯/2) ,
qaya tanh (xa/2) + qbyb tanh (xb/2) = y¯ tanh (x¯/2) .
(S42)
Without loss of generality we have 0 ≤ xa ≤ x¯ ≤ xb (because of the mean value theorem) and x¯, y¯ , 0 (because we are assuming
〈x〉 , 〈y〉 , 0). In terms of these new variables the second moment becomes〈
y2
〉
= 2pay2a cosh (xa/2) + 2pby
2
b cosh (xb/2)
= qay2a + qby
2
b. (S43)
Finaly, the minimal distribution associated with x¯ and y¯ is the one with support {(−x¯,−y¯), (x¯, y¯)}, so we can reword what we want
to prove as showing that any solution to (S42) with qa, qb ≥ 0 is such that
〈
y2
〉
≥ y¯2.
The first complication is that the nature of the solutions of the system (S42) change on certain cases, that we’ll consider
separately.
The case xa = xb = x¯ , 0: The system (S42) can be simplified to
qa + qb = 1,
qaya + qbyb = y¯,
qay2a + qby
2
b =
〈
y2
〉
,
(S44)
and
〈
y2
〉
≥ y¯2 follows from Jensen’s inequality, finishing the proof in this case.
The case ya = cxa and yb = cxb (c , 0): The third equation in the system (S42) is superfluous (note that this case can only
happen if 〈y〉 = c 〈x〉, which implies y¯ = cx¯), leading to
qa =
(
xb tanh (xb/2) − x¯ tanh (x¯/2)
xb tanh (xb/2) − xa tanh (xa/2)
)
, (S45)
qb =
(
x¯ tanh (x¯/2) − xa tanh (xa/2)
xb tanh (xb/2) − xa tanh (xa/2)
)
, (S46)
and 〈
y2
〉
c2
= x2a + (x¯ tanh (x¯/2) − xa tanh (xa/2))
 x2b − x2axb tanh (xb/2) − xa tanh (xa/2)
 .
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The point is that this means
〈
y2
〉
is monotonic increasing with xb, for xb > 0. To see this, it suffices to show that the function
xb tanh (xb/2) − xa tanh (xa/2)
x2b − x2a
, (S47)
is decreasing in xb. Since x2 is increasing and invertible for x > 0, if we define za(b) = x2a(b), then saying (S47) is decreasing with
xb, for xb ≥ 0, is the same as saying that
√
zb tanh
(√
zb/2
) − √za tanh (√za/2)
zb − za , (S48)
is decreasing with zb, for za, zb ≥ 0, which follows from √x tanh (√x/2) being concave for x > 0. If 〈y2〉 is increasing with xb,
then its global minimum happens when xb is the smallest possible. From Eqs. (S45) and (S46), we see that this means xb = x¯.
But then qa = 0 and the minimal distribution is the one that attains the minimum.
All other cases: The general argument is at heart similar to the one used in the last case, but with a more complex algebra.
Let z = x¯y/y¯. The system (S42) can be slightly rewritten as
qa + qb = 1,
qaxa tanh (xa/2) + qbxb tanh (xb/2) = x¯ tanh (x¯/2) ,
qaza tanh (xa/2) + qbzb tanh (xb/2) = x¯ tanh (x¯/2) ,
qaz2a + qbz
2
b =
〈
z2
〉
.
(S49)
Solving the first 2 equations in the system (S49) we have again
qa =
xb tanh (xb/2) − x¯ tanh (x¯/2)
xb tanh (xb/2) − xa tanh (xa/2) ,
qb =
x¯ tanh (x¯/2) − xa tanh (xa/2)
xb tanh (xb/2) − xa tanh (xa/2) , (S50)
so qa, qb > 0 iff xa < x¯ < xb.
Combining the second and third equations from the system (S49) leads to:
qa(za − xa) tanh (xa/2) + qb(zb − xb) tanh (xb/2) = 0, (S51)
which thus implies that
zb − xb
za − xa =
−qa tanh (xa/2)
qb tanh (xb/2)
:= λ, (S52)
which can equivalently be written as
zb = xb + λ(za − xa). (S53)
This result means one can specify xa, xb and za. However, the constraints of normalization and the prescribed moments define
qa, qb and zb. What we want is then to find the values of xa, xb and za which yield the smallest
〈
z2
〉
. Substituting Eq. (S53) we
have 〈
z2
〉
= qaz2a + qbz
2
b
= z2a(qa + qbλ
2) + 2zaλqb(xb − λxa) + qb(xb − λxa)2
= Az2a + 2Bza + C. (S54)
A > 0, so we can readily minimize over za. The minimum happens at za = −B/A, where we get
〈
z2
〉
= E(xa, xb), with
E(xa, xb) = C − B
2
A
=
qaqb(xb − λxa)2
qa + λ2qb
. (S55)
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Next we multiply by q2b tanh
2 (xb/2) in the numerator and denominator, then substitute λ, leading to
E(xa, xb) =
qaqb(xbqb tanh (xb/2) + xaqa tanh (xa/2))2
qaq2b tanh
2 (xb/2) + qbq2a tanh
2 (xa/2)
. (S56)
We now note that the expected value 〈x〉 shows up in the numerator and cancel some terms out
E(xa, xb) =
x¯2 tanh (x¯/2)2
qb tanh2 (xb/2) + qa tanh2 (xa/2)
=
x¯2 tanh (x¯/2)2
tanh2 (xa/2) + qb(tanh2 (xb/2) − tanh2 (xa/2))
. (S57)
Since x¯ is fixed, then minimizing E over xb (for a given xa) is equivalent to maximizing
E˜(xb; xa) = qb(tanh2 (xb/2) − tanh2 (xa/2)), (S58)
over xb for a given xa. We recall that xa < x¯ < xb. What we want to show is that the xb that maximizes Eq. (S58) is x¯ and for
that it suffices to show that E˜(xb; xa) is strictly decreasing in xb.
We substitute Eq. (S50) to get E˜ explicitly as a function of xa and xb:
E˜(xa; xb)
x¯ tanh (x¯/2) − xa tanh (xa/2) =
tanh2 (xb/2) − tanh2 (xa/2)
xb tanh (xb/2) − xa tanh (xa/2) . (S59)
Since x¯ and xa are fixed and x¯ > xa, then we just have to prove the right hand side is decreasing in xb for xb > xa. It suffices to
prove that
xb tanh(xb) − xa tanh(xa)
tanh2(xb) − tanh2(xa)
, (S60)
is increasing. Since tanh2(x) is monotonic increasing and invertible for x > 0, if we define wa(b) = tanh2(xa(b)) then saying (S60)
is increasing is tantamount to saying that
arctanh(
√
wb) tanh(arctanh(
√
wb)) − arctanh(√wa) tanh(arctanh(√wa))
wb − wa =
√
wb arctanh(
√
wb) − √wa arctanh(√wa)
wb − wa , (S61)
is increasing in wb, for 0 < wa,wb < 1, which follows from
√
x arctanh(
√
x) being convex in this interval. This implies that for〈
z2
〉
(and hence
〈
y2
〉
) to be minimum, then xb must be the smallest possible, implying xb = x¯, but then by Eq. (S50) we have
qa = 0 meaning the minimum is attained by the minimal distribution.
