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THE DIEDERICH-FORNAESS INDEX AND THE GLOBAL
REGULARITY OF THE ∂¯-NEUMANN PROBLEM
STEFANO PINTON AND GIUSEPPE ZAMPIERI
Abstract. We describe along the guidelines of Kohn [11], the constant Es which is
needed to control the commutator of a totally real vector field TE with ∂¯
∗ in order to
have Hs a-priori estimates for the Bergman projection Bk, k ≥ q − 1, on a smooth q-
pseudoconvex domain D ⊂⊂ Cn. This statement, not explicit in [11], yields regularity
results for Bk in specific Sobolev degree s. Next, we refine the pseudodifferential calculus
at the boundary in order to relate, for a defining function r of D, the operators (T +)−
δ
2
and (−r)
δ
2 . We are thus able to extend to general degree k ≥ 0 of Bk, the conclusion of
[11] which only holds for q = 1 and k = 0: if for the Diederich-Fornaess index δ of D, we
have (1 − δ)
1
2 ≤ Es, then Bk is H
s-regular.
MSC: 32F10, 32F20, 32N15, 32T25
1. Introduction
The regularity of the Bergman projection Bk over forms of degree k ≥ 0, as well as
of the Neumann operator Nk for k ≥ 1 on a pseudoconvex domain D ⊂⊂ Cn, has a long
history. The first approach by Boas and Straube [2], [3] consists in requiring, for any ǫ,
the existence of a totally real vector field Tǫ, ∣Tǫ∣ ∼ 1, such that
(1.1) ∣⟨∂r, [∂z¯i , Tǫ]⟩∣∣
bD
< ǫ, i = 1, ..., n,
where r is a defining function with ∣∂r∣ = 1. This is referred to as “good vector fields”
condition. In other terms, we are requiring that all the coefficients of the Tǫ components of[∂¯∗, Tǫ] are small (modulo “good” terms); cf. [14] Proposition 5.26. This can be weakened
to a “multiplier” condition for [∂¯∗, Tǫ]. Thus, the regularity of Bk, k ≥ 0 and Nk, k ≥ 1,
is in fact related to the existence, for any ǫ, of a totally real vector field Tǫ, with ∣Tǫ∣ ∼ 1,
such that
(1.2) ∥[∂¯∗, Tǫ]u∥2 < ǫQ1(u,u) + cǫ∣∣u∣∣,
where Q1(u,u) = ∥∂¯u∥21 + ∥∂¯∗u∥21. Indeed, in (1.1) and (1.2) one can make the weaker
assumtion that Tǫ is “approximately tangential”, that is, ∣Tǫr∣ < ǫ; we refer for this point
to the remarks after Theorem 5.22 of [14]. We deform the defining function r to rǫ = gǫr
and, accordingly, we deform the vector field T = 2Im
∑i ri¯∂zi
∑i ∣ri∣
2 to Tgǫ = 2Im
∑i(rǫ)i¯∂zi
∑i ∣(rǫ)i ∣
2 . The
condition of approximate tangentiality turns into ∣Imgǫ∣ < ǫ. These two deformations are
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related by [∂¯∗, Tgǫ] ∼ (∂∂¯rǫ ⌞ ∂¯rǫ)Tgǫ modulo an error whose restriction to bD belongs to
T 1,0bD ⊕ T 0,1Cn∣bD; hence, the existence of rǫ such that
(1.3) ∣∂∂¯rǫ ⌞ ∂¯rǫ∣ ≤ ǫQ + cǫΛ−1,
for ∣∂rǫ∣ ∼ 1, implies (1.2). (Here Λ is the standard elliptic operator of order 1.) This is
indeed the assumption under which Straube proves in [13] Hs-regularity for any s. In
particular, this condition is fulfilled when there is a smooth defining function r such that
∂∂¯r∣bD ≥ 0; in this case one takes, for any ǫ, rǫ = r in (1.3) and Tǫ = T in (1.2) respectively
(cf. the proof of Theorem 2.4 below). Note that, historically, the conclusion was obtained,
instead, through the “good vector fields” condition. However how this follows from the fact
that there exists r which is plurisubharmonic on bD is not immediate (Remark 2.6 below).
In any case, (1.1) calls into play a full family {Tǫ} and the way of getting Tǫ from the initial
T is involved. In [11], Kohn has given a quantitative result on regularity: he has specified,
for given s, and by allowing a full flexibility in the choice of g, not necessarily g ∼ 1,
which is the constant Es,g which is needed in (1.2) or (1.3) for Hs-regularity. This is not
explicitly stated, but is entirely contained in [11] which, in turn, goes back to [3]. If this is
separated from the body of the paper, as we do in Theorem 2.3, and under an additional
assumption of uniformity under exhaustion, it gives Hs-estimates; this separation only
requires minor modifications and yields a conclusion which naturally extends to forms of
any degree k ≥ q on q-pseudoconvex domains.
It has been proved by Diederich-Fornaess in [4] that every domain possesses an index
δ with 0 < δ ≤ 1 such that −(−rδ)δ is plurisubharmonic. Again, rδ is in the form rδ = gδr
for some gδ. On the other hand, it has been proved by Barret [1] that given a Sobolev
index s ↘ 0, one can find a domain D in which Bk fails Hs-regularity; according to [4],
for these domains, one has δ ↘ 0. So the relation between the index of regularity s and
the Diederich-Fornaess index δ is an attractive problem. Indeed, what is explicitly stated
by Kohn and is by far the most interesting content of [11], is the way of obtaining Es,g
out of δ. This is described through the estimate of the Levi form
(−rδ) δ2 ∣∂∂¯(−(−rδ)δ) ⌞ ∂¯rδ∣ <
∼
(1 − δ) 12Q
(−rδ)
δ
2
.
(For an operator Op, such as Op= (−rδ)δ, we define QOp by QOp(u,u) = ∥Op∂¯u∥2 +∥Op∂¯∗u∥2.) In this estimate, one enjois the presence of the factor (1−δ) 12 . When (1−δ) 12 ≤
Es,g, one expects s-regularity by what has been said above, but this is not given for free
because one encounters the unpleasant factor (−rδ) δ2 . It is well known that (−rδ) δ2 ∼ (T +)− δ2
when the action is restricted to harmonic functions. For this reason, Kohn can prove
regularity for the projection B0 on 0-forms, since this factorizes through the projection
over harmonic functions. The main task of the present paper is to develop an accurate
pseudodifferential calculus at the boundary which relates the action of (−rδ) δ2 and (T +)− δ2
over general functions by describing the error terms by means of ∆. In this way, when
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(1 − δ) 12 ≤ Es,g, we get Hs-regularity of Bk in general degree k ≥ 0 (resp. k ≥ q − 1) on a
pseudoconvex (resp. q-pseudoconvex) domain.
Recent contribution to regularity of the Bergman projection by the method of the
“multiplier” is given by Straube in the already mentioned paper [13] and Herbig-McNeal
[6]; a combination of the “multiplier” and “potential” method (inspired to the “(P)-
Property” by Catlin) is developed by Khanh [7] and Harrington [5].
Acknowledgements. We are grateful to Emil Straube for important advice.
2. Weak s-compactness and Hs-regularity
Let D be a bounded smooth domain of Cn defined by r < 0 for ∂r ≠ 0. We modify
the defining function as gr for g ∈ C∞ and use the notation rg or rg for gr. We use the
lower scripts i and j¯ to denote derivative in ∂zi and ∂z¯j respectively and work with various
vector fields such as
(2.1) Ng =
∑i r
g
i¯
∂zi
∑i ∣rgi ∣2 , L
g
j = ∂zj − r
g
jNg, Tg = −i(Ng − N¯g).
The Lgj ’s are complex-tangential; Tg is the complementary real-tangential vector field. We
consider an orthonormal basis ω¯1, ..., ω¯n of antiholomorphic 1-forms and general forms u
of degree k, that is, expressions of type u = ∑′
∣J ∣=k
uJ ω¯J where J = j1 < ...jk are ordered
multiindices and ω¯J = ω¯1 ∧ ... ∧ ω¯k. We use the notations
S = Span{Lgj , ∂z¯j , for j = 1, ..., n}, Qs(u,u) = ∥∂¯u∥2s + ∥∂¯∗u∥2s.
We have (cf. [3] p. 83) for u ∈ C∞(D¯),
(2.2) ∥Su∥2s−1 <∼ Qs−1(u,u) + ∥u∥s∥u∥s−1 for any S ∈ S.
Since S ⊕CTg = C⊗ TCn, then (2.2) implies
(2.3) ∥u∥2s <∼ Qs−1(u,u) + ∥T sg u∥2 + ∥u∥s∥u∥s−1.
With the notation θ¯j ∶= − 1∑i ∣rgi ∣2 ∑i
r
g
ij¯
r
g
i¯
, we define
(2.4)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Θ¯gu = ∑′
∣K ∣=k−1
∑ij (θ¯gjuiK − θ¯gi ujK) + error,
Θ¯∗gu = ∑
′
∣K ∣=k−1
∑j θ
g
jujK + error.
We have the crucial commutation relation between Tg and the Euclidean derivatives ([11]
Lemma 3.33)
(2.5) [∂z¯j , Tg] = θ¯jTg modulo S .
This implies
(2.6) [∂¯, Tg] = Θ¯gTg modulo S .
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As for the commutation of the adjoint ∂¯∗, we need a modification of Tg which preserves
the condition of membership to D∂¯∗. To this end, we define T˜g by
(2.7) (T˜gu)jK = TgujK + r
g
j¯
∑i ∣ri¯∣2 ∑i [Tg, r
g
i ]uiK .
Thus u ∈ D∂¯∗ implies T˜gu ∈D∂¯∗ . Note that T˜g differs from Tg by a 0-order operator. With
these preliminaries, (2.5) yields
(2.8) [∂¯∗, T˜g] = Θ¯∗g T˜g modulo S.
Definition 2.1. Let s be a positive integer and let 1 ≤ q ≤ n − 1. We say that T sg well
commutes with ∂¯∗ in degree ≥ q when
(2.9) ∥Θ¯∗gu∥2 ≤ Es,gQ(u,u) + cg∥u∥2−1, for any u of degree ≥ q,
and for Es,g ≤ c21e−2c2s diam
2D inf ( 1∣g∣s)−1 or, alternatively, for Es,g ≤ c21e−2c2s diam2D sup(1+ ∣g
′∣
∣g∣
)
,
where c1 is a small constant and c2 is controlled by the C2 norm of rg.
We introduce the notion of q-pseudoconvexity of D; this consists in the requirement
that, for the ordered eigenvalues λ1 ≤ λ2 ≤ ... ≤ λn−1 of the Levi form ∂∂¯r∣∂r⊥, we have
q
∑
j=1
λj ≥ 0. The basic estimates show that the complex Laplacian ◻ is invertible over k-
forms for k ≥ q. We denote by Nk the inverse; we also denote by Bk ∶ L2,k → L2,k ∩ ker ∂¯
the Bergman projection. Recall Kohn’s formula Bk = Id − ∂¯∗k+1Nk+1∂¯k. We say that Bk
is regular, resp. s-exactly regular, when it preserves C∞, respectively Hs, the s-Sobolev
space.
Remark 2.2. Assume that for any s there is rg with ∣∂rg ∣ ∼ 1, that is ∣g∣ ∼ 1, such that∣Θ∗gu∣ ≤ c1e−c2s diam2D; then there is exact s-regularity for any s.
We recall from [2] that s-exact regularity of Nk is equivalent to s-exact of the triplet
Bk−1, Bk, Bk+1.
Theorem 2.3. Let D be q-peudoconvex and assume that for some g, T sg well commutes
with ∂¯∗ in degree ≥ q. Assume also that this property of good commutation holds, with a
uniform constant Es,g, for a strongly q-pseudoconvex exhaustion of D. Then for any form
f ∈Hs we have that Bkf ∈Hs and
(2.10) ∥Bkf∥s ≤ c∥f∥s, for any k ≥ q − 1.
The proof is intimately related to [3]. Formally, it follows the lines of [11] but also
contains ideas taken from [7].
Proof. We first assume that we already know that Bk is regular for any k ≥ q−1 and prove
(2.10) for a constant c which only depends on (2.9). In other terms, we show that (2.10)
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holds for c if we knew from the beginning that it holds for some c′ >> c. We reason by
induction. An n form is 0 at bD ; thus Nn “gains two derivatives” by elliptic regularity
of ◻ in the interior and hence Bn−1 is regular. We assume now that Bk is s-regular and
prove that the same is true for Bk−1. We use the notation f for the test form in our proof;
the notation u, which occurs in (2.9), will be reserved to ∂¯Nkf . It suffices to estimate∥T sgBk−1f∥ since, by (2.3), this controls the full norm ∥Bk−1f∥s. We have
∥T sgBk−1f∥2 = (T sgBk−1f,T sg f) − (T sgBk−1f,T sg ∂¯∗Nk∂¯f)
= (T sgBk−1f,T sg f)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(a)
− (T s∗g T sg ∂¯Bk−1f,Nk∂¯f)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(b)
− ([∂¯, T s∗g T sg ]Bk−1f,Nk∂¯f)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(c)
.
(2.11)
Now, (a) ≤ sc∥T sgBk−1f∥2 + lc∥T sg f∥2, whereas (b) = 0. The term which comes with small
constant can be absorbed because we know a-priori that ∥T sgBk−1f∥ <∞. As for the last
term, we replace T sg by T˜
s
g modulo an operator of order s − 1, that we regard as an error
term, describe the commutator in the left of (c) by Θ¯g according to (2.6), switch it to the
right as Θ¯∗g and end up with
∣(c)∣ ≤ ∣ (2sΘ¯gT˜ sgBk−1f, T˜ sgNk∂¯f) ∣ + error
≤ sc∥T sgBk−1f∥2 + lc s∥Θ¯∗gT sgNk∂¯f∥2 + error.
(2.12)
The error includes terms in (s − 1)-norm and terms in which derivatives belonging to S
occur (cf. (2.2)). We use the hypothesis (2.8) under the choice Es,g ≤ c21c−2c2s diam
2D sup 1∣g∣2s
and get, with the notation u = Nk∂¯f
∥Θ¯∗g T˜ sgu∥2 ≤ sup 1∣g∣2s ∥Θ¯∗g T˜ su∥2
≤ Es,g sup
1
∣g∣2sQ(T˜ su, T˜ su) + error
≤ Es,g sup
1
∣g∣2s (QT˜ s(u,u) + ∥[∂¯, T˜ s]u∥2 + ∥[∂¯∗, T˜ s]u∥2) + error.
(2.13)
(In case Es,g ≤ c21e
−2c2s diam
2D(1+sup
∣g′∣
∣g∣
)
we have not to replace T˜ sg by T˜
s and, instead, use
the estimate
(2.14) ∣[T˜ sg , ∂¯]v∣ <∼ c2 sup(1 + ∣g
′∣
∣g∣ )∣T˜gv∣ modulo Sv for S ∈ S ,
and similarly for ∂¯ replaced by ∂¯∗; the proof will proceed similarly as below.)
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Now,
QT˜ s(u,u) <∼ ∥T sf∥2 + ∥T sBk−1f∥2 + error.
Next,
∥[∂¯, T˜ s]u∥2 ≤ c2s2 ∥T sNk∂¯f∥2 + error.
We now observe that
Nk∂¯ = BkNk∂¯(Id −Bk−1)
= Bke
−ϕsNk,ϕs∂¯e
ϕs(Id −Bk−1),(2.15)
where Nk,ϕs is the ∂¯-Neumann operator weighted by e
−ϕs = e−c2s∣z∣
2
. Since [Ds, ∂¯] is an
operator of degree s with coefficients controlled by sc2 for c2 ∼ ∥r∥C2 , then Nk,ϕs∂¯ is
continuous in Hsϕs with a continuity constant that we can assume to be unitary. We use
that c2s2 e−2c2s diam
2D ≤ inf
z∈D
e−2c2s∣z∣
2
(for different c2) in order to remove weights from the
norms. We also use the inductive assumption that (2.10) holds for Bk. In this way, we
end up with
Es,g sup
1
∣g∣2s c2s2 ∥T s∂¯Nkf∥2 ≤ c21 (∥T sf∥2 + ∥T sBk−1f∥2) + error
≤ c21(∥T sg f∥2 + ∥T sBk−1f∥2) + error,
(2.16)
where the last inequality follows trivially from the fact that Tg =
1
g
T for ∣ 1
g
∣ >> 1. Here, Es,g
takes care of sup 1∣g∣2s and also of the constant which arises from removing weights owing
to Es,g ≤ c21e−2sc2diam
2D sup 1∣g∣2s . Altogether, up to absorbable terms, ∥T sgBk−1f∥2 has been
estimated by lc∥T sg f∥2 + error. This concludes the proof of Theorem 2.3 if we are able to
remove the assumption that we already know that (2.10) holds for some c′ >> c. For this,
we recall that we are assuming that there is a strongly q-pseudoconvex exhaustion Dρ ↗D
which satisfies (2.9) uniformly with respect to ρ. We observe that (2.10) holds over Dρ
for c′ = c′ρ. What has been proved above shows that it holds in fact with c independent of
ρ. Passing to the limit over ρ we get (2.10) for D.

Theorem 2.4. (Boas-Straube [3]) If there is a defining function r such that for the eigen-
values µ1 ≤ ... ≤ µn of the full Levi form ∂∂¯r (not restricted to ∂r⊥) we have
q
∑
j=1
µj ≥ 0,
then, Bk is exactly Hs-regular for any s and any k ≥ q − 1.
Proof. The proof consists in proving that (2.9) holds for any ǫ and uniformly over an
exhaustion of D. More precisely, we will show that for any ǫ, for Θ¯∗ independent of ǫ
(associated to a normalized defining function r), and for suitable cǫ, we have
(2.17) ∥Θ¯∗u∥2 ≤ ǫQ(u,u) + cǫ∣∣∣u∣∣∣−1 for u in degree k ≥ q;
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moreover, we will prove that (2.17) holds for a strongly q-pseudoconvex exhaustion. (Here,
the triplet ∣∣∣ ⋅ ∣∣∣ denotes the tangential norm (cf. [10]).)
(a) We begin by noticing that ∂∂¯r + O(∣r∣)Id ≥ 0 over k-forms for k ≥ q. We can then
apply Cauchy-Schwartz inequality and get
(2.18) (rij¯)(u, ∂r) ≤ (rij¯)(u,u) 12 +O(∣r∣ 12 )∣u∣.
(b) The Levi form is a “12-subelliptic multiplier” (cf. [10]), that is
(2.19) ∣∣∣ ((rij¯)(u,u)) 12 ∣∣∣21
2
≤ Q(u,u).
This can be proved from the basic estimate
∫
D
(rij¯)(Tu,u)dV ≤ Q(u,u),
by using the microlocalization T + and its decomposition T + = (T +) 12 (T +) 12 ∗. (Here dV is
the element of volume.) Also, by Sobolev interpolation, we have
∥(rij¯)(u,u) 12 ∥2 ≤ ǫ∥(rij¯)(u,u) 12 ∥21
2
+ cǫ∥u∥2−1
≤ ǫQ(u,u) + cǫ∥u∥2−1,(2.20)
where cǫ ∼ ǫ−1∣∣r∣∣C2. Finally, we estimate the norm of the last term in (2.18). We have
∥(−r) 12u∥2 ≤ ǫ∥ζǫu∥20 + ∥(1 − ζǫ)u∥20
≤ ǫ∥u∥20 + ∥(1 − ζǫ)u∥20 <∼ ǫQ(u,u) + ∥(1 − ζǫ)u∥20,(2.21)
where ζǫ is a cut-off outside of the ǫ-strip such that ∣ζ˙ǫ∣ <
∼
1
ǫ
(with ζǫ ≡ 1 at bD). Moreover,
we have
(2.22) ∥(1 − ζǫ)u∥20 ≤ ǫ3∥(1 − ζǫ)u∥21 + cǫ∥(1 − ζǫ)u∥2−1,
and,
ǫ3∥(1 − ζǫ)u∥21 <∼
(i)
ǫ3Q0((1 − ζǫ)u, (1 − ζǫ)u)
<
∼
ǫ3Q0(u,u) + ǫ3∥ζ˙ǫu∥20
<
∼
ǫ3Q0(u,u) + ǫ3ǫ−2∥u∥20
<
∼
(ii)
2ǫQ0(u,u),
(2.23)
where (i) is Garding inequality applied to (1 − ζǫ)u∣bD ≡ 0 and (ii) follows from applying
the basic estimate to ∥u∥20. Putting together (2.18)–(2.23), we get (2.17).
(c)We consider the exhaustion ofD by the domainsDρ defined by rρ < 0 for rρ = r+ρeA∣z∣2 ;
by a suitable choice of A, these domains are strongly q-pseudoconvex. We remark that
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∂∂¯rρ >
∼
−∥r∥C2 ∣rρ∣ Id ≥ −c∣rρ∣ Id over k forms for k ≥ q. By Cauchy-Schwarz inequality we
get
(2.24) (rρ
ij¯
)(u, ∂r) ≤ (rρ
ij¯
)(u,u) 12 + c∣rρ∣ 12 ∣u∣ for u of degree k ≥ q.
The Levi form (rρ
ij¯
) is a 12-subelliptic multiplier (uniformly over ρ) and can be estimated
as in (b) as well as the term with O(∣rρ∣ 12 ). Altogether, for fixed ǫ for any ρ ≤ ρǫ and for
Θ¯∗ρ associated to the definng function rρ, we have got
(2.25) ∥Θ¯∗ρu∥2 ≤ ǫQDρ(u,u) + cǫ∥u∥2−1,
uniformly with respect to ρ. Passing to the limit over ρ, yields (2.17).

Theorem 2.5. Let D be q-pseudoconvex and assume that for any ǫ there is ∣gǫ∣ ∼ 1 such
that
(2.26) ∣Θ¯∗gǫ(u)∣ ≤ ǫ∣u∣2 on bD for u in degree k ≥ q.
Then Bk is exactly Hs-regular for any s and any k ≥ q − 1.
Proof. (2.26) readily implies
(2.27) ∥Θ¯∗gǫu∥2 <∼ ǫ∥u∥2 + ∥gǫr∥C2∥(1 − ζǫ)u∥2 for u in degree k ≥ q.
By plugging (2.26) with the basic estimate ∥u∥2 <
∼
Q(u,u) and the Garding inequality
∥gǫr∥C2∥(1 − ζǫ)u∥2 <
∼
ǫQ(u,u) + cǫ∥u∥2−1, we get
(2.28) ∥Θ¯∗gǫu∥2 <∼ ǫQ(u,u) + cǫ∥u∥2−1 for u ∈D∂¯∗ of degree k ≥ q.
This would give the Hs-regularity of Bk if we were able to prove the stability of (2.26)
under a strongly q-pseudoconvex exhaustion. For this, we fix ǫo and gǫor and approximate
D by Dρ defined by gǫor + ρeA∣z∣2; for suitable fixed A, these are strongly q-pseudoconvex
for any ρ. Also, if we rewrite gǫor + ρeA∣z∣2 = gǫo,ρrρ for a normalized equation rρ of Dρ, we
have ⎧⎪⎪⎪⎨⎪⎪⎪⎩
gǫo,ρ →
C2
gǫo,
rρ →
C2
r.
Hence
Θ¯∗ǫo,ρ(u)→ Θ¯∗ǫo(u) uniformly over u.
We then apply Theorem 2.3 to each Ωρ and by uniformity of the estimate with respect to
ρ we get that Bkf belongs to Hs and satisfies (2.10).

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Remark 2.6. We can give an alternative proof of Theorem 2.3 which uses Theorem 2.5.
First, according to the lemma in [3], the existence of a plurisubharmonic defining function
r implies the vector fields condition (1.1). (If r is only q-plurisubharmonic, (1.1) must be
adpted by considering, similarly as in (2.26), the action over forms u of degree k ≥ q.) If
we knew that the good vector fields Tǫ are of type Tgǫ = −i(Ngǫ − N¯gǫ), then, by (2.8) we
would get (2.26) and reach the conclusion from Theorem 2.5. In the general case, by [14]
Proposition 5.26, the condition of good vector fields implies (2.26). (In that proposition,
it is proved a generalization of (2.8). For any tangential vector field Tǫ, not necessarily
defined by (2.1), if we denote by gǫ its (N − N¯)-component, we have [∂¯∗, Tǫ]∣bD = Θ¯∗gǫ ∣bDTǫ
modulo elliptic multipliers (r and ∂r) and 12-subelliptic multipliers (∂∂¯r).)
Remark 2.7. We point out that in [13], Straube proves that (2.28) suffices for exact Hs-
regularity for any s. This requires heavy work since, differently from (2.26), (2.28) is not
tranferred from Ω to Ωρ.
3. Pseudodifferential calculus at the boundary
There is an important theory about the equivalence between (−r)σ and microlocal
powers T −σ over harmonic functions; we need to develop this theory and allow the action
over general functions controlling errors coming from the Laplacian. In this discussion, we
do not modify r to rg and T nor Tg. Also, we still write T but mean in fact its positive
microlocalization T + which represents over v+ the full elliptic standard operator Λ; for this
reason, negative and fractionl powers of T make sense. We denote by U a neighborhood
of bD,
Lemma 3.1. We have
(3.1)
∥(−r) δ2 rσT σv∥ <
∼
lc∥(−r) δ2v∥+sc∥T − δ2 v∥+sc∥−rT −1− δ2∆v∥ for any v ∈ C∞(D¯ ∩U) and σ > −1
2
.
This is a generalization of [11] Lemma 2.6 in which the extra terms with power δ2 do
not occur.
Proof. We have
∥(−r) δ2 rσT σv∥2 = ((−r)δ+2σT 2σv, v)
= −(∂r(−r1+2σ+δ)T 2σv, v)
= 2Re ((−r)1+2σ+δ∂rT 2σv, v)
≤ lc∥(−r) δ2 v∥2 + sc∥(−r)1+2σ+ δ2∂rT 2σ+ δ2− δ2 v∥2
≤
(∗)
lc∥(−r) δ2 v∥2 + sc∥T − δ2 v∥2 + sc∥−rT −1− δ2∆v∥2,
where (∗) follows from [11] (2.4) applied for 1 + 2σ + δ2 > 0.

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In [11] there is a result, Lemma 2.6, which applies to powers > −12 of −r; we need a
variant, still for negative powers, for terms involving ∂rv.
Lemma 3.2. We have
(3.2) ∥(−r)σ∂rT σv∥ <
∼
∥v∥ + ∥rT −1∆v∥ + ∥T −2∆v∥, v ∈ C∞(D¯ ∩U), σ > −1
2
.
Proof. We have
(∂r(−r)2σ+1∂rT 2σ−2v, ∂rv) = −2Re((−r)2σ+1∂2rT 2σ−2v, ∂rv).
Write ∂2r =∆+Tan∂r +Tan2 ∼∆+T∂r +T 2. For the three terms ∆, T 2 and T∂r, we have
the three relations below, respectively
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(T −2∆v, (−r)2σ+1T 2σ∂rv) ≤ ∥T −2∆v∥2 + ∥v∥2,
((−r)2σ+1T 2σv, ∂rv) = ((−r)2σ+1T 2σ+1v, ∂rT −1v)
<
∼
∥v∥2 + ∥−rT −1∆v∥2,
((−r)2σ+1∂rT 2σ−1v, ∂rv) = ((−r)2σ+1∂rT (2σ+1)−1v, ∂rT −1v)
≤ ∥v∥2 + ∥−rT −1∆v∥2,
where the three inequalities come from Cauchy-Schwartz inequality combined with re-
peated use of [11] (2.4) (always under the choice s = 0 with the notations therein). Finally,
we have to estimate the error term
(3.3) ((r)2σ+1[∆, T 2σ−2]v, ∂rv).
We express the commutator in (3.3) as
[∆, T 2σ−2] = T 2σ−1 + ∂rT 2σ−2.
Thus (3.3) splits into two terms to which the two inequalities below apply
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
((−r)2σ+1T 2σ−1v, ∂rv) = ((−r)2σ+1T (2σ+1)−1v,T −1∂rv)
≤ ∥v∥2 + ∥−rT −1∆v∥2,
((−r)2σ+1∂rT 2σ−2v, ∂rv) = ((−r)2σ+1∂rT 2σ−1v,T −1∂rv)
≤ ∥v∥2 + ∥−rT −1∆v∥2.

We are ready for the main technical tool in interchanging powers of −r and T .
Proposition 3.3. We have
(3.4) ∥T − δ2 v∥ <
∼
∥(−r) δ2 v∥ + ∥−rT −1− δ2∆v∥ + ∥(−r) δ2T −2∆v∥.
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Proof. We start from [11] Lemma 2.11
∥T − δ2 v∥ <
∼
∥(−rδ) δ2 v∥ + ∥−rT −1− δ2∆v∥
+∑
j
∥(−rδ) δ2∂z¯jT −1v∥.
Now, the first and second terms in the right are good (in the right side of the estimate
we wish to end with). As for the last, we have
∑
j
((−rδ) δ2∂z¯jT −1v, (−rδ) δ2∂z¯jT −1v) ≤ ∣((−rδ) δ2∆T −2v, (−rδ) δ2v)∣
+ 2∑
j
∣Re([(−rδ)δ, ∂zj ]∂z¯jT −1v,T −1v)∣.
(3.5)
The first term in the right is estimated by
∣((−rδ) δ2∆T −2v, (−rδ) δ2v)∣ ≤ lc∥(−r) δ2v∥ + sc∥(−r) δ2 (∂2r + ∂rT + T 2)T −2v∥
≤ lc∥(−r) δ2v∥ + sc(∥(−r) δ2T −2∂2r v∥ + ∥(−r) δ2∂rT −1v∥)
≤ lc∥(−r) δ2v∥ + sc(∥(−r) δ2T −2∆v∥ + ∥T − δ2v∥).
The second term in the right of (3.5) has the estimate
∣Re ([(−rδ)δ, ∂zj ]T −1v,T −1v)∣ <∼ ∣((−r)−1+δ+ǫT −1+ δ2+ǫv, (−r)−ǫT − δ2−ǫv)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(i)
+ ∣((−r)−1+δ∂rT −1v,T −1v)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(ii)
.
To estimate (i), we write −1 + δ + ǫ = δ2 + (−1 + δ2 + ǫ) = δ2 + σ under the choice of ǫ > 12 − δ2
so that −1 + δ2 + ǫ > −12 . We then apply Lemma 3.1 and get the estimate of (i)
(i) ≤ lc∥(−r) δ2v∥2 + sc(∥T − δ2 v∥2 + ∥−rT −1− δ2∆v∥).
As for (ii) we have
(ii) = ∣((−r)−1+δ+(1− δ2−ǫ)∂rT −1−ǫv, (−r)−1+ δ2+ǫT −1+ǫv)∣
<
∼
sc(∥T − δ2v∥2 + ∥−rT −1∆v∥ + ∥T −2∆v∥)
+ lc(∥(−r) δ2v∥2 + ∥−rT −1− δ2∆v∥).
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In fact, the term with lc in the last line comes from Lemma 3.1 applied for σ = −1 + ǫ
(which requires ǫ > 12). The term with sc is estimated by the aid of Lemma 3.2
∥(−r)−1+δ+(1− δ2−ǫ)∂rT −1−ǫv∥ = ∥(−r) δ2−ǫ∂rT −1+( δ2−ǫ)− δ2 v∥
<
∼
(3.2)
∥T − δ2 v∥ + ∥−rT −1∆v∥ + ∥T −2∆v∥.

We decompose now v = v(h)+v(0) where v(h) is the harmonic extension and v(0) ∶= v−v(h);
note that v(0)∣bD ≡ 0. We also recall the modification T˜ of T defined by (2.7) and designed
to preserve D∂¯∗.
Proposition 3.4. We have
(3.6) ∥[T˜ s− δ2 , ∂¯∗]v(h)∥ <
∼
∥(−r) δ2 [T˜ s, ∂¯∗]v(h)∥, v ∈ C∞(D¯ ∩U).
Remark 3.5. In turn, by (2.8), we have [T˜ s, ∂¯∗] = sΘ¯T˜ s, and therefore (3.6) implies
(3.7) ∥[T˜ s− δ2 , ∂¯∗]v(h)∥ <
∼
s∥(−r) δ2 Θ¯T˜ sv(h)∥.
Proof. In fact, Jacobi identity yields
[T˜ s, ∂¯∗] = −T˜ s− δ2 [T˜ δ2 , ∂¯∗] + T˜ δ2 [T˜ s− δ2 , ∂¯∗] + [T˜ s− δ2 [T˜ δ2 , ∂¯∗]].
It follows
(3.8) T˜
δ
2 [T˜ s− δ2 , ∂¯∗] = [T˜ s, ∂¯∗] + T˜ s− δ2 [T˜ δ2 , ∂¯∗] − [T˜ s− δ2 [T˜ δ2 , ∂¯∗]].
We apply T˜ −
δ
2 to both sides of (3.8) and use Proposition 3.3. The conclusion will follow
once we are able to show that −rT˜ −1− δ2 [∆, [T˜ s, ∂¯∗]] and (−r) δ2T 2[∆, T s∂¯∗] are error terms.
In fact, we write
[∆, [T˜ s, ∂¯∗]] = [∂2r + ∂rTan + Tan2, Tans + ∂rTans−1]
= Tans−1 + ∂rTans <
∼
T˜ s+1 + ∂rT˜ s modulo S.
It follows
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∥−rT −1 δ2 [∆, [T˜ s, ∂¯∗]]v(h)∥ <
∼
∥−rT s− δ2v(h)∥ + ∥−r∂rT s−1− δ2 v(h)∥ <
∼
[11] (2.4)
∥T s−1− δ2 v(h)∥,
∥(−r) δ2T −2[∆, [T˜ s, ∂¯∗]]v(h)∥ <
∼
∥(−r) δ2T s−1v(h)∥ + ∥(−r) δ2∂rT s−2v(h)∥ <
∼
[11] (2.4)
∥T s−1− δ2v(h)∥.

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4. Non-smooth plurisubharmonic defing functions
Definition 4.1. We say that D has a Diederich-Fornaess index δ = δs for 0 < δ ≤ 1 which
controls the commutators of ∂¯ and ∂¯∗ with Ds over forms in degree k ≥ q, when there is
rδ = gδr for gδ ∈ C∞, gδ ≠ 0, such that
(4.1)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−(−rδ)δ is q-plurisubharmonic, that is, the sum of the first
q eigenvalues of ∂∂¯(−(−rg)δ) is non-negative(1 − δs) ≤ Es,g,
where Es,g can be chosen so that Es,g ≤ c1e−c2s diam
2D sup ( 1∣g∣s)−1 or, alternatively, Es,g ≤
c1e
−c2s diam
2D sup(1+
∣g′∣
∣g∣
)
.
Related to the above notion, is the condition
(4.2) ∥(−rδ) δ2 Θ¯∗gu∥2 ≤ Es,gQ(−rδ) δ2 (u,u),
for δ ≤ 1.
Theorem 4.2. If D is q-pseudoconvex and has a Diederich-Fornaess index δ = δs which
controls the commutators of (∂¯, ∂¯∗) with Ds in degree k ≥ q, then Bk is s-regular for k ≥ q.
Remark 4.3. The proof consists in showing that (4.1) implies (4.2) (points (a) and (b)
below) and then showing that (4.2) implies the conclusion. Note that, when δ = 1, we have
in fact the better conclusion contained in Theorem 2.4.
Proof. We decompose a form as u = uτ +uν where uτ and uν are the tangential and normal
component respectively. We have
(4.3)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∥uν∥21 ≤∑i ∥∂z¯iuν∥20 <∼ Q(u,u)
Q(uτ , uτ) ≤ Q(u,u) +Q(uν , uν)
<
∼
Q(u,u) + ∥uν∥21
<
∼
Q(u,u).
Hence it suffices to prove (4.2). The same conclusion also applies to the decompositin
u = u(h) + u(0) and, in general, to any decomposition in which either of the two terms is 0
at bD.
(a) We have
(4.4) ∣∂∂¯rδ(uτ , ∂rδ)∣ <
∼
(1 − δ) 12 (−rδ)− δ2 (∂∂¯(−(−rδ)δ)(uτ , uτ))
1
2
.
To see it, we start from
∂∂¯(−(−rδ)δ) = δ(−rδ)δ−1∂∂¯rδ + (−rδ)δ−2δ(1 − δ)∂r ⊗ ∂¯r.
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In particular,
∂∂¯rδ =
1
δ
(−rδ)1−δ∂∂¯(−(−rδ)δ) − (−rδ)−1(1 − δ)∂r ⊗ ∂¯r.
We suppose that δ is bounded away from 0 and, indeed, that it approaches 1; thus we
disregard it in the following. We have
∂∂¯rδ(u, ∂rδ) ∼ (−rδ)1−δ∂∂¯(−(−rδ)δ)(u, ∂rδ) − (−rδ)−1(1 − δ)∂rδ ⊗ ∂¯rδ(u, ∂rδ)
≤ (−rδ)1−δ(∂∂¯(−(−rδ)δ)(u,u))
1
2 ((−rδ)−2+δ(1 − δ)∣∂rδ ∣2 +O((−rδ)−1+δ))
1
2
+ (1 − δ)∣∂rδ ∣2(−rδ)−1∣∂rδ ⋅ u∣
<
∼
((1 − δ) 12 (−rδ)− δ2 +O(−rδ) 12− δ2 ))(∂∂¯(−(rδ)δ)(u,u))
1
2 + (1 − δ)∣∂rδ ∣2(−rδ)−1∣∂rδ ⋅ u∣.
Evaluation for u = uτ , yields (4.4).
(b) We prove now (4.2) using the basic estimates. Generally, these apply to smooth
plurisubharmonic defining functions. However, in [11], Kohn has a version for Ho¨lder
continuous plurisubharmonic functions such as −(−rδ)δ. This implies the inequality (∗)
below
∥(−rδ) δ2 Θ¯∗guτ∥2 ≃ ∫
D
(−rδ)δ∣∂∂¯rδ(uτ , ∂rδ)∣2dV
<
∼
(4.4)
(1 − δ)∫
D
∂∂¯(−(−rδ)δ)(uτ , uτ)dV
<
∼
(∗)
(1 − δ)Q
(−rδ)
δ
2
(uτ , uτ)
<
∼
(4.1)
Es,gQ
(−rδ)
δ
2
(uτ , uτ).
(4.5)
This proves (4.2)
(c)We are therefore in the same situation as in Definition 2.1 apart from the term (−rδ)δ
which occurs in the integral in the left of (4.5) and in Q
(−rδ)
δ
2
. As above, we continue to
write T but take in fact its positive microlocalization T + which represents the full action
of Λ over u+. To carry on the proof, we suppose from now on that f ∈ C∞(D¯) and that
Bk is Hs regular for some continuity constant c′; we prove that this implies continuity for
a constant c which is solely related to the constants which occur in [?]. An exhaustion
by domains endowed with Hs-regular projections Bk, k ≥ q, will be discussed only at the
end. We start from (2.11)
∥T s− δ2g Bk−1f∥ <
∼
sc∥T s− δ2g Bk−1f∥2 + lc∥T s− δ2g f∥
+ lc∥[∂¯∗, T s− δ2g ]Nk∂¯f∥.
(4.6)
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At this point, we need to convert T
s− δ
2
g into (−rδ) δ2T sg in the last term of (4.6) in order
to enjoy (4.2). We also replace Nk∂¯f by (Nk∂¯f)(h) where the supscript (h) denotes the
harmonic extension. We apply the crucial estimate (3.6) to the last term in (4.6), regard
as errors the terms which come in (s − 1)-norm or in which vector fields of S occur, and
get
∣∣[∂¯∗, T˜ s− δ2g ](∂¯Nkf)(h) ≤
(3.6)
∥(−rδ) δ2 [T˜ sg , ∂¯∗](∂¯Nkf)(h)∥2
<
∼
s2∥(−rδ) δ2 Θ¯∗g T˜ sg (∂¯Nkf)(h)∥2 + error
<
∼
s2∥(−rδ) δ2 Θ¯∗g T˜ sg (∂¯Nkf)(h) τ∥2 + error
<
∼
s2 sup
1
∣g∣2s ∥(−rδ)
δ
2 Θ¯∗g T˜
s(∂¯Nkf)τ∥2 + E(0) + error
<
∼
s2Es,g sup
1
∣g∣2s(Q(−rδ) δ2 T˜ s((∂¯Nkf)τ , (∂¯Nkf)τ)
+ ∥(−rδ) δ2 [∂¯, T˜ s](∂¯Nkf)τ∥2 + ∥(−rδ) δ2 [∂¯∗, T˜ s](∂¯Nkf)τ∥2) + E(0) + error
<
∼
s2Es,g sup
1
∣g∣2s(Q(−rδ) δ2 T˜ s(∂¯Nkf, ∂¯Nkf)
+ ∥(−rδ) δ2 [∂¯, T˜ s]∂¯Nkf∥2 + ∥(−rδ) δ2 [∂¯∗, T˜ s]∂¯Nkf∥2) + E(0) + error
<
∼
s2Es,g sup
1
∣g∣2s(∥(−rδ)
δ
2T s∂¯∗∂¯Nkf∥2 + c2s2∥(−rδ) δ2T s∂¯Nkf∥2) + E(0) + error
<
∼
s2Es,g sup
1
∣g∣2s(∥(−rδ)
δ
2T s∂¯∗∂¯Nkf∥2 + e2c2 s diam2Dc2s2∥(−rδ) δ2T s∂¯∗∂¯Nkf∥2) + E(0) + error
<
∼
(4.1)
sc∥(−rδ) δ2T s∂¯∗∂¯Nkf∥2 + E(0) + error,
(4.7)
where we have used the notation E(0) ∶= ∥(−rδ) δ2 Θ¯∗g T˜ sg (∂¯Nkf)(0) τ ∥2. Here in (4.1) we have
chosen the first alternative s2Es,gec2s diam
2D sup ( 1∣g∣s) ≤ c1 = sc (for a new c2). (The other
alternative Es,ge
c2s diam
2D sup(1+
∣g′ ∣
∣g∣ ≤ c1 = sc can be handled similarly as in Theorem 2.3
without replacing Tg by T . It is at this point, where the continuity of Bk in Hs, not just
in C∞, is needed; in fact, in formula (2.15) Nϕs is H
s, not C∞, continuous. We have to
reconvert now (−rδ) δ2 into T − δ2 . We first suppose that we had started from f (h) and wished
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to prove the regularity for Bk−1f (h). We have
∥(−rδ) δ2T s∂¯∗∂¯Nk(f (h))∥ <
∼
[11] (2.4)
∥T s− δ2 ∂¯∗∂¯Nkf (h)∥´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(i)
+ ∥−rT s− δ2−1∆∂¯∗∂¯Nkf (h)∥´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(ii)
.
Now,
(i) <
∼
∥T s− δ2 f (h)∥2 + ∥T s− δ2Bk−1f (h)∥2,
where the first term in the right is good and the second can be absorbed since it comes,
inside (4.7), with sc. As for (ii),
(ii) = ∥−rT s− δ2−1(∂¯∗∂¯ + ∂¯∂¯∗)∂¯∗∂¯Nkf (h)∥ + error
= ∥−rT s− δ2−1(∂¯∗∂¯(∂¯∂¯∗ + ∂¯∗∂¯)Nkf (h)∥ + error
= ∥−rT s δ2−1∂¯∗∂¯f (h)∥ + error.
We have
{∂¯∗∂¯ = Tan2 + ∂rTan + ∂2r ∼ T 2 + ∂rT + ∂2r ,
∂2r =∆ + Tan2 + ∂rTan ∼∆ + T 2 + ∂rT,
which implies
∂¯∗∂¯ ∼ T 2 + ∂rT +∆.
It follows
∥−rT s− δ2−1∂¯∗∂¯f (h)∥ = ∥−rT s− δ2−1(T 2 + ∂rT +∆)f (h)∥
≤ ∥−rT s− δ2+1f (h)∥ + ∥−rT s− δ2∂rf (h)∥
<
∼
[11] (2.4)
∥T s− δ2 f (h)∥,(4.8)
which is good. As for the term f (0), the regularity of Bk−1f (0) follows readily, without
using the machinery (a)–(c) above, from elliptic regularity
(4.9) ∥T sNk−1f (0)∥ <
∼
∥T s−2f (0)∥.
(Note that Nk−1 makes sense even for k − 1 = 0 when acting on f (0)∣bD ≡ 0 because ◻ is,
under this restriction, invertible.)
We pass to the term which has been omitted in the estimate of Θ¯∗g , that is, E(0). The
use of elliptic regularity is different here and applies to (∂¯Nkf)(0) instead of f (0); it then
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passes though Q instead of ◻ and through Boas-Straube formula. We have
∣∣(−rδ) δ2 Θ¯∗g T˜ sg (∂¯Nkf)(0) τ ∣∣2 <∼ sup 1∣g∣2s∥(−rδ)
δ
2 Θ¯∗g T˜
s(∂¯Nkf)(0)τ∥2
<
∼
Es,g sup
1
∣g∣2s(Q(−rδ) δ2 T˜ s((∂¯Nkf)(0)τ , (∂¯Nkf)(0)τ)) + error
+ ∥(−rδ) δ2 [∂¯, T˜ s](∂¯Nkf)(0)τ∥2 + ∥(−rδ) δ2 [∂¯∗, T˜ s](∂¯Nkf)(0)τ ∥2) + error
<
∼
Es,g sup
1
∣g∣2s(Q(−rδ) δ2 T˜ s(∂¯Nkf, ∂¯Nkf) + error
+ ∥(−rδ) δ2 [∂¯, T˜ s]∂¯Nkf∥2 + ∥(−rδ) δ2 [∂¯∗, T˜ s]∂¯Nkf∥2) + error
(4.10)
This is the same as (4.7) with the advantage that in the last line the Sobolev indices have
decreased by −1 since terms with superscript (0) vanish at bD; these are therefore error
terms. Also there remain to control ∥T − δ2 Θ¯∗g T˜ sg (∂¯Nkf)(0)∥ and ∥−r δ2 Θ¯∗g T˜ sg (∂¯Nkf)ν∥; but
these are controlled by elliptic regularity as in (4.10). Summarizing up, we have proved
that for a suitable c, only related to the constants in (4.1), we have
(4.11) ∥Bkf∥s ≤ c∥f∥s
if we knew that it holds for some c′ >> c. We show now that we can exhaust D by domains
Dρ endowed with continuous projections Bk, k ≥ q − 1 for some c′ and which inherit the
assumption of Theorem 4.2 with uniform constants with respect to ρ. For this, we define
Dρ = {z ∶ rδ(z) + ρ < 0}. We first notice that, bDρ being also defined by −(−rδ)δ + ρδ < 0,
it has a smooth q-plurisubharmonic defining function. Hence, by Theorem 2.4, Bk is Hs-
regular for any k ≥ q − 1. Coming back to the initial defining function rδ + ρ, this satisfies
∂∂¯(−(−rδ − ρ)δ) ≥ ∂∂¯(−(−rδ)δ; thus the Diederich-Fornaess index of Dρ is ≥ δ. Also, if for
the new boundary we rewrite rδ + ρ = gδ,ρrδ, for a normalized equation rρ of Dρ, and if
Es,g,ρ are the constants which occur in (4.1), then⎧⎪⎪⎪⎨⎪⎪⎪⎩
gδ,ρ →
C2
gδ,
Es,g,ρ →
C2
Es,g.
Thus, the estimate (4.11) passes from the Dρ’s (in which it has been proved thanks to the
regularity of the Bk (for a different c′)) to the initial domain D.
The proof is complete.

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