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a b s t r a c t
The class of linearly-implicit parallel two-step peerW-methods has been designed recently
for efficient numerical solutions of stiff ordinary differential equations. Those schemes
allow for parallelism across the method, that is an important feature for implementation
on modern computational devices. Most importantly, all stage values of those methods
possess the same properties in terms of stability and accuracy of numerical integration.
This property results in the fact that no order reduction occurs when they are applied to
very stiff problems. In this paper, we develop parallel local and global error estimation
schemes that allow the numerical solution to be computed for a user-supplied accuracy
requirement in automatic mode. An algorithm of such global error control and other
technical particulars are also discussed here. Numerical examples confirm efficiency of the
presented error estimation and stepsize control algorithm on a number of test problems
with known exact solutions, including nonstiff, stiff, very stiff and large-scale differential
equations. A comparison with the well-known stiff solver RODAS is also shown.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Recently, Schmitt et al. [1–3] presented an efficient class of linearly-implicit two-stepW-methods with peer variables to
solve numerically ordinary differential equations (ODEs) of the form
x′(t) = gt, x(t), t ∈ [t0, tend], x(t0) = x0, (1)
where x(t) ∈ Rm and g : D ⊂ Rm+1 → Rm is a sufficiently smooth function. Problem (1) is assumed to have a unique
solution x(t) on the interval [t0, tend]. The main feature of those methods is that they produce a set of numerical solutions
which share the same stability and accuracy properties in each step. The new methods also admit a convenient parallel
implementation in practice and are effective to solve many ODEs, including very stiff problems that can arise, for instance,
from the method of lines (see the cited papers).
We denote a variable grid with a diameter τ on the integration interval [t0, tend] by
wτ = {tk+1 = tk + τk, k = 0, 1, . . . , K − 1, tK = tend} ,
where τ = max0≤k≤K−1{τk}. Then, an s-stage linearly-implicit Parallel Peer Two-Step W-method (PPSW-method) reads
I − τkγi(k)Jk

xki =
s−
j=1

bij(k)I + τkγij(k)Jk

xk−1,j + τk
s−
j=1
aij(k)g(tk−1,j, xk−1,j), (2)
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where I is the identity matrix of the proper size, the matrix Jk is an approximation of the Jacobian ∂xg(tk, x(tk)) and
tki := tk + ciτk, i = 1, 2, . . . , s. The extra nodes tki of the grid wτ are fixed by the constants ci. Without loss of generality,
we consider further that these fixed coefficients are distinct and ordered as follows: −1 ≤ c1 < c2 < · · · < cs = 1. So,
the numerical solution xks is an approximation to the exact solution x(tk+1). Other coefficients γi(k), γij(k), aij(k) and bij(k),
i, j = 1, 2, . . . , s, can be variable and depend on the stepsize ratio θk := τk/τk−1. It is clear that formula (2) calculates the
stage value xki independently of other information from the local interval [tk, tk+1]. That is why the computation of each
stage value xki, which approximates x(tki), i.e. the value of the exact solution at the grid point tki, can be done in parallel.
In this paper, we consider the more general case of multi-implicit PPSW-methods introduced in [2] because of their
excellent stability properties at infinity. This makes them effective for integration of very stiff differential equations.
Moreover, we deal further with the subclass of PPSW-methods satisfying the extra property aij(k) = −γij(k), i, j =
1, 2, . . . , s, k = 1, 2, . . . , K − 1. On the other hand, the error estimations presented below can easily be accommodated
to the family of singly-implicit PPSW-methods discussed in [1].
Schmitt et al. [1–3] have found singly- and multi-implicit zero-stable PPSW-methods (2) with the following restriction
on the stepsize sequences:
0 < θk ≤ ω <∞, k = 1, 2, . . . , K − 1, (3)
where the constant ω satisfies the condition ω > 1. They emphasize that all the stage values xki, i = 1, 2, . . . , s, computed
by PPSW-method (2) are of the same order p. Thus, the methods under discussion have no difficulty with dense output.
In what follows, we deal with the subclass of zero-stable PPSW-methods (2) satisfying the conditions described above,
i.e. we consider stable numerical schemes of the form
I − τkγi(k)Jk

xki =
s−
j=1

bij(k)I − τkaij(k)Jk

xk−1,j + τk
s−
j=1
aij(k)g(tk−1,j, xk−1,j). (4)
We also restrict all grids wτ in this paper as indicated in formula (3) and denote the set of such grids byW∞ω (t0, tend). The
symbol ‘‘∞’’ means that the ratio of the maximum step size to the minimum step size may be unlimited for grids belonging
to the setW∞ω (t0, tend), as the diameter τ → 0. Moreover, we impose the extra condition
τ/τk ≤ Ω <∞, k = 0, 1, . . . , K − 1, (5)
where Ω is a finite constant. The set of grids satisfying (3) and (5) is denoted by WΩω (t0, tend). The extra condition (5)
is required for correctness of the error estimation schemes introduced below. We stress that this condition is important
for theory, but it has almost no practical implication (see [4] or [5] for further details and explanation). Grids of the set
WΩω (t0, tend) are referred to as admissible grids.
Here, we extend the local and global error estimators developed in implicit parallel peer schemes (those numerical
methods are presented and discussed in [6] at length) to the class of PPSW-methods mentioned above.
The principal distinction of our global error evaluation method is the fact that no assumption on the global error is
required for correctness. For example, many other global error estimation schemes are based on the theory of asymptotic
global error expansion (see, for instance, [7–11]). This distinction is important because there exists no proof for themoment
that the above mentioned theory works in PPSW-methods. We stress that the error estimation technique presented by
Kulikov et al. [12,13,4,5,14–16] does not require any asymptotic global error expansion and perfectly suits the numerical
schemes under discussion and many others.
The remainder of this paper is organized as follows: Section 2 discusses the accuracy and stability of PPSW-method (4).
In Section 3, we present our scheme of local and global error estimations in the numerical formulas under consideration.
Then, we give technical particulars of practical implementation of the PPSW-methods and the error evaluation formulas as
well as the stepsize selection algorithm based on the joint control of the local and global errors in Section 4. In Section 5, the
quality of our error estimation and the capacity to attain the required accuracy of computation in the automatic mode are
checked on numerical examples with known exact solutions. We utilize there nonstiff, stiff, very stiff and large-scale test
problems. We also discuss a comparison with the stiff solver RODAS implemented with the conventional local error control,
as presented in [17]. The last section of this paper summarizes the results obtained and outlines our future plans.
2. Order conditions and stability of PPSW-methods
Below, we follow [1–3] to present the order conditions and stability analysis in the class of PPSW-methods. However,
we recall that, with the assumptionmade above, the numerical schemes to be considered in this paper are given by formula
(4). We start with the defect of this method.
Definition 1. The vector-function L(Tk, x(t), τk) :=

Li(tki, x(t), τk)
s
i=1 where Tk := (tki)si=1 and the entries of this function
are
Li(tki, x(t), τk) :=

I − τkγi(k)Jk

x(tki)−
s−
j=1

bij(k)I − τkaij(k)Jk

x(tk−1,j)− τk
s−
j=1
aij(k)g

tk−1,j, x(tk−1,j)

(6)
is referred to as the defect of the PPSW-method (4).
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Formula (6) is derived by substitution of the exact solution x(t) evaluated at the mesh points into numerical scheme (4).
In the papers cited above, it is also referred to as the residual of this method.
It was stated earlier in this paper that all peer variables in method (4) are of the same convergence order. This results in
Definition 2. The PPSW-method (4) is consistent of order p if the following order conditions hold:
AB i(l) := c li −
s−
j=1

bij(cj − 1)lθ−lk + l aij(cj − 1)l−1θ1−lk
 = 0, l = 0, 1, . . . , p, i = 1, 2, . . . , s, (7)
Gi(l) := γic li −
s−
j=1
aij(cj − 1)lθ−lk = 0, l = 0, 1, . . . , p− 1, i = 1, 2, . . . , s, (8)
for any θk.
We recall that θk is a ratio of two successive step sizes (see Section 1 for the precise definition).
Order conditions (7) and (8) are obtained by the Taylor expansion of the defect (6) around the grid point tk. Notice thatwe
use slightly different definitions of the defect and the order conditions of PPSW-methods than those that were introduced
in the above-cited papers.
It is noted in [1–3] that Definitions 1 and 2 imply the defect L(Tk, x(t), τk) of the method (4) to be O(τ p+1), as τ → 0,
if the right-hand side of ODE (1) is sufficiently smooth and the stepsize sequence satisfies condition (3) with some upper
bound ω. It is also proved in the cited papers that the PPSW-method is convergent of order p if it satisfies additionally the
zero-stability condition:
Definition 3. The PPSW-method (4) is said to be stable on a setWΩω (t0, tend) of admissible grids wτ if its coefficient matrix
B(k) := bij(k)si,j=1 satisfies the condition m∏
j=0
B(k− j)
 ≤ R, m = 0, 1, . . . , k− 1, k = 1, 2, . . . , K − 1, (9)
where R is a finite constant, for any gridwτ ∈ WΩω (t0, tend).
We remark that the numerical schemes under discussion are designed specially to solve stiff initial value problems (1).
Thus, it is important to provide A-stability in the class of PPSW-methods (4). The study of A-stability implies the application
of this method to the test equation x′ = λx where λ is a fixed complex number with a nonpositive real part. However, the
A-stability investigation was conducted for fixed-stepsize PPSW-methods only in [1–3]. When we apply method (4) with
τk = τ and Jk = λ then the stability matrix of this scheme will be
M(z) := (I − zG)−1B, (10)
where G := diag(γ1, γ2 . . . , γs) and z := τλ. We have dropped the subscript k in (10) because the coefficients of the fixed-
stepsize PPSW-method (4) and the step size are constant and do not depend on the mesh nodes.
The A-stability requires the spectral radius ρ(M(z)) ≤ 1 for any z ∈ C− := {z ∈ C : Re z ≤ 0}. Moreover, we want
to provide optimal damping properties at infinity in order to make PPSW-methods effective for solving very stiff ODEs. It is
the main reason for imposing the extra condition aij(k) = −γij(k), i, j = 1, 2, . . . , s, k = 1, 2, . . . , K − 1, on the coefficients
of method (2). Such PPSW-methods (given by formula (4)) are called stiffly accurate in the above-cited papers. We remark
that the mentioned extra condition contradicts zero-stability in the class of singly-implicit PPSW-methods studied in [1].
So, this is the most important reason for considering the more general class of multi-implicit PPSW-methods.
Schmitt et al. [1–3] present a number of samples of PPSW-methods with good stability properties. Our task in this paper
is to supply them with automatic global error estimation and control techniques.
3. Local and global error estimations in PPSW-methods
Following [1–3], we further consider stable PPSW-methods (4) of order s−1. Anymeshwτ utilized below belongs to the
setWΩω (t0, tend) of admissible meshes that provides stable numerical integration on the interval [t0, tend]. All of this means
that the order conditions (7) and (8) hold for p = s− 1. Under suitable smoothness, the defect of the i-th stage value in the
scheme (4) is presented by the asymptotic formula
Li(tki, x(t), τk) = (−1)
s+1τ skx(s)(tki)
s!
s−
j=1

bij(k)

ci + 1− cj
θk

− aij(k) s

ci + 1− cj
θk
s−1
+ (−1)
s−1τ sk Jkx(s−1)(tki)
(s− 1)!
s−
j=1
aij(k)

ci + 1− cj
θk
s−1
+ O(τ s+1k ). (11)
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We remark that all stage values in PPSW-methods (4) satisfy the same formula. So, it is sufficient to show how to evaluate
the error of the i-th component of the numerical solution computed by this numerical scheme.
Further, following the analysis presented in Section 2 of [16] we arrive at
I − τkγi(k)Jk

∆xki =
s−
j=1

bij(k)I − τkaij(k)Jk

∆xk−1,j
+ τk
s−
j=1
aij(k)∂xg(tk−1,j, xk−1,j)∆xk−1,j + Li(tki, x(t), τk)+ O(τ 2s−1), (12)
where ∆xki := x(tki) − xki and ∂xg(tki, xki) denotes the partial derivative of the mapping g(t, x) with respect to the second
argument evaluated at the point (tki, xki). Notice that the latter asymptotic formula is derived by subtraction of the method
(4) from the defect (6) and, then, by Taylor expansion of the right-hand side values g

tk−1,j, x(tk−1,j)

around the points
(tk−1,j, xk−1,j) with the accuracy up to the first order terms. In (12), we have also utilized the fact that the methods under
discussion are of convergence order s− 1 and the grids utilized in this paper satisfy conditions (3) and (5). Here and below,
we consider the diameter τ of any grid in the setWΩω (t0, tend) to be sufficiently small.
The formula of the error evaluation at mesh points is easily obtained by omitting the remaining term in (12):
I − τkγi(k)Jk

∆x¯ki =
s−
j=1

bij(k)I − τkaij(k)Jk

∆x¯k−1,j + τk
s−
j=1
aij(k)∂xg(tk−1,j, xk−1,j)∆x¯k−1,j + Li(tki, x(t), τk). (13)
The ‘‘bar’’ distinguishes the approximate value of the error calculated by (13) from the exact value mentioned in formula
(12). The error equation (13) presents a way to compute the error at the next grid point tki provided that the errors at all
previous grid nodes are known. This means that some starting procedure must be added to this method of error evaluation
in practice.
The defect of the error estimation scheme (13) is equal to the neglected term. In other words, it is presented by the
remaining term of formula (12). Accumulation of these error equation defects in the course of integration results in:
Theorem 1. Let ODE (1) be sufficiently smooth and the coefficients γi(k), aij(k) and bij(k), i, j = 1, 2, . . . , s, and the matrix Jk of
a zero-stable s-stage PPSW-method (4) of order s − 1 be bounded on the set WΩω (t0, tend) of admissible grids. Suppose that the
starting values x0i, i = 1, 2, . . . , s, are given with errors of O(τ s), and the errors ∆x¯0i := x(t0i) − x0i, i = 1, 2, . . . , s, in the
starting values are known accurate to O(τ r) where r ≥ s + 1. Then formula (13) converges with order min{r, 2s − 2} to the
error of the method (4) on gridswτ ∈ WΩω (t0, tend) as τ → 0.
Proof. This theorem is proved in the same way as the similar result presented for multistep formulas by Theorem 3 in [12]
and with corrections made in [4,5]. Its principal idea is to transform the error evaluation formula (13) to the one-step form,
as follows.
First, we introduce the new notation:
Xk := (xki)si=1, g(Tk, Xk) := g(tki, xki)si=1, ∆Xk := (∆xki)si=1, ∆X¯k := (∆x¯ki)si=1,
∂xg(Tk, Xk) := diag

∂xg(tk1, xk1), ∂xg(tk2, xk2), . . . , ∂xg(tks, xks)

,
G(k) := diag(γ1(k), γ2(k) . . . , γs(k)), A(k) :=

aij(k)
s
i,j=1.
Second, with the use of this notation, we convert formulas (12) and (13) to the form
∆Xk − τk

G(k)⊗ Jk

∆Xk =

B(k)⊗ I − τkA(k)⊗ Jk

∆Xk−1
+ τk

A(k)⊗ I∂xg(Tk−1, Xk−1)∆Xk−1 + L(Tk, x(t), τk)+ O(τ 2s−1) (14)
and
∆X¯k − τk

G(k)⊗ Jk

∆X¯k =

B(k)⊗ I − τkA(k)⊗ Jk

∆X¯k−1
+ τk

A(k)⊗ I∂xg(Tk−1, Xk−1)∆X¯k−1 + L(Tk, x(t), τk), (15)
where⊗ denotes the Kronecker tensor product (see, for instance, [18] for the definition of this product and its properties).
We now subtract (15) from (14) and prove that
‖∆Xk −∆X¯k‖ = O(τmin{r,2s−2}) as τ → 0, (16)
where τ is the diameter of the grid. The convergence result (16), which completes the proof of Theorem 1, is justified by
repeating corresponding lines in the proof of Theorem 3 in [12] and with the use of corrections made in [4,5]. The grid
restrictions (3), (5) and the zero-stability condition (9) are also utilized, here. 
We remark that this theorem can be easily accommodated to the more general case of PPSW-methods (2).
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Despite the theory presented above the error estimation formula (13) is not ready for practical use because it implies
the exact solution x(t) to be known. The exact solution is to be utilized in the precise calculation of the defect of method
(4). However, the exact solution to ODE (1) is not available in practice and we have to replace the exact value of the defect
Li(tki, x(t), τk)with a sufficiently accurate approximation that retains the error equation (13) asymptotically correct.
Omitting the remaining term in the Taylor expansion (11) of this defect we arrive at
L˜i(tki, x(t), τk) := (−1)
s+1τ skx(s)(tki)
s!
s−
j=1

bij(k)

ci + 1− cj
θk

− aij(k) s

ci + 1− cj
θk
s−1
+ (−1)
s−1τ sk Jkx(s−1)(tki)
(s− 1)!
s−
j=1
aij(k)

ci + 1− cj
θk
s−1
. (17)
The ‘‘tilde’’ distinguishes the exact value of the defect Li(tki, x(t), τk) from the approximate one calculated with an accuracy
of O(τ s+1k ), i.e. L˜i(tki, x(t), τk) = Li(tki, x(t), τk)+ O(τ s+1k ).
In order to apply formula (17) in practice we need a way of calculating the exact derivatives x(s−1)(tki) and x(s)(tki). Again,
the exact solution x(t) is not available. So, we have to restrict ourselves to some approximation.Moreover, it is clear from the
asymptotic formulas above that the derivatives can be approximated accurate to the first order with respect to the step size,
i.e. we want to compute approximations x˜(s−1)ki and x˜
(s)
ki provided that x˜
(s−1)
ki = x(s−1)(tki)+O(τk) and x˜(s)ki = x(s)(tki)+O(τk).
The practical way of calculating the derivatives is presented in [16] in great detail. That method is based on an
interpolating polynomial differentiation and proved theoretically in [12] (see also [5] for a more general result). Its main
idea is to fit a proper interpolating polynomial to the numerical solution computedwith higher accuracy and to differentiate
it enough times. In other words, we can simply replace the required derivatives with the corresponding divided differences,
as explained in [16]. However, all particulars of the accommodation of that technique to the case of the PPSW-methods
considered in this paper are presented in the next section. If onewants to increase the accuracy of this derivative calculation
he or she will need to utilize interpolating polynomials of higher degree and to differentiate them explicitly. The effective
scheme of such a differentiation is presented in [5].
Having computed the approximate derivatives we obtain the practical formula of the defect evaluation in the following
form:
L˜i(tki, x(t), τk) ≈ (−1)
s+1τ sk x˜
(s)
ki
s!
s−
j=1

bij(k)

ci + 1− cj
θk

− aij(k) s

ci + 1− cj
θk
s−1
+ (−1)
s−1τ sk Jkx˜
(s−1)
ki
(s− 1)!
s−
j=1
aij(k)

ci + 1− cj
θk
s−1
. (18)
We notice that formula (18) does not dramatically affect the accuracy of the defect evaluation (17). The approximate defect
L˜i(tki, x(t), τk) is sufficient to ensure the correct estimation of the principal term of the global error. Thus, the substitution
of (18) in the error equation (13) yields
I − τkγi(k)Jk

∆1x¯ki =
s−
j=1

bij(k)I − τkaij(k)Jk

∆1x¯k−1,j
+ τk
s−
j=1
aij(k)∂xg(tk−1,j, xk−1,j)∆1x¯k−1,j + L˜i(tki, x(t), τk). (19)
Subscript 1 is used to distinguish the principal term of the global error calculated by (19) from the more accurate global
error estimate mentioned in formula (13).
The local error of the PPSW-method (4) can be calculated in the same way:
I − τkγi(k)Jk

∆1x˜ki = L˜i(tki, x(t), τk). (20)
Formula (20) computes the principal term of the local error denoted further as∆1x˜ki. The complete theoretical result for the
global and local error estimations (19) and (20) is given by
Theorem 2. Let ODE (1) be sufficiently smooth and the coefficients γi(k), aij(k) and bij(k), i, j = 1, 2, . . . , s, and the matrix Jk of
a zero-stable s-stage PPSW-method (4) of order s − 1 be bounded on the set WΩω (t0, tend) of admissible grids. Suppose that the
starting values x0i, i = 1, 2, . . . , s, are given with errors of O(τ s), and the errors ∆1x¯0i := x(t0i) − x0i, i = 1, 2, . . . , s, in the
starting values are known accurate to O(τ s+1). Then formulas (19) and (20) will calculate the principal terms of the global and
local errors of the method (4), respectively, on any grid wτ ∈ WΩω (t0, tend) with a sufficiently small diameter τ if the improved
numerical solution
x˜ki := xki +∆1x¯ki, k = 0, 1, . . . , K − 1, i = 1, 2, . . . , s, (21)
is used to evaluate the defect of the method (4) by formula (18).
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We stress that the extrapolated numerical solution x˜ki, i = 1, 2, . . . , s, is utilized in the derivative calculation procedure
presented in the next section of this paper in full detail (see also [16] for more explanation).
Theorem 2 is proved by repeating lines in the proofs of Theorems 2 and 4 in [12] and taking in account corrections
made in [4,5]. We want only to mention here that, theoretically, the local error estimate ∆1x˜ki is also suitable for the local
extrapolation (21). However, we recommend the use of the real error estimate∆1x¯ki in practice.
Finally, we point out that our scheme of the local and global error evaluations is effective in PPSW-method (4). The error
estimation formulas (19) and (20) are two linear systemswith the same coefficientmatrix. Thismeans that the computation
of both errors costs almost the same as the computation of any of them.Moreover, advancing a step of the underlying PPSW-
method implies the solution of a linear problemwith the same coefficientmatrix. Thus, we need only one LU-decomposition
of thematrix I−τkγi(k)Jk per stage value to advance a step of themethod and to evaluate its local and global errors at the same
time. In the case of singly-implicit PPSW-methods we perform one LU-decomposition per mesh point. Therefore singly-
implicit PPSW-methods with our error estimation scheme seem to be efficient not only in parallel but also in a sequential
implementation. Moreover, we discuss and examine a good sequential implementation of multi-implicit PPSW-methods in
the next section.
4. Practical implementation and stepsize selection algorithm
In this section we discuss practical aspects of implementation of the local and global error evaluations developed above.
We also present an algorithm of automatic global error control, here. Advantages of numerical schemeswith the global error
control facility are demonstrated on examples in the next section.
As we said above, the sequential implementation is discussed and tested further in this paper. So, we adjust the error
estimation formulas to this particular case in an optimal way. First, we demand all the s-stage PPSW-methods constructed
below to be consistent of order s − 1 (see Definition 2) and to satisfy additionally the order condition Gi(s − 1) = 0,
i = 1, 2, . . . , s (see formula (8)). The latter extra condition has the following two implications:
1. Themethod’s variable coefficients A(k) := aij(k)si,j=1 and B(k) := bij(k)si,j=1 are determined uniquely for any set of the
constants ci and γi, i = 1, 2, . . . , s. Notice thatwe further consider a subclass ofmethods (4)with the fixed coefficients γi.
2. The second summand is zero on the right-hand side of the defect computation formula (18). This boosts accuracy of
numerical integration by such PPSW-methods.
Second, we replace all the Jacobians ∂xg(tk−1,i, xk−1,i), i = 1, 2, . . . , s and the matrix Jk in the method (4) and in the
global and local error estimation formulas (19) and (20) with the single Jacobian ∂xg(tk−1,s, xk−1,s) calculated for the last
stage value of the PPSW-method.We remark that this simplification does not influence themathematical correctness of the
global error estimator (19) because the mentioned Jacobian substitution introduces the first order error with respect to the
step size τk. Then, beingmultiplied by the coefficient τk∆1x¯k−1,j, we conclude that themodified global error estimator differs
from the original formula (19) in the value of O(τ s+1k ), that corresponds well to the accuracy of the theory of global error
evaluation presented in this paper (see Theorem 2). The same argument explains that the mentioned replacement does not
also influence the order of the peer methods (4) when the order condition Gi(s− 1) = 0, i = 1, 2, . . . , s, holds.
All of these simplify the method’s formula and its error computation scheme, which now become

I − τkγi∂xg(tk−1,s, xk−1,s)

xki =
s−
j=1

bij(k)I − τkaij(k)∂xg(tk−1,s, xk−1,s)

xk−1,j + τk
s−
j=1
aij(k)g(tk−1,j, xk−1,j), (22)

I − τkγi∂xg(tk−1,s, xk−1,s)

∆1x¯ki =
s−
j=1
bij(k)∆1x¯k−1,j + L˜i(tki, x(t), τk), (23)

I − τkγi∂xg(tk−1,s, xk−1,s)

∆1x˜ki = L˜i(tki, x(t), τk), i = 1, 2, . . . , s. (24)
The approximate defect on the right-hand sides of the error estimators (23) and (24) is computed by
L˜i(tki, x(t), τk) =
(−1)s+1τ sk x˜(s)k−1,s
s!
s−
j=1
bij(k)

ci + 1− cj
θk
s
, (25)
where the s-th derivative x˜(s)k−1,s is determined through the (s− 1)st divided difference calculated for the values of the right-
hand side of ODE (1) evaluated for the extrapolated numerical solution (21) from the previous step, i.e. for g(tk−1,i, x˜k−1,i),
i = 1, 2, . . . , s. We point out that our previous formula (18) uses the newly computed stage derivatives g(tki, x˜ki),
i = 1, 2, . . . , s, for numerical differentiation. That is why we utilized the notation x˜(s)ks , there.
Notice that the single divided difference is computed to evaluate the defects of all stage values of the method (22).
Moreover, formulas (22)–(24) are linear systems with the same coefficient matrix I − τkγi∂xg(tk−1,s, xk−1,s). This implies
that the computation of the global and local errors does not increase the run time considerably when LU-factorization is
used to invert the coefficient matrix. Thus, our adaptive PPSW-schemes with the local and global error control facilities
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seem to be rather efficient in practice. As output, we take the numerical solution x˜ki, i = 1, 2, . . . , s (i.e. improved by the
local extrapolation (21)).
Now we consider a stepsize selection algorithm that aims at producing the numerical solution satisfying a user-
supplied accuracy requirement in automatic mode. It means that the global error tolerance ϵg (i.e. the required accuracy
of computation) is set by the user. Here, we deal with the local–global error control mechanism presented in [16] (see
Algorithm3.1, there). That error control reduces the local error tolerance ϵl (the control parameter) to satisfy the set accuracy
condition, i.e. the global error of the numerical solution must not exceed the value of ϵg . That stepsize selection is presented
in the form of the following algorithm:
Local and Global Error Control
Step 0. Initially, we set ϵl := ϵs/(s−1)g , Γ ∈ (0,∞], τ0, compute accurately X˜0 and set∆1X¯0 := 0, τ1 := τ0;
Suppose that t0 + 2τ0 ≤ tend;
Step 1. k := 1,M := 0;
Step 2. If tk < tend,
then go to Step 3,
else go to Step 10;
Step 3. tk+1 := tk + τk, compute L˜(Tk, x(t), τk),∆1X˜k;
Step 4. τ ∗k := τk

δ1ϵl/‖∆1X˜k‖
1/s
;
Step 5. If ‖∆1X˜k‖ > ϵl,
then τk := τ ∗k , go to Step 3;
Step 6. Compute Xk,∆1X¯k;
Step 7. If ‖∆1X¯k‖ > ϵg ,
thenM := 1;
Step 8. IfM = 1 and ‖∆1X¯k‖ > Γ ,
then go to Step 11;
Step 9. τk+1 := min{τ ∗k , tend − tk+1}, X˜k := Xk +∆1X¯k
k := k+ 1, go to Step 2;
Step 10. ifM = 0,
then go to Step 12;
Step 11. ϵl := ϵl

δ2ϵg/max
k
‖∆1X¯k‖
s/(s−1)
, go to Step 1;
Step 12. Stop.
The long vector Xk contains all stage values of method (22) calculated in the k-th step, i.e. Xk := (xTk1, xTk2, . . . , xTks)T . Other
long vectors X˜k, ∆1X˜k, ∆1X¯k are defined similarly, and the vector L˜(Tk, x(t), τk) :=

L˜1(tk1, x(t), τk)T , L˜2(tk2, x(t), τk)T , . . . ,
L˜s(tks, x(t), τk)T
T
. The vector norm used in the algorithm is the usual sup-norm. Parameters δ1, δ2 and other constants are
defined as explained in [16]. Their default values can be changed by the user.
It was found in the cited paper that performance of the above-mentioned error control mechanism depends significantly
on the value of the parameter Γ . This parameter is introduced in that paper in order to control the quality of the global error
estimation mechanism. We stress that the value of Γ does not influence the capacity of our local and global error control
to produce numerical solutions of the preassigned accuracy (i.e. with the global error not exceeding the set tolerance ϵg ) in
automatic mode, but it affects strongly the efficiency of the algorithm presented above. In other words, it allows the number
of recomputations from the initial point of the integration interval to be controlled.
For instance, if we set Γ := 0 (actually it is equivalent to the case of Γ := ϵg ) then our error control algorithm will
repeat the integration from the initial mesh point t0 every time it meets the condition ‖∆1X¯k‖ > ϵg . Unfortunately, it might
lead to a large number of recomputations starting from the initial grid point and, hence, to unnecessarily high CPU time
expenditures for ODEs where the global error grows considerably at the end of the integration interval. As an example of
such problems, we can mention the restricted three body problem (see [19, pp. 129–130]).
The opposite situation happens when we set Γ := ∞. This implies that the numerical integration will be completed
evenwhen the global error estimate exceeds significantly the set tolerance ϵg . Then the computationwill be repeated for the
reduced local error tolerance ϵl calculated in Step 11 of our error control mechanism for the maximum global error estimate
evaluated in the used norm if the maximum value of the global error estimate on the generated mesh does not satisfy the
accuracy condition, i.e. when maxk ‖∆1X¯k‖ > ϵg . This will minimize the maximum number of possible integrations from
the initial time point to two per code’s run when the global error tolerance ϵg is sufficiently small. Clearly, the discussed
value of the parameter Γ can decrease the execution time of our error control algorithm, considerably. Notice that this
approach is usual in global error control techniques (see [9,10] and references there). However, the main danger of this
variant of the stepsize selection is that the global error evaluation theory developed in this paper is asymptotically correct
only if the global error is sufficiently small. We recall that the termO

τk
∑s
j=1(∆xk−1,j)2

has been omitted in the derivation
of the error equation (13) (see Section 3). So, if ‖∆1X¯k‖ is too big then we will have no reason to consider the global error
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estimate computed as a true one. Consequently, the improved numerical solution X˜k (see Step 9 of the algorithm) might not
be sufficiently accurate to ensure the properwork of the global error evaluation formulas. Therefore the local error tolerance
ϵl calculated in Step 11will not correlate with the real situation andmight be unnecessarily small. Moreover, the global error
estimate computed in the course of numerical integration can be too big in the sense that the local extrapolation (21) will
produce very poor approximations to the exact solution of the problem that may result in run time errors of the code.
Thus, we have two limiting cases. The minimum value of the parameter Γ allows the global error to be evaluated and
controlled carefully and robustly, but for the cost of high execution time for some ODEs because of the large number of
recomputations from the initial mesh point. The maximum value of the parameter Γ allows the number of recomputations
to be minimized. However, it reduces the reliability of the error control algorithm in the situation when the initial value
of the control parameter ϵl is not small enough. Eventually, we have to find an intermediate value of Γ in order to provide
reasonable efficiency and reliability for the local and global error control mechanism presented in this paper.
Kulikov andWeiner [16] utilized fixedΓ ’s, which are difficult to be determined for practical problems in an optimal way.
Here, we use the following idea: Γ = 100ϵg . By the latter definition of this parameter, we consider that the global error
evaluation works correctly when the global error estimate does not exceed the global error tolerance more than 100 times.
Notice that this definition of the parameter Γ allows the required accuracy of computation (i.e. ϵg ) to be taken into account.
The above-presented local–global error control mechanism with Γ = 100ϵg works reasonably well for a majority of ODEs.
This means that, in all our numerical experiments presented here and those that are not included in this paper, the number
of recomputations does not exceed 5. Usually, it is from 0 to 2. It is also clear that our combined local and global error control
algorithm works better for more stringent global error tolerances. At least, as the tests show in Section 5, the global error
tolerance is recommended to satisfy the condition ϵg ≤ 1.0E−3. Otherwise, the method with the global error control can
easily fail to compute the numerical solutions for set accuracy conditions because of the the above-mentioned reasons. Thus,
we consider further Γ = 100ϵg to be a default parameter of the algorithm and the user has only to set the required accuracy
of numerical integration (i.e. ϵg ). All numerical results exhibited in the next section are obtained for this definition of the
parameter. On the other hand, we point out that this value of Γ might not be optimal in terms of the speed of computation
for some ODEs and one can adjust our error control algorithm to his/her own needs by varying this parameter on the basis
of his/her experience. Nevertheless, further research is required to determine Γ in a more optimal and sophisticated way,
but it is beyond the scope of the present paper.
Finally, we stress that no restriction on the maximum step size is imposed in our codes as well as in the well-known stiff
solver RODAS.
5. Numerical experiments
At first, we choose two s-stage PPSW-methods of different orders and of the form (22) to be tested in this section. The
precise description of the construction procedure for the methods under discussion is given in [2] in full detail and with
exhaustive explanation. Briefly, that scheme can be presented as follows:
1. Fix the constant coefficients ci and γi, i = 1, 2, . . . , s.
2. Calculate the variable matrix A(k) by the formula
A(k) = GΘ(k),
where
Θ(k) := VS(θk)PV−1, G := diag(γ1, γ2, . . . , γs), S(k) := diag(1, θk, . . . , θ s−1k ),
V :=

c j−1i
s
i,j=1
, P :=

j− 1
i− 1
s
i,j=1
,
i.e. P is the conventional Pascal triangle matrix of dimension s.
3. Compute the variable matrix B(k) by the formula
B(k) = I − GVDF T0 V−1Θ(k),
where
D := diag(1, 2, . . . , s), F0 :=

δi−1,j
s
i,j=1
and δi−1,j is the usual Kronecker delta, i.e. δi−1,j = 1 when i = j+ 1 and δi−1,j = 0 otherwise. The other matrices are the
same as in the above formula for calculating the variable matrix A(k).
Thus,we take the following twopeermethods of the form (22) by fixing the constant coefficients ci and γi, i = 1, 2, . . . , s:
• The 4-stage PPSW-method of order 3 (PPSW3, for brevity).
c1 = −0.858333614189178, c2 = −0.197734128218144, c3 = 0.111553377471864, c4 = 1,
γ1 = 0.20446037327103, γ2 = 0.47129524157735, γ3 = 0.59622523713778,
γ4 = 0.9550940261.
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Fig. 1. The accuracy of numerical integrations of Problems I and II computed by the PPSW solvers and by the stiff solver RODAS.
• The 5-stage PPSW-method of order 4 (PPSW4, for brevity).
c1 = −1, c2 = −0.61803398874989, c3 = 0, c4 = 0.61803398874989, c5 = 1,
γ1 = 0.0782486426, γ2 = 0.1957013413508, γ3 = 0.3857438,
γ4 = 0.5757862586492, γ5 = 0.6932389574.
The codes corresponding to the above-listed PPSW-methods are abbreviated similarly, i.e. PPSW3 and PPSW4, in the
experiments below. The stepsize ratio θk is limited as follows: 0 < θk ≤ 1.4 in these codes to preserve stability of numerical
integrations. All test problems of this paper possess exact solutions in closed form. So, we use formulas of the exact solution
to compute the starting vector X0 for each PPSW solver applied to the problem under testing. Thus, the initial error ∆X¯0
is set to be zero in all our codes. The Jacobians in formulas (22)–(24) are computed numerically by using forward divided
differences. Notice that the latter method provides the first order approximation to the mentioned Jacobians and, hence,
does not demolish the theory presented above (see the detailed explanation of this fact in Section 4).
All tests are performed in Delphi. We intend to compare our adaptive methods with the global error control facility
(i.e. with the local and global error control algorithm presented above) and an efficient method implemented with
conventional local error control that is applicable to stiff ODEs. For this purpose, we translate the Fortran code RODAS, as
presented in [17], into Delphi. We stress that the latter solver implements 6-stage embedded ROW methods of orders 3
and 4. In our opinion, this code is among the most efficient and robust software for stiff systems.
The first test problem to be exploited here is:
Problem I
x′1(t) = 2tx1/52 (t)x4(t), x′2(t) = 10t exp

5

x3(t)− 1

x4(t),
x′3(t) = 2tx4(t), x′4(t) = −2t ln

x1(t)

,
where t ∈ [0, 3] and x(0) = (1, 1, 1, 1)T . Problem I has the exact solution of the form
x1(t) = exp

sin t2

, x2(t) = exp

5 sin t2

, x3(t) = sin t2 + 1, x4(t) = cos t2.
These formulas of the exact solution are important for two purposes. First, we utilize them to compute the starting vector
X0 for each PPSW solver with no error. Second, we can calculate exact errors of numerical integrations and compare them
with our accuracy condition represented in the above error control mechanism by the parameter ϵg . Notice that Problem I is
nonstiff and our goal in testing it is tomonitor the capacity of the global error evaluation and control mechanism to compute
numerical solutions corresponding to preassigned accuracy conditions in automatic mode. We also compare such results
with numerical solutions from RODAS implemented with local error control only. We remark that higher derivatives of the
exact solution of the first test problem grow rapidly on the integration interval [0, 3] and make the global error control task
more difficult.
Results of the first experiment are presented in Fig. 1(a).We display the global errors of numerical solutions computed by
the PPSW solvers and by our etalon stiff solver RODAS for the set of tolerances: tol = 1.0E−01, 1.0E−02, 1.0E−03, 1.0E−04,
1.0E−05, 1.0E−06. Here and below, the global errors evaluated in sup-norm are shown on plots scaled logarithmically. Thus,
Fig. 1 displays the behavior of themaximum errors on the integration interval versus the set of error tolerances representing
the prescribed accuracy condition by the rule ϵg = tol for all the codes examined in this section. This accuracy requirement
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is shown by the thick line in each accuracy graph. Therefore the global errors of numerical integrations are desired not to
exceed significantly this accuracy border.
The first experiment says that the global errors of all numerical solutions from our solvers PPSW3 and PPSW4 satisfy
the imposed quality conditions, that is they are below the accuracy line representing the condition ϵg = tol (see Fig. 1(a)).
Whereas the accuracy of the code RODAS implemented only with local error control exceeds the accuracy requirement
considerably. For instance, the accuracy achieved by RODASwith tol = 1.0E−06 for Problem I is about 10000 times worse
than the required accuracy of computation. This confirms the importance of global error control in practical computations
of preassigned accuracy. Certainly, the code without a global error control facility requires much less execution time.
Now we proceed with tests on stiff problems. The first problem of such a sort is the well-known Kreiss problem:
Problem II
x1(t)
x2(t)
′
=

cos(t) − sin(t)
sin(t) cos(t)
−µ−1 0
0 −1

cos(t) sin(t)
− sin(t) cos(t)

x1(t)
x2(t)

where t ∈ [0, 10], µ = 1.0E−06, and the initial values are x1(0) = 1, x2(0) = 2.6. This problem is considered to be very
stiff for the chosen value of the stiffness parameterµ and harder thanmany other stiff test problems (see, for example, [20]).
Problem II also possesses the exact solution in closed form:
x1(t) = cos(−t)z1 + sin(−t)z2,
x2(t) = − sin(−t)z1 + cos(−t)z2
where
z1 = C1 exp(λ1t)+ C2(λ2 + 1) exp(λ2t),
z2 = C1(λ1 + µ−1) exp(λ1t)− C2 exp(λ2t),
C1 = (λ2 + 1)x2(0)+ x1(0)
(λ2 + 1)(λ1 + µ−1)+ 1 , C2 =
(λ1 + µ−1)x1(0)− x2(0)
(λ2 + 1)(λ1 + µ−1)+ 1 ,
λ1 = −1+ µ2µ + C0, λ1 = −
1+ µ
2µ
− C0, C0 =

[(1− µ)2 − 4µ2]/(4µ2).
Fig. 1(b) exhibits that all the codes PPSW3, PPSW4 and RODAS work well for Problem II. Almost all numerical solutions
are computed for the required quality. Even the solver RODAS with local error control derives the numerical solutions of
the accuracy that is not too far from our request. However, this happens only when tol ≤ 1.0E−2, but our PPSW methods
work effectively for all the tolerances chosen in this experiment. Nevertheless, the desirable accuracy is achieved only if the
global tolerance is small enough, i.e. when ϵg ≤ 1.0E−3. This corresponds well to our recommendation presented in the
concluding part of Section 4.
Nowwe consider a harder test, which allows the importance of global error control in practical computations to be clearly
seen. We solve the ODE:
Problem III
x′1(t) = µ

x22(t)− x1(t)
+ 2x1(t)
x2(t)
,
x′2(t) = x1(t)− x22(t)+ 1,
x′3(t) = −50

x2(t)− 2

x3(t)
where t ∈ [0, 2] and x(0) = 1, 1, exp(−25)T . We integrate numerically Problem III for the following set of values of the
stiffness parameter: µ = 1.0E+00, 1.0E+02, 1.0E+04, 1.0E+06, 1.0E+08, 1.0E+10. So, we cover all cases from nonstiff
to very stiff. The exact solution to Problem III does not depend on the stiffness parameter µ and has the form:
x1(t) = (t + 1)2, x2(t) = t + 1, x3(t) = exp
−25(t − 1)2.
Results of the third experiment are shown in Fig. 2.We see that our global error controlmechanismdesigned in this paper
works well in the code PPSW3when tol ≤ 1.0E− 2 and for all tolerances in the code PPSW4. Notice that we have tested the
PPSW-methods with the global error control only until tol = 1.0E−05 for the stiffness µ = 1.0E+08 (see Fig. 2(e)). For the
stiffness µ = 1.0E+10, we skipped even the result for the code PPSW4with tol = 1.0E−05 (see Fig. 2(f)). The reason is the
too high run time of these experiments.
On the other hand, we observe an unexpected behavior of the global error for our etalon solver RODAS. Its global error
increases in line with the decreasing tolerance. This means that the code is not even in the convergence regime for tol =
1.0E−06 (see Fig. 2(d)). In order to learnmore about this situation,we drawpictures of the third component of the numerical
solutions to Problem III of the stiffness µ = 1.0E+06 obtained by RODAS for tol = 1.0E−04, 1.0E−05, 1.0E−06, 1.0E−07
in Fig. 3. For comparison, we present graphs of the exact solution and the same component computed by the code PPSW3
for tol = 1.0E−04 on all plots of this figure.
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Fig. 2. The accuracy of numerical integrations of Problem III for the set of values of the stiffness parameter µ computed by the PPSW solvers and by the
stiff solver RODAS.
Having analyzed Fig. 3, we conclude the following. First, the code PPSW3 calculates excellent approximations to the exact
solution. There is no visible difference. Second, the code RODAS computes the wrong numerical solutions for tol = 1.0E−04
and tol = 1.0E−05 (see Fig. 3(a) and (b)). When tol = 1.0E−06, the numerical solution follows the right shape, but the
true error is very high (see Fig. 3(c)). The situation becomes much better for tol = 1.0E−07. However, the error is still
unacceptable (see Fig. 3(d)). Third, a more or less accurate numerical solution can be obtained by RODAS with local error
control only when tol ≤ 1.0E−08.
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Fig. 3. The third component of the numerical solutions to Problem III of the stiffness µ = 1.0E+06 obtained by the solver RODAS for tol = 1.0E−4,
1.0E−5, 1.0E−6, 1.0E−7, and the exact solution and the same component computed by our adaptive PPSW-method of order 3 for tol = 1.0E−4.
Here, we do not want to say that RODAS is a ‘‘bad’’ solver. It is one of the most powerful means for stiff ODEs. Our third
numerical example shows only that setting a proper local error tolerance in practice is a nontrivial task even for experienced
users. For instance, the ratio of the real error of the numerical solution to Problem III of the stiffnessµ = 1.0E+06 computed
by RODAS for tol = 1.0E−06 to the set tolerance is about 100000000. On the other hand, similar ratios are close to 10 for
the test Problem II of the same stiffness and for the same code. Thus, our numerical experiments say that it is absolutely
unclear how to choose an optimal value of the local error tolerance even for such a good solver as RODAS when we do not
know the exact solution.
The global error control mechanism designed in this paper solves the mentioned problem automatically. The user has
only to indicate a desirable quality of numerical integration (i.e. set the parameter ϵg in the local and global error control
algorithm presented above) and our codes will do the remaining work. Certainly, the global error control is more expensive
than the conventional local error control because the code is expected not only to compute the numerical solution but
also to analyze its accuracy and recompute it (maybe, several times) when necessary. On the other hand, the global error
control raises robustness of numerical integration because it minimizes the chance to compute a wrong solution. As our
experiments show, this can easily happen for solvers with only local error control. Therefore we do not consider that the
cost of global error control is a big obstacle for using it in practice.Moreover, themodern rapid progress in high-performance
computational devices creates the necessary environment for common use of codeswith global error control in solving real-
world problems when the quality of numerical integration is more important than the speed of computation.
Further, we consider one more example to show how our global error control technique works in large-scale ODEs. For
that, we apply the method of lines to a partial differential equation (PDE) with known exact solution. The PDE taken in the
last experiment is the following one:
Problem IV
ut = uxx − 2000x(t − 0.5) exp
−10(t − 0.5)2, 0 ≤ x ≤ 1, 0 ≤ t ≤ 1.
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Fig. 4. The accuracy and efficiency diagrams of numerical integrations of Problem IV computed by the PPSW solvers and by the stiff solver RODAS.
Problem IV has the exact solution
u(t, x) = 100x exp−10(t − 0.5)2.
The initial and Dirichlet boundary conditions are computed by this exact solution. The second-order central differences are
utilized to discretize the spatial derivatives and to transform the PDE to the ODE system by the method of lines. Notice that
due to the special structure the used space discretization introduces no space error in the resulting ODE. This means the
exact solution to the latter problem is also known. The dimension of this ODE system is taken to be 1000.
Fig. 4(a) exhibits the accuracy results for our peer methods with the global error control and for the etalon solver RODAS.
Clearly, the codewith only local error control is not able to provide thedesirable accuracy in all runs. However, our codeswith
the global error control achieve the required accuracy of computation for all tolerances.We recall that the above-mentioned
exact solution has been used to calculate the true global errors in this numerical experiment, as usual.
Now we discuss efficiency of the peer methods under consideration, but only for the last test problem because of its
size. In this paper, we restrict ourselves to the exact solution of arising linear systems grounded in the LU-decomposition
method. For large-scale linear problems, as the last one, we implement a band solver. Notice that using iterative solvers to
treat linear systems, that might be necessary for some PDEs, will introduce an additional iterative error, which contributes
to the global error of the complex algorithm andmust be evaluated and controlled appropriately. However, this is a difficult
task demanding a special attention (see [3]). Thus, it is beyond the scope of the present paper.
The cost of our peer methods with the global error control and of the etalon solver RODAS per one step can be estimated
as follows:
• Run time expenditures per step include 1 Jacobian computation, 1 LU-decomposition and 6 right-hand side function
evaluations for RODAS.
• The same expense consists of 1 Jacobian computation, 1 LU-decomposition and s right-hand side function evaluations
for the s-stage peer methods chosen in Section 5.
We also have to add extra execution time to compute the starting values of the PPSW-methods when the exact solution
is unknown. Furthermore, some cost relates to back substitutions of linear system solvers to compute the local and global
errors, and for approximation of the derivatives by means of the polynomial interpolation technique and so on. Most
importantly, the expensewill increase strongly if the requested accuracy is not achieved for one integration over the interval
and the repeated computation has to be started from the beginning. This is the price to be paid for satisfying preassigned
accuracy conditions in the automatic mode.
Fig. 4(b) displays the achieved global accuracy versus the spent CPU time. We see that the code RODAS is faster for crude
tolerances. However, PPSW3 and PPSW4 are more efficient for sharp tolerances. Certainly, as we said above, the execution
time will be much higher for the peer methods with the global error control mechanism when the numerical solution is to
be recomputed several times over the integration interval.
6. Conclusion
Our paper is the first step towards the theory and practice of global error estimation and control in recently
presented linearly-implicit parallel two-step peer W-methods. One of their important features is the capacity for parallel
implementation. This allows high-performance computers to be used for the discussed methods. These numerical schemes
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have proved their efficiency for very stiff differential equations, including problems obtained by the method of lines
(see [1–3]).
The global error evaluation technique presented here is also designed for parallel implementation. This means that the
adaptive PPSW-methods (2) with the developed global error control facility can be very efficient in terms of accuracy of
integration and execution time. Especially, we stress that the numerical schemes discussed in this paper belong to the class
of general linear methods. The latter creates the principal difficulty for accommodation of the majority of classical global
error evaluationmethods to PPSW-formulas because almost all of themare grounded in the theory of asymptotic global error
expansion for one-step fixed-stepsize numerical schemes (see, for example, [7–11]). On the other hand, such an expansion
is not proved yet in the class of general linear methods (see [21,22] for the modern state of the theory of general linear
methods). That is why we exploited the global error estimation technique presented by Kulikov et al. [12,13,4,5,14–16].
That method does not require any asymptotic global error expansion and perfectly suits the numerical schemes covered
here and many others.
The numerical examples of this paper confirm our theoretical analysis and show how the global error estimation works
in practice. The comparison with such a good stiff solver as RODAS implemented with the conventional local error control
presents strong arguments for applying the global error control mechanism in practice. First, our adaptive PPSW-methods
with the global error control compute accurate numerical solutions correspondingwell to the imposed quality conditions in
almost all runs and for bothnonstiff, stiff and very stiff problems, includingODEs arising from themethodof lines. Second, the
codewith only the local error control technique produces poor approximations to the exact solution of test Problem III, even
for sufficiently stringent tolerances. This proves clearly that the standard local error control cannot be enough in solving real-
world problems when special accuracy of computation is required. Of course, the global error control might be expensive
because of the need to recompute possibly the numerical solution several times. However, it raises our confidence in results
of numerical integration, significantly.
Certainly, this first paper does not cover everything in the area of error estimation and control for PPSW-methods
considered here. There is space for further research. For example, we plan to boost the accuracy of our error estimation
technique and to make it more robust to other errors involved in numerical integration. This can be done on the basis of the
multistep extrapolation technique presented in [13] for ODEs and in [5] for differential-algebraic systems of index 1.
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