{x} t3 {y y is adjacent to x} is the closed neighborhood of x in G. This paper gives an O(n 1"722) time algorithm for the problem in a tree of n vertices.
1. Introduction. The profile minimization problem was introduced by [5] , [6] as a technique for handling sparse matrices. For instance, in the finite element method [8] , [9] , we want to solve a system of linear equations Ax b where A is a sparse symmetric n n matrix. Suppose for each row i, aii 0 and Pi is the position of the first non-zero element in this row. We call UO Pi min{j aij 0} the width of row i, and call n P(A) Z 11)i i=1 the profile of matrix A. To store A, we need only store L0 J-elements in each row i, which are from position Pi to position i. The total amount of storage for this scheme is then P (A) + n.
In order to reduce the amount of storage, we need only permute the rows and columns of A simultaneously such that the resulting matrix has minimum profile, i.e., we need to find a permutation matrix Q such that the profile P(QA Qt) is minimized.
We can reformulate this problem in terms of graphs. Associate the matrix A with a graph G such that V(G) {v,/) 2 On} and E(G) {(1)i, l)j) :/: j and aij 0}. Note that
min j)
vjEN [vi] where N [vi] {1)i} I,.J {1)j l) is adjacent to vj} is the closed neighborhood of 1) in G.
The row and column permutation Q corresponds to a one-to-one function f from V(G) onto {1, 2 n} and P(QAQt) yxEv (6) A labeling f is optimal if Pf(G) P(G).
The purpose of this paper is to study the profile minimization problem, i.e., the problem of determining the profile P(G) of a graph G, from an algorithmic point of view. The profile minimization problem is analogous to the linear arrangement problem, which is to find a labeling f of a graph G such that '{If(x) f(Y)l (x, y) is an edge in G} is minimized (see [1 ] , [3] , [7] ). Reference [5] proved that the profile minimization problem is equivalent to the problem of interval graph completion, which is known to be NP-complete even when G is stipulated to be an edge graph (see [4] ). The main result of this paper is to give an O(n 1"722) time algorithm for the problem when G is a tree of n vertices.
The rest of this paper is organized as follows. In 2, we establish several basic properties that motivate the development of our algorithm. In particular, we prove that for a tree T there exists a basic path c(x, y) such that P(T) P(T -or(x, y)) + IE(T)I. So the problem becomes that of finding a path c (x, y) such that P (T -or (x, y)) is minimized. For the purposes of recurrence, we also introduce the problem of finding a path c(x, y) such that P(T-ot(x, y)) is minimized, with the boundary condition that y is fixed. In order to determine the basic path, 3 develops theorems that narrow the possibilities for the basic path. For instance, we prove that c (x, y) contains centroids of the tree. This also means that the number of vertices of each component of T ot (x, y) is no more than half the number of vertices of T. This is important in determining the speed of our recursive algorithm. Section 4 uses these results to design an algorithm, and 5 analyzes the time complexity of the algorithm.
2. Motivating properties. This section shows the existence of a basic path c (x, y) such that P(T) P(T a(x, y)) + IE(T)I and introduces the problem of finding a minimum such path with the boundary condition that y is fixed. The following properties are obvious and their proofs are omitted. PROPOSITION 2.1. An optimal labeling of a connected graph G maps V (G) onto a set of consecutive integers.
We can in fact assume that an optimal labeling of a graph is simple even if it is not connected. Suppose T is a tree of n vertices. For any leaf x and any vertex y in T, consider the unique (x, y)-path c(x, y) (v0, vl vr), where v0 x and vr y. Suppose that for each i, < < r, T c (x, y) has n components Til, T/2
Tin each with a vertex vii adjacent to vi in T (see Fig. 2 .1). Let f be an optimal simple labeling of F/ tO<_j<_niTij.
We consider a simple labeling fxy defined by fxy(1)) We call oe(x, y) the basic path (with respect to the labeling fy). Note that fxy(Vo) < Ly()l) <"" < Ly(Vr)-n.
In general, an optimal labeling of a tree is of this type. 
Consequently, by (2.1),
Therefore, all inequalities in (2.2) to (2.4) are equalities. This implies the following:
(1) each fj is an optimal labeling for T/j, 
f (vo) < f (v) <... < f (Vr)"--n, (6) f (vi-1) < f(vij) for < < r and < j < hi.
On the other hand, statement (1) From now on, all optimal labelings we consider are as specified in Corollary 2.5. The path a(x, y) is called a basic path for P(T).
Theorem 2.4 and (2.1) tell us that in order to find the profile of a tree T we need only find a basic path ct (x, y) whose deletion results in a forest with the smallest possible profile.
For technical reasons, we now consider the following restricted path deletion problem. Suppose y is a fixed vertex in tree T; find a path ot (x, y) ending at y such that P (T ct (x, y) ) is minimum. We use P'(T, y) to denote this minimum value. We also call a (x, y) the basic path for P'(T, y).
Suppose fxy is an optimal labeling of T and the tree T is as shown in Fig. 2 (1) (vo, Vl Vk) is a basic path for P'(kT, vk) and P'(kT, vk) Eki__l P(Fi) Ei=, Y.=, P(Tij) for 1 < k < r.
(2) (vk, vk+l v) is a basic path for P'(T , vk) and P'(Tk, vk) .i=k P(Fi) Ei= ET-_, P(T,.) for 1 <_ k <_ r.
t-1 (3) P(T) --IE(T)I + P'(ST, vs) + P'(T vt) + i=s+l P(Fi) for < s < <_ r. PROPOSITION 2.7. P(T) < P'(T, y) + IE(T)lfor any vertex y in T.
3. Main theorems. This section develops theorems that restrict the possibilities of the basic paths for P(T) and P'(T, y). In particular, the basic path or(x, y) for P(T) contains the centroids of T. We also prove that the basic path for P'(T, u) is either ct(x, u) or or(y, u), and the deletion of the basic path for P' (T, u) from T results in a forest each of whose components has at most 21V (T) I/3 vertices. These results are the keystone of our algorithm for the profile maximization problem.
A centroid of a tree of n vertices is a vertex whose deletion results in a forest each of whose components has at most / vertices. It is well known that a tree has either exactly one centroid or exactly two adjacent centroids (see [2] ). A "from leaves to center" method can be employed to derive the centroids of a tree. This method requires linear time. Up to a symmetric argument, we may assume that IV(T1)I IV(T2)I. Let a(z, v) be a basic path for P(T'). Corollary 2.6 (3) and Proposition 2.2 give (3.2) P(T') > IE(T')I + P'(Ta, a) + P'(Tb, b) + Z P()" j-- 1 We also assume that IV (Ta)l -< IV (T6)I. Now consider the labeling fry for T. By ( Similar arguments lead to the following theorem. THEOREM 3.2. Suppose y is a fixed vertex of a tree T of n vertices. For any basic path ot (xy) of P' (T, y), every component of T ot (x, y) has at most 2n / 3 vertices.
Proof. The proof of this theorem is exactly the same as that for Theorem 3.1, except now we assume IE(T')I > 2n/3 and IE(Ta)I < IE(Tb)[, and there is no assumption that IE(T1)I < IE(T2)I. However, we still have IE(T')I < IE(Ta)I + IE(T)I. Then
IE(T1)I >_ IE(T')I-IE(Ta)I >_ IE(T')I/2 (since IE(T)I _< IE(T)I)
> n-IE(T')I (since IE(T')I > 2n/3) >_ IE(T)I, which is a contradiction. Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php or(x, v) is a basic path for P'(Tx, Vl), and so P(Tx or(x, vl)) < P(Tz c(z, v3)). Then P'(T, u) P(T or(z, u)) P(Tz -or(z, v3)) q-P(Ty) q-
Hence c(x, u) is also a basic path for P'(T, u). Case 2. z V (Ty). By a similar argument, or(y, u) is also a basic path for P' (T, u).
Case 3. z V(Tx) and z T(Ty). Let T', T", and T'" be subtrees, as shown in Fig. 3 
> IE(T)I + P'(Tx, v) + P'(Ty, v2) + P(F) + P(T"').
Note that P'(Tx, vl) P(Tx or(x, vl)). Again, by Proposition 2.2,
Equations (3.4) to (3.7) together lead to P(T -a(z, u)) > P'(Ty, /32) q-P(Tx) + P(Fi) + P(T) P(T -or(y, u)).
i--1
Hence ct(y, u) is a basic path for P'(T, u). 4. The algorithm. We can use the theorems in 3 to design an efficient algorithm for the profile minimization problem in a tree T. By Theorem 3.1, the basic idea of our algorithm is to find a centroid z first in linear time. Suppose T z tO<i<m Ti, where u; is the only vertex of T,. that is adjacent to z in T (see Fig. 4 THEOREM 5.1. There exists a constant c such that f (n) < cn and g(n) < ctren for all n, i.e., f (n) O(n) and g(n) O(nX).
Proof. The proof is by induction on n. Assume that there exists a constant c such that f(n') < cn ' and g(n') < cren 'z for all n' < n. We also assume that c > Cl/(1 3) and > C2/(0" 1). 
