Abstract-The quality of an optical signal degrades due to physical layer impairments as it propagates from a transmitter to a receiver. As a result, the signal quality at the receiver of a lightpath may not be sufficiently high, leading to increased call blocking. Consequently, an all-optical network's routing and wavelength assignment algorithm must verify the quality of the lightpath before accepting it. In this paper, analytical expressions for the total blocking probability are derived for first-fit wavelength assignment for networks suffering from transmission impairments. The new technique effectively predicts the performance of wavelength selection techniques that consider either a single candidate channel or all channels for quality of transmission compliance. The analysis is also applicable to first-fit algorithms with different static channel orderings.
I. INTRODUCTION
W avelength routed optical networks (WRONs) are being considered as an alternative to more traditional electrically switched optical networks to increase flexibility and throughput [1, 2] . All-optical networking eliminates the restrictions incurred by periodic electronic regeneration, as signals remain in the optical domain from end-to-end through a lightpath. The design of such networks presents new challenges because long length paths that occur in optically switched metro or regional transparent networks can be severely affected by physical layer degradations, such as noise and crosstalk. Recently, routing and wavelength assignment (RWA) algorithms specifically designed to predict and avoid these effects have been the subject of extensive research [3] [4] [5] [6] [7] [8] [9] [10] . These techniques take into account the quality of transmission (QoT) of the lightpaths as measured by the bit error rate (BER). In this paper, we present an analytical model to compute blocking probabilities (BPs) for RWA algorithms that use a first-fit (FF) wavelength assignment (WA) technique and block calls due to insufficient wavelengths or unsatisfactory QoT in dynamic traffic networks. Computing the BP by simulation, as is typically done, is a time-consuming process. An analytical model is desirable because it is faster and helps network designers understand the operation of their RWA algorithms subject to transmission degradations.
Several analytical models for random-pick (RP) WA with no QoT constraint have been proposed in the literature [11] [12] [13] . For example, in [12] , a path decomposition technique is proposed, in which a long path is divided into small segments (of two or three links). Then an approximate Markov process is obtained to study each segment separately and the blocking probability (BP) of the long path is computed by appropriately combining the blocking probabilities of the segments.
However, BPs in WRONs for FF WA are harder to analyze [12, 13] . The utilization of a layered graph approach, or "wavelength decomposition," is proposed in several papers [14] [15] [16] [17] . In [14] link independence is assumed, thereby overestimating BPs, especially in tandem networks [15, 17] . In [15] , an object independence assumption is made, where the object is a free link or path. In [16] , the traffic is modeled as flowing from one layer to the other, and the overflow traffic is modeled as a Bernoulli-Poisson-Pascal (BPP) process. In [17] , the author derives an iterative model to calculate the BP for fixed routing in networks with any topology. It assumes wavelength independence and divides the network into layers, one per wavelength. Moment matching and equivalent path methods are used to characterize the overflow traffic. However, these techniques do not account for blocking due to insufficient QoT.
In more recent research [18] , an analytical framework for QoT-aware RP WA algorithms is proposed by extending the techniques published in [11, 13] . Only QoT blocking due to noise and self-crosstalk, as defined in [3] , is considered, with no differentiation between adjacent and non-adjacent wavelengths. This model cannot be adapted to FF WA because it requires that all wavelengths remain statistically equivalent.
In this paper, we propose an analytical model to compute the BPs for FF WA for networks with QoT constraints. The FF WA algorithm has been shown to be more powerful at reducing wavelength BP in networks not susceptible to physical impairments, and has therefore become one of the preferred techniques [9, 19] . The analysis presented is a general tool for evaluating the effect of impairments on the BP. The model can be used to include various types of degradations. In this paper we illustrate the use of the general framework by modeling the effect of noise and linear crosstalk.
When adjacent wavelength crosstalk is the primary cause of QoT constraint violations, the FF approach is more vulnerable to physical layer degradations than RP because of FF's successive wavelength usage. Adjacent wavelength crosstalk is due to imperfect WDM demultiplexing, and is significant when the channel spacing is tight compared to the data rates (e.g., 10 Gbps or higher, using a 50 GHz spacing). Even though a state-of-the-art system can be designed to suppress some of the crosstalk, as the throughput increases, the adjacent crosstalk level can be as high as −20 dB, becoming one of the most important sources of physical layer impairment [3] . Hence, it is of great interest to analytically and accurately predict how vulnerable these FF systems are to this type of degradation. Our analytical model can be extended to analyze the impact of other physical impairments on the network performance.
Using our analysis, both wavelength blocking (due to a shortage of a wavelength-continuous lightpath from source to destination) and QoT blocking (due to unacceptable QoT from noise and crosstalk) are included. Each path is treated individually and the total BP is calculated by averaging all path BPs. No wavelength conversion is assumed. The technique can be applied to QoT-guaranteed and QoT-aware FF WA algorithms [8] , as shown in Fig. 1 . (In a QoT-guaranteed system, as a call request arrives, the RWA chooses a single candidate lightpath using FF and fixed routing and provisions it only if the QoT constraint is satisfied. A QoT-aware algorithm considers multiple lightpaths successively until one is found to satisfy the QoT constraint; if none is found, the call is blocked.) We then apply the technique to an improved FF WA algorithm called first-fit with ordering (FFwO), which is shown in [8] to substantially reduce adjacent wavelength crosstalk.
The paper presents our model framework and assumptions in Section II and gives the physical impairments model in Section III. We propose our analytical model that computes the network BP including QoT constraints in Section IV. Several extensions to our analytical model are given in Section V. In Section VI, our analytical techniques are validated using simulation. Conclusions are given in Section VII. blocking. The QoT blocking is computed by considering all possible network states that create a QoT blocking event, and adding the probability of such states. Which network states cause blocking depends on the type of physical impairment considered.
II. ANALYTICAL FRAMEWORK
The WRON with physical impairments is decomposed by wavelengths as a layered system, as shown in Fig. 2 . A network with W wavelengths in each link is decomposed into W layered networks, each of which has the same topology but one wavelength capacity in each link. The offered network traffic first goes into layer one, then blocked traffic (overflow traffic) flows down to layer two, and so on. The overflow traffic is modeled as an offered load to the next layer, adjusted for its bursty nature. At layer W, the overflow traffic becomes the overall network blocked traffic, and the BP can be computed. The wavelength continuity constraint, which forces a call to remain on the same wavelength along the path, is automatically enforced in this approach. The probability of each wavelength being used is assumed conditionally independent given the arrival rates. Because this model deals with each wavelength separately and the traffic overflows from one wavelength to the next, it is natural to use this method to analyze FF WA [14] [15] [16] [17] .
Here we present our assumptions used in the model. The details of our analytical model will be presented in Section IV. We assume that each link between nodes is bidirectional, where each link is actually two fibers, one in each direction and with W wavelengths each. Routing is fixed shortest path and wavelength assignment is FF or FFwO. Y is the set of all source-destination pairs in the network. In general, a route from source node s to destination node d is denoted by r(s, d) or r(y) for y ∈ Y . The notation (s, d) is used when the actual source and destination node values are important; otherwise the equivalent symbol y is employed. Denote the path r(i, j) as a segment of r(y) if it is a subset of r(y). In particular, r(i, j) ∩ r(l, m) = means that there are no shared links between r(i, j) and r(l, m). An n-hop path r(0, n) is shown in Fig. 3 .
Note that a switching and routing operation using a reconfigurable optical add-drop multiplexer (ROADM) based on wavelength selective switching (WSS) technology does not introduce much crosstalk at the nodes. Thus, ROADMs are assumed to not affect the BP due to QoT. We do not count a ROADM node as an additional hop, i.e., only count nodes composed of demultiplexers and multiplexers shown in Fig. 4 as hops. Due to the limitations of ROADM technology, such as small number of ports, lightpaths in future networks are likely to consist of several nodes composed of multiplexers and demultiplexers along with ROADM nodes [20] .
In Fig. 5 we show one layer of a system. Expressions for the BPs are derived in Section IV. Each layer is divided into two sublayers, a QoT blocking sublayer and a wavelength blocking sublayer. After baseline values for the wavelength BP and flow rates for a QoT-immune system have been computed using the method in Subsection IV.B, the offered traffic is checked for QoT compliance in the QoT blocking sublayer for each path. Then the un-blocked traffic enters the wavelength blocking sublayer and we check whether there is an available lightpath (path and wavelength) to accommodate it. In the QoT-aware case, the total blocked traffic from the two sublayers overflows to the next layer. The QoT BP depends on the usage of other layers and is computed by using the stationary state probabilities in other layers. Thus we have to iterate this process until a steady-state is reached.
In QoT-guaranteed RWA, a part of QoT blocked traffic flows out of the system instead of going to the next layer. Thus, if a call finds an idle path but the QoT is unacceptable, the RWA instantly blocks the call and does not try other wavelengths. We use the probability that an idle lightpath exists for y in the wavelength blocking sublayer to approximate the probability that the y path is idle in the QoT blocking sublayer. Then a proportion of the flow is directly blocked in each layer and removed from the system, i.e., it does not flow to the next layer, which is pictorially represented by the left-pointing arrow in Fig. 5 .
Using this framework, we can also evaluate the performance of the FFwO WA algorithm. FFwO was first proposed in [8] to improve the performance of FF WA, which has a low wavelength shortage probability but a high crosstalk level. Based on the fact that the crosstalk power comes mainly from the adjacent wavelengths, FFwO WA significantly improves the network performance by reordering the wavelength sequence. In FFwO [8] , the layer index is not equal to the wavelength index. Thus, for FFwO, in the QoT blocking sublayer we have to choose different layer state probabilities to obtain the QoT blocking, depending on the wavelength ordering. The calculation for wavelength BP is the same as for the FF WA technique. The details are discussed in Section V.
III. PHYSICAL IMPAIRMENTS MODEL
The origins of impairments are highlighted in Fig. 3 , which shows a typical lightpath comprising n + 1 nodes and n links (n hops). Each node is composed of a bank of input and output erbium-doped fiber amplifiers (EDFAs), multiplexers and demultiplexers, and switching fabric, as shown in Fig. 4 . Each link can have more than one span. A span contains a long fiber, a dispersion compensator (DC), and an amplifier with gain A G . Spans could be separated by ROADMs with no effect on our model.
As shown in Fig. 3 , the amplified spontaneous emission (ASE) noise accumulates as a signal traverses the spans. In this paper, the power compensation from the EDFA is assumed to be perfect, which means that the signal power is the same at each node and the ASE noise only depends on the number of spans. Thermal and shot noises are both independent of the traffic.
Crosstalk in general can be classified into two categories: one is nonlinear crosstalk, which depends on the nonlinear effects in optical fibers, and the other is linear crosstalk, which occurs in linear WDM components such as demultiplexers and optical switches. Linear crosstalk can be divided into two kinds, out-of-band crosstalk and in-band crosstalk, depending on the wavelength of the crosstalk term [21] . Out-of-band crosstalk is incoherent and is less of a problem since it can be filtered out by optical devices. On the other hand, in-band crosstalk cannot be separated from the desired signal by any optical filter. Thus, in-band node crosstalk is much more influential in terms of channel performance than out-of-band crosstalk. In this paper, only adjacent wavelength self-crosstalk [3] is considered, which is the in-band crosstalk produced when a leaked copy of the signal follows a different path through an optical cross-connect (OXC) from the input to the output port of the main signal. As shown in Fig. 4 , this happens when a lightpath on an adjacent wavelength enters and exits the same OXC ports as the channel of interest. Note that in-band self-crosstalk originates from imperfect WDM demultiplexing and occurs due to an adjacent wavelength's presence. Other types of in-band crosstalk, such as switching crosstalk (due to power leaking in the switching fabric) and neighbor-crosstalk are ignored here; for networks utilizing optical switches based on micro-electro-mechanical systems (MEMS) technology, these two sources of crosstalk are much weaker and are substantially suppressed [22] . Crosstalk due to imperfect WSS in ROADMs is reported to be of the order of −40 dB and therefore also ignorable.
The QoT can be measured by several performance metrics, such as BER of the received signals or other quality measurement metrics [8] . In this work, we assume that the QoT is equivalent to the BER. The BER estimation is based on the physical model used in [8] . Assuming binary on-off keying (OOK) modulation and Gaussian noise, the BER of the signal can be approximated by
where the Q factor is given by [21] 
where µ(k) and σ(k) are the mean and the standard deviation of the received samples for bit k ∈ {0, 1}, respectively. The variance can be written as
where σ 2
ASE
, σ 2 th , and σ 2 sh are variances due to ASE noise, thermal noise, and shot noise, respectively, computed as in (6.1.17), (4.4.5), and (4.4.8) of [21] . The crosstalk terms are usually taken to be random and independent of one another, which has been analytically and experimentally validated in [23] . Thus, σ 2 X T is determined by the number of adjacent wavelength self-crosstalk components experienced by the lightpath, which can be easily counted as the number of sets of two consecutive hops by the method presented in [24] .
Fiber nonlinearities and other physical impairments that depend on the path or on other wavelengths are not considered in this study but could also be incorporated into our approach. For example, in ultra-high capacity systems, such as 40 Gbps and 100 Gbps systems, polarization mode dispersion (PMD) can become important. PMD is a kind of linear impairment related to path length that is caused by differential group delay (DGD) between the principal states of polarization. PMD is a statistical parameter of the system, depending on fiber and environmental conditions [25] . Usually, researchers assign link costs based on DGD of PMD in the routing process [4] . The constrained routing algorithm will find a set of paths that fulfill the requirement of PMD. In our model, we assume that fixed shortest path routing is used to find preset routes. To include the PMD effect, PMD-aware fixed routing can be adopted to find a set of routes. Then we again use our analytical model to capture the behavior of FF WA. The final results would then be an accurate prediction of the BP including the noise, node crosstalk, and PMD.
Four wave mixing (FWM) nonlinear crosstalk may also be included by adding its noise variance σ 2 NL to Eq. (3), where
can be computed by using the table method proposed in [5] , if FWM only has a minor or nominal impact and does not cause QoT blocking on its own. Using the same way of counting the QoT blocking events for node crosstalk, we can incorporate the impact of FWM into the QoT BP calculation. However, if FWM has a dominant impact, the method of QoT event counting proposed in the next section may need to be revised to count QoT blocking caused solely by FWM outside the range of the proposed wavelength matrix for the QoT blocking event. Note that FWM depends on the usage of other wavelengths besides the two most adjacent wavelengths. Accounting for this phenomenon would increase the complexity of the model and could make it prohibitive. Finding a fast approximation for estimating the BP for an FWM-dominant case remains an open problem and is left for future research. Similarly, the incorporation of other impairments such as selfand cross-phase modulation (SPM and XPM) is also left as future work.
IV. RWA ANALYTICAL MODEL WITH QOT CONSTRAINTS
In this section, we give a detailed analytical model based on our general analytical framework presented in Section II considering wavelength blocking and QoT blocking due to adjacent wavelength self-crosstalk, ASE noise, thermal noise, and shot noise. Assume lightpaths subject to strong PMD are not considered when fixed paths are pre-computed so that PMD effects are negligible.
We first list the important notation used. Unless otherwise stated, other notions and assumptions are the same as those in Section II.
• W: the total number of accessible wavelengths on the fiber.
w is used as the wavelength (layer) index.
• Y: the set of all source-destination pairs in the network, i.e., Y = {y 1 , . . . , y |Y | }. 1 y without a subscript is used to indicate any source-destination pair (s, d).
• r(s, d) or r(y): a route from source node s to destination node d, i.e., originating from node s and ending at node d.
• Φ y : the Poisson arrival rate for source-destination pair y ∈ Y .
• a w i, j
: the total traffic passing through the segment r(i, j) at layer w, which can be interpreted as the total equivalent Poisson offered load. Note that several paths may pass through the same segment r(i, j). So a w i, j is the total equivalent Poisson traffic from all (s, d) paths on segment r(i, j) on wavelength w.
• β w y ∈ {0, 1}: the number of currently active calls in r(y) on wavelength (layer) w.
• A w s,d
: the equivalent Poisson arrival rate (offered load) to wavelength (layer) w for r(s, d). Then clearly A 1 y = Φ y .
•Ā w+1 y : the mean value of the overflow traffic from layer w to layer w + 1. Note that the overflow traffic is not Poisson distributed.
•V w+1 y : the variance of the overflow traffic from layer w to layer w + 1.
•Z w+1 y : the burstiness of the overflow traffic, defined as the ratio of the variance to the mean value.
• P w y : the wavelength BP for source-destination pair y ∈ Y due to wavelength shortage.
• P y : the overall path wavelength BP for y ∈ Y .
• P: the overall network wavelength BP.
• N max (y): the maximum number of crosstalk terms allowed in r(y) before the QoT constraint is violated.
• I w : a 1 × |Y | random vector, I w = I w y 1 , . . . , I w y |Y | for wavelength w, where I w y = 1 if r(y) is active on wavelength w and I w y = 0 otherwise.
: all possible QoT blocking events for sourcedestination pair y at wavelength (layer) w.
• K: number of blocking events experienced by y, i.e., K = |I w [y]|.
• ξ w k
[y]: kth QoT blocking event in I w [y].
• P w y : the QoT BP for r(y) on wavelength w, due to unsatisfactory noise level.
• P y : the overall BP for path y, including both wavelength blocking and QoT blocking.
• P: the overall network BP.
A. Computing Wavelength BP for a Single Wavelength
Considering an n hop path (see Fig. 3 ), the state of a wavelength w at time t can be expressed by the n(n + 1)/2 dimensional process
where for 0 ≤ i < j ≤ n and 0 ≤ l < m ≤ n
The above process is a time-reversible Markov process and the stationary probability vector π w is given by [26] (5) where G w r(0,n) are computed recursively by
with G w r(0,0) = 1, w = 1, . . . ,W [27] . The equivalent Poisson traffic from all (s, d) paths on segment r(i, j) on wavelength w, a w i, j , is given by [28] 
where the uniqueness restriction means that if
, ∀r(l, m) ⊆ r(0, n) [17] . The wavelength BP for r(0, n) on wavelength w is computed as
B. Computing Wavelength BP for Multiple Wavelengths
We briefly review how the wavelength BP is computed by wavelength decomposition [14] [15] [16] [17] in the wavelength blocking sublayer, ignoring QoT blocking. The technique presented here is based on [17] .
The traffic blocked on wavelength w flows down to the next wavelength (layer). However, the overflow is not Poisson distributed and its variance is larger than the mean, which indicates that the traffic is bursty [28] . Many studies have analyzed the overflow traffic in conventional circuit switched networks [28] . The mean of the overflow traffic to the next layer isĀ 
The variance of the overflow trafficV w+1 y is computed by using Riordan's formula [28] as
whereΩ w y is the capacity of an equivalent single-link system for layer 1 to w, which can be obtained from
Er(Φ y ,Ω w y ) is the generalized Erlang-B formula for nonintegral capacity, given as
where Γ(x, y + 1) is the incomplete Gamma function.
Then the burstiness is defined as the ratio between the variance and the mean value:
Fredericks and Hayward's approximation is used to account for the non-Poisson overflow traffic as [28] A w+1 y P y = P w y .
6:
Go to Step 2. 7: else 8: w = w + 1.
9:
ComputeĀ w y ,V w y , andZ w y with Eqs. (9), (10), and (11).
10:
if w ≤ W then 11: Go to Step 1.
12:
Calculate path and network wavelength BPs with Eqs. (16) and (17).
14:
return P and P y , ∀y ∈ Y .
15:
end if 16: end if where the value of Ω w+1 y is obtained by
and can be treated as the capacity of another equivalent single-link system for only layer w+1 with a mean arrival rate of A w+1 y .
Using Eqs. (8) and (14), we can approximate the wavelength BP and path arrival rate for each layer. Then the overall path wavelength BP is computed as
The overall network wavelength BP is given by
Algorithm 1 shows the main steps used to compute the overall path and network wavelength BPs for FF WA if w = 1,
If the BPs for two successive iterations differ by less than for each path, the current layer is deemed stable and the algorithm begins the iteration for the next layer.
C. Counting QoT Blocking Events
To compute the QoT BP, we need to enumerate all possible ways that a QoT blocking event can happen when a call for source-destination pair y reaches wavelength w. Given the network topology, the ASE noise, thermal noise, and shot noise are all determined by the path r(y), ∀y ∈ Y . In our work, the QoT BP depends on the level of noise, the strength of self-crosstalk, and the number of self-crosstalk terms. The number of crosstalk terms for y is the only variable influenced by the instantaneous state of the network. Let N max (y) represent the maximum number of crosstalk terms allowed in r(y) before the QoT constraint is violated. Using the model for counting the number of crosstalk terms in [24] , N max (y) can be computed for each route r(y), ∀y ∈ Y .
We list all source-destination pairs in Y as y 1 , . . . , y |Y | . Random vector I w represents the utilizations of paths at layer w, i.e., the state of the network layer. We use the notation I w (y ) = I w y 1 , . . . , I w y = 1, . . . , I w y |Y | to represent a state such that path r(y ) is known to be used on wavelength w. All used paths on wavelength w form a subset of Y, called Y w = {y : I w y = 1}. Note that two paths cannot be used in the same layer simultaneously if they share a common link.
According to [3] , self-crosstalk happens if and only if two paths share two or more consecutive hops on adjacent wavelengths. One unit of self-crosstalk is introduced to each call for each set of two consecutive hops. If a call is added or dropped at a ROADM, its impact is the same in our model as if it had added or dropped at the next OXC. Given the routing table, we can count how many units of self-crosstalk, say X Because we consider crosstalk from the nearest adjacent wavelengths only, only lightpaths on wavelength w − 1 and wavelength w + 1 can produce crosstalk to r(y) at layer w. Then for a call arriving on y, a QoT blocking event occurs on wavelength w if the current network state at w − 1 and w + 1 satisfies
where the superscript T indicates a matrix transpose. Furthermore, a newly assigned path on wavelength w must not be allowed to make the QoT of other existing lightpaths violate the QoT requirement. Thus, wavelengths w + i for i = −2, −1, 0, 1, 2 have to be considered. Note that we only show equations valid for w > 2 and w < W − 2. For w = 1, 2,W − 1,W, QoT blocking events that refer to wavelengths outside the spectrum band have to be excluded. To preserve the quality of existing traffic, a call arriving on y has to be blocked if either Eq. (18) holds or
or For example, consider a four-node unidirectional tandem network shown in Fig. 6 , with physical layer parameters listed in Table I . The routing table including N max is shown as Table II. Note that one-hop traffic is not impaired by the self-crosstalk degradation.
We illustrate how the QoT blocking events are counted in the case of a request for the 2-hop path y 2 on wavelength w = 1 using the FF WA. Based on Eqs. (18), (19) , and (20) , I w [y 2 ] is composed of all K = 10 events that create one or more crosstalk terms over the route r (1, 3) . Assume that wavelength 1 is free along y 2 and the new request is considering occupying wavelength 1 on y 2 . If only y 2 on wavelength 2 and wavelength 3 are both occupied, knowing that y 1 on wavelength 1 will be used by the new request, then y 2 on wavelength 1 and 3 will both cause self-crosstalk on wavelength 2. Then the QoT of y 2 on wavelength 2 will not satisfy the requirement because N(y 2 ) = 2 is larger than N max (y 2 ) = 1 based on Table II where "−" means that the row is inapplicable because there are no wavelengths less than w = 1, and " * " means that the value is arbitrary, i.e., can be zero or one. Note that w = 1 has not been assigned to the arriving call; it is just being evaluated for QoT compliance. Other blocking events can be easily enumerated based on Fig. 7 . For instance, another blocking event happens if only y 2 and y 6 on wavelength 2 and wavelength 3 are both occupied, which is shown as 
D. Computing QoT BP
Because of the wavelength independence assumption, the probability of each event can be directly computed. For example, the probability of the first event described above occurring is given by P r(ξ [y]. Note that for layers greater than or equal to w ( j = 0, 1, and 2), the network can be in any state, but, for layers less than w ( j = −1 and − 2), r(y) cannot be idle because y has to have flowed down to w from the upper layer. This is represented by the factor of P r(r(y) idle in w + j) in Eq. (22) and computed by P r(r(y) idle in w + j) = 1
G w+ j r(y)
. (23) The QoT BP is the sum of the probabilities of the K disjoint blocking events, given by
Generally K is a large number (K = 10 for y 2 in our tiny fournode tandem network). We can decrease the computational complexity of the algorithm by lumping the states together, as more general blocking events. The QoT BP can then be calculated as the probability of the union of these (not disjoint) events. For example, a blocking event will occur if either w − 1 or w + 1 have non-zero crosstalk; the probabilities of these events are more easily computed, yet more complex to combine since they are not disjoint.
Networks affected by other types of impairments than additive crosstalk would generate other types of blocking events, but the framework presented here could still be used. An estimate of the probability of the blocking states would need to be derived and combined using Eq. (24).
E. Approximation to Compute QoT Blocking
The complexity of counting all QoT blocking events is only reasonable for small networks and is prohibitive in large networks. We propose an approximation to estimate the QoT BP for large networks with any topology. We observe that the crosstalk mainly originates from the nodes that the considered path passes through. Hence, instead of looking at the whole network, we isolate the considered path, y , to a tandem network with five or fewer wavelength layers that are independent of each other. This isolated tandem network consists of the same hops as y does. For a candidate wavelength w , the analytical model only considers its related five (including itself) or fewer wavelengths (if w = 1, 2,W − 1, or W). Sources of crosstalk are modeled as originating from segments of y , instead of considering all source-destination pairs that intersect y . In the above example, when we compute the QoT BP for y 2 , the isolated network becomes a two-hop tandem network consisting of nodes 1, 2, and 3, because y 2 consists of these three nodes. Then K is reduced from 10 to 1 for w = 1. The only QoT event is that y 2 itself is used at layers w + 1 and w + 2.
Note that the impact of other traffic flows is still included because Eq. (7) in its entirety is still used to compute the arrival rates for this two-hop network. For example, the flow along r(1, 4) has been incorporated into a w i, j in Eq. (7). Since the major part of the crosstalk comes from the links shared with the path being considered, this approximation can include most of the impact of crosstalk, yet with lower complexity. Note that no special algorithms are needed to separate the network. The approximation isolates the selected path into a smaller tandem network and only QoT events that occur in this isolated network are counted. In Section VI, we compare the approximate solution with the exact solution and show it to have accurate results for the four-node tandem network shown in Fig. 6 . We also validate the approximate solution via simulation for larger networks.
F. Total BP for QoT-Aware RWA
The total path and network BPs for QoT-aware RWA are computed using Eqs. (16) and (17), whereĀ W+1 y now includes the QoT blocking traffic. The detailed steps are shown in Algorithm 2. We obtain the arrival rates and state probabilities in Step 2 for the network without physical impairments, which are used as the initial values in the QoT estimation. Then, the flow proceeds to the QoT blocking sublayer, after which part of the flow with rateĀ 
returns to the wavelength blocking sublayer. Note thatĀ w y is not equal to the Poisson traffic rate for the wavelength blocking sublayer; it is the bursty overflow traffic rate whose burstiness is given by Eq. (13) . Hence, we obtain the equivalent Poisson arrival rate and BP for this sublayer in Step 4. Then the overflow traffic for layer w + 1 is equal to the sum of the flow due to QoT blocked calls and wavelength blocked calls, which Algorithm 2 Algorithm to compute the total blocking for QoT-aware RWA from wavelength w = 1 to W givenĀ 1 y = Φ y , V 1 y = Φ y , andZ 1 y = 1∀y ∈ Y . Set P y = P y . Go to Step 2. 8: else 9: Calculate P y by Eq. (16). 10: if ∃y ∈ Y such that P y −P y P y > then 11: P y = P y . Go to Step 1.
12:
else 13: Calculate P by Eq. (17). 14: return P and P y ∀y ∈ Y . 
whereÂ w y is the equivalent Poisson arrival rate for the wavelength blocking sublayer and is derived from Eq. (14) at the proper instant, still in Step 4 (see Algorithm 2) . Then, we update the probabilities and arrival rates for layers 2 to W in the same way. After passing the last layer, if the overall blocking has converged, the results are returned; otherwise, we return to Step 1 and iterate again from the first layer.
To illustrate the flow of the computation, we consider a network with three wavelengths, or W = 3, as an example. For each incoming call for source-destination pair y ∈ Y , the initialization Step 2 in Algorithm 2 computes P 1 y , A 1 y , P 2 y , A 2 y , P 3 y , A 3 y from the first layer to the last layer. Then the QoT blocking sublayer computes P 1 y in Step 3. The wavelength blocking sublayer then takes this QoT BP and incorporates it into a revisedĀ 2 y ,V 2 y ,Z 2 y in Step 4 in Algorithm 2.
Step 2 in Algorithm 2 now reinitializes P 2 y , A 2 y , P 3 y , A 3 y based on the updated overflow traffic statistics. Subsequently, the QoT blocking sublayer computes P 2 y . Then revisedĀ 3 y ,V 3 y ,Z 3 y are computed. The algorithm proceeds to compute P 1 y → A 2 y ,V 2 y ,Z 2 y → P 2 y →Ā 3 y ,V 3 y ,Z 3 y → P 3 y , A 3 y → P 3 y → P y . This entire process constitutes one iteration of the algorithm, and is repeated until convergence is achieved. The main computational expense was found to lie in the derivation of P w y , which is performed once per path, per wavelength, and per iteration.
V. EXTENSIONS
Our analytical model is flexible and can be extended to evaluate the performance of other scenarios. In this section, we first illustrate how to compute the BP for QoT-guaranteed RWA and then describe how to evaluate the BP for FFwO WA. These two extensions are further discussed in Section VI and validated for various networks.
A. Total BP for QoT-Guaranteed RWA As shown in Fig. 1 , the only difference between QoT-aware and QoT-guaranteed algorithms is that for QoT-guaranteed a part of the traffic is blocked out of the flow in each layer. The rate of the exiting flow is estimated by
and the overflow trafficĀ w+1 y for layer w + 1 has to exclude the exiting flow and is computed as 
Thus, the total path BP P y can be computed using
The total network BP in the network is given by
The algorithm (Algorithm 3) to compute the total BP for QoT-guaranteed RWA is similar to Algorithm 2, except that in
Step 4, where the overflow traffic rateĀ w+1 y is computed by Eq. (28), A w y has to be deducted from the overflow traffic to the next layer. In Step 9, the total path BP P y is computed using Eq. (29) , and in Step 13, the total BP P is derived using Eq. (30).
B. Impact of Static Wavelength Ordering
In [5, 8] , several wavelength ordering techniques are proposed to reduce crosstalk and hence reduce QoT blocking. Here we extend our analytical model to FFwO WA using the static wavelength ordering, as in [8] . The conventional FF wavelength assignment algorithm becomes the FFwO algorithm by picking the next candidate wavelength from the ordered list of wavelengths instead of sequentially, as is typically done. FFwO attempts to use wavelengths that are as spectrally separated as possible to avoid adjacent wavelength self-crosstalk. For example, instead of using wavelengths in the sequence {1, 2, 3, 4, 5} in FF WA, FFwO picks wavelengths in the order {1, 5, 2, 4, 3}. Then, the more frequently used wavelengths with lower indices have less crosstalk impact on each other because the crosstalk power level is wavelength-dependent, with crosstalk from immediately adjacent wavelengths being Algorithm 3 Algorithm to compute the total blocking for QoT-guaranteed RWA from wavelength w = 1 to W givenĀ 1 y = Φ y ,V 1 y = Φ y , andZ 1 y = 1∀y ∈ Y . Set P y = P y . 1: Set w = 1. 2: Wavelength blocking sublayer: ∀y ∈ Y , use Algorithm 1 to compute P w y and A w y for w = w to W. 3: QoT blocking sublayer: ∀y ∈ Y , compute P w y by Eqs. (22) and (24) . 4 : Wavelength blocking sublayer: ∀y ∈ Y , recalculate arrival rateĀ w y using Eq. (25); obtainV w y , andZ w y by Eqs. (10) and (11); recalculate P w y using Eq. (8) Go to Step 2. 8: else 9: Calculate P y by Eq. (29). 10: if ∃y ∈ Y such that P y −P y P y > then 11: P y = P y . Go to Step 1.
12:
else 13: Calculate P by Eq. (30). 14: return P and P y ∀y ∈ Y . 15: end if 16: end if more powerful than crosstalk from those separated by one or more wavelengths [8] . Note that we assume only adjacent wavelengths cause crosstalk in this paper. FFwO reduces crosstalk without sacrificing the desirable property of FF WA of using few wavelengths, which gives it a wavelength BP typically lower than that of the random-pick WA. For a QoT-guaranteed WA algorithm, wavelength ordering increases the chances that the considered wavelength has good QoT [8] .
With the algorithm presented in [8] , the BP for the FFwO WA is easily computed in the same way as for FF WA. Using the static ordering technique given in [8] , we build a wavelength-layer index mapping table. The FFwO algorithm sends overflow traffic to the next layer, sequentially, as in the FF algorithm; what is different in FFwO is that these layers have been mapped to specific wavelengths, non-sequentially, so that adjacent wavelength crosstalk is minimized. Recall that self-crosstalk is induced only by adjacent wavelengths (as assumed in this analysis). The analysis described above can be directly applied to the FFwO algorithm by creating blocking event matrices ξ w i
[y] with rows containing wavelengths that correspond to adjacent layers, instead of w−2, w−1, w, w+1, w+ 2. Thus the overflow rates are the same as for the FF WA technique, only the calculation of the blocking events changes, since the channels that cause crosstalk are not invoked in the same order.
VI. NUMERICAL EXAMPLES AND VALIDATION BY SIMULATIONS
In this section, the analytical technique described above is used to predict the BP for several all-optical network topologies; simulations are used to validate the results. We first compare the results of the analysis to the approximation given in Subsection IV.E for the four-node tandem network shown in Fig. 6 . We then use the approximate method for two other larger topologies: a seven-node ring network shown in Fig. 8 and the downsized NSF network shown in Fig. 9 . A uniform load is assumed for both analysis and simulation. Unless otherwise stated, the physical parameters are given in Table I . Assume that PMD is negligible on the routes selected. The links in the topology are shown as bidirectional-each such link is actually two fibers, one in each direction. Simulation results are obtained by running more than 10 6 calls. We computed 95% confidence intervals for all data points, but they are not shown since they are all small compared to the scale of the plots. The QoT for the lightpaths being considered for (and affected by) each call is checked by counting the crosstalk terms occurring under the simulated network state and comparing the resulting BER to a threshold. In all analysis results, = 10 −2 . For all cases tried, computing the analytical results using the approximate method required computer running times orders of magnitude shorter than for simulation at this level of accuracy.
In all plots, the lines marked with circles are the results from simulation, and the lines marked with crosses are the results from analysis. We also plot the results without considering any physical impairments, where only the wavelength blocking is counted (as in [17] ) for the seven-node ring and the NSF networks, marked with dotted lines, to show the accuracy of the wavelength BP model we used. Results for QoT-aware WA algorithms are plotted using solid lines and results for QoT-guaranteed WA algorithms are plotted using dash-dot lines. We analyze networks using a small number of wavelengths, W = 5 in the tandem network and the ring network and W = 6 and 16 in the NSF network, because the wavelength blocking model we use based on [17] is accurate only for the first few layers. As better analytical predictions for the wavelength BP in each layer are found, our approach can be directly meshed with them so that networks with large wavelength capacity can be studied.
A. Four-Node Tandem Network
Because the four-node tandem network is a symmetric network, we only consider unidirectional traffic, which has the same performance as the bidirectional case. The routing table used (including N max ) is the same as in Table II. 1) Performance of FF and FFwO WAs: By using Algorithms 2 and 3 we obtain estimates of the BP for QoT-aware FF WA and QoT-guaranteed FF WA, as shown in Fig. 10 . In medium and heavy traffic cases, the analytical results for the QoT-aware FF WA and QoT-guaranteed FF WA are close to the simulation results. When the traffic decreases, the analysis slightly underestimates the BP compared with the simulation result. Fredericks and Hayward's approximation [28] given in Eq. (14) accounts for the non-Poisson overflow, yet it underestimates the flow in each layer and leads to inaccuracy. For the QoT-guaranteed case, our algorithms remain accurate throughout the range of loads, where the BP is dominated by QoT blocking, and hence our calculation of QoT blocking is accurate. The flows are first blocked by the QoT constraint, and then blocked by the wavelength continuity constraint; thus an underestimation of wavelength BP may only slightly harm the results. In low traffic cases, the QoT BP is also dominant for QoT-aware WA; thus the flow rate is still quite close to the actual traffic. The analysis correctly predicts that QoT-aware WA is better at rejecting transmission impairment than QoT-guaranteed WA, yet some degradation remains.
For FFwO WA, the static ordering technique proposed in [8] is employed; the ordering table for five wavelengths is {1, 5, 2, 4, 3}. The performance is shown in Fig. 11 . The analytical model correctly shows the improvement gained by using FFwO instead of FF in QoT-guaranteed cases. For completeness we also include QoT-aware FFwO, which provides no advantage compared to QoT-aware FF; it actually performs slightly worse than QoT-aware FF in some traffic levels because it uses all low crosstalk channels early, leaving no good quality channels for future calls. QoT-guaranteed algorithms do not iterate through all wavelengths; thus the ordering technique helps. If we add other physical layer impacts, such as neighbor-crosstalk, and consider the added complexity of estimating the QoT, the FFwO outperforms FF, which is shown in [8] . Again, we see that the results from the analysis are close to the simulation for various traffic loads and both algorithms, which validates our analytical model. Note that the analytical method is not as accurate for FFwO as for FF; the algorithm for FFwO must use wavelength blocking estimates for lower layers, which are themselves not as accurate because of Fredericks and Hayward's approximation.
2) Results of the Approximation Method: Because of the complexity of enumerating QoT blocking events, a computationally efficient approximation is proposed in Subsection IV.E to estimate the QoT BP. Because only some of the QoT blocking events are counted, i.e., those involving the spans that the chosen route traverses, the QoT blocking rate is underestimated. However, it causes Eq. (22) to increase, so the approximation gives an accurate estimate of the overall BPs nonetheless.
From Figs. 12 and 13, we conclude that the approximation closely estimates the simulated real BPs. The impact of QoTaware and QoT-guaranteed RWAs is correctly approximated, for both FF and FFwO. Thus, in the following sections, we employ the approximation to obtain analysis results for networks larger than would be possible with the exact analysis.
B. Validation Via Simulation of Larger Networks
For the seven-node ring network, we model bidirectional links with five wavelengths in each direction. The same wavelength ordering table is used as for FFwO in the ring network. For the NSF network, we increase the number of wavelengths to six in each direction. In the next section we consider the accuracy of our model for a larger number of wavelengths. For FFwO WA, the ordering table for six wavelengths is {1, 6, 3, 5, 2, 4}. Each link is divided into several spans, as noted in Fig. 9 , and each span is equipped with a 20 dB gain EDFA to compensate for the fiber attenuation. The data rate is 10 Gb/s, and the BER threshold is 10 −12 , assuming uncoded transmission. Other physical parameters are given in Table I . Because of the high level of noise, we limit the length of the all-optical lightpaths to three hops in the NSF network; longer paths require optical-electro-optical (OEO) or optical 3-R regeneration to restore the QoT and are not considered here. Note that the intermediate ROADM nodes are not counted as separate hops because ROADM nodes usually do not introduce much crosstalk. The results for the ring network using FF WA and FFwO WA are shown in Figs. 14 and 15, respectively. The results for FF WA and FFwO WA in the NSF network are shown in Figs. 16 and 17 , respectively. Here, we also plot the results without considering any physical impairments, where only the wavelength blocking is counted (as in [17] ), marked with dotted lines. Note that the wavelength blocking estimates from [17] (labeled "without QoT") become less accurate as the load decreases. In low traffic loads, the underestimation of wavelength blocking causes the BPs in the analysis to be lower than the simulation result for both algorithms. Our QoT model can still estimate the QoT BP with a high degree of accuracy and so the overall network BP is more accurate than the cases without QoT blocking. In medium and high traffic loads, the performance difference decreases. In both networks, our analytical results predict the behavior of QoT-aware and QoT-guaranteed algorithms accurately for both FF WA and FFwO WA. 
C. Results for a Larger Number of Wavelengths
To further investigate our model, we run simulation and analysis for a 16 wavelengths case (W = 16) for a data rate of 40 Gb/s in the 14-node NSF network. In practical systems, forward error coding (FEC) is usually used to improve the network performance. Also note that in 40 Gb/s systems, other impairments, such as PMD and nonlinear crosstalk, are no longer negligible; thus a certain performance margin should be reserved. Thus, we set the Q factor threshold to Q = 4.25, which corresponds to a pre-FEC BER of 10 −5 or post-FEC BER of 10 −15 , using generic forward error correction (GFEC) or enhanced forward error correction (EFEC) provided by ITU-T G.709 [29] . For FFwO WA, the ordering table for sixteen wavelengths is {1, 16, 8, 12, 4, 6, 10, 14, 2, 15, 3, 13, 5, 11, 7, 9} . Unless otherwise stated, the notions and assumptions are the same as those in previous subsections. The results for FF WA and FFwO WA are shown in Figs. 18  and 19 , respectively. In all traffic loads, our analytical model is accurate and correctly estimates the network BP as compared to simulation. The analytical model also correctly predicts the behavior for various extensions, such as QoT-aware, QoT-guaranteed, FF WA, and FFwO WA algorithms. The accuracy when W = 16 is slightly better than when W = 6. For W = 16, QoT BP is a more important component in the total network BP compared with the W = 6 case. Our analytical model can accurately compute the QoT BP; thus the overall network BP for W = 16 is more accurate than that for W = 6.
When W is even larger, the underestimation of the wavelength BP causes the analytical model to mismatch the simulation, especially for the QoT-aware algorithm. The analytical model in this paper needs a higher level of accuracy from the wavelength BP model to correctly predict the network performance.
On our computing platforms, 2 the simulation on average requires 5 to 12 h (depending on the number of wavelengths and the traffic load) to handle 10 6 calls when QoT-aware WA is used, and around 30% less time when QoT-guaranteed WA is used. Note that the simulation running time is proportionate to the number of calls simulated. The running time of the analytical model is independent of the number of calls generated. Our analytical model requires 3 to 20 min (depending on the number of wavelengths and the traffic load) to perform the computation. In all cases, the analytical model is tens of times faster than the simulation.
VII. CONCLUSIONS
In this paper, we present an analytical technique to compute the total BP in WRONs impaired by self-crosstalk, ASE noise, thermal noise, and shot noise. The proposed model is the first of its kind to allow the evaluation of FF WA with QoT constraints. Our analytical model accurately predicts the blocking probabilities as validated by simulations. Moreover, our framework is easily extended to evaluate other algorithms; in particular, we employ it to evaluate QoT-guaranteed and FFwO WAs.
The performance is evaluated in three networks with different topologies, where the analysis results are shown to match the simulation. The discrepancy is due to approximations in the computation of the wavelength BP and not the computation of the QoT BP.
Heterogeneous networks can be studied and different levels of degradation can be considered for each path. We demonstrate the flexibility of our approach by incorporating different numbers of spans in the NSF network example. The technique can be generalized to study networks subject to other sources of QoT degradation, such as non-adjacent wavelength crosstalk, four wave mixing, or self-and cross-phase modulation. Our approximation works well, but for more complex and larger networks, a more sophisticated network separation algorithm may be needed.
Another possible extension is to evaluate RP WA using our approach. In conventional RP WA, all wavelengths are statistically identical. However, with the QoT constraint, wavelengths are no longer identical because of different numbers of QoT blocking events. We can roughly assume that all wavelengths are identical and use Algorithms 2 and 3 to estimate BPs for QoT-aware and QoT-guaranteed RP RWAs. Finding an accurate approximation of the BP for an RP WA with QoT constraints is still an open problem. These are opportunities for future study.
