Abstract-Due to a high competition in the market, the telecom operators are affected by churn, therefore it is very important for them to identify which users are likely to leave them and switch to the competition telecom company. This research uses data on behaviour of the users from telecom systems that serve to identify patterns in behaviours and thereby recognize the churn. Creating new definition of prepaid soft churn based on multiple conditions is valuable contribution of this paper. At preparing data, a selection of useful attributes was made using the Principal Component Analysis (PCA). The normalization of the attribute values has also been made in order to obtain a proper balance of the influence of all the attributes. Common problem with telecom churn prediction data is imbalance, taking into account the target variable. Such a case is also in the data used in this paper, where the percentage of churners is 12%. Comparison of undersampling and oversampling was performed as a method for resolving the data imbalance problem. Data sets with undersampling and oversasmpling have been used to train the decision tree, logistic regression and neural network algorithms and therefore six prediction models for detecting the churn of the Prepaid users in the telecom were created in this paper. Performance analysis and comparison of the six developed Data mining models was also performed.
INTRODUCTION
Strong competition in the telecom market causes users' churn, where such users cancel to use services from one telecom operator and switch to a competition telecom. The churn causes revenue loss for the telecom, and therefore it is very important for the telecom to influence on the reduction of such churns. In order to prevent the churn, it is necessary to identify, with some probability, which users will switch to a competition telecom operator. The prediction process uses recognition of patterns in the users' behaviour to predict their future behaviour. Telecom companies have history data on their customers' behaviour and can use them in the churn prediction process. If a telecom manages to predict which users will leave it, then it can try to keep them with certain marketing campaigns. Marketing campaigns are activities focused towards the user in order to increase the user satisfaction. In this way, it is possible to keep existing users, which will lead to increase, i.e. retain of the revenues and profits for the telecom.
In their work, V. Lazarov and M. Capota [1] state that it is five to six times more expensive to bring a new user than to keep the existing one. This is another reason why it is important to keep users and identify those with the potential of churn to a competition telecom.
The key contributions of this paper are:
• Defining soft churn in a unique way with multiple conditions that includes this large majority of real churn users
• Using real telco set of data and developing model that combines attribute selection and normalization with resolving class imbalance problem that predicts prepaid soft churn with high accuracy and sensitivity.
The rest of the paper is organized in such a way that Chapter II describes the current researches in the specific field, and Chapter III presents the created model for churn prediction, churn definition, experiment and the experiment results. Finally, Chapter IV presents the conclusion of the work and Chapter V presents the directions for further research.
II. CURRENT RESEARCHES
A lot of researches have been done in the field of churn prediction in the telecom industry.
In their work, Kiran Dahiya and Surbhi Bhatia [2] have defined five steps of the churn prediction process, namely: [12] .
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e) implementation of machine learning algorithm.
A precisely defined process helps in solving the complex problem of churn prediction. J. Zhang, J. Fu and other authors have defined a model for the early churn prediction in their work [9] . The model for early churn prediction enables more time for the telecoms to conduct an effective retention marketing campaign. It has been proven that churn prediction significantly decreases with increase of the time interval of prediction. In their work they have created a hybrid model for early churn prediction based on UTS, PCA MTS and Social Influence model, which has shown that it is possible to predict potential churn even several months in advance.
The group of authors in their work [3] has created a comparison of oversampling methods with the application to the problem of churn prediction. They compared the MTDF, SMOTE, ADASYN, TRkNN, MWMOTE and COTE methods. The results of their research have shown that it is best to use the MTDF method. This method helps in solving the problem of imbalance in the data, which is common in the churn prediction in a telecom. The problem of imbalance is that we have a significantly higher number of non-churners in relation to churners.
In their work, Hui Li, Deliang and other authors [4] have described the importance of selection of the attributes for creating the prediction model. The attribute selection enhances the model in three ways: simplifies the model and therefore makes it easier to interpret, shortens the model training time, and improves generalisation and thus reduces the excessive adaptability of the model to the training data. In their work, they used a random forest to measure the importance of a particular variable.
It is possible to use different methods for creation of a successful churn prediction model. The most commonly used methods are decision trees [2, 4] , logistic regression [2, 5] and neural network [5, 6] . In addition to the above-mentioned methods, Bayes Network [7] , Support vector machines (SVM) [8] and various hybrid models [9] are also successfully used. The success of these models depends to a large extent on the data set on which the model is trained.
Backiel.Y. Verbinnen, B. Baesens and G. Claeskens in their work [10] applied the social network as additional information that increases the accuracy of the churn prediction. The analysis of the social networks is based on the social influence of some person on others. A person who is a churn has an influence on people from their social circle. They have proven that social networking data improve the accuracy by comparing two models, one that uses social networking data and a model that does not use social networking data.
III. CREATING THE MODEL FOR CHURN PREDICTION

A. Input data
Telecoms possess a lot of information about their users because they collect data about their behaviour. A large amount of these data can be redundant and cause lower accuracy of the model. In addition, a large amount of data causes the slowness of model execution.
The data used in this paper can be divided into:
1. User behaviour data that include attributes such as call duration within the network, duration of calls to other mobile networks, number of sent SMSs, amount of data transferred, and 50 other data related to user behaviour.
2. Data about the users themselves, not many of which are present in this paper, because these are prepaid (anonymous) users, therefore we do not have data such as gender, age, marital status etc. The attribute of the user's loyalty is used for this paper, that is, the time since the user have used the telecom services and the number of days until the expiration of the 'active user' status.
The data used for the experiment are shown in Table I . The number of users indicated as churners is 6 328, which means there are 12.69% of the churners.
The common problem with prediction data is imbalance, taking into account the target variable. The group of authors has described this problem of imbalance in their work [3] . Such a case is also in the data used for this experiment, where the ratio of churners in relation to non-churners is 88:12.
The target attribute in the data set is defined as the binary type of data, so the churners are labelled as "true" and the nonchurners as "false". In order for the models to have satisfactory accuracy, it is necessary to solve the problem of data imbalance.
In this experiment, a comparison of undersampling and oversampling was performed as a method for resolving the data imbalance problem, taking into account the target variable. Created data sets with undersampling and oversasmpling have been used to train the decision tree algorithm, logistic regression and neural network algorithms, and therefore six different comparison models have been obtained in this way.
Undersampling was done by undersampling of the nonchurners, and 6 750 records were selected by random selection from the base of the non-churners.
70% of the records are used for model learning, and 30% of the records are left for testing.
70% of the records for learning contain 34.908 records. From that number of records there are 4.430 records labelled as the churners. All the churners are used for the experiment.
30.478 records were labelled as non-churners and 6.750 records were selected by random undersampling.
In this way, the set of the data for learning has obtained a ratio of churners and non-churners of 40:60. The goal of undersampling is to increase the accuracy of churn prediction.
At oversampling, we would like to obtain the same ratio of churners and non-churners of 40:60 as we did with undersampling. Since there are 34.908 examples in the training set labelled as non-churners, by using stratified oversampling of 4.430 examples labelled as churners, we would like to generate additional examples and obtain a total of 23.272 examples labelled as churners. The stratified random oversampling generates an additional set of examples, taking into account the class distribution so that the distribution is ultimately the same as in the entire set of examples. Such a training set of the total of 58.180 examples will be used to train the decision tree model, neural network and logistic regression models.
B. Churn definition and experiment
Defining postpaid churn is easy because postpaid churn can be voluntary churn, when a user cancels his subscription to current service provider and joins other service provider, and involuntary churn, when a user is cancelled by service provider due to unpaid bills or fraud. Voluntary churn can be divided into incidental and deliberate churn [13] . Former research paper mostly deals with defining postpaid churn where postpaid users must formally cancel subscription. A. Backiel, B.Baesens and G.Claeskens in their work [14] define a prepaid customer churn when customer have not made or received a call for more than 30 days. In our paper we define prepaid soft churn based on analysis of history data of prepaid users who permanently stopped using the telco services.
Prepaid churn is not easy to define because prepaid users cannot cancel contract obligations. We can explain prepaid churn issues by explaining the possible prepaid state.
Prepaid users can have multiple states:
• Active state when user can use and receive telco services (voice call, SMS, data usage etc.)
• Suspended state when a user has no money on prepaid account or account date is expired. Users in this state can only receive telco services
• Blocked state when a user cannot use or receive telco services. Blocked users are users who were in a suspended state and did not recharge his account for defined period of time.
• Canceled state have users who ware in blocked state did not recharge his account for defined period of time.
Users who are in suspended and blocked state can change their state to active by recharging their account.
It takes a lot of time for a prepaid user to get into a cancelled state, and in reality, this user has long stopped using that telco service. Therefore, it is necessary to set a definition of churn that will identify potential prepaid user churn as soon as possible, which is so-called a soft churn.
In our research, we define prepaid soft churn so we can identify as much prepaid users who are going to stop using service and those prepaid users who significantly reduced using services of telco service provider. We analyzed past period of data and conclude that we must implement multiple conditions to include the large majority of real churn users and not to include users that are still using telco services.
Our definition of prepaid soft churn includes one of the following three conditions:
a) The consumption on SMS and Voice services is less than 1 KM (KM is currency in Bosnia and Hercegovina), b) the number of days of the activity is lower than the average for the last 3 months, c) the average number of prepaid recharge for the last three months is less than 5 KM and there were no recharge in the month that defines the churn.
With this soft prepaid churn definition, we come to approximately 12% of churners. This percentage is pretty high, but relevant because prepaid user has no contractual obligation, so they can leave pretty easy. Prepaid marketing retention campaign cost are significantly lower than postpaid marketing retention campaign cost, so there is no much concern of this pretty high percentage of prepaid soft churn.
The input data set has 109 different attributes. Due to the large number of attributes, a selection of useful attributes was made, while the other attributes are not used to create a data mining model. As we noted in Chapter II Hui Li, Deliang and other authors [4] have used random forest to reduce the number of attributes and simplify the model. In our experiment we made selection of attributes by using the Principal Component Analysis -PCA. The Principal component analysis finds the direction in which we have the largest variance in a highdimensional data set and is projected to a smaller set of data that retains most of the essential information from the initial data set. In this paper a selection of all the attributes with a weighting factor larger than 0.03 was made, so in this way selection has reached the final figure of 45 attributes for creating the Data mining model, which is shown in Table II.   TABLE II The input data set contains the attributes that have significantly higher values than other attributes, for example, the "quantity of data transferred" attribute has higher values than the "number of calls" attribute. The attribute values depend on their nature and on the measurement units. The attributes with higher values have a greater impact on creation of the model. In order to make a proper balance of the influence of all the attributes, normalization has been done. By normalization, the attribute values rescaled within a certain range of numbers. Z transformation or, as it is also termed, statistical normalization has been done for the purposes of this paper.
The formula of statistical normalization is represented by the expression:
 µs 
Where:
• X -vector value of the attribute for which Z transformation is calculated;
• µ -the arithmetic mean that is subtracted from vector X;
• s -standard deviation Z transformation converts data into normal distribution with mean value 0 and variance 1. In this way, all attribute values are reduced to the same scale and in this way it is possible to make a good comparison between them.
A comparison of several machine learning algorithms was done in the experiment.
All algorithms were trained and tested on the undersampling and oversampling data set and with a reduced set of attributes.
The algorithms used are: decision tree with algorithm C4.5, logistic regression and neural network.
It is necessary to note that decision tree is pruned to avoid overfitting. In our experiment we prepruned decision tree based on maximal depth of 26 node. Also pruning is performed after tree generation based on confidence level of pessimistic error calculation of pruning.
C. Experiment results
Standard measures have been used in this paper to compare the efficiency of different churn prediction models. The measures used in the paper are: accuracy, precision and sensitivity or recall. 
The accuracy is a measure that is defined as the total number of precisely classified examples.

Precision = TP / (TP+FP) 
The precision is the number of precisely classified churners in relation to the total number of examples labelled as churners. The higher the precision measure the smaller is the number of inaccurately classified churners.

Sensitivity = TP / (TP + FN) 
The sensitivity or recall is the number of precisely classified churners in relation to the number of examples that really belong to the churner class. A higher value of the sensitivity indicates smaller number of actual churners that are inaccurately classified.
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The confusion matrix presents the results of the experiment in the tabular form: The confusion matrix presents the results of the experiment, taking into account three algorithms: decision tree, logistic regression and neural network. Likewise, a comparison was done to address the problem of imbalance in the data by using undersampling and oversampling for each of the aforementioned algorithms. Graphic comparison of the algorithms used was also done with the ROC curve overview. The total accuracy of the decision tree model with undersampling is 93.69%, the sensitivity is 83.40% and the precision is 71.56%.
The decision tree model with undersampling presents the rules used for dividing the data into more homogeneous sets with respect to the targeted churn variable.
With the analysis of the constructed decision tree, it is possible to conclude that the most important attributes are the number and duration of calls within the network.
A gain ratio is used as the criterion for selection of the attributes for data partition. The logistic regression with undersampling has shown the worst results in predicting the churn. The total accuracy of the logistic regression is 89.71%, the sensitivity is 76.87%, and the precision is 57.01%. The created neural network model with undersampling has one input, one hidden and one output layer.
The total accuracy of the neural network model with undersampling is 91.64%.
Neural network with undersampling has the highest value of the sensitivity rate of 84.93% i.e. of all the tested models it has the highest percentage of churn prediction. The neural network with undersampling has somewhat poorer precision rate of 62.58% compared with the decision tree. The total accuracy of the decision tree model with oversampling is 92.06%, the sensitivity is 39.83%, and the precision is 94.26%.
The decision tree model with oversampling has shown worse results than the decision tree with undersampling, especially if we observe the sensitivity measure. The created model of logistic regression with oversampling (Table VIII) has shown significantly better results in the churn prediction compared with the logistic regression with undersampling.
The total accuracy of the logistic regression is 94.40%, the sensitivity is 65.33%, and the precision is 87.32%. The neural network model with oversampling (Table IX ) has a slightly better total accuracy than the neural network model with undersampling, but has a significantly smaller sensitivity measure.
The total accuracy of the neural network with oversampling is 93.35%, the sensitivity is 52.16%, and the precision is 91.92%. From the results shown in the Table X, it is clear that the logistic regression with oversampling has the highest accuracy. The decision tree with oversampling has the highest precision, while the neural network with undersampling has the highest sensitivity value. It can be noticed from the Table X that The closer the ROC curve of the algorithm is to the point (0.1) the algorithm is better [11] . The created ROC curve shows that the decision tree with oversampling shows the best results, i.e. the best ratio of properly classified churners with respect to incorrectly classified churners. The ROC curve does not show that the decision tree with oversampling has a low percentage of predicted actual churners compared to the total number of actual churners, which makes this algorithm impossible to declare as the best.
The results of the experiment have shown that developed models of the decision tree, logistic regression, and neural network with undersampling generally have higher sensitivity values compared to developed models with oversampling. On the other hand, developed models with oversampling have significantly higher precision values. Given the problem of churn prediction that this experiment solves, it can be noticed that the decision tree with undersampling has high values of accuracy, sensitivity and precision measures and as such is the best constructed model.
IV. CONCLUSION
This paper presents a brief overview of recent research in this field over the last few years, also this paper is a revised and expanded version of the paper [12] .
In this paper, a comparison of three different machine learning algorithms has been made in order to predict the prepaid telecom customers churn. The data set used has an imbalance in the data, observing the targeted churn attribute.
The emphasis of this paper is a unique prepaid soft churn definition, and developing a model that combines attribute selection and normalization with solving class imbalance problem with undersampling and oversampling. The statistical method Principal Component Analysis was used in this paper, which helped in reducing the number of attributes from 109 to 45.
A comparison of the performances of the models was made using the accuracy, sensitivity and precision measures. A confusion matrix and a ROC curve were also presented for each model.
The experiment showed that the decision tree with undersampling proved to be the best machine learning algorithm for this data set, because it has well-balanced values of the total accuracy, sensitivity and precision measures. The decision tree with undersampling has a high percentage of 83.4% of the churn guessing from the total number of churners, and at the same time there is not a large number of incorrectly classified churners.
Every step in the churn prediction process is very important, with particular emphasis on the steps of reducing the attributes and solving the problem of imbalance in the data.
V. FUTURE RESEARCH
Future research can be compared with additional machine learning algorithms for the given data set. It is also possible to examine the hybrid models of solving the problems of imbalance in the data in order to avoid the problem of losing information in the case of undersampling and the overfitting problem at oversampling. Since the churn prediction models are highly dependent on data, it would be good to use additional data sets for performance analysis of different models in future research. This research was used to test the quality of constructed models with a test data set that was not used for creating the model. Future research could test the constructed models with user behaviour data from the future period. In this way, the stability of the constructed models could be verified with a time lag.
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