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Summary . The literature on the design and analysis of cereal variety trials has focussed on
the trait of grain yield. Such trials are also used to obtain information on grain quality traits
but these are rarely subjected to the same level of statistical rigour. The data are often ob-
tained using composite rather than individual replicate samples. This precludes the use of an
efficient statistical analysis. In this paper we propose an approach in which a proportion of
varieties is grain quality tested using individual replicate samples. This is achieved by embed-
ding a partially replicated design (for measuring quality traits) within a fully replicated design
(for measuring yield). This allows application of efficient mixed model analyses for both grain
yield and grain quality traits.
Keywords: grain quality traits; mixed models; multi-environment trials; partially replicated de-
signs; spatial analysis
1. Introduction
The objective of plant breeding is to provide new varieties with improved performance in
terms of a number of traits of economic importance. A key trait for cereal crops is grain
yield. Varietal performance for grain yield is assessed via series of field trials (known as
multi-environment trials, METs), the design and analysis of which have received substantial
attention in the literature. Increasingly grain quality traits are having a more significant
role in the selection process. Examples include measures of grain density (weight of a litre
of grain), grain plumpness (weight of 1000 grains), grain size (percentage of grain passing
through a sieve) and a range of traits measured using NIR techniques (for example protein
content and oil content for crops such as canola and oats). In contrast to grain yield,
statistical design and analysis methods specific to these traits have been far less extensively
researched.
Grain quality traits are usually measured on samples from field trials that were designed
for the purpose of measuring grain yield. Experimental designs for measuring grain yield
vary according to the stage of testing since different constraints apply. In early stages of
testing there are large numbers of entries (possibly greater than 1000) that are grown in
small numbers of trials (less than 3) that are usually located in different environments in
the same or different years. Often seed and physical space is limited so that fully replicated
trials are not possible. Historically grid-plot designs (with single plots of test entries and
multiple plots of check varieties arranged in a grid throughout the trial) were used but more
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recently the superior partially replicated (or ‘p−rep’) designs of Cullis et al. (2006) have
become popular. In these designs some of the check plots are replaced by additional plots of
test lines so that a proportion, p, of test lines is replicated with the remainder having only
single plots. Late stage testing involves far fewer entries, these being the (elite) entries that
have progressed through the earlier selection stages and these are grown in trials in a wider
range of environments across geographic locations and years. Fully replicated designs (with
between 2 and 4 replicates) with the properties of resolvability and some form of neighbour
balance are recommended and generally used.
In terms of the analysis of data from METs the mixed model approach of Smith et al.
(2001) is widely used for grain yield. In this approach a factor analytic model is used to
capture the genetic variance structure across trials and separate spatial covariance models
are used for the errors for individual trials. This provides improved predictions of variety
yield performance for individual trials compared to traditional approaches. We note in
particular that they are superior to predictions obtained from separate analyses of individual
trials (see Kelly et al., 2007). The individual trial predictions can also be combined to form
a selection index across environments.
The current design and analysis methods for grain yield have evolved over many years
and their use has resulted in substantial gains in response to selection compared with historic
methods. Many of these techniques could also be applied for grain quality traits. However
there are some important practical differences in terms of data collection compared with
grain yield. In this paper we focus on late stage trials that involve two or more complete
field replicates. Many quality traits are laborious and costly to measure so that obtaining
individual plot data for full trials may be prohibitive. It has therefore become common
practice to measure a composite sample for each entry obtained by bulking grain from two
or more replicates. This results in only a single data value for each entry for each trial so
that the full Smith et al. (2001) analysis is not possible. Indeed it is often the case that no
analysis is applied.
In this paper we propose an approach for grain quality testing for late stage trials
that uses the partially replicated design concepts of Cullis et al. (2006). We propose a
p−rep design for these traits but recognise that a fully replicated design is still required for
measuring grain yield. We show how both of these objectives may be met with a single trial
layout that has a p−rep design ‘embedded’ within a fully replicated design. This allows
a proper statistical analysis of all traits whilst minimising the amount and thence cost of
quality testing. In the embedded scenario a variation of the p−rep approach of Cullis et al.
(2006) is possible in which the entries with single plots may be tested as composites of
replicates (that is, from both ‘inside’ and ‘outside’ the p−rep design). This may also be
viewed in reverse as a variation of the fully composited approach in which a proportion of
lines is tested using individual replicates.
The paper is arranged as follows. In Section 2 we review current methods of statistical
analysis developed for grain yield but applicable to grain quality data. We commence with
the spatial analysis of data from a single trial then extend to METs. These methods are
applied to an example in Section 3. The new class of embedded p−rep designs is described in
Section 4. The use of composite sampling within this framework is discussed and the method
of analysis of the resultant data is detailed and assessed for a single trial via a simulation
study. In Section 5 we describe a simulation sutdy that examines the performance of the
proposed approach for grain quality testing, namely the use of embedded p−rep designs
and subsequent MET analysis using the approach of Smith et al. (2001).
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2. Statistical analysis methods
We consider a series of t trials (synonymous with environments) in which a total of m
varieties has been grown (without necessarily all varieties being grown in all trials). First
we examine the statistical model used for the analysis of a single variety trial then build on
this to describe the analysis for the complete series of trials. For the former we base our
approach on the spatial techniques of Stefanova et al. (2009) and the latter on the MET
approach of Smith et al. (2001).
2.1. Single trial analysis
We consider the analysis of the jth trial (j = 1 . . . t) within the series and assume it comprises
nj plots laid out in a rectangular array of cj columns by rj rows (so that nj = cjrj). Let
yj be the nj × 1 vector of data, ordered as rows within columns. The statistical model for
yj can be written as
yj = Xjτ j + Zgjugj + Zpjupj + ej (1)
where τ j is a vector of fixed effects with associated design matrix Xj (assumed to have
full column rank); ugj is the m× 1 vector of random variety effects with associated design
matrix Zgj ; upj is a vector of random non-genetic (or peripheral) effects with associated
design matrix Zpj and ej is the vector of residuals for the trial. In the simplest case the
vector τ j comprises an overall mean (intercept) for the trial but may include effects to
accommodate spatial trend (see below). The effects upj include effects for major blocking
factors associated with the trial design and possibly effects to accommodate spatial trend
(see below). For simplicity we assume independent variety effects with var
(
ugj
)
= σ2gj Im
where σ2gj is the genetic variance for trial j. Other genetic variance models are possible, in
particular a known relationship matrix may be incorporated (see Oakey et al., 2007). Note
that if fewer than m varieties were grown in the jth trial then Zgj will contain some zero
columns.
In terms of the residuals we follow the spatial modelling approach of Stefanova et al.
(2009) in which a separable autoregressive process of order one (denoted Ar1×AR1) is
assumed so that var (ej) = Rj = σ
2
j Σcj ⊗ Σrj where Σcj and Σrj are the cj × cj and
rj × rj correlation matrices for the column and row dimensions (so each is a function of a
single autocorrelation parameter, that is, ρcj and ρrj respectively).
The spatial analysis process is sequential, commencing with the fitting of a base-line
model followed by the application of diagnostics to assess model adequacy. In particular
the presence of outliers, non-stationary global trend and extraneous variation is investigated
(see Stefanova et al., 2009). If there is evidence of the latter it may be accommodated in
the model by including appropriate effects in either τ j or upj .
2.2. MET analysis
We now consider the full series of t trials and let y = (y′
1
,y′
2
, . . .y′t)
′ denote the vector
of individual plot data combined across trials. The MET model proposed by Smith et al.
(2001) for y can be written as
y = Xτ + Zgug + Zpup + e (2)
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where τ = (τ ′
1
, τ ′
2
, . . . τ ′t)
′ with associated design matrix X = diag (Xj); up = (up
′
1
,up
′
2
, . . .up
′
t
)′
with associated design matrix Zp = diag
(
Zpj
)
and variance matrix var (up) = Gp;
e = (e′1, e
′
2, . . . e
′
t)
′ with associated variance matrix var (e) = R = diag (Rj).
The vector ug = (ug
′
1
,ug
′
2
, . . .ug
′
t
)′ is the mt× 1 vector of variety effects for individual
trials with associated design matrix Zg = diag
(
Zgj
)
. We assume that var (ug) = Ge ⊗
Im where Ge is the t × t genetic variance matrix across trials (that is, with diagonal
elements given by the genetic variances for each trial and the off-diagonal elements the
genetic covariances between pairs of trials). Here we have assumed independence between
genotypes but as noted for single trial analysis the use of a relationship matrix is also
possible. Various forms for Ge may be used. We follow the approach of Smith et al. (2001)
who advocate the use of factor analytic (FA) models. The FA model for ug is given by:
ug = (Λ⊗ Im)f + δ (3)
where Λ is a t × k matrix of trial loadings (k being the number of factors included in the
model), f is an mk×1 vector of variety scores and δ is the mp×1 vector of residual genetic
effects. We assume var (f) = Imk and var (δ) = Ψ ⊗ Im where Ψ = diag (ψj) where ψj is
known as the specific variance for the jth trial. It then follows that
Ge = ΛΛ
′ + Ψ
2.3. Estimation and software
Fitting of the mixed models in equations (1) and (2) involves residual maximum likelihood
(REML) estimation of the variance parameters. Given these estimates we may obtain
empirical best linear unbiassed estimates (E-BLUEs) of the fixed effects and empirical best
linear unbiassed predictions (E-BLUPs) of the random effects. In particular, for the MET
analysis we obtain E-BLUPs of the variety effects and denote these by ũg. In this paper
all analyses have been conducted using the mixed model software ASReml-R (Butler et al.,
2007).
3. Analysis of example
Here we consider oil content data (measured using NIR as percentage of whole grain) from a
series of 7 canola breeding trials (data kindly supplied by Canola Breeders Western Australia
Pty Ltd). The number of entries grown in individual trials ranged from 213 to 260 (Table
1) with a total of 260 entries across all trials. Each trial was laid out as a rectangular array
of plots indexed by rows and columns (Table 1). The design for each trial was a p−rep
design with 2 blocks (columns 1-3 and 4-6). The proportion p of replicated entries ranged
from 0.22 to 0.35 (Table 1).
In the Smith et al. (2001) approach for analysis the first step is to determine appropriate
spatial models for individual trials. This is most efficiently achieved from a computational
perspective by fitting a simple form for the genetic variance matrix in equation (2). We
often use a diagonal form, that is, Ge = diag
(
σ2gj
)
since this is analogous to analysing the
data for each trial separately. The spatial models so determined can then be re-checked once
the final genetic model has been fitted. For the canola data the base-line model includes
random block effects for each trial (included in the vector up) with a separate block variance
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Table 1. Trial layout information for canola data: numbers of
rows, columns and entries and proportion p of entries with two
replicates. Trial mean oil content also presented.
Trial Rows Columns Entries Mean oil p
1 48 6 213 38.2 0.35
2 51 6 232 43.9 0.32
3 52 6 245 40.6 0.27
4 52 6 252 46.0 0.24
5 53 6 254 45.6 0.25
6 49 6 220 38.9 0.34
7 53 6 260 47.5 0.22
Table 2. Residual log-likelihoods for MET models fitted to
canola data
Variance parameters Residual
Model for Ge genetic total log-likelihood
1. Diagonal 7 37 -1679.89
2. Uniform 2 32 -1179.61
3. FA1 14 46 -1115.38
4. FA2 20 52 -1103.58
for each trial and a separate spatial covariance model for the errors for each trial. Following
the fit of this base-line model the use of diagnostics as described in Stefanova et al. (2009)
revealed the need to add linear regressions on row number for the first 3 trials (added to
the model as fixed effects in τ ) and random column effects for trials 2 and 6 (added to the
model as extra random effects in up).
Having determined acceptable spatial models we investigate more appropriate models
for the variety effects across trials. The diagonal model for Ge allows for a separate genetic
variance for each trial but assumes the variety effects in different trials to be uncorrelated.
The simplest correlation model that is often applied (implicitly) to MET data is the uniform
model that assumes a common genetic correlation for all pairs of trials and a common genetic
variance. The residual log-likelihoods from fitting the uniform and diagonal models are given
in Table 2. We then fitted factor analytic models for the genetic variance structure. The
residual log-likelihood from fitting an FA model with one factor (denoted FA1) to the canola
data is given in Table 2. Since the uniform model is nested within the FA1 model they can
be formally compared using a residual maximum likelihood ratio test (REMLRT). The FA1
model provided a significantly better (p < 0.001) fit to the data. An FA2 model was then
fitted and a REMLRT revealed this to be significantly better (p < 0.001) than the FA1
model. With only 7 trials it is not possible to fit higher order FA models so we conclude
that the FA2 model provides the best fit to these data.
Estimates of the variance parameters and fixed effects from the FA2 model are given in
Tables 3 and 4. The estimated genetic variances range from 0.99 to 2.54 and the genetic
correlations are very strong, ranging from 0.69 to 0.93 (Table 3). Examination of Table 4
shows the existence of substantial non-genetic variation in most of the trials. As already
discussed there was significant linear trend across rows for trials 1-3 and significant variation
between columns for trials 2 and 6. Variation between blocks was large for trial 5. Sta-
tionary spatial trend was evident in most trials with the largest autocorrelation parameters
associated with trial 4.
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Table 3. Estimates of genetic variance parameters from FA2 model fitted to canola data
FA parameters Genetic covariance/correlation matrix
Trial λ1 λ2 Ψ 1 2 3 4 5 6 7
1 0.762 0.258 0.296 0.944 0.76 0.71 0.71 0.77 0.79 0.69
2 1.163 0.000 0.076 0.886 1.429 0.89 0.89 0.89 0.85 0.93
3 0.986 −0.003 0.201 0.750 1.146 1.173 0.84 0.84 0.79 0.87
4 1.463 −0.040 0.395 1.104 1.701 1.442 2.536 0.84 0.79 0.88
5 1.259 0.278 0.214 1.031 1.464 1.240 1.830 1.877 0.88 0.83
6 0.868 0.410 0.072 0.767 1.009 0.854 1.253 1.207 0.993 0.75
7 1.284 −0.272 0.100 0.908 1.493 1.266 1.888 1.541 1.003 1.822
Table 4. Estimates of non-genetic fixed effects and variance parameters from FA2
model fitted to canola data
Fixed effects Variances Autocorrelations
Trial Intercept lin(row) block column residual column row
1 38.2 0.012 0.104 0.326 0.13 0.39
2 43.9 −0.044 0.087 0.306 0.377 0.20 0.45
3 40.6 −0.018 0.082 0.594 0.14 0.59
4 45.9 0.000 1.282 0.35 0.78
5 45.7 0.271 2.217 0.26 0.61
6 38.9 0.000 0.123 0.478 0.27 0.55
7 47.6 0.000 0.707 0.21 0.56
The final step in the analysis was to obtain E-BLUPs of the variety effects for each trial.
Of particular relevance to this paper is the impact of using the Smith et al. (2001) approach
to analysis on these predictions. Figure 1 contains pairwise plots of the predicted variety
effects for trial 5 obtained using three methods, namely (a) variety averages of raw data
(expressed as deviations from the trial mean); (b) E-BLUPs, ũg5 , from model 1 in Table
2 (diagonal form for Ge); (c) E-BLUPs, ũg5 , from model 4 in Table 2 (FA2 form for Ge).
There are large changes in moving from (a) to (b) that are the result of having modelled
spatial variation. Note that method (a) is analogous to the practice of measuring composite
samples for each entry. Then there are also substantial changes in moving from (b) to (c)
that are the result of incorporating information from other (highly correlated) trials. Such
changes and consequent impact on selection are regularly observed in the analysis of grain
yield data and provide the motivation for the embedded p−rep designs for grain quality
trait data.
4. Embedded partially replicated designs
4.1. Description of designs
The proposed designs involve the use of a p−rep design (Cullis et al., 2006) embedded
within a fully replicated design. For illustration we consider a scenario similar to that of
the real example of Section 3 in which we wish to test 90 canola entries for grain yield
and oil content. Unlike the real example, however, we now assume a fully replicated design
(with two replicates) for measuring grain yield making a total of 180 plots. We assume that
these are laid out in a similar manner to the real example with 6 columns and 30 rows and
with the first block comprising columns 1-3 and the second block columns 4-6. In order
to test oil content we propose to use replicated plots of p = 1/3 of the entries (that is, 30
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Fig. 1. Predicted variety effects for trial 5 obtained using three methods.
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entries) and single plots of the remainder so that a total of 120 plots is needed. Rather
than generating an efficient design for grain yield then sampling a spatially disjoint set of
plots for testing oil content we propose a priori to construct designs that are as efficient
as possible for both traits. The first step is to define dimensions for the p−rep design so
that when embedded within the full layout it comprises a rectangular sub-section. This
characteristic of contiguity of plots is not only desirable in terms of spatial modelling but
also as a basic property of field trials. In our example we chose to locate the p−rep design
within the sub-section corresponding to the first 20 rows and all 6 columns.
Generation of the two linked designs can be achieved in a number of ways and we
describe one approach here. First an efficient p−rep design is generated. This involves
permutation of varieties between plots in order to optimise a criteria for a prespecified
block and correlation structure. As in Cullis et al. (2006) we use the average pairwise
prediction error variance of test entry effects as the optimality measure. The top 20 rows of
the design in Figure 2 shows one possible randomisation for the p−rep design. The design
was constructed to be resolvable by restricting the search to ensure that all 30 replicated
entries occurred once in the first block (columns 1-3) and again in the second block (columns
4-6). Having determined an efficient p−rep design this is held fixed whilst the full design is
generated.
In the context of METs, it is important to consider design for the complete series rather
than individual trial designs in isolation. This is particularly so for p−rep designs (including
embedded p−rep designs). To illustrate we extend our scenario once again to match the real
example in terms of a series of 7 trials. In this setting we wish to construct the embedded
p−rep designs such that entries are as equally replicated across trials as possible. For our
scenario this results in a series of p−rep designs in which entries have a total of either 9 (60
entries) or 10 (30 entries) replicates across all trials.
The embedded designs in this paper were generated using DiGGer (http://www.austatgen.org/files/software/downloa
with the default block and correlation structures. We note that there may be some loss
in efficiency for grain yield in using the embedded design compared with a design that is
efficient for this trait alone. This requires further research.
4.2. Use of composite samples for a subset of the varieties
As previously discussed it has become common practice to use composite samples for quality
testing. In terms of the embedded p−rep scenario there is potential to use a ‘hybrid’
approach for data collection in which there is a mixture of individual plot and composite
data. Thus in terms of the embedded p−rep designs described in Section 4.1 we would
obtain individual plot data for two replicates of 30 entries (so for the layout in Figure 2
this corresponds to the 60 shaded plots) but instead of obtaining individual plot data for a
single replicate of the remaining 60 entries (corresponding to the non-shaded plots in rows
1-20 of Figure 2) we composite the grain from these plots with their replicate plot from
outside the p−rep design (that is, the plots in rows 21-30 of Figure 2).
The use of a mixture of individual plot and composite data has important implications
for the statistical analysis. First we consider the analysis of a single trial. Using the notation
of Section 2.1 we now assume the nj plots comprise a fully replicated trial with bj replicates
of m varieties (so that cjrj = nj = mbj). Let ms denote the number of varieties for which
we will obtain composite data so that the final number of grain samples to be quality tested
is given by sj = nj−ms(bj−1). Now we consider a transformation of the data vector yj that
is commensurate with a compositing process, namely the averaging of individual replicate
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Fig. 2. Example randomisation for two replicate design for 90 entries with embedded p−rep design
for p = 1/3. Full layout comprises 180 plots arranged as 30 rows by 6 columns with block 1 =
columns 1-3; block 2 = columns 4-6. Embedded design comprises 120 plots arranged as 20 rows
by 6 columns. Entry numbers are given for each plot. In embedded design plots shaded grey
correspond to replicated entries.
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data for a subset of the genotypes. In this way the experimental units under consideration
are ‘transformed’ from the original nj plots to sj samples. Of these sj samples, ms are
composites of bj plots and the remainder correspond to individual (original) plots. We
denote the sj × nj transformation matrix by Dj and the transformed data by zj = Djyj .
The spatial model for the (partially) composited data is then given by
zj = DjXjτ j + DjZgjugj + DjZpjupj + Djej (4)
where the effects τ j , ugj , upj and ej , design matrices Xj , Zgj and Zpj and variance
structures for ugj , upj and ej are as defined in Section 2.1. This model involves some non-
standard design matrices. Details for fitting the model using ASReml-R may be obtained
from the authors.
We believe that this is the first occurrence in the literature of a spatial analysis for
composite data. As such it is worthwhile to assess the estimation properties of the analysis.
For this purpose we have conducted a simulation study based on parameters obtained for the
second trial from the FA2 model fitted to the full MET data-set. We used the experimental
design as shown in Figure 2 and generated data for the full trial of 180 plots according to
the model in equation (1) with τ comprising an overall mean and slope for the regression
on row number, up comprising effects for blocks and columns and a separable AR1×AR1
structure for the residuals. N=400 data-sets were generated and three methods of analysis
conducted for each, namely
M1: The true model was fitted to the full 180 ×1 vector of generated data denoted by y
M2: The true model was fitted to the 120 ×1 sub-vector of y corresponding to the embedded
design (so data from rows 1-20 only)
M3: The true model was fitted to the 120 ×1 vector z = Dy corresponding to the partially
composited data (60 individual plot samples and 60 composite samples)
REML estimates of variance parameters and E-BLUEs of the regression parameter were
saved for each method for each iteration. The mean and standard deviation over the 400
simulations are given in Table 5. There was little bias for any of the methods for any of the
parameters except the block variance which may be expected due both to the small number
of blocks (2) and the fact that for computational stability we constrained estimates of this
parameter to be positive. In terms of reliability the analysis of the full data afforded smaller
standard deviations than the other methods for all parameters. The reliability of estimation
of the linear regression parameter, the random effects variance parameters and the residual
variance was similar for the embedded and composite data-sets. The spatial correlations
were less well estimated for the composite compared with the embedded data-set.
Finally we note that the MET analysis for partially composited data can be obtained
as an extension of the single site analysis in an analogous manner to Sections 2.1 and 2.2.
5. Relative efficiency of embedded designs
The performance of the new designs was assessed using a simulation study for the case
described in Section 4, namely the MET with 7 trials each laid out as 30 rows by 6 columns
with an embedded p−rep design in the first 20 rows by 6 columns. Data were generated
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Table 5. Single trial simulation study: mean and standard deviation of parameter estimates for N=400 simulations for three
methods of analysis, namely M1: the true model fitted to the full data-set of 180 plots, M2: the true model fitted to the
embedded p−rep data-set of 120 plots and M3: the true model fitted to the partially composited data-set of 120 samples (60
individual plots and 60 composited samples). Means corresponding to bias of more than 15% are shown in bold.
True Means Standard deviations
Parameter Value M1 M2 M3 M1 M2 M3
genetic variance 1.429 1.412 1.414 1.412 0.240 0.264 0.249
block variance 0.087 0.105 0.114 0.112 0.210 0.237 0.237
column variance 0.306 0.284 0.270 0.270 0.213 0.236 0.234
column correlation 0.200 0.199 0.187 0.181 0.156 0.308 0.380
row correlation 0.450 0.436 0.432 0.387 0.116 0.259 0.330
residual variance 0.377 0.377 0.396 0.395 0.069 0.147 0.146
lin(row) -0.044 -0.045 -0.046 -0.046 0.010 0.019 0.018
according to the final model fitted to the real example of Section 3, that is, with genetic vari-
ance parameters as given in Table 3 and fixed effects and non-genetic variance parameters
as given in Table 4.
Data were generated for the full trial layouts of 180 plots in each. For each generated
data-set, eight methods were used to obtain predicted variety effects. In seven of these
methods a mixed model analysis was fitted and the E-BLUPs of variety effects for each trial
obtained. The models were as follows:
M1: The true model was fitted to the full vector of generated data denoted by y =
(y′1 . . .y
′
7)
′ where yj (j = 1 . . . 7) is the 180 ×1 data vector for the j
th trial
M1D: As for M1 but a diagonal model for Ge was fitted
M2: The true model was fitted to the sub-vector of y corresponding to the embedded designs
for each trial (so data from rows 1-20 only)
M2D: As for M2 but a diagonal model for Ge was fitted
M3: The true model was fitted to the vector z = (z′
1
. . .z′
7
)′ where zj = Djyj corre-
sponds to the partially composited data (60 individual plot samples and 60 composite
samples) for the jth trial
M3D: As for M3 but a diagonal model for Ge was fitted
M4: A model was fitted to the vector of (fully) composited data (that is, 90 composite
samples for each trial). In the absence of replication there can be no modelling of
within-trial spatial variation and the genetic variance model must be simplified. The
‘best possible’ sub-model of the true model for this scenario can be written as in
equation (2) with the vector τ comprising the trial means, the vector up omitted and
the design matrix for the genetic effects given by an identity matrix. We may still
apply an FA model to the data but the residual genetic effects (δ in equation (3)) are
completely confounded with the plot errors e. Thus we write ug = (Λ⊗Im)f so that
Ge = ΛΛ
′
⊗ I90 and assume var (e) = Ψ ⊗ I90 = diag (ψjI90).
The final method (M5) related to the fully composited data but without the fitting of any
model. Thus the predicted variety effects for any trial were given by the raw data expressed
as deviations from the trial mean.
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The mean squared error of prediction (MSEP) between the true and predicted variety
effects was calculated for each method for each trial. For the jth trial this was calculated
(for any given iteration) as
90
∑
i=1
(
ũgij − ugij
)2
/90 (5)
where ugij is the true (generated) effect for the i
th entry in the jth trial and ũgij is the
associated predicted effect (E-BLUP from the analysis for the first seven methods and
corrected raw data for the last). We also computed the response to selection (RS) for
the jth trial by selecting the top five entries on the basis of their E-BLUPs (ũgij ), then
calculating the mean of the true genetic effects for the selected entries.
In addition to the empirical values for MSEP and RS from the simulation study we
computed predicted (or ‘theoretical’) values for methods M1, M2, M3, M1D, M2D and
M3D. In the simple case where both the true and predicted genetic effects for a trial (ugj
and ũgj respectively) comprise sets of independent and identically distributed (IID) effects
then RS may be predicted using the standard quantitative genetics formula (see Falconer
and Mackay, 1996), namely
RSj = i
√
σ2gjρ
2
gj
(6)
where i is the selection intensity, σ2gj is the genetic variance for the trial and ρ
2
gj
is the
squared correlation between the true and predicted genetic effects for the trial. The latter
is often termed the mean line heritability. The selection intensity can be computed as the
mean of the top q order statistics from a standard normal distribution of size m where q is
the number of varieties being selected. So for our example q = 5 and m = 90 which gives
i = 1.973. In general, however, the vectors ugj and ũgj are not both IID so we require a
generalised measure of correlation between them. Using the approach of Oakey et al. (2006)
we may compute a generalised squared correlation between the true and predicted genetic
effects for the jth trial as
ρ2gj =
m
∑
i=1
λij/(m− vj) (7)
where λ1j . . . λmj are the eigenvalues of Ej = Im − C
ZjZj/σ2gj and vj is the number of
these eigenvalues that are zero. The matrix CZjZj is the prediction error variance (PEV)
matrix for the jth trial, that is, CZjZj = var (ũj − uj). Note that in the simple case where
both the true and predicted genetic effects are IID the generalised measure in equation (7)
reduces to the standard formula for mean line heritability.
The generalised squared correlation between the true and predicted genetic effects can
also be used to compute a predicted MSEP using
MSEPj = (1 − ρ
2
gj
)σ2gj (8)
In order to obtain the predicted generalised correlation values for M1, M2, M3, M1D,
M2D and M3D we fit the corresponding mixed models (once only using dummy data) but
fix the variance parameters at their true values and obtain the resultant PEV matrices
thence the required eigenvalues. The genetic variances used in equations (6) and (8) are
taken to be the true values (so the diagonal elements of the genetic variance matrix in Table
3).
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Fig. 3. Predicted and simulated response to selection for individual trials. Each panel contains RS
for six methods labelled as 1=M1, 2=M2, 3=M3, D1=MD1, D2=MD2 and D3=MD3.
The predicted RS and MSEP based on equations (6) and (8) are graphed against the
corresponding values from the simulation in Figures 3 and 4. The simulation values are
means over N=200 simulations in which all models achieved convergence. The graphs show
excellent agreement between the predicted and simulated values for both RS and MSEP,
suggesting that we may use the predicted values for interpretative purposes. Also, since
the generalised squared correlation ρ2gj is pivotal to both predicted RS and MSEP we may
focus on this single entity. The predicted generalised squared correlations between true
and predicted genetic effects are given in Table 6. First we consider the diagonal models.
Table 6 shows that M3D always had higher predicted ρ2gj values than M2D. Also the losses
in using M3D compared with M1D were fairly small (average difference of 0.03). Offset
against these losses is the fact that 33 1
3
% fewer samples were measured for M3D compared
with M1D so that the associated reduction in cost must be taken into account.
These results are consistent with the underlying form for ρ2gj as given in equation (7).
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Fig. 4. Predicted and simulated mean squared error of prediction for individual trials. Each panel
contains MSEP for six methods labelled as 1=M1, 2=M2, 3=M3, D1=MD1, D2=MD2 and D3=MD3.
Table 6. Predicted generalised squared correlations between true
and predicted genetic effects for six methods, namely M1/M1D:
FA/diagonal model fitted to full data-set, M2/M2D: FA/diagonal model
fitted to embedded data-set and M3/M3D: FA/diagonal model fitted to
partially composited data-set. Figures are based on non-genetic pa-
rameters in Table 4 and genetic parameters in Table 3.
Trial M1 M2 M3 M1D M2D M3D
1 0.90 0.86 0.89 0.88 0.81 0.86
2 0.95 0.93 0.95 0.91 0.85 0.89
3 0.92 0.89 0.90 0.87 0.78 0.83
4 0.95 0.92 0.93 0.93 0.86 0.88
5 0.90 0.88 0.89 0.77 0.65 0.71
6 0.92 0.88 0.90 0.87 0.79 0.84
7 0.94 0.91 0.93 0.89 0.82 0.87
Embedded partially replicated designs 15
The key is the form of the matrix Ej from which the eigenvalues are formed. It can be
shown that if there is no spatial correlation (so that Rj = σ
2
j Inj ) nor any peripheral random
or fixed effects in the model (other than the overall mean) then for methods M1D and M3D
the matrix Ej is the same. It is dominated by the matrix bjIm where bj is the number
of replicates in the full data-set (bj = 2 for all trials in our example). Thus under these
circumstances M1D and M3D are characterised by the same value for ρ2gj . However, when
spatial correlation is present and fitted in the model the methods differ and the reduction in
ρ2gj for M3D compared with M1D is greater when the correlation is stronger. As an example
consider trials 4 and 7, the models for which have no peripheral effects (see Table 4). Trial
4 exhibits stronger spatial correlation than trial 7 (Table 4) and the difference between ρ2gj
for M1D and M3D is larger for trial 4 (0.05) compared with trial 7 (0.02) (see Table 6).
In terms of M2D the dominant part of Ej is the matrix diag (bji) where bji is the number
of replicates for entry i in the embedded data-set (so is either 1 or 2 in our example). Thus
even in the absence of spatial correlation the value of ρ2gj for M2D is lower than that for
M1D and M3D due to the lower replication.
The use of the full MET analysis with FA2 model for the genetic effects resulted in
increased values for ρ2gj for all trials for each method (that is, M1 compared with M1D,
M2 compared with M2D and M3 compared with M3D). This is consistent with Kelly et al.
(2007) and reinforces the recommendation of appropriate multi-environment trial analyses
over individual trial analyses for the prediction of variety effects (both for individual trials
and overall selection indices).
Finally we note that RS and MSEP when fully composited data were used, either with
or without a mixed model analysis (M4 and M5 respectively), were substantially poorer
than methods M1, M2 or M3. On the basis of the simulations RS for M4 and M5 were on
average 5.5% and 7.1% lower than M1 whereas M2 and M3 were on average only 2.1% and
1.0% lower than M1. In terms of MSEP methods M4 and M5 were on average 108% and
205% higher than M1 whereas M2 and M3 were on average 43% and 20% higher than M1.
6. Concluding remarks
The simulation study in this paper has shown that the common practice for grain quality
testing of using composite samples leads to inferior estimates of variety performance and
thence poor selection decisions. Response to selection is vastly improved with the use of
replicated data and a sound mixed model analysis such as advocated by Smith et al. (2001)
in which appropriate models are applied at both the genetic and error levels.
Quality trait data are often required for trials that have been grown with complete
replicates of all varieties. If the cost of testing is not a limiting factor the use of a fully
replicated data-set may be recommended. If, as is often the case, there are restrictions
on the total number of samples that may be tested the use of the embedded partially
replicated design presented in this paper provides a statistically and economically viable
solution. In particular the use of the embedded design with partial compositing provided
the most efficient alternative to the fully replicated scenario.
The research in this paper was motivated by our involvement with the National Variety
Trials (NVT) system for late stage evaluation of cereal varieties in Australia. These trials
are grown using designs with three replicates and only grain yield is obtained from individual
plots. Physical grain quality traits are assessed using composite samples due to the high
cost involved. Adoption of the embedded approach presented in this paper would therefore
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be very beneficial. The use of three replicates (compared with two as in our example) leads
to a range of possibilities for the partially composited approach. The simplest extension of
the approach presented in this paper would be to test individual replicate plots (so three
samples) for a proportion p of the entries and for the remaining entries test single samples
comprising a composite from all three replicates.
In terms of MET analysis for NVT data the current approach for grain yield comprises
a weighted two-stage mixed model analysis (Smith et al., 2001; Welham et al., 2009). Thus
variety means are first obtained from the separate (spatial) analyses of individual trials
(stage 1) and are then combined to form the data for an overall weighted mixed model
analysis (stage 2). The two-stage approach has been adopted due to the size of the data-
sets (the most recent wheat analysis comprised more than 1500 trials spanning a 9 year
period). At present there is no statistical analysis of grain quality data for NVT. In future
we may adopt a similar approach to that used for grain yield. A key aspect of this approach
is the use of appropriate weights. Welham et al. (2009) suggested that for the analysis of
late-stage trials “... unweighted two-stage analysis should not be used, but a weighted two-
stage analysis may be considered for large sets of trials where a one-stage analysis becomes
computationally impractical.” The proposed embedded p−rep designs provide within-trial
replication which facilitates use of either a fully efficient one-stage MET analysis (as pre-
sented in this paper) or, if computationally impractical, the best possible approximation in
the form of an appropriately weighted two-stage analysis.
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