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Chapter 1
Introduction and Overview
Noncommutative theories has a long history in physics [1] and has kindled a lot of interest
in the past few years owing to the inspiration from string theory [2, 3]. Recent progress in
string theory [4, 5, 6] indicates scenarios where our four dimensional space-time with standard
model fields corresponds to a D3-brane embedded in a larger manifold. Now, since D-branes
correspond, in type II string theories, to the space where the open string endpoints are attached,
our space-time would be affected by string boundary conditions. One important consequence
is the possible noncommutativity of space-time coordinates at very small length scales since
commuting coordinates are incompatible with open string boundary conditions in the presence
of anti-symmetric tensor backgrounds [7, 8, 9, 10, 11]. This is one of the main reasons of
increasing interest in several aspects of noncommutative quantum mechanics and quantum field
theories [2],[12]-[21]. Furthermore, this illustrates the fact that the string boundary conditions
may play a crucial role in the phenomenology of four-dimensional physics.
Since the discovery of the role of branes in string theory [22] they have frequently shown
unexpected properties. They were first identified as the carriers of R-R charges and very soon
after, it was realised that when N of them merge the space-time coordinates normal to them
become noncommutative [23] and the U(N) super Yang-Mills theory emerges. Another type
of noncommutativity appears in the bound states of branes with fundamental strings and with
other branes. It has been shown that such brane bound states correspond to branes with
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non-zero background internal gauge fields [23, 24, 25, 26, 27, 28, 29]. The noncommutativity
arising in the internal structure of these brane bound states is a consequence of the properties of
open strings ending on them. Such open strings satisfy boundary conditions which are neither
Neumann nor Dirichlet, but a combination of the two, sometimes reffered to as mixed boundary
condition [29, 30, 31, 32]. The mixed boundary condition makes the canonical quantisation of
the theory non trivial. Imposing the standard commutation relation leads to inconsistency.
It has been proposed to remove the inconsistency by relaxing the commutativity of the space
coordinates of the open strings along the tangential direction of the brane described by mixed
boundary conditions [7, 31, 32, 33]. The procedure of relaxing the commutativity of space
coordintes adopted in [30, 33], was to keep the standard algebra of the Fourier modes in the
mode expansion.
The noncommutativity observed in the above brane system seemed very similar to that ob-
served by Connes, Douglas and Schwarz [34] in the problem of Matrix Model with non-trivial
background three form. They studied compactification of Matrix theory on a noncommutative
torus and realised that it corresponds to the Matrix theory in such backgrounds. Motivated
by this observation, Ardalan et al. showed that [31, 33], the noncommutativity can be de-
rived within the string theory by wrapping branes with non zero Bµν background field on the
compactification torus.
Different approaches have been adopted to obtain this noncommutativity. A Hamiltonian
operator treatment was provided in [7] and a world sheet approach in [35]. Also, an alternative
Hamiltonian (Dirac [36]) approach based on regarding the Boundary Conditions as constraints
was given in [37, 38]; the corresponding Lagrangian (symplectic) version being done in [39].
The interpretation of the boundary condition as primary constraints usually led to an infinite
tower of second class constraints [40], in contrast to the usual Dirac formulation of constrained
systems [36, 41]. Some other approaches to this problem have been discussed in [42, 43, 44, 45,
46, 47, 48, 49].
On the other hand, it has also been shown that non-commutativity can be obtained in a
more transparent manner by modifying the cannonical Poisson bracket structure, so that it is
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compatible with the boundary condition [10, 50]. In this approach, the boundary conditions
are not treated as constraints. This is similar in spirit to the treatment of Hanson, Regge and
Teitelboim [41], where modified Poisson brackets were obtained for the free Nambu-Goto string,
in the orthonormal gauge, which is the counterpart of the conformal gauge in the free Polyakov
string. Those studies were, however, restricted to the case of the bosonic string and membrane
only. Proceeding further Jing and Long [51] obtained the Poisson brackets among the Fourier
components using the Faddeev-Jackiw symplectic formalism [52], so that they are compatible
with these boundary conditions. Using this they obtained the Poisson brackets among the open
string coordinates revealing the noncommutative structure in the string end points.
1.1 Structure of the thesis
The central theme of this thesis is noncommutativity in string theory. We explore in detail
how noncommutative structures can emerge in case of the interacting bosonic string and even
in the fermionic sector of superstring theory. We have shown in various approaches that string
coordinates must be noncommutative in order to be compatible with boundary conditions.
These noncommutative structures lead to new involutive algebra of constraints but generate
same Virasoro algebra, indicating the internal consistency of our analysis.
On the other hand the action for a string can be chosen, in analogy with the relativistic
particle as the proper area of the world sheet swept out by the dynamical string. This gives
the Nambu-Goto formalism which, however, poses problems in quantisation. A redundant
description, where the world sheet metric coefficients are considered as independent fields, has
been shown by Polyakov [53] to be particularly suitable in this context. The ensuing action is
known as the Polyakov action. The equivalance between the two approaches can be established
on shell by solving the independent metric in the Polyakov action. The classical correspondence
is assumed to lead to equivalent result at the quantum level. Understanding this correspondence
from different view points will, naturally, be useful.
• We start with the gauge independent analysis of Polyakov string and give a review, based
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on [10], of the emergence of noncommutativity in the context of an open string. Here the
authors, do not treat the boundary conditions as constraints, but show that they can be sys-
tematically implemented by modifying the canonical Poisson bracket structure. We follow the
same methodology to obtain the noncommutativity among the string coordinates for both in-
terpolating and super strings in the following chapters. This is the subject matter of chapter
2.
A deeper connection between Polyakov action and Nambu-Goto string action has been
demonstrated in [10] by constructing a Lagrangian description which interpolates between the
Nambu-Goto and Polyakov forms in the free case. The interpolating theory thus offers a unified
pictures for understanding different features of the basic structures including their various
symmetry properties. In this sense, therefore, it is more general than either the Nambu-Goto
or Polyakov formulation. An added advantage is that it illuminates the passage from the
Nambu-Goto form to the Polyakov form, which is otherwise lacking. In this context it may be
noted that the Polyakov action has the additional Weyl invariance which Nambu-Goto action
does not have. The interpolating action, which does not presuppose Weyl invariance, thus
offers a proper platform of discussing the equivalance of the two actions. It also explains the
emergence of the Weyl invariance in a natural way. In this work we study the interpolating
formalism both in free and interacting case.
• In chapter 3 we derive a master action for interacting bosonic strings, interpolating between
the Nambu-Goto and Polyakov formalism. Modification of the basic poisson bracket structure
compatible with boundary conditions followed by the emergence of the noncommutativity is
shown in this formalism (in case of both free and interacting strings) following the approach
discussed in chapter 2 and [10, 41, 50]. Our results go over smoothly to the Polyakov version once
the proper identifications are made. This noncommutativity leads to a new involutive constraint
algebra which is markedly different from that obtained in second chapter [10]. With the above
results at our disposal, we go over to the study of gauge symmetry in the noncommutative
framework. Owing to the new constraint algebra we find surprising changes in the structure
constants of the theory. Finally, we compute the gauge variations of the fields and show the
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underlying unity of diffeomorphism with the gauge symmetry in the noncommutative framework
[54].
So far our attention was basically confined to the classical level. We now extend parts of
the foregoing analysis to the quantum level. To that end, recall that in quantum field theory,
products of quantum fields at the same space-time points are in general singular objects. The
same thing happens in string theory if one multiplies position operators, that can be taken
as conformal fields on the world sheet. This situation is well known and one can remove the
singular part of the operator products by defining normal ordered well behaved objects [53].
Normal ordered products of operators are usually defined so as to satisfy the classical equations
of motion at quantum level.
Recently Braga et al. [55] defined normal ordered products for open string position operators
that additionally satisfy the boundary conditions. This way one can define a normal ordering
that will be valid also at string end-points.
• In the 4th chapter, noncommutativity in an open bosonic string moving in the presence of
a background Neveu-Schwarz two-form field Bµν is investigated in a conformal field theory
approach. The mode algebra is first obtained using the newly proposed normal ordering, which
satisfies both equations of motion and boundary conditions. Using these the commutator
among the string coordinates is obtained. Interestingly, this new normal ordering yields the
same algebra between the modes as the one satisfying only the equations of motion. In this
approach, we find that noncommutativity originates more transparently and our results match
with the existing results in the literature [56].
Compared to the bosonic string theory, the supersymmetric case as well as superstring
theory has received less attention. In Ref [8], the authors discussed the fermionic part without
resorting to the dynamical properties. They start from the bosonic results by supersymmetric
transformations. In [57], the authors find that in order to keep the supersymmetry unbroken in
an open string’s end points, it is necessary to add a proper boundary term to the supersymmetric
action. Authors of [58] work in the discrete version. They take the boundary conditions as
constraints and then Fadeev Jackiw method is employed to get the anti-poisson brackets among
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the string coordinates. Jing also obtained the anti-poisson brackets in [59] by following the same
methdology of their bosonic paper [51].
• In chapter 5 we start with the Ramond Neveu Schwarz superstring action in the conformal
gauge and discuss the super constraint structure of the theory. The non(anti)commutativity of
the theory is then revealed in the conventional Hamiltonian framework by following [10, 41, 50].
We have obtained this expressions of non(anti)commutative structure for an open superstring
by modifying the canonical bracket, so that it is compatible with the boundary conditions. We
find that the non(anti)commutative structures not only appear for an open string moving in
the antisymmetric background field but also in the free case. This is indeed a new result. We
have also shown that this symplectic structure leads to a new involutive structure for the super
constraint algebra at the classical level [60].
• In Chapter 6 we extend our methodology discussed in chapter 4 to analyse an open super
string propagating freely and one moving in a constant antisymmetric background field [61].
We start by reviewing the recent results involving new normal ordered products of fermionic
operators [62]. The mode algebra is then obtained using the newly proposed normal ordering,
which satisfies both equations of motion and boundary conditions. Finally we obtain same
anti-commutators among the string coordinates by using the mode algebra.
• It is surprising that all the studies in the context of superstring theory is based on Ramond
boundary conditions. But as is well known in the context of fermionic string there is a choice
between Ramond boundary conditions and Neveu Schwarz boundary conditions. In chapter
5 and chapter 6 we have a detailed discussion on the problem of non(anti)commutativity on
the basis of Ramond boundary conditions. In chapter 7, we extend our methodology to the
superstring satisfying the Neveu Schwarz boundary conditions [63].
Finally, in Chapter 8 we summarise the important results.
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Chapter 2
Review of Bosonic String
An intriguing connection between string theory, noncommutative geometry and noncommu-
tative Yang-Mills theory was revealed in [2]. The study of open string, in the presence of
a background Neveu-Schwarz two-form field Bµν , leads to a noncommutative(NC) structure
which manifests in the noncommutativity at the end points of the string which are attached to
D-branes. Different approaches have been adopted to obtain this result.
In this present chapter, we discuss the Polyakov action and also the essential result of [10] in
which the authors provide an exhaustive analysis of the noncommutativity in open string the-
ory moving in the presence of a constant Neveu-Schwarz field, in the conventional Hamiltonian
framework. In contrast to the usual studies, this model of string theory is very general in the
sense that no gauge is fixed at the beginning. Let us recall that all computations of noncommu-
tativity, mentioned before, were done in the conformal gauge. This gauge independent analysis
yields a new noncommutative structure, which correctly reduces to the usual one in conformal
gauge. This shows the compatibility of the present analysis with the existing literature. In
the general case, the noncommutativity is manifested at all points of the string, in contrast to
conformal gauge results where it appears only at the boundaries. Indeed, in this gauge inde-
pendent scheme, one finds a noncommutative algebra among the coordinates, even for a free
string, a fact that was not observed before. Expectedly, this noncommutativity vanishes in the
conformal gauge. Note however, that there is no gauge for which noncommutativity vanishes
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in the interacting theory.
At the outset, let us point out the crucial difference between existing Hamiltonian analysis
[9] and this approach. This is precisely in the interpretation of the boundary conditions(BC)
arising in the string theory. The general consensus has been to consider the boundary conditions
as primary constraints of the theory and attempt a conventional Dirac constraint analysis [36].
The aim is to induce the noncommutativity in the form of Dirac Brackets between coordinates.
The subsequent analysis turns out to be ambiguous since it involves the presence of δ(0)-like
factors, (see Chu and Ho in [9]). Different results are obtained depending on the interpretation
of these factors.
Here on the other hand we do not treat the BCs as constraints, but show that they can
be systematically implemented by modifying the canonical Poisson Bracket(PB) structure. In
this sense this approach is quite similar in spirit to that of Hanson, Regge and Teitelboim [41],
where modified PBs were obtained for the free Nambu-Goto string, in the orthonormal gauge,
which is the counterpart of the conformal gauge in the free Polyakov string.
2.1 The free string in Polyakov formalism
In this section, we analyze the Polyakov formulation of the free string. The Polyakov action
for a free bosonic string reads,
SP = −1
2
∫ +∞
−∞
dτ
∫ π
0
dσ
√−ggab∂aXµ ∂bXµ (2.1)
where τ and σ are the usual world-sheet parameters and gab, up to a Weyl factor, is the induced
metric on the world-sheet. Xµ(σ) are the string coordinates in the D-dimensional Minkowskian
target space with metric ηµν = diag (−1, 1, 1.., 1).
This action has the following symmetries:
• 1. D-dimensional Poincare´ invariance:
X
′µ(τ, σ) = ΛµνX
ν(τ, σ) + aµ
g
′
ab(τ, σ) = gab(τ, σ) (2.2)
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• 2. Diffeomorphism Invariance:
X
′µ(τ
′
, σ
′
) = Xµ(τ, σ)
∂σ
′c
∂σa
∂σ
′d
∂σb
g
′
cd(τ
′
, σ
′
) = gab(τ, σ) (2.3)
for new coordinates σ
′a(τ, σ).
• 3. Two-dimensional Weyl invariance:
X ′µ(τ, σ) = Xµ(τ, σ)
g′ab(τ, σ) = exp(2ω(τ, σ)) gab(τ, σ) (2.4)
for arbitrary ω(τ, σ).
Here we carry out our analysis in the complete space by regarding both Xµ and gab as inde-
pendent dynamical variables [64]. The canonical momenta are,
Πµ =
δLP
δ (∂τ Xµ)
= −√−g ∂τXµ
πab =
δLP
δ(∂τ gab)
= 0. (2.5)
It is clear that while Πµ is a genuine momenta, πab ≈ 0 are the primary constraints of the
theory. The conservation of the above primary constraints leads to the secondary constraints
Ω1(σ) and Ω2(σ). These secondary constraints also follow from the equation obtained by varying
gab since this is basically a Lagrange multiplier. This imposes the vanishing of the symmetric
energy-momentum tensor,
Tab =
2√−g
δSP
δgab
= −∂aXµ ∂bXµ + 1
2
gabg
cd∂cX
µ ∂dXµ = 0. (2.6)
Because of the Weyl invariance, the energy-momentum tensor is traceless,
T aa = g
abTab = 0
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so that only two components of Tab are independent. These components, which are the con-
straints of the theory, are given by,
Ω1(σ) = g T
00 = −T11 =
(
Π2(σ) +X ′ 2(σ)
)
= 0
Ω2(σ) =
√−gT 01 = Π(σ) ·X ′(σ) = 0 (2.7)
The canonical Hamiltonian obtained from (2.1) by a Legendre transformation is given by,
H =
∫
dσ
√−gT 00 =
∫
dσ
√−g
(
1
2g11
Ω1(σ) +
g01√−g g11 Ω2(σ)
)
(2.8)
expectedly, the Hamiltonian turns out to be a linear combination of the constraints.
Just as variation of gab yields the constraints, variation of X
µ gives the equation of motion,
∂a (
√−ggab ∂bXµ) = 0 (2.9)
Finally, there is a mixed BC,
∂σXµ(τ, σ)|σ=0,π = 0 (2.10)
In the covariant form involving phase space variables, this is given by
(
∂σX
µ +
√−gg01Πµ
)
|σ=0,π = 0. (2.11)
The non trivial basic PBs of the theory are:
{Xµ(τ, σ),Πν(τ, σ′)} = δµν δ(σ − σ′){
gab(τ, σ), π
cd(τ, σ′)
}
=
1
2
(δcaδ
d
b + δ
d
aδ
c
b)δ(σ − σ′) (2.12)
where δ(σ − σ′) is the usual one-dimensional Dirac delta function. From the basic PB, it is
easy to generate the following first class (involutive) algebra,
{Ω1(σ),Ω1(σ′)} = 4 (Ω2(σ) + Ω2(σ′))∂σδ(σ − σ′),
{Ω2(σ),Ω1(σ′)} = (Ω1(σ) + Ω1(σ′))∂σδ(σ − σ′),
{Ω2(σ),Ω2(σ′)} = (Ω2(σ) + Ω2(σ′))∂σδ(σ − σ′). (2.13)
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2.2 Modified brackets for the Polyakov string
Let us again consider the BCs for the Polyakov string,
(
∂σX
µ +
√−gg01Πµ
)
|σ=0,π = 0. (2.14)
It is easily seen that the above BCs are incompatible with the first of the basic PBs (2.12).
Hence the brackets should be modified suitably. The modification of PBs can be done in
spirit to the treatment of Hanson et al. [41], where modified PBs were obtained for the free
Nambu-Goto string.
We would also like to mention that there is an apparent contradiction of the constraint
πab ≈ 0 with the second PB (2.12). However this equality is valid in Dirac’s “weak” sense only,
so that it can be set equal to zero only after the relevant brackets have been computed. These
weak equalities will be designated by ≈, rather than an equality, which is reserved only for
a strong equality. In this sense, therefore, there is no clash between this constraint and the
relevant PB. Indeed, we can even ignore the canonical pair (gab, π
cd) from the basic PB.
The situation is quite similar to usual electrodynamics. There the Lagrange multiplier is A0,
which corresponds to gab in the string theory. The multiplier A0 enforces the Gauss constraint
just as gab enforces the constraints Ω1 and Ω2. Furthermore, the Gauss constraint generates
the time independent gauge transformations, while Ω1, Ω2 generate the diffeomorphism trans-
formations.
The BC (2.14), on the other hand, is not a constraint in the Dirac sense [36], since it is
applicable only at the boundary. Thus, there has to be an appropriate modification in the PB,
to incorporate this condition. This is not unexpected and occurs, for instance, in the example
of a free scalar field φ(x) in (1 + 1) dimension, subjected to periodic BC of period, say, 2π
(φ(t, x + 2π) = φ(t, x)). There the PB between the field φ(t, x) and its conjugate momentum
π(t, x) are given by,
{φ(t, x), π(t, y)} = δP (x− y) (2.15)
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where,
δP (x− y) = δP (x− y + 2π) = 1
2π
∑
n∈Z
ein(x−y) (2.16)
is the periodic delta function of period 2π [65] and occurs in the closure properties of the
basis functions einx for the space of square integrable functions, defined on the unit circle
S1. This periodic delta function is related to the usual Dirac delta function as δP (x − y) =∑
n∈Z δ(x− y + 2πn)
Before discussing the mixed type condition (2.14), that emerged in a completely gauge
independent formulation of the Polyakov action, consider the simpler Neumann type condition
(∂σX
µ)|σ=0,π = 0 in an orthonormal (conformal) gauge. It is easy to find the solutions to the
equations of motion (2.9) which are compatible with the Neumann BCs
Xµ(τ, σ) = xµ + pµ τ + i
∑
n 6=0
αµn
n
e−inτ cos(nσ) (2.17)
Reality of Xµ(τ, σ) implies that x, p are real and
αµ⋆n = α
µ
−n for n 6= 0. (2.18)
We enlarge the domain of definition of the bosonic field Xµ from [0, π] to [−π, π] by observing
the fact
Xµ(τ,−σ) = Xµ(τ, σ) under σ → −σ (2.19)
which further yields
Xµ(−π) = Xµ(π). (2.20)
Now we start by noting that the usual properties of a delta function is also satisfied by δP (x)
(2.16),
∫ π
−π
dx′ δP (x
′ − x) f(x′) = f(x) (2.21)
for any periodic function f(x) = f(x+2π) defined in the interval [−π, π]. Then by using (2.19),
the above integral (2.21) reduces to the following:
∫ π
0
dσ′∆+(σ
′, σ)Xµ(σ′) = Xµ(σ) (2.22)
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where
∆+(σ
′, σ) = δP (σ
′ − σ) + δP (σ′ + σ). (2.23)
Using (2.16), the explicit form of ∆+(σ
′, σ) can be given as,
∆+(σ
′, σ) =
1
π
+
1
π
∑
n 6=0
cos(nσ′)cos(nσ). (2.24)
It thus follows that the appropriate PB is given by,
{Xµ(τ, σ),Πν(τ, σ′)} = δµν∆+(σ′, σ). (2.25)
It is clearly consistent with Neumann BC as ∂σ∆+(σ, σ
′)|σ=0,π = ∂σ′ ∆+(σ, σ′)|σ=0,π = 0 and is
automatically satisfied. Observe also that the other brackets
{Xµ(τ, σ), Xν(τ, σ′)} = 0 (2.26)
{Πµ(τ, σ),Πν(τ, σ)} = 0 (2.27)
are already consistent with the Neumann BCs and hence remain unchanged.
For a gauge independent analysis, we take recourse to the mixed condition (2.14). A simple
inspection shows that this is also compatible with the modified brackets (2.25 , 2.27), but not
with (2.26). Hence the bracket among the coordinates should be altered suitably. We therefore
make an ansatz,
{Xµ(τ, σ), Xν(τ, σ′)} = Cµν(σ, σ′) (2.28)
where,
Cµν(σ, σ′) = −Cνµ(σ′, σ).
Imposing the BC (2.14) on this algebra, we get,
∂σ′ C
µν(σ, σ′)|σ′=0,π = ∂σ Cµν(σ, σ′)|σ=0,π
= −√−gg01{Πµ(τ, σ), Xν(τ, σ′)}
=
√−gg01ηµν∆+(σ, σ′) (2.29)
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For an arbitrary form of the metric tensor, it might be technically problematic to find a solution
for Cµν(σ, σ′). However, for a restricted class of metric1 that satisfy
∂σgab = 0
it is possible to give a quick solution of Cµν(σ, σ′) as,
Cµν(σ, σ′) =
√−gg01ηµν [Θ(σ, σ′)−Θ(σ′, σ)] (2.30)
where the generalised step function Θ(σ, σ′) satisfies,
∂σΘ(σ, σ
′) = ∆+(σ, σ
′) (2.31)
An explicit form of Θ is given by [41],
Θ(σ, σ′) =
σ
π
+
1
π
∑
n 6=0
1
n
sin(nσ)cos(nσ′) , (2.32)
having the properties,
Θ(σ, σ′) = 1 for σ > σ′ ,
Θ(σ, σ′) = 0 for σ < σ′. (2.33)
Using these relations, the simplified structure of noncommutative algebra follows,
{Xµ(τ, σ), Xν(τ, σ′)} = 0 for σ = σ′
{Xµ(τ, σ), Xν(τ, σ′)} = ±√−g g01 ηµν for σ 6= σ′ (2.34)
respectively. Thus a noncommutative algebra for distinct coordinates σ 6= σ′ of the string
emerges automatically in a free string theory if a gauge independent analysis is carried out like
this. But this non-commutativity can be made to vanish in gauges like conformal gauge, where
g01 = 0, thereby restoring the usual commutative structure.
Now using the modified basic brackets we obtain the following involutive constraint algebra2
{Ω1(σ),Ω1(σ′)} = Ω1(σ′)∂σ∆+ (σ, σ′) + Ω1(σ)∂σ∆− (σ, σ′)
{Ω1(σ),Ω2(σ′)} = (Ω2(σ) + Ω2(σ′)) ∂σ∆+ (σ, σ′)
{Ω2(σ),Ω2(σ′)} = 4 (Ω1(σ)∂σ∆+ (σ, σ′) + Ω1(σ′)∂σ∆− (σ, σ′)) . (2.35)
1Such conditions also follow from a standard treatment of the light-cone gauge [53]
2Note that there were some errors in [10]
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A crucial intermediate step in the above derivation is to use the relation,
{X ′µ(σ), X ′ν(σ′)} = 0 (2.36)
which follows from the basic bracket (2.34) [10].
2.3 Interacting Polyakov string
The Polyakov action for a bosonic string moving in the presence of a constant background
Neveu-Schwarz two-form field Bµν is given by,
SP = −1
2
∫
dτdσ
(√−ggab ∂aXµ ∂bXµ + eǫabBµν ∂aXµ ∂bXν) (2.37)
where ǫ01 = −ǫ10 = +1. A usual canonical analysis leads to the following set of primary first
class constraints,
gT 00 =
1
2
[
(Πµ + eBµν∂σX
ν)2 + (∂σX)
2
]
≈ 0
√−g T 01 = Π.∂σX ≈ 0 (2.38)
where
Πµ = −
√−g∂τXµ + eBµν ∂σXν (2.39)
is the momentum conjugate to Xµ. The boundary condition written in terms of phase-space
variables is
[
∂σXµ +Π
ρ
(
NM−1
)
ρµ
]
σ=0,π
= 0 (2.40)
where,
Mρµ =
1
g11
[δρµ − 2e√−g g01B
ρ
µ + e
2BρνBνµ]
Nνµ = − g
01
g00
√−g ηνµ −
1
g11
eBνµ (2.41)
are two matrices.
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The {Xµ,Πν} Poisson bracket is the same as that of the free string whereas considering the
general structure (2.28) and exploiting the above boundary condition, one obtains
∂σCµν(σ, σ
′) |σ=0,π=
(
NM−1
)
νµ
∆+(σ, σ
′) |σ=0,π . (2.42)
As in the free case, we restrict to the class of metrics defined satisfying ∂σgab = 0, the above
equation has a solution
Cµν(σ, σ
′) =
1
2
(NM−1)(νµ) [Θ(σ, σ
′)−Θ(σ′, σ)]
+
1
2
(NM−1)[νµ] [Θ(σ, σ
′) + Θ(σ′, σ)− 1] . (2.43)
where (NM−1)(νµ) the symmetric and (NM−1)[νµ] the antisymmetric part of (NM−1)νµ. The
modified algebra is gauge dependent; it depends on the choice of the metric. However, there
is no choice, for which the non-commutativity vanishes. To show this, note that the origin of
the non-commutativity is the presence of non-vanishing Nνµ in the BC (2.40). Vanishing Nνµ
would make Bµν and ηµν proportional to each other which obviously cannot happen, as the
former is an antisymmetric and the latter is a symmetric tensor. Hence non-commutativity will
persist for any choice of world-sheet metric gab.
2.4 Summary
In this chapter we have discussed the Polyakov string and derived the expressions for a noncom-
mutative algebra [10], that are more general than the standard results found in the conformal
gauge. The origin of any modification in the usual Poisson algebra is the presence of boundary
conditions. This phenomenon is quite well known for a free scalar field subjected to periodic
boundary conditions. We showed that its exact analogue is the conformal gauge fixed free
string, where the boundary condition is of Neuman-type. This led to a modification only in
the {Xµ(σ),Πν(σ′)} algebra, where the usual Dirac delta function got replaced by ∆+(σ, σ′).
Using certain algebraic consistency requirements, we showed that the boundary conditions in
the free theory naturally led to a noncommutative structure among the coordinates. This non-
commutativity, however, vanishes in the conformal gauge, as expected. The same technique
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was adopted for the interacting string. Here, on contrast, we find that there is a genuine
noncommutativity at the string end points and can not be made to vanish in any gauge.
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Chapter 3
Interpolating string: A study of gauge
symmetries in a noncommutative
framework
The dynamics of a bosonic string is described either by Nambu–Goto(NG) or Polyakov action.
Both these actions, though very well-known in the literature, poses certain degrees of difficulty.
NG formalism is inconvenient for path integral quantisation whereas Polyakov action involves
many redundant degrees of freedom. However, yet another formulation, interpolating between
these two versions of string action, has also been put forward in the literature [10, 54]. This
interpolating Lagrangian, in a certain sense, is a better description of the theory in the sense
that it neither objects to quantization nor has as many redundancies as in the Polyakov version.
Further, it gives a perfect platform to study the gauge symmetries vis-a`-vis reparametrisation
symmetries of the various free string actions by a constrained Hamiltonian approach [66, 67].
In the present chapter, acknowledging the above facts, we derive a master action for interact-
ing bosonic strings, interpolating between the NG and Polyakov formalism. Modification of the
basic PB structure compatible with BC(s) followed by the emergence of the noncommutativity
is shown in this formalism (in case of both free and interacting strings) following the approach
discussed in previous chapter [10, 50, 60]. Our results go over smoothly to the Polyakov version
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once proper identifications are made. These modified PBs lead to a new involutive constraint
algebra which is markedly different from that given in [10]. With the above results at our
disposal, we go over to the study of gauge symmetry in the NC framework. Owing to the new
constraint algebra we find surprising changes in the structure constants of the theory. Finally,
we compute the gauge variations of the fields and show the underlying unity of diffeomorphism
with the gauge symmetry in the NC framework.
3.1 The interacting theory: Nambu-Goto Formulation
Although the Polyakov and NG formulations for free strings are regarded to be classically equiv-
alent, there are are some subtle issues. Indeed, the structures of BCs in the two formulations
are different. Also more complications are expected in the presence of interactions. In this
section, we analyse the NG formulation of the interacting bosonic string. As we shall see in
the next section, this is essential in the construction of the Interpolating Lagrangian for the
interacting string. The NG action for a bosonic string moving in the presence of a constant
background Neveu-Schwarz two-form field Bµν reads:
SNG =
∫ ∞
−∞
dτ
∫ π
0
dσ
[
L0 + eBµνX˙µX ′ν
]
(3.1)
where L0 is the free NG Lagrangian density given by
L0 = −
[
(X˙.X ′)2 − X˙2X ′2
] 1
2 . (3.2)
The Euler-Lagrange equations and BC obtained by varying the action read:
Π˙µ +K ′µ = 0
Kµ|σ=0,π = 0 (3.3)
where,
Πµ =
∂L
∂X˙µ
= L−10
(
−X ′2X˙µ + (X˙.X ′)X ′µ
)
+ eBµνX
′ν
Kµ =
∂L
∂X ′µ
= L−10
(
−X˙2X ′µ + (X˙ ·X ′)X˙µ
)
− eBµνX˙ν . (3.4)
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Note that Πµ is the canonically conjugate momentum to X
µ. The first of (2.12) is the only
nontrivial PB of NG theory. The primary constraints of the theory are:
Ω1 = ΠµX
′µ = 0
Ω2 = (Πµ − eBµνX ′ν)2 +X ′2 = 0 (3.5)
and they generate the same first class (involutive) algebra as that of Polyakov string (2.13)
Now as happens for a reparametrisation invariant theory, the canonical Hamiltonian density
defined by a Legendre transform vanishes
Hc = ΠµX˙µ −L = 0. (3.6)
This can be easily seen by substituting (3.4) in (3.6). The total Hamiltonian density is thus
given by a linear combination of the first class constraints (3.5):
HT = −ρΩ1 − λ
2
Ω2 (3.7)
where ρ and λ are Lagrange multipliers. It is easy to check that time preserving the primary
constraints yields no new secondary constraints. Hence the total set of constraints of the NG
theory is given by the first-class system (3.5).
As in the case of Polyakov string, here also we enlarge the domain of definition of the bosonic
field Xµ from [0, π] to [−π, π] in order to write down the generators of τ and σ reparametrisation
in a compact form. We define
Xµ(τ,−σ) = Xµ(τ, σ) ; Bµν → −Bµν under σ → −σ. (3.8)
The second condition implies that Bµν , albeit a constant, transforms as a pseudo scalar under
σ → −σ in the extended interval. This ensures that the interaction term eBµνX˙µX ′ν in (3.1)
remains invariant under σ → −σ like the free NG Lagrangian density L0 (3.2). Consistent with
this, we have
Πµ(τ,−σ) = Πµ(τ, σ), X ′µ(τ,−σ) = −X ′µ(τ, σ). (3.9)
Now, from (3.5), (3.8) we note that the constraints Ω1(σ) = 0 and Ω2(σ) = 0 are odd and
even respectively under σ → −σ. Now demanding the total Hamiltonian density HT (3.7) also
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remains invariant under σ → −σ, one finds that ρ and λ must be odd and even respectively
under σ → −σ.
We may then write the generator of all τ and σ reparametrisation as the functional [41]:
L[f ] =
1
2
∫ π
0
dσ{f+(σ)Ω2(σ) + 2f−(σ)Ω1(σ)} , (3.10)
where, f±(σ) = 12(f(σ) ± f(−σ)) are by construction even and odd function and f(σ) is an
arbitary differentiable function defined in the extended interval [−π, π]. The above expression
can be simplified to:
L[f ] =
1
4
∫ π
−π
dσf(σ) [Ω2(σ) + 2Ω1(σ)]
=
1
4
∫ π
−π
dσf(σ)
[
Πµ(σ) +X
′
µ(σ)− eBµνX ′ν(σ)
]2
. (3.11)
It is now easy to verify (using (2.13)) that the above functional (3.11) generates the following
Virasoro algebra:
{L[f(σ)], L[g(σ)]} = L[f(σ)g′(σ)− f ′(σ)g(σ)]. (3.12)
Defining
Lm = L[e
−imσ] , (3.13)
one can write down an equivalent form of the Virasoro algebra
{Lm, Ln} = i(m− n)Lm+n . (3.14)
Note that we do not have a central extension here, as the analysis is entirely classical.
3.2 Interacting String in interpolating formalism
In the previous section we have reviewed the salient features of the interacting NG string. We
now pass on to the construction of the interpolating action of the interacting string1. To achieve
this end, we write down the Lagrangian of the interacting NG action in the first-order form:
LI = ΠµX˙µ −HT . (3.15)
1The construction of the interpolating action for the free string has been discussed in [10].
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Substituting (3.7) in (3.15), LI becomes
LI = ΠµX˙µ + ρΠµX ′µ + λ
2
[
(Π2 +X ′2)− 2eBµνΠµX ′ν + e2BµνBµρX ′νX ′ρ
]
. (3.16)
The advantage of working with the interpolating action is that it naturally leads to either the
NG or the Polyakov formulations of the string. In the Lagrangian (3.16), λ and ρ originally
introduced as Lagrange multipliers, will be treated as independent fields, which behave as
scalar and pseudo-scalar fields respectively in the extended world-sheet, as was discussed in the
previous section. We will eliminate Πµ from (3.16) as it is an auxiliary field. The Euler-Lagrange
equation for Πµ is:
X˙µ + ρX ′µ + λΠµ − eλBµνX ′ν = 0 . (3.17)
Substituting Πµ from (3.17) back in (3.16) yields:
LI = − 1
2λ
[
X˙2 + 2ρ(X˙.X ′) + (ρ2 − λ2)X ′2 − 2λeBµνX˙µX ′ν
]
. (3.18)
This is the form of the interpolating Lagrangian of the interacting string.
The reproduction of the NG action (3.1) from the interpolating action of the interacting
string is trivial and can be done by eliminating ρ and λ from their respective Euler-Lagrange
equations of motion following from (3.18),
ρ = −X˙ ·X
′
X ′2
λ2 =
(
X˙ ·X ′
)2 − X˙2X ′2
X ′2X ′2
. (3.19)
From this equation λ is determined modulo a sign which can be fixed by demanding the con-
sistency of Eq. (3.4) with Eq. (3.17). Accordingly,
λ = −
[(
X˙ ·X ′
)2 − X˙2X ′2]
1
2
X ′2X ′2
. (3.20)
If, on the other hand, we identify ρ and λ with the following contravariant components of the
world-sheet metric,
gab = (−g)− 12

 1λ ρλ
ρ
λ
(ρ2−λ2)
λ

 (3.21)
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then the above Lagrangian (3.18) reduces to the Polyakov form,
LP = −1
2
(√−ggab∂aXµ∂bXµ − eǫabBµν∂aXµ∂bXν) ; (a, b = τ, σ) . (3.22)
In this sense, therefore, the Lagrangian in (3.18) is referred to as an interpolating Lagrangian.
It should be noted that the interpolating action has only two additional degrees of freedom,
λ and ρ, which does not fully match the three degrees of freedom of the worldsheet metric of
the Polyakov action. However, due to Weyl invariance of the Polyakov action, only two of the
three different metric coefficients gab are really independent. This Weyl invariance is special to
the Polyakov string, the higher branes do not share it.
We can now, likewise construct the interpolating BC from the interpolating Lagrangian
(3.18),
Kµ =
[
∂LI
∂X ′µ
]
σ=0,π
=
(
ρ
λ
X˙µ +
ρ2 − λ2
λ
X ′µ + eBµνX˙
ν
)
σ=0,π
= 0. (3.23)
The fact that this can be easily interpreted as interpolating BC, can be easily seen by using
the expressions (3.19) for ρ and λ in (3.23) to yield:
[
L−10
(
−X˙2X ′µ +
(
X˙X ′
)
X˙µ
)
− eBµνX˙ν
]
σ=0,π
= 0 , (3.24)
which is the BC of the interacting NG string (3.4).
On the other hand, we can identify ρ and λ with the metric components as in (3.21) to recast
(3.23) as:
(
g1a∂aX
µ(σ) +
1√−g eB
µ
ν∂0X
ν(σ)
)
σ=0,π
= 0. (3.25)
which is easily identifiable with Polyakov form of BC [10] following from the action (3.22).
Using phase space variables Xµ and Πµ, (3.23) can be rewritten as
Kµ =
[
(ρΠµ + λX ′µ) + eBµν
(
Πν − eBνρX ′ρ
)]
σ=0,π
= 0. (3.26)
Hence it is possible to interpret either of (3.23) or (3.26) as an interpolating BC.
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Now we come to the discussion of the constraint structure of the interpolating interacting string.
Note that the independent fields in (3.18) areXµ, ρ and λ. The corresponding momenta denoted
by Πµ, πρ and πλ, are given as:
Πµ = −1
λ
(
X˙µ + ρX
′
µ
)
+ eBµνX
′ν
πρ = 0
πλ = 0 . (3.27)
In addition to the PB(s) similar to (2.12), we now have:
{ρ (τ, σ) , πρ (τ, σ′)} = δ (σ − σ′)
{λ (τ, σ) , πλ (τ, σ′)} = δ (σ − σ′) . (3.28)
The canonical Hamiltonian following from (3.18) reads:
Hc = −ρΠµX ′µ − λ
2
{
(Πµ − eBµνX ′ν)2 +X ′2
}
(3.29)
which reproduces the total Hamiltonian (3.7) of the NG action. From the definition of the
canonical momenta we can easily identify the primary constraints:
Ω3 = πρ = 0
Ω4 = πλ = 0 . (3.30)
The conservation of the above primary constraints leads to the secondary constraints Ω1 and
Ω2 of (3.5). The primary constraints of the NG action appear as secondary constraints in this
formalism. The system of constraints for the Interpolating Lagrangian thus comprises of the
set (3.30) and (3.5). The PB(s) of the constraints of (3.30) vanish within themselves. Also the
PB of these with (3.5) vanish.
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3.3 Modified brackets for Interpolating String
3.3.1 Free Interpolating String:
Let us consider boundary condition for free interpolating string which can be obtained by
setting Bµν = 0 in (3.26):
Kµ = [(ρΠµ + λX ′µ)]σ=0,π = 0. (3.31)
It is now easy to note that the above BC is not compatible with the basic PB (2.12). To
incorporate this, an appropriate modification in the PB is in order. In the previous chapter,
the equal time brackets were given in terms of certain combinations (∆+(σ, σ
′)) of periodic
delta function [10, 41, 50, 60],
{Xµ(τ, σ),Πν(τ, σ′)} = δµν∆+(σ, σ′) (3.32)
where,
∆+ (σ, σ
′) = δP (σ − σ′) + δP (σ + σ′) = 1
π
+
1
π
∑
n 6=0
cos(nσ′)cos(nσ)
∆− (σ, σ
′) = δP (σ − σ′)− δP (σ + σ′) = 1
π
∑
n 6=0
sin(nσ′)sin(nσ) (3.33)
rather than an ordinary delta function to ensure compatibility with Neumann BC
∂σX
µ(σ)|σ=0,π = 0 , (3.34)
in the bosonic sector. Remember that the other brackets
{Xµ (σ) , Xν (σ′)} = 0 (3.35)
{Πµ (σ) ,Πν (σ′)} = 0 (3.36)
are consistent with the Neumann boundary condition (3.34).
Now a simple inspection shows that the BC (3.31) is also compatible with (3.32)2 and (3.36),
but not with (3.28) and (3.35). Hence the brackets (3.28) and (3.35) should be altered suitably.
2Note that there is no inconsistency in (3.34) as ∂σ∆+ (σ, σ
′) |σ=0,pi = 0.
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Now, since ρ and λ are odd and even functions of σ respectively, we propose:
{ρ(τ, σ), πρ(τ, σ′)} = ∆−(σ, σ′)
{λ(τ, σ), πλ(τ, σ′)} = ∆+(σ, σ′). (3.37)
and also make the following ansatz for the bracket among the coordinates (3.35):
{Xµ(τ, σ), Xν(τ, σ′)} = Cµν(σ, σ′) ; where Cµν(σ, σ′) = − Cνµ(σ′, σ) . (3.38)
One can easily check that the brackets (3.37) are indeed compatible with the BC (3.31). Now
imposing the BC (3.31) on the above equation (3.38), we obtain the following condition:
∂σC
µν (σ, σ′) |σ=0,π = ρ
λ
ηµν∆+ (σ, σ
′) |σ=0,π . (3.39)
Now to find a solution for Cµν(σ, σ′), we choose3:
∂σ
(
ρ
λ
)
= 0 (3.40)
which gives a solution of Cµν(σ, σ′) as:
Cµν(σ, σ′) = ηµν [κ(σ)Θ(σ, σ′)− κ(σ′)Θ(σ′, σ)] (3.41)
where the generalised step function Θ(σ, σ′) satisfies,
∂σΘ(σ, σ
′) = ∆+(σ, σ
′) . (3.42)
Here, κ(σ) = ρ
λ
(σ) is a pseudo-scalar. The σ in the parenthesis has been included deliberately
to remind the reader that it transforms as a pseudo-scalar under σ → −σ and should not be
read as a functional dependence. The pseudo-scalar property of κ(σ) is necessary for Cµν(σ, σ′)
to be an even function of σ as X(σ) is also an even function of σ in the extended interval [−π, π]
of the string (3.8). An explicit form of Θ(σ, σ′) is given by [41]:
Θ(σ, σ′) =
σ
π
+
1
π
∑
n 6=0
1
n
sin(nσ)cos(nσ′) (3.43)
3The condition (3.40) reduces to a restricted class of metric for Polyakov formalism that satisfy ∂σg01 = 0.
Such conditions also follow from a standard treatment of the light-cone gauge [53].
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having the properties,
Θ(σ, σ′) = 1 for σ > σ′
and Θ(σ, σ′) = 0 for σ < σ′. (3.44)
Using the above relations, the simplified structure of (3.41) reads,
{Xµ(τ, σ), Xν(τ, σ′)} = 0 for σ = σ′
{Xµ(τ, σ), Xν(τ, σ′)} = κ(σ) ηµν for σ > σ′
= −κ(σ′) ηµν for σ < σ′. (3.45)
We therefore propose the brackets (3.32) and (3.45) as the basic PB(s) of the theory and using
these one can easily obtain the following involutive algebra between the constraints:
{Ω1(σ),Ω1(σ′)} = Ω1(σ′)∂σ∆+ (σ, σ′) + Ω1(σ)∂σ∆− (σ, σ′)
{Ω1(σ),Ω2(σ′)} = (Ω2(σ) + Ω2(σ′)) ∂σ∆+ (σ, σ′)
{Ω2(σ),Ω2(σ′)} = 4 (Ω1(σ)∂σ∆+ (σ, σ′) + Ω1(σ′)∂σ∆− (σ, σ′)) . (3.46)
The above algebra is exactly similar with the modified involutive algebra (2.35), between the
constraints of the Polyakov theory.
We now compute the algebra between the Virasoro functionals using the modified constraint
algebra (3.46),
{L[f(σ)], L[g(σ)]} = L[f(σ)g′(σ)− f ′(σ)g(σ)]. (3.47)
Interestingly, the Virasoro algebra has the same form as that of (3.12) at the classical level.
Consequently, the alternative forms of Virasoro algebra (3.14) is also reproduced here.
We shall study the consequences of the above algebra (3.46) in later section where we make
an exhaustive analysis of gauge symmetry.
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3.3.2 Interacting Interpolating String:
The Interpolating action for a bosonic string moving in the presence of a constant background
Neveu-Schwarz two-form field Bµν is given by,
SI =
∫
dτdσ
{
− 1
2λ
[
X˙2 + 2ρ(X˙.X ′) + (ρ2 − λ2)X ′2 − λeǫabBµν∂aXµ∂bXν
]}
(3.48)
where ǫ01 = −ǫ10 = +1. The constraint structure has already been discussed in the section 3.
The BC (3.26) can be written in a completely covariant form as:
[Mµν (∂σX
ν) +NµνΠν ] |σ=0,π = 0 (3.49)
where,
Mµν =
(
λ δµν − e2BµρBρν
)
Nµν = (ρ ηµν + eBµν) . (3.50)
This nontrivial BC leads to a modification in the original (naive) PBs (2.12).
The BC (3.49) can be recast as:
(
∂σX
µ +Πρ
(
NM−1
)ρµ) |σ=0,π = 0. (3.51)
The {Xµ(σ),Πν(σ′)}PB is the same as that of the free string (3.32). We therefore make similar
ansatz like (3.38) and using the BC (3.51), we get:
∂σCµν(σ, σ
′) |σ=0,π= (NM−1)νµ∆+(σ, σ′) |σ=0,π . (3.52)
As in the free case, we restrict to the class defined by ∂σ(NM
−1)νµ = 0 which reduces to a
restricted class of metric for Polyakov formalism. This reproduces the corresponding equation
in interacting Polyakov string theory (see second chapter, in particular Eq 2.42). We therefore,
obtain the following solution:
Cµν(σ, σ
′) =
1
2
(NM−1)(νµ)(σ)Θ(σ, σ
′)− 1
2
(NM−1)(νµ)(σ
′)Θ(σ′, σ)
+
1
2
(NM−1)[νµ](σ)[Θ(σ, σ
′)− 1] + 1
2
(NM−1)[νµ](σ
′)Θ(σ′, σ) (3.53)
with (NM−1)(νµ) the symmetric and (NM−1)[νµ] the antisymmetric part of (NM−1)νµ.
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3.4 Gauge symmetry
In this section we will discuss the gauge symmetries of the different actions and investigate
their correspondence with the reparametrisation invariances. This has been done earlier for
the free string case [66], however the canonical symplectic structure for the open string were
not compatible with the general BC(s) of the theory. In the last two sections we have been
discussing the BCs (3.23, 3.26) and have shown how the basic PB structures has to be modified
suitably to be compatible with the BC(s). Now we shall investigate the gauge symmetry with
the new modified PB structures (discussed in the earlier sections) which correctly takes into
account the BC(s) of the theory. Importantly, the modified PB structure reveals a NC behavior
among the string coordinates (3.41, 3.45). For simplicity the following analysis of the gauge
symmetry is done for the case of the free strings.
All the constraints are first class and therefore generate gauge transformations on LI but
the number of independent gauge parameters is equal to the number of independent primary
first class constraints, i.e. two. In the following analysis we will apply a systematic procedure
of abstracting the most general local symmetry transformations of the Lagrangian. A brief
review of the procedure of [68, 69] will thus be appropriate.
Consider a theory with first class constraints only. The set of constraints Ωa is assumed to
be classified as
[Ωa] = [Ωa1 ; Ωa2 ] (3.54)
where a1 belong to the set of primary and a2 to the set of secondary constraints. The total
Hamiltonian is
HT = Hc + Σλ
a1Ωa1 (3.55)
where Hc is the canonical Hamiltonian and λ
a1 are Lagrange multipliers enforcing the primary
constraints. The most general expression for the generator of gauge transformations is obtained
according to the Dirac conjecture as
G = ΣǫaΩa (3.56)
where ǫa are the gauge parameters, only a1 of which are independent. By demanding the
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commutation of an arbitrary gauge variation with the total time derivative,(i.e. d
dt
(δq) =
δ
(
d
dt
q
)
) we arrive at the following equations [68, 72]
δλa1 =
dǫa1
dt
− ǫa
(
V a1a + λ
b1Ca1b1a
)
(3.57)
0 =
dǫa2
dt
− ǫa
(
V a2a + λ
b1Ca2b1a
)
(3.58)
Here the coefficients V a1a and C
a1
b1a
are the structure functions of the involutive algebra, defined
as
{Hc,Ωa} = V baΩb
{Ωa,Ωb} = CcabΩc. (3.59)
Solving (3.58) it is possible to choose a1 independent gauge parameters from the set ǫ
a and
express G of (3.56) entirely in terms of them. The other set (3.57) gives the gauge variations
of the Lagrange multipliers.4
We begin the analysis with the interpolating Lagrangian (3.18). It contains additional fields
ρ and λ. We shall calculate the gauge variation of these extra fields and explicitly show that
they are connected to the reparametrization by a mapping between the gauge parameters and
the diffeomorphism parameters. These maps will be obtained later in this section by demanding
the consistency of the variations δXµ due to gauge transformation and reparametrization
.
The full constraint structure of the theory comprises of the constraints (3.30) along with
(3.5). We could proceed from these and construct the generator of gauge transformations. The
generator of the gauge transformations of (3.18) is obtained by including the whole set of first
class constraints Ωi given by (3.30) and (3.5) as
G =
∫
dσαiΩi (3.60)
where only two of the αi’s are the independent gauge parameters. Using (3.58) the dependent
gauge parameters could be eliminated. After finding the gauge generator in terms of the
4It can be shown that these equations are not independent conditions but appear as internal consistency
conditions. In fact the conditions (3.57) follow from (3.58) [68, 69].
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independent gauge parameters, the variations of the fields Xµ, ρ and λ can be worked out.
But the number of independent gauge parameters are same in both NG (3.1) and interpolating
(3.18) version. So the gauge generator5 is the same for both the cases, namely:
G =
∫
dσ (α1Ω1 + α2Ω2) (3.61)
Also, looking at the intermediate first order form (3.16) it appears that the fields Xµ were
already there in the NG action (3.1). The other two fields of the interpolating Lagrangian are ρ
and λ which are nothing but the Lagrange multipliers enforcing the first class constraints (3.5)
of the NG theory. Hence their gauge variation can be worked out from (3.57). We prefer to
take this alternative route. For convenience we relabel ρ and λ by λ1 and λ2
λ1 = ρ and λ2 =
λ
2
(3.62)
and their variations are obtained from (3.57)
δλi (σ) = −α˙i −
∫
dσ′dσ′′Ckj
i (σ′, σ′′, σ)λk (σ
′)αj (σ
′′) (3.63)
where Ckj
i (σ′, σ′′, σ) are given by
{Ωα (σ) ,Ωβ (σ′)} =
∫
dσ′′Cαβ
γ (σ, σ′, σ′′)Ωγ (σ
′′) (3.64)
Observe that the structure function Va
b does not appear in (3.63) since Hc = 0 for the NG
theory. The nontrivial structure functions Cαβ
γ (σ, σ′, σ′′) are obtained from the constraint
algebra (3.46) as:
C11
1 (σ, σ′, σ′′) = (∂σ∆+ (σ, σ
′))∆− (σ
′, σ′′) + (∂σ∆− (σ, σ
′))∆− (σ, σ
′′)
C22
1 (σ, σ′, σ′′) = 4 (∂σ∆+ (σ, σ
′))∆− (σ, σ
′′) + 4 (∂σ∆− (σ, σ
′))∆− (σ
′, σ′′)
C12
2 (σ, σ′, σ′′) = ∂σ∆+ (σ, σ
′) [∆+ (σ, σ
′′) + ∆+ (σ
′, σ′′)]
C21
2 (σ, σ′, σ′′) = ∂σ∆− (σ, σ
′) [∆+ (σ, σ
′′) + ∆+ (σ
′, σ′′)] (3.65)
all other Cαb
γ’s are zero. Note that these structure functions are potentially different from those
appearing in [66, 67] in the sense that here periodic delta functions are introduced to make
5Note that the gauge parameters α1 and α2 are odd and even respectively under σ → −σ.
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the basic brackets compatible with the nontrivial BC. Using the expressions of the structure
functions (3.65) in equation (3.63) we can easily derive:
δλ1 = −α˙1 + (α1∂1λ1 − λ1∂1α1) + 4 (α2∂1λ2 − λ2∂1α2)
δλ2 = −α˙2 + (α2∂1λ1 − λ1∂1α2) + (α1∂1λ2 − λ2∂1α1) (3.66)
From the correspondence (3.62), we get the variations of ρ and λ as:
δρ = −α˙1 + (α1∂1ρ− ρ∂1α1) + 2 (α2∂1λ− λ∂1α2)
δλ = −2α˙2 + 2 (α2∂1ρ− ρ∂1α2) + (α1∂1λ− λ∂1α1) (3.67)
In the above we have found out the full set of symmetry transformations of the fields in the
interpolating Lagrangian (3.18). These symmetry transformations (3.67) were earlier given
in [70, 71] for the free string case. But the results were found there by inspection6. In our
approach [66, 67] the appropriate transformations are obtained systematically by a general
method applicable to a whole class of string actions.
We are still to investigate to what extent the exact correspondence between gauge symmetry
and reparametrisation holds in our modified NC framework. This can be done very easily if we
stick to the method discussed in [66, 67].
To work out the mapping between the gauge parameters and the diffeomorphism parameters
we now take up the Polyakov action (3.22) (with B = 0). Here the only dynamic fields are Xµ.
The transformations of Xµ under (3.61) can be worked out resulting in the following:
δXµ(σ) = {Xµ(σ), G} =
(
α1X
′
µ(σ) + 2α2Πµ(σ)
)
(3.68)
We can now substitute for Πµ (obtained from (3.22)) to obtain:
δXµ =
(
α1 − 2α2
√−g g01
)
X ′µ − 2
√−g g00 α2 X˙µ (3.69)
This is the gauge variation of Xµ in terms of X ′µ and X˙µ where the cofficients appear as
arbitrary functions of σ and τ . So we can identify them with the arbitrary parameters Λ1 and
6For easy comparison identify α1 = η and 2α0 = ǫ
33
Λ0 characterising the infinitesimal reparametrization [64]:
τ ′ = τ − Λ0
σ′ = σ − Λ1
δXµ = Λa∂aX
µ = Λ0X˙
µ + Λ1X
′µ (3.70)
and that of gab as:
δgab = DaΛb +DbΛa (3.71)
where
DaΛb = ∂aΛb − ΓabcΛc (3.72)
Γab
c being the usual Christoffel symbols [64]. The infinitesimal parameters Λa characterizes
reparametrisation.
Comparing (3.69) and (3.70), we get the map connecting the gauge parameters with the
diffeomorphism parameters:
Λ0 = −2
√−g g00 α2
Λ1 =
(
α1 − 2α2
√−g g01
)
(3.73)
Using the definitions (3.21), this map can be cast in a better shape:
Λ1 =
(
α1 − 2α2ρ
λ
)
Λ0 = −2α2
λ
(3.74)
All that remains now is to get the variation of ρ and λ induced by the reparametrisation (3.71).
The identification (3.21) and (3.71) reproduces (3.67) as the variations of ρ and λ. This es-
tablishes complete equivalance of the gauge transformations with the diffeomorphisms of the
string.
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3.5 Summary
In this chapter, we have developed a new action formalism for interacting bosonic string and
demonstrated that it interpolates between the NG and Polyakov form of interacting bosonic
actions. This is similar to the interpolating action formalism for free string proposed in [10]. We
have also modified the basic PBs in order to establish consistency of the BC with the basic PBs.
We stress that contrary to standard approaches, BC(s) are not treated as primary constraints
of the theory. Our approach is similar in spirit with the previous treatment of string theory
[10, 41, 50, 60]. The NC structures derived in this chapter go over smoothly to the Polyakov
version once suitable identifications are made. We then set out to study the status of gauge
symmetries vis-a`-vis reparametrisation in this NC set up and establish the connection between
gauge symmetry and diffeomorphism transformations.
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Chapter 4
Normal ordering and
noncommutativity in open bosonic
strings
So far we have discussed bosonic string theory classically now it would be quite interesting
to study whether NC structure can be obtained from the conformal field theory techniques
where the analysis is carried out in a quantum setting. Indeed, as has been stressed in [2] that
it is very important to understand this noncommutativity from different perspectives. More
importantly, it is necessary to check explicitly whether the central charge gets effected by the
modified BCs in this case, as the central charge can be related to the Casimir energy arising
from finite size of the string and is a purely quantum effect [53].
It may be recalled in this context that in quantum field theory, products of quantum fields
at the same space-time points are in general singular objects. The same thing is true in string
theory when one multiplies position operators, that can be taken as conformal fields on the
world sheet. This situation is well known and one can remove the singular part of the operator
products by defining normal ordered operators which have well behaved properties [53]. This
is important, for example, when one builds up the generators of conformal transformations and
investigates the realization of classical symmetries at quantum level.
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Usually normal ordered products of operators are defined so as to satisfy the classical equa-
tions of motion at quantum level. However, in a recent paper [55], new normal ordered products
have been defined for open string position operators that additionally satisfy the BCs. This
way one obtains a normal ordering that is also valid at string end points. The mathematical
problem posed by defining the normal ordering is related to that of calculating Green’s func-
tions [73, 74, 75, 76, 77, 78]. The normal ordered product is defined by subtracting out the
corresponding Green’s functions. So we can find normal ordered products satisfying open string
boundary condition using the solutions to open string Green’s functions.
In this chapter, we shall consider the problem of noncommutativity using this new normal
ordering given in [55]. By using the contour argument and the new XX operator product ex-
pansion (OPE), we shall first find the commutator among the Fourier components and then the
commutation relations among string’s coordinates which reproduces the same noncommutative
structure obtained in previous chapters and also in [10, 51], as mentioned earlier. We would
also like to stress that the above commutator computed using the XX OPE satisfying the
equation of motion only [53] (where the modifications due to BCs are not taken into account)
also leads to the same NC structure.
4.1 New Normal ordered products
Let us first consider the free Polyakov string action,
SP = − 1
4πα′
∫
Σ
dτdσ
(
Gabηµν∂aX
µ∂bX
ν + ǫabBµν∂aX
µ∂bX
ν
)
(4.1)
where τ, σ are the usual world-sheet parameters, Gab is the induced world-sheet metric with
Gττ = −1, Gσσ = 1 (upto a Weyl factor) in conformal gauge and the antisymmetric tensor
is chosen by ǫτσ = 1. Xµ(τ, σ) are the string coordinates in the D dimensional Minkowskian
target space with metric ηµν = (−1, 1, ...., 1).
We now make a Wick rotation by defining σ2 = iτ and obtain the classical action for a
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bosonic string taking a world-sheet with Euclidean signature:
S =
1
4πα′
∫
Σ
d2σ
(
gabηµν∂aX
µ∂bX
ν + i εabBµν∂aX
µ∂bX
ν
)
(4.2)
where gab can now be taken to be proportional to the unit matrix and ε12 = −ε21 = 1. Note
that the D dimensional target space-time still has the Lorentzian signature.
The variation of the action (4.2) gives the equation of motion,
( ∂21 + ∂
2
2 )X
µ = 0 (4.3)
and a boundary term that yields the following BCs:
(
∂1X
µ(σ1, σ2) + i Bµν∂2X
ν(σ1, σ2)
)
|σ=0,π = 0. (4.4)
It is convenient, to introduce complex world sheet coordinates [53]: z = σ1+ iσ2 ; z¯ = σ1− iσ2
and ∂z =
1
2
(∂1 − i∂2), ∂z¯ = 12(∂1 + i∂2).
In this notation the action is
S =
1
2πα′
∫
d2z
(
∂zX
µ∂z¯Xµ − Bµν∂zXµ∂z¯Xν
)
(4.5)
while the classical equations of motion and boundary conditions take the form
∂z¯∂zX
µ(z, z¯) = 0 (4.6)[
ηµν
(
∂z + ∂z¯
)
− Bµν
(
∂z − ∂z¯
)]
Xν |z=−z¯, 2π−z¯ = 0 (4.7)
We now study the properties of quantum operators, corresponding to the classical variables, by
considering the expectation values. Defining the expectation value of an operator F as [53]:
〈F [X ]〉 =
∫
[dX ] exp(−S[X ])F [X ] (4.8)
and using the fact that the path integral of a total derivative vanishes one finds:
0 =
∫
[dX ]
δ
δXν(z′, z¯′)
exp(−S[X ]) =
〈 1
πα′
∂z¯′∂z′Xν(z
′, z¯′)
〉
+
1
2πα′
∮
∂Σ
δ2(z − z′)
〈(
ηνµ(∂z + ∂z¯) +Bνµ(∂z − ∂z¯)
)
Xµ(z, z¯)
〉
dz. (4.9)
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The last (singular) term is integrated over the boundary, where dz = −dz¯. We thus find that
this equation implies that both string equations of motion and boundary condition hold as
expectation values. So the corresponding quantum position operators Xˆµ (in target space)
satisfy (as long as they are not multiplied by other local operators coincident at the same
world-sheet point) the following equations:
∂z¯∂zXˆ
ν(z, z¯) = 0 (4.10)(
ηνµ(∂z + ∂z¯)−Bνµ(∂z − ∂z¯)
)
Xˆµ|Bound. = 0 (4.11)
which are nothing but the quantum version of (4.6, 4.7). Proceeding in the same way, we can
consider a pair of local operators which may now be coincident to show that their products at
the quantum level satisfy [55] :
∂z¯′∂z′Xˆ
µ(z′, z¯′)Xˆν(z′′, z¯′′) = −πα′ ηµν δ2(z′ − z′′, z¯′ − z¯′′) (4.12)
(
ηνµ(∂z′ + ∂z¯′)−Bνµ(∂z′ − ∂z¯′)
)
Xˆµ(z′, z¯′)Xˆρ(z′′, z¯′′)|
Bound.
= 0. (4.13)
Now if we introduce the operation of normal ordering in the standard way [53],
: Xˆµ(z, z¯) : = Xˆµ(z, z¯)
: Xˆµ(z, z¯) Xˆν(z′, z¯′) : = Xˆµ(z, z¯) Xˆν(z′, z¯′) +
α′
2
ηµν ln|z − z′|2 (4.14)
it satisfies the equation of motion (4.6) at the quantum level, but fails to satisfy the boundary
conditions (4.7). In [55], the authors have introduced a different kind of normal ordered product
satisfying both equation of motion and boundary conditions.
At this point it is more convenient to choose world sheet coordinates, related to these z
coordinates by conformal transformation, that simplify the representation of the boundary,
ω = exp (−iz) = e−iσ1+σ2 ; ω¯ = eiσ1+σ2 . (4.15)
In this present coordinates the complete boundary corresponds just to the region ω = ω¯. On
the other hand, the action (4.5) along with equation of motion (4.10) in terms of ω, ω¯ has still
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the same form, while the form of BCs are slightly altered:
∂ω¯∂ωXˆ
µ(ω, ω¯) = 0 (4.16)(
ηµν(∂ω − ∂ω¯)− Bµν(∂ω + ∂ω¯)
)
Xˆν |
ω=ω¯
= 0 . (4.17)
The corresponding new normal ordering is given by [55]:
: Xˆµ(ω, ω¯) Xˆν(ω′, ω¯′) : = Xˆµ(ω, ω¯) Xˆν(ω′, ω¯′) +
α′
2
ηµν ln|ω − ω′|2 + α
′
2
(
[η − B]−1 [η + B]
)µν
ln (ω − ω¯′) + α
′
2
(
[η − B] [η + B]−1
)µν
ln(ω¯ − ω′) (4.18)
which satisfy both equation of motion and open string BCs (4.16, 4.17) at the quantum level.
These additional terms can be understood easily as ‘image’ contribution as in electrostatics.
Now for any arbitary functional F [X ], the new normal ordering (in absence of the B field)
can be compactly written as:
:F : = exp
(
α′
4
∫
d2ω1d
2ω2
[
ln|ω1 − ω2|2 + ln|ω1 − ω¯2|2
] δ
δXµ(ω1, ω¯1)
δ
δXµ(ω2, ω¯2)
)
F . (4.19)
For example, this reproduces correctly the expression given in (4.18), as one can easily verify
for B = 0.
The OPE for any pair of operators, satisfying the BCs, can be generated from
:F : :G : = exp
(
α′
4
∫
d2ω1d
2ω2
[
ln|ω1 − ω2|2 + ln|ω1 − ω¯2|2
] δ
δXµ(ω1, ω¯1)
δ
δXµ(ω2, ω¯2)
)
:F G :.(4.20)
It is now easy to verify that the TT OPE involving energy-momentum tensor
T (ω) = − 1
α′
: ∂Xµ(ω)∂Xµ(ω) : (4.21)
undergoes no modification. Indeed, using the above definition we obtain the following OPE:
: ∂Xµ(ω) ∂Xµ(ω) : : ∂
′Xν(ω′) ∂′Xν(ω
′) : = : ∂Xµ(ω) ∂Xµ(ω) ∂
′Xν(ω′) ∂′Xν(ω′) :
−4 · α
′
2
(
∂∂′ln|ω − ω′|2
)
: ∂Xµ(ω) ∂′Xν(ω
′) :
+2 · δµµ
(
α′
2
∂∂′ln|ω − ω′|2
)2
∼ Dα
′2
2 (ω − ω′)4 −
2α′
(ω − ω′)2 : ∂
′Xµ(ω′) ∂′Xµ(ω
′) :
− 2α
′
(ω − ω′)∂
′2Xµ(ω′) ∂′Xµ(ω
′) : (4.22)
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where ∼ mean ‘equal upto nonsingular terms’. The above result is same as that of [53] which is
obtained by using the usual normal ordering satisfying the equation of motion only. This also
implies that the Virasoro algebra remains the same as that of [53]. So the new normal ordering
(4.18) (with B = 0) has no impact on the central charge.
We shall make use of the results discussed here in the next section where we study both
free and interacting open bosonic strings.
4.2 Mode expansions and Non-Commutativity for bosonic
strings
4.2.1 Free open strings
In this section, we consider the mode expansions of free (Bµν = 0) bosonic strings. We start
with the closed string first. In the Xµ theory (4.5), ∂Xµ and ∂¯Xµ are (anti)holomorphic and
so have the following Laurent expansions,
∂Xµ(ω) = −i
(
α′
2
) 1
2 ∞∑
m=−∞
αµm
ωm+1
∂¯Xµ(ω¯) = −i
(
α′
2
) 1
2 ∞∑
m=−∞
α˜µm
ω¯m+1
. (4.23)
Now the BC(s) (4.17) in case of free open strings (i.e. Bµν = 0) requires α = α˜ in the expansions
(4.23)1. The expansion for Xµ is then:
Xµ(ω, ω¯) = xµ − iα′pµln|ω|2 + i
(
α′
2
) 1
2 ∑
m 6=0
αµm
m
(
ω−m + ω¯−m
)
(4.24)
where, xµ and pµ = 1√
2α′
αµ0 are the center of mass coordinate and momentum respectively.
Now the expressions (4.23) for open strings can be equivalently written as:
αµm =
(
2
α′
) 1
2
∮
dω
2π
ωm∂Xµ(ω) =
∮
dω
2πi
jµm(ω) (4.25)
1Note that the BC(s) (4.17) in case of free open strings are the usual Neumann BC(s).
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where, jµm(ω) =
√
2
α′
i ωm∂Xµ(ω) is the corresponding holomorphic current. The commutation
relation between α’s can be worked out from the contour argument and the XX OPE2 [53],
[αµm, α
ν
n] =
∮ dω2
2πi
Resω1→ω2 (j
µ
m(ω1) j
ν
n(ω2))
= mδm,−nη
µν (4.26)
At this stage, it should be noted that the above approach does not give the algebra among the
zero modes, i.e. the center of mass variables [xµ, pν] and [xµ, xν ] of the open string. However,
the results can be derived using standard techniques (as has been done in [51]) and read,
[xµ, pν ] = iηµν . (4.27)
The conjugate momenta Πµ =
1
2π α′
X˙µ corresponding to Xµ can be calculated from the action
(4.1) which has a Lorentzian signature for the world-sheet. In order to make a transition to
Euclidean world-sheet, we make use of Wick rotation as before, by defining σ2 = iτ , so that
X˙µ = i∂X
µ
∂σ2
. The Πµ(σ1, σ2) can be recast as a function of ω and ω¯ using (4.15), so that its
mode expansion becomes:
Πµ(ω, ω¯) =
1
2π α′

2α′pµ +
(
α′
2
) 1
2 ∑
m6=0
αµm
(
ω−m + ω¯−m
) (4.28)
where we have made use of the mode expansion of Xµ(ω, ω¯) (4.24). The commutation relations
between Xµ(ω, ω¯) and Πν(ω′, ω¯′) are then obtained by using (4.26, 4.27) as,
[Xµ(ω, ω¯),Πν(ω′, ω¯′)] = iηµν

 1
π
+
1
4π
∑
m6=0
(
ω−m + ω¯−m
) (
ω′m + ω¯′m
) . (4.29)
To obtain the usual equal time (i.e. τ = τ ′) commutation relation we first rewrite (4.29) in “z
frame” using (4.15) and then in terms of σ1, σ2 to find,
[
Xµ(σ1, σ2),Πν(σ1 ′, σ2 ′)
]
= iηµν

 1
π
+
1
π
∑
m6=0
exp−m(σ
2−σ2 ′) cos
(
mσ1
)
cos
(
mσ′ 1
) . (4.30)
2Note that here we have used the new normal ordering (4.18) for free open string, yet the commutation
relations (4.26) remain same (see [53]).
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Finally substituting τ = τ ′ i.e. σ2 = σ2 ′ and σ1 = σ we get back the usual equal time
commutation relation,
[Xµ(τ, σ),Πν(τ, σ′)] = iηµν∆+ (σ, σ
′) (4.31)
where,
∆+ (σ, σ
′) =

 1
π
+
1
π
∑
m6=0
cos (mσ) cos (mσ′)

 . (4.32)
It is easy to see that (4.31) is compatible with Neumann BCs and reproduces the result in the
previous chapters and [10, 41, 51].
4.2.2 Open string in the constant B-field background
We now analyse the open string moving in presence of a background Neveu-Schwarz two form
field Bµν . To begin with, let us again consider the Laurent expansion of ∂X
µ(ω) and ∂¯Xµ(ω¯)
(4.23) for the case of closed string. But now the corresponding open string Laurent expansion
is obtained by imposing the BCs, given in (4.17) with Bµν 6= 0 consequently, the modes α and
α˜ now satisfy:
αµm − Bµνανm = α˜µm +Bµνα˜νm. (4.33)
So there exists only one set of independent modes γµm, which can be thought of as the modes
of free strings and is related to αµm and α˜
µ
m by:
αµm = (δ
µ
ν +B
µ
ν) γ
ν
m := [(1l +B)γ]
µ
m
α˜µm = (δ
µ
ν −Bµν) γνm := [(1l−B)γ]µm . (4.34)
Note that under world-sheet parity transformation αµm ↔ α˜µm, as Bµν is a world-sheet pseudo-
scalar. Substituting (4.34) in (4.23), we obtain the following Laurent expansions for ∂Xµ and
∂¯Xµ:
∂Xµ(ω) = −i
(
α′
2
) 1
2 ∞∑
m=−∞
[(1l +B)γ]µm
ωm+1
(4.35)
∂¯Xµ(ω¯) = −i
(
α′
2
) 1
2 ∞∑
m=−∞
[(1l− B)γ]µm
ω¯m+1
.
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Integrating the expansion (4.35) we obtain the mode expansion of Xµ(ω, ω¯) for the interacting
string:
Xµ(ω, ω¯) = xµ − iα′pµln|ω|2 − iα′Bµνpν (lnω − lnω¯)
+ i
(
α′
2
) 1
2 ∑
m6=0
[
γµm
m
(
ω−m + ω¯−m
)
+
1
m
Bµν γ
ν
m
(
ω−m − ω¯−m
)]
. (4.36)
Now the expressions (4.35) for open interacting strings can also be equivalently written as:
[(1l +B)γ]µm =
(
2
α′
) 1
2
∮
dω
2π
ωm∂Xµ(ω)
[(1l− B)γ]µm = −
(
2
α′
) 1
2
∮
dω¯
2π
ω¯m∂Xµ(ω¯). (4.37)
The commutation relation between γ’sigma can be obtained from the contour argument (using
(4.37)) and the X X OPE (4.18):
[γµm, γ
ν
n] = mδm,−n
[(
1l−B2
)−1]µν
= mδm,−n
(
M−1
)µν
(4.38)
where, M = (1l− B2) ; (B2)µν = BµρBρν3. Once again the algebra among the zero modes i.e.
the center of mass variables [xµ, pν ] and [xµ, xν ] of the open string can not be obtained from the
above contour arguments. The results can be derived using standard techniques (as discussed
earlier) and read [51],
[xµ, pν ] = i
(
M−1
)µν
[xµ, xν ] = −2i α′π
(
M−1B
)µν
. (4.39)
Now proceeding as in the free case, the conjugate momentum Πµ(ω.ω¯) corresponding to (4.36)
is:
Πµ(ω, ω¯) =
1
2πα′

2α′Mµρ pρ +
(
α′
2
) 1
2 ∑
m6=0
Mµρ γ
ρ
m
(
ω−m − ω¯−m
) . (4.40)
The commutators among the canonical variables Xµ(ω, ω¯),Πν(ω, ω¯) can be computed by using
(4.38), (4.39),
[Xµ(ω, ω¯),Πν(ω′, ω¯′)] = iηµν

 1
π
+
1
4π
∑
m6=0
(
ω−m + ω¯−m
) (
ω′m + ω¯′m
)
3Here we should note that (1l)
µν
= ηµν .
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+
1
4π
∑
m6=0
Bµν
(
ω−m − ω¯−m
) (
ω′m + ω¯′m
) (4.41)
[Xµ(ω, ω¯), Xν(ω′, ω¯′)] = α′
(
M−1
)µν (
ln|ω′|2 − ln|ω|2
)
− α′
(
M−1B
)µν (
ln
ω′
ω¯′
+ ln
ω
ω¯
+ 2i π
)
+
α′
2

∑
m6=0
1
m
[(
M−1
)µν (
ω−m + ω¯−m
) (
ω′m + ω¯′m
)
+BµρB
ν
σ
(
M−1
)µν (
ω−m − ω¯−m
) (
ω′m − ω¯′m
)
−
(
M−1B
)µν (
ω−m + ω¯−m
) (
ω′m − ω¯′m
)
+
(
M−1B
)µν (
ω−m + ω¯−m
) (
ω′m + ω¯′m
)])
[Πµ(ω, ω¯),Πν(ω′, ω¯′)] = 0.
Now proceeding as before, we can rewrite the above commutation relation in σ1, σ2 coordinates
to obtain the following,
[
Xµ(σ1, σ2),Πν(σ1′, σ2′)
]
= iηµν

 1
π
+
1
π
∑
m6=0
exp−m(σ
2−σ2 ′)
[
cos
(
mσ1
)
cos
(
mσ′ 1
)
+Bµνsin
(
mσ1
)
cos
(
mσ′ 1
)])
(4.42)[
Xµ(σ1, σ2), Xν(σ1′, σ2′)
]
= 2α′
(
M−1
)µν (
σ2′ − σ2
)
+ 2iα′
(
M−1B
)µν (
σ1′ + σ1 − π
)
+2α′

∑
m6=0
1
m
e−m(σ
2−σ2′)
[(
M−1
)µν
cos(mσ1)cos(mσ1′)
+BµρB
ν
σ sin(mσ
1) sin(mσ1′)
+i
(
M−1B
)µν
sin
(
m(σ1 + σ1′)
)])
.
Finally we obtain the equal time commutation relations by identifying τ = τ ′, i.e. σ2 = σ2 ′
and setting σ1 = σ,
[Xµ(τ, σ),Πν(τ, σ′)] = iηµν∆+(σ, σ
′)
[Xµ(τ, σ), Xν(τ, σ′)] = 2iα′
(
M−1B
)µν σ + σ′ − π + ∑
n 6=0
1
n
sin (n(σ + σ′))

 . (4.43)
One can explicitly check that these commutators are compatible with BCs and also reproduces
the result of 2nd chapter and ([7, 8, 10, 39, 51]).
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4.3 Summary
In this chapter we have discussed an open bosonic string moving in the presence of a background
Neveu-Schwarz two-form field Bµν in a conformal field theory approach. We find the noncom-
mutativity at the end point of the string. In contrast to several discussions, in which boundary
conditions are taken as Dirac constraints, we have first obtained the mode algebra by using the
contour argument and the newly proposed normal ordering, which satisfies both equations of
motion and boundary conditions. Using these the commutator among the string coordinates is
obtained. Interestingly, this new normal ordering yields the same algebra between the modes
as the one satisfying only the equations of motion. In this approach, we find that noncommuta-
tivity originates more transparently and our results match with the noncommutative structure
obtained in previous chapters and existing results in the literature.
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Chapter 5
Superstring in a constant
antisymmetric background field
We have already seen that open bosonic string, in presence of a back-ground Neveu-Schwarz
two form field, leads to a noncommutative structure. In different approaches we have shown
the same noncommuyativity appears in the space-time coordinates of D-branes, where the end
points of open string are attached.
The particular string theory described in this chapter is based on the introduction of a world-
sheet supersymmetry that relates the space-time coordinates Xµ(τ, σ), taken to be bosonic,
to their fermionic counterparts ψµ(τ, σ). The later are two component world-sheet spinors.
Then we study how non(anti) commutativity appears in the free super string and in a constant
B-field background. This non(anti)commutativity is a direct consequence of the non trivial
boundary conditions which, contrary to several approaches, are not treated as constraints. In
this sense we have extended our methodology of bosonic theory to the superstring theory. We
start with RNS superstring action in the conformal gauge. This also helps to fix the notations.
Then we discuss the boundary conditions of the fermionic sector of the superstring and the
non-anticommutativity of the theory.
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5.1 Free superstring
Let us consider the action for the free superstring, in conformal gauge [79, 80],
S =
i
4
∫
Σ
d2σ d2θ
(
DY µDYµ
)
, (5.1)
where the superfield
Y µ(σ, θ) = Xµ(σ) + θψµ(σ) +
1
2
θθBµ(σ) (5.2)
unites the bosonic (Xµ(σ)) and fermionic (ψµ(σ)) space-time string coordinates with a new
auxiliary bosonic field Bµ(σ) whose utility may not be apparent at first. Note that both the
bosonic (Xµ) and fermionic (ψµ) variables transform as vectors under target-space Lorentz
transformations SO(D − 1, 1) and scalars under arbitary world-sheet diffeomorphism, but as
scalars and spinors, respectively, under world-sheet (local) Lorentz transformations SO(1, 1)
i.e. orthonormal transformation of tangent space at each point of the world-sheet.
Our signature of the induced world-sheet metric and target space-time metric are ηab =
{−,+}, ηµν = {−,+,+, ....,+} respectively and θ¯ is defined as θ¯ = θTρ0. The derivative
DA =
∂
∂θ¯A
− i(ρaθ)A∂a
is known as the superspace covariant derivative. Here the symbol ρa represents two-dimensional
Dirac matrices. A convenient basis is
ρ0 = σ2 =

 0 −i
i 0

 , ρ1 = iσ1 =

 0 i
i 0

 , (5.3)
they obey the Clifford algebra
{ρa, ρb} = −2ηab. (5.4)
The advantage of writing down the action in the superspace formalism, which includes the Bµ
field, is that it is now manifestly invariant under infinitesimal supersymmetric transformations
(with ǫ being infinitesimal Majorana spinor parameter)
δXµ = ǫ¯ψµ ,
δψµ = −iρa∂aXµǫ+Bµ ǫ , (5.5)
δBµ = −iǫ¯ρa∂aψµ
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even without going on-shell. In absence of the Bµ field, however, one has to necessarily imple-
ment the on-shell condition.
In order to compute the θ integrals explicitly, we first note that
DY µ = ψµ + θBµ − iρaθ∂aXµ + i
2
θ¯θρa∂aψ
µ ,
D¯Y µ = ψ¯µ +Bµθ¯ + i∂aX
µθ¯ρa − i
2
θ¯θ∂aψ¯µρ
a. (5.6)
It can easily be checked that both DΦµ and D¯Φµ are invariant under SUSY transformations
(5.5), so that SUSY invariance of the action (5.1) is manifest. In component form the action
reads
S = −1
2
∫
Σ
d2σ
(
ηµν∂aX
µ∂aXν − iψµρa∂aψµ
)
(5.7)
= SB + SF ,
where
SB = −1
2
∫
Σ
d2σηµν∂aX
µ∂aXν ,
SF =
1
2
∫
Σ
d2σiψ
µ
ρa∂aψµ (5.8)
represent the decoupled bosonic and fermionic actions, respectively. The fermions are taken to
be Majorana and we refer to the component of ψ in the basis (5.3) as ψ±
ψµ =

ψµ−
ψµ+

 , (5.9)
which in the representation (5.3) are real (see appendix A).
The structure of the fermionic part SF (5.8) of the action shows that the kinetic term is first
order in the time derivative, consequently one can either employ the Dirac bracket formalism
[36, 41] or the Faddeev-Jackiw method [52] to write down the following anti-bracket1 :
{ψµA(τ, σ), ψνB(τ, σ′)}D.B = −iηµνδABδ(σ − σ′) . (5.10)
1In this chapter, we have to clearly deal with a graded Lie-algebraic structure for the Poisson/Dirac brackets,
but we shall make no distinction here on the notation.
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The above antibrackets read, in terms of the components of ψ,
{ψµ+(σ) , ψν+(σ′)}D.B = {ψµ−(σ) , ψν−(σ′)}D.B = −iηµνδ(σ − σ′) ,
{ψµ+(σ) , ψν−(σ′)}D.B = 0 . (5.11)
This, along with the brackets
{Xµ(σ),Πν(σ′)} = ηµνδ(σ − σ′) (5.12)
from the bosonic sector, defines the preliminary symplectic structure of the theory (Πµ is the
cannonically conjugate momentum to Xµ, defined in the usual way).
Confining our attention to SF , we vary the action (5.8)
δSF = i
∫
Σ
d2σ
[
ρa ∂aψ
µ δψ¯µ − ∂σ (ψµ− δψµ− − ψµ+ δψµ+)
]
(5.13)
to obtain the Euler-Lagrange equation for fermionic field
iρa∂aψ
µ = 0 , (5.14)
which further reduces to
(
∂
∂τ
+
∂
∂σ
)
ψµ− = 0 ;
(
∂
∂τ
− ∂
∂σ
)
ψµ+ = 0 . (5.15)
This indicates that the functional dependence of fermi-fields are given by ψ∓(τ ∓σ). The total
divergence term yields the necessary BC. We shall consider its consequences in the following
sections where the preliminary (anti) brackets will be modified. The action S of (5.7) is invariant
(using equation of motion) under the infinitesimal transformations
δXµ = ǫ¯ψµ
δψµ = −iρa∂aXµǫ, (5.16)
with ǫ a constant anticommuting spinor. One can generate these transformations through the
generator
QA =
∂
∂θ¯A
+ i(ρaθ)A∂a. (5.17)
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The super charge Q is used to define transformations of the coordinates
δY µ = ǫ¯QY µ (5.18)
Since {DA, QB} = 0 i.e. derivative operator is invariant under supersymmetry, the action (5.7)
is also invariant under supersymmetry. Using the standard Noether procedure2, the forms of
the supercurrent and the energy-momentum tensor (which are constraints themselves [79]) can
be derived. The expressions are:
Ja = −1
2
ρbρaψ
µ∂bXµ = 0 , (5.19)
Tab = ∂aX
µ∂bXµ − i
4
ψ¯µρa∂bψµ − i
4
ψ¯µρb∂aψµ − 1
2
ηab(∂
cXµ∂cXµ +
i
2
ψ¯µρa∂aψµ) = 0 . (5.20)
All the components of Tab are, however, not independent as the energy- momentum tensor is
traceless
T aa = η
abTab = 0 , (5.21)
leaving us with only two independent components of Tab. These components, which are the
constraints of the theory, are given by
χ1(σ) = 2T00 = 2T11 = Ω1(σ) + λ1(σ) = 0
χ2(σ) = T01 = Ω2(σ) + λ2(σ) = 0. (5.22)
where,
Ω1(σ) =
(
Π2(σ) + (∂σX(σ))
2
)
Ω2(σ) = (Π(σ)∂σX(σ))
λ1(σ) = −iψ¯µ(σ)ρ1∂σψµ(σ) = −i (ψµ−(σ)∂σψµ−(σ)− ψµ+(σ)∂σψµ+(σ))
λ2(σ) = − i
2
ψ¯µ(σ)ρ0∂σψµ(σ) =
i
2
(ψµ−(σ)∂σψµ−(σ) + ψ
µ
+(σ)∂σψµ+(σ)) . (5.23)
2We now use the supersymmetry transformations on-shell and hence we drop the auxiliary field Bµ
henceforth.
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The role of these constraints in generating infinitesimal diffeomorphisms is well known [79, 80]
and we are not going to elaborate on this. Note that the constraints that we obtain in this
chapter are on-shell, i.e. we have used the equation of motion (5.14) for the fermionic field ψ.
This allows us to write them down in terms of the phase-space variables3 and hence they look
quite different from the standard results found in the literature [79, 80] where they are written
down in the light-cone coordinates which involves time derivatives.
From the basic brackets (5.11), it is easy to generate a first class (involutive) algebra,
{χ1(σ), χ1(σ′)} = 4 (χ2(σ) + χ2(σ′)) ∂σδ(σ − σ′)
{χ2(σ), χ2(σ′)} = (χ2(σ) + χ2(σ′)) ∂σδ(σ − σ′)
{χ2(σ), χ1(σ′)} = (χ1(σ) + χ1(σ′)) ∂σδ(σ − σ′) . (5.24)
It is interesting to observe that the structure of the super first class constraint algebra is exactly
similar to that of the constraint algebra (2.13) of Bosonic theory.
Coming to the super current JaA
4, note that it is a two component spinor. Further, since Ja
obeys the relation ρaJa = 0, the components of J0A and J1A are related to each other. Hence
we only deal with the components of J0A or simply J1 and J2. These J1, J2 along with χ1(σ)
and χ2(σ) constitutes the full set of super-Virasoro constraints. For convenience we write:
J˜1(σ) = 2J1(σ) = (ψ
µ
−(σ)Πµ(σ)− ψµ−(σ)∂σXµ) = 0 ,
J˜2(σ) = 2J2(σ) = (ψ
µ
+(σ)Πµ(σ) + ψ
µ
+(σ)∂σXµ) = 0 . (5.25)
The algebra between the above constraints read:
{J˜1(σ), J˜1(σ′)} = −i(χ1(σ)− 2χ2(σ))δ(σ − σ′) ,
{J˜2(σ), J˜2(σ′)} = −i(χ1(σ) + 2χ2(σ))δ(σ − σ′) ,
{J˜1(σ), J˜2(σ′)} = 0 . (5.26)
The algebra between J˜(σ) and χ(σ) is also given by
{χ1(σ), J˜1(σ′)} = −
(
2J˜1(σ) + J˜1(σ
′)
)
∂σδ(σ − σ′) ,
3This is in the true spirit of Dirac’s classic analysis of constrained hamiltonian dynamics [36].
4A = 1, 2 being the spinor index
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{χ1(σ), J˜2(σ′)} =
(
2J˜2(σ) + J˜2(σ
′)
)
∂σδ(σ − σ′) ,
{χ2(σ), J˜1(σ′)} =
(
J˜1(σ) +
1
2
J˜1(σ
′)
)
∂σδ(σ − σ′) ,
{χ2(σ), J˜2(σ′)} =
(
J˜2(σ) +
1
2
J˜2(σ
′)
)
∂σδ(σ − σ′) . (5.27)
5.2 Boundary conditions and super-Virasoro algebra for
superstring
As in the case of bosonic variables, Fermionic coordinates also require careful consideration of
the surface terms arising in the variation of the action (5.13). Vanishing of these surface terms
requires that (ψ+δψ+ − ψ−δψ−) should vanish at each end point of the open string. This is
satisfied by making ψ+ = ±ψ− at each end. Without loss of generality we set
ψµ+(0, τ) = ψ
µ
−(0, τ). (5.28)
The relative sign at the other end now becomes meaningful and there are two cases to be
considered. In the first case (Ramond(R) boundary conditions)
ψµ+(π, τ) = ψ
µ
−(π, τ) (5.29)
and in the second case (Neveu-Schwarz (NS) boundary conditions)
ψµ+(π, τ) = −ψµ−(π, τ). (5.30)
Here we will work with Ramond boundary conditions and in the last chapter we shall discuss
the Neveu-Schwarz boundary conditions in detail. Combining (5.28) and (5.29) we can write
(
ψµ+(τ, σ)− ψµ−(τ, σ)
)
|σ=0,π= 0 . (5.31)
As discussed in the appendix, we have ψL(τ−σ) = − iψR(τ+σ) in the chiral representation
(see (A.15) in appendix), which translates into
ψµ−(−σ, τ) = ψµ+(σ, τ) (5.32)
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in the representation (5.3). Using the BC (5.29), we can therefore write
ψµ±(σ = π, τ) = ψ
µ
±(σ = −π, τ) (5.33)
in R-sector. We can then extend the range of definition of ψµ± from [0, π] to [−π, π] with periodic
BC imposed on ψµ± of period 2π. Consequently, the mode expansion of the components of
Majorana fermion takes the form
ψµ−(σ, τ) =
1√
2
∑
dµne
−in(τ−σ) ,
ψµ+(σ, τ) =
1√
2
∑
dµne
−in(τ+σ) . (5.34)
On the other hand, in chapter 2 we have already enlarged the domain of definition of the
bosonic field Xµ as
Xµ(τ,−σ) = Xµ(τ, σ) (5.35)
so that it is an even function and satisfies Neumann boundary condition. This is in contrast to
(5.32). Consistent with this, we also have
Πµ(τ,−σ) = Πµ(τ, σ)
Xµ′(τ,−σ) = −Xµ′(τ, σ). (5.36)
Now from (5.32), we note that the constraints χ1(σ) = 0 and χ2(σ) = 0 are even and odd
respectively under σ → −σ. This also enables us to increase the domain of definition of the
length of the string from (0 ≤ σ ≤ π) to (−π ≤ σ ≤ π). We may then write the generator of
all τ and σ reparametrization as the functional [41]
L[f ] =
1
2
∫ π
0
dσ{f+(σ)χ1(σ) + 2f−(σ)χ2(σ)} , (5.37)
where f±(σ) = 12(f(σ)± f(−σ)) are by construction even/odd function and f(σ) is an arbitary
differentiable function defined in the extended interval [−π, π]. The above expression can be
simplified to
L[f ] =
1
4
∫ π
−π
dσf(σ)[{Π(σ) + ∂σX(σ)}2 + 2iψµ+∂σψµ+]. (5.38)
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Coming to the generators J1 and J2, note that J1(−σ) = J2(σ) (5.25). This enables us to write
down the functional G[g]
G[g] =
∫ π
0
dσ(g(σ)J1(σ) + g(−σ)J2(σ))
=
∫ π
−π
dσg(σ)J1(σ) =
∫ π
−π
dσg(−σ)J2(σ) (5.39)
for any differentiable function g(σ), defined again in the extended interval [−π, π]. These
functionals (5.38), (5.39) generate the following super Virasoro algebra
{L[f(σ)], L[g(σ)]} = L[f(σ)g′(σ)− f ′(σ)g(σ)] ,
{G[g(σ)], G[h(σ)]} = −iL[g(−σ)h(−σ)] ,
{L[f(σ)], G[g(σ)]} = G[f(σ)g′(−σ)− 1
2
f ′(σ)g(−σ)] . (5.40)
Defining
Lm = L[e
−imσ] and Gn = G[e
inσ] , . (5.41)
one can write down an equivalent form of the super-Virasoro algebra
{Lm, Ln} = i(m− n)Lm+n ,
{Gm, Gn} = −iLm+n ,
{Lm, Gn} = i
(
m
2
− n
)
Gm+n . (5.42)
Note that we do not have a central extension here, as the analysis is entirely classical.
5.3 Non(anti)commutativity for open superstrings
Coming back to the preliminary symplectic structure, given in (5.11), we note that the boundary
conditions (5.31) are not compatible with the brackets, although one could get the super-
Virasoro algebra (5.40) or (5.42) just by using (5.11) and (5.12). Hence the last of the brackets
in (5.11) should be altered suitably. A simple inspection suggests that
{ψµ+(σ) , ψν−(σ′)} = −iηµνδ(σ − σ′) . (5.43)
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Although the bracket structures (5.11) and (5.43) agree with [58] (in the free case), they can,
however, not be regarded as the final ones. This is because the presence of the usual Dirac
delta function δ(σ − σ′) implicitly implies that the finite physical range of σ ∈ [0, π] for the
string has not been taken into account. Besides, it is also not compatible with (5.32). Further,
the anti-brackets (5.43) are a bit naive simply because the support of σ in the above (usual)
delta function, or more precisely a distribution, is [−∞,+∞] and is not compatible with the
compact support of σ in the physical range of the string which is [0, π]. This motivates us to
modify the above anti-brackets suitably. However, in order to combine the fermionic and the
bosonic sectors, one need to modify the above antibrackets. In the previous chapters, the equal
time commutators were given in terms of ∆+(σ, σ
′), a certain combinations of periodic delta
function
{Xµ(τ, σ),Πν(τ, σ′) = δµν∆+(σ, σ′) , (5.44)
where
∆± (σ, σ
′) = δP (σ − σ′))± δP (σ + σ′) , (5.45)
rather than an ordinary delta function to ensure compatibility with Neumann BC in the bosonic
sector. Basically, there one has to identify the appropriate “ delta function ” for the physical
range [0, π] of σ starting from the periodic delta function δP (σ−σ′) for the extended (but finite)
range [−π, π] and make use of the even nature of the bosonic variables Xµ in the extended
interval.
We can essentially follow the same methodology here in the fermionic sector as ψµ±(τ, σ)
also satisfy periodic BC of period 2π (5.33). The only difference with the bosonic case, apart
from the Grassmanian nature of the latter, is that, instead of their even property (5.35), the
components of Majorana fermions satisfy (5.32). As we shall show now this condition is quite
adequate to identify the appropriate delta-functions for the “physical interval” [0, π].
We start by noting that the usual properties of a delta function is also satisfied by δP (x)
∫ π
−π
dx′δP (x
′ − x)f(x′) = f(x) (5.46)
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for any periodic function f(x) = f(x + 2π) defined in the interval [−π, π]. Hence one can
immediately write down the following expressions for ψµ− and ψ
µ
+:∫ π
0
dσ′ [δP (σ
′ + σ)ψµ+(σ
′) + δP (σ
′ − σ)ψµ−(σ′)] = ψµ−(σ) (5.47)
∫ π
0
dσ′ [δP (σ
′ + σ)ψµ−(σ
′) + δP (σ
′ − σ)ψµ+(σ′)] = ψµ+(σ) . (5.48)
Combining the above equations and writing them in a matrix form, we get,
∫ π
0
dσ′ΛAB(σ, σ
′)ψµB(σ
′) = ψµA(σ) ; (A = −,+) , (5.49)
where ΛAB(σ, σ
′), defined by
ΛAB(σ, σ
′) =

 δP (σ′ − σ) δP (σ′ + σ)
δP (σ
′ + σ) δP (σ′ − σ)

 , (5.50)
acts like a matrix valued “delta function” for the two component Majorana spinor in the reduced
physical interval [0, π] of the string. We therefore propose the following anti-brackets in the
fermionic sector:
{ψµA(σ), ψνB(σ′)} = −iηµνΛAB(σ, σ′) , (5.51)
instead of (5.10) which, when written down explicitly in terms of components, reads
{ψµ+(σ), ψν+(σ′)} = {ψµ−(σ), ψν−(σ′)} = −iηµνδP (σ − σ′) ,
{ψµ−(σ), ψν+(σ′)} = −iηµνδP (σ + σ′) . (5.52)
We shall now investigate the consistency of this structure. Firstly, this structure of the an-
tibracket relations is completely consistent with the boundary condition (5.31). To see this
explicitly, we compute the anticommutator of ψ+(σ
′) with (5.31), the left hand side of which
gives
−i (δP (σ − σ′)− δP (σ + σ′)) |σ=0,π = −i∆− (σ, σ′)) |σ=0,π
=
1
π
∑
n 6=0
sin(nσ′)sin(nσ)|σ=0,π = 0 , (5.53)
where the form of the periodic delta function has been used. Not only that, as a bonus,
we reproduce the modified form of (5.43). Observe the occurrence of δP (σ + σ
′) rather than
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δP (σ− σ′) in the mixed bracket {ψ+, ψ−}, which plays a crucial role in obtaining the following
involutive algebra in the fermionic sector5. Indeed, using (5.51), one can show that
{λ1(σ), λ1(σ′)} = 4 (λ2(σ)∂σ∆+ (σ, σ′) + λ2(σ′)∂σ∆− (σ, σ′)) ,
{λ2(σ), λ2(σ′)} = (λ2(σ′)∂σ∆+ (σ, σ′) + λ2(σ)∂σ∆− (σ, σ′)) ,
{λ2(σ), λ1(σ′)} = (λ1(σ) + λ1(σ′)) ∂σ∆+ (σ, σ′) (5.54)
hold for the fermionic sector.
Remarkably the above constraint algebra is exactly similar to the constraint algebra of the
bosonic sector (2.35). This helps us to write down the complete algebra of the super Virasoro
constraints χ1(σ) and χ2(σ):
{χ1(σ), χ1(σ′)} = 4 (χ2(σ)∂σ∆+ (σ, σ′) + χ2(σ′)∂σ∆− (σ, σ′)) ,
{χ2(σ), χ2(σ′)} = (χ2(σ′)∂σ∆+ (σ, σ′) + χ2(σ)∂σ∆− (σ, σ′)) ,
{χ2(σ), χ1(σ′)} = (χ1(σ) + χ1(σ′)) ∂σ∆+ (σ, σ′) (5.55)
The algebra between the constraints (5.25) now gets modified to
{J˜1(σ), J˜1(σ′)} = −i(χ1(σ)− 2χ2(σ))δP (σ − σ′) ,
{J˜2(σ), J˜2(σ′)} = −i(χ1(σ) + 2χ2(σ))δP (σ − σ′) ,
{J˜1(σ), J˜2(σ′)} = −i(χ1(σ)− 2χ2(σ))δP (σ + σ′) . (5.56)
The algebra between J˜(σ) and χ(σ) can now be computed by using the modified bracket (5.44)
to get,
{χ1(σ), J˜1(σ′)} = −
(
2J˜1(σ) + J˜1(σ
′)
)
∂σδP (σ − σ′) +
(
2J˜2(σ) + J˜1(σ
′)
)
∂σδP (σ + σ
′) ,
{χ1(σ), J˜2(σ′)} =
(
2J˜2(σ) + J˜2(σ
′)
)
∂σδP (σ − σ′)−
(
2J˜1(σ) + J˜2(σ
′)
)
∂σδP (σ + σ
′) ,
{χ2(σ), J˜1(σ′)} =
(
J˜1(σ) +
1
2
J˜1(σ
′)
)
∂σδP (σ − σ′) +
(
J˜2(σ) +
1
2
J˜1(σ
′)
)
∂σδP (σ + σ
′) ,
{χ2(σ), J˜2(σ′)} =
(
J˜2(σ) +
1
2
J˜2(σ
′)
)
∂σδP (σ − σ′) +
(
J˜1(σ) +
1
2
J˜2(σ
′)
)
∂σδP (σ + σ
′) ,(5.57)
5Since there is no translational symmetry, the presence of δP (σ + σ
′)does not give rise to any inconsistency
here.
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which clearly displays a new structure for the super-Virasoro algebra.
As a matter of consistency, we write down the hamiltonian of the superstring and then
study the time evolution of the ψ± modes. This follows easily from the Virasoro functional
L[f ] (5.38) by setting f(σ) = eimσ, which gives
Lm =
1
4
∫ π
−π
dσe−imσ[{Π(σ) + ∂σX(σ)}2 + 2iψµ+∂σ .ψµ+] (5.58)
Setting m = 0, gives the hamiltonian
H = L0 =
1
4
∫ π
−π
dσ[{Π(σ) + ∂σX(σ)}2 + 2iψµ+∂σψµ+]
=
1
2
∫ π
0
dσ[Π2(σ) + ∂σX(σ)
2 + i(ψµ+(σ)∂σψµ+(σ)− ψµ−(σ)∂σψµ−(σ))] . (5.59)
This immediately leads to
ψ˙−(σ) = {ψ−(σ), H} = −∂σψ−(σ) ; ψ˙+(σ) = {ψ+(σ), H} = ∂σψ+(σ) , (5.60)
which are precisely the equations of motion for the fermionic fields. One can therefore regard
(5.44) and (5.52) as the final symplectic structure of the free superstring theory.
5.4 The interacting theory :
The action for a super string moving in the presence of a constant background Neveu-Schwarz
two form field Fµν is given by,
S = −1
2
∫
Σ
d2σ
(
ηµν∂aX
µ∂aXν + ǫabFµν∂aXµ∂bXν
− iψµρa∂aψµ + iFµνψµρbǫab∂aψν
)
. (5.61)
The bosonic and fermionic sectors decouple. We consider just the fermionic sector since the
bosonic sector has already been discussed in chapter 2. In component the fermionic sector reads
SF =
i
2
∫
Σ
dτdσ
(
ψµ−∂+ ψ−µ + ψ
µ
+∂− ψ+µ − Fµνψµ−∂+ ψν− + Fµνψµ+∂− ψν+
)
. (5.62)
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The minimum action principle δS = 0 leads to a volume term that vanishes when the equations
of motion hold, and also to a surface term
(
ψµ−(ηµν − Fµν)δψν− − ψµ+(ηµν + Fµν)δψν+
)
|π0 = 0 . (5.63)
It is not possible to find non trivial boundary conditions involving ψµ− and ψ
µ
+ that makes the
above surface term vanish. However, the addition of a boundary term [57], [81]
Sbound =
i
2πα′
∫
Σ
dτdσ
(
Fµνψµ+∂−ψν+
)
(5.64)
makes it possible to find a solution to the boundary condition. Addition of this term to SF
leads to the total action:
S =
−i
4πα′
∫
Σ
dτdσ
(
ψµ−Eνµ∂+ψ
ν
− + ψ
µ
+Eνµ∂−ψ
ν
+
)
, (5.65)
where Eµν = ηµν + Fµν . The corresponding boundary term coming from δS = 0 is given by
(
ψµ−Eνµδψ
ν
− − ψµ+Eνµδψν+
)
|π0 = 0. (5.66)
The above condition is satisfied by the following conditions that preserve supersymmetry
[82] at the string endpoints σ = 0 and σ = π:
Eνµ ψ
ν
+(0, τ) = Eµν ψ
ν
−(0, τ) ,
Eνµ ψ
ν
+(π, τ) = λEµν ψ
ν
−(π, τ) , (5.67)
where λ = ±1 with the plus sign corresponding to Ramond boundary condition and the minus
corresponding to the Neveu-Schwarz case. Here too we work with Ramond boundary conditions.
Now the BCs are recast as
(
Eνµ ψ
ν
(+)(σ, τ) − Eµν ψν(−)(σ, τ)
)
|σ=0,π = 0 . (5.68)
This nontrivial BC leads to a modification in the original (naive) (5.11) DBs. The
{ψµ(+)(σ, τ), ψν(+)(σ′, τ)}DB is the same as that of the free string (5.11). We therefore make an
ansatz
{ψµ+(σ, τ), ψν−(σ′, τ)}DB = CµνδP (σ + σ′) . (5.69)
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Taking brackets between the BCs (5.68) and ψγ−(σ′) we get
Eνµ C
νγ = −i Eµγ . (5.70)
Solving this, we find
Cµν = −i
[(
1− F2
)−1]µρ
Eργ E
γν . (5.71)
One can also take brackets between the BCs (5.68) and ψγ+(σ
′), which yields
Cνµ = −i
[(
1− F2
)−1]µρ
EγρE
νγ . (5.72)
Although the expressions (5.71) and (5.72) look different, they are actually the same as one
can see easily by taking transpose of (5.72) and using the fact that, for any matrix M we
have the commuting property for the product : f(M)g(M) = g(M)f(M), holding for any two
polynomials f and g of M . In other words, f and g can be regarded as functions which map
matrices to matrices of same dimension and are constructed out of the same matrix M . Finally
we can write the matrix C = {Cµν} more compactly as
C = −i
[(
1−F2
)−1
(1 + F)2
]
. (5.73)
We therefore get the following modification:
{ψµ+(σ, τ), ψν−(σ′, τ)}DB = −i
[(
1− F2
)−1]µρ
Eργ E
γνδP (σ + σ
′) , (5.74)
which also reduces to those of [58], upto the δP (σ + σ
′) factor. Finally, note that in the limit
Fµν → 0 (5.74), the last of (5.52) is reproduced.
5.5 Summary
In this chapter we have extended the methodology of chapter 2 and chapter 3 to an open
fermionic string propagating freely and one moving in a constant antisymmetric background
field. Here also we have observed that boundary conditions are incompatible with the basic
brackets. So the modification of the cannonical bracket was necessary. Eventually we have
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constructed the appropriate delta function for the physical interval [0, π] of the string and in
the process we have obtained the non(anti)commutative structure of the super string. Finally
the above non(anti)commutative structure led to new results in the algebra of superconstraints
which still remain involutive, indicating the internal consistency of our analysis.
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Chapter 6
Normal ordering and
non(anti)commutativity in open super
strings
In this chapter we study non(anti)commutativity in an open super string moving in the presence
of a background antisymmetric tensor field Bµν in a conformal field theoretic approach.
In chapter 4, noncommutativity in an open bosonic string moving in the presence of a back-
ground Neveu-Schwarz two-form field Bµν is investigated in a conformal field theory approach.
The mode algebra is first obtained using the newly proposed normal ordering, which satisfies
both equations of motion and BC(s). Using these the commutator among the string coordinates
is obtained. Interestingly, this new normal ordering yields the same algebra between the modes
as the one satisfying only the equations of motion. In this approach, we find that noncommu-
tativity originates more transparently and our results match with the existing results in the
literature. In this chapter, we extend the same methodology to analyse an open super string
propagating freely and one moving in a constant antisymmetric background field. To start with
we discuss the recent results involving new normal ordered products (of fermionic operators) in
[62]. Then we study the symplectic structure of the fermionic sector of both free and interacting
super string. The computational details of some of the key results in the chapter are given in
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the appendix B.
6.1 New Normal ordering for fermionic string coordi-
nates
The action for a super string moving in the presence of a constant background antisymmetric
tensor field Bµν is given by:
S =
−1
4πα′
∫
Σ
dτdσ
[
∂aX
µ∂aXµ + ǫ
abBµν∂aX
µ∂bX
ν
+iψµ(−)E
νµ∂+ψν(−) + iψµ(+)E
νµ∂−ψν(+)
]
(6.1)
where, ∂+ = ∂τ + ∂σ, ∂− = ∂τ − ∂σ and Eµν = ηµν + Bµν .
Now since the bosonic and fermionic sectors decouple, we can consider the fermionic sector
seperately1. The variation of the fermionic part of the action (6.1) gives the classical equations
of motion:
∂+ψν(−) = 0 , ∂−ψν(+) = 0 (6.2)
and a boundary term that yields the following BCs:
Eνµ ψ
ν
(+)(0, τ) = Eµν ψ
ν
(−)(0, τ)
Eνµ ψ
ν
(+)(π, τ) = λEµν ψ
ν
(−)(π, τ) (6.3)
at the endpoints σ = 0 and σ = π of the string, where λ = ±1 corresponds to Ramond and
Neveu-Schwarz BC(s) respectively.
It is convenient now to change to complex world-sheet coordinates and therefore we first
make a Wick rotation by defining σ2 = iτ . Then we introduce the complex world sheet
coordinates [53]: z = σ1 + iσ2 ; z¯ = σ1 − iσ2 and ∂z = 12(∂1 − i∂2), ∂z¯ = 12(∂1 + i∂2). In this
notation the fermionic part of the action (6.1) reads:
SF =
−i
4πα′
∫
Σ
dzdz¯[ψµ(−)E
νµ∂z¯ψν(−) + ψµ(+)E
νµ∂zψν(+)] (6.4)
1The bosonic sector was already discussed in chapter 4.
64
while the classical equations of motion (6.2) and the Ramond BCs (6.3) take the form:
∂z¯ψν(−) = 0 , ∂zψν(+) = 0 (6.5)(
Eνµ ψ
ν
(+)(z, z¯) − Eµν ψν(−)(z, z¯)
)
|z=−z¯ , 2π−z¯ = 0 . (6.6)
We now study the properties of quantum operators corresponding to the classical variables
by considering the expectation values [53]. Using the fact that the path integral of a total
functional derivative vanishes and considering the insertion of one fermionic operator one finds:
∫
[dψ]

 δ
δψµ(a)(z, z¯)
[e−SFψν(b)(z
′, z¯′)]

 = 0 (6.7)
where, a, b = +,− . Considering first the case of ψν(b)(z′, z¯′) inside the world-sheet and not at
the boundary, this equation yields the following expectation values:
〈∂zψµ(+)(z, z¯)ψν(+)(z′, z¯′)〉 = 2 π i α′ 〈ηµνδ2(z − z′, z¯ − z¯′)〉
〈∂z¯ψµ(−)(z, z¯)ψν(−)(z′, z¯′)〉 = 2 π i α′ 〈ηµνδ2(z − z′, z¯ − z¯′)〉
〈∂z¯ψµ(−)(z, z¯)ψν(+)(z′, z¯′)〉 = 〈∂zψµ(+)(z, z¯)ψν(−)(z′, z¯′)〉 = 0 . (6.8)
Using these results one finds the appropriate way to define normal ordered products that satisfy
the equations of motion for fermionic operators that are not at the world-sheet boundary
[62, 83]:
: ψµ(+)(z, z¯) ψ
ν
(+)(z
′, z¯′) : = ψµ(+)(z, z¯) ψ
ν
(+)(z
′, z¯′) − i α
′
z¯ − z¯′ η
µν
: ψµ(−)(z, z¯) ψ
ν
(−)(z
′, z¯′) : = ψµ(−)(z, z¯) ψ
ν
(−)(z
′, z¯′) − i α
′
z − z′ η
µν
: ψµ(+)(z, z¯) ψ
ν
(−)(z
′, z¯′) : = 0
: ψµ(−)(z, z¯) ψ
ν
(+)(z
′, z¯′) : = 0 . (6.9)
The above products satisfy the equations of motion (6.5) at the quantum level, but fails to
satisfy the BC(s) (6.6).
At this point it is more convenient to choose world sheet coordinates, related to these z coor-
dinates by conformal transformation, that simplify the representation of the boundary,
ω = exp (−iz) = e−iσ1+σ2 ; ω¯ = eiσ1+σ2 . (6.10)
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Besides replacing exp(−iz)→ ω, we must transform the fields [83],
ψµ
ω
1
2
(ω) = (∂ωz)
1
2 ψµ
z
1
2
(z) = i
1
2ω−
1
2 ψµ
z
1
2
(z). (6.11)
The subscripts are a reminder that these transform with half the weight of a vector. In this
present coordinates the complete boundary corresponds just to the region ω = ω¯. Further, the
action (6.4) along with equations of motion (6.5) in terms of ω, ω¯ has still the same form, while
the form of BC(s) (6.6) change to the following:
(
Eνµ ψ
ν
(+)(ω, ω¯) + i Eµν ψ
ν
(−)(ω, ω¯)
)
|ω= ω¯ = 0 . (6.12)
Let us now consider the case of an insertion of a fermionic string coordinate ψν(±)(ω
′) located
at the world-sheet boundary. Note that since ω′ = ω¯′ at the boundary, the fermionic coor-
dinate insertion at the boundary depends only on ω′. Working out equation (6.7), but now
subject to constraint (6.12) (with ω replaced by ω′ in (6.12)), we find2 (see appendix B for the
computational details):
〈∂ωψµ(+)(ω, ω¯)ψν(+)(ω′)〉 = 2πiα′〈ηµνδ2(ω − ω′, ω¯ − ω′)〉
〈∂ωψµ(−)(ω, ω¯)ψν(−)(ω′)〉 = 2πiα′〈ηµνδ2(ω − ω′, ω¯ − ω′)〉
〈∂ωψµ(+)(ω, ω¯)ψν(−)(ω′)〉 = −2πα′〈
[
(η + B)−1 (η − B)
]νµ
δ2(ω − ω′, ω¯ − ω′)〉
〈∂ωψµ(−)(ω, ω¯)ψν(+)(ω′)〉 = 2πα′〈
[
(η + B)−1 (η − B)
]νµ
δ2(ω − ω′, ω¯ − ω′)〉 . (6.13)
So the appropriate normal ordering for fermionic string coordinates at the boundary reads:
: ψµ(+)(ω, ω¯)ψ
ν
(+)(ω
′) : = ψµ(+)(ω, ω¯)ψ
ν
(+)(ω
′) − iα
′
(ω¯ − ω′)η
µν
: ψµ(−)(ω, ω¯)ψ
ν
(−)(ω
′) : = ψµ(−)(ω, ω¯)ψ
ν
(−)(ω
′) − iα
′
(ω − ω′)η
µν
: ψµ(+)(ω, ω¯)ψ
ν
(−)(ω
′) : = ψµ(+)(ω, ω¯)ψ
ν
(−)(ω
′) +
α′
[
(η + B)−1 (η − B)
]νµ
(ω¯ − ω′)
: ψµ(−)(ω, ω¯)ψ
ν
(+)(ω
′) : = ψµ(−)(ω, ω¯)ψ
ν
(+)(ω
′) −
α′
[
(η + B)−1 (η − B)
]νµ
(ω − ω′) (6.14)
2Note that the fields ψ’s with unprimed arguements are not located at the boundary.
The above results of normal ordering of fermionic operators are new and incorporates the effect
of BC(s).
Now for the functional F [X ] (representing the combinations occurring in the left hand side of
the above equation), the new normal ordering (in absence of the B field) can be compactly
written as:
: F := exp

 iα′
2
∫
d2ω′′d2ω′′′

 1
(ω′′ − ω′′′)
δ
δψµ(−)(ω
′′, ω¯′′)
δ
δψµ(−)(ω′′′, ω¯′′′)
+ (ω ↔ ω¯,− ↔ +)



F
(6.15)
Note that the fields ψ’s with double prime and triple prime arguements in (6.15) are not located
at the boundary.
We shall see now that normal ordered products are important to compute the central charge
which gives us the critical dimension. The energy-momentum tensor (in the absence of the B
field) for the fermionic sector for points inside the world-sheet (in the z-frame) is given by:
T zz = −1
2
ψµ(+)∂z¯ψ
µ
(+) ≡ T¯
T z¯z¯ = −1
2
ψµ(−)∂zψ
µ
(−) ≡ T (6.16)
while at the boundary, the BC(s) (6.6) (with B = 0) relating ψν(−) to ψν(+) lead to :
T¯ = −1
2
ψµ(+)∂z¯ψ
µ
(+) = −T (6.17)
where we have used ∂z¯ = −∂z (since dz = −dz¯ at the boundary). The central charge can now
be computed from the most singular term in the normal ordered product of energy-momentum
tensor. This involves two contractions of the fermionic coordinate operator products and is
proportional to [62]:
∫
dz′...dz′′′′
1
2

 iα′
(z′ − z′′)
δ2
δψµ(−)(z′)δψ
µ
(−)(z
′′)



 iα′
(z′′′ − z′′′′)
δ2
δψµ(−)(z′′′)δψ
µ
(−)(z
′′′′)


× [T (z1)T (z2)]
∼ Dα
′2
4(z1 − z2)4 (6.18)
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where ∼ mean “equal up to nonsingular terms”3. The above computation gives the well known
result D/2 as the central charge where D is the dimension of space-time [70], [83]. The results
are also in conformity with [62].
We shall make use of the results discussed here in the next section where we study both free
and interacting open super strings.
6.2 Mode expansions and Non(anti)Commutativity for
super strings
6.2.1 Free open strings
In this section, we consider the mode expansions of free (Bµν = 0) open super strings. We first
expand ψµ(−)(z) and ψ
µ
(+)(z¯) in Fourier modes in (z, z¯) coordinates [83]:
ψµ(−)(z) =
1√
2π
∑
m∈Z
dµm exp(imz) ; ψ
µ
(+)(z¯) =
1√
2π
∑
m∈Z
d˜µm exp(−imz¯). (6.19)
Let us also write these as Laurent expansions in (ω, ω¯) coordinates:
ψµ(−)(ω) =
i
1
2√
2π
∑
m∈Z
dµm
ωm+
1
2
; ψµ(+)(ω¯) =
i−
1
2√
2π
∑
m∈Z
d˜µm
ω¯m+
1
2
. (6.20)
Now the BC(s) (6.12) in case of free open super strings (Bµν = 0) requires d = d˜ in the
expansions (6.20). The expressions (6.20) can be equivalently written as:
dµm =
√
2π√
i
∮ dω
2πi
ωm−
1
2 ψµ(−)(ω) = −
√
2π
√
i
∮ dω¯
2πi
ω¯m−
1
2 ψµ(+)(ω¯). (6.21)
The anticommutation relation between d’s can be worked out from the contour argument [53]
and the operator product expansion (OPE) (6.14) (with Bµν = 0):
{dµm, dνn} =
1
i
∮
dω2
2πi
Resω1→ω2
(
ω
m− 1
2
1 ψ
µ
(−)(ω1)ω
n− 1
2
2 ψ
ν
(−)(ω2)
)
= 2πα′ ηµν δm+n,0 = η
µν δm+n,0 (6.22)
3The other less singular terms are not given explicitly.
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where we have set 2πα′ = 1. The anti-commutation relations between ψµ(−)(ω, ω¯) and ψ
ν
(+)(ω
′, ω¯′)
are then obtained by using (6.22):
{
ψµ(−)(ω, ω¯), ψ
ν
(−)(ω
′, ω¯′)
}
=
iηµν
2π
∑
m∈Z
(
ω−m−
1
2 ω′m−
1
2
)
{
ψµ(+)(ω, ω¯), ψ
ν
(+)(ω
′, ω¯′)
}
= −iη
µν
2π
∑
m∈Z
(
ω¯−m−
1
2 ω¯′m−
1
2
)
{
ψµ(−)(ω, ω¯), ψ
ν
(+)(ω
′, ω¯′)
}
=
ηµν
2π
∑
m∈Z
(
ω−m−
1
2 ω¯′m−
1
2
)
. (6.23)
To obtain the usual equal time (τ = τ ′) anticommutation relation we first rewrite (6.23) in “z
frame” using (6.10, 6.11) and then in terms of σ1, σ2 to find:
{
ψµ(−)(σ
1, σ2), ψν(−)(σ
1′, σ′2)
}
=
ηµν
2π
∑
m∈Z
[
exp
(
im(σ1 + iσ2 − σ′1 − iσ′2)
)]
{
ψµ(+)(σ
1, σ2), ψν(+)(σ
1′, σ′2)
}
=
ηµν
2π
∑
m∈Z
[
exp
(
im(σ1 − iσ2 − σ′1 + iσ′2)
)]
{
ψµ(−)(σ
1, σ2), ψν(+)(σ
1′, σ′2)
}
=
ηµν
2π
∑
m∈Z
[
exp
(
im(σ1 + iσ2 + σ′1 − iσ′2)
)]
. (6.24)
Finally substituting τ = τ ′ (i.e. σ2 = σ2 ′) and σ1 = σ we get back the equal time anti-
commutation relations:
{
ψµ(−)(σ, τ), ψ
ν
(−)(σ
′, τ)
}
= ηµνδP (σ − σ′){
ψµ(+)(σ, τ), ψ
ν
(+)(σ
′, τ)
}
= ηµνδP (σ − σ′){
ψµ(−)(σ, τ), ψ
ν
(+)(σ
′, τ)
}
= ηµνδP (σ + σ
′). (6.25)
where, δP (σ − σ′) is the so called periodic delta function which is defined as:
δP (σ − σ′) = 1
2π
∑
m∈Z
exp (im(σ − σ′)) . (6.26)
This structure of anticommutator is completely consistent with the BCs (6.12) for Bµν = 0. Note
that not only the usual Dirac delta function is replaced by the periodic delta function but also
the anticommutator among ψ(−), ψ(+) are non-vanishing even in case of the free open fermionic
string as we have already seen in previous chapter [59, 60]. The most important feature of
the above analysis is that unlike the bosonic case, the new normal ordering of the fermionic
operators (that incorporates the BC(s)) (6.14) leads to the nonanticommutative structures
(6.25) among the fermionic string coordinates.
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6.2.2 Open superstring in the constant B-field background
We now analyse the open superstring moving in presence of a background antisymmetric tensor
field Bµν . To begin with, let us again consider the Laurent expansion of ψµ(−)(ω) and ψµ(+)(ω¯)
(6.20). Now due to the BC(s) (6.12) (with Bµν 6= 0), the modes d and d˜ are no longer indepen-
dent but satisfy the following relation:
Eµν d
ν
m = Eνµ d˜
ν
m. (6.27)
Hence there exists only one set of independent modes αµm, which can be thought of as the modes
of free open strings and is related to dµm and d˜
µ
m by:
dµm = (δ
µ
ν − Bµν)ανm := [(1l− B)α]µm
d˜µm = (δ
µ
ν + Bµν)ανm := [(1l + B)α]µm . (6.28)
Note that under world-sheet parity transformation (i.e. σ ↔ −σ), dµm ↔ d˜µm, since Bµν is a
world-sheet pseudo-scalar (similar to bosonic part). Substituting (6.28) in (6.20), we obtain
the following Laurent expansions for ψµ− and ψ
µ
+:
ψµ(−)(ω) =
i
1
2√
2π
∑
m∈Z
[(1l− B)α]µm
ωm+
1
2
(6.29)
ψµ(+)(ω¯) =
i−
1
2√
2π
∑
m∈Z
[(1l + B)α]µm
ω¯m+
1
2
.
These are the appropriate mode expansions for the fermionic part of the interacting superstring,
that satisfy both the equations of motion (6.5) and the BC(s) (6.12).
Now the expressions (6.29) for interacting superstrings can also be written as:
[(1l− B)α]µm =
√
2π
i
∮
dω
2πi
ωm−
1
2 ψµ(−)(ω)
[(1l + B)α]µm =
√
2π
i
∮
dω¯
2πi
ω¯m−
1
2 ψµ(+)(ω¯). (6.30)
The anticommutation relation between α’s can be obtained once again from the contour argu-
ment (using (6.30)) and the ψ ψ OPE (6.14):
{αµm, ανn} =
[(
1l− B2
)−1]µν
δm,−n =
(
M−1
)µν
δm,−n (6.31)
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where, M = (1l − B2) ; (B2)µν = BµρBρν4. Now the anticommutator between the fermionic
string coordinates can be computed using (6.29), (6.31). The antibrackets between
{
ψµ(−), ψ
ν
(−)
}
and
{
ψµ(+), ψ
ν
(+)
}
are the same as that of free case but the anticommutator between ψµ(−) and
ψµ(+) gets modified to the following form:
{
ψµ−(ω, ω¯), ψ
ν
+(ω
′, ω¯′)
}
=
1
2π
∑
m∈Z

(1l− B)µρ
[
(1l− B2)−1
]ρσ
(1l− B) νσ
ωm+
1
2 ω¯′−m+
1
2

 . (6.32)
Now proceeding as before, we can write the above anticommutation relation in (τ, σ) coordinates
to obtain the usual equal time (i.e. τ = τ ′) anticommutation relation:
{
ψµ(−)(σ, τ), ψ
ν
(+)(σ
′, τ)
}
= Eρ µ
[(
1l− B2
)−1]
ρ σ
Eν σ δP (σ + σ
′). (6.33)
The above result reduces to the the free case result in the Bµν = 0 limit and also agrees with
the existing results in the previous chapter and literature [59].
6.3 Summary
In this chapter, we have used conformal field theoretic techniques to compute the anticommuta-
tor among Fourier components of fermionic sector of super strings. Using this the anticommu-
tator between the basic fermionic fields is obtained. This is the extension of our earlier work on
bosonic strings discussed in chapter 4. The method is also different from ([59]), where the alge-
bra among the Fourier components have been computed using the Faddeev-Jackiw symplectic
formalism. The advantage of this approach is that the results one obtains takes into account
the quantum effects right from the beginning, in contrary to the previous investigations, which
were made essentially at the classical level [7, 8, 10, 39, 59]. Interestingly, the new normal
ordering that takes into account the effect of the BC(s) plays a crucial role in obtaining the
nonanticommutative symplectic structure among the fermionic string coordinates (6.25). This
is in contrast to the analysis in case of the bosonic strings where the new normal ordering has
no bearing on the symplectic structure. Finally, we also computed the oscillator algebra in
4Here we should note that (1l)
µν
= ηµν .
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presence of the B field which is a parity-odd field on the string world-sheet. As in the bosonic
case, in presence of this B field, the fourier modes appearing in the Laurent series expansions
of the fermionic fields ψµ(−) and ψ
µ
(+) of the closed string are no longer equal when open string
BCs are imposed. These rather get related to the free oscillator modes dµm. Using these ex-
pressions of the modes, we rewrite the fermionic fields ψµ(−) and ψ
µ
(+) entirely in terms of the
free oscillator modes αµm (6.28). Then a straight forward calculation, involving ψψ OPE and
contour argument yields the NC anticommutator, thereby reproducing the results of previous
chapter.
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Chapter 7
String non(anti)commutativity for
Neveu-Schwarz boundary conditions
We have already seen in the case of fermionic string there is a choice between Ramond boundary
conditions and Neveu Schwarz (NS) boundary conditions. Surprisingly a common point of all
the studies in the superstring theory is that all the literatures are solely confined for the Ramond
(R) BC(s) only and the second type of BC is less studied in the research area. Here in this
chapter, we extend our methodology (which has already been discussed in chapter 5) to the
superstring satisfying the NS boundary conditions. A nontrivial result we have found from the
whole analysis is that, contrary to the R case, bosonic sector of the superstring satisfies Dirichlet
BC at one end and Neumann BC at the other end provided the bosonic variable Xµ is allowed
to be antiperiodic. This observation is completely new and has not been discussed elsewhere.
Further, the symplectic structure of the bosonic sector also keeps the superconstraint algebra
involutive. The bracket structures have also been computed using the mode expansions of the
bosonic and the fermionic coordinates.
In the next section, the R-Neveu Schwarz (RNS) superstring action in the conformal gauge is
briefly discussed to fix the notations. The section is then subdivided into two parts. In the first
subsection, the BC(s) and the mode expansions of the fermionic sector of the superstring is
given and the nonanticommutativity of the theory is revealed in the conventional Hamiltonian
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framework. In the next subsection, the PB structure and the BC(s) of the bosonic sector is
discussed. Then in next section we compute the super constraint algebra with the modified
symplectic structure obtained in the previous section. The results obtained in the subsections
7.1.1 and 7.1.2 are further confirmed in section 7.3 by the mode expansion method. This
consistency check is performed separately for the bosonic and the fermionic sector. Finally in
Section 7.4 we discuss the non(anti)commutativity in the interacting superstring theory in the
RNS formulation.
7.1 RNS free superstring
In the first part of this section we briefly mention the canonical algebra of the basic fields of a
free open superstring (we have already discussed the superstring in chapter 5). Later we shall
show how these algebraic structures get modified as a result of the boundary conditions of the
theory. The action we take for our analysis is given by [79, 80]1
S = −1
2
∫
Σ
d2σ
(
ηµν∂aX
µ∂aXν − iψµρa∂aψµ
)
. (7.1)
The bosonic and the fermionic part of the above action can be separated out as
S = SB + SF (7.2)
where,
SB = −1
2
∫
Σ
d2σηµν∂aX
µ∂aXν and SF =
1
2
∫
Σ
d2σiψ
µ
ρa∂aψµ. (7.3)
The components of the Majorana spinor ψ are denoted as ψ±
ψµ =

ψµ−
ψµ+

 . (7.4)
1We follow the same conventions as in chapter 5, ρ0 = σ2 =
(
0 −i
i 0
)
, ρ1 = iσ1 =
(
0 i
i 0
)
and
take the induced world-sheet metric and target space-time metric as ηab = {−,+}, ηµν = {−,+,+, ....,+}
respectively.
74
The Dirac antibracket of the first order action SF is easily read off
{ψµ+(σ) , ψν+(σ′)}D.B = {ψµ−(σ) , ψν−(σ′)}D.B = −iηµνδ(σ − σ′)
{ψµ+(σ) , ψν−(σ′)}D.B = 0 . (7.5)
On the other hand the action SB gives the following brackets among the bosonic variables
{Xµ(σ),Πν(σ′)} = ηµνδ(σ − σ′)
{Xµ(σ), Xν(σ′)} = 0 = {Πµ(σ),Πν(σ′)} (7.6)
where Πµ is the canonically conjugate momentum to X
µ, defined in the usual way. Eqs. (7.5)
and (7.6) defines the preliminary symplectic structure of the theory. We shall now discuss the
effects of BC(s) on these symplectic algebra for the fermionic and the bosonic sectors separately.
7.1.1 Fermionic sector
Varying the fermionic part of the action (7.3)
δSF = i
∫
Σ
d2σ
[
δψ¯µρ
a ∂aψ
µ − ∂σ (ψµ− δψµ− − ψµ+ δψµ+)
]
(7.7)
we obtain the Euler-Lagrange equation for the fermionic field
iρa∂aψ
µ = 0. (7.8)
together with the following BC(s):
ψµ+(0, τ) = ψ
µ
−(0, τ)
ψµ+(π, τ) = λψ
µ
−(π, τ) (7.9)
where λ = ±1 corresponds to the R BC(s) and the NS BC(s), respectively. In this chapter, we
shall work with the NS BC(s) which we write in the following manner
(ψµ+(σ, τ)− ψµ−(σ, τ))|σ=0 = 0 (7.10)
(ψµ+(σ, τ) + ψ
µ
−(σ, τ))|σ=π = 0. (7.11)
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Now the mode expansion of the components of Majorana fermion, satisfying the above set of
BC(s) is given by [79, 80]:
ψµ−(σ, τ) =
1√
2
∑
n∈Z+ 1
2
dµne
−i n(τ−σ)
ψµ+(σ, τ) =
1√
2
∑
n∈Z+ 1
2
dµne
−i n(τ+σ). (7.12)
From the above mode expansions it follows automatically that
ψµ−(−σ, τ) = ψµ+(σ, τ) . (7.13)
Furthermore, making use of eq. (7.9), we obtain
ψµ±(σ = −π, τ) = −ψµ±(σ = π, τ)
ψµ±(σ = −2π, τ) = ψµ±(σ = 2π, τ) (7.14)
in the NS-sector. Hence ψµ±(σ, τ) is an antiperiodic function of antiperiodicity 2π which nat-
urally implies that it is a periodic function of periodicity 4π. We now essentially follow the
methodology discussed in chapter 5 for the present case. First, we introduce the antiperiodic
delta function δ(a)P (x) of antiperiodicity 2π and periodicity 4π
δ(a)P (x) = −δ(a)P (x+ 2π) = 1
4π
∑
n∈Z+ 1
2
ei nx (7.15)
which satisfies the defining property of a periodic δ-function i.e.
∫ 2π
−2π
dx′δ(a)P (x
′ − x)f(x′) = f(x) (7.16)
where f(x) is an arbitrary periodic function with periodicity 4π. Using this we write the
following expression for ψµ− and ψ
µ
+ in the physical interval [0, π] of the string
2
∫ π
0
dσ′
[
δ(a)P (σ
′ + σ)ψµ+(σ
′) + δ(a)P (σ
′ − σ)ψµ−(σ′)
]
= ψµ−(σ) (7.17)
2
∫ π
0
dσ′
[
δ(a)P (σ
′ + σ)ψµ−(σ
′) + δ(a)P (σ
′ − σ)ψµ+(σ′)
]
= ψµ+(σ) . (7.18)
We define a matrix ΛAB(σ, σ
′)
ΛAB(σ, σ
′) =

 δ(a)P (σ′ − σ) δ(a)P (σ′ + σ)
δ(a)P (σ
′ + σ) δ(a)P (σ′ − σ)

 (7.19)
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to write the equations (7.17) and (7.18) in a compact form
2
∫ π
0
dσ′ΛAB(σ, σ
′)ψµB(σ
′) = ψµA(σ) ; (A, B = −,+). (7.20)
From the above equation Λ can be interpreted as a matrix valued “delta function” which acts
on the two component Majorana spinor. Instead of (7.5) we therefore propose the following
antibrackets in the fermionic sector
{ψµA(σ), ψνB(σ′)} = −2iηµνΛAB(σ, σ′). (7.21)
Making use of eq. (7.19) we write this in its component form
{ψµ+(σ), ψν+(σ′)} = {ψµ−(σ), ψν−(σ′)} = −2iηµνδ(a)P (σ − σ′)
{ψµ−(σ), ψν+(σ′)} = −2iηµνδ(a)P (σ + σ′) . (7.22)
Remarkably the above set of antibracket algebra is now completely consistent with the BC(s).
To see this explicitly, we compute the anticommutator of ψν+(σ
′) with (7.10) and (7.11), the
left hand side of which gives:
−2i
(
δ(a)P (σ − σ′)− δ(a)P (σ + σ′)
)
|σ=0 = −2i∆−(a) (σ, σ′) |σ=0
=
i
π
∑
n∈Z+ 1
2
sin(nσ) sin(nσ′)|σ=0 = 0 (7.23)
−2i
(
δ(a)P (σ − σ′) + δ(a)P (σ + σ′)
)
|σ=π = −2i∆+(a) (σ, σ′) |σ=π
= − i
π
∑
n∈Z+ 1
2
cos(nσ) cos(nσ′)|σ=π = 0 (7.24)
where the form of the antiperiodic delta function (7.15) has been used. This completes the
analysis of the fermionic algebra for the NS BC(s). In the next section we shall use these
relations (7.22) to compute the super constraint algebra.
7.1.2 Bosonic sector
Let us now study the bosonic sector of the superstring action (7.1). Varying the bosonic part
of the action (7.1), we obtain the equation of motion for the bosonic field
(∂2σ − ∂2τ )Xµ = 0 (7.25)
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together with Dirichlet and Neumann BC(s)
δXµ|σ=0,π = 0
X ′µ|σ=0,π = 0. (7.26)
Now there are two cases depending on the periodicity of the bosonic variable Xµ. Usually, one
is interested in theories with maximum Poincare´ invariance and hence Xµ must be periodic
(with a periodicity of 2π). This case has already been discussed in previous chapters. On the
other hand antiperiodicity of Xµ is interesting because one encounters it for twisted strings on
an orbifold [83]. In this chapter we shall discuss this case in details.
We let the bosonic string coordinates Xµ(σ) to have a periodicity of 4π (antiperiodicity of 2π)2:
Xµ(σ + 4π) = Xµ(σ). (7.27)
Hence the integral (7.16) once again holds for the bosonic coordinate Xµ(σ). Restricting to the
case of even(odd) functions Xµ±(−σ) = ±Xµ±(σ), it can be easily seen that (7.16) reduces to:
2
∫ π
0
dσ′∆±(a)(σ, σ
′)Xµ±(σ
′) = Xµ±(σ) (7.28)
where ∆±(a) were defined in the eqs. (7.23) and (7.24). We therefore propose the following
equal time PB:
{Xµ(τ, σ),Πν(τ, σ′)} = 2 δµν ∆±(a)(σ, σ′). (7.29)
It is now easy to observe that for ∆+(a)(σ, σ
′) to appear in the above PB the end points must
satisfy following BC(s)
X
′µ(0) = 0
Xµ(π) = 0 (7.30)
and for ∆−(a)(σ, σ′), the appropriate BC(s) that the end points must satisfy, reads
Xµ(0) = 0
X
′µ(π) = 0. (7.31)
2Note that this is also in accord with the fermionic sector.
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We shall find in the next section that the symplectic structure of the bosonic sector also plays
a crucial role in the closure of the super constraint algebra.
7.2 Super constraint algebra
In this section we shall compute the algebra of the super-Virasoro constraints using the modified
symplectic structures derived in the first section 2.
The complete set of super constraints are given by [60, 79]:
χ1(σ) = Φ1(σ) + λ1(σ) = 0
χ2(σ) = Φ2(σ) + λ2(σ) = 0 (7.32)
where,
Φ1(σ) =
(
Π2(σ) + (∂σX(σ))
2
)
Φ2(σ) = (Π(σ)∂σX(σ))
λ1(σ) = −iψ¯µ(σ)ρ1∂σψµ(σ) = −i (ψµ−(σ)∂σψµ−(σ)− ψµ+(σ)∂σψµ+(σ))
λ2(σ) = − i
2
ψ¯µ(σ)ρ0∂σψµ(σ) =
i
2
(ψµ−(σ)∂σψµ−(σ) + ψ
µ
+(σ)∂σψµ+(σ)) (7.33)
and using the basic algebra of fermionic and bosonic variables (7.22, 7.29), we get the following
algebra for super-Virasoro constraints:
{χ1(σ), χ1(σ′)} = 8
(
χ2(σ)∂σ∆+(a) (σ, σ
′) + χ2(σ
′)∂σ∆−(a) (σ, σ
′)
)
{χ2(σ), χ2(σ′)} = 2
(
χ2(σ
′)∂σ∆+(a) (σ, σ
′) + χ2(σ)∂σ∆−(a) (σ, σ
′)
)
{χ2(σ), χ1(σ′)} = 2 (χ1(σ) + χ1(σ′)) ∂σ∆+(a) (σ, σ′) . (7.34)
Apart from a numerical factor the above algebra has the same structure as in 5th chapter with
the only difference that δP (σ) occurring in chapter 5 has been replaced by δ(a)P (σ). Similarly
one can show that the algebra of super currents
J˜1(σ) = 2J01(σ) = ψ
µ
−(σ)Πµ(σ)− ψµ−(σ)∂σXµ
J˜2(σ) = 2J02(σ) = ψ
µ
+(σ)Πµ(σ) + ψ
µ
+(σ)∂σXµ (7.35)
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among themselves and also with the super constraints (7.32) close. It is also interesting to note
that both ∆+(a) and ∆−(a) appearing in the PB of the bosonic variables (7.29) gives the same
constraint algebra (7.34). Furthermore, the closure of the algebra also indicates the internal
consistency of our analysis.
7.3 Mode expansions and symplectic algebra
In this section, we shall derive the fermionic algebra (7.22) and the bosonic algebra (7.29) from
a mode expansion of the constituting fields. To do that we consider the mode expansions of
the fermionic field (7.12). Here dµn are Fourier modes and they satisfy the algebra
{dµm, dνn} = −
i
π
ηµν δm+n,0. (7.36)
This algebra can be obtained just by following the procedure of [59], in which they have com-
puted the anti brackets among Fourier components of fermionic sector of superstrings (R sector)
using Faddeev-Jackiw symplectic formalism [52]. This relation (7.36) between d’s can also be
worked out from the contour argument (discussed in chapter 6) [83] and the operator product
expansion. The antibracket relations between ψµA(σ), ψ
ν
B(σ
′) are then obtained by using (7.12)
and (7.36)
{
ψµ−(σ), ψ
ν
+(σ
′)
}
=
1
2
∑
r,s∈Z+ 1
2
e−ir(τ−σ) e−is(τ+σ) {dµr , dνs} (7.37)
= − i
2π
ηµν
∑
r∈Z+ 1
2
e−ir(τ−σ) eir(τ+σ)
= −2iηµνδ(a)P (σ + σ′).
Proceeding exactly in the similar manner one can get back the other anti-brackets of (7.22).
In order to study the bosonic sector, we first need the expressions of the mode expansion for
the two different types of BC(s) (7.30) and (7.31).
For the first case (BC (7.30)) it is given by:
Xµ(τ, σ) =
∑
n∈Z+ 1
2
αµn
n
einτ sin nσ (7.38)
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and for the other case (BC (7.31)) the mode expansion is
Xµ(τ, σ) =
∑
n∈Z+ 1
2
αµn
n
einτ cos nσ. (7.39)
The canonical momenta corresponding to (7.38) and (7.39) are given by
Πµ(τ, σ) = ηµν∂τX
ν(τ, σ)
= iηµν
∑
n∈Z+ 1
2
ανn e
inτ sin nσ, iηµν
∑
n∈Z+ 1
2
ανn e
inτ cos nσ. (7.40)
Here also the algebra between the modes can be computed by following the methodology of
[51, 52]:
{αµm, ανn} = −
i
π
ηµν mδm+n,0. (7.41)
Using (7.41) we obtain the same equal time PB given in (7.29).
7.4 The interacting theory
After finishing the analysis for the free theory, we shall now study the interacting case where
a superstring moves in the presence of a constant antisymmetric tensor field Bµν . The action
given by [57, 81]:
S =
−1
2
∫
Σ
dτdσ
[
∂aX
µ∂aXµ + ǫ
abBµν∂aXµ∂bXν
+iψµ−E
νµ∂+ψν− + iψµ+E
νµ∂−ψν+
]
(7.42)
where, ∂+ = ∂τ+∂σ, ∂− = ∂τ−∂σ and Eµν = ηµν +Bµν . Now since the bosonic and fermionic
sectors decouple, we can study them separately.
Here we concentrate on the fermionic sector. The variation of the fermionic part of the
action (7.42) gives the classical equations of motion:
∂+ψν− = 0 , ∂−ψν+ = 0 (7.43)
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and a boundary term that yields the following NS BC(s)3:
Eνµ ψ
ν
+(0, τ) = Eµν ψ
ν
−(0, τ)
Eνµ ψ
ν
+(π, τ) = −Eµν ψν−(π, τ) (7.44)
at the endpoints σ = 0 and σ = π of the string.
As in the free case, the above non-trivial BC(s) leads to a modification in the symplectic
structure (7.5). The {ψµ(±)(σ, τ), ψν±(σ′, τ)} is the same as (7.22). In the case of mixed bracket,
we make the following ansatz:
{ψµ+(σ, τ), ψν−(σ′, τ)} = Cµνδ(a)P (σ + σ′) . (7.45)
Brackets ψγ−(σ′) with the BC(s) (7.44) one obtains
EνµC
νγ = −2i Eµγ (7.46)
which on solving gives
Cµν = −2i
[(
1− B2
)−1]µρ
Eργ E
γν . (7.47)
Above solution is written in a matrix notation as,
C = −2i
[(
1− B2
)−1
(1 + B)2
]
(7.48)
where C = {Cµν}. Thus we get the modified mixed bracket in the form
{ψµ+(σ, τ), ψν−(σ′, τ)} = −2i
[(
1− B2
)−1]µρ
Eργ E
γνδ(a)P (σ + σ
′) . (7.49)
If we take the limit Bµν → 0 in the above equation we get back the last relation of (7.22).
7.5 Summary
In string theory the modification of Poisson algebra is a consequence of the nontrivial BC(s).
In this chapter, we have studied this problem for an open superstring satisfying the NS BC(s).
3The boundary term also leads to R BC(s). Detailed investigations involving R BC(s) has already been
carried out in chapter 5 and 6.
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Here also we have obtained non(anti)commutative structure for the fermionic string coordinates
following the approach discussed in chapter 5. So in that sense this is an extension of the chapter
5 and 6.
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Chapter 8
Concluding remarks
Noncommutativity of spacetime and its consequences for quantum field theory have been one
of the main objects of interest in the last few years. An important source of noncommu-
tativity in string theory is the presence of an antisymmetric constant tensor field along the
D-brane world volumes (where the string end points are located). The quantisation of strings
attached to branes involves mixed (combination of Dirichlet and Neumann) boundary condi-
tions. This makes the quantisation procedure more subtle since the quantum commutators
must be consistent with these boundary conditions. The aim of this thesis is to go further with
these investigations by making a thorough study on the role played by boundary conditions in
noncommutativity/non(anti)commutativity in string theory.
We started, in chapter 1, with a brief introduction of how noncommutativity appears in
string theory. Different approaches have been adopted to obtain this result. In some of the ear-
lier papers in the literature, the authors have regarded the boundary conditions as constraints.
The interpretation of the boundary condition as primary constraints usually lead to an infinite
tower of second class constraints in contrast to the usual Dirac formulation of constrained sys-
tems. Besides, in this approach, where one tries to obtain non-commutativity through Dirac
brackets between coordinates, one encounters ambiguous factor like δ(0). Furthermore, differ-
ent results are obtained depending on the interpretations of these factors. On the other hand
Hanson, Regge and Teitelboim [41], modified the cannonical Poisson bracket structure, so that
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it is compatible with the boundary conditions. The modified Poisson brackets were obtained for
the free NG string, in the orthonormal gauge, which is the counterpart of the conformal gauge
in the free Polyakov string. We essentially followed the same procedure in chapter 2, to modify
the basic brackets of Polyakov string so that it is compatible with the boundary conditions.
In chapter 2, we first presented a review of noncommutativity in an open string moving in a
background Neveu-Schwarz field in a gauge independent hamiltonian approach. The noncom-
mutativity was seen to be a direct consequence of the nontrivial boundary conditions, which in
contrary to several approaches, were not treated as constraints. The origin of any modification
in the usual Poisson algebra was the presence of boundary conditions. In a gauge independent
formulation of a free Polyakov string, the boundary conditions naturally led to a noncommuta-
tive structure among the string coordinates. This noncommutativity vanished in the conformal
gauge, as expected. For the interacting string, a more involved boundary condition led to a
more general type of noncommutativity. In contrary to the standard conformal gauge expres-
sions, this noncommutative structure survived at all points of the string and not just at the
boundaries. Also in contrast to the free string theory, this noncommutativity could not be
entirely removed in any gauge. In the conformal gauge, noncommutativity survived only at the
string end points.
We then discussed a new form of the action that interpolates between the Nambu-Goto and
Polyakov form of interacting bosonic string, without the need of any gauge fixing. The interpo-
lating Lagrangian introduced in this chapter contains as many fields as there are independent
degrees of freedom. Being already in the first order form, this action is free from nonlinearity
problems associated with the Nambu-Goto action. It also does not contain redundant fields as
in the Polyakov forms. Here also it was seen that the basic brackets are not compatible with
the interpolating boundary conditions. So we modified the basic Poission brackets in order to
establish consistency of the boundary condition with the basic Poission brackets. A thorough
analysis of the gauge symmetries of interpolating actions was then performed in this noncom-
mutative set up using a general method based on Dirac’s theory of constrained Hamiltonian
analysis. Specifically we demonstrated the equivalence of the reparametrisation invariances of
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different string actions with the gauge invariances generated by the first class constraints. In-
deed, the whole analysis of the interpolating Lagrangian formalism was based on the local gauge
symmetries only. Finally, we feel that it would be interesting to investigate whether non-critical
strings can be discussed using the interpolating action in a path-integral framework.
So far we basically discussed the appearances of noncommutativity in bosonic string at
classical level. So we extended our analysis to the quantum level in chapter 4. We first discussed
new normal ordered products for open string position operators that satisfy both the equations
of motion and the boundary conditions. Using the contour argument and the new X-X operator
product expansion we calculated the commutator among the Fourier components and then the
commutation relations among string coordinates. In this chapter, we used conformal field
theory techniques to compute the commutator among Fourier components which was unlike
the method in ([51]), where the algebra among the Fourier components were computed using
the Faddeev-Jackiw symplectic formalism. This was then used to obtain the commutator
between the basic fields. The advantage of this approach was that the results one obtained
took into account the quantum effects right from the beginning, in contrary to the previous
investigations, which were made essentially at the classical level, so that the question of the
existence of quantum effects, if any, can be addressed immediately. For example, it was checked
that the new normal ordering, as proposed in [55], which took into account the boundary
conditions had no bearing on the central charge in case of free bosonic string. Finally, we also
computed the oscillator algebra in presence of the B field which is a parity-odd field on the
string world-sheet. Consequently in presence of this B field, the left and right moving modes
appearing in the Laurent series expansions of the (anti)holomorphic fields ∂Xµ and ∂¯Xµ (4.23)
of the closed string were no longer equal when open string BCs were imposed to obtain the
corresponding Laurent expansions. These rather got related to the free oscillator modes γµm
(4.34) in a parity asymmetric way. Using these expressions of left and right moving modes, we
rewrote the (anti)holomorphic fields ∂Xµ and ∂¯Xµ entirely in terms of the free oscillator modes
γµm (4.35). Then a straight forward calculation, involving XX OPE and contour argument yield
the NC commutator given in (4.43), thereby reproducing the previous chapters results and that
of [7, 8, 10, 39, 51], even though we had made use of newly proposed normal ordering [55] which
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was compatible with boundary conditions.
We then extended our analysis from bosonic to the superstring case in the next few chapters.
As pointed out earlier the origin of any modification in the usual canonical algebra is the
presence of boundary conditions. This phenomenon is quite well known for a free scalar field
subjected to periodic boundary conditions. Besides this method was also used earlier by [41]
in the context of Nambu-Goto formulation of the bosonic string. We show that the same
thing also held true in the fermionic sector of the conformal gauge fixed free superstring.
It should be mentioned that in the case of fermionic string there is a choice between two
boundary conditions viz Ramond boundary conditions and Neveu Schwarz boundary conditions.
In chapter 5 and 6 we worked in detail with Ramond boundary conditions and finally in chapter
7 we worked with Neveu Schwarz boundary conditions. Here also the boundary conditions
became periodic once we extended the domain of definition of the length of the string from
[0, π] to [−π, π]. This mathematical trick led to a modification where the usual Dirac delta
function got replaced by a periodic delta function. Eventually one constructs the appropriate
“delta function” for the physical interval [0, π] of the string to write down the basic symplectic
structure. Interestingly, there we got a 2 × 2 matrix valued “delta function” appropriate for
the two component Majorana spinor. This is in contrast to the bosonic case, where one had
a single component “delta function” ∆+(σ, σ
′) satisfying Neumann boundary condition. This
symplectic structure, interestingly, led to a new involutive structure for the super-Virasoro
algebra at the classical level. The interesting thing to be noted is that, unlike the bosonic case,
we got an anticommutative structure in the fermionic sector even for the free superstring. Our
results differ from those in [58] and were mathematically consistent which was reflected from
the closure of the constraint algebras. The analysis of this chapter is a direct generalisation
of bosonic string discussed in 2nd and 3rd chapter. The same technique was adopted for the
interacting case also where the boundary condition got more involved and led to a more general
type of non(anti)-commutativity that had been observed before. However, our results were once
again different from the existing results since we got a periodic delta function instead of the
usual delta function, apart from the relative sign of σ, σ′. This change of relative sign indeed
played a crucial role in the internal consistency of our analysis. Further, the interacting results
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go over smoothly to the free case once the interaction was switched off.
It is important to note that all these discussion in the context of superstrings were at
classical level. So in the next chapter we calculated the normal ordered products for fermionic
open string coordinates in the presence of an antisymmetric tensor background taking the
boundary conditions into account. Then we again computed the anticommutator between the
basic fermionic fields using the conformal field theoretic techniques. In that sense this was an
extension of chapter 4 (in which we discussed normal ordering for bosonic string coordinates
only).
Finally we extended our methodology to the superstring satisfying the Neveu Schwarz
boundary conditions in chapter 7. Following the approach of 5th chapter, here also the domain
of the string length was extended from [0, π] to [−π, π] to got the antiperiodic boundary con-
ditions. That construction enables us to got the 2× 2 matrix valued δ function in the algebra
of the fermionic sector. Apart from a numerical factor the fermionic algebra was identical to
the result obtained in chapter 5. However for the bosonic part of the superstring the result
was drastically different. We stress that the symplectic algebra of the bosonic variables, in
that chapter contained both ∆+(a)(σ, σ
′) and ∆−(a)(σ, σ′) (certain combination of anti periodic
delta function) which was completely different from the Ramond case where only ∆+(σ, σ
′)
was present. Interestingly that the symplectic structure containing both ∆±(a)(σ, σ′), kept the
superconstraint algebra closed provided one imposes Neumann boundary conditions at one end
and Dirichlet boundary conditions at the other end of the string in the bosonic sector. That
observation was completely new and had not been noticed before in the literature. Finally to
complete the analysis, we calculated the non(anti)commutative structures for the interacting
case by employing the same procedure. As one expected, without the background field term,
the interacting results took the limiting value of the free case
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Appendix A
Reality condition for a Majorana spinor
We have chosen a convenient basis of Dirac matrices as
ρ1 =

 0 i
i 0

 , ρ0 =

 0 −i
i 0

 (A.1)
satisfying the Clifford algebra (5.4). In this representation the component of ΨD is given by
ΨD±
ΨµD =

ψµ−
ψµ+

 . (A.2)
Now suppose it satisfies the Dirac equation
iρµ∂µΨD = 0. (A.3)
In the presence of a background electromagnetic field, the corresponding equation is obtained
by replacing
∂µ −→ Dµ = ∂µ − ieAµ
and (A.3) reduces to
iρµ (∂µ − ieAµ) ΨD = 0 . (A.4)
Hole theory interpretation ensures that there exists a corresponding solution ΨcD for the an-
tiparticle of charge (−e) satisfying
−iρµ (∂µ + ieAµ) ΨcD = 0 . (A.5)
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Defining Ψ¯ = Ψ†ρ0 we find the conjugate Dirac equation as
−iρµT (∂µ + ieAµ) Ψ¯TD = 0 . (A.6)
Now in order that the matrices −ρµT also satisfy (the Clifford algebra) (5.4), and there must
exist a nonsingular matrix C such that
C−1ρµC = −ρµT (A.7)
so that (A.4) matches with (A.6). Thus, if we define the ‘charge-conjugate spinor’ ΨcD by
putting
ΨcD = CΨ¯
T
D (upto a phase) , (A.8)
we see that it satisfies (A.5). It is easy to show that C is always antisymmetric and, in this
representation (A.1), we may choose C to be (proportional to) σ3ρ1, i.e.1,
C =

 0 i
−i 0

 . (A.9)
A Majorana spinor ΨM is defined as one that equals its charge-conjugate spinor, i.e., Ψ
c
M = ΨM .
For a Majorana spinor we therefore have
ψµ−
ψµ+

 =

ψµ ⋆−
ψµ ⋆+

 , (A.10)
which is the reality condition.
Now we proceed to establish a relation between the chiral representation and the represen-
tation in this chapter, of a Majorana spinor. In chiral representation
{ΨM}c =

ψR
ψL

 (A.11)
and the γ matrices satisfying the Clifford algebra (5.4) in the chiral representation read
γ0 =

 0 −1
−1 0

 , γ1 =

 0 −1
1 0

 . (A.12)
1where σ3 =
(
1 0
0 −1
)
.
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Let S be a matrix such that
ρa = SγaS−1 ,
Ψ = S{ΨM}c , (A.13)
where Ψ is given by (5.9). This immediately leads to the following solution for the matrix S:
S =

 0 1
−i 0

 . (A.14)
Hence, from (A.13), we have
ψL(σ) = ψ−(σ) , −iψR(σ) = ψ+(σ) . (A.15)
Clearly it follows that ψL(σ) is real but ψR(σ) is purely imaginary. Also one can easily identify
ψ+(σ) and ψ−(σ) to be the real chiral components themselves. Therefore from physical grounds
one can easily expect
ψ+(−σ) = ψ−(σ). (A.16)
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Appendix B
Computational details of some of the
key result of the chapter 6
Here we would like to give some of the computational details involved in deriving (6.13) from
(6.7) and (6.12) (for convenience we treat the free case, i.e. B = 0). Eq.(6.7) with z replaced
by ω yields:
0 =
∫
[dψ]

 δ
δψµ(a)(ω, ω¯)
[e−SFψν(b)(ω
′, ω¯′)]


=
∫
[dψ]e−SF
[
− δSF
δψ(a)(ω, ω¯)
ψ(b)(ω
′, ω¯′) +
δψ(b)(ω
′, ω¯′)
δψ(a)(ω, ω¯)
]
(B.1)
Putting a = +, b = −; we obtain:
0 =
∫
[dψ]e−SF
[
i
2πα′
∂ωψ+(ω, ω¯)ψ−(ω
′, ω¯′) +
δψ(−)(ω′, ω¯′)
δψ(+)(ω, ω¯)
+
i
4πα′
∮
∂Σ
dω′′δ2(ω′′ − ω, ω¯′′ − ω¯)ψ(−)(ω′, ω¯′)
×
(
ψ(−)(ω
′′, ω¯′′)− iψ(+)(ω′′, ω¯′′)
)]
(B.2)
Now we discuss two distinct cases seperately.
• Case 1: The insertion ψ(−)(ω′, ω¯′) is not located at the boundary:
In this case
δψ(−)(ω′, ω¯′)
δψ(+)(ω, ω¯)
= 0 (B.3)
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and therefore one finds:
〈∂ωψµ(+)(ω, ω¯)ψν(−)(ω′, ω¯′)〉 = 0. (B.4)
• Case 2: The insertion ψ(−)(ω′) is located at the boundary (since ω′ = ω¯′ at the boundary, the
insertion ψ(−)(ω′) depends only on the arguement ω′):
In this case the computation of the second term in (B.2) needs to be done more carefully. One
finds
δψ(−)(ω′, ω¯′)
δψ(+)(ω, ω¯)
∣∣∣
ω′=ω¯′
= i
δψ(+)(ω
′, ω¯′)
δψ(+)(ω, ω¯)
∣∣∣
ω′=ω¯′
= i δ2 (ω − ω′, ω¯ − ω¯′)
∣∣∣
ω′=ω¯′
= i δ2 (ω − ω′, ω¯ − ω′) . (B.5)
where we have used the BC (6.12) (with ω repaced by ω′) in the first line of (B.5).
Substituting (B.5) in (B.2) and equating the volume term to zero, one finds the third of the
equations in (6.13) (with B = 0).
Similarly, for other choices of a, b the rest of the equations in (6.13) can be derived (with B = 0).
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