Abstract| Object recognition requires robust and stable features that are unique in feature space. Lie group analysis provides a constructive procedure to determine such features, called invariants, when they exist. Absolute invariants are rare in general, so quasi-invariants relax the restrictions required for absolute invariants and, potentially, can be just as useful in real-world applications.
I. Introduction
O BJECT recognition requires robust and stable features that are unique in feature space. Stable features are invariant to transformations that may be a function of viewing aspect or time of day. Unique features provide a one-to-one correspondence between feature values and the objects to be recognized. Currently, many features are selected based on intuition and heuristics. Since the extracted features are the foundation upon which the entire object recognition system is built, the limitations of a system cannot be determined and robustness cannot be guaranteed. An improved method for de ning classi er features is required| a method that involves more science and less art.
Classi er design is a di cult problem that invites rule-ofthumb solutions. It is not presently feasible to exhaustively search the classi cation space of an end-to-end system to test all possible objects, orientations, external conditions, etc. However, the existence and exploitation of symmetries greatly reduces the scope of the problem. The determination of symmetries, and the associated functions which remain constant (absolute invariants) under these symmetries, can be systematically accomplished using Lie group analysis. Because absolute invariants are rare in practice a less restrictive criterion is required. This motivates the concept of quasi-invariants. A dominant-subspace invari-ant (DSI) is a particular kind of quasi-invariant which entails the determination of a Lie subalgebra. DSI's are wellsuited to real-world applications where empirical data is available.
The theory of Lie group analysis may be found in 1], 2], 3]. This paper is organized as follows: An overview of the application of invariant (quasi-invariant) theory to object recognition problems is presented in section II. A particular application, object recognition in long wave infrared (LWIR) is discussed in detail and subsequently used to elucidate the application of the theory of DSI's, which is developed in section III. Results of a site change detection scenario, using LWIR, are presented in section IV-C. Section V summarizes the contributions drawn from this work and discusses future goals.
II. Invariant Theory and Object Recognition
Recent developments in geometric invariance theory as applied to object recognition have been published by Stiller 4 ], Weiss 5] , and Quan 6] . These object/image relations provide necessary and su cient conditions for the correspondence between an object and image. Slater and Healey 8] published illumination invariants for multispectral imagery based on singular value decomposition of atmospheric conditions. This technique enables robust material identi cation using only a material re ectivity pro le.
Geometric invariants are natural for studying sensor models (pixel locations). Intensity (or illumination) invariants are natural for studying image pixel values. Intensity invariants are generally derived from the physics associated with the sensor and are more di cult to nd and understand than geometric invariants. Studying the geometry and physics independent of unknown nuisance parameters makes recognition, tracking, fusion, registration, simulation, and modeling easier and more reliable.
Object recognition in the long-wave infrared LWIR spectrum has been investigated since the development of the rst IR sensors. The main advantage to infrared imagery is its sensing ability at night and its immunity to certain types of clutter. Due to these characteristics the LWIR sensor has been of great interest to the automatic target recognition (ATR) community. The problem facing the ATR developer using a LWIR sensor is the detection and identi cation of an object whose appearance is dependent on environmental and imaging conditions.
A physics-based approach that attempts to establish invariant features depending only on a materials thermal properties was reported in 9]. This model-based method, founded upon conservation of energy, has been termed thermophysical invariance (TPI).
The thermophysical model ( Figure 1 ) is based on the conservation of energy (heat ux), f = 0, at the surface of This approach has several bene ts over statistically based techniques: (1) Separation of models from sensor phenomenology, (2) Separation of models from sensor viewpoint, and (3) Model based features may be validated using ground truth data. The key advantage of this method is a set of new, functionally independent features that depend on the material composition of the viewed objects. Using the thermophysical model, and hypothesizing linear transformations, Michel 10] uses algebraic elimination to nd invariant functions. This elimination is performed by using the symbolic method described in 11].
The authors 12], 1] invoked the powerful techniques of Lie group analysis as a means to analyze the thermophysical model, thereby determining the symmetries and type of transformations the system undergoes. It is readily shown, using Lie group analysis, the system undergoes nonlinear transformations, and there are no absolute invariants.
Non-trivial absolute invariants are generally rare 1 . Binford 13] de ned functions that are \almost always" invariant or \slowly changing" as quasi-invariant functions. Because the restrictions required for absolute invariance are relaxed, quasi-invariants are more common. These types of functions could be just as useful as absolute invariants in practice.
III. Quasi-Invariants
A primary goal in applying quasi-invariance theory is to identify the domain in which features are invariant or nearly invariant (corresponding to the notion of \almost always" invariant). The techniques of Lie group analysis are well-suited for this problem. Lie group analysis will be used to exploit the algebraic structure of the problem | a dominant-subspace invariant (DSI) will be characterized as a particular (Lie) subalgebra.
The following concept of quasi-invariance is a mathematically rigorous generalization of Binford's \slowly changing" concept 13]. We require the following notation: Let < denote the real line and f = 0 an equation of n variables satisfying df 6 = 0. The equation f = 0 determines an (n ? 1)-manifold M f . Let hom(M f ; <) be the set of functions de ned on M f to <. Let '(x) satis es the conditions of continuity at 0 with the pair ( ; ), 1 In practice, simultaneous invariants | invariants of multiple points undergoing the same transformation | are sought for this very reason. For example the cross ratio is a simultaneous invariant requiring four points. However non-trivial simultaneous invariants are also rare and di cult to nd, especially in non-geometric problems. Since the elements " ' of the symmetry group S M f satisfy + ' = ' ' it follows that continuity at zero implies uniform continuity, j( + ) ? j = j ? 0j + j e ( + '(x)) ? e ( '(x))j = j e ( '(y)) ? e ( 0 '(y))j where y '(x) = 0 '(y): Obviously if e is continuous then e " '(x) is continuous, so given an arbitrary there exists a satisfying the condition of continuity. We are concerned with the converse problem: Given a , nd a such that the condition of continuity is satis ed at 0 with the pair ( ; ). (Given a speci c application, one seeks to determine the value as small as possible such that the required condition is satis ed.)
One would expect an absolute invariant to satisfy the conditions for being a quasi-invariant. The motivation for the de nition of a ( ; ) quasiinvariant with respect to object recognition is the following: Given a quasi-invariant function, e j for each class j, and a measurement x k , then e j (x k ) varies slowly if j = k, thereby satisfying the ( j ; j ) conditions. If j 6 = k, then e j (x k ) probably will not vary slowly, and therefore the ( j ; j ) condition probably will not be satis ed. The problem of separating classes is directly related to the variance of e j (x k ); j 6 = k. This immediately implies that a time sequence of data will generally be necessary.
Another possible method for use of quasi-invariant functions is to develop one function, e , for classes of the same form but di erent parameters. A typical range of e can be determined for each class. Then for a given measurement x j , e (x j ) serves as an indexing function into class j. Simulated or empirical data is necessary to determine which classes are separable (by di erent values of this function). This second formulation would allow identi cation with a single data point. B. A Constructive Algorithm for Determining Quasiinvariants Useful quasi-invariants need not exist (trivial ones always exist). However, the following constructive algorithm seeks to determine non-trivial (and hopefully useful) quasiinvariants. We call these dominant-subspace invariants (DSI's). The terminology is subsequently justi ed. Under the hypothesis that df 6 = 0 any basis set will consist of m = n ? 1 elements. Absolute invariant functions are found by solving the characteristic equations associated with these generators. A necessary and su cient condition for a function to be invariant under the symmetry group determined by the generators is i ( ) = 0 i = 1; : : : ; m: Absolute invariants are rare, and therefore by relaxing the requirements for absolute invariance, the chance of nding a useful classi er is increased. A ( ; ) quasi-invariant function e is a function that satis es j" ? 0j + j e ( " '(x)) ? e ( 0 '(x))j = j e ( " '(x)) ? e (x)j :
For a small , the goal is to nd as tight a bound as possible, thereby making e nearly constant. This condition is equivalent to nding a function e such that the derivative is small in magnitude
Theoretically, if this quantity is nonzero, then by speeding up (scaling) the curve, " ', this quantity can be made arbitrarily large. Therefore, the necessary restriction is that the quantity be empirically small. Since
it is equivalent to seek e such that
Solving the characteristic equations associated with the generators f i g m i=1 yields the invariant . Solving the characteristic equations associated with some subset of f i g m i=1 , say without loss of generality f h g m?1 h=1 yields a function e .
The subset de nes a subspace, and the function satis es is compact, therefore bounded.
as small as possible,
The tightest bound is achieved if r e is not only bounded, but constant.
This minimization problem replaces the required condition m = 0 of an absolute invariant. In summary, the determination of a quasi-invariant, as de ned by (4) , is given by solving a minimization problem. The resulting quasi-invariant is called a dominant-subspace invariant because the condition of being a quasi-invariant is satis ed by the determination of a subspace (submanifold) where the (empirical) transformations dominate.
Consider the system of di erential equations character-
The curves are expressed as functions relative to the moving basis (we use`moving basis' because`moving frame' generally implies an orthonormal basis). These vector elds determine a basis for the tangent space, and are derived analytically by Lie group analysis. By curve tting experimental data, the tangent vector d " '(x) d" can be determined at multiple points. Therefore the scalar coe cients g 2 C 1 (< m ) can be approximated from the experimental data.
When some physical constraint has been \overlooked" (i.e. is not accounted for by the system model), then the transformations actually apply to a submanifold of M f and the corresponding in nitesimal generators belong to a linear subspace of the tangent space to M f . Invariants for this submanifold then result in invariants for the transformation group. Decomposing the moving basis into principal components, it can be expected that most of the variation introduced by the transformations is contained in the rst m?1 components, whereas the m th component only introduces small variations. Therefore, the (integral) submanifold dened by the rst m?1 components of the principal moving basis ( s ), in practice, might be a good approximation of the orbit of the Lie group action. In that case, invariants for the rst m ?1 components of the principal moving basis| although theoretically not absolutely invariant for the entire transformation group | are expected not to vary too much under all transformations. Hence, these \dominant-subspace invariants" are good candidates for being quasiinvariants for the given transformation group, as de ned above. Now equation (10) can be expanded,
Equation (8) action is small. Thus the test for a subspace is performed by comparing
In the limiting case, g sm = 0, a (non-trivial) true subspace invariant exists. The distinction from an absolute invariant is in the de nition. An absolute invariant function is de ned by its vanishing inner product with a basis element i , but a DSI is de ned by a vanishing coe cient, g sm . The result, = constant, is identical. Note, one can not conclude that absolute invariants do not exist under the case that DSI's do not exist. In other words, if (non-trivial) DSI's do not exist, then (non-trivial) absolute invariants may still exist. See Figure 3 . This argument may be relaxed to kg sm k 0 for sm su ciently small. The use of the RMS is arbitrary. Any normalization is valid provided the units can be factored out. The advantage of the RMS approach is that it works when the mean is small. We also believe the RMS value is more consistent between data sets than the maximum, for example. Note that the normalized curves are not bounded unless the original data is bounded. If a variable has an unde ned mean, then the median could be used (root median squared).
DSI

B.2 Lie Algebras
We summarize the de nitions and properties of a Lie algebra as presented by Sattinger and Weaver 3] (13) for some set of constants C k ij , called the structure constants of the algebra. Properties 2 and 4 can be used to show that nested Lie brackets reduce to sums of Lie brackets. Thus, a Lie algebra may be completely speci ed by a set of structure constants.
The relevance of Lie subalgebras to nding invariants can now be explained. Suppose no nontrivial invariants exist for the three in nitesimal generators f 1 ; 2 ; 3 g, and Therefore the function is also invariant under the element 3 . But by hypothesis no nontrivial invariants exist for the generators f 1 ; 2 ; 3 g so we conclude must be trivial.
Consequently it does not bene t us to drop the generator 3 and seek a dominant-subspace invariant. In summary, a Lie subalgebra cannot be determined simply by dropping an element k unless the structure constants satisfy C k ij = 0 8i; 8j i 6 = k; j 6 = k: (16) This potential di culty is addressed in the algorithm, given subsequently, by rst (column) reducing the basis to a new basis (in Gauss{Jordan form) for which all the structure constants are zero. This is necessary as it is not known a priori which element is going to be dropped. 
Given an initial basis and the corresponding constants, a standard technique for nding an optimal representation (with respect to orthonormal transformations and meansquare error (MSE)) is based on the eigenvectors of the covariance matrix. This technique is similar to the Hotelling, Karhunen-Lo eve, and principal components analysis common in other areas. The standard`optimal representation' derivation contains three assumptions: (1) The mean is subtracted out (which corresponds to calculating the covariance), (2) the underlying basis of the data is the standard basis set (identity), and (3) only orthonormal transformations are considered. These assumptions limit the set of transformations to real transformations that do not scale
(transformations of the form T = I). See 14] and 15]
for more information. These three assumptions are not valid for our problem. Since the conservation equation must be satis ed, the mean value of the variables is important, and therefore the mean is not removed (which corresponds to using the correlation instead of the covariance in the standard derivations). The basis derived using Lie group analysis is not the standard basis. It is not even orthonormal, and cannot be made orthonormal because a non-real change of basis (transformation) will not preserve the structure constants. Consequently, only real invertible transformations are used in the minimization of the error.
We proceed to formulate the determination of a DSI, a minimization problem, in terms of a real linear transfor- The goal is to nd the transformation ( ) to the new basis (C) such that the old coordinates can be found from the new basis (C) and new coordinates (z). We prove thenal error is invariant under any intermediate general linear The two paths from A to C are equivalent with respect to the error function. This can be veri ed using the theory of change matrices 16]. This result is important because it guarantees the solution is independent of the initial basis.
To conclude, equation (10) A minimum occurs at a point where the derivative with respect to each variable vanishes (the derivatives always exist if 6 = 0). Theoretically this system of m 2 polynomial equations of order 2m in m 2 variables can be solved analytically using Gr oebner bases. For m > 2, practical considerations require numerical optimization techniques be used. The solution is not unique. It is easy to show, for example, that the error is invariant to the scaling of the rows.
This`principal' basis technique is similar to nding the eigenvectors of the correlation matrix (each eigenvector would be a row of the transformation matrix). The results are similar in many cases, however this method always results in an error at least as small as the eigenvector method. This occurs because this method is a generalization of the eigenvector analysis and considers all invertible (real) transformations and also takes into account non-orthogonal and non-normal bases.
Hereafter, A corresponds to o , x corresponds to g o , corresponds to s, C corresponds to s , and z corresponds to g s .
IV. Applications: Dominant-Subspace Invariants for the Thermophysical Model
The DSI algorithm of section III-B has been applied to the LWIR object recognition problem described in section II. Data was gathered on several di erent materials with the goal of (1) nding dominant-subspace invariants, and (2) determining if these invariants can be used for recognition purposes, i.e., do the DSI's provide separation.
The data set is discussed in section A, the steps of the algorithm are presented in section B, and the results, which discuss implementation and separability issues, are given in section C.
A. The Data set
The following experimental results are based on a data set discussed in 12]. Figure 5 shows the experimental setup.
The DSI's designed in section III are based on 24 hours of this data. For testing, 3 days (72 hours total, the rst 24 of which are the training data) are processed.
B. The Six Steps of the Algorithm
Step 1 Starting from the equation for the normalized nitedi erence thermophysical model (equation (13)), f u = c 1 x S + c 2 x L + c 3 x 4 1 + c 4 x H x A +c 5 x H x 1 + c 6 x Z + c 7 x 1 + c 8 x 2 + c 9 x 1 = 0; one can derive a basis (using Lie group analysis). Recall that the coe cients, c i ; i = 1; : : : ; 9, are parameters dependent upon the material hypothesis being considered, and the x are the variables. x 1 and x 2 are the only variables that can be measured in a typical scenario. However, x Z is the only variable that is unmeasurable for all practical applications (the remaining variables are estimated with questionable accuracy).
Step 2 The basis (expressed in matrix form, with respect to the standard tangent vector f @ @xi g n i=1 ) is Step 3
The Lie bracket (section III-B. Step 4
The system of equations becomes
We substitute the solutions for g oi into the 7 th equation,
which is always true since it is equivalent to
The curves, " '(x), have a one-to-one correspondence with the family of curves produced by our conservation equation by the relation
Therefore, g o is analytically known and empirically measurable for a given experiment or simulation.
Starting with the g oi functions and the in nitesimal generators, o , found above, we calculate the transformation s from o to the`principal' basis s as discussed in sec-
Choosing the L 2 norm for equation (17) , the optimization problem is equivalent to minimizing the mean-square error. Expanding the objective function into sums of products, the expected value can be distributed over the col- where the coe cients, S , can be found in Table III is useful for examining the e ect of dropping the last basis element. The MSE is ideally on the order of 10% or less
2 . This provides a rough guess for how invariant the associated DSI will be. Using the reduced basis for each material, the percent MSE due to the approximation is shown in Table IV . Figure 6 shows the worst case derivative estimates after removing the appropriate terms. Selection of an appropriate time period for experimentation is an open problem. Clearly, the shorter the time period, the more likely the data forms a subspace (based on arguments about similar conditions). However, the longer the data collection period, the more likely the results will generalize into new data.
Step 5 The general form of the reduced bases for the di erent materials is shown in equation ( where the S are constant coe cients from Table III which are dependent upon the particular material. This dominant-subspace invariant 2 e is invariant under the group of transformations (symmetry group) generated by f si g 5 i=1 , and quasi-invariant under the group of transformations generated by f si g 6 i=1 .
A solution to the system de ned by v 1 corresponds to the original conservation equation. The standard counting argument as discussed in 17] con rms two solutions should exist. By dropping a basis element, we have 5 equations in 7 variables. One solution is the conservation equation (an absolute invariant), the second solution is equation (22), a dominant-subspace invariant.
Step 6 Step 6 is primarily discussed in the next section. Since x Z is generally not measurable, it needs to be estimated by expressing it in terms of the other variables. This is achieved by (analytically) solving the conservation equation for x Z in terms of the measurable and hypothesized variables. If the hypothesis is correct, then the dominant-subspace invariant will be a quasi-invariant. Using this hypothesize and test procedure, the DSI's enable applications where some of the variables are not measurable.
The variables x S ; x L ; x H ; and x A are not readily measurable. However, they are the same for materials with the same orientation. This provides immediate insight into a simultaneous DSI. Picking 5 materials in the scene, the rst 4 pairs of equations could be used to solve for x S ; x L ; x H ; and x A . Then, the 5 th point could be used to verify whether the associated multiple hypotheses were correct. Such multiple-hypotheses systems will be discussed in the future, but this paper is primarily concerned with presenting the algorithm for nding DSI's.
C. Results
Invariants may be considered as the features used for the input to an object recognition (classi cation) system. As such, they must be evaluated for their robustness and uniqueness. This section is devoted to evaluating the DSI's for inter-class separability and intra-class invariance.
Classi er design is as much an art as a science. Without knowing all the classes to be separated before designing features, only heuristics and generalization can be used to handle previously unknown classes. Therrien 14] discusses optimizing feature selection for class representation versus class separation. Sophisticated classi ers integrate a belief or uncertainty into the decision process in order to reject unknown classes. Under this 2-step framework, the feature separation is maximized for known classes, and then the class representation (using an independent set of features) is checked to guard against previously unknown classes.
The DSI's were constructed to minimize their variance as external conditions change (that is, to optimize the class representation). Clearly, they could have just as easily been developed for separating known classes (and should be in 2 Note that if e is a DSI then any real-valued function of e is also a DSI. future work). Therefore, these features are good for representing the given class, but they may be equally good at representing another class. Insight into how the representation may be used to distinguish unknown classes can only be estimated by experimentation. This is the ultimate goal of classi er design.
Application of a DSI is straightforward from the site change detection point of view. A site model has been built and registered to the current imagery. Based on the site model, a speci c material is expected at a speci c location. The goal is to verify whether the selected measurement point is the hypothesized material or not.
Ideally, the DSI's derived in section IV-B are constant or nearly constant. Temperatures, as well as the other variables, have been observed to have a nearly Gaussian distribution with respect to measurement error. Thus, the DSI's are a sum of several variables that can be individually modeled with zero-mean additive Gaussian noise. Therefore, it is expected that the DSI's will have approximately Gaussian distributions (constant + Gaussian noise). Now, if one considers the sample at each time instant to be independent, then the collection of measurements will also be approximately Gaussian. See 1] for empirical evidence that this is a reasonable argument for the data, and therefore the mean and variance exist for e . Recall that e is an arbitrary function and as such the mean and variance are arbitrary in an absolute sense. However, the relative variance of e with respect to di erent materials is a useful representative of the feature distribution. Figure 7 shows the ideal results. Given a point that is hypothesized as concrete, the function e clearly changes characteristics if the concrete has been replaced by one of the other materials (however, e can not be used to distinguish between painted and unpainted concrete which is expected). Furthermore, e generalizes from the 24 hours of training data to the complete 72 hours of test data.
Examining the plots for asphalt, painted asphalt, and grass reveals they exhibit the least amount of invariance and separability. Although each curve is slightly di erent, no distinguishing characteristics appear that would separate these materials from the others. However, this result is not entirely unexpected since these are the materials that had a MSE > 10% in the approximation d " e ' xj d" . The other two materials, clay and gravel, are separable from the other materials during the training data, and are separable from some of the materials during the test data. Further research is necessary to determine why these DSI's did not generalize as well as concrete.
A simple classi er could estimate the variance of e . This should be a good choice since e was constructed to be nearly constant. Table V shows the normalized variance of each material under each hypothesis. The rows correspond to the hypothesized material, and the column correspond to the actual material from which the data was drawn. Therefore, each row represents the output of e under a given hypothesis. Ideally, the variance is smallest when the hypothesis matches the actual material. Each row has been normalized by the variance of the matching material. This makes it easier to check that the appropriate material has the smallest variance. Note that the separability is not symmetric. For example, if a classi er hypothesized that a material (asphalt) was concrete, it would be easy to tell that it was not concrete. But, if a classi er hypothesized a material (concrete) was asphalt, it is unlikely that the hypothesis could be refuted. These results are based on optimizing the DSI's for representation. Better results are expected if the DSI's are optimized for separation.
As previously discussed, the length of the image sequence used for training is an open question. Previous formula- tions presented results based entirely on daytime sequences, but this technique uses data from the day and night for training and testing. LWIR imagery is used to estimate the surface temperature of each material, but surface temperature is clearly not unique to the underlying material. The manner in which surface temperatures change with time is indicative of the underlying material. Therefore, one should expect that an appropriate time sequence will be required to di erentiate materials. This realization suggests that the materials will be the most separable when their temperatures are changing rapidly (morning and evening, for example). Considering this, it is likely that the best results will be achieved by developing di erent features for day vs. night, and by training on more than one day of data.
V. Conclusions
The contribution of this research is a well{de ned tool for use in developing features for object recognition from rst principles. Prior to this body of research, no published attempts have been made at applying Lie group analysis to LWIR imagery. The techniques of Lie group analysis provide a powerful tool for determining absolute invariant functions and also quasi-invariant functions. These functions are ideal classi er features for object recognition problems. These techniques are not sensor speci c, thus this approach is applicable to data from all parts of the frequency spectrum. This paper discusses one aspect of a general methodology for nding and using invariants towards recognition. Dominant-subspace invariants represent an analytic approach to mixing theoretical modeling with empirical data. Intuitively, non-trivial DSI's exist when the model is too general (such that some constraint has not been applied to the model). Thus, this technique allows one to re ne the models based on empirical evidence. The eventual goal is to explain the model re nements in terms of the physical and/or geometric situation. This paper concentrates on invariants for a single point, and the results were surprisingly good (especially for concrete). However, our eventual goal is to analyze several points simultaneously. We expect signi cant improvements because we believe this is the area where the model is too general (each point is not completely independent of all the other points).
The development of thermophysical invariants from nonvisible wavelength imagery and their use in object recognition systems poses several advantages. The main advantage of this approach is the availability of a number of new (functionally independent) features that depend on the internal composition of the viewed objects. Features from visible imagery are based on surface properties, and thus thermophysical features provide a powerful new descriptor for automated recognition.
