Abstract: In this paper, we study the following Schrödinger-Poisson system:
Introduction
In this paper, we consider the following Schrödinger-Poisson system:
where V λ (x) = λa(x) + b(x) with a positive parameter λ, K(x) ≥ 0 is a weight function and f (x, t) is a continuous nonlinearity. The Schrödinger-Poisson system (SP λ ) arises in quantum mechanic. It was first introduced in [3] as a physical model describing a charged wave interacting with its own electrostatic field. In such system, the unknowns u and φ represent the wave functions associated to the particle and electric potential, and functions V λ (x) and K(x) are respectively an external potential and nonnegative density charge. This system also arises in the electromagnetic field, semiconductor theory, nonlinear optics and plasma physics and sometimes it is called as the Scorödinger-Maxwell system. Due to the important applications in physics, there has been a vast literature on the study of the existence and multiplicity for nontrivial solutions to the system (SP 0 ) under various hypotheses on the potentials b(x) and K(x) and the nonlinearities f (x, t). We refer the readers to [1, 2, 9, 10, 16, 17, 20, 22, 25, 26, 28, 31] and the references therein.
(B 3 ) Either b(x) ≥ 0 or b ± (x) ≡ 0 on Ω a with |B 0 | < +∞, where b + (x) = max{b(x), 0} and B 0 = {x ∈ R 3 | b(x) < 0}.
is a nonempty open set and dist(Ω a , R 3 \Ω K ) > 0.
(F 1 ) There exist p ∈ (2, 6), f 0 > 0 and f 1 > 0 such that −f 1 (|t| 2 + |t| p ) ≤ f (x, t)t ≤ f 0 (|t| 2 + |t| p ) for all x ∈ R 3 and t ∈ R.
(F 2 ) lim t→0
f (x,t) t = 0 uniformly for x ∈ R 3 .
(F 3 ) lim t→∞ f (x,t) t 2 = +∞ uniformly for x ∈ R 3 .
(F 4 ) There exists f 2 > 0 such that f (x, t)t − 2F (x, t) ≥ f 2 |t| 3 for all x ∈ R 3 , where F (x, t) = t 0 f (x, s)ds. (F 5 ) There exist f 3 > 0 and µ > 2 such that f (x, t)t − µF (x, t) ≥ −f 3 |t| 3 for all x ∈ R 3 and t ∈ R. (2) A typical function satisfying the conditions (F 1 )-(F 5 ) is that f (x, t) = |t| p−2 t with 3 < p < 6. However, f (x, t) may be sign-changing under the conditions (F 1 )-(F 5 ). Now, the main result in this paper can be stated as follows. 
(1.1) Remark 1.3 In Theorem 1.1, the conditions (A 4 ) and (K 2 ) are introduced to replace the Pohozaev type conditions on the potentials, which seems to be new for the existence of nontrivial weak solutions to the Schrödinger-Poisson system (SP λ ) with the steep potential well in the case of 3 < p ≤ 4. Moreover, under the conditions (A 1 )-(A 4 ) and (B 1 )-(B 3 ), the Schrödinger operator −∆ + V λ (x) may be strong indefinite if λ sufficiently large (see Lemma 2.2 for more details), and it seems to be the first time that such a Schrödinger operator is considered for the Schrödinger-Poisson system (SP λ ) in the case of 3 < p ≤ 4.
The remaining of this paper is devoted to the proof of Theorem 1.1 and it will be organized as follows. In section 2, we will introduce an auxiliary system of the Schrödinger-Poisson system (SP λ ) by the method of penalized functions and obtain one nontrivial solution of the auxiliary system by the well-known linking theorem. In section 3, by the Morse iteration, we will prove that some special nontrivial solutions of the auxiliary system are also the nontrivial solutions of the Schrödinger-Poisson system (SP λ ) for λ sufficiently large. Theorem 1.1 will also be shown in this section.
In this paper, we will always denote the usual norms in
, respectively. o n (1) will always denote the quantities tending towards zero as n → ∞.
The auxiliary system
In this section, we will introduce an auxiliary system of (SP λ ) by the method of penalized functions. This method was developed by del Pino and Felmer in [11] and also used to find nontrivial solutions of elliptic equations or systems with the steep potential well in several other literatures, see for example [7, 12, 15, 27] and the references therein. For the sake of convenience, we always assume the conditions (A 1 )-(A 4 ), (B 1 )-(B 3 ), (K 1 )-(K 2 ) and (F 1 )-(F 5 ) hold with a(x) ≥ 0 in this section.
Since the conditions (A 4 ) and (K 2 ) hold, we can choose Ω ′ a to be a nonempty open set in R
is the characteristic function of Ω ′ a . Let us consider the following elliptic system
where
is also a weak solution of (SP λ ). On the other hand, for every
for all x ∈ R 3 and u ∈ R, by the condition (K 1 ), we have
It follows from the Sobolev inequality that
, which is given by
Thus, the elliptic system (SP λ,δ ) can be deduced to the following single Schrödinger equation
Since the conditions (A 1 ) and (B 1 ) hold, E λ is a Hilbert space with the following inner product
The corresponding norm is given by u λ = u, u 1 2 λ . By the condition (A 2 ) and the Hölder and Sobolev inequalities, for every u ∈ E λ and λ ≥ 1, we have
Hence, E λ is embedded continuously into H 1 (R 3 ) for λ ≥ 1.
Lemma 2.1 (S λ,δ ) has a variational structure in E λ for every λ ≥ 1 and the corresponding functional is given by
Proof. The idea of this proof comes from [25] . We first claim that E λ,δ (u) is well defined on E λ for every λ ≥ 1. Indeed, for every u ∈ E λ with λ ≥ 1,
By the condition (B 2 ) and (2.2), we have
3)
is well defined on E λ for every λ ≥ 1. On the other hand, since the condition (F 1 ) holds and E λ is embedded continuously into H 1 (R 3 ) for λ ≥ 1, by using the Hölder and Sobolev inequalities in a standard way, we can see that R 3 F (x, u)dx is also well defined on E λ for every λ ≥ 1. It remains to show R 3 φ u,δ G δ (x, u)dx is well defined on E λ for λ ≥ 1. In fact, since φ u,δ is the unique solution of the following Poisson equation
Hence, by the Hölder and Sobolev inequalities, we have
, where S is the best Sovolev embedding constant and given by S = inf
.
This implies that
. Now, by (2.1), we can obtain
Since E λ is embedded continuously into H 1 (R 3 ) for λ ≥ 1, by the Sobolev inequality, we can see that R 3 φ u,δ G δ (x, u)dx is also well defined on E λ for λ ≥ 1. We complete the proof by showing that E λ (u) is the corresponding functional of (S λ,δ ) in E λ for λ ≥ 1. Indeed, let Ψ δ (u) =
is well defined on E λ for λ ≥ 1. For every u, v ∈ E λ , since the condition (K 1 ) holds, by similar arguments as used in (2.1), we can see that
is the unique solution of the Poisson equation
By similar arguments as used in (2.4), we know that
for every u, v ∈ E λ with λ ≥ 1, where E * λ is the dual space of E λ . Now, by applying the condition (F 1 ) and the Hölder and Sobolev inequalities in a standard way and applying a similar argument as used in (2.3), we can see that E λ,δ (u) is C 1 on E λ for λ ≥ 1. Furthermore, for every u, v ∈ E λ with λ ≥ 1, we have
Hence, if u ∈ E λ is a critical point of E λ,δ (u), then u is also a solution of (S λ,δ ) due to the fact that E λ is embedded continuously into
is the corresponding functional of
Properties of the functional D λ (u, u)
We have known from Lemma 2.1 that D λ (u, u) is well defined on E λ for λ ≥ 1. By a similar argument as used in (2.3), we can see that D λ (u, u) is actually C 2 on E λ for λ ≥ 1. Furthermore, we also have the following lemma for D λ (u, u), which is inspired by [7] and [36] .
Lemma 2.2 There exists
Proof. If b(x) ≥ 0 on R 3 , then it is easy to see that V b = {0} and k 0 = 0. On the other hand, since b(x) ≥ 0 on R 3 , it is also easy to show that the augmented Morse index of D λ (u, u) is equal to 0 uniformly for u ∈ E λ with λ ≥ 1, which then implies that Lemma 2.2 holds in this case. It remains to show that Lemma 2.2 is also true if b(x) is sign-changing. Indeed, since the condition (B 3 ) holds, we can see that b −1 ([0, +∞)) = ∅ in this case. It follows from the condition (B 1 ) that F λ = ∅ for every λ ≥ 1, where
is sign-changing. For the sake of clarity, the proof is further performed through the following several steps.
Step. 1 We prove that for every λ ≥ 1, the operator (−∆ + λa( 5) and the corresponding eigenfunctions e j (λ) can be chosen so that R 3 b − (x)e 2 j (λ)dx = 1 for all j ∈ N and are a basis of F ⊥ λ .
Step. 2 We prove that α j (λ) is nondecreasing for λ and α j (λ) → α 0 j as λ → +∞, where α 0 j is a positive eigenvalue of the following problem
. Note that u λ1 ≥ u λ2 for all u ∈ E λ1 , so by the definition of α j (λ 1 ) and α j (λ 2 ), we can see that α j (λ 2 ) ≤ α j (λ 1 ), that is, α j (λ) is nondecreasing for λ. In what follows, we will show that α j (λ) → α 0 j as λ → +∞. By the conditions (B 1 ) and (B 3 ), for every j ∈ N, there exists
It follows from the choice of e j (λ) that e j (λ) λ ≤ α * j . Note that by (2.2), we have e j (λ)
λ , where d * > 0 is a constant given by (2.3). So up to a subsequence, e j (λ) ⇀ e j weakly in H 1 (R 3 ) as λ → +∞. By the condition (A 1 ), e j (λ) λ ≤ α * j once more and the Fatou lemma, we can see that R 3 a(x)e j (λ) 2 dx → 0 as λ → +∞ up to a subsequence and R 3 a(x)e 2 j dx = 0, which then together with the condition (A 3 ), implies
as λ → +∞ up to a subsequence. Now, by the conditions (A 2 ) and (B 2 ), for every ψ ∈ C ∞ 0 (Ω a ), we can see that
where ψ λ is the projection of ψ in F ⊥ λ . Hence, (e j , α 0 j ) satisfies (2.6). Note that α j (λ) is nondecreasing for λ, so by Step. 1, we can see that α 0 j is positive. Now, since b(x) ∈ C(R 3 , R) and |Ω a | < +∞, by a similar argument as used in
Step. 1, we can see that the eigenvalue problem (2.5) has a sequence of positive eigenvalues {α j } satisfying 0 < α 1 ≤ α 2 ≤ · · · ≤ α j → +∞ as j → +∞, and the corresponding eigenfunctions e j are a basis of H (1) e j = e i ; (2) e j = e i and Ωa ∇e j ∇e i + b + (x)e j e i dx = 0.
If case (1) happen, then by
Step. 1 and
Step. 2, we have
It is impossible. Therefore, we must have the case (2) . Now, by
Step. 2, we can see that there exists Λ 0 ≥ 1 such that α k0+1 (λ) > 1 for λ ≥ Λ 0 . It follows from
Step. 1 that α j (λ) > 1 for all j ≥ k 0 + 1 and λ ≥ Λ 0 , which implies that the augmented Morse index of D λ (u, u) is less than or equal to k 0 uniformly for u ∈ E λ with λ ≥ Λ 0 .
By
Step. 1 of Lemma 2.2,
Proof
which completes the proof.
Critical points of the functional E λ,δ (u)
Since the condition (B 3 ) holds, we can choose
Then we have the following lemma, which implies E λ,δ (u) has a linking structure in E λ for λ ≥ Λ 1 .
Lemma 2.4 There exist
for f 1 < f * 1 and λ ≥ Λ 1 , where f 1 is given by the condition (F 1 ) and S λ,ρ0 = {u ∈ E λ | u λ = ρ 0 }.
Proof. By the conditions (F
1 )-(F 2 ), there exist ε, C ε > 0 such that |f (x, t)| ≤ ε|t| + C ε |t| p−1 . It follows that | R 3 F (x, u)dx| ≤ ε u 2 L 2 (R 3 ) + C ε u p L p (R 3 ) . Since Λ 1 ≥ 1,
by (2.2) and the Holder and Sobolev inequalities, we have
where d * > 0 is a constant given by (2.3). Let
). Note that φ u,δ ≥ 0 on R 3 by the construction of g δ (x, t) and the maximum principle, so by Lemma 2.3 and (2.2) once more, we can see that
In what follows, we will prove that there exist δ 0 ∈ (0, 1) and
for all λ ≥ Λ 1 . For the sake of clarity, the proof will be further performed through the following two Claims.
Claim 1 There exists R 0 > ρ 0 independent of λ ≥ Λ 1 such that
for all δ ∈ (0, 1) and λ ≥ Λ 1 . Indeed, since the condition (K 1 ) holds and E λ with λ ≥ Λ 1 is embedded continuously into H 1 (R 3 ), for every u ∈ E λ with λ ≥ Λ 1 , we have K(x)|u(x)| ∈ L 
Moreover, by the Hölder and Sobolev inequalities
. By the construction of G δ (x, u) and the condition (K 2 ), we can see that
where 
which together with (2.10), implies there exists R 0 > 0 independent on λ ≥ Λ 1 such that
for all δ ∈ (0, 1) and λ ≥ Λ 1 . Claim 2 There exists δ 0 ∈ (0, min{1,
Indeed, by Lemma 2.3 and (2.9), we have
It follows from the condition (F 1 ), (2.2) and (2.7) that
Therefore, there exists δ 0 ∈ (0, 1) and f *
for f 1 < f * 1 and λ ≥ Λ 1 . Now, the conclusion follows immediately from (2.8), Claim 1 and Claim 2.
Since Lemma 2.4 holds, by the well known linking theorem (cf. [24] ), E λ,δ0 (u) has a (C) c λ sequence in E λ with λ ≥ Λ 1 . That is, there exists {u λ,n } ⊂ E λ such that E λ,δ0 (u λ,n ) = c λ + o n (1) and ( 
Proof. By the construction of g δ (x, t) and the conditions (K 1 ) and (F 4 ), we can see that
5 (R 3 ) for every n ∈ N, by the condition (K 1 ) once more, we can follow the argument as used in (2.9) to obtain that
By (2.11) and (2.12), we have c λ + o n (1) + 2δ
follows from the Young inequality, the choice of δ 0 and the fact c λ ≤
for some C 0 > 0 independent of λ ≥ Λ 1 . Now, thanks to the conditions (A 2 ) and (B 2 )-(B 3 ) and the Hölder inequality, we have
where B 0 is given by the condition (B 3 ). By the condition (F 5 ), (2.12) and (2.13), we can obtain that
Therefore, by c λ ≤
We close this section by the following.
Proof. By Lemma 2.5, {u λ,n } is bounded in E λ for λ ≥ Λ 2 . It follows that u λ,n ⇀ u λ weakly in E λ for some u λ ∈ E λ as n → ∞. Suppose u λ = 0. Then by the condition (K 1 ) and a similar argument as used in [36, Lemma 2.1], we can see that φ u λ,n ,δ0 → 0 strongly in D 1,2 (R 3 ) as n → ∞. Since {u λ,n } is bounded in E λ for λ ≥ Λ 2 , by the condition (K 1 ) once more and the construction of g δ0 (x, t), we have
(2.14)
On the other hand, since the condition (B 3 ) holds, |B 0 ∩ (R 3 \B R )| → 0 as R → +∞. Therefore, by the Sobolev embedding theorem and the fact that E λ is embedded continuously into
, which together with (2.14) and the fact that {u λ,n } is a (C) c λ sequence of E λ,δ0 (u), implies
By the conditions (F 1 )-(F 2 ) and (2.2) and (2.16), for every ε > 0, we have 17) where d * > 0 is a constant given by (2.3) and C ε > 0 is a constant independent of λ ≥ Λ 2 .
Since the condition (A 2 ) holds, |A ∞ ∩ (R 3 \B R )| → 0 as R → +∞, which together with the Sobolev embedding theorem, u λ,n ⇀ 0 weakly in E λ as n → ∞ and the fact that E λ is embedded continuously into
. Now, by the condition (A 2 ) and the Hölder and Sobolev inequalities, we can see that
Thanks to Lemma 2.5, (2.17) and (2.18), we obtain
by the condition (F 1 ) and the Hölder and Sobolev inequalities, which together with (2.15), implies c λ = 0 for λ ≥ Λ 3 . It is impossible since
We close the proof by showing that u λ is also a solution of (S λ,δ0 ) for λ ≥ Λ 2 . Indeed, since u λ,n ⇀ u λ weakly in E λ as n → ∞, by the condition (K 1 ) and a similar argument as used in [36, Lemma 2.1], we can see that φ u λ,n ,δ0 → φ u λ ,δ0 strongly in D 1,2 (R 3 ) as n → ∞. Now, since the condition (B 3 ) and (F 1 ) hold and {u λ,n } is a (C) c λ sequence of E λ,δ0 (u), by a standard argument, we can show that E ′ λ,δ0 (u λ ) = 0 for λ ≥ Λ 3 . It follows from Lemma 2.1 that u λ is a nontrivial solution of (S λ,δ0 ) for λ ≥ Λ 3 .
3 Proof of Theorem 1.1
For the sake of convenience, we also assume the conditions (A 1 )-(A 4 ), (B 1 )-(B 3 ), (K 1 )-(K 2 ) and (F 1 )-(F 5 ) hold with a(x) ≥ 0 in this section as in section 2. By Proposition 2.1, (S λ,δ0 ) has a nontrivial solution u λ for λ ≥ Λ 3 , where Λ 3 is given by Proposition 2.1. In this section, we will verify that u λ is also the solution of (SP λ ) for λ sufficiently large. By the choice of Ω ′ a , we can find
Proof. The idea of this proof comes from [36] and it was also used in [30] . Suppose the contrary, there exists {λ n } satisfying λ n → +∞ as n → ∞ and γ 0 > 0 such that R 3 \Ω ′′ a u 2 λn dx ≥ γ 0 . Without loss of generality, we assume λ n ≥ Λ 3 for all n ∈ N. By Lemma 2.5, we have u λn λn ≤ C * , where C * > 0 is independent of n ∈ N. By (2.2), u λn ≤ (1 + d * )C * , where d * > 0 is a constant given by (2.3). Therefore, u λn ⇀ u 0 in H 1 (R 3 ) for some u 0 ∈ H 1 (R 3 ) as n → ∞. Thanks to the condition (A 1 ), u λn λn ≤ C * and the Fatou lemma, we can see that R 3 a(x)u 2 λn dx = o n (1) and R 3 a(x)u 2 0 dx = 0. It follows from the condition (A 3 ) that u 0 ∈ H 1 0 (Ω a ) with u 0 ≡ 0 outside Ω a . Therefore, by the choice of Ω ′′ a , we have
which together with the Lions lemma [21] , implies that there exist {x n } ⊂ R 3 satisfying |x n | → +∞ as n → ∞ and r 0 , σ 0 > 0 such that By the conditions (A 2 ) and (B 2 ) and the Young inequality, there exists Λ 4 ≥ Λ 3 such that
for λ ≥ Λ 4 . This together with the condition (F 1 ) and the choice of r 1 , r 2 , r * , implies
By the Levi and Sobolev embedding theorems, we obtain (
(3.1) Let r n = (1 + k −n )r * and α n = 3(α n−1 + 1) − p with k 2 < 2 and α 0 = 3 2 . Then we can replace r 1 , r 2 , α 0 in (3.1) by r n−1 , r n , α n−1 and obtain
Clearly, one of the following two cases must occur:
(1) Br n (y) |u λ | 2+αn−1 dx ≤ Br n (y) |u λ | p+αn−1 dx up to a subsequence.
(2) Br n (y) |u λ | p+αn−1 dx ≤ Br n (y) |u λ | 2+αn−1 dx up to a subsequence.
If case (1) happen, then by (3.2) and the choice of r * and r n , we obtain 
where · L ∞ (Br * (y)) is the usual norm in L ∞ (B r * (y)). Since 3 < p ≤ 4, we can obtain from the choice of α n that α n ≥ 2α n−1 , which implies that α n ≥ 2 n . Note that r n = (1 + k −n )r * with k −2 < 2, we have
, where C 6 > 0 is independent of λ ≥ Λ 4 and y ∈ R , where C 6 > 0 is independent of λ ≥ Λ 4 and y ∈ R 3 \Ω ′ a . Note that by Lemma 2.5 and (2.2), we have u λ ≤ (1 + d * )C * . So thanks to Lemma 3.1 and the Hölder and Sobolev inequalities, we can see that u λ L ∞ (Br * (y)) → 0 as λ → +∞ uniformly on a.e. R 3 \Ω ′ a . It follows that there exists Λ * ≥ Λ 2 such that |u λ (x)| ≤ δ 0 a.e. on R 3 \Ω ′ a for λ ≥ Λ * . We close this section by Proof of Theorem 1.1: By Proposition 2.1, (S λ,δ0 ) has a nontrivial solution u λ for λ ≥ Λ 3 . It follows that (u λ , φ u λ ,δ0 ) is a nontrivial solution of (SP λ,δ0 ) for λ ≥ Λ 3 . Thanks to Lemma 3.2 and the construction of g δ0 (x, t), if 3 < p ≤ 4 and λ ≥ Λ * , then (u λ , φ u λ ,δ0 ) is also a nontrivial solution of (SP λ ). It remains to show the concentration behavior of (u λ , φ u λ ,δ0 ). Suppose (u λn , φ u λn ,δ0 ) is a sequence of solutions with λ n → +∞. Then u λn is also a solution of (S λn,δ0 ), by similar arguments as used in Lemma 3.1, u λn ⇀ u 0 weakly in H 1 (R 3 ) for some u 0 ∈ H R p 0 ) are independent of n, we also have u 0 = 0. Note that {λ n } is arbitrary, so u λ has the concentration behaviors described as in this theorem.
