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The time evolution of permutations under
random stirring
Bálint Vet®
Abstrat. We onsider permutations of {1, . . . , n} obtained by ⌊√nt⌋ indepen-
dent appliations of random stirring. In eah step the same marked stirring
element is transposed with probability 1/n with any one of the n elements.
Normalizing by
√
n we desribe the asymptoti distribution of the yle stru-
ture of these permutations, for all t ≥ 0, as n→∞.
1. Introdution
We onsider the following random stirring mehanism: n numbered balls are given in
the beginning on their orresponding numbered plaes. In eah step, independently,
the rst ball, whih is referred to as the stirring partile or stirring element, hanges
plae with one of the n balls or stays unhanged with probability 1/n. We investigate
that permutation whih brings the balls from their initial plae to their plae after
i steps.
Formally, let pi(n)(i) = T
(n)
i ◦ T (n)i−1 ◦ · · · ◦ T (n)1 be a permutation ating on the
set [n] := {1, . . . , n}. The permutations (T (n)i )∞i=1 are hosen independently with
uniform distribution from the n− 1 transpositions moving the stirring partile and
the identity permutation.
Let σ be a permutation of a nite set S, i.e. an S → S bijetive funtion. The
yles (orbits) of σ are the sets of form {v, σ(v), σ2(v), . . . } ⊆ S for some v ∈ S.
The set S is the disjoint union of its yles. The yle struture of σ is the sequene
of the ardinalities of the dierent yles in non-inreasing order.
In our ase one of the yles an be distinguished from the others (namely
the yle of the stirring element), whih will be alled the ative yle. For the
total desription it is enough to determine the distribution of the yle struture
of the permutation pi(n)(i) (regarding the ative yle separately). This gives the
distribution of the onjugay lass of pi(n)(i) restriting ourself to the onjugation
with permutations xing the stirring partile. The distribution of pi(n)(i) is uniform
within a xed onjugay lass.
We enode the permutation pi(n)(i) with the vetor C(n)(i) := (C
(n)
0 (i), C
(n)
1 (i),
C
(n)
2 (i), . . . ) where C
(n)
0 (i) denotes the length of the ative yle, C
(n)
1 (i), C
(n)
2 (i), . . .
the lengths of those yles in non-inreasing order whih are already moved by one
of the transpositions (T
(n)
j )
i
j=1. Other C
(n)
j (i)-s are 0. (C
(n)(i))∞i=0 is a proess on
1
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Figure 1: The metri on S
the state spae
S := {(s0, s1, s2, . . . ) : sn ∈ R, sn ≥ 0 n = 0, 1, 2, . . . ,
s1 ≥ s2 ≥ · · · ≥ sn ≥ . . . and sj > 0 for nitely many j} (1)
with the distane
d(A,B) := sup


∣∣∣∣∣∣
k∑
j=0
Aj −
k∑
j=0
Bj
∣∣∣∣∣∣ : k = 0, 1, 2, . . .

 (2)
where A = (A0, A1, A2, . . . ) and B = (B0, B1, B2, . . . ) are elements of S. (See Figure
1.) The ranking is not a natural part of the problem, but it failitates studying the
model.
At eah step after applying a random transposition two types of hanges may
happen in the yle struture: merging of two distint yles or splitting of a yle in
two. While dierent transpositions (T
(n)
j )
i
j=1 are applied (meaning that the stirring
partile hooses a new element in eah step until i), the yle deomposition of
pi(n)(i) ontains only xed points and the ative yle, whih inreases by one in
eah step: C
(n)(i) = (i+ 1, 0, 0, . . . ). If a transposition reurs, then the yle splits
in two, one of whih will be the new ative yle. If there are already more than
one non-trivial yles in the deomposition, then the ative yle an merge another
yle. (See Figure 2.) The model realizes a oagulation-fragmentation proess.
A redution of the problem is to study the oagulation and fragmentation events
of the yles together, beause both of these events happen when the stirring element
steps to a plae already visited. We investigate this simpler question rst. Then we
introdue a ontinuous time proess on S, whih turns out to be the limit proess.
The onvergene is proved by oupling. In Setion 4. we show that the station-
ary distribution of the underlying split-and-merge transformation is the adequate
modiation of the Poisson Dirihlet distribution. (See the denition later.)
A similar model is studied by Shramm in [11℄. He hooses (Ti)
∞
i=1 to be inde-
pendent random transpositions with uniform distribution from all possible transpo-
sitions of the set [n]. The limit distribution of the proportions of the giant yles
in the permutation Π(t) = Tt ◦ · · · ◦ T1 after t = cn steps as n → ∞ is identied
(where c > 1/2 is a onstant).
This result is in aordane with the lassial theory of the random graphs
derived from Erd®s [6℄. Let us onsider the random graph G(t) on the vertex set
2
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Figure 2: Coagulation and fragmentation of yles
[n] where {u, v} is an edge in it if and only if the transposition (u, v) appears in
{T1, . . . , Tt}. By the Erd®s-Rényi Theorem [7℄ the graph G(t) has a giant onneted
omponent only in the ase t/n = c > 1/2 similarly to the ondition on the random
permutations. (For random graphs and random graph proesses see [8℄ and [12℄).
In Shramm's paper the vetor of the yle sizes of Π(t) in non-inreasing order
normalized by the magnitude of the giant onneted omponent of G(t) onverges in
distribution to Poisson Dirihlet distribution with parameter 1 after t = cn steps
(c > 1/2) as n → ∞. That is the limit distribution of the relative yle sizes in
a random permutation hosen uniformly from all permutations of [n] as n → ∞.
Thus for large n the permutation Π(t) behaves on the giant onneted omponent
of the Erd®s-Rényi graph G(t) as a uniform permutation.
Our paper is motivated by Tóth in onnetion with the quantum-physial appli-
ations of the problem [13℄. Angel analysed Tóth's random walk model on regular
trees in [1℄. For similar random stirring models see also [2℄ and [5℄.
2. Return times of the stirring partile
The movement of the stirring partile is a random walk (B
(n)
i )
∞
i=0 on the set [n],
whih is homogeneous in spae and time. Let
V
(n)
i := #{k : k ≤ i, ∃j < k : B(n)j = B(n)k } (3)
3
be the number of the returns until the ith step to plaes already visited by the
random walk (B
(n)
j )
∞
j=0. We also inlude those steps when the stirring partile
keeps its plae.
After the ith step the stirring element has already visited exatly i + 1 − V (n)i
plaes (inluding the starting point), so the transition probabilities of the Markov-
hain (V
(n)
i )
∞
i=0 are
P
(
V
(n)
i+1 − V (n)i = 1|V (n)i
)
= 1− P
(
V
(n)
i+1 − V (n)i = 0|V (n)i
)
=
i+ 1− V (n)i
n
. (4)
In order to get a non-trivial limit distribution the time of the proesses should
be aelerated. As opposed to Shramm [11℄, in Theorem 1 the saling is
√
n. This
means that we desribe the beginning of the evolution, beause after O(√n) steps
the bulk of the elements is still unhanged. Simultaneously we normalize the yle
sizes with
√
n and we let n→∞.
From now on we investigate the limit of the vetors
(
C
(n)(⌊√nt⌋)√
n
)
t≥0
as n→∞,
where the division is meant oordinatewise, namely
C
(n)(⌊√nt⌋)√
n
:= (
C
(n)
0 (⌊
√
nt⌋)√
n
,
C
(n)
1 (⌊
√
nt⌋)√
n
, . . . ). Elementary alulations, similar to the lassial birthday problem,
give the following limit distribution of the returns. For limit theorems related to
generalizations of the birthday problem see also [3℄.
Proposition 1. Let (Vt)t≥0 be an inhomogeneous Poisson point proess with intensity
ρ(t) = t. Then
(V
(n)
⌊√nt⌋)t≥0
d⇒ (Vt)t≥0 (n→∞) (5)
in terms of the nite dimensional marginal distributions.
3. Coupling
Muh more an be stated for the above model. Not only (V
(n)
⌊√nt⌋)t≥0, but the se-
quene of the proesses
(
C
(n)(⌊√nt⌋)√
n
)
t≥0
onverges. Moreover by means of oupling
a stronger type of onvergene is realized.
The limit proess is a natural ontinuous extension of the disrete proesses
(C(n)(i))∞i=0. For large n the ative oordinate C
(n)
0 (i) inreases in the bulk of the
steps (when no split or merge ours). In the times of jumps of (V
(n)
i )
∞
i=0 a split
or a merge happens depending on the proportions of the yle sizes as follows. The
probability of a split in the ith step, onditionally given that the stirring partile
returns to a plae already visited, is
C
(n)
0 (i− 1)∑∞
m=0 C
(n)
m (i− 1)
. (6)
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The onditional probability of the merge of the jth yle and the ative one is
C
(n)
j (i− 1)∑∞
m=0 C
(n)
m (i− 1)
. (7)
We dene an S valued ontinuous time stohasti proess C(t) = (C0(t), C1(t),
C2(t), . . . ) with àdlàg paths, whih imitates the above proess. It is built on a
Poisson point proess (Vt)t≥0 with intensity ρ(t) = t. Similarly to the disrete
proesses (C(n)(i))∞i=0 at the times of jumps of (Vt)t≥0 a split or a merge event
ours with probability proportional to the oordinates of C.
The initial state is C(0) := (0, 0, 0, . . . ). The evolution of the proess is the
following: the oordinate C0(t) inreases with onstant speed 1 between the jumps
of (Vt)t≥0. Let τk be the kth time of jump of (Vt)t≥0, in other words Vτk = k and
Vτk− = limε↓0 Vτk−ε = k − 1. Let (Uk)∞k=1 be i.i.d. random variables with uniform
distribution on [0, 1] independent of (Vt)t≥0. One of the next two ations ours at
time τk.
1. Split: If
Uk ≤ C0(τk−)∑∞
m=0 Cm(τk−)
, (8)
then let C0(τk) := Uk
∑∞
m=0 Cm(τk−), and the sequene (Cm(τk))∞m=1 will be
the olletion of (Cm(τk−))∞m=1 and C0(τk−)−Uk
∑∞
m=0 Cm(τk−) rearranged
in dereasing order.
2. Merge: Otherwise a unique index j ≥ 1 an be hosen a.s. via∑j−1
m=0 Cm(τk−)∑∞
m=0 Cm(τk−)
< Uk ≤
∑j
m=0 Cm(τk−)∑∞
m=0 Cm(τk−)
. (9)
Let C0(τk) := C0(τk−)+Cj(τk−), and Cm(τk) := Cm(τk−) if 1 ≤ m < j, and
Cm(τk) := Cm+1(τk−) if m ≥ j restoring the dereasing order.
Observe that
∑∞
m=0 Cm(t) = t, but we did not use it to simplify the formulas
(8) and (9) in the above denition beause the analogous disrete assertion is not
true, ompare with (6) and (7).
The main result of this paper is that the normalized disrete proesses onverge
in probability to (C(t))t≥0 in the following uniform sense in terms of the distane
dened by (2).
Theorem 1. There exists a probability spae (Ω,F ,P), on whih the disrete pro-
esses (C(n)(i))∞i=0 n = 1, 2, . . . and the ontinuous time proess (C(t))t≥0 an be
jointly realized so that if T > 0 is xed and f(n) is any funtion tending to innity
with n, then
P
(
sup
0≤t≤T
d
(
C(t),
C
(n)(⌊√nt⌋)√
n
)
<
f(n)√
n
)
→ 1 as n→∞. (10)
5
3.1. The onvergene of the return proess
Let (Ω,F ,P) be suh a probability spae where a Poisson point proess (Vt)t≥0
with intensity ρ(t) = t and the i.i.d. random variables (Uk)
∞
k=1 and (Z
(n)
i )
∞
i,n=1 with
uniform distribution on [0, 1] are given independently of eah other.
We have onstruted the proess (C(t))t≥0 from (Vt)t≥0 and (Uk)∞k=1 earlier. We
rst re-reate the proesses (V
(n)
i )
∞
i=0 with the appropriate distributions on the new
probability spae (Ω,F ,P). The main idea of the onstrution is that we observe
the proess (Vt)t≥0 in 1√n long time intervals.
Let X
(n)
i := 11
(
V i√
n
− V i−1√
n
≥ 1
)
i = 1, 2 . . . n = 1, 2, . . . be the indiators
of the inrease of the proess (Vt)t≥0, whih are Bernoulli random variables with
respetive parameters
p
(n)
i = 1− exp
(
−2i− 1
2n
)
=
i
n
+O
(
i2
n2
)
. (11)
The required parameter for the inrease of V
(n)
i is
q
(n)
i =
i
n
− V
(n)
i−1
n
. (12)
We dene the values of V
(n)
i for xed n with indution on i. Let V
(n)
0 := 0 n =
1, 2, . . . and
Y
(n)
i := X
(n)
i − 11
(
p
(n)
i > q
(n)
i
)
11
(
X
(n)
i = 1
)
11
(
Z
(n)
i >
q
(n)
i
p
(n)
i
)
+11
(
p
(n)
i < q
(n)
i
)
11
(
X
(n)
i = 0
)
11
(
Z
(n)
i <
q
(n)
i − p(n)i
1− p(n)i
)
. (13)
We dene V
(n)
i := V
(n)
i−1 + Y
(n)
i .
It is easy to see that the distribution of the new (V
(n)
i )
∞
i=0 is in aordane with
(4). Later on we say that a orretion happens if the produts of the indiators in
(13) do not disappear. We will see that the total probability that a orretion ever
ours is small if n is large enough. This gives an alternative proof of Proposition
1.
Lemma 1. Let T > 0 be xed and denote 0 = τ0, τ1, . . . , τκ the random times
of jumps of the proess (Vt)0≤t≤T and denote 0 = τ
(n)
0 , τ
(n)
1 , . . . , τ
(n)
κ(n)
that of the
disrete proess (V
(n)
⌊√nt⌋)0≤t≤T dened above. Then for suiently large n with
probability lose to 1 the number of the jumps are equal: κ = κ(n). Furthermore,
there exists a bijetion between the jumps of the proesses in suh a way that
|τk − τ (n)k | ≤
1√
n
k = 1, . . . , κ (14)
holds with large probability.
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For tehnial onveniene we introdue the following events for xed ε, δ > 0:
Eε := {V (n)⌊√nT⌋ ≤ Kε n = Nε, Nε + 1, . . . }, (15)
where Kε is a suiently large onstant and Nε is a threshold satisfying P(Eε) ≥
1− ε. It makes sense by Proposition 1. Let
Mδ := { min
k:τk≤T
{τk − τk−1} > δ} ∩ {VT − VT−δ = 0} (16)
where τk is the time of the kth jump of the proess (Vt)0≤t≤T and τ0 = 0. It is
elementary that limε↓0 P(Eε) = limδ↓0 P(Mδ) = 1.
Proof of Lemma 1: By (16), on the eventMδ the inrement of the proess (Vt)0≤t≤T
on any interval
[
i√
n
, i+1√
n
]
does not exeed 1 if n > 1
δ2
, hene V i√
n
− V i−1√
n
= X
(n)
i .
Sine V
(n)
i√
n
− V (n)i−1√
n
= Y
(n)
i , it is enough to prove that
P({∃i ≤ ⌊√nT ⌋ : X(n)i 6= Y (n)i } ∩ Eε ∩Mδ)→ 0 (n→∞) (17)
for all xed ε, δ > 0.
On the event Eε, X
(n)
i = 1 an be true for at most Kε many indies i. So the
probability of the orretion in the ases p
(n)
i > q
(n)
i satises
1− q
(n)
i
p
(n)
i
= O
(
1√
n
)
(n→∞) (18)
using the power series of the exponential funtion and the equations (11) and (12)
estimating p
(n)
i and q
(n)
i . If we add this at most Kε many times, then the sum still
goes to 0 as n→∞. A similar alulation shows that for an i, for whih p(n)i < q(n)i
holds, the probability of the orretion is at most
q
(n)
i − p(n)i
1− p(n)i
= O
(
1
n
)
(n→∞). (19)
Summing up for i = 1, . . . , ⌊√nT ⌋ the total probability still tends to 0, as required.
3.2. Splits and merges
With the proesses (V
(n)
i )
∞
i=0 we have determined when a split or a merge ours,
our task is now to dene how it should happen. Similarly to the denition of
the limit proess (C(t))t≥0 we an presribe the evolution of the disrete proesses
(C(n)(i))∞i=0 with the use of the same independent uniform random variables (Uk)
∞
k=1
as follows. Let C
(n)
0 (0) := 1, C
(n)
m (0) := 0 m = 1, 2, . . . . The evolution of the
proess C
(n)
in the steps i = 1, 2, . . . is desribed below:
7
• if V (n)i − V (n)i−1 = 0, then C(n)0 (i) := C(n)0 (i − 1) + 1 and other oordinates
unhanged,
• if V (n)i − V (n)i−1 = 1 and V (n)i = k, then the uniform random variable Uk
determines a unique index j with probability 1 as in (9) via∑j−1
m=0 C
(n)
m (i− 1)∑∞
m=0 C
(n)
m (i− 1)
< Uk ≤
∑j
m=0 C
(n)
m (i− 1)∑∞
m=0 C
(n)
m (i− 1)
. (20)
Similarly to the denition of the limit proess
1. j = 0: split. If Uk
∑∞
m=0 C
(n)
m (i − 1) < 1, then let everything be unhanged:
C
(n)(i) := C(n)(i − 1), let us all this ase tive split (orresponding to
the event that the stirring partile keeps its plae). Otherwise C
(n)
0 (i) :=
⌊Uk
∑∞
m=0 C
(n)
m (i−1)⌋, let the broken fragmentC(n)0 (i−1)−⌊Uk
∑∞
m=0 C
(n)
m (i−
1)⌋ add to the olletion of nonative piees (C(n)m (i− 1))∞m=1 to form the new
ranked sequene (C
(n)
m (i))∞m=1.
2. j > 0: merge. Let C
(n)
0 (i) := C
(n)
0 (i− 1) + C(n)j (i − 1) and for the re-ranking
C
(n)
m (i) := C
(n)
m (i − 1) if 0 < m < j, and C(n)m (i) := C(n)m+1(i− 1) if m ≥ j.
It is easy to show that this new denition of (C(n)(i))∞i=0 provides the same dis-
tribution as in the model generated by transpositions, so we prove the onvergene
for these proesses.
Proof of Theorem 1: Let ε, δ > 0 be xed. Let An denote the event that the
assertion of Lemma 1 holds for (V
(n)
⌊√nt⌋)0≤t≤T . We restrit ourselves to the events
Eε ∩Mδ ∩An. Let us dene a measure (whih is not a probability measure) on the
sets B ∈ F :
Pε,δ,n(B) := P(B ∩ Eε ∩Mδ ∩An). (21)
By Lemma 1 it is enough to show that for xed ε, δ > 0 the proesses C(t) and
C
(n)(⌊√nt⌋)√
n
are suiently lose to eah other for large n exept a set with Pε,δ,n-
measure tending to 0 as n→∞. The proof onsists of the following steps:
1. We estimate the inrease of the distane betweenC(t) and C
(n)(⌊√nt⌋)√
n
between
two suessive split or merge events.
2. We introdue those events when the distane under disussion annot be es-
timated: the awkward events (dened later) and the tive splits. We show
that they have small probability.
3. On the omplementer event, whih has probability tending to 1 as n→∞, we
show that a merge does not inrease the distane between C(t) and C
(n)(⌊√nt⌋)√
n
very muh.
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4. We do this also for the splits.
5. We summarize the estimates.
Step 1. Let
d−k := d
(
C(τk−), C
(n)(⌊√nτ (n)k ⌋ − 1)√
n
)
, d+k := d
(
C(τk),
C
(n)(⌊√nτ (n)k ⌋)√
n
)
(22)
denote the distane between the disrete and ontinuous proesses before and after
the time of the kth split or merge. (Reall that τk is the time of the kth jump of
(Vt)0≤t≤T and τ
(n)
k is that of (V
(n)
⌊√nt⌋)0≤t≤T , whih are lose Pε,δ,n-almost surely by
Lemma 1.)
While no split or merge ours, the distane between the proesses does not
inrease very muh. From Lemma 1 the dierene between τk and τ
(n)
k an be at
most
1√
n
. The disrete proesses (C
(n)(⌊√nt⌋)√
n
)t≥0 hange only in the times whih
are multiples of
1√
n
. Thus Pε,δ,n-almost surely
d−k ≤ d+k−1 +
2√
n
. (23)
Step 2. From now on we investigate only the split or merge points of the
proesses. At the kth time of jump of (Vt)0≤t≤T and (V
(n)
⌊√nt⌋)0≤t≤T we hoose
with the help of Uk one of the omponents of C(τk−) and C(n)(⌊
√
nτ
(n)
k ⌋ − 1) via
(9) and (20). Let us all the possibility that these omponents are of dierent
indies an awkward event. If an awkward event or a tive split (meaning that
Uk
∑∞
m=0 C
(n)
m (i− 1) < 1) ours, then we annot estimate d(C,C(n)/√n). We will
see that these events have probability tending to 0 as n→∞.
We an hoose the omponents of C and C
(n)
as follows. We set the oordinates
of the vetor C(τk−)/
∑∞
m=0 Cm(τk−) to the real line from the origin one after
another, whih gives a partition of the unit interval [0, 1]. We do this also with the
oordinates of
C
(n)(⌊√nτ (n)k ⌋ − 1)∑∞
m=0 C
(n)
m (⌊√nτ (n)k ⌋ − 1)
. (24)
Let Wk denote the set of those points in [0, 1] whih are overed by the oordinates
of C and C
(n)
of dierent indies. The probability of the awkward events (whih is
an upper estimate for their Pε,δ,n-measure) is exatly the Lebesgue measure of Wk.
We know that
∑∞
m=0 Cm(t) = t for all t ≥ 0. From the onstrution
⌊√nt⌋ −Kε√
n
≤
∑∞
m=0 C
(n)
m (⌊√nt⌋)√
n
≤ t if t ∈ [0, T ], (25)
9
beause at the split or merge points (ourring at most Kε many times) the total
length of the disrete proess does not inrease. From this∣∣∣∣∣
∑
m
Cm(τk−)−
∑
m C
(n)
m (⌊√nτ (n)k ⌋ − 1)√
n
∣∣∣∣∣
≤
∣∣∣∣∣τk − ⌊
√
nτ
(n)
k ⌋ − 1−Kε√
n
∣∣∣∣∣ ≤ Kε√n + 3√n (26)
follows using Lemma 1.
From the above it is an elementary exerise to show that the distane between
the orresponding dividing points of the partitions of [0, 1] generated by C(τk−)/τk
and by the vetor (24) an be, respetively, at most
d−k +
Kε+3√
n
τk
.
Sine the number of oordinates is at most Kε, this provides the following upper
bound:
Leb(Wk) ≤
d−k +
Kε+3√
n
τk
Kε ≤
d−k +
Kε+3√
n
δ
Kε, (27)
where we used the fat that τk =
∑∞
m=0 Cm(τk−) ≥ δ holds for k = 1, 2, . . . on the
event Mδ. This yields
Pε,δ,n(awkward event at τk) ≤ Leb(Wk) ≤
d−k +
Kε+3√
n
δ
Kε. (28)
Furthermore
Pε,δ,n(tive split at τ
(n)
k ) ≤
1√
n∑∞
m=0 C
(n)
m (⌊√nτ (n)k ⌋ − 1)/
√
n
≤ 2
δ
√
n
, (29)
if n is large enough by (25). So we onlude that
Pε,δ,n(awkward event or tive split at the kth split or merge point)
≤ Kε
δ
d−k +
K2ε + 3Kε + 2
δ
√
n
. (30)
Step 3. In the ase when the random variable Uk hooses the same omponents
of C and C
(n)
and it is not the ative oordinate, i.e. there is a merge in both
proesses (see Figure 3), then
d+k ≤ 3d−k . (31)
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C0
C0
(n )
C1
(n )
C2
(n )
C3
(n )
C1 C2 C3 C0
C0
(n )
C1
(n )C2
(n )
C3
(n )
C1C2 C3+
+
3
Figure 3: The piee C2 merges C0 parallel with the C
(n)
2 − C(n)0 oagulation
X
X’
A
A’
B B’
Figure 4: Split: the broken piees from the oordinate 0 are X and X ′ whih have
to be moved to plaes A′ and B
Step 4. If a (non-tive) split ours in the disrete and ontinuous proesses,
then using inequality (26) we have∣∣∣∣∣C0(τk)− C
(n)
0 (⌊
√
nτ
(n)
k ⌋)√
n
∣∣∣∣∣
≤
∣∣∣∣∣Uk
∞∑
m=0
Cm(τk−)− ⌊Uk
∑∞
m=0 C
(n)
m (⌊√nτ (n)k ⌋ − 1)⌋√
n
∣∣∣∣∣ ≤ Kε + 3√n + 1√n. (32)
This is why the broken piees from C0(τk−) and C(n)0 (⌊
√
nτ
(n)
k ⌋ − 1)/
√
n (denoted
by X and X ′ on Figure 4) an dier at most d−k +
Kε+4√
n
: the dierene an be
Kε+4√
n
between the left end points and at most d−k between the right end points.
It is possible that the two broken piees do not ome to the same plae in the
dereasing order of the oordinates. This ase is shown on Figure 4. Then we move
rst both X and X ′ to the loser of the nal plaes of them in the dereasing order
(to the plaes A and A′ on the gure). Beause |A − A′| ≤ d−k , the result is two
vetors (the modiations ofC(τk−) and C(n)(⌊
√
nτ
(n)
k ⌋−1)/
√
n, but one of them is
not neessarily in dereasing order), whih have d(·, ·)-distane at most 2d−k + Kε+4√n
more then before this modiation.
In the seond step we move X from A to B (see Figure 4). The lengths of the
parts between A and B are at least |X | and at most |X ′|+2d−k ≤ |X |+3d−k + Kε+4√n .
So any two of these parts have lengths diering at most 3d−k +
Kε+4√
n
. Swapping X
always with its right neighbour until hitting plae B, the number of the swaps is at
most Kε, and at eah swap the distane an inrease at most 3d
−
k +
Kε+4√
n
, so we
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have
d+k ≤ 2d−k +
Kε + 4√
n
+Kε
(
3d−k +
Kε + 4√
n
)
. (33)
Step 5. Summing up the estimates (23), (31) and (33) we get easily the following
reursive bound:
d+k ≤ max(3, 2 + 3Kε)d+k−1 +
K2ε + 5Kε + 4 + 2max(3, 2 + 3Kε)√
n
=: ad+k−1 +
b√
n
.
(34)
Hene sup0≤k≤Kε d
±
k ≤
(∑Kε
i=0 ba
i
)
1√
n
. Considering the results of steps 1 and 2
the assertion of the theorem follows.
4. Stationary distribution and generalizations
It is a natural question to identify the stationary distribution of our stirring proess.
This means that we look at the asymptoti behaviour of the proess (C(n)(⌊nt⌋)/n)t≥0.
Observe that the time sale is of order n, i.e. the time sale when the stirring element
has already visited the bulk of the n plaes. This setup is the same as that of the
problem studied by Shramm in [11℄, but dierent from the phenomenon desribed
by Theorem 1.
In this setion we onsider the following split-and-merge transformation orre-
sponding to the stirring generated by random transpositions. Let C = (C0, C1,
C2, . . . ) ∈ S be a random probability distribution, i.e.
∑
m Cm = 1 almost surely.
C0 is the ative omponent. Let U be a random variable with uniform distribution
of [0, 1] whih is independent of C. If U ≤ C0, then the C0 splits, i.e. the new ative
omponent will be U and (C0−U,C1, C2, . . . ) will be the remaining omponents af-
ter restoring the dereasing order. If
∑j−1
m=0 Cm < U ≤
∑j
m=0 Cm, then C0 merges
with Cj similarly to (6-9) beause
∑
m Cm = 1.
In limit theorems of random partitions and permutations the following distri-
bution appears often. Let the random variables W1,W2, . . . be independent with
uniform distribution on [0, 1]. Let (Q1, Q2, . . . ) be the dereasing rearrangement of
the random variables
(P1, P2, . . . ) := (W1, (1−W1)W2, (1−W1)(1−W2)W3, . . . ).
Then the random sequene (P1, P2, . . . ) has GEM(1) distribution after Griths,
Engen and MCloskey. (Q1, Q2, . . . ) has Poisson Dirihlet distribution with pa-
rameter 1, abbreviated PD(1). For more about this family of distributions see [9℄.
Let (p1, p2, . . . ) be a random probability distribution. We onstrut its size
biased permutation. Let U1, U2, . . . be i.i.d. uniform random variables on [0, 1] in-
dependently of (p1, p2, . . . ). Let Ij be the unique index for whih
∑Ij−1
i=1 pi ≤ Uj <∑Ij
i=1 pi. Let Jk denote the kth smallest integerm satisfying Im /∈ {I1, I2, . . . , Im−1}.
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Then the vetor (pJ1 , pJ2 , . . . ) is alled the size biased permutation of (p1, p2, . . . ).
It is well known that the size biased permutation of a random partition with PD(1)
distribution has GEM(1) distribution. See also [10℄.
Consider the following probability distribution on S. Let (Q1, Q2, . . . ) have
PD(1) distribution. Let C0 be a size biased part from (Q1, Q2, . . . ) (i.e. the rst
omponent of the size biased permutation of (Q1, Q2, . . . )) orresponding to the
ative yle and the rest (C1, C2, . . . ) is the vetor of the remaining Qj-s in non-
inreasing order. We denote by µ the distribution of C = (C0, C1, C2, . . . ).
Theorem 2. The distribution µ is invariant under the above split-and-merge trans-
formation.
Proof: By denition a random partition C with distribution µ an be onsidered
as follows. Let W1,W2, . . . be i.i.d. uniform random variables on [0, 1] as in the
denition of PD(1). Beause the size biased permutation of PD(1) is GEM(1), we
an suppose that for the ative omponent C0 = W1 holds and (C1, C2, . . . ) is the
dereasing rearrangement of ((1−W1)W2, (1−W1)(1 −W2)W3, . . . ). Let ν be the
distribution of the random partition obtained by the appliation of a stirring step
to C.
If U < W1 for the [0, 1]-uniform random variable U , then the new non-ative
omponents are (W1−U, (1−W1)W2, (1−W1)(1−W2)W3, . . . ) in dereasing order.
Conditionally on {U < W1} and on U , the variable W1 is uniform on [U, 1], thus
the vetor of the non-ative omponents has PD(1) distribution saled by (1 − U).
It yields that ν onditioned on {U < W1} and on U is the same as µ onditioned
on the ative omponent having size U .
If U > W1, then a oagulation ours. Conditioned on {U > W1} and on the
value of W1, the size of the omponent whih merges C0 has uniform distribution
on [0, 1−W1], beause it is a size biased omponent. We get the same distribution,
if we hoose this omponent merging C0 to be of length U −W1. Conditionally on
{U > W1} and on U the rest has PD(1) distribution saled by (1 − U). Thus, a
sample from ν onditioned on {U > W1} and on U has an ative oordinate of size
U and the remaining omponents with a saled PD(1) distribution.
Hene, a vetor with distribution ν an be obtained by sampling U uniformly
on [0, 1], taking the ative oordinate of length U and taking a saled PD(1) distri-
bution on the rest. It shows that ν = µ, as required.
Theorem 2 proves that µ is a stationary measure for our proess, but it is not
at all lear if this is the unique stationary measure. The proof of this would be the
analogue of Shramm's result in [11℄.
A possible generalization of the model studied in this paper is the multiple stir-
ring. It means that we onsider more than one stirring partiles. For a xed number
k of stirring elements an analogous limit theorem an be proved with a oupling
similarly to Theorem 1. The ase, if the number of the stirring elements depends
on the size of the set [n], might also be worth studying (for example with k(n) = nα
where 0 < α < 1). Of ourse, we need dierent saling of time and spae in this
ase.
13
An open question is for our original model to establish after how muh time a
permutation an be regarded as a random permutation hosen with uniform dis-
tribution, if it an be regarded at all. The solution of the problem in this simply
desribable model is not obvious in the least. For more about this problem in similar
models see [4℄.
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