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Abstract
Kernel density estimation on a finite interval poses an outstand-
ing challenge because of the well-recognized boundary bias issues at
the end-points. Motivated by an application of density estimation
in biology, we consider a new type of boundary constraint, in which
the values of the estimator at the two boundary points are linked.
We provide a kernel density estimator that successfully incorporates
this linked boundary condition, leading to a non-self-adjoint diffusion
process. The kernel is a non-symmetric heat kernel which generates
a series expansion in non-separable generalized eigenfunctions of the
spatial differential operator. This is analyzed and solved through the
unified transform, giving rise to an integral representation of the so-
lution in the complex plane, allowing us to rigorously develop the
theory of such estimators. We apply our method to our motivating
example in biology and provide numerical experiments with synthetic
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data including comparisons with state-of-the-art kernel density esti-
mators. The experiments suggest that the method is fast and easy to
use and compares favorably in both accuracy and speed with existing
methods which are currently unable to handle such linked boundary
constraints. The analysis presented here can also be extended to more
general types of boundary conditions that may be encountered in ap-
plications.
keywords density estimation · diffusion · linked boundary conditions
· kernel smoothing · non self-adjoint initial boundary value problems ·
generalized eigenfunctions · applied diffusion equations · biological cell
cycle
1 Introduction
Suppose we are given an independent and identically distributed statisti-
cal sample X1, . . . , Xn from some unknown continuous density fX(·).1 Esti-
mating the density fX is one of the most common methods for discovering
patterns in statistical data [5, 50, 51].
When the support of fX is the whole real line, a simple and popular
non-parametric method for estimating fX is the kernel density estimator
f̂(x; t) =
1
n
√
t
n∑
k=1
ϕ
(
x−Xk√
t
)
, (1)
with a (typically) Gaussian kernel ϕ(x) = exp(−x2/2)/√2pi. Here √t is the
so-called bandwidth parameter that controls the smoothness of the estimator
(see, for example, [50, 51] and references therein). Another viewpoint of this
estimator arises from the smoothing properties of linear diffusion [3].
It is well-known that f̂(x; t) is not an appropriate kernel estimator when
fX has compact support [20], which (without loss of generality) we may
assume to be the unit interval [0, 1]. The main reason for this is that f̂(x; t)
exhibits significant boundary bias at the end-points of the interval. For
example, no matter how small the bandwidth parameter, f̂(x; t) will have
1The subscript X in fX does not indicate a partial derivative; it merely indicates that
that fX is associated with the random variable X. We will also denote expectation and
variance with respect to fX by EfX and VarfX respectively.
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non-zero probability mass outside the interval [0, 1]. Various solutions have
been offered to cope with this boundary bias issue, which we may classify
into three main types:
(a) Using special (non-Gaussian) kernels with support on [0, 1] or on [0,∞),
as in [4, 34, 45];
(b) Adding bias-correction terms to f̂(x; t) as in [8, 29];
(c) Employing domain transformations [20, 36], which work by mapping
the data to (−∞,∞), constructing a kernel density estimator on the
whole real line, and finally mapping the estimate back to [0, 1].
Sometimes, we not only know that fX has support on [0, 1], but also we
have extra information about the values of fX at the boundaries. One exam-
ple of this situation is what we will refer to as a linked boundary condition,
where we know apriori that
fX(0) = rfX(1)
for some known given parameter r > 0.
This situation arises in the field of Systems Biology [31], where inferences
from many snapshots of cell data from unknown time points are made via
pseudo-time algorithms and where data are known to be cyclical because of
the cell cycle, for example. One then wishes to estimate the distribution
of cells on the pseudo-time scale. The value at the left boundary of this
distribution must, because of cell division, be double the value at the right
boundary. In other words, we have linked boundary conditions with the
constant r = 2, but otherwise, we do not know the value of the density at
the boundaries of the domain. See [31], for example, for further motivation
and discussion.
Unfortunately, to the best of our knowledge, all of the currently existing
kernel density estimation methods, bias-correcting or not, cannot satisfacto-
rily handle the linked boundary condition. Figure 1 shows a typical example
of what can go wrong when a standard density estimator is applied to real
biological data. The result is a smooth density with two unacceptable fea-
tures :
• The domain x ∈ [0, 1] is not respected, and instead the solution has
positive density for negative values of x, and also for x > 1, which are
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Figure 1: A typical example of output from a kernel density estimator
(ksdensity from MATLAB) applied to our real biological data. This does
not respect the domain, and it also does not respect the important linked
boundary conditions. The novel methods that we propose in this article
address those issues simultaneously.
physically unreasonable. This problem can be addressed using exist-
ing bias-correction methods and is not the challenge that we had to
overcome in this article.
• The density does not respect the important biological constraint of the
linked boundary condition (that the left value should be double the
right, in this particular application), and instead the density decays to
zero as |x| becomes large. This problem is not addressed by existing
bias-correction methods.
The purpose of this paper is to describe a new kernel density estimator
that can handle the more general problem of linked boundary conditions with
an arbitrary value of r; the situation of interest in the biological application
where r = 2 is then solved as an important special case. Figure 7 (C) shows
a successful application of our proposed method.
Our proposed estimator is of type (a), that is, we construct a special kernel
with support on [0, 1], and such that the linked boundary condition is incor-
porated into the resulting estimator. Our kernel is inspired by the solution of
a diffusion-type PDE [1, 3, 37, 44, 58]. In particular, we modify the diffusion
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model in [3] so that it satisfies the linked boundary conditions. The non-self-
adjoint initial-boundary problem that arises cannot be diagonalized, meaning
the solution cannot be expressed as a series solution of eigenfunctions of the
spatial differential operator in the usual sense. Instead, we express the so-
lution as a contour integral using the unified transform (also known as the
Fokas method), a novel transform for analyzing boundary value problems for
linear (and integrable non-linear) partial differential equations. This formal
solution is then rigorously verified and studied via a non-symmetric heat
kernel which generates a series expansion in non-separable generalized eigen-
functions of the spatial derivative operator. Each of these representations is
beneficial for different analysis. For instance, the integral representation is
much easier to construct and makes it easier to study regularity properties
for t > 0, as well some parts of the behavior as t ↓ 0, whereas the kernel
representation is useful for proving conservation of mass (the solution gen-
erates a true probability measure) and studying the AMISE. The method
adopted here can also be generalized to the multivariate case and scenarios
where other types of boundary conditions (such as linked derivatives) arise.
We also consider the discrete counterpart of the continuous model for two
reasons. First, it is a numerical approximation to the continuous model and
a useful way to compute the solution of the PDE. Second, the discrete model
is relevant when we deal with data which is already pre-binned in a large
number of bins.
The rest of the article is organized as follows. In the next section we
describe the continuous model for the application at hand. Our results pro-
vide the necessary assurances for this to be a useful model in statistics for
density estimation. Next, we study a discrete model of the same situation
and establish convergence to the continuous model. We then briefly discuss
the issue of choosing a stopping time, including pointwise bias, asymptotic
properties and the AMISE. These results are applied to an example with
biological data in §5.2 and some simulated examples. We also compare to
several current methods; a kernel estimation based on cosine series [3], the
state-of-the-art beta kernel method of Chen [4] (designed to deal with bound-
ary bias), a copula kernel method [24] and variants of log-concave maximum
likelihood estimators [12, 11]. These demonstrate that our new method
is typically more accurate and faster, and does not suffer from boundary
bias. We finish with a short conclusion. A derivation of the solution is
provided in Appendix A and we collect proofs of our results in Appendix B.
Code for the new method can be found at https://github.com/MColbrook/
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Kernel-Density-Estimation-with-Linked-BCs.
2 The Continuous Linked–Boundaries Model
First, recall the diffusion PDE approach to density estimation [3, 30], where a
diffusion partial differential equation in one space dimension is employed for
kernel density estimation purposes [50, 51]. We now present the continuous
diffusion model that satisfies the linked boundary condition and derive its
analytical solution. Our proposed diffusion model for a linked-boundary KDE
is the continuous solution of the PDE:
∂
∂t
f(x; t) =
1
2
∂2
∂x2
f(x; t), x ∈ [0, 1], t > 0,
IC : f(x, 0) = f0(x),
BCs : f(0, t) = rf(1, t),
∂
∂x
f(x, t)
∣∣∣
x=0
=
∂
∂x
f(x, t)
∣∣∣
x=1
.
(2)
Here the initial condition (IC),
f0(x) =
1
n
∑n
k=1 δ(x−Xk), (3)
is simply the empirical measure of the given data X1, . . . , Xn. In other words,
f0 is a sum of Dirac delta distributions. Our results hold for the common
cases of practical importance, such as for initial data of the form in (3), and
also for functions that are probability densities (or even general finite Borel
measures) which we denote by f0.
The first boundary condition (BC) involves a constant r. Notice the ratio
of the left boundary value to the right boundary value is
r =
f(0, t)
f(1, t)
.
The constant ratio r links the boundaries2 and is assumed to be non-negative:
r ≥ 0.
2Results that we present later, such as Theorem 1, can in fact be generalized to any
complex r 6= −1 (the PDE is degenerate irregular and the problem ill-posed when r = −1),
but due to the application we have in mind we stay with the case r ≥ 0 throughout this
article.
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This PDE (2) is a natural candidate for density estimation with such
a linked boundary condition. However, it is not immediately obvious what
properties the PDE has. For example, one question is whether or not the
solution is a probability density. More fundamental questions concern ex-
istence and uniqueness, which are well-known in the particular self-adjoint
case of periodic boundary conditions when r = 1.
2.1 Well-posedness of the continuous model
We begin by establishing existence and uniqueness in Theorem 1, whose proof
can be found in §B.2. It turns out that results analogous to the well-known
r = 1 case hold. First, we require the following definitions.
Definition 1. Denote the class of finite Borel measures3 on [0, 1] by M([0, 1])
and equip this space with the vague topology (i.e. weak∗ topology). Then we
let Cw(0, T ;M([0, 1])) denote the space of all functions
µ : [0, T )→M([0, 1]),
µ(t) = µt,
such that µt is continuous in the vague topology.
4
Notably, this is much weaker than C(0, T ;M([0, 1])), where M([0, 1]) has
the usual Banach space structure with total variation norm. In this case, the
µt would need to be continuous in this norm. For instance, µ(t) = δmax{1,t}
lies in Cw(0, T ;M([0, 1])) but not C(0, T ;M([0, 1])).
Typically in finite element analysis, one formally multiplies the original
differential equation (2) by a smooth test function and then integrates, ap-
plying integration by parts. This procedure leads to the weak formulation of
the problem, and similar steps apply here too as follows, where we use g to
denote our smooth test functions. In terms of notation, we will denote the
derivative with respect to x by gx, whereas µt does not denote a derivative,
and instead the subscript t denotes the dependence on time. The notation
µt(g) denotes integration of the smooth test function against the measure.
3Sometimes we will also refer to a function g as a measure through the formula g(U) =∫
U
g(x)dx for Borel sets U .
4This is the condition that the integral
∫ 1
0
g(x)dµt(x) is continuous as a function of
t ∈ [0, T ) for any given function g continuous on the interval [0, 1].
Kernel Density Estimation with Linked Boundary Conditions 8
The following adjoint boundary conditions are exactly those that arise
from integration by parts (adjoint with respect to the standard inner prod-
uct). That is, F(r) defined below in (4) is a subspace of D(A∗), where D(A)
is defined in (8), and where A∗ is the adjoint operator, that is defined in (48).
Definition 2. Let F(r) denote all g ∈ C∞([0, 1]) satisfying the adjoint linked
boundary conditions
g(1) = g(0), gx(1) = rgx(0). (4)
(Note, in particular, the parameter r now appears linking the derivatives
of the function at the endpoints.)
Definition 3 (Weak Solution). Let our initial condition f0 ∈M([0, 1]). We
say that µ ∈ Cw(0, T ;M([0, 1])) is a weak solution to (2) for t ∈ [0, T ) if
µ0 = f0 and for all g ∈ F(r), µt(g) is differentiable for t > 0 with
d
dt
µt(g) =
1
2
µt(gxx). (5)
Theorem 1 (Well-Posedness). Assume our initial condition f0 lies in M([0, 1])
and satisfies the linked boundary conditions in the very weak sense that
f0({0}) = rf0({1}). Then there exists a unique weak solution to (2) for
t ∈ [0, T ) for any T ∈ (0,∞], which we denote by f(·, t).
For t > 0 this weak solution is smooth in t and real analytic as a function
of x. Furthermore, in the more general setting of f0 not necessarily being of
the form (3), the solution has the following properties which generalize the
classical case of r = 1:
1. If f0 ∈ C([0, 1]), then for any x ∈ (0, 1), f(x, t) converges to f0(x) as
t ↓ 0. If f0(0) = rf0(1) then f(·, t) converges to f0 as t ↓ 0 uniformly
over the closed interval [0, 1].
2. If 1 ≤ p <∞ and f0 ∈ Lp([0, 1]), then f is the unique weak solution in
C(0, T ;Lp([0, 1])) and f(·, t) converges to f0 as t ↓ 0 in Lp([0, 1]).
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2.2 Solution of the continuous model
If we ignore the constant r in the boundary conditions of (2) (and replace it
by the special case r = 1), then we would have the simple diffusion equation
with periodic boundary conditions. One can successfully apply Fourier meth-
ods, separation-of-variables or Sturm–Liouville theory to solve the periodic
version of this PDE [15, 21]. However, when r 6= 1, making the ansatz that
a solution is of the ‘rank one’, separable form f(x, t) = g(x)h(t) leads to
no interesting solutions and separation of variables fails. It is possible to
construct a somewhat non-obvious series solution. Surprisingly, this is not
possible in general for well-posed constant coefficient evolution equations on
a finite interval [40]. The differential operator associated with the evolution
equation in (2) is regular in the sense of Birkhoff [2] but not self-adjoint
when r 6= 1 due to the boundary conditions. It is possible to generalize the
notion of eigenfunctions of the differential operator [6] and these generalized
eigenfunctions form a complete system in L2([0, 1]) [39, 32] (and in fact form
a Riesz basis). However, the expansions become complicated due to the fact
that the characteristic values (which determine the spectrum) are not sim-
ple and the Green’s function does not have simple poles. In particular, this
complicates the time dependence of the following series solution. The proof
of the following can be found in §B.2.
Theorem 2 (Representation). The unique solution described in Theorem 1
has the following representations.
Fourier integral representation:
2pif(x, t) =
∫ ∞
−∞
exp(ikx− k2t/2)fˆ0(k)dk
− ∫
∂D+
exp(ikx−k2t/2)
Υ(k)
{
fˆ0(k)[(1 + r) exp(ik)− 2r] + fˆ0(−k)(1− r) exp(−ik)
}
dk
− ∫
∂D−
exp(ik(x−1)−k2t/2)
Υ(k)
{
fˆ0(k)[2 exp(ik)− (1 + r)] + fˆ0(−k)(1− r)
}
dk.
(6)
Here the contours ∂D± are shown in Figure 8 and are deformations of the
boundaries of D± = {k ∈ C± : Re(k2) < 0}. The determinant function is
given by Υ(k) = 2(1 + r)(cos(k)− 1) and fˆ0(k) :=
∫ 1
0
exp(−ikx)f0(x)dx.
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Series representation:
f(x, t) =
2
(1 + r)
cˆ0(0)φ0(x)
+
∑
n∈N
4 exp(−k2nt/2)
(1 + r)
{
cˆ0(kn)φn(x)− knt(1− r)cˆ0(kn) sin(knx)
+ [sˆ0(kn)− (1− r)sˆ1(kn)] sin(knx)
}
,
(7)
where kn = 2npi and
φn(x) =
(
r + (1− r)x) cos(knx), sˆ0(k) = ∫ 1
0
sin(kx)f0(x)dx,
cˆ0(k) =
∫ 1
0
cos(kx)f0(x)dx, sˆ1(k) =
∫ 1
0
sin(kx)xf0(x)dx.
In the more general case where r 6= 1, in addition to the usual separa-
ble solutions exp(iknx − k2nt/2), the series expansion also includes the non-
separable solutions exp(iknx− k2nt/2)(x+ iknt). We can understand these as
being generalized eigenfunctions in the following sense (see the early papers
[33, 55]). Define the operator, where ux denotes a derivative,
A = − d
2
dx2
, D(A) = {u ∈ H2([0, 1]) : u(0) = ru(1), ux(0) = ux(1)}. (8)
Then it is easily checked5 that φn ∈ N ((A − k2nI)2). In particular, both φn
and (A − k2nI)φn satisfy the required boundary conditions. Evaluating the
series at t = 0 gives a realization of Theorems 3.1–3.5 of Chapter 5 of [32]
which state that these generalized eigenfunctions form a complete system in
L2([0, 1]). In particular, these functions block diagonalize the operator in an
analogous form to the Jordan normal form for finite matrices. If we consider
any generalized eigenspace N ((A− k2nI)2) corresponding to k2n = 4pi2n2 with
n > 0 and choose the basis {sin(knx), φn(x)/(2kn)}, the operator acts on this
subspace as the matrix (
k2n 1− r
0 k2n
)
,
5We use N to denote the null space, which is sometimes often termed the kernel, of an
operator, i.e. N (S) is the space of all vectors v with S(v) = 0.
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which cannot be diagonalized for r 6= 1.
For our context of kernel density estimation, we define an integral kernel
K so that we can write the solution as
f(x, t) =
∫ 1
0
K(r;x, y, t)f0(y)dy.
Owing to (40) and the residue calculus, this is given by the somewhat com-
plicated expression K(r;x, y, t) =∑
n∈Z
exp(iknx− k2nt/2)
[
exp(−ikny) + 1− r
1 + r
(x+ iknt) exp(−ikny)
+
1− r
1 + r
(x+ iknt− 1) exp(ikny) + 1− r
1 + r
y(exp(ikny)− exp(−ikny))
]
,
(9)
which can be expressed in terms of the more common r = 1 kernel and its
derivative (see (45)). For the initial data (3) this gives the density estimate
f(x, t) =
1
n
n∑
k=1
K(r;x,Xk, t),
a generalization of (1).
Remark 1. Theorem 1 also shows that the pointwise bias vanishes if fX is
continuous with fX(0) = rfX(1). Namely,
lim
t↓0
EfX (f(x, t)) = fX(x), (10)
uniformly in x. This is in contrast to the standard Gaussian kernel density
estimator [57] or its periodic version (when r 6= 1) [3], where this is not the
case at the boundary. In fact, a more careful analysis of §B.1 shows that if
fX ∈ C2[0, 1] and xt = x+O(
√
t) then our estimator satisfies
|EfX (f(xt, t))− fX(x)| ≤ C(fX)
√
t,
with C(fX) independent of x ∈ [0, 1].
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2.3 Properties of the continuous model
The Maximum Principle [15, 21] for parabolic PDEs states that a solution
of the diffusion equation attains a maximum on the ‘boundary’ of the two
dimensional region in space x ∈ [0, 1] and time t ≥ 0. If our initial condition
is given by a continuous function, then the maximum principle gives the
following (see B.2 for a proof).
Proposition 1 (Bounds on Solution). Suppose that f0 is continuous with
f0(0) = rf0(1) and non-negative with 0 ≤ a ≤ f0(x) ≤ b for all x ∈ [0, 1].
Then for any t > 0 and x ∈ [0, 1] we have
min
{
2r
1+r
, 2
1+r
}
a ≤ f(x, t) ≤ max
{
2r
1+r
, 2
1+r
}
b. (11)
In particular, f remains bounded away from 0 if a > 0 and r > 0.
Similar bounds can be found for negative f0 and even negative or complex
r, but we exclude those cases in this article.
The second boundary condition formally implies conservation of mass:
∂
∂t
(∫ 1
0
f(x; t)dx
)
=
∫ 1
0
∂
∂t
f(x; t)dx = 1
2
∫ 1
0
∂2
∂x2
f(x; t)dx = 1
2
[
∂
∂x
f(x; t)
]1
0
= 0 .
If we start with an initial condition that integrates to one, then the solution
for all later times also integrates to one. In the context of density estimation,
this essential property corresponds to conservation of probability. Seeing both
that the solution is non-negative (by the Maximum Principle above), and
that the solution always integrates to one if the initial measure integrates to
one, confirms that the solution is indeed a probability density. This is made
precise in the following theorem which does not require continuous initial
data (see B.2 for a proof).
Theorem 3 (Conservation of Probability). Suppose that the assumptions in
Theorem 1 hold and f denotes the unique weak solution (which is well behaved
for t > 0 by Theorem 2). Suppose also that f0 is a probability measure. Then
1.
∫ 1
0
f(x, t)dx = 1, for t > 0,
2. f(x, t) ≥ 0 for t > 0 and x ∈ [0, 1].
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We also have the following, which immediately follows from (7) and de-
scribes the behavior of the solution for large time.
Proposition 2 (Large Time Behavior). Suppose that the assumptions in
Theorem 1 hold and f denotes the unique weak solution, then as t → ∞, f
converges uniformly on [0, 1] to the linear function
f∞(x) := 2(1+r) cˆ0(0)φ0(x). (12)
This linear function is the unique stationary function that obeys the boundary
conditions and has the same integral over [0, 1] as f0.
Two simple examples In the case of r = 2, a simple and explicit solution,
which is a probability density, is
f(x, t) = 4
3
− 2
3
x +
∑∞
n=1 bn exp(−2pi2n2t) sin(2pinx). (13)
The initial condition must be a probability density, and must be compatible
with the above form in (13). In this example, the long-time behavior of
(12) is f∞(x) = 4/3 − 2/3x. This solution in (13) is separable, and it has
constant boundary values (4/3 on the left, and 2/3 on the right) that do
not change in time. However, the solution in (13) is too simplistic. To be
useful in applications, we need solutions of (2), for any choice of r ≥ 0,
to have boundary values that automatically evolve in time, from the given
initial data, and where we do not make assumptions about the form of that
initial data. For instance, Figure 2 shows a second example, with f0(x) =
6
11
(−2x2 + x + 2), that, unlike (13), illustrates boundary values that evolve
with time. This is one reason why we need results such as Theorem 2, which
allows us to handle non-separable solutions.
3 The Discrete Linked–Boundaries Model
Here, the exact continuous PDE (2) is replaced by a standard, finite-difference
approximation that remains continuous in time but is discrete in space. This
is sometimes known as the ‘method of lines’ [23], and it yields the first order
ODE system:
d
dt
u(·; t) = − 1
2h2
Au(·; t). (14)
Kernel Density Estimation with Linked Boundary Conditions 14
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
Figure 2: An example of the solution of the continuous PDE (2) at three
time points, with f0(x) =
6
11
(−2x2 + x + 2). The values at the boundaries
change with time, but the ratio remains a constant r = f(0, t)/f(1, t) = 2.
The initial condition does not satisfy the ‘equal slopes’ boundary condition.
Nonetheless, our theory shows that for t > 0 all boundary conditions are
satisfied, and moreover, the methods that we propose still converge to the
correct density, albeit at a slower rate.
The structure of the matrix A is described below. The solution u of (14) is
a vector that approximates the exact solution f . That is, u(xi; ·) ≈ f(xi, ·).
Here xi = ih is the ith grid point on the grid of n+ 2 equally spaced points
in the domain [0, 1], for i = 0, 1, . . . , n, n + 1. The spacing between two
consecutive grid points is h = 1
n+1
. The two boundary conditions give two
equations involving values at the two boundary nodes, i.e. at node 0 and at
node n+ 1. That is,
u0 = run+1, (15)
u1 − u0 = un+1 − un. (16)
This motivates us to make the following definitions for the boundary nodes:
u0
def
=
r
r + 1
(u1 + un), un+1
def
=
1
r + 1
(u1 + un). (17)
(We have eliminated u0 and un+1 from our equations in favor of u1 and un.
We also always have that u0 + un+1 = u1 + un.) We are left with a set of
n equations involving n unknown values u1, . . . , un, at the n interior nodes
1, . . . , n (and only an n× n corresponding matrix).
Kernel Density Estimation with Linked Boundary Conditions 15
3.1 The Four Corners Matrix
All this leads to an n× n matrix A, with the following structure:
A =

2 + γ −1 α
−1 2 −1
. . . . . . . . .
−1 2 −1
β −1 2 + δ
 (18)
The first row and the last row come from the boundary conditions. All
interior rows come from the standard second-order finite difference approxi-
mation of the (spatial) second derivative.
Various linked boundary conditions can be modelled by choosing different
values for the four numbers α, β, γ and δ. We will only consider choices of
α, β, γ and δ that maintain these key properties of the matrix (18), namely
that it has zero column sum, off-diagonals are negative and the main diagonal
entries are positive. Then an attraction of this discrete model (14) is that it
can be interpreted as a continuous-time Markov process. This ensures that
the solution vector u is a non-negative probability vector. For example, our
linked boundary conditions in (2), with r = 2, corresponds to the choice
α = γ = −2/3 and β = δ = −1/3.
The solution of the discrete model problem (14), with a constant coeffi-
cient matrix is given by
u(t) = exp
(− 1
2h2
At
)
u(0).
One way to compute that exponential is via diagonalization
exp
(− 1
2h2
At
)
= Vexp
(− 1
2h2
Dt
)
V−1 (19)
where exp(− 1
2h2
Dt) is a diagonal matrix, with ith diagonal entry given by
the scalar exponential exp(− 1
2h2
λit). The ith column of the matrix V is the
eigenvector corresponding to eigenvalue λi.
The ‘Four Corners Matrix’ (18), is a non-symmetric example of a ‘tridi-
agonal Toeplitz matrix with four perturbed corners’ [59, 54]. Exact and
explicit formulas for the eigenvalues and eigenvectors are available. Thus,
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we have exact expressions for the solutions to this discrete model, via the
above diagonalization, if desired.
There is a unique zero eigenvalue, corresponding to the stationary density
as t→∞. The stationary density is an affine function in the continuous PDE
setting. In the discrete setting the components of the stationary eigenvector v
are equally-spaced, in the sense that ∀i, j, vi − vi+1 = vj − vj+1 = constant.
Then it is easy to verify that the corresponding rank one matrix vv> is
Toeplitz-plus-Hankel, for example, by quickly checking the tests described
in [54]. The same matrix (18), in the special symmetric case that α = β,
appears in the Four Corners Theorem of [54]. Here we observe that the Four
Corners Theorem of [54] can be generalised to the non-symmetric case. That
is, the Four Corners Theorem still holds for the Four Corners Matrix (18)
in our non-symmetric case when α 6= β: all functions of our non-symmetric
Four Corners Matrix (18), with (20) below, are the sum of a Toeplitz matrix
and a Hankel matrix. To see this is still true, we could check that the
projections onto all eigenspaces are Toeplitz-plus-Hankel. To do that, we
could use the explicit expressions for the eigenvectors (for v or for w given
below in (21)). Then the (i, j) entry of the rank one matrix vv>, or of
ww>, is a sum of terms of the form sin(iθ) sin(jθ). The elementary identity
2 sin(iθ) sin(jθ) = cos((i− j)θ)− cos((i+ j)θ) now allows us to write this as
the sum of a Toeplitz part (coming from the part that is only a function of
(i − j) and not of i or j separately, which in our case is cos((i − j)θ)) and
a Hankel part (coming from functions of (i + j), i.e. cos((i + j)θ)). Since
the projection onto all eigenspaces is Toeplitz-plus-Hankel, then the solution
u(t) = exp (−At/2h2)u(0) = Tu(0) + Hu(0) is likewise the sum of two parts:
(i) a Toeplitz part, which can be thought of as the solution without boundary
conditions; and (ii) a Hankel part, which is precisely the correction due to
the boundary conditions.
All non-zero eigenvalues of −A are negative. In the notation of [59] we
have:
α = γ = − r
r + 1
, β = δ = − 1
r + 1
(20)
and
a = −1, b = 2, c = −1
so we are in the setting of [59, Theorem 3.2 (i)]. In the case that r 6= 1, we
can group the spectral data into two classes with eigenvalues:
λk = 2− 2 cos θk, k = 1, . . . , n,
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where
θk =
{
k 2pi
n
if 1 ≤ k ≤ ⌊n−1
2
⌋
(k − ⌊n−1
2
⌋− 1) 2pi
n+1
if
⌊
n−1
2
⌋
+ 1 ≤ k ≤ n.
The zero eigenvalue, when k =
⌊
n−1
2
⌋
+ 1, has already been discussed.
Other eigenvalues correspond to eigenvectors with components (listed via
subscripts){
vkj = r sin((j − 1)θk)− sin(jθk) if 1 ≤ k ≤
⌊
n−1
2
⌋
w
k−bn−1
2
c−1
j = sin(jθk) if
⌊
n−1
2
⌋
+ 2 ≤ k ≤ n. (21)
Some properties of the discrete model and its links to the continuous
model are:
• All eigenvalues of the Four Corners Matrix are purely real. Also, the
eigenvalues of the operator in the continuous model are likewise purely
real.6 This is perhaps surprising since the matrix is not symmetric, and
the operator is not self-adjoint.
• The Four Corners Matrix is diagonalizable, and in that sense of the
right-hand side of (19), the solutions to the discrete model are ‘sepa-
rable.’ In contrast, the operator for the continuous PDE is not diag-
onalizable, and instead, the analogy of the Jordan Normal Form from
linear algebra applies to the operator. Despite this, the following still
hold:
1. The eigenvalues of the discrete model converge7 to that of the
continuous model (including algebraic multiplicities).
2. The eigenvectors converge to the generalized eigenfunctions of the
continuous operator. Letting j = b(n+ 1)xc we have (k 6= 0)
lim
n→∞
wkj = sin(2pikx)
lim
n→∞
n
4pi2k2
[
(r − 1)wkj − vkj
]
= φk(x).
6Recall that in this article we insist on the PDE in (2) where r ≥ 0 and r real, and
also where the equal slopes boundary condition applies. Generalizations to other values of
r and other boundary constraints are undoubtedly possible, but we do not consider those
generalizations, nor their spectra, in this article.
7This can be made precise in say the Attouch-Wets topology - the convergence is locally
uniform.
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• Finally, the discrete model is stable in the maximum norm. This to-
gether with consistency and the fact that the continuous model is well-
posed implies that the discrete model converges to the solutions of the
continuous model from the Lax Equivalence Theorem [42]. In particu-
lar, the bounds proven in Proposition 1 for the continuous model carry
over to the discrete model with8
sup
t≥0
sup
n≥2
∥∥∥∥exp(− 12h2 At
)∥∥∥∥
l∞
= max
{ 2r
1 + r
,
2
1 + r
}
, (22)
which we prove in §B.3. From the interpretation of the discrete model
as a Markov process, it follows that
sup
t≥0
sup
n≥2
∥∥∥∥exp(− 12h2 At
)∥∥∥∥
l1
= 1,
and hence we also gain stability in any p–norm via interpolation.
In summary, we offer two different practical computational methods to
perform density estimation with linked boundary conditions: (i) the discrete
model, via the Four Corners Matrix; and (ii) the continuous model, via
the solutions that we find here as a series or as a contour integral.9 The
two methods have relative advantages and disadvantages. The Four Corners
Matrix is a finite difference method of modest accuracy, but it is simple
and easy to use. This might be attractive, especially if the initial data is
already discretely binned, as is often the case. It also essentially guarantees
maintaining positivity because of the attractive interpretation as a Markov
process. In contrast, the series solution we provide for the continuous model
is typically highly accurate for t > 0.
4 Choosing the stopping time
An important issue in density estimation is how to choose the bandwidth
parameter (for kernel density estimation) or equivalently, the final time T at
which we compute the solution of the PDE. This issue has already received
extensive attention in the literature [25, 46, 10, 26]. We now give a brief
8We use a subscript lp to denote the operator lp norm.
9We provide MATLAB codes for both methods at https://github.com/MColbrook/
Kernel-Density-Estimation-with-Linked-Boundary-Conditions.
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summary of that issue, and we also make two suggestions for known methods
already available. After that, we address the issue specifically in the context
of our linked boundaries model.
At one extreme, if we choose T = 0 then we recover the initial condition,
which is precisely the raw data, with no smoothing. At the other extreme,
if we let T → ∞, then we obtain a stationary density that is a linear,
straight line, which contains no information whatsoever about the raw data.
In between, 0 < T <∞, we have some smoothing effect while also retaining
some information from the original data, and often this is interpreted as an
optimal balance between the data and the prior.
One would like such a choice of an intermediate value of T to satisfy
certain statistical properties. For example, as more and more data are in-
cluded, we would like to converge to the ‘true’ density. Various proposals
and their properties are available. Perhaps the most common choice is ‘Sil-
verman’s rule of thumb’ [50], which works very well when the data is close to
being normally distributed. We expect that this choice is fine for the simpler
datasets and examples that we consider in this article. However, the methods
that we present in the article are more general, and for other applications it
might well be necessary to adopt more sophisticated approaches.
In that regard, another possible approach is to use the output from the
freely available software of one of the authors.10 This is expected to be a
better choice than Silverman’s rule in situations where there are many widely
separated peaks in the data. In particular, [3] introduced a non-parametric
selection method that avoids Normal reference rules that adversely affect
plug in methods.
4.1 Asymptotic properties
We now give a more precise treatment of the choice of stopping time for the
linked boundaries model, as well as discussing the Mean Integrated Squared
10https://au.mathworks.com/matlabcentral/fileexchange/
14034-kernel-density-estimator
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Error (MISE) defined by
MISE{f}(t) = EfX
{∫ 1
0
[f(x, t)− fX(x, t)]2dx
}
(23)
=
∫ 1
0
{EfX [f(x, t)]− fX(x)}2dx+
∫ 1
0
VarfX [f(x, t)]dx. (24)
Often one is interested in the asymptotic approximation to the MISE, de-
noted AMISE, under the requirements that t = tn ↓ 0 and n
√
tn →∞. The
asymptotically optimal bandwidth is then the minimizer of the AMISE. For
our continuous model of kernel density estimation we have the following re-
sult (proven in §B.4) which gives the same O(n−4/5) rate of convergence as
the Gaussian kernel density estimator on the whole real line.
Theorem 4. Let t = tn be such that limn→∞ tn = 0 and limn→∞ n
√
tn =∞
and suppose that fX ∈ C2([0, 1]) with fX(0) = rfX(1). Then the following
hold:
1. The integrated variance has the asymptotic behavior∫ 1
0
VarfX [f(x, t)]dx ∼t↓0
1
2n
√
pit
. (25)
2. If f ′X(0) = f
′
X(1) then∫ 1
0
{EfX [f(x, t)]− fX(x)}2dx ∼t↓0 t2
∫ 1
0
1
4
[f
′′
X(x)]
2dx. (26)
3. If f ′X(0) 6= f ′X(1) then∫ 1
0
{EfX [f(x, t)]−fX(x)}2dx ∼t↓0 t3/2
4− 2√2
3
√
pi
r2 + 1
(1 + r)2
[f ′X(1)−f ′X(0)]2.
(27)
Corollary 1. Combining the leading order bias and variance terms gives the
asymptotic approximation to the MISE:
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1. If f ′X(1) = f
′
X(0) then
AMISE{f}(t) = 1
2n
√
pit
+ t2
∫ 1
0
1
4
[f
′′
X(x)]
2dx. (28)
Hence, the square of the asymptotically optimal bandwidth is
t∗ = (2n
√
pi‖f ′′X‖1/2L2 )−2/5
with the minimum value
min
t
AMISE{f}(t) = 5‖f
′′
X‖1/10L2
214/5pi2/5
n−4/5.
2. If f ′X(1) 6= f ′X(0) then
AMISE{f}(t) = 1
2n
√
pit
+ t3/2
4− 2√2
3
√
pi
r2 + 1
(1 + r)2
[f ′X(1)− f ′X(0)]2
=
1
2n
√
pit
+ t3/2
A(r)
3
[f ′X(1)− f ′X(0)]2.
(29)
Hence, the square of the asymptotically optimal bandwidth is
t∗ = (2n
√
piA(r))−1/2 |f ′X(1)− f ′X(0)|−1
with the minimum value
min
t
AMISE{f}(t) = 2
5/4
√|f ′X(1)− f ′X(0)|
3pi3/8
A(r)1/4n−3/4.
A few remarks are in order. First, it is interesting to note that in the
case of f ′X(1) = f
′
X(0), the optimum choice t
∗ and the minimum AMISE
do not depend on r, and are the same as the more familiar ‘whole line’
situation — in other words, we can confidently use existing methods in the
literature (such as recommended above) to choose a stopping time. Second,
it seems plausible that we could estimate f ′X(1) − f ′X(0) (or the value of r)
adaptively and change the boundary conditions in the model accordingly. A
full discussion of solving the heat equation with linked boundary conditions
for the first spatial derivative is beyond the scope of this paper but can be
done using the same methods we present here. Future work will aim to
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incorporate an adaptive estimate of the true boundary conditions (both for
the density function and its first derivative) and resulting adaptive boundary
conditions. We mention a result in this direction which will appear when we
compare our model to that of [3], whose code is based around the discrete
cosine transform, the continuous version of which solves the heat equation
subject to the boundary conditions
f ′c(0) = f
′
c(1) = 0. (30)
We have used the subscript c to avoid confusion with our solution f to (2).
The analogous result to Theorem 4 is the following theorem which can be
proven using the same techniques and hence we have omitted the proof.
Similarly, one can then derive the optimum choice of t and the minimum
AMISE O(n−3/4) (unless we have the very restrictive condition f ′X(1) =
f ′X(0) = 0).
Theorem 5. Let t = tn be such that limn→∞ tn = 0 and limn→∞ n
√
tn =∞
and suppose that fX ∈ C2([0, 1]). Then the following hold:
1. The integrated variance has the asymptotic behavior∫ 1
0
VarfX [fc(x, t)]dx ∼t↓0
1
2n
√
pit
. (31)
2. If f ′X(0) = f
′
X(1) = 0 then∫ 1
0
{EfX [fc(x, t)]− fX(x)}2dx ∼t↓0 t2
∫ 1
0
1
4
[f
′′
X(x)]
2dx. (32)
3. If f ′X(0) 6= 0 or f ′X(1) 6= 0 then∫ 1
0
{EfX [fc(x, t)]−fX(x)}2dx ∼t↓0 t3/2
4− 2√2
3
√
pi
[f ′X(1)
2 +f ′X(0)
2]. (33)
5 Numerical Examples
5.1 Numerical Examples with Synthetic Data
Here we shall test the method for examples where the true density fX is
known. We begin with the trimodal distribution shown in Figure 3. We will
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demonstrate two versions of the method. First, when the exact value of r is
known (labelled “Linked 1”), and second where we estimate the value of r
by
rest =
∑n
j=1 χ<n−1/2(Xj)∑n
j=1 χ>1−n−1/2(Xj)
(labelled “Linked 2”). We expect both to perform similarly for sufficiently
large n. For stopping times we have used the bandwidth bandwidth=sqrt(t)
discussed in §4. We compare with three methods. The first is the density
estimation proposed in [3] based on the discrete cosine transform (labelled
“Cosine”). The second is the well-known and current state-of-the-art beta
kernel method of Chen [4], which we label “Beta” in the plots. This method
is free from boundary bias, at the cost of an increased boundary variance.
For this method, there is no automatic bandwidth selector; hence we use
values equivalent under change of parameters to using bandwidth=sqrt(t).
Finally, we also compare with a method which uses copula kernels [24] and
which has been found to be competitive with the beta kernel approach of
Chen. This method has an automatic bandwidth selector which we shall
use, and we label it “Copula” in the plots. The latter two methods are
freely available in the R package evmix [22] which can be found at https:
//CRAN.R-project.org/package=evmix.
As measures of error, we will estimate the error in the L2 and L∞ sense by
measuring the error at the points l× 10−3 for l = 0, ..., 103. The only change
will be when considering the copula method where we take l = 1, ..., 103 −
1 instead since we found this method to be unstable near the boundaries.
Figure 3 shows a typical approximation of the distribution function using our
proposed method and the other methods for a sample size of n = 10, 000.
Our proposed method is more accurate near the boundaries of the domain
(see zoomed in section of plots) and behaves similarly in the middle of the
domain. We found that using the estimate rest instead of the exact value of r
did not have a great effect on the error. Figure 4 (left) shows the L2 measure
of error averaged over 100 independent samples for each n. The L2 errors for
both “Linked” methods and the “Cosine” method agreed almost perfectly
with the minimum AMISE and the analysis in §4.1 for large n. Using our
model with an estimate of r increases the convergence rate from O(n−3/4)
to O(n−4/5). Both “Linked” methods and the “Cosine” method are found
to be more accurate than the “Beta” and “Copula” methods. The tailing-
off convergence for the “Copula” method was due to a need to implement
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Figure 3: Example of different methods for a sample size n = 10, 000. The
proposed diffusion model (“Linked”) is much more accurate near the bound-
aries than the cosine model (“Cosine”) as highlighted by the zoomed in sec-
tions. The method “Copula” is found to be unstable near the boundaries.
a lower bound for the bandwidth. Below this limit we found the method
to be unstable. Figure 4 (right) shows the same plot but now for the L∞
measure of error. Here we see a more pronounced difference between the
methods, with both “Linked” methods producing much smaller errors than
the other methods. We found the same behavior in these plots for a range of
other tested distributions. Finally, we comment on the CPU times for each
method, shown in Figure 5 (averaged over the 100 samples for each n). In
order to produce a fair comparison, we have included the CPU time taken for
bandwidth selection when using the “Linked” methods. All methods appear
to have CPU times that grow linearly with n. The “Cosine” method in fact
scales like O(n log(n)) due to the use of the discrete cosine transform. The
linked estimator is faster by about an order of magnitude than the other
methods. This is due to the exponential decay of the series for t > 0 - only
a small number of terms need to be summed in order to get very accurate
results.
Next, we consider the case when fX is log-concave and not necessarily
smooth. Denoting the PDF of the beta distribution with parameters (α, β)
by b(α, β;x), we let
fX(x) =
b(1, 2;x) + 2b(a, 1;x)
3
.
The parameter a controls the smoothness of fX near x = 0. We have
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Figure 4: Left: L2 errors of methods averaged over 100 samples for each n.
Right: L∞ errors of methods averaged over 100 samples for each n. The L2
errors agree well with the minimum AMISE from §4.1, whereas the increased
accuracy gained near the boundary by using the linked boundary model is
highlighted by the L∞ errors.
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Figure 5: CPU times for each method averaged over 100 samples for each
n. Experiments were performed on an a basic four year old laptop. Each
method appears to grow almost linearly, with the linked boundary estimator
an order of magnitude faster than the other methods.
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a 1.1 1.2 1.3 1.4 1.5
Linked 2.98× 10−3 1.33× 10−3 6.82× 10−4 3.22× 10−4 2.38× 10−4
LC 1.05× 10−3 1.14× 10−3 1.26× 10−3 1.38× 10−3 1.52× 10−3
LCS 1.23× 10−3 1.03× 10−3 9.42× 10−4 1.04× 10−3 1.19× 10−3
a 1.6 1.7 1.8 1.9 2
Linked 1.58× 10−4 1.13× 10−4 8.01× 10−5 5.96× 10−5 5.05× 10−5
LC 1.65× 10−3 1.80× 10−3 1.94× 10−3 2.09× 10−3 2.27× 10−3
LCS 1.30× 10−3 1.40× 10−3 1.66× 10−3 1.74× 10−3 2.16× 10−3
Table 1: Mean L2 squared error over 10 simulations for different a.
compared our method to a method that computes log-concave maximum
likelihood estimators [12, 11]. This seeks to compute the log-concave pro-
jection of the empirical distribution through an active set approach. Code
for this is freely available in the R package logcondens [13] which can be
found at https://CRAN.R-project.org/package=logcondens. Details on
this method and other similar methods can be found in [43], with a study of
the more involved case of censored data in [14]. Tables 1 and 2 show the mean
squared L2 and L∞ errors respectively over 10 simulations for n = 105, as we
vary a for the linked boundary diffusion estimator and the log-concave pro-
jection method (abbreviated to LC), as well as its smoothed version (LCS).
In each case, we have shaded the most accurate estimator. The linked bound-
ary diffusion estimator performs much better when measured in the uniform
norm but is slightly worse in the L2 sense when the distribution function be-
comes less smooth. This is demonstrated in Figure 6 for a typical estimation
using n = 10, 000. To produce the tables, the linked boundary diffusion esti-
mator took about 0.5s on average per simulation, the log-concave projection
took about 5s, but its smoothed version was much slower, taking about 73s.
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a 1.1 1.2 1.3 1.4 1.5
Linked 7.32× 10−2 4.19× 10−2 2.52× 10−2 1.31× 10−2 7.97× 10−3
LC 5.34× 10−1 6.40× 10−1 7.51× 10−1 8.71× 10−1 1.00
LCS 1.84× 10−1 1.26× 10−1 1.42× 10−1 1.72× 10−1 1.95× 10−1
a 1.6 1.7 1.8 1.9 2
Linked 4.42× 10−3 2.85× 10−3 1.18× 10−3 4.78× 10−4 2.39× 10−4
LC 1.14 1.28 1.44 1.60 1.78
LCS 2.27× 10−1 2.47× 10−1 2.82× 10−1 3.22× 10−1 3.70× 10−1
Table 2: Mean L∞ squared error over 10 simulations for different a.
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Figure 6: Typical estimates for n = 10, 000 and a = 1.1, a = 2. We used the
R package logcondens for the log-concave projection method.
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5.2 Numerical Example with Cell Data
This section demonstrates the application of the methods that we propose
to a problem in biology with real data, where the data are taken from [31].
As mentioned in the introduction, Figure 1 shows an example of what goes
wrong when current methods are applied. Figure 7 C demonstrates our pro-
posed method, which successfully incorporates the desired linked boundary
condition.
Our example originates from the study of biological processes, in par-
ticular, the cell cycle, with single cell data, which is a common problem in
cancer research. The cell cycle can be split into different stages (Figure 7 A):
It starts with a growth phase (G1) followed by the S-phase in which DNA is
replicated. The subsequent shorter growth phase (G2) then leads to M-phase
(mitosis). A cell then divides into two daughter cells at the end of M-phase.
The example dataset is obtained from an engineered cell line which has a
fluorescent reporter protein named “geminin” which starts to accumulate
once a cell transitions from G1- to S-phase and which is degraded during cell
division (Figure 7 A). This dataset compromises levels of DNA and geminin
in single cells measured by flow cytometry (Figure 7 B). The red curve in
Figure 7 B indicates the path that the average cell takes when it goes through
the cell cycle. Pseudotime algorithms perform a dimensionality reduction by
assigning a pseudotime value to each cell, which can be interpreted as its
position on the average curve. A recently developed theory [27, 31] based on
ergodic principles makes it possible to derive a transformation to a real-time
scale from cell ordering in pseudotime, reflecting cell cycle progression. The
method relies on the distribution of cells on the pseudotime scale. As men-
tioned in the introduction, the distribution at the beginning and the end of
the cell cycle are linked due to cell division by
f(0, t) = 2 f(1, t) . (34)
The example dataset (Figure 7) compromises levels of DNA and geminin
in single cells in an exponential growing population of NCI-H460/geminin
cells measured by flow cytometry [31]. A pseudotime algorithm provides
a dataset X1, . . . , XN of pseudotime values, which represents a quantitative
value for the progression of every single cell through the cell cycle. The kernel
density estimator with linked boundary condition (r = 2) thus produces
a distribution that satisfies the conditions (34) on the density due to cell
division (Figure 7 C).
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Figure 7: (A) Schematic cell cycle with geminin expression starting at the
end of G1. (B) DNA and geminin signal from individual cells can be used
to obtain a pseudo-temporal ordering of the population. An average cell
follows the indicated path (red) through the dataset. (C) Pseudotime values
(gray), binned data (blue) and kernel density estimate (red). The kernel
density estimate was obtained by solving our continuous PDE (2) by our
discrete numerical method in (14), with the ‘four corners matrix’ in (18).
The stopping time, t = 0.00074, came from the kernel density estimator in
[3].
6 Conclusion
Our study was motivated by a question from biology. This biological appli-
cation required a method of density estimation that can handle the situation
of linked boundaries. Boundary conditions are known to be a difficult prob-
lem in the context of kernel density estimation. To our knowledge, the linked
boundary conditions that we handle here have not been previously addressed
in the statistics literature. We have provided two approaches: 1) a continu-
ous PDE model with theoretical guarantees that its solution is well-behaved
and suitable for the proposed statistical applications; 2) a discrete model,
which we prove converges to the continuous model. As a numerical exam-
ple, we have applied the discrete model on data that arises in biology. The
models and the analysis we provide naturally lead us to provide algorithms
and software suitable for this application. We believe this can be useful to
a broader community interested in this class of problems with linked bound-
ary conditions. We found the method to compete well with other existing
methods, including state-of-the-art methods designed to cope with boundary
bias, both in terms of speed and accuracy. In particular, the method is more
accurate close to the boundary.
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There remain some open questions regarding the provided models. First,
it is possible to adapt the methods in this paper to multivariate distributions.
Second, it is possible to adapt these methods to other types of boundary
conditions such as constraints on the moments of the distribution (and other
non-local conditions). We expect, in this regard, that the flexibility of the
unified transform and its ability to handle complicated conditions will be
useful in designing such kernel methods. We leave both of these topics for
further study.
Author contributions: MJC performed the analysis, developed the nu-
merical method and performed the numerical tests. ZIB and SM assisted
MJC in writing the paper. KK provided the cell data and assisted in the
writing of §5.2.
Acknowledgments: MJC was supported by EPSRC grant EP/L016516/1.
ZIB was supported by ARC grant DE140100993. KK was supported by DFG
grant AL316/14-1 and by the Cluster of Excellence in Simulation Technology
(EXC 310/2) at the University of Stuttgart. SM was supported by the ARC
Centre of Excellence for Mathematical and Statistical Frontiers (ACEMS).
A Derivation of the Solution
We begin with a description of how to obtain the solution in Theorem 2. It is
straightforward to verify the solution works, but this does not indicate how it
is constructed. The most straightforward way to construct the solution is via
a powerful transform technique called the unified transform [16, 17, 19, 18, 7],
which provides an algorithmic recipe for solving these types of problems via
an integral solution. The unified transform applied to linear initial-boundary
value problems can be considered as constructing a transform tailor-made to
the given PDE and boundary conditions. It generalizes many of the classical
methods and computes solutions even in some cases when classical methods
apparently fail [53, 28]. A review of this method can be found in [9]. So far,
the only case of our problem considered in the literature on this method has
been r = 1 [56] (trivially periodic). For the heat equation with oblique Robin
boundary conditions/non-local boundary conditions we refer the reader to
[35] and for interface problems we refer the reader to [48, 49, 47].
We then construct the series solution by deforming the contours in the
integral representation and applying Cauchy’s residue theorem. We remark
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that the unified transform method is similar in spirit to the contour method of
Birkhoff in that it makes considerable use of the tools of complex analysis (see
[38] for more details and history on this method). Birkhoff’s method tackles
the problem of generalized eigenfunction expansions of the spatial derivative
operator by using asymptotic estimates of the Green’s function associated
with the problem for large eigenvalue parameter. Further discussion of the
link between the unified transform and the spectral theory of two-point linear
differential operators is beyond the scope of this paper but we refer the reader
to [41, 52].
A.1 Obtaining the solution
The first step is to write the PDE in divergence form:
[exp(−ikx+ k2t/2)f ]t − 1
2
[exp(−ikx+ k2t/2)(fx + ikf)]x = 0, k ∈ C.
We will employ Green’s theorem,∫∫
Ω
(
∂F
∂x
− ∂G
∂y
)
dxdy =
∫
∂Ω
(
Gdx+ Fdy
)
, (35)
over the domain (0, 1)×(0, t). Here one must assume a priori estimates on the
smoothness of the solution f which will be verified later using the candidate
solution. Define the transforms:
fˆ0(k) :=
∫ 1
0
exp(−ikx)f0(x)dx, fˆ(k, t) :=
∫ 1
0
exp(−ikx)f(x, t)dx,
g˜(k, t) :=
∫ t
0
exp(kτ)f(1, τ)dτ, h˜(k, t) :=
∫ t
0
exp(kτ)fx(1, τ)dτ,
where again we assume these are well defined. Green’s theorem and the
boundary conditions imply (after some small amount of algebra) the so called
‘global relation’, coupling the the transforms of the solution and initial data:
fˆ(k, t) exp(k2t/2) =fˆ0(k)− 12 [h˜(k2/2, t) + ikrg˜(k2/2, t)]
+ exp(−ik)
2
[h˜(k2/2, t) + ikg˜(k2/2, t)], k ∈ C.
(36)
The next step is to invert via the inverse Fourier transform, yielding
f(x, t) = 1
2pi
∫∞
−∞ exp(ikx− k2t/2)
{
fˆ0(k)− 1
2
[h˜(k2/2, t) + ikrg˜(k2/2, t)]
+ exp(−ik)
2
[h˜(k2/2, t) + ikg˜(k2/2, t)]
}
dk.
(37)
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However, this expression contains the unknown functions g˜ and h˜. To get rid
of these we use some complex analysis and symmetries of the global relation
(36). Define the domains
D+ = {k ∈ C+ : Re(k2) < 0}, D− = {k ∈ C− : Re(k2) < 0}, D = D+∪D−.
(38)
These are shown in Figure 8. A quick application of Cauchy’s theorem and
Jordan’s lemma means we can re-write our solution as
f(x, t) = 1
2pi
∫∞
−∞ exp(ikx− k2t/2)fˆ0(k)dk
− 1
2pi
∫
∂D+
exp(ikx−k2t/2)
2
[h˜(k2/2, t) + ikrg˜(k2/2, t)]dk
− 1
2pi
∫
∂D−
exp(ik(x−1)−k2t/2)
2
[h˜(k2/2, t) + ikg˜(k2/2, t)]dk.
(39)
We now use the symmetry under k → −k of the global relation (36) and the
fact that the argument in each of g˜ and h˜ is k2/2 to set up the linear system:
1
2
(
[exp(−ik)− 1] ik[exp(−ik)− r]
[exp(ik)− 1] −ik[exp(ik)− r]
)(
h˜(k
2
2
, t)
g˜(k
2
2
, t)
)
=
(
fˆ(k, t) exp( tk
2
2
)− fˆ0(k)
fˆ(−k, t) exp( tk2
2
)− fˆ0(−k)
)
.
Defining the determinant function Υ(k) = 2(1 + r)(cos(k) − 1), solving the
linear system leads to the relations:
h˜(k2,t)+ikrg˜(k2,t)
2
= 1
Υ(k)
{
fˆ0(k)[(1 + r) exp(ik)− 2r]
+ fˆ0(−k)(1− r) exp(−ik)
− exp(k2t/2)fˆ(k, t)[(1 + r) exp(ik)− 2r]
− exp(k2t/2)fˆ(−k, t)(1− r) exp(−ik)
}
,
h˜(k2/2,t)+ikg˜(k2/2,t)
2
=
1
Υ(k)
{
fˆ0(k)[2 exp(ik)− (1 + r)] + fˆ0(−k)(1− r)
− exp(k2t/2)fˆ(k, t)[2 exp(ik1)− (1 + r)]
− exp(k2t/2)fˆ(−k, t)(1− r)
}
.
Since Υ(k) is zero whenever cos(k) = 1, before we substitute these relations
into our integral solution we deform the contours ∂D+ and ∂D− as shown in
Figure 8 to avoid the poles of Υ(k)−1 along the real line.
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Figure 8: Left: The domains D± as well as the orientation of the boundaries
∂D±. Right: The deformed contours to avoid the singularity at k = 0.
The bold arrow shows a path on which both the x and t exponential parts
of the integrand are exponentially decaying which can be used for efficient
numerical evaluation.
Upon substitution, we are still left with unknown contributions propor-
tional to
I1(x, t) :=
∫
∂D+
exp(ikx)
Υ(k)
{
fˆ(k, t)[(1 + r) exp(ik)− 2r]+ fˆ(−k, t)(1− r) exp(−ik)}dk
I2(x, t) :=
∫
∂D−
exp(ik(x−1))
Υ(k)
{
fˆ(k, t)[2 exp(ik)− (1 + r)] + fˆ(−k, t)(1− r)}dk.
We will argue that the integral I1(x, t) along ∂D
+ vanishes and the argument
for I2(x, t) follows the same reasoning. First observe that as k → ∞ in C+,
Υ(k)−1 ∼ exp(ik)/(1 + r). Also, we must have that
exp(ik)fˆ(k, t) =
∫ 1
0
exp(ik(1− x))f(x, t)dx
is bounded in C+. fˆ(−k, t) is also bounded in C+ and hence the function
fˆ(k,t)[(1+r) exp(ik)−2r]+fˆ(−k,t)(1−r) exp(−ik)
Υ(k)
is bounded in C+. It follows that we can close the contour in the upper half
plane and use Jordan’s lemma to see that I1(x, t) vanishes. We then obtain
the integral form of the solution in Theorem 2.
To obtain the series form we can write 2 exp(ik)−(1+r) = − exp(ik)Υ(k)+
exp(ik)[(1 + r) exp(ik)− 2r], which implies∫
∂D−
exp(ik(x−1)−k2t/2)
Υ(k)
fˆ0(k)[2 exp(ik)− (1 + r)]dk =∫
∂D− exp(ikx− k2t/2)fˆ0(k)dk −
∫
∂D−
exp(ikx−k2t/2)
Υ(k)
fˆ0(k)[(1 + r) exp(ik)− 2r]dk.
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Figure 9: Deformation of the contour to circle the poles. The contributions
along the real line between these circles cancel.
Taking into account the orientation of ∂D−, upon deforming the first of these
integrals back to the real line, we see that it cancels the first integral in (6).
Hence we have
2pif(x, t) = − ∫
∂D
eikx−k
2t/2
Υ(k)
{
fˆ0(k)[(1+r)e
ik−2r]+fˆ0(−k)(1−r)e−ik
}
dk. (40)
Define the function
F (x, t; k) :=
eikx−k
2t/2
{
fˆ0(k)[(1+r)eik−2r]+fˆ0(−k)(1−r)e−ik
}
2(1+r)
.
The integrand in (40) has a double pole at kn = 2npi so we deform the contour
∂D to ∂D˜ shown in Figure 9. Cauchy’s residue theorem then implies that
f(x, t) = − 1
2pi
∫
∂D
F (x,t;k)
cos(k)−1dk =
∑
n∈Z−2iF ′(kn). (41)
It is then straightforward to check the equality of (41) and (7).
B Derivations of Results
For completeness, we collect here proofs of the results in Section 2, as well as
the bound (22). We found that the unified transform considerably simplifies
some parts of the proof of Theorem 1, such as regularity for t > 0 and the
proof of Proposition 3, as opposed to the use of series solutions, whereas
sometimes using the kernel/series representation is easier.
B.1 Discussion of the limit t ↓ 0
To rigorously prove the theorems in Section 2, we shall need to study the
solution as t ↓ 0. Recall the definition in (9). We shall also need the function
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K1(x, t) :=
∑
n∈Z exp(iknx− k2nt/2), (42)
defined for t > 0. Using the Poisson summation formula, we can write K1 as
K1(x, t) =
1√
2pit
∑
n∈Z exp
(
− (x−n)2
2t
)
,
a periodic summation of the heat kernel. The following lemma is well-known
and hence stated without proof.
Lemma 1. Let w ∈ C([0, 1]) then∫ 1
0
K1(x− y, t)w(y)dy (43)
is bounded by ‖w‖∞ and converges pointwise to w(x) for any x ∈ (0, 1) and
to (w(0) + w(1))/2 for x = 0, 1 as t ↓ 0. If w(0) = w(1) then (43) converges
to w(x) uniformly over the interval [0, 1].
The following Proposition then describes the limit properties of our con-
structed solution as t ↓ 0 in the case of continuous initial data.
Proposition 3. Let f0 ∈ C([0, 1]) and K be given by (9). For t ∈ (0, 1]
define
f(x, t) :=
∫ 1
0
K(r;x, y, t)f0(y)dy, q(x, t) :=
∫ 1
0
K(r; y, x, t)f0(y)dy,
(note the interchange of x, y as arguments of K for the definition of q). Then
there exists a constant C (dependent on r) such that
sup
x∈[0,1],t∈(0,1]
max{|f(x, t)| , |q(x, t)|} ≤ C‖f0‖∞. (44)
Furthermore,
lim
t↓0
f(x, t) =

f0(x), x ∈ (0, 1)
r
1+r
[f0(0) + f0(1)], x = 0
1
1+r
[f0(0) + f0(1)], x = 1
lim
t↓0
q(x, t) =
{
f0(x), x ∈ (0, 1)
1
1+r
[rf0(0) + f0(1)], x = 0, 1
.
Finally, in the case that f0(0) = rf0(1), f(x, t) converges to f0(x) uniformly
over x ∈ [0, 1] as t ↓ 0.
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Proof. We can write
K(r;x, y, t) = K1(x− y, t)
[
1 + (x− y)1−r
1+r
]
+K1(x+ y, t)(x+ y − 1)1−r1+r
+
t(1− r)
1 + r
[
K ′1(x+ y, t) +K
′
1(x− y, t)
]
.
(45)
Here ′ means the derivative with respect to the spatial variable.
To study the limit as t ↓ 0, we first show that we can ignore the terms
with a factor of t. It is enough to prove the following Lemma.
Lemma 2. Let f0 ∈ L1([0, 1]), then
t
∑
n∈N
∣∣∣exp(−k2nt/2)knfˆ0(kn)∣∣∣→ 0 as t ↓ 0.
Proof. By the Riemann–Lebesgue lemma, we have that limn→∞ fˆ0(kn) = 0.
So given  > 0, let N be large such that if n ≥ N then
∣∣∣fˆ0(kn)∣∣∣ ≤ . Then
t
∑
n>N
∣∣∣exp(−k2nt/2)knfˆ0(kn)∣∣∣ ≤ t2pi∑n>N exp(−2n2pi2t)4npi2.
Let h = 2pi. The sum is an approximation of the integral
∫∞
h(N+1)
exp(−y2t/2)ydy
and we have
t
∑
n>N
∣∣∣exp(−k2nt/2)knfˆ0(kn)∣∣∣ ≤ 2pi
∫ ∞
0
exp(−y2t/2)t(y + 2h)dy < C˜,
for some constant C˜. It follows that
lim sup
t↓0
t
∑
n∈N
∣∣∣exp(−k2nt/2)knfˆ0(kn)∣∣∣ ≤ C˜.
Since  > 0 was arbitrary, the lemma follows.
By a change of variable we have∫ 1
0
K1(x+ y, t)(x+ y − 1)f0(y)dy =
∫ 1
0
K1(x− y, t)(x− y)f0(1− y)dy.
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The bound (44) now follows from Lemma 1, as do the pointwise limits from
a straightforward somewhat tedious calculation.
Now suppose that f0(0) = rf0(1) and split the initial data as follows:
f0(x) = f0(0) + x(1− r)f0(1) + p0(x). (46)
Then p0 ∈ C([0, 1]) with the crucial property that p0(0) = p0(1) = 0. Arguing
as above and using Lemma 1, we see that the following limit holds uniformly
limt↓0
∫ 1
0
K(r;x, y, t)p0(y)dy = p0(x).
So it only remains to show that∫ 1
0
K(r;x, y, t)[f0(0) + y(1− r)f0(1)]dy = f0(0) + x(1− r)f0(1). (47)
Let l(x) = f0(0) + x(1 − r)f0(1) and set a = f0(1). An explicit calculation
yields
lˆ(k) = i
k
(exp(−ik)− r)a+ 1
k2
(exp(−ik)− 1)a(1− r).
We then have
lˆ0(k)[(1 + r) exp(ik)− 2r] + lˆ0(−k)(1− r) exp(−ik) =− a
[
ri
k
+ 1−r
k2
]
Υ(k).
We can then apply the residue theorem to the representation (40) to obtain
(47).
Proposition 4. Let 1 ≤ p <∞, f0 ∈ Lp([0, 1]) and K be given by (9). For
t ∈ (0, 1] define
f(x, t) :=
∫ 1
0
K(r;x, y, t)f0(y)dy.
Then f(·, t) converges to f0 in Lp([0, 1]) as t ↓ 0.
Proof. Note that the case r = 1 is well-known. The fact that f0 ∈ L1([0, 1])
by Ho¨lder’s inequality together with Lemma 2 show that we can ignore
the parts multiplied by t in the kernel representations (45). The fact that
yf0(y) ∈ Lp([0, 1]) implies the convergence by simply summing the parts in
(45) and using the r = 1 case with a change of variable for the K1(x + y, t)
part.
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B.2 Derivations of well-posedness and solution repre-
sentation
Proof of Theorems 1 and 2. For t > 0, it is clear that the function in (6)
is smooth in x, t and real analytic in x, as well as solving the heat equa-
tion. This follows from being able to differentiate under the integral sign
due to the exp(−k2t/2) factor and the fact that extending x to a com-
plex argument yields an analytic function. It is also easy to check via
the series (7) that it satisfies the required boundary conditions and hence
(5) also holds. Regarding the convergence properties as t ↓ 0, Proposi-
tion 3 deals with the case of continuous f0 whilst Proposition 4 deals with
f0 ∈ Lp([0, 1]) for 1 ≤ p < ∞. Hence there are two things left to prove; the
fact that µt := f(·, t)dx lies in Cw(0, T ;M([0, 1])) as well as uniqueness in
Cw(0, T ;M([0, 1])) (and C(0, T ;Lp([0, 1])) for 1 ≤ p <∞).
To prove that µt ∈ Cw(0, T ;M([0, 1])), let g ∈ C([0, 1]) and consider the
integral kernel defined by (9). By Fubini’s theorem we have∫ 1
0
f(x, t)g(x)dx =
∫ 1
0
∫ 1
0
K(r;x, y, t)g(x)dxdf0(y).
By Proposition (3) the integral∫ 1
0
K(r;x, y, t)g(x)dx
converges for all x and is uniformly bounded as t ↓ 0. We will use the explicit
calculation of the endpoints limits at x = 0, 1. By the dominated convergence
theorem, we have
limt↓0
∫ 1
0
f(x, t)g(x)dx =
(
r
1+r
g(0) + 1
1+r
g(1)
)
f0({0})
+
(
r
1+r
g(0) + 1
1+r
g(1)
)
f0({1}) +
∫
x∈(0,1) g(x)df0(x)
= f0(g) +
g(1)−g(0)
1+r
[f0({0})− rf0({1})] = f0(g),
which proves the required weak continuity.
To prove uniqueness, suppose that there exists µt, τt ∈ M([0, 1]) which
are both weak solutions with µ0 = τ0 = f0. Set mt = µt − τt. We will con-
sider expansions of functions in the generalized eigenfunctions of the adjoint
problem (see the discussion after the statement of Theorem 2). It is straight-
forward to check that the adjoint problem (with the boundary conditions in
(4)) is Birkhoff regular and hence the generalized eigenfunctions are complete
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in L2([0, 1]). In fact we can show that any continuous function g ∈ C([0, 1])
of bounded variation with g(0) = g(1) can be approximated uniformly by
linear combinations of these functions. This follows by either arguing as we
did in the proof of Proposition 3 (the case of non-matching derivatives holds
but is more involved) or follows from Theorem 7.4.4 of [38]. Now suppose
that λ lies in the spectrum of the adjoint A∗ defined by
A∗ = − d2
dx2
, D(A∗) = {u ∈ H2([0, 1]) : ux(1) = rux(0), u(0) = u(1)}. (48)
In our case, the generalized eigenfunctions associated with λ correspond to a
basis of N ((A−λI)l) where l = 1 or 2. If l = 2, and the nullity of (A−λI)2 is
greater than A−λI, we can choose a basis {g1, g2} such that (A−λI)g2 = g1.
For the general case and chains of generalized eigenfunctions, we refer the
reader to [38]. Now suppose that g ∈ N (A− λI) then g must be smooth on
[0, 1]. It follows that for t > 0
2 d
dt
mt(g) = −λmt(g).
Note that m0(g) = 0 and hence we must have that mt(g) = 0 for all t ≥ 0.
Similarly, suppose that {g1, g2} ⊂ N ((A−λI)2) with (A−λI)g2 = g1. Then
by the above reasoning we have mt(g1) = 0 for all t ≥ 0 and hence
2 d
dt
mt(g2) = −λmt(g2)−mt(g1) = −λmt(g2).
Again we see that mt(g2) = 0 for all t ≥ 0. Though we don’t have to consider
it in our case, it is clear that the same argument would work for chains
of longer lengths. The expansion theorem discussed above together with
the dominated convergence theorem shows that if g ∈ C([0, 1]) of bounded
variation with g(0) = g(1) = 0, then mt(g) = 0 for all t ≥ 0. This implies
that if U ⊂ (0, 1) is open then mt(U) = 0 for all t ≥ 0. In particular, we
must have
mt = a(t)δ0 + b(t)δ1
with a, b continuous. In fact, for any f ∈ F(r) we have
d
dt
[a(t) + b(t)]f(1) = a(t)
2
fxx(0) +
b(t)
2
fxx(1),
from which we easily see that a = b = 0 and hence uniqueness follows. This
also shows uniqueness in the space C(0,A;Lp([0, 1])), where no argument at
the endpoints is needed.
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Proof of Proposition 1. We first show that in this case the solution is con-
tinuous on [0, 1]× [0, T ) for any T ∈ (0,∞]. The case of continuity at points
t > 0 has already been discussed so suppose that (xn, tn)→ (x, 0) then
|f(xn, tn)− f0(x)| ≤ |f0(xn)− f0(x)|+ |f(xn, tn)− f0(xn)| .
The first term converges to zero by continuity of f0 whilst the second term
converges to zero by the proven uniform convergence as t ↓ 0. Using the limit
given by Proposition 2, we will take T =∞ without loss of generality.
Since the solution is regular in the interior and continuous on the closure,
this immediately means that we can apply the maximum principle to deduce
that
sup
(x,t)∈Ω
f(x, t) = sup
(x,t)∈∂Ω
f(x, t),
where Ω = (0, 1)× (0, T ). A similar result holds for the infinum. Evaluating
(41) at x = 0 leads to
f(0, t) = 2r
1+r
∑
n∈Z exp(−k2nt/2)fˆ0(kn) = r
√
2
(1+r)
√
pit
∫∞
−∞ exp(−x2/(2t))f0(y)dy,
where we have used the function K1 defined by (42) and extended f0 peri-
odically (values at the endpoints contributed nothing). Hence
2ar
1+r
≤ f(0, t) ≤ 2br
1+r
.
Similar calculations yield
2a
1+r
≤ f(1, t) ≤ 2b
1+r
.
The fact max{2r/(1 + r), 2/(1 + r)} ≥ 1 (recall r ≥ 0) finishes the proof.
Proof of Theorem 3. We have that∫ 1
0
f(x, t)dx =
∫ 1
0
∫ 1
0
K(r;x, y, t)df0(y)dx =
∫ 1
0
∫ 1
0
K(r;x, y, t)dxdf0(y)
by Fubini’s theorem. Using the series representation (45) and integrating
term by term (justified due to the exponential decaying factors) we have∫ 1
0
K(r;x, y, t)dx = 1+
1− r
1 + r
∑
n∈Z
exp(−k2nt/2)
∫ 1
0
[
x exp(ikn(x−y))+(x−1) exp(ikn(x+y))
]
dx.
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All other terms vanish since the integral of exp(iknx) is 0 unless n = 0. We
can change variables for the second term in the integrand to see that the
above is equal to
1 +
1− r
1 + r
∑
n∈Z
exp(−k2nt/2)
∫ 1
0
[
x exp(ikn(x− y))− x exp(−ikn(x− y))
]
dx
=1 +
1− r
1 + r
∑
n∈Z
exp(−k2nt/2)
∫ 1
0
2ix sin(kn(x− y))dx = 1,
where we have used the fact that sin(kn(x−y)) is odd in kn and exp(−k2nt/2)
is even in the last equality. Since f0 is a probability measure, it follows that∫ 1
0
f(x, t)dx = 1, i.e. part (1) holds.
We next show that the integral kernel K(r;x, y, t) is non-negative for r ≥
0, t > 0 and x, y ∈ [0, 1]. Suppose this were false for some (x0, y0) ∈ [0, 1]2.
The Poisson summation formula gives
K(r; 0, y, t) =
2r
1 + r
K1(y, t) > 0, K(r; 1, y, t) =
2
1 + r
K1(y, t) > 0,
and hence (x0, y0) ∈ (0, 1)2. Choose f0 = un that integrates to 1 where
un(y) ≥ 0 and un(y) = 0 unless ‖y − y0‖ ≤ 1/n. Then for large n, un
satisfies the required boundary conditions (vanishes in a neighborhood of the
endpoints) and we must have that
fn(x0, t) :=
∫ 1
0
K(r;x0, y, t)un(y)dy ≥ 0,
by Theorem 1. But it clearly holds by continuity of the integral kernel that
limn→∞ fn(x0, t) = K(r;x0, y0, t) < 0, a contradiction. This proves part (2)
of the theorem.
B.3 Derivation of bound (22) for the discrete model
Let n ≥ 2. Let u ∈ Rn≥0 be any initial vector with ‖u‖∞ ≤ 1 and let 1 denote
the vector with 1 in all entries. The eigenvector in the kernel of the Four
Corners Matrix A is a linear multiple of w0 defined by
w0j = 1 +
1−r
1+rn
(j − 1).
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Define the vector x via x(1− r)/(1 + r) = 1− 2(1 + rn)/[(n+ 1)(r + 1)]w0.
This has components
xj =
n+1−2j
n+1
.
Extend this vector to have x0 = 0, then an application of the discrete Fourier
transform implies that we can write for j 6= 0
xj =
1
n+1
∑n
k=1Gn(k) exp
(
2piikj
n+1
)
,
where
Gn(k) =
exp(4piik/(n+1))−1
(exp(2piik/(n+1))−1)2 =
−i
2
sin(2pik/(n+1))
sin2(kpi/(n+1))
.
Hence we have that
xj =
1
n+1
∑n−bn−1
2
c−1
k=1
[
Gn(k) exp
(
2piikj
n+1
)−Gn(k) exp (− 2piikjn+1 )]
= 1
n+1
∑n−bn−1
2
c−1
k=1
sin(2pik/(n+1))
sin2(kpi/(n+1))
sin
(
2pikj
n+1
)
.
This implies that we can write 1 as a linear combination of eigenvectors:
1 =
2(1+rn)w0j
(n+1)(1+r)
+ 1−r
(n+1)(1+r)
∑n−bn−1
2
c−1
k=1
sin(2pik/(n+1))
sin2(kpi/(n+1))
wkj .
Define Q(:, t) = exp(−At/(2h2))1, and q(:, t) = exp(−At/(2h2))u(:, 0) i.e.
the solutions of the discrete model. In particular, we have the explicit time
dependence
Q(j, t) =
2(1+rn)w0j
(n+1)(1+r)
+ 1−r
(n+1)(1+r)
×∑n−bn−12 c−1k=1 sin(2pik/(n+1))sin2(kpi/(n+1)) sin (2pikjn+1 ) exp (− 2t{1− cos[2pik/(n+ 1)]}).
From the eigenvalue decomposition (or the theory of continuous time Markov
chains), we know that Q(:, t) will converge to a multiple of the stationary dis-
tribution. Using this, it is easy to prove the Discrete Maximum Principle
(also true for general solutions):
sup
t≥0
‖Q(:, t)‖∞ = max{sup
t≥0
Q(1, t), sup
t≥0
Q(n, t), ‖Q(:, 0)‖∞}.
Explicitly, we have that
Q(1, t) = 2(1+rn)
(n+1)(1+r)
+ 1−r
(n+1)(1+r)
×∑n−bn−12 c−1k=1 sin2(2pik/(n+1))sin2(kpi/(n+1)) exp (− 2t{1− cos[2pik/(n+ 1)]}).
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This is monotonic in t with limit 2(1 + rn)/[(n + 1)(1 + r)]. Similarly, we
have
Q(n, t) = 2(n+r)
(n+1)(1+r)
− 1−r
(n+1)(1+r)
×∑n−bn−12 c−1k=1 sin2(2pik/(n+1))sin2(kpi/(n+1)) exp (− 2t{1− cos[2pik/(n+ 1)]}),
which is monotonic in t with limit 2(n + r)/[(n + 1)(1 + r)]. Now, we must
have that each entry of Q(:, t) ± q(:, t) is non-negative since this is true for
t = 0. It follows that
sup
t≥0
‖q(:, t)‖∞ ≤ sup
t≥0
‖Q(:, t)‖∞ = max
{ 2(1 + rn)
(n+ 1)(1 + r)
,
2(n+ r)
(n+ 1)(1 + r)
}
.
Since the l∞ operator norm of a real matrix is independent of whether the
underlying field is R or C, it follows that
sup
t≥0
sup
n≥2
∥∥∥∥exp(− 12h2 At
)∥∥∥∥
l∞
= sup
n≥2
max
{ 2(1 + rn)
(n+ 1)(1 + r)
,
2(n+ r)
(n+ 1)(1 + r)
}
= max
{ 2r
1 + r
,
2
1 + r
}
.
B.4 Proof of Theorem 4 for choosing the bandwidth
with the linked boundaries model
Proof. We begin with the proof of 1. Recall that
VarfX [f(x, t)] =
EfX [K(x,Y,t)
2]
n
− EfX [K(x,Y,t)]2
n
,
where K is the kernel given by (45). The second of these terms is bounded by
a constant multiple of 1/n so we consider the first. Recall the decomposition
(45):
K(r;x, y, t) = K1(x− y, t)
[
1 + (x− y)1−r
1+r
]
+K1(x+ y, t)(x+ y − 1)1−r1+r
+
t(1− r)
1 + r
[
K ′1(x+ y, t) +K
′
1(x− y, t)
]
,
where K1 is the standard periodic heat kernel. For x, y ∈ [0, 1] we have that
K1(x− y, t) ∼t↓0 1√2pit
[
exp
(− (x−y)2
2t
)
+ exp
(− (x−y−1)2
2t
)
+ exp
(− (x−y+1)2
2t
)]
K1(x+ y, t) ∼t↓0 1√2pit
[
exp
(− (x+y)2
2t
)
+ exp
(− (x+y−1)2
2t
)
+ exp
(− (x+y−2)2
2t
)]
,
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with the rest of the expansion exponentially small as t ↓ 0 and the asymp-
totics valid upon taking derivatives. Using this, it is straightforward to show
that we can write
K(r;x, y, t) = 1√
2pit
G(r;x, y, t),
where G is bounded. From the above asymptotic expansions, we can write
G(r;x, y, t) = exp
(
− (x−y)2
2t
)
+ h1(x, y, t) exp
(
− (x−y−1)2
2t
)
+ h2(x, y, t) exp
(
− (x−y+1)2
2t
)
+ h3(x, y, t) exp
(
− (x+y)2
2t
)
+ h4(x, y, t) exp
(
− (x+y−2)2
2t
)
+ E(x, y, t),
where the hi are bounded and the error term E(x, y, t) is exponentially small
as t ↓ 0 uniformly in x, y. Furthermore, we have
limt↓0
∫ 1
0
∫ 1
0
fX(y)K(r;x, y, t)h1(x, y, t) exp
(
− (x−y−1)2
2t
)
dydx = 0
by the dominated convergence theorem (by considering the inner integral as
a function of x). Similar results hold for the other hi multiplied by their
relative Gaussian functions. Similarly, we have
limt↓0 1√t
∫ 1
0
∫ 1
0
exp
(
− (x−y)2
2t
)
fX(y)h1(x, y, t) exp
(
− (x−y−1)2
2t
)
dydx = 0
and likewise for the other hi multiplied by their relative Gaussian functions.
The integral
1√
pit
∫ 1
0
fX(y) exp
(
− (x−y)2
t
)
dy
is bounded and converges pointwise for almost all x ∈ [0, 1] to fX(x). It
follows that∫ 1
0
EfX [K(x,Y,t)
2]
n
dx = 1
2npit
∫ 1
0
∫ 1
0
fX(y) exp
(
− (x−y)2
t
)
dydx+ o( 1
n
√
t
). (49)
The rate (25) now follows.
We now prove 2 and 3. Define the function p0(x) via fX(x) = fX(0) +
x(1− r)fX(1) + p0(x), then the proof of Proposition 3 showed that
EfX [f(x, t)]− fX(x) =
∫ 1
0
K(r;x, y, t)[p0(y)− p0(x)]dy. (50)
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Define the function
w(x, y) = p0(y)− p0(x) + (x− y)1− r
1 + r
(p0(y) + p0(1− y)), (51)
then (50) and (45) imply that EfX [f(x, t)]− fX(x) is equal to∫ 1
0
K1(x− y, t)w(x, y)dy + t(1−r)1+r
∫ 1
0
K1(x− y, t)[p′0(y)− p′0(1− y)]dy, (52)
where we have integrated by parts for the last term and used p0(0) = p0(1) =
0. Define the function
F (x, t) =
∫ 1
0
K1(x− y, t)w(x, y)dy, (53)
then taking the partial derivative with respect to time, integrating by parts
and using w(x, 0) = w(x, 1) = 0 we have
∂F
∂t
(x, t) = K1(x, t)[p
′
0(1)− p′0(0)] rx−x−r1+r + 12
∫ 1
0
K1(x− y, t)∂2w∂y2 (x, y)dy. (54)
First we assume that p′0(0) 6= p′0(1). In this case the above shows that
EfX [f(x, t)]− fX(x) = rx−x−r1+r [p′0(1)− p′0(0)]
∫ t
0
K1(x, s)ds+O(t), (55)
where the O(t) is uniform in x. Using the above asymptotics for K1(x, t)
and the dominated convergence theorem, it follows that∫ 1
0
{
EfX [f(x, t)]− fX(x)
}2
dx
∼t↓0 [p
′
0(1)−p′0(0)]2
2pi(1+r)2
∫ 1
0
(rx− x− r)2
[ ∫ t
0
exp
(
−x2
2s
)
√
s
+
exp
(
− (x−1)2
2s
)
√
s
ds
]2
dx.
(56)
Let τ(x) = exp(−x2) −√pi |x| erfc(|x|), then we can perform the integral in
the square brackets in terms of τ to yield∫ 1
0
{
EfX [f(x, t)]− fX(x)
}2
dx (57)
∼t↓0 t
{
2[p′0(1)−p′0(0)]2
pi(1+r)2
∫ 1
0
(rx− x− r)2[τ( x√
2t
) + τ(x−1√
2t
)
]2
dx
}
(58)
∼t↓0 t3/2
{
2[p′0(1)−p′0(0)]2
pi(1+r)2
(r2 + 1)
√
2
∫∞
0
τ(y)2dy
}
. (59)
To finish the proof in this case, we have that∫∞
0
τ(y)2dy = 1
3
(
√
2− 1)√pi.
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Next suppose that p′0(0) = p
′
0(1). In this case we have
∂F
∂t
(x, t) = 1
2
∫ 1
0
K1(x− y, t)∂2w∂y2 (x, y)dy (60)
= 1
2
∂2w
∂y2
(x, x) + U(x, t), (61)
for some bounded function U(x, t) which converges to 0 as t ↓ 0 for almost
all x ∈ [0, 1]. It follows that
F (x, t) = t1
2
∂2w
∂y2
(x, x) + tF˜ (x, t), (62)
for some bounded function F˜ (x, t) which converges to 0 as t ↓ 0 for almost
all x ∈ [0, 1]. Similarly, we have
t(1−r)
1+r
∫ 1
0
K1(x−y, t)[p′0(y)−p′0(1−y)]dy = t(1−r)1+r [p′0(x)−p′0(1−x)]+ tV (x, t),
(63)
for some bounded function V (x, t) which converges to 0 as t ↓ 0 for almost
all x ∈ [0, 1]. It follows from (52) that
EfX [f(x, t)]− fX(x) = t
{
1
2
∂2w
∂y2
(x, x) + (1−r)
1+r
[p′0(x)− p′0(1− x)]
}
+ tW (x, t),
(64)
for some bounded function W (x, t) which converges to 0 as t ↓ 0 for almost
all x ∈ [0, 1]. But we have
∂2w
∂y2
(x, x) = f
′′
X(x)− 21−r1+r [p′0(x)− p′0(1− x)].
The dominated convergence theorem then implies that∫ 1
0
{EfX [f(x, t)]− fX(x)}2dx ∼t↓0 t2
∫ 1
0
1
4
[f
′′
X(x)]
2dx. (65)
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