In this paper we study two degree of freedom Hamiltonian systems and applications to nonlinear wave equations. Near the origin, we assume that near the linearized system has purely imaginary eigenvalues: i! 1 and i! 2 , with 0 < ! 2 =! 1 1 or
Introduction
The dynamics of two degrees of freedom Hamiltonian systems near stable equilibrium is relatively well understood; see for instance 3] pp.258-270, 11] pp.212-226. Resonance is known to play an important role in the dynamics of a system of di erential equations. The presence of resonance in a system signi cantly changes the behavior of the system.
Consider for instance the ow on a torus with irrational slope ? which corresponds to the On leave from Jurusan Matematika, FMIPA, Institut Teknologi Bandung, Ganesha no. 10, Bandung, Indonesia 1 non-resonant case ? compared to the ow on a torus with rational slope. Orbits of the system in the rst case are dense while in the second case, all solutions are periodic.
In two degrees of freedom Hamiltonian systems, one can divide the resonances into three classes, namely rst order resonances (also known as Fermi resonances), second order resonances, and higher order resonances (see 24] pp.146-162 for details). For systems in rst order resonance, it is known that they may display parametric excitation. This behavior is characterized by energy transfer between the degrees of freedom. This energy transfer is already apparent on a relatively short time-scale for almost all solutions (see 26] ). However, the presence of a discrete symmetry may change the situation (see for instance 22, 27] ). The higher order resonances also show some energy exchange but on a much smaller scale and on a much longer time-scale (see 23, 27] ).
In this paper, we consider two degrees of freedom Hamiltonian systems with widely separated frequencies: the ratio between the frequencies is either very small or very large. The small parameter " is introduced into the system by rescaling the variables in the usual way. Such a system can be seen as a Hamiltonian system at an extreme high order resonance.
One might expect that if the natural frequency ratio is 1 : ", then the system behaves like a non-resonant two degrees of freedom Hamiltonian system. We show in this paper that this assumption produces somewhat di erent phenomena than expected. The phasespace of a non-resonant Hamiltonian system near the origin is foliated by invariant tori. These tori persist (by KAM theorem) under a Hamiltonian perturbation. In the case of widely separated frequencies, the phase space is nearly lled up with unbounded solutions, except for a very small domain near the elliptic equilibrium point.
For " = 0 the system is linear with double zero eigenvalues of the equilibrium at the origin. Broer et. al. in 5] (or in 6] for more explanation), studied this class of Hamiltonian systems in a more general setting. These systems can be divided into two cases, i.e. the semi-simple case and the non semi-simple case. Using normal form theory and singularity theory, the above authors give a bifurcation analysis near the equilibrium. The codimension of the equilibrium point is 1 for the non semi-simple case and 3 for the semisimple case. Their paper also describes the universal unfolding of the equilibrium point. In our paper we consider only the semi-simple case. We extend the normal form analysis of 5] by considering a number of possible degeneracies arising in applications. We are also interested in describing the dynamics (in time) of the system which, in a sense, also supplements the analysis done in 5] or 6].
In applications, this type of problem arises quite naturally. For instance in the analysis of a model for atmospheric ultra-low frequency variability in 9], the author found a case where one of the natural frequencies in the system is as small as the nonlinear terms. However, there the system is not Hamiltonian. Nayfeh et. al. 19] , 20] and Haller 12] treat comparable cases in mechanical engineering. For a recent result, see also Langford and Zhan in 16, 17] . We shall return to such problems in a separate paper.
Lower order resonances produce more spectacular dynamics but higher order resonances appear more frequently in applications. For instance in wave equations, cases where the resonances are of the type that we consider in this paper are quite natural. This fact also motivated our study of this type of Hamiltonian system.
In Section 2 we formulate our problem as one where perturbation theory and normal forms can be applied to approximate the full system. There are several ways to normalize a system of di erential equations, namely using Lie-series, averaging, or using a generating function. For details on normalization using Lie-series, see 7, 8, 10] , while for averaging or using a generating function see 2, 24] . We use the averaging method to compute the normal form. To verify the asymptotic nature of the normal form, the theory of averaging requires that we restrict ourselves to a domain of bounded solutions. For this, we approximate the locations of the saddle type equilibria of the system. The distance between these saddle points (if they exist) to the origin gives an indication of how large the domain of bounded solutions is. This is done in Section 3. We continue with the normal form computation to analyze the truncated normal form in Section 4 and 5. For some values of the parameters we have a degeneracy in the normal form, related to symmetry, which forces us to normalize to second-order. This situation is analyzed in Section 6 where we still nd some nontrivial dynamics. We note that the assumption of the natural frequency being O(") a ects the domain of bounded solutions. Keeping this in mind, we use KAM theory to show the validity of the normal form in Section 7. In Section 8 we discuss systems with widely separated frequencies which arise from the spectrum of evolution operators with initial-boundary conditions. Examples of such systems can be found in conservative nonlinear wave equations. It is shown that although there is no exchange of energy between the modes, there can be a strong phase interaction. 
The Hamiltonian system is de ned on R 4 with coordinates (x; y; p x ; p y ) and symplectic form dx^dp x + dy^dp y . We assume that " is a small parameter: 0 < " 1. We also assume that all of the constants a j ; j = 1; : : : ; 4 and b j ; j = 1; : : : ; 5 are O(1) with respect to ". It is easy to see that for all " > 0, the origin is an elliptic equilibrium. We re-scale the variables (and also time) using the small parameter to localize the system around the origin in the usual way (x = " x; : : : In the unperturbed case, i.e. " = 0, all solutions of the equations of motion derived from (2.2) are periodic with period 2 . Those solutions are of the form (x; y; p x ; p y ) = (r cos(t + ' ); y ; ?r sin(t + ' ); p y ); where r ; ' ; y , and p y are determined by the given initial conditions. Moreover, all points of the form (0; y; 0; p y ) 2 R 4 are critical corresponding with equilibria which is not a generic situation in Hamiltonian systems. We expect that most of these equilibria will be perturbed away when " 6 = 0. Consequently, most of the periodic solutions are also perturbed away.
We use the averaging method to compute the normal form of the equations of motion derived from (2.2). Details on the averaging method can be found in 24]. The analysis is then valid up to order " on the time-scale 1=" at rst-order, to order " 2 on the time-scale 1=" at second-order. Before carrying out the normal form computation we rst look at the domain where the solutions are bounded.
3 Domain of bounded solutions
The theory of averaging requires the solutions of both the averaged and the original equations to stay in the interior of a bounded domain, at least for some time. Only in that domain, the averaging theorem guarantees the asymptotic character of the approximations. Thus, the existence of this domain is important.
The 
We will approximate the equilibria of system (3.1). To do that, we set x = x +"x 1 +O(" 2 ) and y = y +O("). It is clear that p x = p y = 0 at the equilibria. Substituting these into (3. It is an easy exercise ? by checking the second derivatives of (3.2) ? to derive the stability of those equilibria found above. We conclude that (0; 0; 0; 0) is a center point and in the case where a 4 6 = 0 we have (?"a 3 =a 4 2 ; 1=a 4 ; 0; 0) is a saddle point.
The fact that we have a possibility of having a saddle point in an O(")-neighborhood of the center point implies the domain of bounded solutions to shrink in measure (at least as fast as " as " goes to zero). This is in contrast with the cases where all the natural frequencies are of the same order where the measure of the domain is independent of ".
Normal form computation
Consider again the equations of motion in (3.1). The equations for y and p y in (3.1) are already in the Lagrange standard form. Thus we need only to transform the rst two equations in (3.1).
Putting x = r cos(t + ') and p x = ?r sin(t + '), the equations of motion (3.1) become _ ' = ? 1 r cos(t + ') (" fa 1 r 2 cos 2 (t + ') + 2a 2 r cos(t + ')y + a 3 y 2 g +" 2 fb 1 r 3 cos 3 (t + ') + 3b 2 r 2 cos 2 (t + ')y + 2b 3 r cos(t + ')y 2 + b 4 y 3 g) _ r = ?sin(t + ') (" fa 1 r 2 cos 2 (t + ') + 2a 2 r cos(t + ')y + a 3 y 2 g +" 2 fb 1 r 3 cos 3 (t + ') + 3b 2 r 2 cos 2 (t + ')y + 2b 3 r cos(t + ')y 2 + b 4 y 3 g) _ y = "p y _ p y = "(?y + a 2 (r cos(t + ')) 2 + 2a 3 r cos(t + ')y + a 4 y 2 ) +" 2 (b 2 (r cos(t + ')) 3 + 2b 3 (r cos(t + ')) 2 y + 3b 4 r cos(t + ')y 2 + b 5 y 3 ):
The right hand side of (4.1) is 2 -periodic in t. We note that the transformation to ('; r) is not a symplectic transformation. However, the averaged equations of motion are equivalent to the Birkho normal form of the equations of motion of (2.2).
For some values of the parameters, rst order averaging is not su cient. For this reason we compute the normal form up to O(" 3 ) using second-order averaging. After applying the second-order averaging method to (2.2), we transform I = 1 2 r 2 ; = t + '. This implies that the total energy H can be approximated by H = I + "H 1 + " 2 H 2 .
As expected in such an extreme type of higher order resonance, the interaction between the two oscillators is weak in the sense that up to this approximation, there is no interchange of energy between the degrees of freedom. However, there is phase-interaction. In the next section we will rst analyze the O(")-term of (4.2).
Remark 4.1 As mentioned above, the transformation carrying (x; p x ) into (r; ') is not symplectic. Nevertheless, after averaging and transformation to coordinates (I; ) we regained the symplectic structure. The symplectic form is d ^dI+dy^dp y . In the literature the pair (I; ) is known as symplectic polar coordinates. Remark 4.2 It is interesting to note that fH;Ig = 0 where f ; g is the Poisson bracket.
(x; y; p x ; p y ) T 7 ! (x; ?y;p x ; ?p y ) T . If a Hamiltonian system is invariant under a symmetry then we have H = H = H. The symmetry x and y is symplectic (they preserve the symplectic form). In 7] it is proved that the normalization can be done such that the symmetry x or y is preserved.
For a y-symmetric Hamiltonian, i.e. a 2 = a 4 = b 2 = b 4 = 0, the normal form (4.2) is degenerate up to O("). However, a non-trivial dynamics is achieved as the second-order terms are included. On the other hands, for an x-symmetric Hamiltonian the normal form (4.2) is non-degenerate.
First order analysis of the averaged equations
In this section we analyze the Hamiltonian system (4.2) up to order ". What we mean is that we drop all terms of O(" 2 ), i.e. which is a Hamiltonian system with Hamiltonian (4.4). In this reduced system, we might expect to have none, one or two equilibria. See also Remark 4.2. There are four (three independent) important parameters in the Hamiltonian system (5.2), namely a 4 , a 2 , I , and D = 1 ? 4a 2 a 4 I :
As mentioned in the previous section, if a 4 6 = 0, in the "-neighborhood of the origin we have another equilibrium of the saddle type. This equilibrium does not exist if a 4 = 0. Furthermore, the reduced system (5.2) is degenerate if a 4 = 0: it becomes a linear oscillator. Thus, for a 4 = 0 we need to include quadratic terms in the normal form. We will do this in the next section. In this section we assume a 4 6 = 0.
Let I = 0, the ow X I degenerates to a point. As a consequence, the ow X H in this case lives in a two dimensional manifold de ned by (0; 0) R 2 (or just R 2 ). Furthermore, for I = 0, we have D = 1 > 0. Thus, the dynamics in the manifold (0; 0) R 2 is the same as the dynamics of the reduced system for D > 0. Another degenerate case occurs when a 4 = 0 (think of the y-symmetric Hamiltonian). In this case, the system (5.2) has one equilibrium for a xed value of I . The eigenvalues of this equilibrium are purely imaginary, i.e. i; all solutions of (5.2) are 2 -periodic. We 9 shall discuss this in the next section. 3 > 0, (6.2) has one real root. D 3 = 0 gives two real roots while D 3 < 0 corresponds to three real roots. We describe the phaseportrait of (6.1) in Figure 3 . There are three di erent regions in the parameter space 1 -2 corresponding to how many equilibria (6.1) has. Depending on the stability of each equilibrium, we have several possibilities for the phase-portraits.
The stability of these equilibria can be derived as following. Let y be a simple root of the equation (6.2) and write = 2a 3 2 + b 5 . If > 0, then (y ; 0) is a stable equilibrium. On the other hand if < 0, then (y ; 0) is a saddle point of the system (6.1). If y is a double root, then (y ; 0) is an unstable equlibrium.
Since the Hamiltonian of the system (6.1) is a quartic function, one can conclude that, if (6.1) has one or three equilibria, then all of them should correspond to simple roots of (6.2). If it has two equilibria, then one of them corresponds to a simple root while the other is a double root. From this analysis, we can derive the stability of each of the equilibria that exist in the system (6.1). We summarize this in Figure 3 .
Remark 6.1 In the case where = 2a 3 2 +b 5 = 0, the normalized system is again degenerate, in the sense that the dynamics is nothing but rotation around an elliptic equilibrium. We should then normalize to even higher degree. We expect to have more equilibria compared to those we found for the non-degenerate case. Apart from that, we expect no more complications. 
Remark 6.2 Notes on locations of the equilibria and their bifurcation
One can see that both of 1 and 2 are O(1="). This implies that some of the equilibria found in this analysis might also be O(1=") and this analysis might not be applicable since it is far away from the domain where the normal form is a good approximation of the system. In Figure 3 we place a dashed box around a particular equilibrium in the phaseportraits to indicate the domain where the normal form is a good approximation of the system. As stated in the last part of the previous section, in the case where a 4 = 0 the rst order analysis shows that the system has only one equilibrium. This equilibrium can be continued to a equilibrium in the system (6.1) (the one inside the box). During this continuation (by implicit function theorem) the stability of this equilibrium will not change.
Another way of looking at the bifurcation is the following. It is clear that 1 6 = 0 since a j and b j are independent of ". This fact excludes the possibility of deforming the cubic equation (6.2) so that it has a single root with multiplicity three.
Remark 6.3 It should be clear that these equilibria of the reduced system (if they survive), correspond to periodic orbits in the full system by taking the cross product of the equilibrium (y ; 0) with S 1 . The stability of these periodic orbits is the same as in the reduced system. Thus Figure 3 also serves as the bifurcation diagram for the periodic orbit in the full normalized system.
Application of the KAM theorem
The celebrated Kolmogorov-Arnold-Moser (KAM) theorem is one of the most important theorems in perturbation theory of Hamiltonian dynamics. This theorem relates the dynamics from the normal form analysis to the dynamics in the full system, under some non-degeneracy condition. The theorem itself can be stated in a very general way (see 1] or 3]). As noted previously, the assumption on the frequencies implies that we can only guarantee the validity of the normal form in a rather small domain around the origin. However, the normal form of the system displays structurally stable behavior. Using the KAM theorem, we can validate this behavior. The phase space of the system (7.1) is foliated by invariant tori, parameterized by I j = c j ; j = 1; : : : ; n. The KAM theorem concerns the preservation of these invariant tori as we turn on the (Hamiltonian) perturbation "H 1 ( ; J). The theorem guarantees the preservation of a large number of the invariant tori under some non-degeneracy conditions. In applying this fundamental theorem to a general Hamiltonian system with Hamiltonian H, one has to nd an integrable Hamiltonian which is asymptotically close to H. For two degrees of freedom Hamiltonian systems, the truncated normal form is integrable. The asymptotic relation between the original and the truncated, normalized Hamiltonian system is also clear. Thus, it remains to see if the non-degeneracy condition is satis ed.
For general two degrees of freedom Hamiltonian systems in higher order resonance, the non-degeneracy condition is usually satis ed. In contrast, for the extreme type of higher order resonance, this is not a priori the case. The main di culty is that the unperturbed integrable system is degenerate.
The version of the KAM theorem stated below is applicable to these extreme type of higher order resonance cases. We will follow the discussion in 3].
Consider the Hamiltonian system with Hamiltonian H = H 00 (J 1 ) + "H 01 (J) + " 2 H 11 ( ; J); (7.2) where J = (J 1 ; J 2 ). The Hamiltonian (7.2) The question of the existence and uniqueness of solutions of problem (8.1) can be settled in a standard way; see for instance for L = L 1 and f(u; u t ; t) = u 3 in 14, 25]. In 25], the authors also consider the case where L = L 2 . For L = L 3 and f(u; u t ; t) = u 2 , the same question is studied in 4]. After applying the Galerkin truncation method an asymptotic solution of (8.1) is constructed.
Let n 2 and V n (x); n = 1; 2; be the eigenvalues and the corresponding eigenfunctions of L. One of the implications of the assumptions on L is that the set of eigenfunctions fV n ; n = 1:2: g form a denumerable, complete set in A. Thus, we can write for the solution v(x; t) = In this section we will not discuss the approximation character of the truncation and averaging procedure of wave equations. This can be done, see 28], but it needs a more detailed analysis which falls outside the scope of the present investigation. Our purpose in this section is to project (8.1) on a nite-dimensional space spanned by the eigenfunctions V 1 and V M of the operator L corresponding to two widely separated eigenvalues (or modes).
The projected system generated by V 1 and V M (for M 2 N) is
We have to choose M such that 1 = M 1.
Scaling procedures
We can think of three di erent scalings applicable to problem (8. The time scaling procedure is done by putting = 1 (")t where 1 is an order function.
Time scaling is usually carried out simultaneously with localization scaling: v = 2 (")v where 2 is also an order function. It is easy to see that the scaling in v amounts to scaling in the amplitude a and its time derivative.
Our goal is to use these scaling procedures to get widely separated frequencies in system ( (8.6) This transformation is also known as diagonalization in a Hamiltonian system. For potential problems, the transformation F transform H r toH r which depends on 1 or 2 . This may become a problem with widely separated frequencies. The coe cients inH r also depend on the small parameter which changes the asymptotic ordering of the nonlinear terms.
In this subsection we will consider the typical perturbation f(u) = u 3 which corresponds with a potential problem in the classical sense. It will become clear later that the transformation F simpli es the dynamics. The theory in the previous section (for the degenerate case) can be applied to this Hamiltonian.
The situation for L 2 , 1, 1 = 1= and M = 1, need not be considered. The spatial domain scaling fails to produce widely separated frequencies. The other case, if = 1, for both L = L 1 or L 2 , the same procedure as derived above can be executed. However, looking carefully at (8.5) we can conclude that it behaves as a Hamiltonian system with non resonant frequencies. The reason for this is that, applying the symplectic transformation F has the e ect of pushing some of the terms in the Hamiltonian to higher order in the small parameter. More in general, the dynamics of this extreme type of higher order resonance for the perturbation function f(u) with f a polynomial in u will also be trivial as in the example discussed here.
8. 4 The Hamiltonian equation u tt ? Lu = "h(x)u 2 nontrivial dynamics in the case of widely separated frequencies we have to set some of the parameters in h to be small. This is in contrast with the perturbation f = u 3 where we have not enough parameters to be scaled. We have mentioned the result in 15] about the asymptotics of the manifolds. The presence of the parameter j ; j = 1; : : : ; N,can also be used to improve this asymptotic result by setting some of the j to be very small. Thus, the function h(x) can be viewed as a lter for modes which we do not want to be present in the system.
Remark 8.1 Homoclinic solution of the wave equations
In section 5 we have studied several possibilities that could arise when we have a Hamiltonian system with widely separated frequencies. In the case of a wave equation with this special quadratic perturbation, the coe cients of the eigenmodes 1 and M t in with the analysis in section 5. Let us now try to interpret an interesting solution found in section 5 in the wave equations setting.
In section 5, we found a homoclinic orbit for some values of the parameter. Supposed we can choose the parameter in the wave equations such that this homoclinic orbit exists. Recall that the two-modes expansion of the solution can be written as u(x; t) = a 1 (t)U 1 (x) + a M (t)U M (x), where a 1 and a M satis es a Hamiltonian system with widely separated frequencies.
We conclude that U is a superposition of two periodic wave forms: U 1 and U M . Choosing the initial values at the critical point, we have a 1 is constant and a M is oscillating periodically. On the other hand at the homoclinic orbit, we see that the superimposed wave forms evolve to the critical positions for both positive and negative time. We note that during the evolution, the amplitude of a M remains constant while the phase is changing.
Concluding remarks
In this paper we have analyzed a class of two degrees of freedom Hamiltonian systems where the linearized system consists of two harmonic oscillators and one of the characteristic frequencies of these oscillators is of the same magnitude as the nonlinear terms. In general, the dynamics of this system is shown to be signi cantly di erent from Hamiltonian systems with the usual higher order resonance. We have shown that although there are no energy interchanges between the degrees of freedom, this system has a nontrivial dynamics.
Comparison with higher order resonance.
The rst thing to note is the time-scale. A generic system with widely separated frequencies, shows an interesting dynamics on the 1=" time-scale while in higher order resonances the characteristic time scale is 1=" 2 and higher. This results from one of the oscillators being strongly nonlinear. The phase-space around the origin of a system with higher order resonance is foliated by invariant tori. In a system with widely separated frequencies, these tori are slightly deformed (see Figure 2) . Nevertheless, most of these invariant manifolds contain quasiperiodic motions which is analogous to the higher order resonance cases. A system with widely separated frequencies does not have a resonance manifold which is typical for higher order resonances. However, the phase-space of a system with widely separated frequencies, contains a manifold homoclinic to a hyperbolic periodic orbit (see again Figure 2 ). This is comparable to the resonance manifold in higher order resonance cases. The existence of two normal modes in the normal form of Hamiltonian systems in higher order resonance is typical. For the system with widely separated frequencies, this is not true in general. An extra condition is needed. This extra condition eliminates the coupling term between the degrees of freedom from the normal form. Thus, the interaction between the degrees of freedom in the system with widely separated frequencies is weak in the sense there are no energy interactions, but strong in the sense of phase interactions.
Applications to wave equations are analyzed in this paper. We have pointed out the di culties of having this kind of systems in a generic potential problem. It might be interesting to consider a more general problem, i.e. perturbations of the form f(u; u t ; t) or even f(u; u t ; u x ; t). In subsection 8.4 we only studied the rst type of widely separated frequencies. For the other type, it can be done in a similar way.
