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QUOTIENTS, AUTOMORPHISMS AND DIFFERENTIAL OPERATORS
GERALD W. SCHWARZ
Abstract. Let V be a G-module where G is a complex reductive group. Let Z := V//G
denote the categorical quotient and let pi : V → Z be the morphism dual to the inclusion
O(V )G ⊂ O(V ). Let ϕ : Z → Z be an algebraic automorphism. Then one can ask if there is
an algebraic map Φ: V → V which lifts ϕ, i.e., pi(Φ(v)) = ϕ(pi(v)) for all v ∈ V . In Kuttler
[Kut11] the case is treated where V = rg is a multiple of the adjoint representation of G. It is
shown that, for r sufficiently large (often r ≥ 2 will do), any ϕ has a lift.
We consider the case of general representations (satisfying some mild assumptions). It turns
out that it is natural to consider holomorphic lifting of holomorphic automorphisms of Z, and
we show that if a holomorphic ϕ and its inverse lift holomorphically, then ϕ has a lift Φ which is
an automorphism such that Φ(gv) = σ(g)Φ(v), v ∈ V , g ∈ G where σ is an automorphism of G.
We reduce the lifting problem to the group of automorphisms of Z which preserve the natural
grading of O(Z) ≃ O(V )G. Lifting does not always hold, but we show that it always does for
representations of tori in which case algebraic automorphisms lift to algebraic automorphisms.
We extend Kuttler’s methods to show lifting in case V contains a copy of g.
1. Introduction
Our base field is C, the field of complex numbers. Let G be a complex reductive group and V
a G-module. We denote the algebra of polynomial functions on V by O(V ). For the following,
we refer to [Kra84], [Lun73] and [VP89]. By Hilbert, the algebra O(V )G is finitely generated, so
that we have a quotient variety Z := V/G with coordinate ring O(Z) = O(V )G. Let π : V → Z
denote the morphism dual to the inclusion O(V )G ⊂ O(V ). Then π sets up a bijection between
the points of Z and the closed orbits in V . If Gv is a closed orbit, then the isotropy group
H = Gv is reductive. The slice representation of H at v is its action on Nv where Nv is an
H-complement to Tv(Gv) in Tv(V ) ≃ V . Let Z(H) denote the points of Z such that the isotropy
groups of the corresponding closed orbits are in the conjugacy class (H) of H . The Z(H) give a
finite stratification of Z by locally closed smooth subvarieties. In particular, there is a unique
open stratum Z(H), the principal stratum, which we also denote by Zpr. We call H a principal
isotropy group and any associated closed orbit a principal orbit of G.
As shorthand for saying that V has finite (resp. trivial) principal isotropy groups we say that
V has FPIG (resp. TPIG). If V has FPIG, then there is an open set of closed orbits and a
closed orbit is principal if and only if the slice representation of its isotropy group is trivial. Set
Vpr := π
−1(Zpr). We say that V is k-principal if V has FPIG and codimV \ Vpr ≥ k.
Let Dk(V ) (resp. Dk(Z)) denote the differential operators on V (resp. Z) of order at most
k (see [Sch95, §3]). Then restriction gives us a morphism π∗ : Dk(V )G → Dk(Z). One just
considers elements of Dk(V )G as differential operators on O(V )G = O(Z).
Definition 1.1. We say that V is admissible if
(1) V is 2-principal.
(2) π∗ : Dk(V )G → Dk(Z) is surjective for all k.
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If V is 2-principal, then the principal isotropy group is the kernel of G → GL(V ) [Sch13b,
Remark 2.5]. Thus if V is admissible, we can assume that it has TPIG by just dividing out by
the ineffective part of the action. If G0 is a torus, then (1) implies (2) (see [Sch95, 10.4]).
Let g denote the Lie algebra of G. Suppose that G = G1 × G2 is a product of reductive
groups. Consider representations V = V1 ⊕ V2 where Vi is a representation of Gi, i = 1, 2. If
V1 is not admissible, then neither is V1⊕ V2. This explains why the hypotheses of the following
theorem are necessary.
Theorem 1.2. ([Sch95, Corollary 11.6]) Let G be a connected semisimple group and consider
representations of G which contain no trivial factor and all of whose irreducible factors are
faithful representations of g. Then, up to isomorphism, there are only finitely many such rep-
resentations which are not admissible.
For X an affine variety let Aut(X) denote the automorphisms of X and let AutH(X) denote
the holomorphic automorphisms of X . Let ϕ ∈ AutH(Z). We say that ϕ preserves the stratifi-
cation if it permutes the strata. From [Sch13b, Theorems 1.1 and 1.3, Remark 2.4] we have the
following result.
Theorem 1.3. Let V be admissible, 3-principal or 2-principal and orthogonal. Then any ϕ ∈
AutH(Z) preserves the stratification of Z.
Let ϕ ∈ AutH(Z). We say that a holomorphic map Φ: V → V is a lift of ϕ if π ◦ Φ = ϕ ◦ π.
Equivalently, Φ maps the fiber π−1(z) to the fiber π−1(ϕ(z)) for every z ∈ Z.
Remark 1.4. Suppose that ϕ ∈ AutH(Z) preserves the stratification. Then ϕ preserves the
principal stratum (the one of largest dimension) and the fixed points V G ⊂ Z (the stratum of
lowest dimension). Now V is a direct sum V G ⊕ V ′ of G-modules, and the restriction of ϕ to
V G extends to an automorphism Φ of V which sends (v, v′) to (ϕ(v), v′) where v ∈ V G, v′ ∈ V ′.
Thus we may always reduce the problem of lifting ϕ to the case that ϕ(π(0)) = π(0). The same
argument applies if we are looking for algebraic lifts in case that ϕ ∈ Aut(Z).
Let Φ be a lift of ϕ and let σ be an automorphism of G. We say that Φ is σ-equivariant if
Φ(gv) = σ(g)Φ(v) for all v ∈ V , g ∈ G. Let Autqℓ(Z) denote the set of quasilinear automor-
phisms of Z, i.e., the automorphisms of Z which preserve the grading of O(Z) ≃ O(V )G. This
is a linear algebraic group. If Φ is a holomorphic lift of ϕ ∈ Autqℓ(Z) with Φ(0) = 0, then so
is Φ′(0), hence ϕ has a linear lift. When V is 2-principal and ϕ preserves the principal stratum
we will see that Φ′(0) is invertible and normalizes G, hence induces an automorphism σ of G.
Theorem 1.5. Let V be an admissible G-module and let ϕ ∈ AutH(Z) where ϕ(π(0)) = π(0).
Then there is a holomorphic family ϕt ∈ AutH(Z), t ∈ C, with ϕ0 ∈ Autqℓ(Z) and ϕ1 = ϕ.
Theorem 1.6. Let V be admissible, 3-principal or 2-principal and orthogonal. Assume that
we have a holomorphic family ϕt ∈ AutH(Z), t ∈ C, where ϕ0 ∈ Autqℓ(Z) and ϕ1 = ϕ. Then
there are lifts Ψt ∈ AutH(V )
G of ϕ−10 ϕt, t ∈ [0, 1]. If ϕ0 has a linear lift to V , then ϕ0 has a
σ-equivariant linear lift Φ0 ∈ GL(V ) for some σ and Φ0Ψ1 is a σ-equivariant biholomorphic lift
of ϕ. Finally, any element of Autqℓ(Z)
0 has a lift to GL(V ).
Remark 1.7. In case that G0 is a torus, Theorem 1.12 below shows that algebraic automorphisms
of Z lift to σ-equivariant automorphisms of V . We doubt that this is usually the case when G0
is not a torus.
Remark 1.8. In case G is finite, the lifting problem has been considered in [Got69], [KLM03],
[LMP03] and [Pri67].
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Remark 1.9. Suppose that ϕ ∈ AutH(Z), ϕ(π(0)) = π(0), and that ϕ and ϕ−1 lift to V where V
is admissible, 3-principal or 2-principal and orthogonal. Then there is a holomorphic family ϕt
as above such that ϕ0 ∈ Autqℓ(Z) has a linear lift (Proposition 2.9 below). Theorem 1.6 shows
that ϕ has a biholomorphic σ-equivariant lift. Thus ϕ sends the stratum with conjugacy class
(H) to the stratum with conjugacy class (σ(H)), i.e., ϕ permutes the strata of Z according to
the action of σ on conjugacy classes. Kuttler [Kut11] has a similar result for ϕ algebraic.
From the theorems above it is clear that the lifting problem reduces to one for the connected
components of Autqℓ(Z). We say that V has the lifting property if every element of Autqℓ(Z) lifts
to GL(V ). In the cases of the classical representations of the classical groups (and a bit more)
we can say exactly what happens. In the theorem below the actions of G2 (resp. B3 = Spin7)
on C7 (resp. C8) are the irreducible representations of the given dimension.
Theorem 1.10. Let (V,G) be one of the following representations. Then V is admissible and
V has the lifting property.
(1) (kCn ⊕ ℓ(Cn)∗, SLn), n ≥ 3 where k + ℓ ≥ 2n and if kℓ = 0, then k + ℓ > 2n.
(2) (kCn ⊕ ℓ(Cn)∗,GLn) where k, ℓ > n.
(3) (kCn, SOn) where k ≥ n ≥ 3.
(4) (kCn,On) where k > n ≥ 3.
(5) (kC2n, Sp2n) where k ≥ 2n+ 2, n ≥ 2.
(6) (kC7,G2) where k > 4.
(7) (kC8,B3) where k > 5.
Remark 1.11. The conditions in the theorem are mostly those needed to guarantee that the
representations are admissible (see [Sch95, §11]). However, (V,G) is admissible and we have an
element of Autqℓ(Z) which does not lift in the following cases.
(1) (2nCn, SLn) and (2n(C
n)∗, SLn), n ≥ 2.
(2) (4C7,G2).
(3) (5C8,B3).
If G0 is a torus there is no problem in lifting.
Theorem 1.12. Suppose that V is 2-principal and that G0 is a torus. Then every algebraic
(resp. holomorphic) automorphism of Z lifts to an algebraic (resp. holomorphic) automorphism
of V which is σ-equivariant for some σ.
Kurth[Kur97] considered the lifting problem with G as above for connected groups of auto-
morphisms of the quotient.
We now consider a strengthening of Theorem 1.12. Let G be reductive and write G0 = GsS
where Gs is semisimple and S is the connected center of G
0. Assume that V is 4-principal and
let ϕ ∈ Aut(Z). Then (see Proposition 5.2) ϕ lifts to an automorphism of Zs := V/Gs, so the
lifting problem rests entirely in the action of Gs.
Using ideas of Kuttler [Kut11] we establish the following result.
Theorem 1.13. Suppose that V is 4-principal and (V,Gs) contains a copy of gs. Then any
ϕ ∈ Aut(Z) has a lift to V .
Note that we don’t claim that the lifting is σ-equivariant or an automorphism. By Remark
1.9, however, there is a σ-equivariant biholomorphic lift and ϕ permutes the strata via the
action of σ on conjugacy classes.
The following result is quite surprising. It says that Z often determines V and G.
Corollary 1.14. Let Gi ⊂ GL(Vi) where each (Vi, Gi) satisfies the conditions of Theorem 1.13.
Let Zi denote Vi/Gi and suppose that there is an algebraic isomorphism ψ : Z1 → Z2. Then
there is a linear isomorphism V1 ≃ V2 inducing an isomorphism of G1 with G2.
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Proof. Let V = V1 ⊕ V2 and G = G1 × G2. Then V/G ≃ Z1 × Z2 and (V,G) satisfies the
hypotheses of Theorem 1.13. We have an automorphism ϕ of Z1 × Z2 which sends (z1, z2) to
(ψ−1(z2), ψ(z1)). Since ϕ induces an automorphism of V
G1
1 × V
G2
2 , ψ sends V
G1
1 isomorphically
onto V G22 and we may arrange that ψ sends 0 ∈ V
G1
1 to 0 ∈ V
G2
2 . Then ϕ preserves π(0). By
Theorem 1.13 and Remark 1.9, ϕ lifts to a holomorphic automorphism Φ: V → V such that
Φ(gv) = σ(g)Φ(v) for g ∈ G, v ∈ V where σ is an automorphism of G1 × G2. Since Φ sends
closed orbits to closed orbits and lies over ϕ, which permutes the strata, Φ sends (V1)pr × (0)
isomorphically onto (0)×(V2)pr, hence it sends V1×(0) isomorphically onto (0)×V2 and clearly σ
has to interchange the factors of G1×G2. Now Φ′(0) induces a σ-equivariant linear isomorphism
of V1 with V2. 
Remark 1.15. Of course, a similar corollary holds for 2-principal actions where G0 is a torus.
In this case we get the desired result even if there is only a holomorphic isomorphism of Z1 and
Z2.
We generalize the results of Kuttler for multiples of the adjoint representation of a semisimple
group and obtain a best possible result. Let V = ⊕di=1rigi where the gi are simple Lie algebras.
Let Gi denote the adjoint group of gi and let G denote the product of the Gi. We assume that
ri ≥ 2 for all i and that ri ≥ 3 if gi ≃ sl2. These conditions are necessary and sufficient for
(V,G) to be 2-principal and for any ϕ ∈ Aut(Z) to be strata preserving [Sch13b, Theorem 1.2,
Proposition 3.1].
Theorem 1.16. Let V = ⊕di=1rigi be as above. Then any ϕ ∈ Aut(Z) lifts to V .
The G-module V is not 4-principal if any rigi is 3sl2, 4sl2, 2sl3, 2so5 or 2sl4. We have to
carefully analyze these cases in order to reduce to the arguments of Theorem 1.13. Again, the
lifting is not necessarily σ-equivariant or an automorphism. In [Sch13a] we prove that V is
admissible, hence elements of AutH(Z) have σ-equivariant lifts to AutH(V ).
Our results lead to consequences for actions of compact Lie groups (see [Sch80]). Let K be a
compact Lie group and W a real K-module. Let W/K be the orbit space where we say that a
function f : W/K → R is C∞ if it pulls back to an element of C∞(W ) (necessarily K-invariant).
Then we can define the notion of a smooth automorphism of W/K. (See §8 for more details.)
Let G = KC be the complexification of K and set V = W ⊗R C. We say that W is admissible
if V is 2-principal.
Theorem 1.17. Let W be an admissible K-module and let ϕ : W/K → W/K be a smooth
automorphism. If V has the lifting property, then there is a lift Φ ∈ Diff(W ) of ϕ and a group
automorphism σ of K such that Φ(kw) = σ(k)Φ(w) for every k ∈ K and w ∈ W .
It is possible that W has the lifting property (obvious definition) even if V does not, but
we don’t know of an example. Related results on differentiable lifting can be found in [Bie75],
[Los01], [Sch80] and [Str82].
Here is an outline of the paper. In §2 we consider when an automorphism ϕ of Z can be
deformed to a quasilinear automorphism and prove Theorem 1.5. In §3 we establish Theorem
1.6 on holomorphic equivariant liftings. In §4 we establish Theorem 1.10 and Remark 1.11 (our
examples). In §5 we establish Theorem 1.12, the result on actions of tori, and in §6 we establish
Theorem 1.13 on lifting for representations containing g. In §7 we consider the generalized
adjoint case and establish Theorem 1.16 and in §8 we establish Theorem 1.17 on the actions of
compact groups.
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2. Deformable and quasilinear automorphisms
Let V be a G-module. We have a C∗-action on V/G where t · π(v) = π(tv), t ∈ C∗, v ∈ V .
One can also see this as follows. Let p1, . . . , pd be homogeneous generators of O(V )G and let
p = (p1, . . . , pd) : V → Cd. Let Y denote the image of p. Then we can identify Y with Z = V/G.
If ei is the degree of pi, then we have a C
∗-action on Y where t ∈ C∗ sends (y1, . . . , yd) ∈ Y to
(te1y1, . . . , t
edyd). The isomorphism Y ≃ Z identifies the two C∗-actions.
Suppose that ϕ ∈ AutH(Z) and ϕ(π(0)) = π(0). We say that ϕ is deformable if ϕ0(z) :=
limt→0 t
−1 ·ϕ(t · z) exists for every z ∈ Z. Note that if all the pi have the same degree, then the
limit exists and is just an ordinary derivative.
Let S =
⊕
Sk denote the graded ring O(Z) and let Fk = Sk + Sk+1 + . . . . . Let H(Z) (resp.
H(V )) denote the holomorphic functions on Z (resp. V ).
Remarks 2.1. (1) Let ϕ ∈ Aut(Z) where ϕ(π(0)) = π(0). Then ϕ is deformable if and only
if ϕ∗Sk ⊂ Fk for all k ≥ 0. In this case the family ϕt, t ∈ C∗, extends to an algebraic
family ϕt, t ∈ C.
(2) Let ϕ ∈ AutH(Z) where ϕ(π(0)) = π(0). Then ϕ is deformable if and only if ϕ∗Sk ⊂
Sk · H(Z) for all k ≥ 0. In this case the family ϕt, t ∈ C
∗, extends to a holomorphic
family ϕt, t ∈ C.
We say that a differential operator P ∈ D(Z) is homogeneous of degree ℓ if it sends elements
of Sm to Sm+ℓ for all m. An automorphism ϕ ∈ Aut(Z) acts on Dk(Z) sending P to ϕ∗(P ) :=
(ϕ−1)∗ ◦P ◦ϕ∗. If ϕ ∈ AutH(Z), then ϕ acts on the holomorphic differential operators HD
k(Z)
of order k on Z by the same formula. If V is admissible, we have a surjection
HDk(V )G = H(V )G ⊗O(V )G D
k(V )G → H(Z)⊗O(Z) D
k(Z) = HDk(Z).
The following implies Theorem 1.5.
Theorem 2.2. Let V be admissible and let ϕ ∈ AutH(Z) where ϕ(π(0)) = π(0). Then ϕ is
deformable and ϕ0 ∈ Autqℓ(Z).
Proof. Let f ∈ Sk and suppose that ϕ
∗f = hℓ + Fℓ+1H(Z) where ℓ < k, 0 6= hℓ ∈ Sℓ. Let
P ∈ O(V ∗)G be dual to π∗hℓ under a choice of basis for V (and hence of O(V ) and O(V ∗)). We
may consider P as an invariant constant coefficient differential operator of order ℓ. Then P (π∗hℓ)
is a nonzero constant and we can arrange that P (π∗hℓ) = 1. Now ϕ
∗((ϕ∗π∗P )(f)) = (π∗P )(ϕ
∗f)
and (π∗P )(ϕ
∗f) = 1 at π(0), by construction. Since ϕ∗π∗P has order at most ℓ (actually ℓ by
[Sch95, Corollary 5.10]), it equals π∗Q where Q =
∑
hiQi and the hi are in H(V )G and the Qi
are in Dℓ(V )G. But each Qi is a sum of terms of degree at least −ℓ. Hence π∗(ϕ∗π∗P (f)) =∑
i hiQi(π
∗(f)) where Qi(π
∗(f)) is a sum of terms of degree at least k− ℓ > 0. Thus Qi(π∗(f))
vanishes at 0 and (ϕ∗π∗P )(f) vanishes at π(0) which is a contradiction. Thus ϕ is deformable.
Since ϕ−1 is also deformable, we see that ϕ0 is invertible, hence ϕ0 ∈ Autqℓ(Z). 
Corollary 2.3. Let Gi ⊂ GL(Vi), i = 1, 2. Assume that the Vi are admissible. Set Zi = Vi/Gi
and suppose that there is a holomorphic isomorphism ψ : Z1 → Z2. Then there is an algebraic
isomorphism preserving the gradings of O(Z1) and O(Z2).
Proof. Let V = V1 ⊕ V2 and G = G1 × G2. Then Z := V/G ≃ Z1 × Z2. Let ϕ : Z → Z send
(z1, z2) to (ψ
−1(z2), ψ(z1)) for z1 ∈ Z1, z2 ∈ Z2. As in the proof of Corollary 1.14, we may
assume that ϕ fixes the image of 0 ∈ V1 ⊕ V2. Then ϕ is deformable, hence there is a graded
isomorphism of O(Z1)⊗O(Z2) which interchanges the two factors. 
Example 2.4. Let (V1, G1) := (2nC
n−1, SLn−1) and (V2, G2) := (2nC
n+1, SLn+1) where n ≥
4. The quotient Z1 is isomorphic to the decomposable elements in ∧n−1(C2n) while Z2 is
isomorphic to the decomposable elements of ∧n+1(C2n). We have a canonical isomorphism
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Z1 ≃ Z2. The generators of O(V1)G1 have degree n − 1 while those of O(V2)G2 have degree
n + 1. The representation V1 is admissible while V2 is not (but almost!). Both representations
are 4-principal. Now consider (V,G) = (V1⊕V2, G1×G2). Then the quotient is Z1×Z2 and we
have an automorphism ϕ which interchanges the Zi. It clearly is not deformable because of the
difference in degrees of the generators. Thus Theorem 2.2 can fail if the representation is not
admissible and Corollary 2.3 can fail if one of the representations in question is not admissible.
Also, Theorem 1.13 and Corollary 1.14 can fail when gs is not a subrepresentation of V .
Let NGL(V )(G) denote the normalizer of G in GL(V ).
Proposition 2.5. Let ϕ ∈ Autqℓ(Z) and suppose that ϕ lifts to Φ ∈ End(V ) where V is
2-principal and ϕ preserves the principal stratum of Z. Then
(1) There is a morphism σ : G→ G such that Φ(gv) = σ(g)Φ(v), g ∈ G, v ∈ V .
(2) Φ ∈ NGL(V )(G).
(3) σ(g) = Φ ◦ g ◦ Φ−1, g ∈ G, so that σ ∈ Aut(G).
(4) If ϕ is the identity, then Φ is multiplication by an element g ∈ G.
Proof. We know that Φ sends the fiber of π over z ∈ Z to the fiber over ϕ(z). Consider a
fiber which is a principal orbit Gv. Then Φ sends Gv to the principal orbit GΦ(v). Thus
Φ(gv) = Ψ(v, g)Φ(v) where Ψ(v, g) ∈ G is unique. Now Vpr ×Zpr Vpr ≃ Vpr × G so that
Ψ: Vpr × G→ G is a morphism. Since V is 2-principal, Ψ extends to a morphism of V × G to
G. By construction, Ψ(v, g) = Ψ(tv, g) for any t ∈ C∗. Hence Ψ(v, g) = σ(g) := Ψ(0, g) for all
principal v. It follows that Φ(gv) = σ(g)Φ(v) for all v ∈ V and we have (1).
It follows from (1) that KerΦ is G-stable. Write V = KerΦ ⊕ V ′ where V ′ is G-stable. Let
v1 + v2 ∈ KerΦ ⊕ V ′. Then v1 + v2 ∈ Vpr if and only if Φ(v2) ∈ Vpr if and only if v2 ∈ Vpr, in
which case the principal orbits G(v1 + v2) and Gv2 coincide. Since Gv2 ⊂ V ′ this forces v1 = 0.
Hence KerΦ = 0 and Φ ∈ GL(V ). Now for v principal we have that Φ(gv) = (Φ ◦ g ◦Φ−1)Φ(v),
g ∈ G, so that σ(g) = Φ ◦ g ◦ Φ−1. Hence we have (2) and (3).
Suppose that ϕ is the identity. Then for v principal there is a unique τ(v) ∈ G such that
Φ(v) = τ(v)v. Arguing as above, τ extends to a morphism V → G and Φ(v) = τ(0)v for all
v ∈ V and we have (4). 
Remark 2.6. Let v ∈ V and g ∈ G. We may change Φ to Φg where Φg(v) = Φ(gv). Then for
h ∈ G we have
Φg(hv) = Φ(ghg
−1gv) = σ(g)σ(h)σ(g)−1Φg(v).
Thus we change σ by an inner automorphism of G. Hence if σ is inner, we can arrange that
Φ is G-equivariant. In general, we can arrange that σ is a diagram automorphism (if G is
semisimple).
Corollary 2.7. Let V be admissible, 3-principal or 2-principal and orthogonal. Then V has the
lifting property if and only if NGL(V )(G) maps onto Autqℓ(Z).
Proposition 2.8. Let V be admissible, 3-principal or 2-principal and orthogonal. Then GL(V )G
maps onto Autqℓ(Z)
0.
Proof. Under the hypothesis, π∗ : D1(V )G → D1(Z) is surjective [Sch13b, Theorem 1.3]. Since
π∗ preserves the degrees of differential operators it sends the Lie algebra of GL(V )
G which is
End(V )G (the degree zero derivations) onto the Lie algebra of degree zero derivations of O(Z)
which is the Lie algebra of Autqℓ(Z). 
We end this section with the observation that if ϕ and ϕ−1 have lifts, then ϕ is deformable.
Proposition 2.9. Suppose that ϕ ∈ AutH(Z) and ϕ(π(0)) = π(0) where ϕ is stratification
preserving and V is 2-principal. Suppose that ϕ lifts to Φ and that ϕ−1 also lifts. Then ϕ is
deformable, ϕ0 ∈ Autqℓ(Z) and ϕ0 lifts to Φ
′(0) ∈ NGL(V )(G).
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Proof. By [Kut11, Lemma 19] Φ sends closed orbits to closed orbits. Hence Φ(0) = 0. Set
Φt(v) = t
−1Φ(tv) for t ∈ C∗, v ∈ V . Then Φt covers ϕt where ϕt(z) = t−1 · ϕ(t · z), z ∈ Z. Let
z = π(v) ∈ Z. Then
ϕ0(z) := lim
t→0
t−1 · ϕ(t · z) = π(lim
t→0
t−1Φ(tv)) = π(Φ′(0)(v))
Hence ϕ is deformable to ϕ0 and ϕ0 lifts to Φ
′(0). Since ϕ−1 is also deformable, we see that
ϕ0 ∈ Autqℓ(Z). Since ϕ and ϕ
−1 are stratification preserving, so is ϕ0. By Proposition 2.5,
Φ′(0) ∈ NGL(V )(G). 
3. Lifting holomorphic isotopies
Now we have to show lifting in case ϕ is deformable and ϕ0 lifts to a σ-equivariant element of
GL(V ). We use results of Heinzner [Hei91] and Heinzner and Kutzschebauch [HK95] to obtain
a lift of ϕ−10 ϕ to AutH(V )
G. It follows that there is a biholomorphic σ-equivariant lift of ϕ.
Let X and Y be complex analytic G-varieties. Let K be a maximal compact subgroup of
G. Let H(X, Y ) denote the holomorphic maps from X to Y and let H(X, Y )G denote the
G-invariant ones. Similarly, we have H(X, Y )K . Since K is Zariski dense in G we have the
following.
Lemma 3.1. H(X, Y )G = H(X, Y )K.
Let U be a K-stable open subset of X . We say that U is orbit convex if for every Z ∈ ik and
x ∈ U , if exp(Z)x ∈ U , then exp(tZ)x ∈ U for 0 ≤ t ≤ 1.
Proposition 3.2 (([Hei91])). Let U ⊂ V be K-invariant and orbit convex where V is a G-
module. Let Y be a complex analytic G-variety. Then restriction gives an isomorphism of
H(GU, Y )G with H(U, Y )K.
Let V be a G-module. Choose a K-invariant hermitian inner product on V . Then the Kempf-
Ness set M of V consists of the points v ∈ V such that Tv(Gv) is perpendicular to v. This set
possesses some remarkable properties (see [Sch89]). In particular, M→ Z is surjective, proper
and the fibers are K-orbits. Every closed orbit Gv has a closest point to the origin which is
necessarily in M.
Lemma 3.3 (([HK95])). Let V be a G-module. Then any K-stable subset of M has a neigh-
borhood basis of orbit convex subsets U such that GU is G-saturated.
The following result is a holomorphic analogue of the isotopy lifting theorem of [Sch80].
Theorem 3.4. Assume that V is admissible, 3-principal or 2-principal and orthogonal. Assume
that we have a holomorphic family ϕt of elements of AutH(Z), t ∈ C, where ϕ0 is the identity.
Then there are Φt ∈ AutH(V )
G, t ∈ [0, 1], such that Φt lifts ϕt for each t ∈ [0, 1].
Proof. There is a holomorphic (complex) time dependent vector field A(t, z) such that the
integral of A from 0 to t gives back ϕt. By [Sch13b, Theorem 1.3, Remark 2.4], there is a
holomorphic G-invariant vector field B on C×V which covers A. We show that the integral Φt
of B exists for 0 ≤ t ≤ 1, hence Φt lifts ϕt, t ∈ [0, 1].
Let v0 ∈ V such that Gv0 is closed. We may assume that v0 ∈ M. Let Ba denote (t, v) 7→
B(a + t, v), a ∈ [0, 1]. Let L denote the inverse image in M of ϕt(π(v0)), t ∈ [0, 1]. Then L is
compact and we can integrate Ba on L for t ∈ [0, 2ǫ) for some ǫ > 0 and any a ∈ [0, 1]. Choose
an orbit convex neighborhood U of L, where GU is G-saturated, such that we can integrate
any Ba along [0, ǫ] for v ∈ U . The flow Φat of Ba on [0, ǫ] × U is K-invariant and holomorphic
for any fixed t. Then Φat extends to a G-invariant flow on [0, ǫ] × GU by Proposition 3.2 and
the extension is clearly the flow of Ba on [0, ǫ] × GU . Let 1/n < ǫ. Then vt := Φ
0
t (v0) covers
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ϕt(π(v0)), t ∈ [0, 1/n], and it lies in GU since GU is G-saturated. Thus we can apply Φ
1/n
t to
v1/n for t ∈ [0, 1/n] and we end up with v2/n ∈ GU which lies above ϕ2/n(π(v0)). Thus the
flow Φt of B exists in a neighborhood of v0 for t ∈ [0, 2/n]. Continuing inductively we see that
the flow Φt exists in a neighborhood of v0 for t ∈ [0, 1]. But v0 is arbitrary in M so that Φt,
t ∈ [0, 1], exists in an orbit convex neighborhood U of M such that GU is G-saturated. Then
Φt extends to GU = V and Φt is a lift of ϕt to AutH(V )
G. 
Proof of Theorem 1.6. Use Theorem 3.4 and Propositions 2.5, 2.8 and 2.9. 
4. Some examples
Lemma 4.1. Let V be an SLn-module, n ≥ 3, and let Φ ∈ GL(V ) such that Φ normalizes the
image H of SLn in GL(V ). If V is not self-dual, then Φ induces an inner automorphism of H.
Proof. We may assume that Φ induces a diagram automorphism. If the automorphism is outer,
then it sends every highest weight vector of V to a highest weight vector of V ∗. Since V is not
self-dual, the highest weights of V ∗ are not all weights of V . Hence Φ must induce an inner
automorphism of H . 
Here are the examples which arise in Theorem 1.10 and Remark 1.11.
Example 4.2. (See [Sch87] and [Sch88, §5].) Let n ≥ 4. Then (V,G) = (nC7,G2) is admissible.
Since V ≃ (Cn)∗ ⊗ C7 has a GLn-action commuting with the G2-action, GLn acts on the
invariants. We have generating invariants αij , βijk and γijkl whose spans transform by the GLn-
representations S2(Cn), ∧3(Cn) and ∧4(Cn), respectively. We use the notation ψpq or ψ
p
q (C
n) to
denote the Cartan component of Sp(∧q(Cn)).
There are three ways to get a highest weight element of ψ24(C
n). There is (γ1234)
2, the
determinant det(αij)
4
i,j=1 and
4∑
i,j=1
(−1)i+jαijβˆiβˆj .
Here βˆi = βklm where {i, k, l,m} = {1, 2, 3, 4} and k < l < m. We will denote these elements as
λ(ψ24(γ
2)), λ(ψ24(α
4)) and λ(ψ24(αβ
2)), respectively. The notation is meant to denote a highest
weight element of ψ24 which is of the indicated degrees in the invariants.
From [Sch88, §5] there is a relation
(4.2.1) λ(ψ24(γ
2)) + λ(ψ24(αβ
2))− λ(ψ24(α
4)) = 0.
Since this is a relation of highest weight vectors, we actually have a whole GLn-representation
of relations. Now assume that n = 4. Then the relations are generated by the one above (we
have a hypersurface). Let ϕ act on O(Z) such that it fixes the αij and βijk and sends γ1234 to
its negative. If ϕ lifts to a linear Φ, then we can assume that Φ centralizes G2 since G2 has no
outer automorphisms. Hence Φ ∈ GL(V )G = GL4. But Φ acts trivially on S
2(C4), hence it is
plus or minus the identity. Then Φ fixes γ1234, showing that ϕ does not lift.
Suppose that n > 4. Then we pick up more relations. For example, we have a relation
(4.2.2) λ(ψ1ψ5(β
2)) + λ(ψ1ψ5(αγ)) = 0.
Let ϕ ∈ Autqℓ(Z). The action of ϕ on S
2(Cn) has to normalize the action of SLn since SLn
times the scalars is Autqℓ(Z)
0. By Lemma 4.1, ϕ induces an inner automorphism of SLn. Thus,
modulo the image of an element of SLn acting on nC
7, we can assume that ϕ centralizes the
action of SLn, hence ϕ acts as a scalar on each of the types of invariants. Changing ϕ by the
image of a scalar in GLn, we can assume that ϕ acts trivially on S
2(Cn). The relation (4.2.1)
then shows that ϕ fixes each βijk or sends each βijk to its negative. In the latter case we can
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cover this by choosing −I ∈ GLn, so we may assume that ϕ fixes the βijk. Then (4.2.2) shows
that ϕ acts trivially on the γijkl. Hence we have a lift of ϕ.
Example 4.3. (See [Sch88, §5].) Let (V,G) = (nC8,B3). Then V is admissible for n ≥ 5.
The invariants are generated by inner products δij and skew symmetric functions ǫijkl where
ǫ1234 ∈ ∧
4(C8)B3 ⊂ S4(4C8)B3 . For n = 5 we have a single generating relation
(4.3.1) λ(ψ25(δ
5)) = λ(ψ25(δǫ
2)).
As in the G2 case, the automorphism of Z which fixes the δij and sends each ǫijkl to its negative
does not lift. Suppose that n ≥ 6. Then we pick up the relation
(4.3.2) λ(ψ2ψ6(ǫ
2)) + λ(ψ2ψ6(δ
2ǫ)) = 0.
As in the G2 case, the relations allow one to show that any ϕ lifts.
Example 4.4. Let (V,G) = (2nCn, SLn), n ≥ 2. Then V is admissible. The generators are
determinants of n vectors and transform by the representation W := ∧n(C2n) of GL2n. There is
a natural SL2n-invariant bilinear form 〈 , 〉 onW which sends α, β to α∧β ∈ ∧2n(C2n) ≃ C. The
bilinear form corresponds to an isomorphism ψ of W with W ∗ where ψ(α)(β) = 〈α, β〉. For the
standard basis ei for C
2n let τ : C2n → (C2n)∗ send ei to e
∗
i for each i. Recalling that g ∈ SL2n
acts on (C2n)∗ by inverse transpose, which we denote by σ(g), we have that τ(gv) = σ(g)τ(v) for
v ∈ C2n. We have an induced mapping (also called τ) from W = ∧n(C2n) to W ∗ = ∧n((C2n)∗)
and composing with ψ−1 we have an isomorphism ϕ of W which is σ-equivariant. It is easy
to see that ϕ preserves Z which is the set of decomposable vectors of W . If ϕ lifts, then it
lifts to Φ ∈ GL((C2n)∗ ⊗ Cn) where Φ normalizes SLn. By Lemma 4.1, we may assume that
Φ centralizes SLn, hence Φ ∈ GL2n. Thus conjugation by Φ induces an inner automorphism of
SL2n and Φ cannot cover ϕ since conjugation by ϕ induces σ.
Example 4.5. Let (V,G) = (kCn, SOn), k ≥ n ≥ 3. Then V is admissible. We have inner
product invariants αij whose span transforms as S
2(Ck) under the action of GLk and determinant
invariants βi1,...,in whose span transforms as ∧
n(Ck). Let ϕ be quasilinear. As before, we can
assume that the action of ϕ centralizes that of SLk so that ϕ acts on the invariants αij and
βi1,...,in by scalars. We may reduce to the case that ϕ acts as the identity on S
2(Ck). We have
the highest weight relation
(4.5.1) λ(ψ2n(α
n))− λ(ψ2n(β
2)) = 0.
Now (4.5.1) implies that ϕ acts on the βi1,...,in as ±1. Consider an element of On \ SOn. It fixes
the αij and sends the βi1,...,in to their negatives. Hence ϕ lifts.
Example 4.6. Let (V,G) = (kCn,On) where k > n. Then V is admissible. We only have
generators αij and arguing as above one sees that Autqℓ(Z) is the image of GLk.
Example 4.7. Let (V,G) = (kC2n, Sp2n), k ≥ 2n + 2 and n ≥ 2. Then V is admissible. The
generators αij are skew in i and j and transform by the representation ∧
2(Ck) of GLk. Since
k ≥ 6 one can show as above that Autqℓ(Z) is the image of GLk.
Example 4.8. Let (V,G) = (kCn+ℓ(Cn)∗, SLn) where k+ℓ ≥ 2n and k+ℓ > 2n if kℓ = 0. Then V
is admissible. We leave the cases where kℓ = 0 or k < n or ℓ < n to the reader and now consider
the case where k, ℓ ≥ n. We use symbols ψ and ψ to differentiate between the representations of
GLk and GLℓ. Now GLk×GLℓ acts on the quotient Z ⊂ Ck⊗Cℓ⊕∧n(Ck)⊕∧n(Cℓ) where O(V )G
has corresponding generators αij (contractions), βi1,...,in (determinants of elements of kC
n) and
γj1,...,jn (determinants of elements of ℓ(C
n)∗). If k 6= ℓ then by Lemma 4.1 any ϕ ∈ Autqℓ(Z)
induces an inner automorphism of SLk× SLℓ. If k = ℓ we have a ϕ which interchanges the
copies of SLk = SLℓ. But this automorphism obviously lifts. Thus we may assume that ϕ
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induces an inner automorphism and changing ϕ by an element of SLk× SLℓ we may assume
that ϕ commutes with GLk ×GLℓ. Then ϕ acts as a scalar on our three representations spaces.
We have a relation
(4.8.1) λ(ψnψn(βγ))− λ(ψnψn(α
n)) = 0.
This shows that the scalars a, b and c on the αij , etc. satisfy the relation a
n = bc. Let b′ and c′
be nth roots of b and c. Let b′ (resp. c′) act by multiplication on Ck (resp. Cℓ). Then we get
the desired action on the invariants of type β and γ and we act by a := b′c′ on the αij where
an = bc. But b′c′ is an arbitrary nth root of bc. Hence ϕ lifts.
Example 4.9. Let (V,G) = (kCn+ ℓ(Cn)∗,GLn), k, ℓ > n. Then the same ideas as for SLn show
that any ϕ ∈ Autqℓ(Z) lifts.
We have handled all the cases considered in Theorem 1.10 and Remark 1.11. Without bur-
dening the reader with any more calculations we state the following proposition without proof.
We denote by Rj the SL2-module S
j(C2).
Proposition 4.10. Let V be a G-module, V G = 0, where G = SL2. We assume that V 6= 4R1.
(1) Suppose that Z is a hypersurface singularity. Then any ϕ ∈ Autqℓ(Z) lifts.
(2) Suppose that V = 2R3 (the unique case where Z is a complete intersection defined by 2
equations). Then any ϕ ∈ Autqℓ(Z) lifts.
Problem 4.11. Does one always have lifting for irreducible admissible representations of SL2?
5. Tori
Let V be a 2-principal G-module. Let Z and Zpr be as usual and let Y denote V/G
0. Then
Z = Y/H where H := G/G0. Let Ypr denote the inverse image of Zpr in Y .
Lemma 5.1. Let Y , etc. be as above. Then any ϕ ∈ Aut(Z) has a lift Φ ∈ Aut(Y ).
Proof. Since Ypr → Zpr is a finite cover, there are local holomorphic lifts of ϕ over small open
subsets of Zpr. Since Y \Ypr has real codimension four in Y , Ypr is simply connected and we can
patch together the local lifts to give a global holomorphic lift Φpr on Ypr. By [LMP03, Lemma
5.1.1], Φpr is algebraic, and Φpr extends to a morphism Φ: Y → Y covering ϕ. Similarly, there
is a morphism Ψ covering ϕ−1. Then Φ ◦ Ψ and Ψ ◦ Φ have to be deck transformations, i.e.,
elements of H . Thus Φ ∈ Aut(Y ). 
Let Gs be the semisimple part of G
0 and let S be the connected center of G0.
Proposition 5.2. Let V be 2-principal and let ϕ ∈ Aut(Z). Then ϕ lifts to an automorphism
Φ ∈ Aut(Y ) where Y = V/Gs.
Proof. Lemma 5.1 allows us to reduce to the case that G is connected. We may assume that
S is nontrivial. Possibly dividing out by a finite kernel we may assume that S acts effectively
on Y , in which case the principal isotropy group is trivial. Let Z0 := Z \ Zpr, let Y0 denote the
inverse image of Z0 in Y and set Ypr := Y \ Y0. Then π : Ypr → Zpr is a principal S-bundle and
Y0 and Z0 have complex codimension two in Y and Z, respectively. Let D be an irreducible
hypersurface in Ypr and let D be its closure in Y . Since Y is factorial, D is the zero set of an
irreducible element of O(Y ). Hence the divisor class group of Ypr is trivial which implies that
H1(Ypr,O∗) is trivial.
Let L ∈ H1(Zpr,O∗) be a line bundle. Then the pull back π∗L ∈ H
1(Ypr,O∗) is trivial and
has an action of S. The S-action on Ypr × C sends (y, λ) to (s−1y, c(y, s)λ), s ∈ S, y ∈ Ypr,
λ ∈ C where c(y, s) is a morphism Ypr × S → C∗ which sends Ypr × {e} to 1 ∈ C∗. From
[Ros61, Theorem 3] and [Hum75, Proposition 16.3] we see that c(y, s) is a character χ(s) of
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S which is independent of y ∈ Ypr. Let Cχ denote a copy of C where S acts via χ. Then
L ≃ Lχ := Ypr ×S Cχ and H
1(Zpr,O∗) ≃ X(S), the character group of S.
Now ϕ∗Lχ is isomorphic to a line bundle Lτ(χ) for some τ(χ) ∈ X(S). Using additive notation
for the group structure of X(S) we see that τ(χ1 + χ2) = τ(χ1) + τ(χ2) for χ1, χ2 ∈ X(S).
Thus ϕ acts on H1(Zpr,O∗) ≃ X(S) by τ ∈ GLn(Z) where n is the rank of S. Let χ1, . . . , χn
be a basis of X(S). For j = 1, . . . , n we have an isomorphism ψj of ϕ
∗Lχj with Lτ(χj). From ψj
we canonically obtain an isomorphism, denoted ψ−1j , of ϕ
∗L−χj = (ϕ
∗Lχj )
−1 with L−τ(χj). Let
χ =
∑
njχj . Then define
ψχ =
n⊗
j=1
ψ
nj
j : (ϕ
∗Lχ =
n⊗
j=1
(ϕ∗Lχj )
nj)→ (Lτ(χ) =
n⊗
j=1
(Lτ(χj))
nj).
Then the isomorphisms ψχ give us an algebra isomorphism
ψ :
⊕
χ∈X(S)
Γ(Zpr, ϕ
∗Lχ) ≃
⊕
χ∈X(S)
Γ(Zpr, Lτ(χ)) =
⊕
χ∈X(S)
Γ(Zpr, Lχ).
Let O(Y )χ denote the covariants of type χ, that is, f ∈ O(Y )χ if f(s−1y) = χ(s)f(y) for
y ∈ Y and s ∈ S. Then
O(Y ) =
⊕
χ∈X(S)
O(Y )χ =
⊕
χ∈X(S)
O(Ypr)χ =
⊕
χ∈X(S)
Γ(Zpr, Lχ).
Let Lχ(z) denote the fiber of Lχ at z. Then for z ∈ Zpr we have
O(π−1(z)) ≃
⊕
χ∈X(S)
Lχ(z) and O(π
−1(ϕ(z))) ≃
⊕
χ∈X(S)
(ϕ∗Lχ)(z).
Thus ψ gives us a family of isomorphisms of the fibers π−1(z) and π−1(ϕ(z)) parameterized
by Zpr. Hence we have a lift Φpr of ϕ to Ypr and Φpr canonically extends to a lift Φ of ϕ to
Y . By construction, Φ∗ sends O(Y )χ isomorphically onto O(Y )τ(χ) for all χ ∈ X(S). Hence
Φ ∈ Aut(Y ). 
Proof of Theorem 1.12. We are in the case that G0 is a torus. Let ϕ ∈ Aut(Z). We may
assume that ϕ(π(0)) = π(0). By Proposition 5.2, ϕ lifts to Φ ∈ Aut(V ) and we also have a lift
of ϕ−1. As in Proposition 2.9, Φ(0) = 0 and ϕ is deformable to ϕ0 ∈ Autqℓ(Z) and ϕ0 lifts to
Φ′(0) ∈ NGL(V )(G). Set Φt = t−1 ◦Φ ◦ t, t ∈ C∗, and set Φ0 = Φ′(0). Set Ψt := Φt ◦Φ′(0)−1. Let
v ∈ Vpr. Then Ψt(gv) = γ(t, v, g) ·Ψt(v) where γ : C× Vpr×G→ G is a morphism. As usual, γ
extends to a morphism C×V ×G→ G. Since γ(0, v, g) = g for all v and g, g−1γ(t, v, g) always
lies in G0. For g fixed, (t, v) 7→ g−1γ(t, v, g) is a morphism C× V → G0. Since the only units
of O(C× V ) are constant, g−1γ(t, v, g) is independent of t and v. It follows that γ(t, v, g) = g
for all t, v and g. Hence all the Ψt are G-equivariant and our original Φ is σ-equivariant.
If we start out with ϕ ∈ AutH(Z) we may assume that ϕ(π(0)) = π(0) and then we know
that ϕ is deformable to a ϕ0 ∈ Autqℓ(Z), which, by Proposition 5.2 and Proposition 2.5, lifts
to a σ-equivariant automorphism of V . Then by Theorem 1.6, ϕ has a σ-equivariant lift to
AutH(V ). 
Later we will need a local version of lifting.
Proposition 5.3. Assume that V is a 2-principal G-module where G0 is a torus. Let B and
B′ be neighborhoods of z0 := π(0) and let ϕ : B → B′ be biholomorphic where ϕ(z0) = z0. Then,
after perhaps shrinking B and B′, we can find a σ-equivariant biholomorphic lift Φ of ϕ.
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Proof. Define ϕt as usual. Then, since V is admissible, the proof of Theorem 2.2 shows that
ϕ0 := limt→0 ϕt exists. Since all the ϕt preserve z0, we can shrink B so that ϕt(B) ⊂ B′,
t ∈ [0, 1]. We know that ϕ0 lifts to NGL(V )(G), hence we can reduce to the case that ϕ0 is the
identity. Then the argument of Theorem 3.4 shows that we have an equivariant biholomorphic
lift Φt of ϕt, 0 ≤ t ≤ 1. Then Φ1 is the required lift of ϕ. 
6. The method of Kuttler
We give a proof of Theorem 1.13. Let V be a 4-principal G-module which we may assume
is faithful. Let V0 denote V \ Vpr. By Proposition 5.2, lifting for elements of Aut(Z) reduces
to establishing lifting for the action of Gs where Gs is the semisimple part of G
0. Since (V,G)
is 4-principal, it is easy to see that (V,Gs) is also 4-principal. Hence we may assume that G is
connected semisimple. In Theorem 1.13 we assume that
(*) V = g⊕ V ′, i.e., V contains a copy of the adjoint representation of G.
Lemma 6.1. The mapping G→ GL(V ′) is injective.
Proof. Let K be the kernel. If dimK > 0, then K contains a simple component of G whose
representation on g has codimension one strata. Hence V is not 2-principal and we have a
contradiction. Thus K is finite and central. Since K acts trivially on g we must have that
K = {e}. 
Let A(Z) denote the vector fields on Z (derivations of O(Z)) and define A(V ) similarly. Since
the elements of g act on V as vector fields, we have an inclusion τ : g → O(V ) ⊗ V ≃ A(V ).
Thus we have an injection (also called τ) from Mg := O(V ) ⊗ g to MV := O(V ) ⊗ V . Let M
denote MV /Mg.
Lemma 6.2. The module M has depth 3 relative to the ideal of V0.
Proof. The free O(V )-modules Mg and MV have depth 4 with respect to the ideal of V0, hence
M has depth at least 3. 
Set E := (Mg)
G and F := (MV )
G = A(V )G. Then τ(E) ⊂ F . The image of τ consists of
invariant vector fields tangent to the G-orbits. We have a morphism π∗ : A(V )
G → A(Z) which
just restricts an element of A(V )G to O(V )G = O(Z). By [Sch95, Theorem 8.9] we have that
(**) 0→ E
τ
−→ F
π∗−→ A(Z)→ 0 is exact.
Let E , F and G be the sheaves of OZ-modules corresponding to E, F and A(Z), respectively.
Let F ′ be the sheaf corresponding to (O(V )⊗ V ′)G, so we have that F ≃ E ⊕F ′. The sections
of E over Zpr are the sections of the vector bundle Vpr ×G g so that E is locally free on Zpr.
Similarly, F is locally free on Zpr and the quotient G is locally free as well.
Let L be a finite O(Z)-module and let L denote the corresponding sheaf on Z, which we
assume to be locally free on Zpr. Let π
∗L denote (π|Vpr)
∗L. Then π∗L is locally free on Vpr,
hence reflexive, and N := Γ(Vpr, π
∗L) is a finitely generated reflexive O(V )-module. (See
[Kut11, Remark 13]. The argument only needs that codimV \ Vpr ≥ 2.) Let π#L denote
the coherent sheaf of OV -modules corresponding to N . For any Zariski open subset U of V ,
Γ(U, π#L) = Γ(U ∩ Vpr, π∗L) so that π#L = i∗π∗L where i : Vpr → V is inclusion.
Since π|Vpr is flat we have a complex of coherent sheaves
(6.2.1) 0→ π#E → π#F → π#G → 0
which is exact on Vpr. Since Vpr×Gg is locally trivial over Zpr, π∗E is locally the sheaf of sections
of Vpr × g. Thus the global sections of π#E are a reflexive module over O(Vpr) = O(V ) which
agrees with Mg on Vpr, hence the global sections are Mg. Similarly, the global sections of π
#F
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are MV . The global sections of π
#G are a reflexive module which agrees with the locally free
module M over Vpr. Hence the global sections are the double dual M
∗∗. Since M has depth 3
(2 will do) with respect to the ideal of V0 we have that M = M
∗∗ ([Sch95, Lemma 8.3]). Hence
π#G corresponds to M and (6.2.1) is exact on V .
Let ϕ ∈ Aut(Z). Then applying pull back by ϕ we obtain an exact sequence
(6.2.2) 0→ ϕ∗E → ϕ∗F
π∗−→ ϕ∗G → 0.
We alter the map π∗ in (6.2.2) by composing it with dϕ
−1 : Tϕ(z)Z → Tz(Z), z ∈ Z. On vector
fields composing with dϕ−1 is the automorphism A 7→ (ϕ−1)∗A := ϕ∗ ◦ A ◦ (ϕ−1)∗, A ∈ A(Z),
and (ϕ−1)∗ gives an isomorphism of ϕ
∗A(Z) with A(Z). Thus we have a complex
(6.2.3) 0→ π#ϕ∗E → π#ϕ∗F → π#G → 0
which is exact on Vpr. The key idea, following [Kut11], is to show that Γ(Vpr, π
#ϕ∗F ′) =
Γ(V, π#ϕ∗F ′) is a free O(V )-module.
Now we take cohomology over Vpr to get an exact sequence
0→ Γ(V, π#ϕ∗E)→ Γ(V, π#ϕ∗F)→M → H1(Vpr, π
#ϕ∗E)→ H1(Vpr, π
#ϕ∗F)→ H1(Vpr, π
#G)
where the last module is zero since M has depth 3 with respect to the ideal of V0. The map
H1(Vpr, π
#ϕ∗E)→ H1(Vpr, π#ϕ∗F) is a surjective morphism of finitely generated O(V )-modules
([Kut11, Remark 13]). Since π#ϕ∗F contains π#ϕ∗E as a direct summand, localizing at points
of V and applying Nakayama’s lemma we see that H1(Vpr, π
#ϕ∗E)→ H1(Vpr, π
#ϕ∗F) has to be
injective. It follows that Γ(V, π#ϕ∗F) maps onto M . Thus we have exact sequences of finite
O(V )-modules
(6.2.4) 0→Mg →MV →M → 0 and
(6.2.5) 0→ Γ(V, π#ϕ∗E)→ Γ(V, π#ϕ∗F)→ M → 0.
Let
Ψ: MV ⊕ Γ(V, π
#ϕ∗F)→M → 0
be the difference of the two surjections.
Lemma 6.3. We have an exact sequence
(6.3.1) 0→ Γ(V, π#ϕ∗E)→ KerΨ→MV → 0.
Proof. In (6.3.1) we have
Γ(V, π#ϕ∗E)→ Γ(V, π#ϕ∗F) ⊂ MV ⊕ Γ(V, π
#ϕ∗F).
Then exactness of (6.2.5) implies that KerΨ/Γ(V, π#ϕ∗E) maps isomorphically onto MV via
projection. 
Since MV is a projective G and O(V )-module, we can find a G-equivariant O(V )-module
splitting of (6.3.1). Applying the same reasoning to ϕ−1 we have an exact sequence
0→ Γ(V, π#(ϕ−1)∗E)→ Γ(V, π#(ϕ−1)∗F)→M → 0
and a split exact sequence
(6.3.2) 0→ Γ(V, π#(ϕ−1)∗E)→ Ker Ψ˜→MV → 0
where
Ψ˜ : MV ⊕ Γ(V, π
#(ϕ−1)∗F)→M → 0
is the difference of the two relevant surjections.
14 GERALD W. SCHWARZ
For the rest of our argument we only use that codimV \ Vpr ≥ 2. Consider a G and O(V )-
module L. Let L be the sheaf of OZ-modules corresponding to LG. We assume that L is locally
free on Zpr. Then we have the reflexive module Γ(V, π
#ϕ∗L) and L→ Γ(V, π#ϕ∗L) is a functor
T. If L = Γ(V, π#(ϕ−1)∗E), then LG ≃ Γ(Z, (ϕ−1)∗E) and T(L) ≃Mg, both isomorphisms being
canonical. Similarly, T sends Γ(V, π#(ϕ−1)∗F) to MV . Thus applying T to (6.3.2) we obtain a
split exact sequence
(6.3.3) 0→Mg → KerΨ→ Γ(V, π
#ϕ∗F)→ 0.
From the split exact sequences (6.3.1) and (6.3.3) we see that
KerΨ ≃ Mg ⊕MV ′ ⊕ Γ(V, π
#ϕ∗E) ≃Mg ⊕ Γ(V, π
#ϕ∗E)⊕ Γ(V, π#ϕ∗F ′)
where MV ′ = O(V ) ⊗ V
′. It follows that for any v ∈ V , the minimal number of generators of
the OV,v-module Γ(V, π#ϕ∗F ′)⊗O(V ) OV,v is dim V ′. Thus Γ(V, π#ϕ∗F ′) is a projective O(V )-
module, hence free by Quillen and Suslin.
Now P := Vpr → Zpr is a principal G-bundle as is ϕ∗P . The pull-back P ′ := (π|Vpr)
∗ϕ∗P
is a principal G-bundle over Vpr. We have associated vector bundles P ×G V ′, ϕ∗P ×G V ′ and
P ′ ×G V ′. It is standard that the vector bundle P ′ ×G V ′ is trivial if and only if the principal
bundle P ′ ×G GL(V ′) is trivial. The sections of P ×G V ′ and F ′ over Zpr are the same, the
sections of ϕ∗P ×G V ′ and ϕ∗F ′ over Zpr are the same and the sections of P ′×G V ′ and π#ϕ∗F ′
over Vpr are the same. We have shown that Γ(V, π
#ϕ∗F ′) is a free O(V )-module, hence P ′×GV ′
is a trivial vector bundle and P ′ ×G GL(V ′) is a trivial principal bundle. Now G → GL(V ′) is
injective and it follows that P ′ is the pull-back of the principal G-bundle GL(V ′)→ GL(V ′)/G
via a morphism Vpr → GL(V ′)/G. Since GL(V ′)/G is affine the morphism extends to V . Hence
P ′ extends to a principal G-bundle P ′′ over V . By [Rag78] P ′′ is trivial, hence so is P ′. Now
P = Vpr, so that P
′ = P ×Zpr ϕ
∗P ≃ P × G. Thus P ′ has a section. This is the same thing
as a mapping Φ of P to ϕ∗P which respects the fibers of the maps to Zpr. Since ϕ
∗P has
fiber π−1(ϕ(π(v))) at π(v), Φ is a map of Vpr to Vpr which is a lift of ϕ. Then Φ extends to a
morphism of V to V which lies over ϕ. This completes the proof of Theorem 1.13.
7. Multiples of the adjoint representation
We give a proof of Theorem 1.16. Recall that V = ⊕di=1rigi where ri ≥ 2 unless gi = sl2,
in which case ri ≥ 3. Let Gi denote the adjoint group of gi and set G = G1 × · · · × Gd. Let
Zi denote (rigi)/Gi. Then Z = Z1 × · · · × Zd. We cannot just apply Theorem 1.13 because
π−1(Z \ Zpr) can have codimension less than four. If S is a stratum of Z with codimS ≥ 6, we
show that codim π−1(S) ≥ 4 so we have to worry about the strata of codimension at most 5. We
classify them and show that we can reduce to the case that they are fixed by our automorphisim
ϕ of Z. The corresponding isotropy groups are tori or finite, so we can use Proposition 5.3 to
find local holomorphic lifts of ϕ over these strata. This enables us to show that the sequence
(6.2.3) is exact on V † where V † is the inverse image of the strata of Z of codimension at most 5
(so V † is open). Since codim(V \ V †) ≥ 4, the rest of the proof of Theorem 1.13 goes through.
The strata of Z are products S1 × · · · × Sd where Si is a stratum of Zi. We will see that,
unless Si is the principal stratum of Zi, it has codimension at least three. Thus the strata of
Z of codimension at most five are the product of an Si of codimension at most five with the
principal strata of the other factors.
We begin with the case where V = rg, g is simple, and G is the adjoint group of g (i.e.,
d = 1). Let S = Z(H) be a stratum with associated slice representation (W,H). We have an
H-module decomposition W = WH ⊕W ′ where W ′ is an H-module. We have the equality of
H-modules: V = W ⊕ g/h. Since V = rg we get the formula
W = (r − 1)g⊕ h.
QUOTIENTS, AUTOMORPHISMS AND DIFFERENTIAL OPERATORS 15
Note that W is orthogonal. It follows from the slice theorem that the codimension of S in Z is
dimW ′/H and that the codimension of π−1(S) is the codimension of the null cone N (W ′) in
W ′.
The case where g = sl2 is trivial and is summed up in the following lemma, which we leave
to the reader. For H = C∗ we denote by νj the one-dimensional module of weight j ∈ N. We
let θ denote a trivial module of any dimension.
Lemma 7.1. Let V = rsl2 and G = PSL2 where r ≥ 3. Then there are two non principal strata
and slice representations as follows.
(1) (W,H) = ((r−1)(ν1+ν−1)+θ,C∗). We have codimS = 2r−3 and codim π−1(S) = r−1.
(2) (W,H) = (V,G) so S = {π(0)}. We have codimS = 3r− 3 and codim π−1(S) = 2r− 1.
For the next few results we assume that rank g ≥ 2. Let S be a stratum with slice repre-
sentation (W = WH ⊕W ′, H). If H is finite, the codimension of π−1(S) is dimW ′, else from
[Sch80, Corollary 10.2] we have the estimate
codim π−1(S) = codimN (W ′) ≥
1
2
(dimW ′/H + rankH + µ(W ′))
where µ(W ′) is the multiplicity of the zero weight for the maximal torus of H0.
Lemma 7.2. Let S be a stratum with slice representation (W,H).
(1) If codimS ≥ 6, then codim π−1(S) ≥ 4.
(2) If codimS ≤ 5, then H0 is a torus.
Proof. For (1) note that codim π−1(S) ≥ 6 if H is finite, else rankH ≥ 1 and our estimate
above gives that codim π−1(S) ≥ 7/2, hence codim π−1(S) ≥ 4. For (2), suppose that H has
semisimple rank at least two. Then the action of H on W ′ contains at least twice [h, h] which
implies that dimW ′/H ≥ 6. If H has semisimple rank 1, then W ′, as SL2-module, contains
more than 2sl2 since this representation has codimension one strata. Thus, at a minimum, we
have an orthogonal representation of SL2 times a torus T of the form 2sl2 +R2m+1, m ≥ 1, or
of the form 2sl2+Rm⊗ να+Rm⊗ ν−α, m ≥ 1. Recall that Rm = Sm(C2) and we denote by να
the one-dimensional representation where T acts by the character α. Thus we get a quotient of
dimension at least 6. Hence H0 is a torus and we have (2). 
We call a stratum S subprincipal if its slice representation (W,H) is nontrivial and the closed
orbits of (W,H) are either fixed points or principal. Then S is not in the closure of any stratum
except the principal one. From [Kut11] we borrow the following.
Lemma 7.3. Let V = rg be as above and let T denote a maximal torus of G. Let S be
a subprincipal stratum. Then H is conjugate to a subgroup of T which is finite or a one-
dimensional torus.
Corollary 7.4. Suppose that codimS ≤ 5 and that H is finite.
(1) If S is subprincipal, then it has codimension 4.
(2) If S is not subprincipal, it has codimension 5 and is contained in the closure of a sub-
principal stratum S ′ of codimension four where the associated isotropy group H ′ is finite.
Proof. For (1) we know that H is contained in a maximal torus T of G. The action of H on
(r − 1)g (which is the slice representation up to trivial factors) acts on the root spaces gα via
the roots α applied to H (thought of as characters of T ). Since the roots appear in pairs ±α,
the dimension of W ′ is even, hence so is the codimension of S. If this codimension is two, then
r = 2 and all the simple roots have value one on H , except for a pair ±α. But then there is an
adjacent simple root β such that α + β is a root and α + β applied to H is nontrivial. Hence
we have a contradiction, which gives us (1).
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For (2) we know that S corresponds to a non principal slice representation of a finite group,
hence there is a stratum S ′ of codimension less than 5 corresponding to a finite group. By (1)
S ′ has codimension 4, hence we have (2). 
Corollary 7.5. Let V = rg be as above. Then Z has no codimension two strata. For any
codimension three stratum we have (W,H) = (2ν1 + 2ν−1 + θ,C
∗).
Proof. We know that Z has no codimension one strata [Sch13b, Proposition 3.1]. If S is of
codimension two, it is subprincipal. By Corollary 7.4 H cannot be finite, so we have that
H = C∗ ⊂ T . As in the proof above, there are at least two pairs of roots ±α, ±β which are
non trivial on H . Hence W has at least four nonzero weights and codimS ≥ 3. Thus there are
no codimension two strata. If S has codimension three, then it must be subprincipal, hence the
isotropy group is C∗. But a subprincipal orthogonal faithful representation of C∗ has to have
weights in pairs ±1. 
Lemma 7.6. Let V = rg be as above, but allow rankG = 1 in which case r ≥ 3. Suppose that
there is a stratum S of codimension three. Then (rg, G) = (2sl3,PSL3) or (3sl2,PSL2).
Proof. Lemma 7.1 takes care of the case where G = PSL2, so assume that rank g ≥ 2. Cor-
responding to S we have H = C∗ which acts with nonnegative weights on the positive root
spaces. If there were two simple roots α and β which are nontrivial on H , then either α + β is
a root and is nontrivial on H or α + γ is nontrivial where γ is a third simple root. Hence only
one simple root α is nontrivial on H . Then the other root not vanishing on H is of the form
α+β where β is adjacent to α. We clearly must have r = 2, else there are more than 4 nonzero
weight spaces of H . Moreover, the root α must be adjacent to at most one other simple root
β and α + β must be the only positive root of g for which α and β have positive coefficients.
Hence the highest root is α + β, i.e., g = sl3. Finally, one only has to check that 2sl3 has the
desired slice representation. 
Remark 7.7. Examining the slice representations of 3sl2 and 2sl3 one sees the following where
S denotes the codimension three stratum.
(1) If V = 3sl2, then S contains only a stratum of codimension 6 in its closure (the image
of the fixed point).
(2) If V = 2sl3, then S contains a stratum of codimension 4 in its closure (the image of the
points with isotropy group the maximal torus) and the next stratum has codimension 6
(corresponding to an isotropy group of semisimple rank 1). The closure of S is all the
non principal strata of Z.
Corollary 7.8. Suppose that codimS = 4. Then either
(1) S is subprincipal and H is finite, or
(2) H is the maximal torus of PSL3, V = 2sl3 and S is not subprincipal.
Proof. Suppose that S is not subprincipal. Then it is in the closure of a codimension 3 stratum
and Remark 7.7 gives us the desired result. If S is subprincipal and H is not finite, then H = C∗
and W ′ has dimension 5, which is impossible. Hence H is finite. 
Corollary 7.9. Suppose that S has codimension five. Then H has rank at most one.
Proof. By Lemma 7.2, H0 is a torus. Suppose that H has rank k > 1. Let α be a character
of the H0-action on W ′ with associated one-dimensional weight space να. Then we have an
H0-stable subrepresentation να+ ν−α of W
′ and there is a closed orbit in the subrepresentation
with isotropy group of rank k − 1. This corresponds to a stratum S ′ of codimension 3 or 4. By
Lemma 7.6, Remark 7.7 and Corollary 7.8 there are no cases with an S and S ′ with positive
dimensional isotropy. Hence H has rank at most one. 
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Proposition 7.10. Suppose that codimS is 4 or 5 and that H is finite. Then codimS = 4,
V = 2so5 and H = ±1 acting by scalar multiplication on W ′ = C4. Suppose that S has
codimension 5. Then H = C∗ and we are in one of the following cases.
(1) V = 4sl2. Then S is subprincipal and the only stratum in its closure has codimension 9.
(2) V = 2so5 and W
′ = 3ν1 + 3ν−1. Then S is subprincipal and the maximal stratum in its
closure is that of the maximal torus and has codimension 6.
(3) V = 2so5 and W
′ = 2ν1 + 2ν−1 + ν2 + ν−2. Then S is not subprincipal, it lies in the
closure of the stratum of codimension 4 and the maximal stratum in the closure of S is
that of the maximal torus and has codimension 6.
(4) V = 2sl4. Then S is subprincipal and the maximal stratum in its closure has codimension
8.
Proof. We first consider the case where codimS = 5 and H has rank 1. We use some of the
same techniques as [Kut11]. Let v ∈ V such that π(v) ∈ S. Then there is a 1-parameter
subgroup λ : C∗ → G such that v0 := limt→0 λ(t) · v exists where Gv0 is closed and Gv0 is
conjugate to H . Applying an element of G we may assume that Gv0 = H . Since λ fixes v0,
λ is a 1-parameter subgroup of H where H0 = C∗. Let Pλ denote the parabolic subalgebra
corresponding to λ. Thus Pλ = {x ∈ g | limt→0 λ(t) · x exists} so that v ∈ rPλ, by definition.
Hence π−1(S) ⊂ G · rPλ. Now Pλ ⊂ Pµ where Pµ is a maximal parabolic corresponding
to a 1-parameter subgroup µ of G. Note that any point v of rPµ has the property that
limt→0 µ(t) · v ∈ V µ.
Now let v ∈ V λ be on a closed orbit with isotropy group H . Since V λ ⊂ rPλ ⊂ rPµ, µ(t) · v
has limit a point where the isotropy group contains µ(C∗). But Gv is closed, so that µ(C∗)
must be conjugate to λ(C∗). Hence we see that Pλ was already maximal.
Let (W,H) be the slice representation of S with nontrivial partW ′. We may assume that the
positive roots pair positively with λ. Let α1, . . . , αℓ be the simple roots of g. Then all the root
spaces {g−αi}i∈I lie in Pλ where I has cardinality ℓ− 1. The kernel of the {αi}i∈I is H
0 ≃ C∗.
Now we calculate the slice representation of H , restricted to H0. But, up to trivial factors,
this is just (r− 1)g, considered as a representation of H0. Thus this representation has at most
6 nonzero weights. But it is easy, by inspecting root systems, to show the following.
(1) Let g = A4 and consider the roots restricted to a candidate for λ (i.e., three of the
simple roots are trivial on λ). Then the action of λ on g has at least four pairs of
nonzero weights.
(2) Let g = B3, C3, B4 or C4. Then the action of λ on g has at least five pairs of nonzero
weights.
(3) Let g = D4. Then the action of λ on g has at least six pairs of nonzero weights.
(4) Let g = G2. Then the action of λ on g has at least five pairs of nonzero weights.
Clearly, if g has a subroot system of any type above and the missing root is in the subroot
system, then any λ has too many nonzero weights. This allows one to eliminate rg for all Lie
algebras of rank at least three, except for sl4. For all Lie algebras of rank 2 and for sl4, any λ
has too many nonzero weights if one considers 3 or more copies of g. For example, any λ for
sl3 has at least four pairs of nonzero weights. Lemma 7.1 takes care of multiples of sl2. Hence
we are reduced to two copies of the Lie algebras of types so5 and sl4.
The most straightforward thing to do is to find all the slice representations of our candidates.
We can use the techniques of [Sch78, Lemma 3.8]. We call a slice representation of some (V ′, G′)
maximal proper if it is not a slice representation of any slice representation of (V ′, G′) except
for (V ′, G′) itself. Consider the case of 2so5. Any isotropy group of a nonzero closed orbit in
2so5 occurs in the slice representation of the isotropy group of a nonzero closed orbit in so5.
Thus we have to consider the following groups and slice representations.
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(5) The maximal torus T acting on the root spaces (plus a trivial representation) where the
positive root spaces are gα, gβ, gα+β and gα+2β .
(6) The group with finite cover SL2×C
∗ and slice representation 2sl2+R1⊗ν1+R1⊗ν−1+
ν2 + ν−2 + θ.
(7) The group with finite cover SL2×C∗ and slice representation 2sl2+R2⊗ν1+R2⊗ν−1+θ.
With one exception, the maximal proper slice representations in cases (6) and (7) are (5) or
a slice representation of (5) with isotropy group C∗. The exception is the slice representation
(2sl2 + 2R1, SL2) in (6) corresponding to a stratum of codimension 7. Its unique maximal
proper slice representation is again a slice representation of (5). For (5) the maximal proper
slice representations are (3ν1 + 3ν−1,C
∗) and (2ν1 + 2ν−1 + ν−2 + ν−2,C
∗). The second case is
not subprincipal and has the nontrivial slice representation (C4 + θ,±1) of a codimension four
stratum. There is no stratum of codimension five with a finite isotropy group. Our claims for
the case of 2so5 now follow easily. For 2sl4 one finds similarly that there are two subprincipal
strata S1 and S2, corresponding to (3ν1 + 3ν−1,C
∗) and (4ν1 + 4ν−1,C
∗) and these are slice
representations of the maximal torus. The maximal stratum in the closure of S1 corresponds to
a 2-torus and has codimension 8. This concludes the proof for the case where codimS = 5 and
H0 = C∗.
If codimS = 5 and the isotropy group is finite, then by Corollary 7.4 we have a stratum S ′ of
codimension 4 which is subprincipal. Thus we need only consider the case where codimS = 4
and H is a finite subgroup of the maximal torus T of G. Applying the roots to H we see that
we must have at most two positive roots γ such that γ is nontrivial on H . If there is only one
simple root nontrivial on H , then (1)–(4) of this proof show that we need only consider 2sl4,
2so5, 2sl3 and 3sl3. For rsl3 there are no finite nontrivial isotropy groups and for the other
cases we have calculated that only 2so5 gives us a stratum of codimension 4 with finite isotropy
group. If two simple roots α and β are nontrivial on H and G has rank at least three, then there
is a third simple root γ such that α+ γ or β + γ is a root giving at least six roots nontrivial on
H . So the rank is at most two. One easily sees that G2 is not a possibility, so there are no new
cases to consider. This completes the proof. 
Let V = ⊕di=1rigi, G and Z = Z1 × · · · × Zd be as in the beginning of this section. Let
ϕ ∈ Aut(Z). Then by [Sch13b] we know that ϕ permutes the strata of the same codimension.
The strata of Z are products S1 × · · · × Sd where Si is a stratum of Zi. If S := Si1 × · · · × Sir
is a product of strata where Sij ⊂ Zij , we let S
′ denote the product of S with the principal
strata of the remaining Zk. We say that a stratum S of Z is simple if it is S
′
i for some Si ⊂ Zi,
otherwise we say that S is composite. By Corollary 7.5 the strata of codimension at most 5 are
simple, hence they are permuted by ϕ.
Lemma 7.11. Let S be a stratum of codimension c at most 8. Then S is simple if and only if
ϕ(S) is simple.
Proof. If S is composite, then without loss of generality we have that S = (S1 × R2)′ where S1
is a stratum of Z1 and R2 is a stratum of Z2. The codimensions of the strata add up to c ≥ 6.
Suppose that codimS1 = 3. Then for some i, ϕ(S
′
1) = S
′
i where codimSi = 3 in Zi. Similarly,
ϕ(R′2) = R
′
j where codimRj = c− 3. If i = j, then by Remark 7.7 we would have that R
′
j is in
the closure of S ′i. Applying ϕ
−1 we would get that R′2 is in the closure of S
′
1 which is absurd.
Hence i 6= j. Now (S1 × R2)′ is the maximal dimensional stratum in S ′1 ∩ R
′
2 and similarly for
(Si × Rj)
′. It follows that ϕ sends (S1 × R2)
′ onto (Si × Rj)
′. Hence S composite implies that
ϕ(S) is composite. Using the same argument for ϕ−1 we get the converse. The remaining case
is the product of two strata of codimension four which is handled similarly. 
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Corollary 7.12. Let ϕ ∈ Aut(Z). Then there is a σ-equivariant Ψ ∈ GL(V ) inducing ψ ∈
Aut(Z) such that ψ−1 ◦ ϕ preserves each stratum of codimension at most 5.
Proof. First suppose that S = S ′1 where S1 has codimension 3 and r1g1 = 2sl3. Then there is a
stratum R1 of codimension 4 in S1. Now ϕ(S) = S
′
i where Si has codimension 3. If i 6= 1 we may
suppose that i = 2. Then ϕ(R′1) is a simple stratum of codimension 4 which is in the closure
of S ′2. The only possibility is that ϕ(R
′
1) is R
′
2 where R2 is a codimension 4 stratum of Z2. It
follows from Remark 7.7 that r2g2 = 2sl3. Continuing inductively and perhaps renumbering the
factors of g, we find that rigi ≃ 2sl3 for 1 ≤ i ≤ k where ϕ(S ′i) = S
′
i+1 and ϕ(R
′
i) = R
′
i+1 for
1 ≤ i < k and ϕ(S ′k) = S
′
1 and ϕ(R
′
k) = R
′
1. Here the Si have codimension 3 in Zi and the Ri
have codimension 4. In case that ϕ(S ′1) = (S
′
1) we have that ϕ also preserves R
′
1. There is an
obvious σ-equivariant element Ψ ∈ GL(V ) such that the induced mapping ψ permutes the S ′i
and R′i as ϕ does, 1 ≤ i ≤ k. Moreover, ψ is the identity on all other strata of codimension at
most 5. Thus ψ−1 ◦ ϕ preserves each S ′i and R
′
i for 1 ≤ i ≤ k. We could have that there is no
codimension four stratum in Z1, in which case we have r1g1 ≃ 3sl2 and we continue as before.
The other possibilities for S1 follow the same pattern using the information about the strata of
codimension at most 8 in Remark 7.7 and Proposition 7.10. Thus we may reduce to the case
that ϕ preserves each stratum S ′i of codimension at most 5 for 1 ≤ i ≤ k. One then proceeds
by the obvious induction. 
Let E, F ,M , E , F , G, etc. be as in §6. Then we have condition (*) and by [Sch80, Proposition
9.3, Theorem 10.7] we also have (**). Recall that V † is the inverse image of the strata of
codimension at most 5 and that V \ V † has codimension 4. Our aim now is to establish that
(***) 0→ π#ϕ∗E → π#ϕ∗F → π#G → 0
is exact on V † and that π#ϕ∗E and π#ϕ∗F are locally free on V †. Suppose that we have this.
Then by [Kut11, Remark 13], H1(V †, π#ϕ∗E) and H1(V †, π#ϕ∗F) are finitely generated. Taking
cohomology in (***) over V † and using the fact that M has depth 3 for the ideal of V \ V †
it follows that (6.2.5) is exact as well as the analogous result with ϕ replaced by ϕ−1. One
concludes as before that Γ(V, π#ϕ∗F ′) is a free O(V )-module. This implies that there is a lift
Φ of ϕ over Vpr, hence over V .
Lemma 7.13. The module M is reflexive.
Proof. Suppose thatM =M∗∗ over an open subset V ♭ ⊂ V whose complement has codimension
3. Then we see as before thatM has depth 2 with respect to the ideal of V \V ♭ so thatM →M∗∗
is an isomorphism. Set V ♭ := {v ∈ V | gv = 0}. Over the open set V ♭, M is locally free, hence
isomorphic to M∗∗, so we need only prove that V \ V ♭ has codimension at least 3. Now the
inverse image of the strata of Z of codimension at least four has codimension three in V , so
we only need worry about the inverse image of the strata of codimension three. Using the slice
theorem, it is enough to show that W ♭ has codimension three in W where W is an H = C∗
module such that W ′ = 2ν1 + 2ν−1. But h only vanishes at the origin of W
′. 
Proposition 7.14. Let V be a 2-principal G-module and S a stratum of Z with isotropy group
H where H0 is a torus. Let v ∈ π−1(S) and let ϕ ∈ Aut(Z) such that ϕ preserves S.
(1) There is a neighborhood Nz of z := π(v) ∈ Z (classical topology) and a biholomorphic
lift Φ of ϕ sending π−1(Nz) onto π
−1(ϕ(Nz)).
(2) Let v′ = Φ(v). Let U (resp. U ′) be a Zariski open neighborhood of v (resp. v′). Then
π−1(ϕ(π(U))) (resp. π−1(ϕ−1(π(U ′)))) contains a neighborhood of v′ (resp. v) in the
Zariski topology.
Proof. Suppose that we have (1). Let U be a neighborhood of v in the Zariski topology. Then
Φ(π−1(Nz)∩U) ⊂ π
−1(ϕ(Nz ∩ π(U))) so that v
′ = Φ(v) is an interior point of the constructible
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set C := π−1(ϕ(π(U))). Removing the boundary we obtain a Zariski open neighborhood of v′
contained in C. Using Φ−1 we get the analogous property for neighborhoods of v′. Hence we
only have to produce the local lift Φ of ϕ.
Since ϕ preserves S, the holomorphic slice theorem gives us an equivariant biholomorphism Ψ
of π−1(Nϕ(z)) with π
−1(Nz) where Nz is a neighborhood of z and Nϕ(z) is a neighborhood of ϕ(z).
Let ψ : Nϕ(z) → Nz be the induced map. We can arrange that ψ(ϕ(z)) = z. By Proposition 5.3
we can lift ψ ◦ ϕ to a biholomorphic map over a neighborhood N ′z of z. Composing with Ψ
−1
we find a local lift of ϕ as required, and we have (1). 
Proof of Theorem 1.16. We can reduce to the case that ϕ preserves each stratum of codimension
at most 5. We show that (***) is exact on V †. Let L be one of OZ , E , F or G. Let v ∈ V
† and
define
L˜v = lim
U∋v
L(π(Vpr ∩ U))
where U ranges over Zariski open subsets of V containing v. Set OGv := (˜OZ)v. Then L˜v is an
OGv -module. Recall that i : Vpr → V is inclusion and that π
#L = i∗(π|Vpr)
∗L. Since V \ Vpr has
codimension two in V , i∗OVpr ≃ OV . Then (π
#L)v is
OV,v ⊗OGv (limU∋v
L(π(Vpr ∩ U))) = OV,v ⊗OGv L˜v.
Let Φ be as in Proposition 7.14 and set v′ := Φ(v). Since ϕ preserves Zpr, Proposition 7.14(2)
shows that pull-back by ϕ induces an isomorphism OGv′ → O
G
v and we have that (ϕ˜
∗L)v ≃
OGv ⊗OG
v′
L˜v′ . Hence (π#ϕ∗L)v ≃ OV,v⊗OG
v′
L˜v′ . Now we can tensor with the completions ÔV,v of
OV,v and ÔV,v′ of OV,v′ where Φ gives us an isomorphism Φˆ: ÔV,v′ → ÔV,v. We have completions
(π̂#ϕ∗L)v ≃ ÔV,v ⊗OG
v′
L˜v′ and (π̂#L)v′ ≃ ÔV,v′ ⊗OG
v′
L˜v′ .
Hence
(π̂#ϕ∗L)v ≃ ÔV,v ⊗ÔV,v′ (π̂
#L)v′ .
Since completion is faithfully flat, we find that the sequence (***) is exact at v if and only if
the sequence
(7.14.1) 0→ π#E → π#F → π#G → 0
is exact at v′ (recall that ϕ∗G ≃ G). As we saw in §6, Lemma 7.13 implies that (7.14.1) is
exact, hence so is (***). Finally, let L be E or F . Then π#L is a free module, and as above
one shows that the OV,v-module (π#ϕ∗L)v has the same number of minimal generators as the
OV,v′-module (π#L)v′ . Thus π#ϕ∗L is locally free over V †, and our proof is complete. 
8. Actions of compact groups
Some things become simpler when we are dealing with compact group actions. Let K be a
compact Lie group and W a real K-module. Let π : W → W/K denote the quotient mapping.
We can put a smooth structure on W/K (see [Sch75]), as follows. A function on W/K is
smooth if it pulls back to a smooth (necessarily K-invariant) smooth function on W . We can
make this more concrete, as follows. Let p1, . . . , pd be homogeneous generators of R[W ]
K and
let p = (p1, . . . , pd) : W → Rd. Now p is proper and separates the K-orbits in W . Let X
denote p(W ) ⊂ Rd. Then X is a closed semialgebraic set and p induces a homeomorphism
p¯ : W/K → X . The main theorem of [Sch75] says that p∗C∞(X) = C∞(W )K where a function
f on X is smooth if it extends to a smooth function in a neighborhood of X . Now we can
define the notion of a smooth mapping X → X (or W/K → W/K) in the obvious way. We
also see an R∗-action on X where t · (y1, . . . , yd) = (t
e1y1, . . . , t
edyd) for t ∈ R
∗, (y1, . . . , yd) ∈ X
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and ej the degree of pj, j = 1, . . . , d. Or one can just say that R
∗ acts on W/K ≃ X where
t · p(w) = p(tw), t ∈ R∗, w ∈ W . We denote by Autqℓ(W/K) the quasilinear automorphisms of
W/K, i.e., the automorphisms which commute with the R∗-action.
We have the usual stratification of W/K determined by the conjugacy classes of isotropy
groups of orbits. There is a unique open stratum, the principal stratum, which consists of the
orbits with trivial slice representation. It is connected and dense in W/K. The fixed points are,
of course, the lowest dimensional stratum.
The quotient W/K has many nice properties, without any special conditions on W . From
[Bie75, Theorem A] we have
Theorem 8.1. Let ϕ be a diffeomorphism of W/K. Then ϕ preserves the stratification by
the irreducible components of the isotropy type strata of W/K. In particular, ϕ preserves the
principal stratum and the fixed points.
From [Los01, Theorem 2.2] we have
Theorem 8.2. Let ϕ : W/K → W/K be a smooth isomorphism with ϕ(π(0)) = π(0). Then
limt→0(t
−1 ◦ ϕ ◦ t)(x) exists for every x ∈ W/K and the resulting map ϕ0 : W/K → W/K is a
quasilinear isomorphism.
We have the complexification G = KC acting on V = W ⊗R C. Then our generators pi
of R[W ]K , considered as polynomials on V , generate O(V )G. To obtain σ-equivariant lifts of
automorphisms of W/K we need to assume that V is 2-principal, in which case we say that
W is admissible. We say that an admissible W has the lifting property if every quasilinear
isomorphism ϕ of W/K has a differentiable lift Φ to W . Since Φ(0) = 0, one shows as before
that Φ′(0) also lifts ϕ so if there is any lift, there is a linear one.
Lemma 8.3. Let ϕ ∈ Autqℓ(W/K) where W has the lifting property. Then there is a lift
Φ ∈ NGL(W )(K).
Proof. There is a lift Φ ∈ End(W ) of ϕ. There are canonical extensions ϕ˜ of ϕ to Autqℓ(V/G)
and Φ˜ of Φ to End(V ) where Φ˜ is a lift of ϕ˜. By Theorem 1.3, ϕ˜ is strata preserving and
Proposition 2.5 shows that Φ˜ is invertible and normalizes G. It follows that Φ is invertible and
normalizes K = G ∩GL(W ). 
The following is a variant of [Los01, Corollary 2.3].
Theorem 8.4. Let ϕ : W/K → W/K be a diffeomorphism where W has the lifting property.
Then there is a σ-equivariant diffeomorphism Φ of W lifting ϕ for some σ ∈ Aut(K).
Proof. We may assume that ϕ(π(0)) = π(0). We have an isotopy ϕt where ϕ1 = ϕ and ϕ0
is quasilinear. But Lemma 8.3 there is a lift Φ0 ∈ NGL(W )(K) of ϕ0. Thus it suffices to
equivariantly lift ϕ−10 ◦ϕ. But this is a consequence of the isotopy lifting theorem of [Sch80]. 
Proposition 8.5. If V is 2-principal and has the lifting property, then so does W .
Proof. Let ϕ ∈ Autqℓ(W/K). As above, ϕ extends to an element (which we also call ϕ) of
Autqℓ(Z) which preserves the stratification. By hypothesis there is a lift Φ ∈ GL(V ) of ϕ and,
by Proposition 2.5, Φ normalizes G. As in Remark 2.6, we may change Φ by an arbitrary
inner automorphism of G. Since ΦKΦ−1 is conjugate to K we can reduce to the case that
Φ ∈ NG(K). Define Φ by Φ(v) = Φ(v¯)), v ∈ V . One similarly defines ϕ, but since ϕ = ϕ on
W/K, we have that ϕ = ϕ. Thus Φ covers ϕ. Since K is fixed by complex conjugation, Φ also
normalizes K. Then Φ−1Φ normalizes K and induces the identity on Z. By Proposition 2.5,
Φ−1Φ is multiplication by an element g ∈ G and g ∈ NG(K). We have that
g = k⊕ ik = z(k)⊕ iz(k)⊕ [k, k]⊕ i[k, k]
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where z(k) denotes the center of k. Since no nonzero element of i[k, k] can normalize [k, k], the
Lie algebra of NG(K) is contained in iz(k) ⊕ k. If A ∈ z(k) and A is not fixed by K, then
exp(iA) does not lie in NG(K). Hence the Lie algebra of NG(K) is iz(k)
K ⊕ k. Since K is
a maximal compact subgroup of NG(K), our element g can be written as kp where k ∈ K,
p = exp(iA) and A ∈ z(k)K . Let q = exp(iA/2) and set Φ′ := Φq. Then Φ′ is still a lift of ϕ
and (Φ′)−1Φ′ = q−1kpq−1 = k. Thus Φ′ = Φ′k.
We have reduced to the case that Φ = Φk for some k ∈ K. Let W˜ denote Φ(W ). Then W˜ is
K-stable and π(W˜ ) = W/K. Let w ∈ W . Then Φ(w) = Φ(kw) ∈ W˜ so that W˜ is stable under
complex conjugation. Hence W˜ = W1 + iW2 where W1 and W2 are K-stable subspaces of W .
Since W˜ ⊗R C = V , we must have that W = W1 ⊕W2. Since W2 has an invariant quadratic
form | · |, we have an invariant q(w1, w2) = |w2|2, which we may also consider as an invariant
on V . Then q induces a function on W/K which is nonnegative and q must be nonnegative on
W˜ since π(W˜ ) =W/K. This gives a contradiction unless W2 = 0. Hence Φ(W ) =W and Φ is
the desired lift of ϕ. 
Theorem 1.17 of the Introduction is a consequence of Theorem 8.4 and Proposition 8.5.
Many of the examples in section §4 (Theorem 1.10 and Remark 1.11) apply to the case of
representations of compact groups. Let G2(R) and B3(R) denote the compact forms of G2 and
B3 which act on R
7 and R8, respectively. Then the representations (4R7,G2(R)), (5R
8,B3(R))
and (2C2, SU2(C)) do not have the lifting property. On the other hand, by Proposition 8.5, we
have many examples (W,K) which have the lifting property.
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