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Nosé-Hoover (NH) thermostatting vs conductive heat transfer. The hot spot
represents the temperature inhomogeneity. Temperature profiles are shown
at times t0 and t1 where t1 > t0. . . . . . . . . . . . . . . . . . . . . . . . . 198
92 (a) Arrangement and interdependence of thermostats (η1 to ηn) in a 1-D
ensemble (b) the same arrangement shown for grid thermostats ηIJ in a 2-D
ensemble. Each cell interacts with 2 neighbors in (a) and with 8 neighbors in
(b). Neighbors absent due to boundaries each contribute a multiple of kBT
to Equation 51e. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
93 Array of 2n+1 harmonic oscillators used as a test case for Equation set 52.
The intrinsic (spring) force F is given by Fi = ṗi = −k∆ri where pi denotes
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SUMMARY
Nanocrystalline (NC) metals and alloys are known to possess superior mechanical
properties, e.g., strength, hardness, and wear-resistance, as compared to conventional mi-
crocrystalline materials. NC metals are characterized by a mean grain size <100 nm; in this
grain size regime, inelastic deformation can occur via a combination of interface-mediated
mechanisms viz., grain boundary sliding/migration, and dislocation nucleation from grain
boundary sources. Recent studies have suggested that these interface-mediated inelastic
deformation mechanisms in fcc metals are influenced by non-glide stresses and interfacial
free volume, unlike dislocation glide mechanisms that operate in microcrystalline fcc metals.
Further, observations of tension-compression strength asymmetry in NC metals raise the
possibility that yield and inelastic flow in these materials may not be adequately described
by solely the deviatoric stress. Unfortunately, most literature concerning the mechanical
testing of NC metals is limited to uniaxial deformation or nanoindentation techniques, and
the multiaxial deformation behavior is often predicted assuming initially isotropic yield and
subsequent flow normal to the yield surface.
The primary objective of this thesis is to obtain a better understanding of the nature
of inelasticity in NC metals by simulating multiaxial deformation at the atomistic resolu-
tion, and developing methods to interpret the results in ways that would be useful from
a continuum constitutive modeling viewpoint. First, we have presented a novel, statisti-
cal mechanics-based approach to unambiguously resolve the elastic-plastic transition as an
avalanche in the proliferation of mobile defects. This approach is applied to nanocrystalline
Cu to explore the influence of pressure and multiaxial stress states on the inelastic defor-
mation behavior. The results suggest that initial yield in nanocrystalline Cu under biaxial
loading is only weakly anisotropic in the ∼ 5 nm grain size regime, and that plastic flow
evolves in a direction normal to the von Mises yield surface. However, triaxial deformation
xxiii
simulations reveal a significant effect of the superimposed hydrostatic stress on yielding un-
der shear. These results are analyzed in detail in order to assess the influence of pre-existing
internal stresses and interfacial excess volume on the inelastic deformation behavior.
Further, we have studied the effects of imposed hydrostatic pressure on the shear de-
formation behavior of Cu bicrystals containing symmetric tilt interfaces, as well as Cu
nanocrystals of different grain sizes. Most interfaces exhibit an increase in shear strength
with imposed compressive hydrostatic pressure. However, for some interfaces, this trend is
reversed. Neither the sign nor the magnitude of the pressure-induced elevation in shear
strength appears to correlate with interface structure or particular deformation mech-
anism(s). In Cu nanocrystals, we observe that imposed compressive pressure leads to
strengthening under shear deformation, and the effect of imposed pressure on the shear
strength becomes stronger with increase in grain size or temperature. Activation parame-
ters for shear deformation have been computed for these nanocrystals, and computed values
seem to agree with existing experimental and theoretical estimates. Finally, we have pro-
posed some modifications to conventional isothermal molecular dynamics algorithms, in
order to isolate dislocation nucleation events from interfacial sources, and thereby permit





Understanding the effects of a material’s microstructure on its emergent properties is of
central importance to the field of Materials Science and Engineering. In recent decades,
advanced material characterization techniques have permitted a closer investigation of the
structure of engineering materials at the scales of microns and lower, and have helped estab-
lished relations between chemical composition, material processing routes, microstructure,
and resultant properties. The influence of material microstructure on bulk properties is a
multi-scale phenomenon; properties that are manifested at the macroscale are inextricably
linked to a complex interplay of evolving microstructural elements and interacting defect
structures at several finer length scales [195]. In the latter half of the past century, major
advances have been made towards understanding the polycrystalline structure of metals,
the dynamics of lattice dislocations in crystalline materials, and the role of interfaces such
as grain boundaries (GBs). This knowledge has helped accelerate the development of high-
performance alloys, via strengthening/toughening mechanisms [7], and grain boundary en-
gineering (GBE) [262, 171, 170] approaches. Awareness of the static and dynamic aspects of
microstructure is not only helpful towards predicting the behavior of existing materials, but
also encourages the notion that engineering materials could be designed [158, 159, 135] in
a bottom-up manner with specific properties in mind, in contrast to traditional approaches
of material selection [12] to meet performance objectives.
Recent decades have seen the development of nanocrystalline (NC) metals [71, 208, 60,
242], which are characterized by a very fine mean grain size of 100 nm or lower. This grain
size regime represents a refinement by 2-3 orders of magnitude over conventional coarse-
grained (CG) metals, where the mean grain size is on the order of microns. Compared
to CG metals, NC metals exhibit several improved mechanical properties such as strength
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[280, 43, 75, 97, 101, 110, 103], wear resistance [285, 203, 258], fatigue life [160, 81, 113, 248],
and superplasticity [127, 148, 138, 131]. It is now known that these improvements stem from
the refinement of characteristic microstructural length scale down to the scale of nanometers,
leading to the suppression of classical plastic deformation mechanisms. Deformation mech-
anisms that typically operate in CG metals and their alloys, e.g., the nucleation, migration,
interaction, and annihilation of lattice dislocations in crystalline grains, are severely limited
in NC metals; instead, interface-mediated mechanisms such as GB sliding/migration, dislo-
cation nucleation from GB sources, and twinning tend to dominate. Figure 1(a) schemat-
ically shows various transitions in deformation mechanism encountered as the grain size
is reduced from microns (Traditional) down to extremely fine-grained (Nano-1). In the
CG grain size regime, a decrease in grain size is associated with an increase in strength
(the Hall-Petch relation [80, 162]). In the NC regime, the onset of GB-sliding processes at
grain sizes below ≈ 20 nm leads to weakening, also known as the inverse Hall-Petch effect
[45, 185, 219, 22, 183].
The transition to non-classical, interface-mediated deformation mechanisms at NC grain
sizes has profound implications regarding the predictive modeling of plastic deformation
in these materials. First, traditional theories of crystal plasticity [9, 10] do not apply
at nanoscale grain sizes, since these do not account for GB-mediated processes. Second,
in the regime of sub-micron grain sizes, experimental [37, 281, 187] and computational
[129, 149, 128, 230, 56] studies have reported strength asymmetry in tension vs. com-
pression (also see Figure 1(b)). These observations question several core assumptions of
classical plasticity theories, namely, that initial inelastic yield in metals is driven only by
deviatoric stress, and that subsequent flow occurs normal to the yield surface. Third, plas-
tic deformation of NC grains is limited by the interface-mediated nucleation and pinning
of dislocations [245]; therefore, classical strengthening mechanisms that are based on dislo-
cation multiplication+storage and dislocation-obstacle interactions in the lattice may not
apply to NC metals. Clearly, there is a need for constitutive theories for NC plasticity to
incorporate these non-classical effects, especially with respect to scaling of material strength
with microstructural length scale(s), and plastic yield and flow behavior.
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Figure 1: (a) Schematic showing the scaling of nominal strength with grain size d in
metallic materials. Various scaling regimes (Nano-1, Ultrafine, etc.), along with expected
deformation mechanisms that primarily operate in those regimes, have been marked. (b)
Schematic showing the scaling of tension-compression strength asymmetry (shown on the
vertical axis) with grain size d [128].
3
Figure 2: Schematic showing the hierarchy of plasticity models used for polycrystalline CG
metals. While going from left to right, the size of the “window of observation” increases,
and the degrees of freedom (DOF) associated with the model decrease [136].
Mechanical testing practice for NC metals, and nanostructured (NS) materials in gen-
eral, is still evolving, and experimental exploration of general, multiaxial deformation behav-
ior is time-consuming and expensive. However, with the increasing power (and decreasing
cost) of computing resources in recent times, direct numerical simulation of such material
phenomena has become feasible. Computational efforts can provide a supplement to ex-
perimental studies, and can potentially accelerate the development of NC materials with
tailored properties. Atomistic techniques, e.g., Molecular dynamics (MD) offer one class
of computational methods to estimate the material response (and more importantly, the
microstructural origins of such a response) [27]. Atomistic simulations are naturally suited
for the study of physical processes that occur at the scale of nanograins, and several past
studies [183, 243, 244, 246, 245, 51, 237, 61] have made critical contributions towards the
current understanding of plasticity in NC metals. While these studies do reveal impor-
tant qualitative aspects of defect dynamics in NC metals, predicting bulk properties in a
bottom-up manner using knowledge of fine-scale material physics is often a tough challenge
[136]. Even if the behavior of individual material defects (vacancies, dislocations etc.) is
well-understood, directly modeling a microstructure containing a large population (often on
the order of Avogadro’s number) of such defects is computationally infeasible. Therefore,
for the purpose of predictive modeling of plasticity in large material volumes (having di-
mensions on the order of microns and larger), it is necessary to adopt various reduced-order
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models of material behavior. As an example, Figure 2 shows a multi-scale hierarchy of sev-
eral models used to describe dislocation-mediated plasticity in CG metal polycrystals [136],
where each model pertains to a different range of length scales, and a model applicable
to a particular length scale can be parameterized based on information from both higher
(top-down) and lower (bottom-up) length scales. A similar hierarchy can be envisioned for
NC metals. Here, bottom-up approaches based on atomistic simulations have even greater
utility, due to the smaller length scale-separation between the atomic scale and the scale of
NC polycrystalline aggregates.
1.2 Problem definition
The primary question that motivates the present research is this: how is the elasto-plastic
deformation behavior of NC microstructures and bicrystal interfaces affected by the stress
state? In particular, what is the role of non-deviatoric stress components (e.g., hydrostatic
stress, stress normal to crystallographic slip planes), grain size, and temperature on the
kinetics and kinematics of non-classical, interface-mediated deformation processes that op-
erate in NC metals? The aim of the present work is to develop and test a suite of tools
(simulation strategies, analytics and algorithms) that can be applied within the framework
of atomistic simulation techniques to computationally probe the yield/flow surface(s) of NC
microstructures, as well as resolve the evolution of continuum fields such as stress, strain
and curvature in different microstructure elements such as crystalline grains and interface,
where distinct deformation mechanisms operate.
Specific questions addressed in this thesis are enumerated below:
1. How can deformation behavior under combined multiaxial stress/strain states be ex-
plored by atomistic simulations? In the literature, the vast majority of atomistic
simulation studies of elasto-plastic deformation in nanocrystals and bicrystals in the
literature have been performed under uniaxial loading, which is insufficient to assess
the appropriate mathematical form for plasticity theories of a full multiaxial nature.
Therefore, there is a need to design methodologies with the framework of molecular
dynamics that can impose deformation along specific paths in the stress/strain space
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via the prescription of evolving boundary conditions. Preferably, these methodologies
should also permit explicit control over components of the stress or strain that directly
affect the motion of mobile defects.
2. How can the onset of inelastic yield be demarcated for an arbitrary deformation path?
A variety of inter-granular and intra-granular deformation mechanisms are known
to operate in NC metals in different regimes of grain size (see Figure 1). These
mechanisms are known to lead to non-linear, partially-recoverable deformation [168,
26, 24, 25], making it difficult to demarcate the onset of plastic deformation (i.e., the
yield point) via conventional approaches e.g., strain offsets on the stress-strain curve.
To address this problem, more nuanced methods to resolve the yield transition are
needed, which take the underlying microstructure evolution into account.
3. How can atomistic simulations be used to quantify the kinetics and kinematics of
initial yield and plastic flow in NC metals? Atomistic simulations of material defor-
mation provide high-resolution information regarding the evolution of microstructure,
down to precise atomic trajectories. However, interpreting this information to create
a reduced-order description of material behavior is often not straightforward. In the
context of the elasto-plasticity of NC metals, outstanding issues are (a) the distribu-
tion of the inelastic strain between different interface-mediated deformation mecha-
nisms, (b) appropriate constitutive laws for structural transitions that occur via such
mechanisms, and (c), the role of stress components/invariants other than the resolved
shear stress in the mathematical formulation of these constitutive laws. Obtaining
such information from atomistic simulations requires a combination of computational
tools, e.g., metrics of structural/topological analysis, methods to quantify the energy
barriers to deformation (activation parameters), and algorithms to directly compute
the evolution of key microstructural quantities (interfacial free volume, for instance).
4. How is stress-driven interface motion affected by the interface structure? Interfaces
are arguably the most important microstructural components in NC metals. Besides
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serving as dislocation sources and subsequent pinning sites for dislocation loops, inter-
faces can also directly contribute to the inelastic strain via stress-driven motion (slid-
ing/migration/dissociation). The mechanics of such interface motion, especially the
role of interface structure (structural unit/free volume content) is not well-understood
as yet.
1.3 Thesis Objectives
The objectives of this thesis are to:
1. Classify microstructural rearrangements associated with the deformation of NC struc-
tures, based on separate intergranular and intragranular deformation mechanisms.
2. Study the elastic-plastic response of NC structures under a variety of multiaxial stress
states and temperatures, and analyze domain–wide statistics of microstructure rear-
rangement to resolve cooperative kinetics of deformation.
3. Using information from 2, demarcate the elastic-plastic transition in NC metals and
compare yield loci based upon criteria of both strain and dissipation.
4. Extend previous work on bicrystals [201, 197, 230, 225, 234] to explore the effects of
imposed hydrostatic pressure on the shear deformation response of such bicrystal .
5. Determine the partitioning of the inelastic strain rate among competing deformation
mechanisms and assess the degree of non-associativity of the flow potential with the
yield surface.
6. Estimate activation parameters for intergranular vs. intragranular deformation mech-
anisms, by observing the effect of temperature on the partitioning of microstructural
rearrangement caused due to each mechanism.
7. Explore methods to control the activation of interfacial dislocation sources in atomistic
ensembles, with the purpose of obtaining atomic trajectories associated with single
dislocation sources. These trajectories can then be used as input to optimization
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methods such as Nudged Elastic Band [84] to obtained energy barriers to nucleation
for various source(s).
While this thesis focuses primarily on the properties of NC metals and the nature of
interface-mediated deformation mechanisms, the approaches and methods developed in this
thesis could potentially be applied to any atomistically-modeled material microstructure in
which the effect of general multiaxial stress states/loading path is of interest.
1.4 Significance of Research
This thesis investigates the role of non-classical, interface-mediated deformation mechanisms
viz., GB-assisted dislocation activity in the grain interior, and features of yield and flow
behavior arising due to these mechanisms. The present work has addressed critical aspects
of the understanding of plastic deformation pathways in NC metals, from the perspectives
of GB structure, interfacial internal stress/free volume, and thermal activation.
Atomistic simulations offer the advantage of directly modeling NC ensembles. For engi-
neering applications, however, more broad-spectrum descriptors of material behavior at the
bulk scale are desired. In structural components, for example, changes in temperature and
loading rate are obvious factors to be considered in material selection. So is the role of com-
bined stress states involving hydrostatic, shear, and normal stresses. The trends observed in
the deformation behavior of atomistic NC ensembles and extracted statistics of nanoscale
defect cascades can inform higher length-scale continuum constitutive models, which are
essential for predictive stress and failure analysis of structural components. At present,
no physically-faithful and robust constitutive models suitable for multiaxial loading condi-
tions are available for NC metals. This thesis describes a set of simulation strategies and
analytic tools which provides the necessary machinery to explore and interpret multiaxial
deformation behavior of any material microstructure accessible to simulation via MD.
1.5 Thesis structure
This thesis is organized as follows. In Chapter 2, first, an overview of several key concepts
of metal plasticity and atomistic simulation techniques such as molecular statics, molecular
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dynamics, interatomic potentials, and statistical ensembles is presented. The chapter then
provides a background of the structure and properties of NC metals, with a focus on me-
chanical properties, the role of interfaces, and unusual mechanistic aspects that distinguish
these materials from CG metals. In later sections of Chapter 2, the methodology for the
construction and simulated deformation of atomistic models of NC microstructure(s) has
been described. Lastly, analytic methods that are used to interpret the results of these
atomistic simulations have been discussed, including metrics of local crystalline class, and
atomic-scale metrics of strain, rotation, and material spin.
In Chapter 3, a statistical mechanics-based approach is introduced to demarcate the
elastic-plastic transition in deforming atomistic ensembles. The approach relies upon ensemble-
scale thermometry, whereby dissipation due to inelastic rearrangement events is indirectly
resolved by the evolution of a thermostat variable. This approach reveals cascades of atomic
rearrangement that unambiguously correspond to the onset of plasticity, and permit the
quantification of yield surface(s) without prior knowledge of either the prevalent deforma-
tion mechanisms, or the stress-state dependence of the activation of these mechanisms. The
thermostat-based yield criterion is tested for the uniaxial deformation of a Cu nanocrystal.
In Chapters 4-6, several approaches have been employed to simulate the deformation of
periodic atomic ensembles under a variety of complex combinations of applied stress- and
displacement-type boundary conditions. These approaches are based on the framework of
Parinello-Rahman [161] dynamics, and provide selective control of all six applied stress and
strain components. Particularly, they permit deformation via ramped-stress or ramped-
strain schemes, thereby allowing exploration of the spaces of stress/strain components in
which yield/flow surfaces are formulated.
In Chapter 4, loading-unloading simulations have been performed on a NC Cu ensemble
along several plane-stress biaxial and full multiaxial deformation paths. These simulations
are used to estimate the effect of imposed hydrostatic pressure on the onset of inelasticity,
and the extent of normality of the inelastic strain rate with the von Mises yield surface. Ad-
ditionally, the evolution of strain fields within the microstructure has been investigated for
possible correlations with atomic-scale measures of unrelaxed internal stress and interfacial
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excess volume.
Chapters 5 and 6 are concerned with assessing effects of imposed hydrostatic pressure on
shear-driven, interface-mediated deformation mechanisms. In chapter 5, the shear deforma-
tion response of several Cu symmetric tilt grain boundaries (STGBs) has been investigated
under conditions of an imposed hydrostatic pressure. Chapter 6 extends these investigations
to Cu nanocrystals, where effects of grain size, temperature, and superimposed pressure on
the shear deformation behavior have been analyzed, and associated activation parameters
computed. The computed values are compared with existing theoretical models of disloca-
tion nucleation as well as recent experimental results where similar deformation mechanisms
have been reported. However, it should be noted that activation parameters computed from
the deformation response of an ensemble of NC grains represent mean values, and may not
pertain to individual defect activation events. To address this limitation, a modification
to isothermal MD is proposed in Chapter 7. The modified dynamics algorithm permits
the prescription of a spatially-discretized temperature field, which can potentially be em-
ployed to selectively activate and suppress dislocation nucleation in different regions of the
microstructure, and obtain atomic trajectories that correspond to isolated inelastic events.
Chapter 8 summarizes major findings of this work, and lists various methods that
have been developed to probe and interpret the multiaxial deformation behavior of various
atomistically-modeled material systems, not just nanocrystals. Finally, some outstanding




2.1 Plastic deformation of metallic materials
Plastic deformation plays a key role in the thermomechanics of engineering metals and al-
loys. Plasticity is of central concern in the ductile failure, surface wear, and deformation
processing of metals. Additionally, mechanisms of fracture, fatigue, and damage typically
involve plastic deformation (e.g., the blunting of cracks). As novel engineering materials
are developed with demanding next-generation applications in mind, a better understanding
of the nature of plastic deformation in these materials is desired, not only from a funda-
mental scientific viewpoint, but also to help predict structural failure and tailor material
microstructure for better performance.
At the atomic scale, plastic deformation in metals is the result of stress-driven irre-
versible rearrangement of atoms, i.e., bond-switching (this should be contrasted with bond-
breaking, which leads to brittle fracture). Constitutive descriptions of plasticity attempt
to establish relations between the kinetics (force-like quantities, e.g., stress) and kinematics
(displacement-like quantities, e.g., strain) that emerge from such rearrangement events. To
that end, many (but not all) models of metal plasticity invoke the concepts of a yield surface
and flow potential. As a ductile material is deformed, its stress-strain response is charac-
terized by an initial linear elastic deformation regime (Hooke’s law), where the deformation
is completely reversible. Upon further deformation, the onset of irreversible deformation,
called yield, is usually indicated by deviation from linearity. For a material volume deformed
under the influence of a general, multiaxial stress tensor σ, yield is modeled by a scalar
function F (σ), called the yield function. Deformation is elastic for stresses that result in
F < 0, and the yield point is reached when F = 0. The surface defined by F = 0 is called
the yield surface. The plastic strain εP evolves in a direction given by the flow potential
function Φ , i.e., dεP = dλ(dΦ/dσ).
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Irrecoverable deformation in metals occurs via permanent distortion (shape change),
which is driven primarily by shear stresses. This behavior was incorporated in early models
of metal plasticty, such as those by Tresca [221] and von Mises [252]. The von Mises yield
function is given by:
J2 −K = 0 (1)
where J2 is the second invariant of the stress deviator tensor and K is directly proportional
to the yield strength under pure shear deformation. Note that Equation 1 implies isotropic
yield with no dependence on hydrostatic stress. Phenomena in the post yield behavior were
identified in cyclic loading-unloading experiments, which revealed strain hardening and the
Bauschinger effect (lowering of the yield stress for reversed loading). Consequently, various
isotropic and kinematic hardening theories [156, 164, 292] were formulated to account for
these effects. These theories incorporate the effects of deformation history via the expansion
and translation of the yield surface, respectively. Despite the simplicity of the von Mises
yield criterion (also called the J2 criterion), it continues to be used extensively in engineering
design and analysis to predict initial yield, especially for isotropic polycrystalline metallic
materials.
The aforementioned models of plasticity are phenomenological, i.e., they are postulated
simply based on empirical evidence obtained from ‘macroscopic’ indicators such as stress-
strain behavior, with no consideration of material microstructure or its evolution. As a
result, phenomenological models often cannot effectively predict changes in the material
response due to deformation-induced changes in microstructure. Furthermore, the choice of
parameters and the mathematical form of phenomenological models is based on empirical
evidence, and therefore it is difficult to ascribe the predicted material response to specific
physical processes. Therefore, in recent decades, there has been a surge of interest towards
improving existing plasticity models by explicitly incorporating knowledge of micro- and
nano-scale mechanics obtained from material science [136, 137]. This pursuit of physically-
accurate models has also been motivated by advances in dislocation theory [85, 92], and
improvements in techniques of material characterization. Examples of plasticity theories
that incorporate some information of material microstructure and/or defects include strain
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gradient plasticity [64, 65], crystal plasticity models [9, 10], and discrete dislocation models
[282, 30]. These theories are geared towards cases where von Mises plasticity is ill-suited,
e.g., to model finite size effects in plasticity, or to correctly reproduce texture evolution in
polycrystals as a result of complex deformation history.
Regardless of their precise formulation, most constitutive theories of metal plasticity
share some common features. First, it is assumed that the glide of dislocations on slip system
is driven by the resolved shear stress, and the influence of non-deviatoric stress components
is negligible. This assumption is reflected in Schmid’s law [184] of crystallographic slip in
single crystals, and leads to the von Mises yield criterion at the scale of an untextured bulk
polycrystal. The other assumption is the normality of flow; whereby the same function is
used as the yield function F and the flow potential Φ. Since the direction of flow (increment
of the plastic strain tensor) is along the gradient of Φ with respect to stress, it is also normal
to the yield surface. The von Mises yield criterion and flow normality are valid assumptions
in the case of the vast majority of ductile metals and alloys. However, significant deviations
are observed in the case of pressure-sensitive materials where dislocation activity is not the
primary deformation mechanism, e.g., soil [58, 294], or metallic glasses [57, 186]. Even in
materials where plastic deformation occurs via dislocation glide, some body centered cubic
(bcc) metallic systems deviate from Schmid’s law due to the spreading of dislocation cores
on multiple slip systems [249, 250, 165].
2.2 Nanocrystalline materials
The growing field of nanotechnology is characterized by a sustained effort to better under-
stand the physics of material behavior due to the reduction of characteristic dimensions of
an object down to the scale of nanometers. Interest in this field can be traced back to the
seminal lecture by Feynman [63], who envisioned the manipulation of matter at the atomic
scale to achieve novel functionality. Since then, the development of several advanced ma-
terial fabrication techniques has facilitated the creation of both individual nanostructures
e.g., nanoparticles [147, 83], nanowires [277, 272, 40, 121] and nanotubes [216, 239], as
well as bulk nanostructured (NS) materials including nanocrystals [71, 208], multilayers
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Figure 3: A schematic showing different classes of nanostructured (NS) materials, based
on morphology (shape) of crystallites, and chemical composition [72].
[214, 70, 91], and nanotwinned [126, 86, 125] materials.
In NS materials, the internal length scale (defined as the size/spacing of oriented mi-
crostructural features) is typically on the order of 10−9 m. The schematic in Figure 3 shows
different classes of microstructures encountered in NS materials, based on chemical com-
position and the distribution of different phases. A defining characteristic of NS materials
is the enhanced influence of interfaces such as grain boundaries (GBs) and/or free surfaces
on the physical properties. In conventional engineering materials, internal length scales are
typically on the order of microns or higher, and therefore, physical properties are controlled
by the behavior of bulk phases(s) that constitute the material. However, when these length
scales are reduced to nanometers, as is the case in NS solids, the population of atoms that
belong to the interfaces and/or free surfaces becomes comparable to the bulk atoms. Con-
sequently, material properties are strongly affected by interfacial structure, surface tension
forces, impurity segregation at interfaces, and the presence of disordered phases.
Nanocrystalline (NC) materials constitute a particular class of NS materials, whose
microstructure consists of polyhedral grains similar to conventional engineering metals, but
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with a mean grain size smaller than ∼ 100 nm. NC materials have received significant
attention in recent years due to their unique physical, mechanical, and electromagnetic
properties [71, 208, 60, 139, 13, 102, 169]. Compared to relatively coarse-grained (CG)
microcrystalline metals, NC metals exhibit:
• improved strength [59, 75, 142, 97]
• improved wear resistance [210, 212]
• improved fatigue life [160, 81, 113, 248]
• increased potential for superplasticity [127, 148, 138, 131]
• higher diffusivity compared to GB diffusion in CG metals [89, 53, 179]
• enhanced strain rate sensitivity [260, 41, 188]
NC metals and alloys also exhibit other interesting properties not observed in CG metal-
lic materials, such as tension–compression asymmetry [187] and time–recoverable deforma-
tion [168]. Unfortunately, several undesirable properties, e.g., low microstructural structural
stability [284, 181], limited tensile ductility [103, 104, 177, 241], and propensity for room
temperature creep [257, 278, 148] have also been reported in NC metals. While some of
these properties are expected simply due to the NC microstructure (metastability of in-
terfaces, lack of pre-existing dislocation sources), they were much more common in early
experimental studies (notably, pre-2000s) due to fabrication-related defects in experimental
samples. In recent years, fabrication techniques and alloying strategies have been improved
to allay many such concerns [38, 124, 220, 46, 153].
2.2.1 Fabrication of nanocrystalline metals
Due to the extremely small size of crystalline grains in NC materials, several conventional
fabrication and manufacturing methods that are routinely used for CG metals cannot be
used. Instead, several specialized fabrication methods have been developed to restrict the
size of grains and obtain a high volume fraction of interfaces. These methods can broadly
categorized into two types: single-step methods where nanograins are formed in-situ, and
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multi-step methods that rely on the creation and subsequent consolidation of nanometer-
sized clusters. Electrodeposition (ED) [60] and Severe Plastic Deformation (SPD) [242]
are two single-step methods that are commonly used to fabricate NC microstructures in
metallic materials. In ED, metal ions are electrolytically deposited from a solution onto
a substrate by applying pulses of current. Several factors such as current density, pulse
frequency, nature of the substrate and pH of the solution determine the grain size of the
deposited layer, and these factors are finely adjusted to yield a nanocrystalline grain size. In
SPD, large deformations are repeatedly applied to a metal block with a CG microstructure,
resulting in a cumulative shear strain of several hundred percent. The purpose of these
deformation steps is to induce large amounts of plastic deformation and increase the dislo-
cation density to a point that dislocations begin rearranging into low-energy configurations,
and ultimately form high-angle grain boundaries. In practice, SPD is performed either by
Equi-Channel Angular Extrusion (ECAE) [189], i.e., repeatedly extruding the initially-CG
sample through an angular die, or by High Pressure Torsion (HPT) [286], where a disc of
CG materials is placed under high pressure and deformed under torsion to large strains.
A multi-step method commonly used for the fabrication of NC metal microstructures is
Inert Gas Condensation (IGC) [152, 154]. In IGC, metal nanoclusters are first created by
condensing metal vapor in an inert atmosphere onto a cold finger. The condensed clusters
are then scraped off the finger and consolidated. Compaction and/or sintering may be used
to obtain the final NC sample. Most NC metallic samples used for mechanical testing in
the literature were fabricated via one of ED, SPD, or IGC methods. That said, several
other methods exist for the synthesis of NC materials; a discussion of these can be found
in Glieter [71].
The aforementioned NC synthesis methods differ greatly in terms of the accessible grain
size, grain size distribution, the potential to introduce undesirable defects/impurities, and
their suitability for different material systems. Figure 4 shows transmission electron micro-
graphs of NC Cu microstructures fabricated via (a) SPD, and (b), via ED. Several differences
between the microstructures in (a) and (b) are noted. First, the grains are larger in (a) than




Figure 4: Transmission electron micrographs of NC microstructures prepared via (a) High-
Pressure Torsion (HPT) [240], and (b) electrodeposition (ED) [109]. The material is Cu in
(a) and Ni, in (b).
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Figure 5: High Resolution Transmission Electron micrographs of interfaces in (a,b) elec-
trodeposited NC Ni, and (c,d) NC Cu, obtained from gas-phase condensation. Notice that
crystallinity is maintained right up to the interface, and no GB ‘phase’ of finite thickness
is observed. [109]
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via SPD are typically higher than those that can be reached via ED. Second, interfaces
between grains are not as well-resolved in (a) as they are in (b). This is because GBs
in SPD-processed microstructures are formed by the reorganization of dislocations from a
highly-strained lattice. This implies that GBs in SPD materials are predominantly high-
angle, non-equilibrium structures with both trapped Burgers content as well as high internal
stress and strain [240]. In contrast, GBs in (b) were formed via deposition, which results in
a GB structure that is closer to equilibrium. Third, the electron diffraction patterns in the
inset of each image show that crystallographic texture is considerably stronger in the SPD
samples. This is expected since the large plastic deformation of SPD encourages preferential
reorientation of material volumes. While crystallographic texture can be developed in ED
as well [59], it becomes less pronounced as the grain size of the deposited material decreases.
Since the early years of development of NC metals, the structure of interface regions
was a matter of debate. Specifically, the existence of a distinct, structurally-disordered
phase at and near the GBs was postulated (e.g., [71, 291]). While the degree of structural
disorder near GBs obviously depends on the fabrication route, in several TEM-based studies
[110, 263, 191] no such GB phase has been observed. Figure 5 shows high resolution electron
micrographs of ED- and IGC-prepared samples that reveal crystallinity all the way up to
the interfaces. Note, however, that the atomic misfit at GBs do produce short-range stress
and strain fields near the interface. At very small grain sizes (approaching the amorphous
regime), as the fraction of atoms belonging to GBs significantly increases, structural disorder
increases as well [271, 52].
2.2.2 Deformation behavior
From the standpoint of elasto-plastic deformation, the significant differences between the
CG microstructure and the compositionally-similar NC microstructure arise from the sup-
pression of lattice dislocation activity in the confined crystalline volumes inherent to NC
materials [51]. Unlike CG metals, NC metals do not have a significant concentration of
either pre–existing dislocations [82], or dislocation sources [275]. Additionally, extended
dislocation pileups are unlikely to form owing to the small grain size. Figures 6(a) and (b)
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(a) (b)
Figure 6: Effect of mean grain size on the stress-strain response of various CG and NC
material samples. Plots are for (a) Al, deformed under compression (Khan et al. [101]),
and Cu, deformed under tension (Guduru et al. [75]). In (a), plot labels denote to mean
grain size.
shows mechanical testing results from the literature, comparing uniaxial stress-strain curves
for microstructures of various grain sizes in Al and Cu, respectively. In both (a) and (b),
the increase in strength with decreasing grain size is evident.
Atomistic simulations [68, 180, 246, 228, 276, 245] have suggested that dislocations in
NC metals nucleate from GB sources. A snapshot from such a simulation is shown in
Figure 7. The snapshot was captured following the successive nucleation of two partial
dislocations—a leading partial (LP), and a trailing partial (TP) separated by a stacking
fault (red), from the GB network (blue atoms show GB atoms that lie in the dislocation
slip plane). Due to the small size of grains in nanocrystalline materials, these GB sources
tend to be small compared to Frank-Read sources in CG metals. Further, Figure 7 shows
that the dislocations LP and TP nucleate from different sites on the GB network. This
is the result of small scale stress-variations in the GB atoms, which influence not only the
nucleation of dislocations, but also serves to pin dislocation loops as they thread through
the grain [245].
At grain sizes on the lower end of the NC regime (below ≈ 20 nm), GBs can have
a non-negligible contribution to strain in the form of several GB processes (GBPs), e.g.,
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Figure 7: Snapshot from an MD simulation of NC Al, showing a pair of leading partial
(LP) and trailing partial (TP) dislocations separated by a stacking {111} stacking fault
(red). Arrows indicate locations on the interface where the LP and TP nucleated [245]. fcc
atoms in the grain containing the dislocation have not been shown.
GB sliding [243], GB migration [270, 175] and grain rotation [130, 191]. As the grain size
decreases below ≈ 5 nm, the material becomes nearly amorphous, and a transition to glass-
like deformation mediated by shear transformation zones (STZs) is expected [8, 128]. These
transitions have been cited as the reason behind the reversal of the Hall-Petch relationship
[182, 279] for the scaling of yield strength in NC metals having grain size smaller than ≈
20 nm. Besides the aforementioned mechanisms, the abundance of interfaces in NC metals
increase the propensity of diffusive rearrangement in GB regions, and Coble creep could
be a significant contributor to plasticity [45]. Recent experimental observations based on
in-situ microscopy [190, 191, 42, 115] have confirmed several mechanisms suggested by prior
atomistic simulation studies, namely the activation of GB dislocation sources and significant
GB migration.
Since the 2000s, the knowledge of deformation mechanisms and mechanical behavior of
NC metals has improved tremendously. However, the literature is largely silent on the issue
of elasto-plastic deformation in NC metals under multiaxial stress states. Primarily, this is
due to the lack of standardized mechanical testing apparatus for NC samples, which are often
too small and inconveniently-shaped for conventional testing equipment. For instance, even
for uniaxial tensile deformation of NC samples, complex, customized microsample testing
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apparatus had to be developed [259, 114]. Testing of NC material samples under controlled
multiaxial stress states is still more complex, and a dedicated experimental setup has been
developed only recently [5].
An understanding of the deformation behavior of NC metals under the influence of multi-
axial loading is important due to several reasons. First, combined stress states are routinely
encountered in mechanical components, and effects of stress multiaxiality is fundamental
to the understanding of not just ductile failure, but also in non-brittle fracture and fatigue
mechanisms. Second, several observations in the mechanics of NC metals are not consistent
with typical assumption made in classical theories of metal plasticity. The most prominent
observation is strength asymmetry under tensile vs. compressive loading (T-C asymmetry)
[187, 56, 218]. Atomistic simulations of dislocation nucleation from GBs in bicrystals [230]
have revealed considerably higher yield strengths in compression vs. tension. Note that T-
C asymmetry is a common feature of deformation in metallic glasses, and in that context,
similarities between deformation mechanisms in nanocrystals and glassy phases are also
worth exploring. Atomistic simulations have also revealed non-Schmid effects (influence of
normal stresses) in dislocation nucleation from GB sources [201] or homogeneous [227].
Strength asymmetry in multiaxial plasticity of NC metals has been explored in some
recent atomistic simulation-based studies [128, 55, 55]. Figure 8(a) and (b) shows simulated
biaxial, plane-stress yield loci for NC Ni and Cu respectively. For the Ni nanocrystal (grain
size of 2 nm) in (a), the compressive and tensile lobes of the yield loci are fit separately to
the Tresca (top) and von Mises (bottom) criteria. The difference in fitted curves reveals the
asymmetry of yielding. In contrast, in the NC Cu nanocrystal (grain size 6 nm), the yield
loci appears to agree with the von Mises criterion. Figure 9 shows results of a subsequent
atomistic-based work where the effect of grain size on the T-C strength asymmetry of NC
Cu was quantified. In Figure 9(b), a non-monotonic variation in T-C asymmetry with grain
size is noted, with a minimum around 4 nm. These results reveal a clear scaling of strength
asymmetry in NC metals with grain size.
Another unique aspect of NC metals is the nature of the elastic-plastic transition. In CG
fcc metals with little or no resistance to depinning of ‘pre-existing’ dislocation cores, such as
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(a) (b)
Figure 8: Biaxial yield surfaces of (a) NC Ni [128], and (b), NC Cu [55], computed using
atomistic simulations. Simulated microstructures had mean grain size in the range 2-6 nm.
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Figure 9: (a) A comparison of tensile (T) and compressive (C) yield strengths, computed
using MD simulations, for several NC Cu microstructures of different mean grain size in the
range 2-10 nm. (b) The asymmetry in yield strength computed using the values in (a) [56].
CG OFHC (oxygen-free high conductivity) Cu, a prominent yield point is indeed absent, and
lattice dislocation glide dominates. In NC metals, however, there is both a frictional barrier
(in the form of GB sliding resistance) as well as a dislocation nucleation/propagation barrier
to inelastic deformation. Additionally, considerable strain recovery has been observed even
after the onset of non-linearity the stress-strain curves for NC samples [25]. Hence, yield cri-
teria based on simple measures such as deviation from proportionality or offset strain may
fail to represent the extent of inelastic deformation suffered, in separate GB–dominated
and dislocation–dominated deformation regimes [237]. The presence of multiple simultane-
ous deformation mechanisms also raises questions regarding the normality of flow. While
classical plasticity theories tend to assume normality, the concept is not just a heuristic;
for instance, normality is expected only when the (kinetic) driving forces and (kinematic)
fluxes for different mechanisms of evolution of microstructure are not cross-coupled (this is
the idea of generalized normality as formulated by Ziegler [293]). In fact, the dominance
of a single force and associated flux pair has been shown to be the cause of flow normality
in classical metal plasticity [173]. In the context of dislocation-based mechanisms compet-
ing with GB processes in a deforming NC microstructure, non-negligible influences of one
mechanism on the other can lead to non-normal flow, e.g., if non-Schmid effects apply to
dislocation nucleation, but not to further propagation. Similar arguments can be made for
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GB processes, such as GB sliding/migration.
A number of continuum constitutive models have been formulated in recent years to
model the experimental stress–strain behavior of NC metals. Composite micromechanical
models [35, 36, 14] assume a distribution of ‘inclusions’ of hard crystalline phase embedded
in a viscous GB ‘phase’, while specifying a different constitutive behavior for each phase.
In the work by Wei et al. [265], the GBs were represented as a network of cohesive el-
ements having a non-associated traction–separation behavior. Wei et al. [264], modeled
stress–assisted diffusive mass transfer through the GB network and suggested a possible
mechanism for the experimentally observed time–dependent strain recovery in NC Al thin
films [168]. However, the aforementioned approaches model the microstructure top–down,
and therefore, inherently depend on assumed deformation mechanisms, nucleation sites and
barrier strengths or evolution profiles for internal variables. In these models, it is often
open to question whether the assumed nanoscale kinematics is faithful to the physics of
the deformation processes. Finally, the effect of combined stress states—particularly, the
appropriate mathematical form for the yield function and flow potential suitable for a full
3-D, continuum constitutive theory of NC plasticity—has not been addressed.
2.3 Homophase interfaces in fcc metals
Interfaces such as grain boundaries (GBs) and/or twin boundaries (TBs) are planar defects
present in polycrystalline materials such as CG and NC metals. From a mechanics stand-
point, interface act as barriers to dislocations and can provide paths for the propagation of
intergranular cracks. GBs are also associated with local enhancements in diffusivity, corro-
sion, and impurity segregation. While the role of GBs and TBs in influencing the kinetics
of material processes has long been known, relatively little attention was directed towards
investigations of interface character, i.e., the fine structure and associated properties of the
interface. In recent decades, however, significant advances have been made in the under-
standing of interface character, motivated partly by the availability of characterization and
computational tools, and partly by the recent development of nanostructured materials such
as thin films, multilayers, nanowires and nanocrystals.
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In a single-phase material, an interface is formed by the mutual impingement of crystals
of different lattice orientations growing into each other. Compared to other material defects
such as vacancies and dislocations, the structure of interfaces is considerably more compli-
cated. A homophase interface has a total of five degrees of freedom, comprising the relative
misorientation θ of the lattices on either side of the interface, and the orientation of the
interface plane [171]. The misorientation affects the tilt/twist character1 of the interface,
while the GB plane orientation affect the degree of atomic misfit. These parameters can be
expected to significantly influence dislocation slip transfer, corrosion, fracture, or diffusion
properties of the interface.
2.4 Structure and mechanical properties of interfaces
There have been several attempts to establish models for the mechanical properties of GBs
based on their structure. In early approaches based on dislocation theory, GB misorientation
was accommodated through an array of dislocations, with spacing inversely proportional to
the misorientation. For low-angle boundaries (misorientation angle <15 ◦), these models of-
ten gave accurate estimates of GB energy [172]. However, in high-angle GBs, the individual
dislocation cores are too close and linear elastic solutions for dislocation interaction energy
(and thereby, the GB energy) are no longer applicable. Alternatively, disclination-based
models were suggested [118] to account for the misfit of atoms at the interface.
Currently, no general theory relating the structure and mechanical properties of high-
angle GBs exists. Considerable progress, however, has been made in the context of interfaces
with a coincident site lattice (CSL) misorientation. The CSL is a lattice obtained by consid-
ering the hypothetical superimposition of two misoriented lattices that lie on either side of
an interface. For some misorientiations, this superimposition results in a significant fraction
of coincident lattice sites. The CSL is the lattice formed by these coincident sites. Figure
10 shows a 2-D schematic for such a misorientation, where the superimposed lattices result
in coincidence of 1/7 of the lattice sites. By convention, both the misorientation as well as
1If the misorientation is expressed as a rotation, the tilt/twist character pertains to the orientation of
the rotation axis with respect to the interface plane. Pure tilt interfaces contain the rotation axis in the
interface plane, while in pure twist interfaces, the rotation axis is normal to the interface plane. The vast
majority of misorientations correspond to mixed tilt/twist character
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Figure 10: A schematic demonstrating the concept of the Coincident Site Lattice (CSL).
Two misoriented lattices, with lattice points denoted by hollow and filled circles respectively,
have been shown superimposed. The CSL is composed of points where hollow and filled
circles coincide. The solid line ‘GB’ show the plane corresponding to a symmetric CSL
boundary [171].
the interface(s) resulting from this orientation are denoted by the Greek letter Σ followed by
the reciprocal of the fraction of coincident sites. Accordingly, the misorientation in Figure
10 is identified as Σ7. It is important to note, however, that the CSL Σ-value pertains only
to the relative misorientation of two lattices; the interface plane is not specified. Therefore,
multiple interfaces can share the same Σ value. Of these, one particular interface plane
(labeled ‘GB’) has been shown in Figure 10. This plane corresponds to a symmetric tilt
grain boundary (STGB), named so because similar lattice planes on either side of the GB
are equally inclined to the interface plane.
Figure 11 shows the structure of two low-Σ CSL GBs in Al, comparing images obtained
from transmission electron microscopy (TEM), and structures generated via atomistic simu-
lation. The boundaries have the same crystallographic tilt axis: 〈110〉. In both boundaries,
periodically-repeating polyhedra composed of atoms in the GB plane have been shown.
These polyhedra are identified based on the structural unit (SU) model of Sutton and Vitek
[209]. In Figure 11, the direction of the GB plane is indicated in curly braces {}.




Figure 11: Structures of two coincident site lattice (CSL) symmetric tilt grain boundaries
(STGBs), Σ11{113} (a,b), and Σ9{221} (c,d) in Al. Structures obtained from transmis-
sion electron microscopy TEM (a,c) [144], and atomistic simulations (b,d) [198] have been
compared. The structural units in each interface are marked with solid lines.
example, the coherent twin boundary (Σ3 STGB) is practically free of misfit strains, which
leads to a low energy and high tensile strength. Low energy and high tensile strengths
have also been observed in fcc Σ11 boundaries [201]. To some extent, such behavior is
intuitive, since good lattice coincidence across an interface (signified by the low Σ number)
can be expected to result in a GB structure having a good atomic fit. However, not all
low-Σ STGBs exhibit ‘special’ properties. Further, for the same misorientation, different
orientations of the GB plane can significantly change the degree of atomic fit at the interface.
A better understanding of the deformation behavior of individual interface structures is
desired for two reasons. First, interface-mediated processes (dislocation nucleation, pinning
of dislocations at interface facets, and various interfacial sliding/migration mechanisms)
are of first order importance in the deformation behavior of NC metals. Second, even in
CG metals, grain boundary engineering (GBE)[170, 262] techniques preferentially modify
the population of some types of GBs in the microstructure; in that case, nuances of the
interaction of these GBs with dislocations/cracks is likely to be important.
Figure 12 shows snapshots from atomistic simulations showing details of the (a) tensile
and (b), shear response of a Σ11{113} GB in Al. Strain is accommodated via dislocation
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(a) (b)
Figure 12: Atomistic simulation of bicrystals containing a Σ11{113} interface deformed
under (a) uniaxial tension normal to the interface plane, and (b) shear deformation in
the plane of the interface.[236]. Only atoms that belong to defect structures (interfaces,
dislocations, and stacking faults) have been shown.
nucleation under tensile loading, while shear deformation leads to the boundary migrating
to a new position. The nucleation of dislocations from GB ledges was first proposed by
J.C.M. Li [117] in the 1960s. In CG metals, with regard to plasticity, GBs tend to be
treated mostly as barriers to dislocation glide. Over the past decade, however, mechanical
properties of grain boundaries have been studied in great detail, and atomistic simulations
have significantly accelerated progress in that direction. Atomistic simulations have been
used to study dislocation nucleation from a variety of Cu and Al STGBs under uniaxial
loading normal to the boundary plane [197, 201, 225, 235]. In these studies, the role of
GB structure, interface plane orientation, free volume and non-equilibrium character have
been assessed. Several interesting phenomena have been reported in these studies e.g., the
weakening of interfaces with the E structural unit [201], and the significant effect of the GB
plane orientation [225] and excess free volume [235] on the deformation response.
Other studies [230, 224] have revealed T-C strength asymmetry and non-Schmid effects
on dislocation nucleation in both Cu bicrystals as well as single crystals (homogeneous
nucleation). Figures 13 and 14 show atomistic simulation results that reveal difference
in nucleation stress for dislocations. In Figure 13, nucleation stresses under compressive




Figure 13: A comparison of uniaxial stresses required for dislocation nucleation from nine
symmetric CSL bicrystal interfaces (characterized by the misorientation angle) in Cu, under
(a) tension, and (b), compression [224].
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Figure 14: A stereographic heatmap shows the tension-compression asymmetry of disloca-
tion nucleation stresses in single crystal Cu, for deformation along different crystallographic
directions. The low-index directions [100], [110], and [111] are shown. [226]
in single crystals (Figure 14), the crystal orientation appears to significantly affect the
stress required for dislocation nucleation. Furthermore, for some crystal orientations, the
nucleation stress under compression was found to be lower than that under tension.
Stress-driven GB-migration has been observed in experiments [115, 190, 191, 175, 116,
270] involving both nanocrystals and bicrystals. Unlike tensile deformation, which always
results in dislocation nucleation, the (computed) responses of various interfaces were quite
varied under shear, ranging from sliding, migration, dissociation, and dislocation nucleation
[234]. The activated mechanism has been found to depend not only on GB structure, but
also its non-equilibrium character [235]. Studies based on the Quasi-continuum method
[143] have observed GB sliding via shear suffling of GB atoms in some cases, and dislocation
nucleation in others [178, 261]. Cahn, Mishin and coworkers [33, 32, 146] simulated the shear
deformation behavior of several CSL boundaries in the 〈100〉 family of misorientations,




The structure of matter at the scale of angstroms is inherently discrete, and can be modeled
as atoms interacting via inter-atomic forces. The idea that physical phenomena could be
predicted simply based on the knowledge of initial conditions comprising the positions and
velocities of participating atoms and the laws of classical mechanics was theorized histor-
ically by Laplace [112]. However, it is only in recent decades that advances in computing
technology and a better understanding of inter-atomic interactions have made such simu-
lations practical. Since then, a variety of atomic and molecular systems have been studied
using atomistic techniques, e.g., liquids, solids, interfaces, micelles, proteins and nanocrys-
tals (e.g., [98, 134, 269, 167, 180, 197]).
In atomistic simulations, atoms are represented as point particles that interact via forces
that are given by the spatial gradient of an interatomic potential field. The total force F
acting on an atom i is obtained as:
Fi = −
∂U(r1, r2, r3 . . . rN)
∂ri
(2)
where ri is the position vector of atom i, and U is a scalar interatomic potential that is a
state function of the atomic positions r1, r2, r3 . . . rN in a system containing N atoms. The
following sections discuss three necessary components of any atomistic modeling strategy:
(i) a realistic model for the interatomic forces (Section 2.5.1), (ii) algorithms to update
position(s) of atoms based on the influence of these interatomic forces (Section 2.5.2), and
(iii) algorithms to implement constraints/boundary conditions to simulate the effect of
external factors such as temperature, applied deformation and/or stress (Section 2.5.2).
2.5.1 Interatomic Potentials: The Embedded Atom Method
The interatomic potential (U in Equation 2) primarily determines the accuracy of the atom-
istic model in comparison to the real material. U is arguably the most important component
of an atomistic simulation. While the nature of atomic bonding in most materials is best
described using quantum electronic structure (accessible via Hartree-Fock [194] methods
or Density Functional Theory (DFT) [106], U represents a purely classical potential that
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attempts to reproduce the effects of interatomic bonding without explicit consideration of
electronic interactions.
In past decades, several empirical potentials were formulated to simulate ‘model’ ma-
terials, such as the Lennard-Jones (LJ) potential [95] for liquids and the Morse potential
[150] for bonded interactions. Both the LJ and Morse potentials consider only atom-pair
interactions, and incorporate simple forms of van der Waals attraction at long ranges and
Pauli repulsion at close range. Unfortunately, the utility of these simple potentials for many
real materials is limited, since they fail to account for multi-atom interactions. For example,
pair potentials incorrectly predict surface relaxation in metals [50], and cannot account for
dissimilar elastic constants C11 and C44 in several crystals. Similarly, in covalent/molecular
systems, the effects of bond-angle, bond torsion, and non-bonded interactions (e.g., van der
Waals, electrostatic) necessitates a much more complex form of the scalar potential U . Since
U cannot account for precise electronic phenomena, the appropriate mathematical form for
U must be guessed based on the interactions present in the system. The parameterization
of such a potential for a particular materials system is then achieved by ‘fitting’ to material
properties obtained from more accurate (but also more computation-intensive) methods
such as DFT. Potentials developed in this manner are often classified as semi-empirical.
The present work focuses on the mechanical deformation response of face centered cubic
(fcc) metals, where the nature of atomic bonding permits several simplifications. Metallic
bonding has weak directionality, with no explicit bonded interactions. Also, due to the
effect of the core electrons in a metal, the long-range electrostatic forces are effectively
screened. While these simplifying assumptions are not universal (body centered cubic (bcc)
and hexagonal close packed (hcp) crystal structures show major deviations), for many fcc
metals, the atomic bonding can be adequately described as metal ions interacting with
an isotropic electron density background, in addition to pair interactions with neighboring
ions (this electron density is the results of the delocalization of valence electrons that are
loosely bound to their ions). This picture of metallic bonding motivated the development
of the Embedded Atom Method (EAM) of Daw and Baskes [50, 49]. EAM is a multi-atom,
effective medium approximation-based method where the potential energy of an atom is
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determined by embedding it at a point in the neighborhood of other atoms. EAM assumes
that the electron density ρ(rij) at a point A in space is given by the superposition of
individual electron densities from all other atoms in the system. If an atom is added to the
system at point A(rij) then its potential energy is composed of the pairwise interactions
with neighboring atoms and additionally, an embedding energy which is a functional of the










where rij is the distance between atoms i and j, ρ
j
ave(rij) is the spherically averaged
electron density contribution from all neighboring atoms (superscript j) at the position of
atom i. G is the embedding energy, which is a functional of the electron density. φ(rij) is
the pair interaction function.
There are several advantages of the EAM approach. First, its computational cost is
only marginally higher than pair potentials. Second, it can account for differences in be-
havior of atoms near vacancies, interstitials, or free surfaces. That said, EAM assumes an
isotropic electron density distribution in the neighborhood of ions. While this assumption is
reasonable for metals with full or nearly-full d-bands (e.g., Cu) where bond directionality is
negligible, it is often insufficient for metallic systems where bond directionality is important
due to partially-filled d-bands. To address this limitation, several modified EAM (MEAM)
potentials [15, 17, 16] have been developed, which incorporate the angular dependence of
the electron density.
The present research is concerned with the inelastic deformation behavior of Cu mi-
crostructures, and throughout this work, the EAM potential for Cu developed by Mishin
and coworkers [145] has been used. Following the precedent of earlier EAM potentials, the
Mishin potential has been fit to several materials properties obtained from DFT calcula-
tions, e.g., elastic constants, vacancy formation energy, phonon frequencies, and energies
of different crystal structures. In addition, the Mishin potential is also fit to the intrinsic
stacking fault energy (SFE), which pertains to the excess energy of the faulted hcp phase
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left in the wake of partial dislocations, with respect to the perfect fcc crystal. The SFE de-
termines the separation of dislocations into leading and trailing partial components, which
makes the SFE important from the standpoint of metal plasticity. However, the process of
partial crystallographic slip involves the crossing of a barrier, given by the Unstable Stack-
ing Fault Energy (USFE), and the kinetics of dislocation nucleation and propagation is
more closely linked to the USFE [174, 244]. Although the Mishin potential is not explicitly
fit to the unstable stacking fault energy, a comparison of EAM potentials by Boyer et al.
[20] revealed that the value of unstable stacking fault energy obtained using the Mishin
potential shows good agreement with DFT computations.
2.5.2 Molecular Statics and Molecular Dynamics
Molecular Statics (MS) and Molecular Dynamics (MD) are two classes of numerical meth-
ods that can be used to prescribe the motion of atoms under the influence of interatomic
forces. The methods differ in whether they affect only atomic positions (MS), or both
atomic positions and velocities (MD). Depending upon the application, a MS or MD-based
method may be appropriate. For example, MS methods are used for constrained structural
optimization (e.g. finding structurally stable configurations or transient states) as well as
for computing thermodynamic properties via statistical averaging (Monte Carlo methods).
One MS method: geometry optimization or energy minimization, has been frequently
used throughout this work. Energy minimization is a structural optimization process that
can be applied to relax an atomic configuration having excess potential energy into a more
stable, lower-energy configuration. Energy minimization is an iterative process; for a system
containing N atoms, each iteration involves a line search along a direction on the 3N -
dimensional potential energy surface, until a minimum in potential energy is found. The
search direction can either be taken as the direction of steepest descent (SD), or selected
using the method of conjugated gradients [192]. The latter leads to faster convergence
and has been used in this work. Each iteration moves atoms closer to their equilibrium
separation(s), thereby lowering the system’s potential energy. The process continues until
the energy of the system converges to a local minimum.
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In contrast to MS, MD is predominantly used to model the time-evolution of a system
via prescribed equations of atomic motion and subject to any external forces/fields. An
MD method essentially consists of two parts: (i) a set of ordinary differential equations
(ODEs) that prescribe the evolution of atomic positions and momenta, and (ii) a numerical
integration algorithm to solve these ODEs and obtain atomic trajectories.






ṗi = Fi (4b)
Here, subscript i refers to an individual atom, whose position, momentum, and mass are ri,
pi and mi, respectively. Fi denotes the total force acting on atom i, which equals ṗi, the
time-derivative of the atom’s momentum.
Note that Equations 4 can also be interpreted as a time-evolution law for the composite
vector χ = {r1, r2, r3 . . . rN,p1,p2,p3 . . .pN}. χ, which contains 6N components, corre-
sponds to a point in the phase space. In statistical mechanics, the term ‘ensemble’ pertains
to a distribution of points in the phase space, i.e., with every phase space point χ, a density
g(χ) can be assigned, which specifies the probability of occurrence of points in the vicinity
of χ in the ensemble. Since each phase space point relates to a specific state of the system,
consisting of atom positions and momenta, physically, g(χ) quantifies the relative likelihood
of finding the system in a particular state.
A thermodynamic ensemble is a specific type of statistical ensemble that applies to a sys-
tem of particles (atoms, in this work) that are in thermodynamic equilibrium. For example,
Newtonian dynamics (Equations 4) conserves the time-averaged total (potential+kinetic)
energy E and volume V of the system, provided no external forces are applied to the system.
Equations 4 therefore sample the microcanonical (NV E) ensemble, characterized by con-
stancy of number of particles (N), volume (V ), and total energy (E). The NVE ensemble
simulates a thermally isolated system having rigid boundaries, and is therefore not equipped
to model realistic conditions where exchange of heat and/or work with the surroundings is
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allowed. Other thermodynamic ensembles can be used for these purposes. The canonical
ensemble (NV T ) corresponds to a system with rigid boundaries, but where heat exchange
with an external bath (at temperature T ) is allowed. Similarly, for a system with movable
boundaries and external heat exchange, the isothermal-isobaric ensemble (NPT ) applies,
where P is the pressure.
It should be noted that while deterministic dynamics can be used to generate atomic
trajectories, it is not necessary to sample the ensemble. Monte Carlo (MC) simulations,
which use random numbers for generating configurations or selecting perturbations, as well
as dynamics algorithms that include stochastic forces [6, 18], could be used equally well.
However, deterministic dynamics is often preferable when precise atomic trajectories are
desired. In the present work, the rearrangement of atoms under the influence of internal
and external forces is of foremost importance, which necessitates the use of deterministic
dynamics.
Several methods have been proposed to sample the NV T and NPT ensembles via
deterministic dynamics. In the present work, these dynamics methods have been employed
not just for controlling temperature/pressure in MD simulations, but also to derive metrics
of inelastic criticality (Chapter 3) and to control defect nucleation (Chapter 7). Therefore,
only a short overview of these methods has been presented here; more detailed explanations
of concepts and the formulation of these methods can be found in the aforementioned
chapters.
To sample the NV T ensemble, Nosé [155] introduced a temporal scaling factor s via
which atomic speeds were adaptively increased or decreased, thereby controlling the tem-
perature. Hoover [88] improved upon Nosé’s concept by using the instantaneous excess




















where the factor η modifies atomic velocities based on a negative feedback from the dif-





) and the target
thermodynamic temperature (dNkBT ), and therefore acts as a thermostat. A similar neg-
ative feedback loop can be also be used to impose pressure control. Constant-pressure
molecular dynamics algorithms [141, 133] modify the boundaries of a MD simulation do-
main to match the system’s internal pressure Pint with the prescribed target pressure Pext,














































− (Nf + 1)kBT
(6)
here, ω is called the barostat, and serves to control fluctuations in the system volume V .






















), and a virial term (
∑N
i=1 ri.Fi)
are included. Note that Pint represents a system-wide sum over atomic kinetic energies
and virial terms. Also, Equations 6 pertain to a MD domain where only isotropic volume
fluctuations are allowed. Such a domain precludes shape distortions, which are necessary
to simulate plasticity. By introducing more barostat variables, each corresponding to a
different component of the domain-level stress tensor σ, the simulation domain can be placed
under an arbitrary stress state. For this purpose, the Parinello-Rahman (PR) barostat [161],
which permits the full triclinic distortion of a simulation domain, is employed in this work.
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Figure 15: A schematic showing a two-dimensional simplified potential energy surface
(PES), highlighting the position of locally stable configurations (troughs or minima) and
transition states (saddle points). [2]
(ii) Integration algorithm: To integrate atomic positions and velocities over time, the
Velocity Verlet algorithm [3] has been used:




v(t+ ∆t) = v(t) +
a(t) + a(t+ ∆t)
2
∆t (8)
where r,v and a are respectively the instantaneous position, velocity and acceleration of an
atom. The terms t and t + ∆t denote consecutive timesteps. Velocity verlet is a symplec-
tic2, second-order integration algorithm and has found application in various fields where
numerical solutions to particle dynamics problems are needed.
Details regarding general concepts in MD simulations can be found in books by Allen
and Tildesley [3] and Haile [79].
2.6 Energy landscapes and activation parameters
The method of energy minimization described in the previous section involves descent on a
potential energy surface (PES). For materials modeled using the EAM potential, the PES is
a scalar function of atomic positions {r1, r2, r3 . . . rN} (3N degrees of freedom). Such a sur-
face is shown schematically for a system with only two degrees of freedom in Figure 15. The
2volume-conserving in phase space
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PES is composed of peaks (unstable configurations), valleys (locally stable configurations),
and saddle points (transition states) separating adjacent valleys. Structural transitions in
solids involve atomic rearrangements; on the PES, these structural rearrangements are man-
ifested as hops between adjacent valleys (local minima), after going through a transition
state. Since the transition state is of higher potential energy than either minima, there is
always an energy barrier to rearrangement. Further, several different rearrangements can
be possible starting from a given stable configuration. This can be seen in Figure 15, where
several adjacent minima are typically accessible, and the transition to each minimum could
potentially involve a different transition state (and therefore, a different energy barrier).
In practice, the rate at which different structural transitions occur is determined by the
relative magnitudes of the energy barriers associated with different transitions.
Although the PES offers a generic way to interpret the kinetics of structural rearrange-
ment in materials, the complexity of the PES rapidly increases with the number of atoms
(N). For large N, information regarding local minima and saddle points in the space of 3N
position coordinates becomes computationally intractable. Further, in phenomena involv-
ing stress-driven structural rearrangement, such as plastic deformation, the application of
external stress tends to change the shape of the PES, reducing the activation energy barrier
from some transitions. This stress-dependence is approximated to the first order using a
linear approximation, i.e.,
Q = Q∗ − Ωσ (9)
where σ is the applied stress, Q∗ is the activation energy on the PES corresponding to σ = 0,
and Q is the activation energy for the applied stress. The coefficient of stress-dependence,
Ω has dimensions of volume and is therefore called the activation volume. Physically, Ω
quantifies the number of atoms involved in the rearrangement at the saddle point.
Despite computational limitations in computing PESs, PES-based approaches are nev-
ertheless useful for certain specific types of problems involving atomic rearrangement: (i)
where the path of rearrangement (i.e, kinematics) is known, or (ii) where the PES is probed
only locally, i.e., only in the vicinity of a known stable configuration. Different types of MS
techniques are typically used to numerically compute the PES and activation barriers in
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these cases. For known rearrangement mechanisms (aforementioned case (i)), energy path-
way sampling via the Nudged Elastic Band (NEB) method [84] is commonly used in the
literature. In NEB, several atomic configurations are generated by interpolating the posi-
tions of atoms between two stable configurations that correspond to adjacent minima on the
PES. The interpolated configurations are then sequentially coupled via virtual spring forces
(the “elastic band”) with additional constraints (the “nudging”). In the extended system
(interatomic potential+spring energy+constraints), an optimization of the potential energy
yields a minimum energy path (MEP), whose maximum corresponds to the transition state
(saddle point).
Figure 16 shows a particular application of the NEB method to compute the activation
parameters for nucleation of a dislocation from the free surface of a Cu nanopillar under
compression [290]. In (a), computed transition states/saddle point configurations are shown
for the cases of nucleation from a face (left), and from a corner (right). For the case of corner
nucleation, the variation of activation energy and volume with applied compressive stress
is shown in Figure 16(b).
In cases where structural transitions are not precisely known (aforementioned case (ii)),
the PES must be probed along several directions near a known minimum to search for saddle
points. Naively, even a random sampling of the neighborhood of a minimum can be expected
to resolve the local shape of the PES; this forms the basis of a variety of Monte-Carlo tech-
niques where configurations are generated based on randomized atomic ‘moves’. However,
owing to the high dimensionality of the search space, and little knowledge of kinematics
(i.e., which kind of ‘moves’ result in structural transition), these methods are of limited
utility. In contrast, other MS methods attempt to traverse the PES quasi-deterministically,
by ‘ascending’ the slopes of the PES in different directions until an adjacent minimum is
reached. One examples of such a method is activation-relaxation technique (ART) [151],
originally developed to probe the PES in glasses. Figure 15 shows atomic configurations





Figure 16: (a) Transition states (saddle-point configurations) for dislocation nucleation
from the free surface of a Cu nanopillar, obtained using a Free End Nudged Elastic Band
(FENEB) computation. Images on the left and right respectively show nucleation from a
face and corner of the pillar. Only atoms with a non-fcc coordination are shown. (b) Acti-
vation Energy and activation volume for the corner nucleation event, shown as a function
of stress [290].
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The activation parameters for structural transitions can also be obtained via experimen-
tal means. If the effect of temperature and stress on some metric of structural rearrangement
(e.g., flow stress, diffusivity) is quantified, activation parameters Q and Ω can be defined.
Figure 17 shows activation parameters computed for plastic deformation in nanocrystalline
Ni at several different temperatures, using strain rate jump tests and stress-relaxation tests.
Note however, that in an experimental context, these parameters represent averaged values
that may pertain to the activation of several different rearrangement mechanisms, and/or
their mutual interaction. An example can be cited from crystal plasticity: the activation
parameters for dislocation glide in a crystal with a low initial dislocation density can be
expected to be similar to values obtained from PES-based computations over isolated dis-
location sources. However, as dislocations multiply and interact elastically, cooperative
rearrangements involving forest dislocation-cutting become more common. This is funda-
mental change in the nature of barriers, and activation parameters are likely to change
accordingly. Although the microscopic (PES-based) and macroscopic (experimental) inter-
pretations of thermally-assisted and stress-assisted activation are conceptually similar, one
must be careful comparing the magnitudes of activation parameters obtained from these two
approaches, since the phenomenology of a material behavior is often the result of processes
occurring at several length scales.
2.7 Simulation methodology
2.7.1 Creating Cu nanostructures
Two types of Cu nanostructures have been studied in this work: (i) Cu bicrystals containing
CSL STGBs, and (ii), Cu nanocrystals having a mean grain size in the range 5-20 nm.
All microstructures were created inside an initially-orthogonal (cube-shaped) simulation
domain.
Bicrystalline structures were created in a manner identical to previous work [198, 223],
whereby two misoriented Cu lattices are constructed in each half of a simulation domain.
These lattices have a common crystallographic tilt axis (〈100〉 or 〈110〉) and a mutual
misorientation angle that corresponds to a CSL. This is followed by a proximity-based
43
(a) (b)
Figure 17: Plots of (a) the activation volume, and (b), the activation energy (plotted on
the vertical axis) with temperature, obtained for a NC Ni sample via strain rate-jump and
stress-relaxation tests [260].
atom deletion step, in which one atom out of each pair of atoms that are closer than half
the lattice parameter (for Cu, this distance is 1.8075 Å) is randomly deleted. Subsequently,
energy minimization is used to relax atoms into their equilibrium positions. In general,
this step converges to local minimum of potential energy; therefore, one lattice is iteratively
translated parallel to the other and energy minimization is applied to all such configurations
until a global minimum energy is encountered.
To create a NC microstructure, first, the simulation domain is divided into several
‘grains’, based on a Voronoi tessellation [253, 176]. The seed points for the tessellation
are chosen based on the grain morphology desired: a 3-D uniform random distribution of
seed points results in polyhedral grains with a log-normal size distribution, while a 2-D
tessellation can be used to generate a columnar grain structure. Similarly, to generate
grains of similar shape and size, seed points can be chosen on a lattice (a small spatial
perturbation can be applied to avoid identical grain shapes). While computing the Voronoi
polyhedra, periodicity of the resulting tessellation is ensured by enforcing the minimum
image convention. The convention is applied as follows: while constructing the polyhedron
for seed point A, images of another seed point B are obtained by translating B by a length
equal to the domain dimensions in one or more Cartesian directions, resulting in a total
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of seven images (including B itself). The image of B that is closest to seed A is used to
generate the tessellation around point A. The minimum image convention ensures that
tessellated grains are continuous across periodic boundaries.
Following the tessellation, an fcc lattice of Cu atoms is created within each polyhe-
dral grain. The lattice orientations are chosen randomly from the group of 3-D rotations,
resulting in an untextured microstructure containing predominantly high-angle interfaces
of mixed tilt-twist character. Like the bicrystal structures, proximity-based atom deletion
is applied at this stage, followed by energy minimization to relax the microstructure into
a local minimum of energy. Note, however, that unlike the bicrystal, the possible rota-
tional/translational perturbations in each nanograin are too numerous to permit a simple
iterative search for a global minimum.
At the end of the minimization step, residual stresses might still be present at the bound-
aries of the simulation domain. To relax these stresses, both the bicrystal and nanocrystals
are equilibrated under NσT conditions to a prescribed temperature and stress. In this
work, temperatures of 10 K, 300 K, and 500 K have been used. The prescribed stress, if
non-zero (i.e., initially stress-free microstructure), is primarily of a hydrostatic nature.
2.7.2 Deformation scheme and boundary conditions
The primary focus of this thesis is to study the elasto-plastic deformation behavior of Cu
nanocrystals and bicrystals under general multiaxial stress state(s), via MD simulations.
Therefore, we have explored methods to simulate the effect of complex stress states and
deformation paths on plasticity in a nanoscale material volume that is embedded within
the bulk.
The need to simulate complex deformations in a bulk-embedded volume places some
specific restrictions on the simulation domain. First, free surfaces at the domain bound-
aries are undesirable since they can serve as sites for dislocation/crack nucleation, and can
also introduce domain-level stress gradients, such that the simulation is not representative of
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Figure 18: A schematic showing the effect of periodic boundary conditions on particle
dynamics in a MD simulation domain. Solid lines show the real simulation domain; the
surrounding periodic images (virtual domains) of the real domain are shown as dotted
lines. Arrows indicate the continuous motion of a particle (filled circle), across the domain
boundary. Note that domain-images could exist in all three Cartesian directions. For clarity,
only domain-images lying in the x-z plane are shown.
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plasticity in the bulk. Second, when the material volume is placed under a general, multiax-
ial stress state, it should be free to undergo any affine deformation3. Physically, this implies
that boundary conditions imposed on an initially-orthogonal simulation domain should al-
low the domain to both expand volumetrically, as well as ‘warp’ into a parallelepiped shape
of triclinic symmetry.
To eliminate free surfaces at the domain boundaries, periodic boundary conditions are
used (they are, in fact, necessary if stresses at the domain boundaries are to be externally
controlled, as is the case in the present work). Figure 18 shows a schematic of periodic
boundary conditions applied to an initially-orthogonal simulation domain. Along with the
real simulation domain (solid lines in Figure 18), several identical virtual copies of the
domain are assumed to exist (dotted lines) at all times. All atoms in the real domain can
interact not only with other real atoms, but also with nearby ‘ghost’ atoms that belong
to virtual domains (the reader can verify that this is the same as the minimum image
convention of the previous section applied to individual atoms). As shown in Figure 18,
an atom that leaves the simulation domain by crossing a periodic boundary re-enters from
the opposite side. In the present work, periodic boundaries have been used in all three
dimensions.
All nanostructures studied in this work initially occupy orthogonal simulation domains.
Figure 19 shows an MD simulation domain with various stress components marked (the
strain components are identified by a similar convention). To study only the effects of de-
formation under normal stresses (i.e., a diagonal stress tensor), the domain need only have
three deformation degrees of freedom (corresponding to strains εxx, εyy and εzz). However,
if shear stresses (σxy, σyz or σzx) are also applied, six degrees of freedom are required.
The former class of deformations can be applied using MD frameworks used in previous
bicrystal simulations [201, 197, 230, 225] , e.g., those developed by Melchionna et al. [141].
For the latter however, the Parinello-Rahman [161] framework must be used. For simula-
tion domains that are constrained to be orthogonal (i.e., three degrees of freedom), shear
3The deformation is affine/homogeneous only at the level of the overall domain. Fine-scale deformation
heterogeneities may be present in the microstructure.
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Figure 19: Schematic of an initially-orthogonal MD simulation domain, showing various
normal and shear stress components acting at the domain boundaries.
stress/strain components cannot be prescribed. However, in non-constrained simulation
domains with six degrees of freedom, all six stress and strain components can potentially
be prescribed, with the obvious restriction that the same component of stress and strain
cannot be prescribed simultaneously.
To impose deformation, the motion of the domain boundaries in Figure 19 can be
prescribed in several ways. In a stress-controlled deformation scheme, the stress σij (i,j






where σ0ij is constant stress that is applied prior to deformation (t = 0), and σ
t
ij(t) is a
‘ramped’ stress that varies with time. As the applied stress is ramped, the domain bound-
aries deform so as to reach the prescribed stress component σij . Alternatively, deformation
can be imposed by prescribing specific strain components; usually, these are prescribed to
simulate a constant strain rate εij . Based on the stress/strain components prescribed, and
the deformation degrees of freedom of the simulation domain, three types of multiaxial
deformation schemes have been implemented:
• Ramped principal stress: The simulation domain is constrained to remain orthogonal.
All three normal stress components are prescribed and ramped up at different rates
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Table 1: A comparison of the capabilities of different stress- and strain-controlled defor-
mation schemes employed in this work.
Deformation Method Proportional load-












Direct shear Yes Yes Yes
along different directions. No strains are prescribed.
• Ramped principal strains: The simulation domain is constrained to be orthogonal. No
normal stresses are prescribed. Normal strains are ramped at different rates.
• Direct shear: The simulation domain is not constrained to remain orthogonal (i.e., it
can warp). All normal stress components are prescribed, and two out of three shear
stress components are prescribed as zero. Along the remaining shearing direction,
either a ramped shear stress or a constant shear strain rate is applied.
The above schemes are chosen to simulate specific multiaxial deformation paths. For
example, the ramped principal stress scheme is useful for exploring biaxial and triaxial
loading paths in the space of principal stresses. Based on the choice of the time-invariant
and ramped stresses (Equation 10) both proportional and non-proportional loading paths
can be simulated. However, a drawback of the ramped principal stress scheme is that
deformation beyond the yield point is not stable. This drawback is avoided in the ramped
principle strain scheme, although the latter scheme comes with a trade-off that an imposed
stress, e.g., a time-invariant confining pressure, cannot be applied. The direct shear scheme
has neither of these limitations. However, it does require a fully flexible simulation domain,
and therefore does not directly probe the space of principal stresses. The differences in
capabilities of the three deformation schemes are compared in Table 1.
All simulations in this thesis were performed using the LAMMPS MD package [163, 111]
developed at Sandia National Laboratories. At time step of 1 fs was used to integrate the
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atomic equations of motion. Snapshots of the simulated microstructures were rendered
using the OVITO package [205].
2.7.3 Extracting information from atomistic simulations: Computational tools
In recent years, advances in computing technology have significantly increased the length
and time scales accessible to atomistic simulation. This has resulted in massively parallel
simulations of material mechanics that have sampled volumes containing up to a billion
atoms [28]. In these studies, large-scale dislocation interaction/multiplication can been ob-
served explicitly, and a variety of defect structures (dislocation debris) are introduced into
the microstructure. Identification and classification of defect structures and microstruc-
tural rearrangement mechanisms is essential in order to benefit from the vast amounts of
information that is typically obtained from atomistic simulations.
In metals, defects such as dislocations and grain boundaries can be resolved using the
centrosymmetry parameter [99] which measures deviations from inversion symmetry in an
atom’s neighborhood containing nearest neighbor (NN) atoms. The centrosymmetry pa-
rameter vanishes for atoms in a perfect lattice (provided the lattice has inversion symmetry),
but produces a positive value for atoms that belong to defects. A more precise metric of
local crystallinity is Common Neighbor Analysis (CNA) [232], where an atom is classified
as belonging to one of several crystal structures (fcc, bcc, hcp etc.) by counting the num-
ber of NNs shared by an atom and its nearest neighbor. CNA distinctly resolves atoms
of different local crystallinity and produces consistent results even in elastically-deformed
atomic configurations. For a review of various other structure identification methods used
in atomistic simulations, the reader is referred to Stukowski [206].
Metrics that classify atoms based on nearest neighbor coordination, such as centrosym-
metry and CNA, can be used to distinguish atoms belonging to dislocations and GBs from
perfectly stacked, lattice atoms. However, these metrics are based on the instantaneous
configuration of atoms and do not necessarily capture the kinematics of the deformation.
Therefore, in order to extract information pertaining to microstructural rearrangements due
to deformation, metrics based on the change in atomic positions with respect to a reference
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configuration are needed. For example, the slip vector [295] is one such metric that attempts
to quantify the characteristic shear deformation occurring in the neighborhood of an atom,
and converges to the Burgers vector in the case of atoms that lie in the wake of dislocations.
Recently, more generalized metrics of deformation at the scale of NNs have been de-
veloped. Zimmerman et al. [297] formulated an atomic deformation gradient tensor using
interatomic distances, which captures the full tensorial nature of deformation occurring in
the neighborhood of an atom with different degrees of non-locality (achieved by extending
the computation to include neighbor shells beyond the first NN shell, also see [76]). Tucker
et al. [234] extended this approach to compute an instantaneous velocity gradient tensor
and used it to visualize footprints of GB migration, sliding and dissociation in bicrystals
under shear loading. Based on different decompositions of the deformation gradient and the
velocity gradient, an entire family of continuum metrics4 are available. These continuum
metrics can help estimate deformation fields in the neighborhood of atoms and when used
in conjunction with coordination-based metrics, can decouple deformation fields in different
phases and around defect structures.
The atomic deformation gradient F maps interatomic distances in the reference config-
uration to those in the current configuration in a particular atom’s neighborhood :
xαβi − FiIX
αβ
I = 0 (11)
Here, α and β refer to an atom and its neighbor, respectively, and x denotes the in-
teratomic distance vector. In conformity with standard continuum mechanics conventions,
uppercase (lowercase) symbols refer to quantities in the reference (current) configuration.
Since F cannot be completely determined using only one (α− β) atom pair, several neigh-
bors of an atom need to be considered in a region defined by the neighbor shell(s) of the
atom. However, a single value of F may not satisfy Equation 11 exactly for all (α, β) pairs;
it will lead to a small error on the right hand side. The deformation gradient F for atom
α is the ‘best-fit’ tensor obtained by minimizing the sum of squares of the errors, Bi,with
respect to F, where Bi is defined as below:









A list of neighboring atoms in the reference configuration is constructed for every atom
and maintained throughout the deformation. Note that F is a neighborhood dependent,
per-atom quantity and not a generalized mapping of displacements in the bulk from the
reference to the deformed configuration.
Other useful metrics can be derived from F. The microrotation vector (φ) is obtained










where εijk is the permutation tensor. Also derived from F is the Green strain, E, which is




(FiIFiJ − δIJ) (14)
and δIJ is the Kronecker delta symbol.
Metrics for deformation kinematics based on instantaneous configuration rely on the
velocity gradient L, and these can be used to extract vorticity or spin in the neighborhood




L = D + W (15)
In Equation 15, L is the spatial gradient of the atomic velocity vector field (v), and is
decomposed into a deformation rate D (symmetric) and a spin W (skew-symmetric). The







Figure 20: Resolving the footprint of defect structures using non-local deformation metrics.
(a), (b): Snapshots of a Shockley partial dislocation loop in a NC Cu sample (15 nm
grain size) at 4% uniaxial strain rendered using (a) microrotation and (b) vorticity metrics
(absolute values only). Notice that the partially slipped region (PS) and the leading partial
(LP), are separately resolved. (c) shows a different grain in the same sample, where atoms
belonging to a twin are distinguished by their characteristic value of microrotation.
The metrics F, φ, E, and w can be employed to resolve deformation fields that develop
as a result of competing deformation mechanisms in NC metals. An example of the utility
of these deformation metrics is shown in Figure 20. Specifically:
• Tensorial measures of strain can reveal correlation between distortion and dilatation
in and around defect structures.
• The vorticity vector w can assist in identifying activated sub-volumes and cooperative
mechanisms of defect evolution.
• Microrotation φ can resolve the rotational component of microstructure rearrange-
ment (especially twinning or GB migration) in the atomic neighborhood. Over longer
ranges, the gradient of microrotation relates to the lattice curvature.
The procedure used to obtain F can be extended to derive expressions for spatial gra-
dients of the rotation R and stretch U. Equation 11 is a linear approximation of the
deformation, i.e., it expresses xαβ as a 1st order Taylor series expansion in Xαβ. The linear
approximation accounts for 3-D rotations and stretches, but does not capture gradients in
these quantities. Zimmerman et al.’s original work [297] introduced an analytical expres-
sion for the 2nd gradient of deformation, HiKL =
∂x2i
∂XK∂XL
, via a two-term Taylor series
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The reader is referred to [297] for precise expressions for FiI and HiKL. Note that FiI in
Equation 11 and Equation 17 is not the same quantity. Assuming that F and H have been
computed for a particular deformation, the gradients of R and U can be obtained from
F and H via tensor manipulations only, without invoking neighbor distances (e.g., xαβ) in
the reference and/or current configurations. For that reason, the rest of the derivation uses
lowercase indices only.
To compute gradients ~∇R and ~∇U in terms of F and H (both obtained from eq. 17),
we begin with the right polar decomposition of the deformation gradient F :
Fij = RipUpj (18)
Differentiating once:
Fij,k = RipUpj,k +Rip,kUpj (19)
Rearranging terms:
Rip,k = (Fij,k −RipUpj,k)U−1pj (20)
Interchanging j and p:
Rij,k = (Hipk −RijUjp,k)U−1jp (21)
On the right hand side of Equation 21, the only unknown is the spatial gradient of U,
i.e., Ujp,k. To express Ujp,k in terms of known quantities, we use the fact that U is the
square root of the right Cauchy-Green deformation tensor C, which is itself a function of
the deformation gradient F.
Cij = UipUpj = FpiFpj (22)
Differentiating once:
Cij,k = Uip,kUpj + UipUpj,k = Fpi,kFpj + FpiFpj,k (23)
54
Since C is symmetric:
Cij,k = Ujp,kUpi + UipUpj,k (24)
And since U is also symmetric:





U−1iq (Fpi,kFpj + FpiFpj,k) (26)




U−1qi (HpqkFpj + FpqHpjk) (27)








qi (HrqkFrp + FrqHrpk)U
−1
jp (28)
Besides Rij,k and Uij,k, the strain gradient, Eij,k, can be obtained directly from Equation
24.
The tensors Rij,k and Uij,k extend the deformation gradient formulation to compute
atomic-scale measures of curvature and strain gradients in atomistic simulations. Although
expressions have been derived for these gradient quantities, their utility and limitations are
yet to be systematically explored for simple atomistic geometries, e.g., defect-free single




RESOLVING DEFORMATION-INDUCED DEFECT AVALANCHES
IN ATOMISTIC SIMULATIONS
Note: The results presented in this chapter have also appeared in Tiwari et al. [217].
3.1 Introduction
Many of the unique mechanical properties of nanocrystalline (NC) metals in the grain
size range 5-20 nm arise from the interplay between various interface-mediated deforma-
tion mechanisms, namely, grain boundary (GB) sliding/migration processes and dislocation
nucleation at the scale of nanograins. Several kinetic aspects of these mechanisms, e.g.,
tension-compression strength asymmetry [187, 56, 230], role of non-Schmid stresses in dis-
location nucleation [201], and glass-like shear transformations in GBs [73, 128], suggest that
the 3-D inelastic yield and flow behavior of fcc NC metals might exhibit anisotropy. How-
ever, quantification of this anisotropy is problematic in NC metals due to two reasons: first,
due to the partial reversibility of deformation in the non-linear regime of the stress-strain
curve [25, 26, 168]. This implies that the use of standard strain offsets on the stress-strain
curve(s) may not necessarily capture the onset of inelasticity. Second, inelastic yield in NC
Cu occurs via a combination of inter-granular and intra-granular mechanisms; therefore,
empirical measures of the yield anisotropy cannot be easily related to the sensitivity of
individual deformation mechanisms to the stress state.
The present chapter introduces methods via which Molecular Dynamics (MD) simula-
tions could be used to unambiguously demarcate the elastic-plastic transition during the
deformation of NC Cu. In this context, it is helpful to view plasticity as the primarily
stress–driven motion of material defects that dissipates stored elastic energy in the process.
The material defect motion may refer to any of the following processes: dislocation glide
between pinning obstacles, GB sliding ‘events’, or twinning, among others. Rather than
going into the details of the precise atomic rearrangement underlying these different classes
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of defect motion, it is worthwhile from a statistical standpoint to quantify the contribution
of individual inelastic rearrangements in the form of generalized microstructural rearrange-
ment events (MREs) of a dissipative nature, with the only distinction among inelastic events
being the magnitude of dissipation. With this perspective, the elasto-plastic deformation
can be interpreted in terms of a gradual proliferation of MREs, from sporadic, uncorrelated
events (pre-yield), to a cooperative avalanche of events (yield). Such an avalanche is a
definitive indicator of elastic-plastic transition, regardless of the complexity of the under-
lying deformation mechanisms, or the nature of the stress-strain response. In the present
work, stress-controlled, isothermal deformation of NC Cu is simulated using MD, and the
yield transition is demarcated using a thermostat coupled to the atomic dynamics, which
compensates for the localized heating due to dissipative MREs. As the deformation pro-
ceeds, the proliferation of dissipative MREs is manifested as an increase in rate at which
the thermostat withdraws heat energy from the atomistic ensemble. To the author’s knowl-
edge, such a study of the stress–space dissipation profile in context of the elastic–plastic
transition in a heterogeneous atomistic system has not been reported to date.
This chapter is organized as follows: in Section 3.2, the formulation of the isothermal
MD framework has been reviewed, and the rationale behind selecting the thermostat as
the indicator of an avalanche in inelastic dissipation has been discussed. In Section 3.3,
we describe the methodology of isothermal stress–controlled loading, which is subsequently
applied to two NC Cu microstructures having different geometric constraints. Section 3.4
presents several results that demonstrate the efficacy of the thermostat in resolving dissipa-
tive defect avalanches, and inspect correlations between the thermostat compensation rate
and the evolving microstructure. The potential merits and limitations of a thermostat–based
quantification of the elastic–plastic transition are discussed in Section 3.4. We conclude that
a dissipation avalanche approach to yielding can serve as the preliminary theoretical basis
for a physically-faithful, atomistically-informed, multiaxial theory of yield and plastic flow
for fcc NC metals.
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3.2 Theory
MD simulations are used to evaluate the response of a material by numerically solving for
trajectories of atoms or molecules in an interatomic potential field subject to appropriate
laws of motion. The numerical methods in MD usually employ the Hamiltonian formulation
of classical dynamics. In a Hamiltonian system, the total energy of a N -particle system is







+ U(r1, r2, r3 . . . , rN ) (29)
where H is the system’s Hamiltonian (or total energy functional), pi(t) and ri(t) are re-
spectively the momentum and position of the ith particle, mi is the particle mass, and
U(r1, r2, r3 . . . , rN ) is the potential energy of the system.
From a statistical mechanics standpoint, dynamics of a Hamiltonian system samples the
microcanonical ensemble (NV E) where the number of particles (N), system volume (V ) and
internal energy (E) are constant over time. While such a system is necessarily isolated, real
material systems can exchange heat, work and/or mass with their surroundings. Therefore,
to simulate real materials, techniques have been developed to regulate the independent
variables of temperature (T ) and pressure (P ) during a simulation. As a common feature,
all such techniques of thermodynamic control employ a feedback mechanism to drive the
system to the desired thermodynamic state. In the canonical (NV T ) ensemble, the feedback
is through deviations in the instantaneous micro-kinetic energy of the system and can be
visualized as a virtual heat–bath coupled to the system. In the isothermal–isobaric (NPT )
ensemble, an additional feedback from the instantaneous system volume is also included;
here, one can visualize virtual pistons that adjust the bounds of the simulation domain to
approach the target pressure.
The conservation of thermodynamic variables and associated feedback mechanisms con-
strain the dynamics of particles in the system, and the atomic equations of motion need
to be modified accordingly. Several temperature control methods (henceforth called ther-
mostats) exist, such as trivial periodic rescaling of atomic velocities, stochastic thermostats
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developed by Anderson [6] and Berendson et al. [18], deterministic “extended system” ap-
proaches based on Nosé–Hoover (NH) dynamics [155, 88], and more recent formulations
that have improved upon the NH framework [141, 133].
Although stochastic thermostats can sample thermodynamic ensembles correctly, the
atomic trajectories they produce are unsuitable for modeling solid systems where continuous
atomic trajectories are desired, e.g., in predicting the evolution of non-equilibrium defect
structures. The extended system approaches do not have this issue, since they augment the
system with extra degrees of freedom and result in deterministic, time reversible equations

















+ U(r1, r2, r3 . . . , rN , V ) + (Nf + 1)kBTη + PextV (30)
In Equation 30, the stabilizer variables are integrated into the system as virtual ‘par-
ticles’, each possessing a displacement, mass, and momentum. For the thermostat, these
quantities are respectively η, Q and pη, and for the barostat, ω, W , and pω. Note that P is
stabilized to the value of Pext through fluctuations in V , hence, the barostat displacement
ω does not appear explicitly in Equation 30 but is in fact proportional to log V . Overall,
(Nf + 1)kBTη and PextV are the potential energies associated with the thermostat and
barostat ‘particles’ respectively. Nf refers to the number of degrees of freedom (= dN for
a d dimensional system). Note that the system in Equation 30 produces NPT dynamics
in the space of physical variables but is still energy–conserving in the extended space of
physical and virtual variables. The associated equations of motion for target temperature
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− (Nf + 1)kBT
(31)
for a system that allows only isotropic volume fluctuations. The evolution equation for V̇
acts as the barostat, since ω̇ = pω/W = V̇ /(dV ). The fluctuations in the virtual ‘stabi-
lizer’ variables η and ω provide a dynamic force to the particle momenta (pi) driving the
average particle kinetic energy and internal pressure Pint respectively towards equilibrium.
The equation set 31 can be extended to anisotropic systems by ascribing several barostat
variables corresponding to different components of the stress tensor σ, a scenario that is
relevant to solids.
Nosé–Hoover chains (NHC) [132] were initially developed to induce ergodicity in stiff
systems, something the original Nosé–Hoover (NH) equations lacked. In this method, be-
sides the atomic velocities, the thermostat η itself is thermostatted using a series of n
secondary thermostats forming a chain (η1, η2, . . . ηn). Of these n thermostats, only η1 is
directly coupled to the the atomic velocities. Just as η1 drives the fluctuations in the atomic
momenta to a time averaged kinetic energy of NfkBT/2, ηk drives the fluctuations in the
“kinetic energy” of ηk−1, i.e., p
2
ηk−1
/2Qk−1 such that ηk−1 fluctuates with a time averaged
kinetic energy of kBT/2 at thermal equilibrium. To obtain the NHC equations of motion,
in equation set 31, the equation for pη is modified as shown below, η is replaced by η1 and
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k = 2, 3, 4 . . . n
(32)
where every ηk is stabilized by ηk+1, except ηn, which evolves freely. In a similar manner,
the NHC equations can be used to stabilize a barostat variable ω in the form of chain vari-
ables ω1, ω2 . . . ωn, effectively creating a ‘thermostat’ chain for the barostat. In this chain,
the barostat ω1 is driven by the deviation of the system’s pressure from the target pressure,
the next chain variable ω2 drives ω1 to a “kinetic energy” (p
2
ω1/2W1) of kBT/2, and so on for
subsequent ωk variables. Thermostat chains drive a system towards thermodynamic equi-
librium quicker than single thermostat and barostat variables, since these chains explicitly
stabilize the thermodynamic stabilizer variables (η1 and ω1) themselves.
Although the set of ordinary differential equations 31 and 32 were proposed to reg-
ulate temperature and pressure in systems at equilibrium, they hold special significance
with respect to the evolution of dissipative systems. In general, any dissipative structural
change in a system will disturb the (stable) internal temperature and pressure and will
force the stabilizer variables η, ω to evolve so as to cancel out the effects of the distur-
bance. A material undergoing deformation from the elastic to the plastic regime is one such
system where stored strain energy is released through various mechanisms of irreversible
atomic rearrangement— dislocation glide, twinning, grain boundary processes (GBPs) or
stress assisted phase transformations. Each mechanism, upon activation, locally releases
some stored potential energy (elastic strain energy) that is immediately manifested as a
localized temperature rise, or a burst in the kinetic energy of some subset of atoms. The
thermostat and barostat together counteract this simultaneous temperature rise and stress–
relaxation by exchanging heat/work with the system. The activity of the thermostat and
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barostat system over the course of elastic–plastic deformation can potentially contain novel
information about not only possible correlations in the activation of different deformation
mechanisms, but also the magnitude and frequency of inelastic events from isolated bursts
to a cooperative avalanche.
3.3 Methodology
3.3.1 Microstructure and morphology
Stress–controlled deformation was carried out on two Cu ‘samples’, a nanocrystalline thin
film (TF) and a fully 3D NC microstructure (PC): as shown in Figure 21. The TF sample
consists of 15 grains created through a two–dimensional Voronoi [253, 176] construction
extruded to a thickness of 2 nm. The PC sample was similarly constructed by tessellating a
cubical domain into 100 polyhedral grains through a three–dimensional Voronoi construc-
tion. The mean grain size was obtained as the side length of a square (cube) whose area
(volume) is equal to the mean grain area (volume) in the TF (PC) sample and sample sizes
were chosen to create a mean grain size of 5nm. The lattice orientations of constituent
grains were chosen randomly from the set of 3D rotations with respect to the global Carte-
sian coordinate system aligned parallel to the simulation domain edges. In both samples a
more stable starting structure was achieved by selectively removing atoms that are closer
than one half of the lattice parameter to any of their neighboring atoms. Both initial struc-
tures were further stabilized by a conjugate gradient energy minimization algorithm at 0
K to a binding energy convergence criterion of 10−25 per minimization step. Finally, the
samples were equilibrated under NPT control, to zero external pressure for a period of 1
ns at the intended temperature of deformation (10 K or 300 K).
3.3.2 Deformation procedure
For the TF sample, deformation was performed at a temperature 10 K. At this temperature,
there is very little thermal activation, and plastic events are primarily stress driven. The
PC sample was tested both at 10 K and at 300 K in order to observe changes in kinetics
of inelasticity due to thermally-assisted microstructural rearrangement. A proportional
loading scheme was implemented within the MTK framework as follows: the simulations
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(a) (b)
Figure 21: Initial geometries of the material samples under consideration. (a) NC thin film
and (b) 3D NC microstructure. The atoms are colored according to local crystalline class
as computed through common neighbor analysis [232]. Blue denotes atoms that are locally
face centered cubic (class fcc), yellow denotes hexagonal close packed (class hcp) atoms,
and red represents non-12 coordinated atoms (class other), constituting the GB network.
were performed in an orthogonal 3D spatial domain, with edges oriented along the Cartesian
x, y and z axes and periodic boundary conditions along each pair of opposite box faces. The
average pressures on the box faces perpendicular to the x, y and z direction were controlled
independently.
To induce deformation, the pressures on each pair of opposite faces were ramped pro-
portionally according to the desired stress ratio, up to the point of ductile failure (this is
the ramped principal stress deformation scheme as described previously in Section 2.7.2).
For a coordinate system oriented along the box edges, the imposed pressures correspond to
normal stresses σxx, σyy and σzz acting on the faces of the box. Since there are no net shear
tractions, these normal stresses are also principal stresses and are related according to:
σxx(t) = λ1σyy(t) = λ2σzz(t) = λt (33)
where λ, λ1 and λ2 are proportionality constants. Equation 33 constrains the imposed
principal stresses to rise with time, while remaining in the desired ratio to each other.
Different choices of λ1 and λ2 can lead to a variety of multiaxial stress states. In this
chapter, we restrict our focus to uniaxial loading (σyy = σzz = 0); multiaxial loading paths
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have been explored in chapters 4-6.
Using the ramped–stress deformation scheme, the transition from elastic to plastic be-
havior can be approached in a proportional manner at a finite temperature. This stress–
controlled loading scheme contrasts with a strain–controlled scheme, implemented quite
commonly in past atomistic studies [21, 55, 197, 227, 234, 237] or a quasistatic loading
scheme of 0 K deformation–relaxation cycles [128, 23].
In Equation 33, the stress ramping rate λ is an important parameter. Under dynamic
loading, care must be taken to avoid straining a system too fast. In strain–controlled loading,
strain rates of 108 s−1 to 109 s−1 are common in MD and are a consequence of the short time
scales accessible, on the order of nanoseconds. Very high strain rates are known to cause
spurious stress increases near the elastic–plastic transition in NC MD simulations due to
the inability of inelastic deformation mechanisms to compete with the imposed strain rate
[21]. Therefore, for stress–controlled loading, several stress ramping rates were compared
spanning three orders of magnitude from 0.005 GPa ps−1 to 0.5 GPa ps−1.
(a) (b)
Figure 22: (a) The stress–strain response of the PC sample at 10 K loaded in uniaxial
tension along the x direction, comparing five stress ramping rates (σ̇xx). (b) Plot of tensile
strain vs. time for σ̇xx = 0.005 GPa ps
−1, at 10 K and 300 K. The straight lines denoting
constant strain rates of 108 s−1 and 109 s−1 are shown for reference.
The response of the PC sample loaded along the x direction for five different tensile
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stress rates is shown in Figure 22(a). The stress rates selected were as follows: λ = σ̇ =
0.005 GPa ps−1, 0.01 GPa ps−1, 0.05 GPa ps−1, 0.1 GPa ps−1 and 0.5 GPa ps−1. Since the
tensile stress escalates faster for the higher σ̇, the strain rate induced also varies directly
with σ̇. Although it is theoretically desired that the induced strain rate be as small as
possible to facilitate comparisons with quasi-static loading, the timescale limitation of MD
requires—for the same reason as in the case of strain–controlled deformation—that several
percent deformation be achieved within simulation times on the order of nanoseconds. In
Figure 22(a), the markers are drawn at equally spaced time intervals and it can be seen
that under 0.5 GPa ps−1, the same amount of strain is achieved very quickly as compared
to the smaller stress–rates. As expected, the upper three curves register higher tensile
stresses before flow begins while the lower curves (0.005 GPa ps−1 and 0.01 GPa ps−1)
appear to converge. Naturally, any further reduction of flow stress due to operation of
thermally activated deformation processes cannot be achieved at these rates. The stress–
strain behavior can be attributed to the fact that activation of dislocations and/or GBPs
cannot keep pace with the rate of stress increase if the imposed stress escalates too quickly.
To avoid bypass of deformation mechanisms to the greatest extent possible, the lowest rate
of 0.005 GPa ps−1 was selected for further simulations.
The uniaxial tensile strain evolution at the selected σ̇ of 0.005 GPa ps−1 was computed
at 10 K and 300 K for the PC sample and is shown in Figure 22(b). Since there is no
upper bound on the applied stress, the deformation becomes unstable at some point of
time no matter how small σ̇ is chosen. The strain rates from the curves shown in Figure
22(b) were measured to be less than 109s−1 for deformation up to 6% tensile strain at 10
K and up to ≈ 5.5% at 300 K. These strain rates, though very high, are well within the
range of strain rates previously used [21, 197, 227, 234, 237] in MD simulations of dynamic
strain–controlled deformation to predict properties of Cu bicrystals and nanocrystals.
3.3.3 Thermodynamic control
Due to the multiaxial nature of the loading scheme, it is desired that the material have
enough degrees of freedom to deform in the directions of the principal stresses. Therefore,
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the approach of thermodynamic control outlined in Section 3.2 needs to be extended to allow
for anisotropic box deformations. This was achieved through one NHC thermostat chain and
three NHC barostat chains. The barostat chains were separately coupled to the internal
pressures obtained from the Cartesian components of atomic velocities. Three primary
barostat variables ωx, ωy and ωz were thus coupled to components of the system’s internal
pressure arising from the respective atomic velocity components vx, vy and vz. A NHC of
length three was chosen for all primary stabilizer variables. Therefore, the temperature was
controlled through a single set of thermostats of chain length three: (η1, η2, η3) and the
principal stresses (pressures) through three sets of barostats, each of chain length three,

















The onset of bond breaking (fracture) or bond switching (plasticity) produces substantial
kinetic energy fluctuations, significantly larger than those in the elastic regime where the
atomic displacement field is expected to conform (approximately) to the global deformation
field. Admittedly, the Equation sets 31 and 32 are very complex. The NH equations are
inherently chaotic and the NHC equations even more so. While it unrealistic to try and
precisely predict the dynamics of the stabilizer variables themselves in a deforming NC
system under σ, T control, it is reasonable, as a first approximation, to assume that the
thermostat activity can provide a thermometric measure.
In Equations 32, the evolution of the primary thermostat momentum (ṗη1) indicates that
the thermostat and barostat evolution is coupled. However, even with this coupling, for
large systems the kinetic energy content of the system (=NfkBT ) is generally several orders
of magnitude larger than that of a single barostat ‘particle’ (recall that the thermostat and
barostat variables are treated like oscillators with total energy kBT ). While looking at the
thermal differential due to dissipation in a sufficiently large system, it is therefore safe to
ignore the contribution of the barostat kinetic energy to the total kinetic energy fluctuation.
With regards to dissipation, it is also expected that a disturbance in the system’s kinetic





The response of the 15–grain TF sample is shown in Figure 23 in the form of evolution curves





2 and the sample temperature (T ) with respect
to tensile stress along the x direction (σxx). The strain increases unbounded starting around
3.0 GPa, indicating the point at which the microstructure loses its resistance to the applied
stress. Notably, the stress–strain response of the TF sample is quite smooth, whereas
the thermostat response (η̇1) is not. All thermostats in the chain show a characteristic
oscillatory behavior at low stresses, which is indicative of proximity to thermal equilibrium
(see also the evolution of temperature T ). However, well within the linear regime of the
stress–strain curve, there are isolated disruptions in the oscillatory behavior of η̇1 at around
0.5 GPa, 1.0 GPa, 1.7 GPa until the last (also the largest) spike is seen at 2.0 GPa.
These disturbances are consistently reproduced in the velocities of the subsequent chain
thermostats η̇2, η̇3 with a progressively increasing magnitude. η̇3, being the last thermostat
and also the only one without a thermostat of its own, is by far the most sensitive to these
fluctuations. It is also the least noisy. The occurrence of well-resolved isolated dissipation
spikes in the TF sample is consistent with the fact that the TF sample is thin and consists of
only 15 grains; it is therefore not representative of the bulk material behavior and was used
only as a preliminary test of our methodology. The contribution of each GBP or dislocation
propagation event makes a sizable contribution to the dissipation, even though no strain
bursts can be seen in the stress–strain response. Additionally, at stresses nearing the flow
stress, the nucleation of dislocations can be delayed due to limited slip systems available in
the restricted 2nm (periodic) sample thickness, leading to higher stresses before failure.
3.4.2 PC sample
The response of the PC sample to uniaxial tensile stress along the x direction is shown in
Figure 24 on the same template as Figure 23. The results have some common features: a
smooth stress–strain response and a progressive increase in magnitude of dissipation features
(peaks) in going from η̇1 to η̇3. However, in the PC sample, the dissipation spikes are poorly
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Figure 23: Response of the TF sample loaded in tension along the x direction at 10 K. The





2 is compared to the evolution
of strain (εxx) and temperature (T ) w.r.t. tensile stress (σxx).
resolved in the range 0.7 GPa to 2.0 GPa, comprising a nearly continuous dissipation region,
with intermittent depressions. Here too, the uniaxial stress of σxx ≈ 0.8 GPa at which η̇1
shifts from a near-equilibrium (oscillatory) to a dissipative (positive η̇1) regime is well within
the linear part of the stress–strain curve. The multi-stage dissipation region can be explained
on the premise that events comprising GB deformation processes are both more numerous
as well as individually small compared to the system size. In the PC sample, unlike the
TF sample, there is no geometric restriction on slip and the presence of 100 grains makes
the PC sample considerably less anisotropic as well as immune to the dominance of a few
discrete inelastic events. The PC sample that exhibits a dissipation profile that is quite
diffuse in stress space.
The PC sample’s stress-strain responses under uniaxial tension (T) and compression (C)
are compared in Figure 25(a), and the evolution of η̇1 for these two cases is compared in
Figure 25(b). Qualitatively, the evolution of η̇1 is quite similar in both cases, where attempts
towards yielding manifest as peaks separated by depressions. Since deviation from η̇1 = 0
represents the severity of a yielding attempt, we employ the standard deviation of η̇1 to
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Figure 24: Response of the PC sample loaded in tension along the x direction at 10 K. The





2 is compared to the evolution
of strain (εxx) and temperature (T ) w.r.t. tensile stress (σxx).












where n values of η̇1 are considered between stresses 0 and σt. On curves shown in Figure
25(b), given a stress magnitude σt, it is possible to compute the standard deviations ΣT
and ΣC, using values of η̇1 corresponding to stresses lower than σt. For stress magnitudes
between 0.26 GPa and 2.6 GPa, the relation between ΣT and ΣC is shown in Figure 25(c).
In the early stages of deformation characterized by sparse, weakly-correlated rearrangement
events, the ratio ΣC/ΣT fluctuates (predominantly below value 1.0), before approaching a
value of 0.8 in a fully developed avalanche. Figure 25(c) suggests that attempts towards
yielding are statistically less severe in compression than in tension for the same magnitude of
applied stress. This manifests in Figure 25(a) as a slight T-C asymmetry of the stress-strain
response.
The deformation of the PC sample was also carried out at 300 K, to compare and
1Note: Σ here is a symbol for the standard deviation, and should not be confused with Σ, the GB CSL




Figure 25: (a) Stress-strain curves of the PC structure under uniaxial tension (T) and
compression (C) at 10 K. (b), evolution of η̇1 under tension and compression superimposed.
(c), ratio of ΣC and ΣT as it evolves between stresses of 0.26 GPa and 2.6 GPa. Numbers in
parentheses indicate stress in GPa. The dashed lines on plots (a) and (b) denote the stress
magnitude of 2.1086 GPa, at which the asymmetry in S stabilizes.
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contrast the manner in which the potential energy landscape was traversed in the presence
of significant thermal activation. Figure 26 shows the thermostat activity for the PC sample
loaded in tension at 300 K. Here, it is no longer possible to resolve multiple stages of
dissipation, instead from 0 GPa to 2.1 GPa, there is a continuous background of thermostat
activity followed by a surge of the thermostat signal at the avalanche. Recall here that
the time averaged kinetic energy of the thermostat η1 is externally driven (i.e., by η2) to
a value kBT/2. At 300 K, the value of kBT is thirty times its value at 10 K, i.e., η1 has
30 times the kinetic energy. With this increased thermostat energy content, it is expected
that dissipation spurts that required significant compensation by η1 at 10 K in the form of
a sustained positive η̇1, can be accommodated within the equilibrium fluctuation of η̇1 at
300 K.
Figure 26: Response of the PC sample loaded in tension along the x direction at 300 K.





2 are compared to the
evolution of strain (εxx) and temperature (T ) w.r.t. tensile stress (σxx).
3.4.3 Distribution of MREs
The thermostat compensation patterns visible in Figure 23 and Figure 24 contain no infor-
mation regarding the intergranular or intragranular nature of the causative MREs. While
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it is well known that GBs, rather than dislocations, are the dominant carriers of defor-
mation at very small grain sizes such as those considered in this work, the correlation of
thermostat compensation to stress-driven microstructure evolution nevertheless needs to be
substantiated.
Since the thermostat activity peaks are well-resolved in the TF sample, it is possible
to visually ascertain whether those peaks represent interatomic rearrangement in localized
regions or sample–wide rearrangements. However, when rendered through CNA (similar
to Figure 21(a)), the TF sample did not provide any visible footprint of MREs in the GB
network over the course of deformation, except after the emission of dislocations near a
stress of 2.0 GPa. Therefore, in order to better render the occurrence of interface–mediated
deformation mechanisms, a slip vector-based criterion was used. The slip vector sα (see
Zimmerman et al. [295]), defined for every atom α in the system, provides a measure
of local inelastic displacement of nearest neighbor atoms with respect to their positions
in a reference configuration. By definition, |sα| is non-zero only for atoms that have at
least one nearest neighbor displaced by more than half of the Burgers vector of a Shockley
partial dislocation (bpartial/2) . In the case of atoms displaced through dislocation glide,
sα approaches the Burgers vector. Although no characteristic value of the slip vector can
be expected for interatomic rearrangements in the interface regions, we select |sα| > 0
as a criterion to identify MREs in the present work. This criterion merely determines
the existence of interatomic nearest neighbor rearrangement events beyond a threshold
displacement (i.e., > bpartial/2); investigating the detailed mechanism or quantifying the
kinematics of such events is not the aim within this chapter.
Figure 27 shows snapshots of the TF sample at various stages of deformation. Only
atoms having a non-zero slip vector with respect to the previous snapshot have been shown,
i.e, the undeformed configuration is the reference for snapshot (a), (a) is the reference for (b)
and so on. The snapshots have been taken at stresses immediately beyond the dissipation
peaks visible in Figure 23 (best resolved in η̇3). It is apparent that the first couple of
peaks in the region σxx < 1.1 GPa in Figure 23 correspond to localized inelasticity at one
triple junction each, indicated by arrows in Figure 27(a) and (b). The larger peaks beyond
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1.1 GPa, however, cannot be correlated to any specific event, and instead correspond to
sample-wide deformation of the GB network. Dislocations were observed after the largest
(split) peak beyond 2.0 GPa, very close to the vertical tail in Figure 23, at the onset of
runaway failure of the microstructure.
(a) (b)
(c) (d)
Figure 27: Snapshots of the TF sample projected on the x–y plane at tensile stresses
indicated. The axis of deformation is the horizontal direction. Only those atoms are shown
that have |sα| > 0 w.r.t. the atomic configuration in the previous snapshot (the reference
for snapshot (a) was the undeformed microstructure, not shown here). Snapshots (a) and
(b) indicate localized inelastic events at triple junctions, shown by arrows. However, the
MREs corresponding to snapshot (c) are delocalized and network-wide. The emergence of
a leading Shockley partial dislocation (LP) is indicated by the arrow in (d).
In the PC sample, since there are no isolated peaks of dissipation, a one to one corre-
spondence of MREs and features on the thermostat evolution curve (in Figure 24) cannot
be expected. Due to the considerably large number of grains in the PC sample, we use
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a statistical measure of cumulative rearrangement separately in the intergrain and intra-
grain phases, again based on the slip vector criterion. In each of the phases fcc, hcp and
other, we define Ns: the number of atoms that satisfy the criterion |sα| > 0. In contrast
to the TF sample, here, a single reference configuration (the undeformed one) is used to
compute sα. Figure 28(a) shows the evolution of Ns with strain. At both 10 K and 300
K, Nothers rises more steeply than N
hcp
s . However, the evolution of Nothers at 10 K and 300
K is very different at very low strains. At 300 K, Nothers rises almost immediately starting
from εxx = 0, indicating that rearrangement in the GB network evolves with no significant
stress–threshold.
The relation of the ‘slipped’ atom population (Ns) to η̇1 is shown in Figure 28(b). At 10
K, the rise in Nothers is accompanied by a concurrent rise in η̇1, indicating that the dissipative
signal arises due to MREs in the GB network. No such concurrency can be observed
between Nothers and η̇1 at 300 K. Instead, the growth of the hcp phase (N
hcp
s ) correlates
with the increase in η̇1 at 300 K. Since the hcp phase grows in the nanograins through
intragranular mechanisms of dislocation glide and deformation twinning, it can be inferred
that the thermostat avalanches in Figure 24 and Figure 26 have different mechanisms.
While the 10 K avalanche arises primarily from MREs in the GB network (before runaway
breakdown of the material), the avalanche at 300 K is entirely dominated by intragrain
processes such as dislocation glide and/or twinning. Although MREs in the GB network
contribute significantly to the deformation at 300 K, they do not produce the prominent
bursts of dissipation observed at 10 K. The implications of this behavior are further discussed
in Section 3.5.
3.5 Discussion
In this chapter, we have described a method to resolve avalanches in the dissipation of
stored elastic energy in isothermal MD simulations of deformation. As plastic yielding
occurs through a critical avalanche of MREs, our method captures the separate stages of
both intergranular and intragranular inelasticity. By itself, an idea describing yielding in the
perspective of an avalanche is not new; simulations through discrete dislocation dynamics
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Figure 28: (a) Plot of Ns vs. strain shown separately for the non-12 coordinated GB
phase (other) and the hcp phase (hcp) at 10 K and 300 K for the PC sample. Interatomic
rearrangements at the scale of nearest neighbors are predominantly concentrated in the
other phase at both temperatures. However, the initial growth of Ns in the other phase is
much more rapid at 300 K than at 10 K, before both approach a similar trend. (b) shows
the evolution of Ns w.r.t. η̇1. At 10 K, the rise in N
other
s is accompanied by a similar rise
in η̇1, but at 300 K, this trend breaks down.
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[93] and experimental acoustic emission studies [215] have attempted to characterize the
elastic–plastic transition in the past, albeit in significantly different materials. The novelty
of this work lies in its potential to quantify yielding in terms of a homogenized, scalar
signal obtained from a computed material response, while simultaneously incorporating
vital information of inelastic avalanches that originate from the microstructure.
In our results, we observe a jerky, multi–stage evolution of the thermostat rate at 10
K, even when the stress–strain response is smooth, as observed in Figures 23 and 24. The
jerky response was found to correlate well with intergranular stress–driven inelastic events
in the material. At 10 K, the thermostat rate conspicuously rises above the thermal back-
ground due to considerable elastic strain energy storage that subsequently gets dissipated.
In contrast, at 300 K, the equilibrium thermal energy of the system (NfkBT ) can easily
cross the configurational energy barrier (defined for the entire GB network) for structural
relaxation without large-amplitude deviations of the thermostat. That is not to say that
there is no dissipation in the system deforming at 300 K, only that the dissipation is not
significant enough to rise above the thermal noise, and is gradual. It appears, therefore, that
the deformation mechanism in the intergranular phase as a whole at 10 K is of a pinning–
depinning nature, which however, becomes effectively threshold–less at 300 K. Still, the
overall avalanche behavior at the critical point of cooperative yield is clearly registered at
300 K. This raises the possibility of applying temperature accelerated dynamics [196] to
explore the effects of thermally activated mechanisms on the initial yield point.
The yielding transition is difficult to unambiguously define for most materials, and the
discovery of novel inelastic deformation mechanisms makes this quantification even more
difficult. Qualitatively, deformation mechanism maps can help predict these mechanisms as
a function of length scale, stress and temperature. Yamakov et al. [275] have suggested that
bulk NC fcc metals can plastically deform through full dislocation slip, partial slip or GB
mediated deformation. In restricted geometries such as thin films, nanostructuring leads to a
transition from threading dislocations to surface-assisted grain boundary diffusion. Buehler
et al. [29] have explored the role of substrate constraints where additionally, crack–like GB
diffusion wedges [69] cause dislocation glide parallel to the substrate. In comparison, the
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thin film sample considered in this work is very small compared to experimental thin films.
The 2 nm thickness restricts available slip systems and thereby forces the activation of grain
boundary processes to satisfy compatibility. If substrates are present, the grain boundary
processes are effectively ‘locked’ too, and the activation of parallel glide [29] can possibly
occur. In these (and other) scenarios of mixed kinetics, the thermostat compensation can
be used to unambiguously define criticality, especially since explicitly treating individual
mechanisms in a plasticity theory is fraught with complexity.
In this chapter, we show that the nature of the dissipation avalanche in stress–space
depends strongly on the frequency of dissipative events, the size of such events relative to
the system size, and the thermodynamic temperature. These factors together determine
whether yield is gradual or catastrophic. No explicit modeling of internal material length
scales or the activation/suppression of specific deformation mechanisms is needed in esti-
mating the dissipation. Additionally, there is no need to assume a solely deviatoric-driven
sub-scale material deformation model. These characteristics motivate the application of our
approach to generalized multiaxial inelasticity.
Comparing the thermostat response under compressive vs. tensile loading allows us
to compute the ratio ΣC/ΣT, which is a statistical measure of the asymmetry in inelastic
event magnitude. The ratio reveals the differences in the fine-structure of the elasto–plastic
avalanche under two opposite loading directions, allowing a novel, more direct quantifica-
tion of tension-compression asymmetry than yield stress. In continuum models of plasticity,
model selection and parameter optimization can be additionally constrained to match the
energetics of inelastic avalanches as computed through MD. Such a fit will effectively en-
capsulate the effect of interatomic sliding, shuffling, crystallographic slip, as well as the
respective obstacles to these mechanisms and therefore can be very useful from a coarse–
graining standpoint.
In perspective, a theory of plasticity benefiting from estimates of dissipation in full
atomistic models will have some key advantages: a), its simplicity—since there is no need
to explicitly model nanoscale microstructural components b), the cumulative effect of even
complex and atypical defect avalanches will, nevertheless, be preserved, and (c), it can
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potentially facilitate extensions of uniaxial deformation theories towards a full multiaxial
form.
As a statement of caution, it is important to realize that non-equilibrium fluctuations
in the thermostat may not be the only contributors to dissipation, even though they cor-
relate rather well with MREs. Since the simulations in this work involve transient force-
type boundary conditions and anisotropic volume fluctuations, an estimate of the absolute
dissipation (i.e., in energy units) is thermodynamically complex and therefore difficult to
compute. However, even a relative estimate of dissipation compared across inelastic events
is sufficient to resolve the avalanche that constitutes yielding.
We have provided a preliminary demonstrative test of our approach for two microstruc-
tures having different morphologies and a similar average grain size. However, more simula-
tions are needed to characterize the transitions in deformation mechanisms due to material
scaling in NC microstructures, particularly in grain size regimes where dislocation–GB cou-
pling is more significant. Figure 29 shows one example of the effect of material scaling. Here,
we compare the inelastic avalanche (resolved using η̇1) observed in the PC structure under
uniaxial tensile deformation at 10 K, to avalanches observed in scaled-up2 microstructures
of higher grain sizes (10nm, 15nm), for the same deformation path. Two key features of
the avalanches in Figure 29 are noted: first, the fluctuations that are observed at applied
stresses below 2.0 GPa in PC sample (5 nm grain size, solid line) are not present in struc-
tures of higher grain size. In the structure scaled up to 10 nm grain size (dashed curve),
some fluctuations can be observed leading up to ductile failure, i.e., the ‘knee’ of the curve;
however, even these fluctuations disappear as the grain size is scaled up further (dotted
curve). This reveals that dislocation nucleation from interfaces results in a sharper yield
transition than the progressive activation of GB sliding processes. Second, as the grain size
increases, the knee of the curve shift to higher applied stresses, in accordance with inverse
Hall-Petch scaling [45] of yield strength.
Plots such as Figure 29 can significantly simplify the demarcation of material failure
2These microstructures have the same grain morphology and grain orientations as the PC structures, but
a different grain size. They were created by filling atoms into an isotropically-scaled Voronoi tesellation of
the PC structure.
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Figure 29: Evolution of η̇1 for uniaxial tensile deformation of three NC Cu microstructures.
Labels in the legend correspond to mean grain size. ‘5 nm’ refers to the PC structure (see
Figure 21(b)); ‘10 nm’ and ‘15 nm’ pertain to microstructures obtained by isotropic scaling
of the PC microstructure.
surfaces in isothermal MD simulations of plasticity and/or fracture under general multiaxial
loading paths. Yield/failure surfaces computed in this manner are expected to naturally
capture the stress state-dependence of various underlying deformation mechanisms.
3.6 Summary
The findings in this chapter are summarized as follows:
1. Over the course of deformation, we demonstrate that the activity of an atomic ther-
mostat under imposed isothermal conditions can contain vital information regarding
the frequency and magnitude of dissipative microstructure rearrangement ‘events’.
In particular, the transition from isolated to cooperative events is captured by the
thermostat but not by the stress–strain curve.
2. The dissipation footprint due to an event directly varies as the size of the event relative
to the simulated sample size.
3. When individual events are comparable to the system size (TF sample), under in-
creasing stress, dissipation occurs as isolated spurts whose magnitude increases with
applied stress.
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4. In a larger, more homogeneous system (PC sample), the combined effect of several
rearrangement events can be detected as a diffuse, almost continuous dissipation rate
at 10 K. At 300 K, however, this dissipative signal is absorbed within the thermo-
stat noise, and the events leading to the dissipation avalanche (the grain-boundary
sliding/migration processes) become effectively threshold-less.
5. The stress–threshold for intergranular rearrangement (grain boundary sliding/migration)
is well within the linear region of the stress–strain response, even with very little ther-
mal activation.
6. Compressive loading suppresses the avalanche response relative to tension, with a
statistical asymmetry of ≈ 0.8 in the avalanche.
The approach described in this work is quite general, i.e., it can be applied to atomistic
modeling of any heterogeneous structure where inelastic dissipation occurs. NC metals
are particularly suited to this kind of analysis since simulated ensembles offer a variety of
dissipation mechanisms at the same length scale. This scale also happens to be convenient
for fully atomistic simulation with current computational capabilities. The present chapter
provides a basis for a generalized, scalar criterion approach toward criticality that can be
applied to non-equilibrium transitions occurring in discrete particle aggregates simulated
at a finite temperature.
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CHAPTER IV
INITIAL YIELD AND PLASTIC FLOW BEHAVIOR OF CU
NANOCRYSTALS UNDER MULTIAXIAL STRESS STATES
4.1 Introduction
Interest in nanocrystalline (NC) metals and alloys is motivated by the potential improve-
ments these materials offer in terms of strength, hardness and wear resistance over conven-
tional coarse-grained (CG) materials. NC metals, by virtue of their small mean grain size
(<100 nm), contain a significant volume fraction of interfaces in the form of grain bound-
aries (GBs), and, in some cases, twin boundaries. Such extreme refinement in grain size
greatly reduces the mean free path of dislocation glide, suppressing both dislocation mul-
tiplication via Frank-Read sources and strengthening due to dislocation pile-ups. Instead,
inelastic deformation in NC metals is largely interface-mediated, exhibiting mechanisms
such a shear transformation zones (STZs) in the GBs, twinning, and dislocation nucleation
from GB sources. Interface-mediated deformation mechanisms are believed to be the cause
of anomalous behavior that occurs in an NC metal but not in the CG metal of similar
composition, e.g., yield strength asymmetry under tension vs. compression (T–C asym-
metry) [187], non-Schmid effects in dislocation nucleation [287, 226, 231], and a non-linear
stress-strain response with recoverable ‘plasticity’ [26, 168], otherwise known as anelasticity.
The departure from lattice dislocation-mediated plasticity in NC metals and associated
macroscale effects presents a challenge towards developing predictive models of plasticity for
these materials, especially under multiaxial deformation paths where fully 3-D constitutive
models are necessary. Deformation mechanisms that are significantly influenced by normal
stress and/or pressure could result in macroscale behavior that does not conform to isotropic
initial yield governed by the von Mises yield criterion, and subsequent flow aligned with
the instantaneous deviatoric stress (Prandtl-Reuss flow rule). In particular, hydrostatic
pressure could influence the activation of shear transformation zones in the interface regions
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(a ‘frictional’ effect), as well as the critical resolved shear stress for dislocation nucleation
from the interface network. While purely phenomenological models of plasticity based on
extensive mechanical testing data could be developed, there are substantial challenges in
doing so, since mechanical testing of NC material samples under complex loading conditions
is difficult, and fabricating nano-grained samples of pure metals is non-trivial. Experimental
techniques to study the multiaxial stress-strain response of nanocrystalline samples, for
example, have been reported only recently [4].
The length scale at which deformation processes operate in NC metals is particularly well
suited for analysis via molecular dynamics (MD) simulations. Indeed, MD offers the unique
advantage of providing extremely detailed information regarding atomic rearrangements and
defect dynamics that manifest as irrecoverable deformation. While atomistic simulations
of inelastic deformation in nanocrystals have been reported previously in the literature (for
representative work see [183, 245]), typically, those data have not been analyzed in a way
that can readily inform continuum models.
Several top-down constitutive models of the mechanics of NC metals [35, 268, 289, 267]
have been proposed and offer several interesting perspectives regarding the interplay of the
role of the interface network vs. that of the crystalline grains. However, these models
rely on assumed kinematics and kinetics (e.g., regarding microstructure evolution and nu-
cleation and annihilation rates of defect population(s)) and therefore, are not necessarily
realistic. On the other hand, concurrent multiscale methods that approximate atomistic
forces and trajectories with continuum fields [287, 108, 273], despite being immensely useful
in modeling lattice strain fields and dislocation glide, still lack a reduced order description of
interfaces and non-crystalline phases. To better model interface-mediated inelasticity, hier-
archical multiscale strategies that pass information from atomistics to reduced order models
(e.g., [199]) seem well suited. In that direction, there is plenty of room for improvement in
terms of statistical and computational methods that analyze microstructural aspects and
collective atom trajectories to yield information in terms of the evolution of relevant state
variables.
In this chapter, we have performed a detailed study of the effects of a multiaxial stress
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state on the elastoplastic deformation behavior of NC Cu using molecular dynamics (MD)
simulations. We have studied deformation under plane stress as well as triaxial stress states,
while focusing on the role of hydrostatic stress in affecting the shear strength of nanostruc-
tures in a grain size regime where deformation is dominated by shear transformations (slid-
ing/migration) in the interfaces. The primary question addressed in this chapter is: How is
the kinetics and kinematics of stress-driven irreversible microstructure rearrangement in NC
metals influenced by the stress state? The term irreversible microstructural rearrangement
is a deliberate generalization that includes all possible mechanisms of inelastic deformation,
of both intergranular and intragranular character. With this perspective, inelastic yielding
is simply the combined (and possibly, cooperative) effect of the propagation of a statistically
significant population of mobile defects via an avalanche.
Our present work differs from previous efforts aimed at probing the inelastic yield be-
havior of NC metals cf. [128, 55] in two respects. First, we estimate the inelastic strain
through explicit unloading, thereby accounting for any nonlinear elasticity, or inelasticity,
in the stress-strain response. Second, we resolve the yield transition of a nanocrystalline
ensemble according to a fundamental, dissipation-based metric (introduced in Chapter 3),
by tracking the response of a Nosé-Hoover thermostat [88, 133] coupled to a deforming mi-
crostructure. Further, we analyze the inelastic deformation fields in the vicinity of interface
regions using per-atom metrics of stress [77], strain [297, 234, 237], and free volume [233],
observing correlations that help clarify the mechanism(s) of pressure-dependent inelastic
flow in nanocrystalline microstructures.
4.2 Methodology
4.2.1 Microstructure
The simulated Cu nanocrystal consists of 100 grains inside a periodic cubic simulation
domain. Grains were constructed by a Voronoi tessellation of 100, randomly placed seed-
points. Grain orientations were selected randomly from the group of 3-D rotations, creating
an equiaxed, untextured microstructure with a mean grain size of 5nm, referred to as S5 in
Figure 30. For a cubical box of edge-length l, tessellated with n grains, the mean grain size
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is defined as d = 3
√
l3/n, i.e., the ‘volume averaged grain size’1.
Figure 30: Configuration of the NC Cu microstructure of mean grain size 5 nm (S5, where
the subscript denotes mean grain size in nanometers) shown prior to any deformation.
The structure consists of ≈ 1.2 × 106 atoms. The atoms have been colored according to
common neighbor analysis [232], with locally face centered cubic atoms shown in red, locally
hexagonal close packed atoms in yellow and other, non-12 coordinated atoms in blue.
This initial structure was relaxed and equilibrated at a temperature of 10 K and zero
external pressure through a series of steps involving proximity-based atom-deletion, energy
minimization, and isothermal-isobaric dynamics as described in previous work [217, 237]. At
the end of this equilibration step, the configuration simulates a volume element of nanocrys-
talline Cu in physical and thermal equilibrium with the bulk.
4.2.2 Simulation setup
The relaxed microstructure S5 was deformed via independent control of three normal stress
components while subjecting the atoms to NσT dynamics (i.e., control over the number
of atoms, the stress tensor, and the temperature) and periodic boundary conditions in all
three dimensions. All MD simulations were performed with the temperature held constant
at 10 K, in order to suppress thermally activated mechanisms and ensure that atomic
rearrangements in the NC ensemble were primarily stress-driven.
1This measure of mean grain size and other measures used experimentally (e.g., derived from planar slices
of microstructure) need not agree for the same microstructure.
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4.2.3 Initial yield behavior: Proportional loading
To study the initial yield behavior in the space of principal stresses, the equilibrated en-
semble S5 was deformed via a deformation scheme that uses ramped principal stresses (see
Section 2.7.2) while holding the temperature constant at 10 K. A normal pressure (σ) was
applied to each pair of opposite faces of the simulation box. No shear tractions were applied
and, as a result, the applied normal stresses (σxx, σyy and σzz) are also the principal stresses
σ1, σ2 and σ3 (in some order). Proportional loading was imposed by maintaining a fixed
ratio between principal stress increments, i.e.,
λ1σ̇1 = λ2σ̇2 = λ3σ̇3 (35)
where σ̇i denotes the time derivative of σ, and λ1, λ2 and λ3 are constants. Assuming that
loading begins at time t = 0, the Cauchy stress tensor for a time t > 0 is given by:
σ =

σo1 + tσ̇1 0 0
0 σo2 + tσ̇2 0
0 0 σo3 + tσ̇3
 (36)
In Equation 36, each stress component consists of a part that is applied instantaneously
(superscript o) upon loading, and a part associated with the subsequent ramping of pressures
on the box faces via σ̇i. This scheme simulates general triaxial loading, and reduces to
proportional loading if the initial normal stress components (σoi ) are zero.
For uniaxial loading, a stress ramping rate of 0.005 GPa/ps was found to result in strain
rates of 109s−1 up to a uniaxial true strain of ≈ 0.06 [217]. Under biaxial, plane-stress
proportional loading, we selected the ramping rates of the principal stress components σ̇1
and σ̇2 such that the rate of von Mises stress, i.e,
√
σ̇1 + σ̇2 − σ̇1σ̇2 was a constant for all
loading directions.
The strategy of stress-controlled multiaxial loading presented here is simple to imple-
ment at a finite temperature and does not require prescription of strain increments, unlike
previous work [128, 55]. However, since the present method is stress-controlled, it is unsuit-
able for probing post-yield defect avalanche behavior. For that we employ a strain-controlled




Figure 31: (a) Schematic showing the convention used to specify proportional loading
paths in (σxx, σyy) principal stress sub-space with σzz fixed at 0. (b) Sixteen loading paths
considered in the present work, including uniaxial tension (0,90), uniaxial compression (180,-
90), pure shear (135, -45), and balanced biaxial loading (45, -135). The dashed line indicates
the yield locus.
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Loading directions were specified in terms of the angle (in degrees) made by the principal
stress vector (σxx, σyy) with the positive direction of σxx-axis, as shown in Figure 31(a). To
















((εin1 − εin2 )2 + (εin2 − εin3 )2 + (εin3 − εin1 )2) (37)
σ̂ =
σ1 + σ2 + σ3
3
ε̂ =









In the set of equations 37, quantities with a bar (e.g., σ̄) pertain to distortion in the
structure, while quantities with a hat (e.g., σ̂) signify dilatation. σ̄, ε̄, and ε̄in are von Mises
equivalents of true stress (σ), true strain (ε), and inelastic true strain (εin) respectively.
Similarly, σ̂, ε̂ and ε̂in are the hydrostatic/dilatational invariants. Note, however, that
the definition of ε̄ used in equation set 37 traditionally applies in the case of volume-
conserving inelastic strains [100], rather than the total strain measure employed here. Since
we are applying the definition to total strains instead of purely inelastic ones, an equivalence
between ε̄ and the axial strain under uniaxial deformation does not hold.
The nanocrystalline structure S5 was deformed along the 16 loading directions as shown
in Figure 31(b), until at least one principal strain exceeded 10%. These directions represent
a thorough parametric sampling of the biaxial plane-stress space, including states of uniaxial
loading, shearing, and both balanced and unbalanced biaxial loading. During the loading
stage, the thermostat compensation rate, η̇, was measured every 100 timesteps (1 timestep
= 1 fs). η̇ indirectly captures the release of stored elastic energy (i.e., dissipation) associated
with stress-driven microstructure rearrangement events [217]. Note that thermostatting in
these simulations is performed via three thermostat variables η1, η2, η3 present in a chain
[132] (see Equations 32). Of these, η̇ refers to the rate of the first thermostat η1, which is
87
the only thermostat that directly couples to thermal fluctuations in the system.
4.2.4 Strain-controlled deformation: Post-yield behavior
The stress-controlled deformation scheme used in the previous section is inherently unstable
after initial yield, and does not allow us to simulate stable inelastic flow. In order to
investigate deformation behavior in the post-yield regime, we used the method of ramped
principal strains (see Section 2.7.2). In this method, the length of the simulation box along
a given axis is modified after every timestep so as to produce a specified (constant) true
strain rate along that axis. Effectively, this method simultaneously imposes proportional
strain rates along one or more Cartesian axes. Surfaces normal to other axes are prescribed
as traction-free.
Biaxial deformation simulations were performed along sixteen loading directions in the
εxx, εyy space, with σzz held at 0. The directions were the same as those specified in Figure
31(b), albeit in the space of (normal) strain components. Similar to the stress-controlled
case, for each simulation, the absolute value(s) of ε̇xx, ε̇yy, and ε̇zz were chosen so as to
reach the same value of ε̄ (see Equation 37) within the same duration. All simulations
corresponded to an ‘effective’ strain rate of ˙̄ε = 109 s−1. While this biaxial deformation
simulations employ plane-stress conditions, they do not ensure proportionality of stresses
beyond the linear elastic deformation regime.
4.2.5 Strain relaxation via unloading
NC metals are known to exhibit an extended, non-linear elastic-plastic regime with partially
recoverable microstructure evolution [26, 25, 168]. The unloading response in CG metals,
in contrast, is linear elastic, since it predominantly consists of lattice relaxation. In other
materials that show complicated relaxation behavior, such as glassy polymers, it has been
argued that the yield point should be determined using non-recoverable strain instead of
strain-offset based methods [166].
During the course of the deformation, snapshots of the atomic positions and velocities
were captured at intervals of 20 ps, corresponding to stress increments of 0.1 GPa. Each
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snapshot (loaded state) was unloaded by equilibrating to zero external stress and the tem-
perature of deformation (10 K) via isothermal-isobaric dynamics (NσT ) for a duration of
30 ps, leading to rapid strain recovery and relaxation of interatomic forces. In this manner,
a sequence of unloaded configurations were obtained, each identified by the von Mises stress
(σ̄) from which the unloading was initiated. The inelastic strain tensor εin was measured
in the fully-relaxed configuration, using box dimensions prior to deformation (Figure 30) as
the reference.
4.3 Results
4.3.1 Stress-controlled deformation response
In the first part of this work, the NC structure S5 was deformed at 10 K under plane-
stress proportional loading along the sixteen loading directions shown in Figure 31(b). The
thermostat compensation rate η̇ was computed throughout the deformation process, and
the inelastic strain evolution was obtained by periodically capturing snapshots of the atom
positions in the loaded state and subsequent unloading under NσT conditions to T = 10
K and σ = 0 GPa.
4.3.1.1 Strain recovery upon unloading and relaxation
Some key aspects of the strain recovery process during unloading are shown in Figure 32,
for the case of pure shear deformation. Figure 32(a) shows the recovery of von Mises strain
(ε̄) as unloading is performed from various snapshots corresponding to total (loaded) von
Mises strains between 0 and 0.04. Most of the strain is recovered within the first 5 ps, before
stabilizing at what is considered a residual inelastic von Mises strain ε̄in. Here, we regard ε̄in
as the measure pertinent to the classical yield criteria. However, there is no requirement for
ε̄in, computed in the fully-relaxed state, to be purely deviatoric (i.e., volume-conserving),
since it is a natural outcome of the relaxation dynamics. In Figure 32(b), the unloading
paths are shown with respect to the loading stress-strain curve. In the case of loading
beyond the initial linear regime (σ̄ ≈ 0.7 GPa), unloading leads to rapid stress and strain
relaxation; however, strain relaxation continues even after the stress has reduced to zero.
By constructing a hypothetical reloading line, of slope equal to the slope of the initial linear
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(a) (b)
Figure 32: Unloading of the structure S5 from different stress levels, following loading under
pure shear. (a) Recovery of von Mises strain over the period of 30 ps during unloading.
The asymptotic inelastic strain (ε̄in) is shown as the dotted horizontal lines. (b) Strain
recovery during unloading shown on a σ̄ vs. ε̄ loading curve. The sequence of arrows 1 and
2 respectively denote loading and unloading. Arrow 3 shows a hypothetical re-loading line
(of slope equal to the initial linear elastic slope) drawn from the unloaded state.
regime, from the unloaded state, we observe that the strain recovery exceeds that expected
from pure linear elastic unloading, since the reloading line falls short of the point on the
loading curve from which the unloading was initiated.
Such behavior is not expected if the recoverable strain was composed only of lattice
strains, as is the case in CG metallic polycrystals. These observations support the view
that recoverable deformation in the GB network is a substantial component of the total
strain in NC metals, and grain-size dependent anelasticity should be accounted for while
assessing the yield strength based on strain offsets on the stress-strain curve. Previous work,
at higher temperature, has documented both time dependent strain recovery [168, 120], as
well as anelasticity [211] in nanocrystalline fcc metals. The present result suggest that
substantial anelasticity is present even with very little thermal activation.
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Figure 33: Evolution of the inelastic von Mises strain (ε̄in) and the thermostat compensation
rate (η̇) with the von Mises stress (σ̄) for the case of plane-stress biaxial deformation of
structure S5 under pure shear. The “yield point” is defined as the value of σ̄ that corresponds
to a small vertical offset β taken from the origin along the horizontal axis.
4.3.1.2 Initial yield
The relaxed asymptotic inelastic von Mises strain ε̄in and the dissipation metric η̇ were used
as two independent criteria to demarcate the elastic-plastic transition in the deforming NC
ensemble. Figure 33 shows the evolution of ε̄in and η̇ with σ̄ for the case of pure shear (path
‘-45’ in Figure 31(b)). Trajectories of both ε̄in and η̇ exhibit similar shapes, indicating
little atomic rearrangement at low stresses, followed by an avalanche growth as the stress
increases. In particular, η̇ exhibits a ‘jerky’ behavior capturing dissipation events involving
stress-driven atomic rearrangements [217]. The yield stress σ̄Y was obtained by taking a
small horizontal offset β on the evolution curve(s), as marked in Figure 33. The evolution
of ε̄in was interpolated between snapshots using a cubic spline, while η̇ was smoothed via a
least-square fit to the function σ̄ = A+B/(C − η̇)D, a hyperbola with parameters A,B,C
and D. For all loading-unloading cases, the inelastic dilatation (ε̂in) was found to be quite
small: less than 0.05%, as shown in Figure 33 (for more detailed results, see Section 4.2.4).
Two sets of yield loci, corresponding to the yield conditions defined by ε̄in and η̇, are
shown in Figures 34 (a) and (b), respectively. The locus of constant ε̄in, shown in Figure
34(a) and fit to a von Mises ellipse, shows slight asymmetry in the first and third quadrants,
although the deviation is quite weak. Similar behavior was observed in the locus of constant
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η̇. Overall, our simulations suggest that initial yield in NC Cu under biaxial loading is
isotropic for the grain size studied, with very weak T-C asymmetry of uniaxial yield strength.
The yield loci shown in Figure 34 seem to agree with the findings of Dongare et al. [55],
which were conducted under strain control, although at a higher temperature of 300 K.
As such, the grain size regime of 4-5 nm is predicted to lie near a minimum of the T-C
asymmetry, as claimed in previous MD-based work [56].
(a) (b)
Figure 34: Biaxial yield loci of the structure S5 computed according to two distinct yield
criteria. (a) the inelastic von Mises strain ε̄in, and (b) the thermostat compensation rate η̇.
In both (a) and (b), the inner locus corresponds to a threshold of β = 0.005 and the outer
locus corresponds to a threshold of β = 0.01. Dashed curves are von Mises ellipses fit to
the data.
4.3.2 Strain-controlled deformation: Exploring the stable flow regime
Post-yield behavior under biaxial loading was analyzed for the structure S5 (shown in
Figure 30) via the strain-controlled biaxial deformation method described in Section 4.2.4.
The stress-strain curves for five loading directions are shown in Figure 35(a). While the
deformation path −135 (biaxial compression) appears to exhibit the highest peak stress,
differences among the flow curves are comparable to fluctuations within each curve. Figure
35(b) compares the evolution of the inelastic dilatation (ε̂in) to the von Mises inelastic strain
(ε̄in). While ε̂in increases in magnitude with deformation, it is quite small, remaining below
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0.12% at all strains.
(a) (b)
Figure 35: (a) von Mises stress-strain curves for strain-controlled plane-stress biaxial load-
ing of structure S5. (b) Comparing the inelastic von Mises strain ε̄
in and the inelastic
dilatation ε̄in for the same loading paths.
Defining θ as the angle between the inelastic strain increment (dεin, computed in the
unloaded configuration) and the deviatoric stress (S = σ− σ̂I, computed in the correspond-
ing loaded configuration), Figure 36 shows the evolution of cos θ with σ̄ for a variety of
loading paths. In all cases, following a small initial deviation from collinearity (cos θ = 1),
it is observed that cos θ tends to approach a value of 1 for all loading paths. These results
suggest that inelastic flow in NC Cu occurs in a direction normal to the von Mises yield
surface, and that the inelastic strain tensor is almost purely deviatoric, even under the high
applied strain rate and conditions of low thermal activation, as well as the limited statistical
volume (100 grains) considered.
4.3.3 Effect of hydrostatic pressure on the yield transition
In addition to the biaxial deformation response, we also explored the effect of superimposed
hydrostatic pressure on the shear stress–strain response of a Cu nanocrystal. Multiaxial gen-
eralizations of T-C asymmetry can be parameterized either in terms of hydrostatic pressure
(i.e, the Drucker-Prager yield criterion), or normal stress (e.g., modifications to Schmid’s




Figure 36: Evolution of cos θ with the von Mises stress σ̄, where θ is the angle between
the inelastic strain incement tensor (∆εin) and the instantaneous deviatoric stress tensor
(σ − σ̂I). (a) and (b) show results of specific loading directions corresponding to uniaxial
tension (‘0’) and uniaxial compression (‘180’), while (c) shows all 16 loading directions
superimposed.
94
in initial yield and flow rules for CG metals and alloys, although a pressure effect on the
large-deformation stress-strain behavior of CG metals has been observed [202] and has been
attributed to the change in dislocation line energy with imposed pressure [96]. In NC metals,
hydrostatic pressure can be expected to additionally influence interface-mediated deforma-




Figure 37: Deformation paths consisting of increasing applied shear stress with a time-
variant superimposed hydrostatic stress between -5 GPa and 5 GPa visualized using (a)
von Mises stress-strain curves, (b) thermostat compensation rates, and (c) inelastic von
Mises strain.
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Loading was performed via the ramped-stress scheme as given by Equation 36, after
initially equilibrating the structure under a desired superimposed hydrostatic pressure σ̂ for
5 ps. The principal stress components were selected such that the hydrostatic stress σ̂ at
any stage of the loading was constant. Figure 37(a) compares the von Mises stress–strain
responses for structure S5 under σ̂ in the range -5 GPa to 5 GPa. We observe that under
these elevated pressures, there are significant differences in the stress–strain response. There
is also a decrease in the initial elastic slope (related to the shear modulus) with increasing
σ̂. Avalanche curves based on η̇ and ε̄in (Figure 37(b) and (c) respectively) reveal a distinct
elevation of the yield stress with applied compressive hydrostatic stress.
The variation of yield stress σ̄Y with σ̂ is shown in Figure 38(a) and (b), where (a) refers
to a strain offset-based yield criterion and (b) refers to the thermostat-based (η̇) criterion.
The results obtained using the inelastic strain-based criterion (ε̄in) have not been shown but
were very similar to 38(b). Regardless of the choice of criterion, σ̄Y appears to vary linearly
with σ̂. However, a linear relationship is not readily apparent when using the 0.2% offset
strain definition of yielding. This is consistent with previous work [25] and suggests that
a 0.2% offset strain-based yield definition is below the threshold for statistically-significant
defect cascades, for the grain size studied. On the other hand, upon using the 0.7% offset
criterion, an unambiguous linear trend relating σ̄Y and σ̂ is obtained. Assuming a simple
relation between σ̄Y and σ̂: σ̄Y = σ̄Y0 −kσ̂, where σ̄Y0 is the yield strength under pure shear
and k is the pressure coefficient of the shear strength, we obtain k = 0.048 for the strain
offset-based yield criterion and k = 0.05 for the thermostat-based yield criterion.
Figures 38(c), (d) compare the ratio of the yield strength σ̄Y and the initial elastic
slope σ̄Y of the corresponding stress-strain curve for all values of σ̂ considered. We observe
that σ̄Y exhibits a nearly constant ratio to the initial elastic slope dσ̄/dε̄. This observation
supports a simple picture of the effect of hydrostatic pressure on STZ-mediated plasticity,
where the barrier to STZ-activation is simply raised or lowered in proportion to the change
in material stiffness. Note that while an increase in yield strength with material stiffness (in
this case, measured by the initial slope) is expected, this increase may not be proportional




Figure 38: (a), (b) Comparing the effect of imposed hydrostatic stress σ̂ on the yield
strength (σ̄Y) under shear deformation. σ̄Y is computed using (a) an offset strain from the
initial elastic slope in Figure 37(a), and (b) a horizontal offset taken on the σ̄ vs. η̇ curve
in Figure 37(b). (c), (d) Comparing the evolution of the yield strength scaled by the initial
elastic slope σ̄Y/(dσ̄/dε̄) with σ̂, for (c) the strain offset-based yield criterion, and (d) the
thermostat-based criterion.
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those available at σ̂ = 0 GPa are activated (e.g., the formation of nano-sized voids or the
nucleation of dislocations) under different superimposed pressures.
4.3.4 Defect evolution under hydrostatic pressure
Shear deformation under superimposed imposed hydrostatic pressure offers a way to arti-
ficially bias the mean interatomic separation, and therefore, the respective energy barri-
ers for atomic rearrangement events. Several mechanisms can contribute to the pressure-
dependence of shear strength in nanocrystals, e.g., non-Schmid effects in dislocation nu-
cleation and pressure-dependence of the dislocation line energy, unstable stacking fault
energy, and migration/sliding thresholds for interfaces. Since the nanocrystal with grain
size considered in the present work exhibits mainly interface STZ-mediated plasticity, it is
potentially helpful to analyze two important aspects of interfaces in NC microstructures
that can influence the coupling of STZ activity with pressure: initially high internal von
Mises stresses, and the interfacial free volume (FV).
4.3.4.1 Internal stress
Very high internal von Mises stresses (even in the absence of an externally-applied defor-
mation field/tractions) have been reported in simulated Cu nanocrystals of various grain
sizes by [77], using a virial definition of stress. It has been further asserted, intuitively,
that high internal stresses in the vicinity of the interfaces could have a role in facilitating
local ‘yield’ at low applied stresses, in a manner similar to the role of residual stress fields
in polycrystals. This mechanism might also be invoked to explain the smooth, extended
elastic-plastic transition in nanocrystals, where the driving force for plasticity is partially
provided by stress relaxation in the interface network. However, this intuitive effect of the
internal stress has not been studied systematically in the literature, and the coupling of
such stresses to pressure is unclear.
Figures 39(a-c) show planar cross-sections through the structure S5 colored by σ̄/atom
for three cases of constant superimposed hydrostatic stress (σ̂): (a) 5 GPa (tension), (b) 0
GPa (no superimposed hydrostatic stress) and (c) -5 GPa (compression), in a state prior
to any shear deformation. From visual inspection of Figures 39 (a-c), we observe a slight
98
thickening of the red (i.e., high-stress) regions near the interfaces in going from a tensile to
a compressive σ̂. Upon plotting the distribution of σ̄/atom for the three cases in Figure
40(a), we confirm that a compressive superimposed σ̂ indeed leads to a thicker tail of the
distribution (shown by the arrow), while a tensile σ̂ has the opposite effect. Further, as
shown in Figure 40(b), atoms that correspond to the tail of the distribution (beyond 7.5
GPa, the cross-over point of the curves in Figure 40(a)) all belong to the interface network,
implying that σ̂ affects the interatomic forces in the interfaces most strongly. It also implies
that internal stresses that might affect yielding must be the ones that contribute to the
tail of the distribution in Figure 40(a), since stress-driven atomic rearrangement primarily
occurs in the interfaces.
The behavior in Figure 40(a), however, does not support the hypothesis that high inter-
nal von Mises stresses in the interfaces facilitate premature yielding. Rather, they seem to
have the opposite effect, since the structure with elevated internal von Mises stresses under
imposed hydrostatic compression was also found to register a higher yield stress. In Section
4.3.5, we analyze more detailed correlations to better ascertain the precise role of internal
stresses towards driving interface-mediated plasticity.
4.3.4.2 Interfacial excess volume
Stress-driven free volume migration is a common deformation mechanism in disordered
media. In nanocrystals containing predominantly high-angle interfaces with a high degree
of positional disorder, free volume is likely to play a role in determining the STZ-mediated
deformation behavior. MD simulations of uniaxial deformation as well as shear in symmetric
bicrystal interfaces have suggested that the activation of inelastic events can significantly
evolve the amount as well as the connectivity of free volume clusters in the interface [233].
Figure 41(a) shows the internal hydrostatic stresses (σ̂/atom) present in the structure
S5. Both tensile and compressive stresses appear to be present at and near the interface
regions. However, it does not appear that the interface network, overall, is under a tensile
or compressive stress due to a volume mismatch with the crystalline grains.




Figure 39: (a),(b) and (c): Planar cross-sections through the structure S5 shown under three
different states of superimposed hydrostatic stress, with atoms colored according to the per-
atom von Mises stress (σ̄/atom). (b) denotes the relaxed and equilbrated configuration at
zero external pressure (σ̂ = 0 GPa), while (a) and (c) correspond to states of tensile and
compressive stresses, respectively (σ̂ = ±5 GPa).
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(a) (b)
Figure 40: (a) Distribution of σ̄/atom over all atoms for the three cases of hydrostatic
confinement shown in Figure 39, exhibiting a cross-over point at around 7.5 GPa. (b)
shows only the atoms with σ̄/atom > 7.5 GPa in S5, using the same color scheme as Figure
30.
(a) (b)
Figure 41: (a) Section through the structure S5 with atoms colored according to σ̂/atom,
shown in the absence of superimposed σ̂ and prior to any deformation. (b) The same
section, colored according to V olume/atom. The black marker on the color map denotes
the atomic volume in a defect-free, undeformed crystal.
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same structure, which is shown in Figure 41(b). The atomic volumes were computed for
the structure S5 using a Voronoi tesellation, where the atoms’ instantaneous positions serve
as seed points for the tessellation. As expected, both extremes of the volume are present
in the interface regions. Pockets of dilatation or compression (shown as yellow and blue,
respectively) can be observed near interfaces and triple junctions, measured relative to the
ideal atomic volume in Cu, V0 = 11.8Å
3
(computed as V0 = a
3
0/4, where a0 = 3.615Å is
the lattice parameter). The distribution of atomic volumes was not symmetric around this
ideal value, showing a thicker tail towards higher (excess) volumes.
Note that our measure of V olume/atom as computed via Voronoi tesellation is as de-
scribed in work by [77] and bears no similarity to the grid-based algorithm employed to
compute free volume in previous work [233] concerning Cu bicrystals. The current measure
was selected due to its lower computational cost. Although the excess volume computed
by the present algorithm is not directly comparable to the ‘free’ volume as defined in [233],
both measures are qualitatively similar and can be used to estimate the unfilled space in a
configuration of atoms.
4.3.5 Correlations between per-atom quantities
The per atom von Mises stress (σ̄/atom) and the atomic volume carry information regard-
ing the local atomic neighborhood, in terms of interatomic forces as well as the pre-existing
excess volume around atoms. Combined with kinematic information of atomic trajecto-
ries developed in response to applied deformation, it is possible to analyze correlations
between these per-atom quantities that might help reveal the nanoscale physics of local-
ized, pressure-sensitive shear transformation in the NC interfaces. The objective here is
to identify substructural ‘state variables’ that seem to best explain the influence of σ̂ on
σ̄Y. Specifically, we test two hypotheses here: high values of (a) σ̄/atom as well as (b)
V olume/atom facilitate local stress-driven atomic rearrangements.
To capture the kinematics of localized atomic rearrangement, the per-atom strain ten-
sor was computed as the Lagrangian (Green) strain tensor derived from the atomic-scale
deformation gradient formulation of Zimmerman et al. [297]. This strain metric has been
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used previously by Tucker and coworkers [237] to resolve rotation and dilatation fields in
simulated NC Cu. For strain computations, the reference configuration was chosen as the
undeformed configuration prior to loading (σ̄ = 0 GPa), and the current configuration as
the one deformed to σ̄ = 2 GPa. The strain tensor was computed using all nearest neigh-
bors lying within the cutoff radius of the interatomic potential. A weighting function [76]
was used to balance the contribution of second and farther nearest neighbor shells on the
computed strain tensor. For shear deformation with superimposed hydrostatic pressure, the
pre-compressed/dilated configuration (prior to any shear deformation) was used as refer-
ence. This was done to ensure that any measurement of per-atom dilatation did not include
the initial dilatation ε̂ suffered due to the imposition of σ̂.
Heatmaps were computed for atomic configurations corresponding to various stress levels
in the stress-strain curves shown in Figure 37(a). In this context, the reference configuration
refers to the state of the system equilibrated under the superimposed pressure σ̂, but prior
to any shear deformation (σ̄ = ε̄ = 0). The current configuration pertains to a deformed
state (σ̄, ε̄ > 0).
In Figure 42, correlations between per-atom quantities in the interface regions (compris-
ing only the atoms shown in Figure 40(b)) have been plotted as heatmaps. The color of the
map at each point corresponds to the frequency of atoms having the particular combination
of per-atom quantities. In each plot, x-axis labels refer to reference-configuration quan-
tities, while y-axis labels correspond to current-configuration quantities. In Figure 42(a),
we notice that extreme values of σ̄/atom prior to deformation do not correspond to large
von Mises strains in the deformed state. The observed strains peak at σ̄ ≈ 10 GPa, before
falling off. More significantly, a similar behavior is observed in (b) in the case of atomic
volumes. The strains tend to peak close to the ideal atomic volume (11.8 Å3). However,
atoms with higher atomic volumes prior to deformation, which ostensibly have more ‘space’
to rearrange, actually register lower strains, close to those observed for atoms that were
more constricted than the ideal fcc lattice prior to deformation. Finally, in (c), σ̂/atom
in the reference configuration produces no bias in the per-atom von Mises strains, i.e., the




Figure 42: Heatmaps comparing various per-atom quantities both prior to and during pure
shear deformation in the structure S5. In all plots, the y-axis shows the strain ε̄/atom in
the deformed configuration (σ̄ = 2.0 GPa) while the x-axis shows quantities in the reference
configuration (σ̄ = 0.0 GPa): (a) the von Mises stress/atom, (b) the volume/atom, and (c)
the hydrostatic stress/atom. Colors indicate atom populations (count) and are shown on a
logarithmic color scale.
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The heatmap of σ̄/atom and V olume/atom in the reference configuration is shown in
Figure 43(a) for the case σ̂ = 0. Here, we observe that maximum atomic volume corresponds
to σ̄/atom in the range of 5–10 GPa, and atoms with higher σ̄/atom have less V olume/atom.
Although each value of σ̄/atom admits a wide range of atomic volumes (owing to the
inherent structural disorder in the interfaces), these volumes, on average, tend towards the
ideal atomic volume of 11.8 Å3 as σ̄/atom increases.
(a) (b)
Figure 43: (a) Heatmap comparing atomic volume and per-atom von Mises stress in the
reference configuration for the structure S5. (b) Heatmap comparing dilatational and dis-
tortional atomic strain (ε̂/atom and σ̄/atom, respectively) in the deformed configuration.
Figure 43(b) compares per-atom strains in the deformed configuration for the case σ̂ =
0, with the intent to resolve volume changes accompanying pure shear deformation. We
observe that the dilatational strain ε̂/atom positively correlates with the von Mises strain
ε̄/atom even though no external σ̂ was applied. This positive correlation was found to
significantly diminish upon unloading, implying that a part of the volume change (dV )
associated with shear transformation in the interface is transient. Additionally, almost
the same correlation between ε̂/atom and ε̄/atom was observed for all loading cases, even
the ones with superimposed compressive hydrostatic stress, indicating that the observed
dilatation is inherent to the deformation mechanism(s), and not a result of the imposed
boundary conditions.
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Further, we analyzed the effect of imposed σ̂ during shear deformation on the preceding
correlations. No qualitative differences could be observed in the shapes of the heatmaps.
Regardless, in order to facilitate direct comparison of the respective correlations, heatmaps
were plotted as contours for the case of σ̂ = 5 GPa and σ̂ = −5 GPa and are shown super-
imposed in Figure 44. Note that here, all quantities are current configuration quantities,
unlike Figures 42 and 43(a). In Figure 44(a) it can be observed that the distributions are
similar in shape but offset by the change in mean atomic volume due to tension/compression.
There indeed seems to be a connection between excess volume and ease of interatomic rear-
rangement, but it is apparently a mean-field effect, independent of the statistical variation
in the atomic volumes themselves. In (b), while shear+hydrostatic compression elevates
the internal von Mises stresses, these (instantaneous) elevated stresses do not correspond to
higher strains. Rather, we suspect that the upper extreme values of σ̄/atom corresponds to
an increased likelihood of interatomic jamming, and the relative immobility of atoms in the
jammed state is the reason these atoms can develop such high internal stresses. Similarly
in Figure 44(c), extreme values of σ̄/atom don’t appear to have any correlation with the
instantaneous atomic volume, and tend towards the mean volume.
4.3.6 Summary of correlations
The correlation analysis suggests that there may not be a direct, atomic-scale correspon-
dence between spatially-localized measures of atomic volume, internal stresses, and defor-
mation. Rather, such a correlation is only valid in a mean field sense over relatively large
material volumes. On one hand, while an overall increase in mean atomic volume appears to
positively correlate with lower yield strength, there is no evidence to support the intuitive
assessment that initial high internal stresses in the interface facilitate STZ activity, leading
to a lowering of the yield strength. An overall increase in internal von Mises stresses prior to
deformation was actually found to inhibit yielding, most likely due to interatomic jamming
in highly stressed atomic neighborhoods.
Analysis of the evolution of atomic strains under multiaxial loading conditions suggest




Figure 44: Contour maps comparing correlation of per-atom quantities in the deformed
configuration of structure S5. Contour lines connect similar atom populations (which were
represented by color in Figures 42 and 43) and have been used instead of heat maps to
better distinguish between population distributions under imposed hydrostatic pressures
(σ̂) of ±5 GPa. All plots compare per-atom quantities in the deformed configuration.
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independent of the applied deformation path. Such dilatancy has been discussed in previous
work by Bulatov et al. [31] in the case of dislocation glide in Al, and it is expected that
the transient volume change (dV ) will couple with the applied pressure (σ̂) to introduce
a penalty of σ̂dV in the activation energy of shear transformation, thereby affecting the
yield strength. Overall, our results seem to suggest that STZ-mediated deformation in NC
materials could be described reasonably well in terms of the evolution of free/excess volume,
with transient dilatancy inherent to the deformation mechanism(s).
4.4 Discussion
The metrics ε̄in and η̇ represent different perspectives of yielding, and both can supplement
traditional engineering measures, such as offset strain, in MD simulations of nanomechanics.
While ε̄in is free from effects of anelasticity, η̇ captures the dissipation avalanche associated
with the nucleation, propagation, and annihilation of material defects. The proposed crite-
ria are effectively independent, and application to MD simulations of dynamic mechanical
processes (e.g., plasticity, fracture) in other material systems and microstructures could
potentially be quite useful. For example, Lissenden and Arnold [123] have shown (ana-
lytically) that dissipation-based failure surfaces and inelastic strain-based failure surfaces
are expected to differ in shape for any material that includes terms other than the second
invariant of the stress deviator, J2, in the failure criterion.
Although the biaxial yield surfaces for structure S5 were found to be nearly isotropic,
we observed a clear pressure-dependence of initial yield. The negative pressure coefficient
for the yield strength under shear indicates that hydrostatic confinement (or expansion)
does affect local interatomic rearrangement in the interface network. However, the pressure
dependence isn’t strong enough to be apparent under uniaxial or biaxial deformation.
To the the present author’s knowledge, the normality of flow behavior as investigated
in Section 4.3.2 has not been addressed previously in the context of NC materials. While
the present approach is fairly general and extensible to other material systems and mi-
crostructures (particularly, higher grain sizes in NC materials, where dislocation plasticity
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becomes important), it could be quite computationally intensive to compute relaxed, un-
loaded inelastic strains in cases where relaxation times of the elastic strain are several orders
of magnitude longer than what is feasible via MD. Notably, molecular statics methods as
employed by Vitek et al. [250] cannot be directly used due to the presence of multiple,
inter-dependent deformation mechanisms prevalent in nanocrystals.
Based on our results, it also appears that the role of internal von Mises stresses in NC
metals towards affecting deformation behavior is quite different from that of residual stresses
in CG metals. While the latter is known to facilitate local yielding via dislocation glide by
superimposing on the applied stress, the former, at least at the atomic scale, appears to
correlate better with increased likelihood of interatomic jamming and low free volume. This
inference is supported by the observation that applied hydrostatic compression intensifies
the upper extremes of the internal von Mises stress distribution, yet concurrently increases
the ensemble-scale yield strength.
Rather, free volume in the interface appears to be a better candidate as a constitutive
state variable to be incorporated in a continuum level theory of STZ-mediated inelastic
deformation. However, it is important to note that local atomic rearrangement events
appear to be accompanied by a transient dilatancy, or change in free volume; this change is
likely to couple with the applied pressure [31], thereby determining the pressure-coefficient
of the shear strength in nanostructures. MD based exploration of geometrically well-ordered
interfaces from the standpoint of this transient dilatancy can be particularly fruitful towards
improving theories of pressure-dependent interfacial sliding/migration. Lastly, the NC grain
size regime dominated by dislocation nucleation from interfaces (>10–20 nm) remains open
for analysis; pressure-effects on inelastic deformation in this grain size regime have been
studied in Chapter 6.
4.5 Summary
In this chapter, we have explored the effect of a variety of multiaxial deformation paths
on the inelastic deformation behavior of NC Cu. To resolve the inelastic yield transition,
two different yield criteria have been proposed. One is derived from statistical mechanics
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and was introduced by the present author in the previous chapter. The other employs
explicit relaxation of (an)elastic strains. These criteria provide measures of defect avalanches
associated with inelasticity, independent of the active deformation mechanisms. Further,
using measures of atomic-scale stress, volume and strain, the effect of internal stresses and
free volume have been extensively compared for the cases of both pure shear deformation
as well as shear deformation under superimposed hydrostatic pressure.
The results presented in this chapter suggest that inelastic deformation of nanocrys-
talline Cu (in a 5 nm mean grain size regime dominated by the activation of shear transfor-
mation zones in the interfaces) is pressure-dependent. However, the pressure dependence
is weak enough to not manifest a significant tension-compression strength asymmetry for
the 5nm grain size studied. Additionally, inelastic strains in the nanocrystalline Cu sample
were observed to be almost purely deviatoric, suggesting that flow occurs normal to the von
Mises yield surface.
An analysis of correlations between various per-atom metrics (stress, volume, strain)
reveals novel information regarding the physical origins of the pressure-dependence of shear
strength. Chiefly, it appears that internal stresses in the interface network increase under
compressive hydrostatic stress and inhibit yielding via a jamming effect at the atomic scale.
On the other hand, excess volume in the interfaces eases interatomic rearrangement in
shear transformation zones. It is likely that transient dilatancy associated with interatomic
rearrangement couples with imposed pressure to change the activation barrier for inelastic
deformation. These effects are relevant to an improved understanding of interface-mediated
plasticity in fcc metals.
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CHAPTER V
SHEAR DEFORMATION BEHAVIOR OF SYMMETRIC TILT
INTERFACES IN CU
5.1 Introduction
The role of interfaces in determining the mechanical properties of metals in the nanocrys-
talline (NC) and ultra fine-grained (UFG) state is well-documented in the literature [71,
110, 245]. It has been observed that interfaces act as dislocation sources in NC and UFG
materials in the absence of traditional dislocation multiplication and storage mechanisms
[122, 200, 228]. Besides dislocation nucleation, interfaces can also contribute to inelas-
tic deformation via inter-granular sliding and stress-induced interface migration. These
mechanisms have been observed in numerical simulations [183, 243, 62, 33, 178] as well as
experiments [115, 190, 191, 175, 116, 270].
The dynamics of interface motion driven by an external stress (as opposed to capillarity)
has been the subject of significant interest in recent years. Olmsted et al. [157] studied
the mobility of 388 Ni grain boundaries under the driving force of a biased interatomic
potential and found a wide range of boundary mobilities, revealing an unequivocal but
complex dependence of interface mobility on the interface structure. In symmetric tilt
interfaces belonging to the 〈100〉 family of tilt misorientations, molecular dynamics (MD)
simulations predict a stick-slip behavior via highly correlated atomic motion [146], and a
well-defined geometric coupling factor relating displacements parallel and normal to the
interface plane [33]. Coupled interface motion was observed at a wide range of low to
medium homologous temperatures. These findings form the basis of an emerging idea in
the mechanics of nanomaterials: interfaces need to be treated as dynamic constituents of
the microstructure, rather than just static barriers to dislocation glide.
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Several models of shear-coupled migration have been proposed in recent years. For sym-
metric tilt interfaces belonging to the 〈100〉 family of tilt directions in fcc metals, dislocation-
based model of migration interpret interface motion in terms of the cooperative glide of
dislocations on unusual slip planes [32], or, in the case of general tilt boundaries (non-
CSL), via a lattice distortion assisted by short-range atom shuffling at the interface [34].
Alternatively, a disclination-based approach interprets interface motion as the migration of
disclination dipoles driven by couple stresses arising from an elastic shear strain [213, 67].
These models are promising candidates for inclusion into mesoscopic theories of interface-
mediated elasto-plasticity, although they still lack an extension to general interfaces of a
mixed tilt-twist character, or non-equilibrium grain boundaries. Further, recent work in
the shear-driven interface motion has focused largely on the kinematics of interface motion,
in terms of linearized mobilities and geometrical coupling factors [32, 33, 94, 146, 157].
In comparison, the kinetic aspect of interface motion, including energy barriers, threshold
stresses, and the ease of activation of alternate modes of interface motion, have been the
subject of relatively fewer studies, e.g., [90, 256].
MD simulations can complement mesoscopic modeling efforts by providing full-resolution
studies of mechanism(s) of interface motion, as well as other important aspects such as crit-
ical stress for interface motion and stress-state dependence of the interface motion ‘event’.
There is significant evidence from atomistic simulations to suggest that the effects of non-
deviatoric (in dislocation theory, non-glide) stresses on defect nucleation and propagation
are not negligible. Spearot et al. [201] showed that interface-mediated dislocation nucleation
tends to exhibit a normal stress dependence, likely contributing to the observed tension-
compression strength asymmetry [187] in the nanocrystalline state. Molecular statics sim-
ulations performed by Tschopp and McDowell [226] reported an increase in the unstable
stacking fault energy (USFE) of Cu under the effect of a compressive stress normal to the
slip plane. In light of these observations, a natural question is whether non-deviatoric stress
components influence stress-driven interface motion as well. The answer to this question
is not only interesting from a fundamental physics standpoint, but also potentially helpful
towards understanding microstructure evolution during highly constrained severe plastic
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deformation. For example, a significant effect of hydrostatic stress on the shear flow stress
of Cu has been observed by Zehetbauer et al. [283] during high pressure torsion.
In the present chapter, we have used MD simulations to study the effect of hydrostatic
pressure on the shear deformation behavior of eleven symmetric tilt interfaces in Cu. Inter-
faces of different characteristics are studied, spanning a range of interface energies, low-order
and high-order coincidence site lattice (CSL) misorientations, and including interfaces with
structural units that have been found to facilitate atomic shuffling [178, 233]. The purpose
of the current work is to explore the variety of interface responses and relate them to struc-
tural transitions in the interfaces. The chapter is organized as follows: Section 5.2 provides
an overview of the simulation methodology and structural characteristics of the interfaces
studied as a part of this work. Section 5.3 reports findings from simulation of shear de-
formation of these interfaces under multiaxial pressure+shear loading paths. Section 5.4
discusses the implications and limitations of the present work, and a summary of major
findings have been provided in Section 5.5.
5.2 Methodology
5.2.1 Interface structure
Homophase interfaces are described using five degrees of freedom [171], leading to a very
large number of possible interface structures. The present study was restricted to symmetric
interfaces in Cu with a pure tilt, coincidence site lattice (CSL) [107] misorientation along
the 〈100〉 or 〈110〉 crystallographic axis (see Table 2). In selecting specific interfaces, the
focus was on interfaces with ‘special’ characteristics such as low energy and/or high free
volume.
Interfaces were constructed as 3-D periodic bicrystals by bringing together two disori-
ented single crystals into a minimum-energy interface configuration via a process of relative
lattice translation, atom deletion, energy minimization, and isobaric-isothermal equilibra-
tion (for details of this process, see [229]). The resultant structures exhibit long-range
periodicity in the plane of the interface, and were in good agreement with experimental ob-
servations [144, 140]. Since all interfaces considered are symmetric tilt boundaries of a CSL
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misorientation, each boundary can be identified uniquely by the order of its CSL and the
crystallographic index of the interface plane. According to this nomenclature, for instance,
the coherent twin is a Σ3{111} interface, and the θ = 36.9◦ interface in the 〈100〉 family of
misorientations is designated Σ5{210}.
To provide the necessary context, we summarize the salient features of the interfaces
studied in this work and the rationale behind their selection. Interfaces in the 〈100〉 family
of tilt misorietations were selected from those already studied extensively in the literature.
Two of these interfaces, Σ5{210} and Σ5{310}, correspond to preferred misorientations
(i.e., their interfacial energies lie at local minima in the space of misorientations). All three
〈100〉 interfaces are composed of “kite-shaped” structural units as defined by the structural
unit (SU) model [209].
Interfaces in the 〈110〉 family of misorientations were further subdivided into the follow-
ing categories:
• Low-energy: These interfaces are characterized by their low interfacial energy and
good atomic fit in the interface plane. These misorientations correspond to very
prominent ‘cusps’ in the energy landscape of 〈110〉 interfaces in Cu.
• E structural unit: These interfaces have a misorientation angle θ in the range 109.5◦ <
θ < 180◦ and contain the ‘E’ structural unit according to the SU model. The E struc-
tural unit has been associated with excess free volume and a tendency to facilitate
localized atomic shuffling, resulting in a lowered threshold stress for dislocation nu-
cleation [229, 233].
• ITB structure: In Cu, these interfaces are made up of Shockley partial dislocations
periodically occurring in the direction of the interface period. Two interfaces are
considered; the Σ3{112} incoherent twin boundary (ITB) and a near-ITB Σ353{8 8
15} interface with misorientation within 5◦ of the ITB and a similar structure.
• Other: This category contains a high-order CSL boundary Σ491{5 5 21} not catego-
rized according to any of the previous three classifications.
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(a) (b)
Figure 45: (a) A bicrystal sample, containing two disoriented crystals separated by Σ9{221}
symmetric tilt grain boundaries, shown following energy minimization and relaxation.
Atoms are colored according to common neighbor analysis [232], a measure of local crys-
tallinity. The structure is periodic along all three Cartesian directions. (b) Schematic show-
ing the deformation applied to the bicrystal sample(s). A constant strain rate is applied
parallel to the grain boundary plane and all stress components except σxy are prescribed
and held constant throughout the deformation.
Although these interface misorientations cannot be claimed to adequately sample the
general, 5-dimensional misorientation subspace, they include several preferred interface
structures that can occur in real microstructures. Further, many constituent elements of
these interfaces (e.g., the E structural unit) have already been extensively studied in the
literature.
5.2.2 Simulation setup
Figure 45(a) shows a bicrystal interface prior to deformation (the Σ9{221} interface has
been shown for the purpose of illustration). The number of atoms in each bicrystal varied
between 7.0 × 105 and 1.2 × 106. Periodic boundary conditions were imposed along all
three Cartesian directions. Direct control of the six-component global stress tensor (σ) and
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Table 2: List of Cu symmetric tilt interfaces studied in the present work, distinguished
based in the Coincidence Site Lattice (CSL) Σ number, and the crystallographic index
of the interface plane. θ indicates the misorientation based on rotation around the tilt
axis (〈110〉 or 〈100〉), and Mechanism indicates the deformation mechanism observed under
simple shear deformation. (M) denotes pure shear-coupled migration, (S) indicates sliding,
(PBM) indicates phase boundary migration, and (D) indicates dislocation nucleation from
the interface. Simultaneous activation of two or more mechanisms is shown by the ‘+’ sign.
See Figure 47 for details of deformation mechanisms. The interface classification scheme
has been discussed in Section 5.2.1.
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temperature (T ) was ensured via a Nosé-Hoover chain thermostat [132] and an anisotropic
Parinello-Rahman (PR) [161] barostat, which allowed for volume change and shape change
of the simulation cell in response to prescribed stress-type boundary conditions. Prior to any
deformation, the bicrystal was equilibrated under isothermal-isostress (NσT ) conditions to
a temperature of 10 K, until all six components of the global stress tensor were relaxed to
zero. Then, prior to shear deformation, the simulation cell was placed under an isotropic
hydrostatic stress σ̂ and allowed to equilibrate for an additional 5 ps.
The shear deformation scheme and relevant boundary conditions are shown in Figure
45(b). The interfaces were oriented to deform under in-plane shear along the interface
period. In the context of Figure 45(a), this deformation corresponds to the xy-component
of the stress/strain tensor (i.e., the plane normal to the positive y-axis is displaced in the
direction of the positive x-axis). A linear displacement gradient ranging from 0 at y = 0 to
δxy at y = ly was applied to all atoms, producing a shear strain of γxy = δxy/ly, at the rate
of 109 s−1. Assuming shear deformation begins at time t = 0, the global stress and strain













In Equations 38 and 39, σ̂ is a time-invariant pressure, imposed prior to deformation
and maintained throughout the deformation stage. The shear strain, γxy(t), is prescribed
as a (linear) function of time, and σxy(t) is the shear stress produced as a result. Note
that the application of σ̂ causes net compression/expansion of the simulation cell prior to
any shear deformation. However, we select this cell deformed under the influence of σ̂ as
the reference configuration to compute the strain tensor ε. This ensures that the strain
tensor at any stage of the shear deformation does not include the strain suffered due to the
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imposition of σ̂, but does include dilatation or distortion of the simulation cell occurring
during the shear deformation.
The present deformation method differs significantly from previous work (e.g., [33, 234,
256]), where shear was imposed by prescribing a velocity gradient in the canonical (constant
volume) ensemble. Unfortunately, that method inherently limits the types of stress states
accessible during deformation, and also suppresses any changes in volume of the simula-
tion domain. The current method, in contrast, imposes a displacement gradient, and P-R
boundary conditions permit free anisotropic expansion as well as warping of the simulation
domain. Further, due to periodic boundary conditions along all Cartesian directions, any
kind of free surface effects (cf. [178, 90]) are precluded and the simulation is expected to
better pertain to the evolution of defect structures in the bulk. Simulations of shear de-
formation with P-R boundary conditions can be found, for example, in [31, 39] and [193].
Finally, although 3D periodic boundary conditions effectively introduce a “pair” of identical
grain boundaries in each simulation cell, these grain boundaries are separated by a sufficient
distance (≈ 15 nm) so that their distortion fields don’t overlap. Spearot [198] concluded
that a 15 nm separation is sufficient to avoid influencing dislocation nucleation from the
interface.
5.2.3 Dilatation and free volume
To compute the dilatation associated with shear stress-driven interface motion, the atomic-
scale deformation gradient formulation of Zimmerman et al. [297] was used. The process
takes two atomic configurations as input (a reference configuration and a current configu-
ration) and yields a per-atom tensor F that estimates the 3-D deformation in the sphere
containing an atom and its nearest neighbors. The per-atom dilatation (ε̂/atom) can be





ε̂/atom = tr(E)/3 (41)
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Figure 46: A schematic showing the box-shaped sub-volume Γ, containing the interface,
within which the free volume (FV) is computed. As the bicrystal deforms under shear,
the region Γ translates, such that its center coincides with the centroid of the simulation
domain in each deformed configuration.
where E is the Lagrangian strain tensor, T denotes the matrix transpose operation, tr is
the trace operation, and I is the 3 × 3 identity tensor. ˆ is used to denote the hydro-
static/dilatational invariant of a tensor. A /atom suffix is attached to ε̂ to distinguish it
from another symbol, σ̂, frequently used in this thesis, which pertains to the hydrostatic
stress tensor of the entire atomistic ensemble.
Free volume (FV) was computed within a box-shaped sub-volume of the simulation
domain, Γ, containing the interface (see Figure 46), using the grid-occupancy algorithm of
Tucker et al. [233]. In this algorithm, the interior of Γ is overlayed with a 3-D grid of
points spaced at 1/20th of the lattice parameter (a = 3.615 Å). Then, points that have no
atom centers within a cut-off radius of a/2 are designated ‘free volume’ (FV) of magnitude
(a/20)3 Å3. This condition ensures that a perfect fcc lattice without interfaces has zero
free volume. Using Tucker et al.’s algorithm, we computed the free volume content of each
of the interfaces studied. The total free volume content (unit Å3) was divided by the x-z
cross-section of the region Γ, yielding FV per unit area (unit Å3/Å2).
5.2.4 A phenomenological model of pressure-sensitive shear flow
To analyze the pressure-dependence of shear deformation, a simple phenomenological frame-
work is proposed. The hydrostatic stress imposed on the simulation domain is designated
σ̂, where negative σ̂ corresponds to a compressive hydrostatic stress by convention. We
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express the bicrystal’s initial yield strength under shear with zero superimposed pressure
(σ̂ = 0) as a fraction of the bicrystal shear modulus, i.e.,
σY0 = α0G0 (42)
where subscripts 0 indicate a state of zero superimposed pressure, and σY0 denotes the yield
strength (superscript Y) of the bicrystal under shear deformation in the plane of the interface
(i.e., normal to the y-direction in Figure 45(a)) and in the direction of the positive x-axis,
the interface period). To avoid clutter in notation, the xy subscript has been dropped. G0
is the bicrystal shear modulus along the deformation direction (xy), and α0 is a constant
of proportionality. Under a state of non-zero superimposed pressure (σ̂ 6= 0), the total
change in σY can be decomposed into two parts: (a) a part that varies in proportion to the
pressure-dependent change in elastic modulus, and (b) the remainder, i.e.,
σY(σ̂) = αG(σ̂) = α0G(σ̂) + σ
∗(σ̂) (43)
In Equation 43, σ∗ represents the additional yield strength elevation and captures the
deviation of the computed yield strength from the ‘expected’ yield strength α0G(σ̂). To the
first order, G, σY and σ∗ can be expressed as linear functions of pressure, i.e.,
G = G0 − kGσ̂ (44)
σY = σY0 − kY σ̂ (45)
σ∗ = −k∗σ̂ (46)
where kG, kY and k∗ are pressure-coefficients of the bicrystal’s shear modulus, shear yield
strength, and additional yield strength elevation respectively. Also, using Equations 42, 44,
45 and 46, we obtain:
kY = α0kG + k∗ (47)
Since compressive hydrostatic stresses are considered negative according to the con-
vention adopted in this work, a positive value of kG, kY or k∗ corresponds to a stiffen-
ing/strengthening of the material with increasing compressive stress.
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5.3 Results
5.3.1 Shear deformation kinematics
The twelve interfaces studied in this work exhibited a variety of deformation mechanisms
under simple shear with zero superimposed pressure. The kinematics of interface motion has
been classified into shear-coupled migration, sliding and/or dislocation-based mechanisms
in the third column of Table 2. Figure 47 shows three major deformation mechanisms, re-
solved with the aid of a marker comprised of a vertical slice of atoms hidden from view over
the course of the deformation. In the undeformed configuration, this slice is straight. Pure
shear-coupled interfacial migration tends to shear the crystal in the wake of the migration
event while maintaining continuity of the marker (Figure 47(a)). Note that the interface
maintains its geometrical structure in cases of pure shear-coupled migration. On the other
hand, pure sliding tends to break the continuity of the marker without any interface motion
normal to the interface plane (Figure 47(b)). A third deformation mechanism is simul-
taneous sliding and migration, shown in Figure 47(c), where interface motion normal to
the interface plane is accompanied by translation of atoms parallel to the interface plane,
thereby breaking the continuity of the marker. A fourth deformation mechanism was noted
in the case of interfaces with incoherent twin boundary (ITB) structure. As shown in Fig-
ure 48, these interfaces tended to bifurcate into two phase boundaries separated by phase
containing periodic stacking faults.
Based on Table 2, some trends in the deformation behavior can be noted: all three
interfaces in the 〈100〉 family of misorientations undergo shear-coupled migration, in agree-
ment with previous work [33]. So do the low-energy interfaces from the 〈110〉 family (for
the coherent twin, see [90]). Pure sliding was observed in the Σ9{221} interface, consistent
with Tucker et al. [234]. Other interfaces with the E structural unit, however, sheared via a
combination of migration and sliding, while the Σ129{881} interface underwent pure migra-
tion. Interfaces with the ITB structure were found to dissociate into two phase-boundaries,
enclosing a phase with periodic stacking faults (in the case of the ITB, this is the 9R phase).
This shear-driven phase boundary migration has been previously reported by Wang et al.




Figure 47: Three types of shear deformation mechanisms: (a) pure shear-coupled migration,
(b) pure sliding, and (c) sliding+migration.
interfaces studied in this work agree with previous atomistic studies, despite significant
differences in boundary conditions and the deformation algorithm.
5.3.2 Elastic properties of interfaces
The pressure derivatives of the elastic constants of single-crystal Cu were experimentally
determined by Daniels and Smith [48]. Later, Adams et al. [1] showed that these derivatives
can be reproduced with reasonable accuracy using an EAM potential developed by Foiles
et al. [66]. Adams et al. further observed that the presence of an interface with mis-
coordinated atoms (in their case, a Σ5 twist boundary in Cu) reduces the shear modulus in
the plane of the interface.
The elastic moduli of the twelve interface structures studied in this work were computed
in the x-y shear direction based on the linear elastic part of the shear stress (σxy) vs. shear
strain (γxy) curve, both under simple shear as well as under shear with an imposed pressure
σ̂. The stress-strain curves used to perform this computation can be found in Figures 50–
59. The results of the computation are shown for four interface structures in Figure 49.
To resolve the effect of the interface on the elastic properties of the bicrystal, the bicrystal
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(a) (b)
Figure 48: Shear deformation via phase boundary migration in two interfaces classified
under the ITB structure: (a) the incoherent twin boundary Σ3{112}, and (b) Σ353{8 8 15}
grain boundary, showing snapshots at 0.5% global shear strain. The dashed line shows the
boundary position prior to any shear deformation.
shear modulus was compared to the shear modulus of a similarly-oriented defect-free Cu
single crystal. Note that this comparison is valid for symmetric tilt interfaces, such as those
considered in this work, since the crystallographic directions along the shearing direction
on either sides of the interface are equivalent. For details of this analytical procedure used
to compute the single crystal elastic modulus, the reader is referred to Appendix A.
The change in elastic modulus Gxy of the Σ3{111} interface (the coherent twin) due to
applied pressure is shown in Figure 49(a). The zero-pressure shear modulus of the bicrystal
containing the twin interface was observed to be very close to the single-crystal value, likely
due to the good atomic fit in the interfacial regions. For other interfaces, the bicrystal
shear modulus was observed to be lower than the single-crystal value, the difference being
moderate (≈ 5 GPa) in Figure 49 (b),(c) to large (≈ 12 GPa) in Figure 49(d), for the ITB
structure.
Although only four interfaces have been shown, in general, Gxy for all interfaces was
found to be lower than the single crystal values at zero pressure and was observed to
increase directly with the imposed (compressive) pressure. While a linear variation in Gxy
was observed for all interfaces, the quality of the linear fit varied. The relatively low quality




Figure 49: Variation in the shear modulus (Gxy) of four bicrystalline interfaces with pres-
sure (σ̂). ‘bc’ denotes the bicrystalline shear modulus and ‘sc’ is the analytically-computed
shear modulus of a similarly-oriented single crystal.
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from a linear stress-strain response at low shear strains. For all bicrystals, kG, the pressure-
coefficient of shear modulus (see Section 5.2.4), was obtained via a linear fit to Gxy. Values
of kG are compiled in Table 3.
5.3.3 Deformation behavior: Initial yield
The twelve interface structures described in Table 2, after relaxation and equilibration
to 10 K, were deformed under strain control with a constant superimposed hydrostatic
stress σ̂ in the range -5 GPa (compressive) to 5 GPa (tensile). The strain was applied till
slightly beyond initial yield, allowing for relaxation of the peak stress reached during the
deformation. To analyze the stress-strain evolution, the same interface classification scheme
as Section 5.2.1 was used. The following sections describe the shear deformation kinetics
and the effect of pressure. For a short summary of results (based on terms defined in Section
5.2.4), the reader is referred to Table 3.
5.3.3.1 〈100〉 tilt axis
The elasto-plastic deformation behavior of interfaces in the 〈100〉 family of tilt misorien-
tations is shown in Figure 50. Under zero superimposed pressure, the energetically fa-
vorable interfaces, Σ5{210} and Σ5{310} were much weaker under shear as compared to
the Σ13{510} interface and reached their peak stress at lower strains. The deformation
mechanism was shear-coupled migration in all three cases.
These results can be interpreted in terms of the dislocation-based shear-coupled grain
boundary migration model of Cahn et al. [33]. The direction of migration in all three
cases was the -y direction, which corresponds to a negative coupling coefficient β and the
activation of the 〈110〉 coupled migration mode. This behavior is consistent with Cahn et
al.’s prediction that at low temperatures, all interfaces in the 〈100〉 tilt axis family tend to
switch into the 〈110〉 mode, regardless of misorientation. Cahn et al. also estimated the
critical shear strength (τci) of such a migration event as τci(θ) = σci(θ)/Si(θ), where σci is
the critical resolved shear stress required to move a 〈110〉 dislocation, and Si is the Schmid
factor for resolving τci onto the dislocation glide plane. According to this model, τci is
directly proportional to 1/Si(θ), where Si(θ) = cos(π/2− θ) for the 〈110〉 migration mode.
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Based on the boundary misorientation, it is expected that τci for the Σ5{210},Σ5{310},
and Σ13{510} interfaces would be in ratio 1:1.33:2.08. However, the observed ratio is very
different: 1:0.64:3.95, which indicates that a shear deformation model based on the motion of
an array of non-interacting 〈110〉 dislocations fails to capture the low-temperature shearing
kinetics of these interfaces.
The effect of imposed hydrostatic stress on the shearing kinetics is particularly inter-
esting. In Figure 50, the shear stress-strain curves under the influence of different imposed
pressures are significantly different, and the differences were quantified according to the
phenomenological model presented in Section 5.2.4, based on stresses σY, σ∗, and pressure
coefficients ky and k∗. An interesting observation is that the yield strength (as defined
by the peak stress) for the Σ5{210} interface decreases with increasing compressive stress,
while the other two interfaces in this family of misorientations strengthen under shear with
imposed compressive stress. The latter behavior is relatively common—occurring in glasses,
soils, and NC and UFG metals–but the former behavior is unprecedented to our knowledge.
The effect of imposed pressure σ̂ on the shear strength σYxy is quantified in Figure 51. In
all plots, a linear trend can be identified. However, in Figure 51(a) and (b), the variation
of σY with σ̂ can better be described as bilinear, since there is a different ‘slope’ in the
interval [-2,2] GPa. This bilinearity could imply that the barrier for shear migration is
affected differently by the imposed hydrostatic pressure at low pressures, vs. high pressures
for these interfaces. In contrast, a simple linear trend was quite clear for the Σ13{510}
interface (Figure 51(c)).
A potentially more informative metric of the effect of hydrostatic stress on the shear
yield strength is σ∗. Recall from Section 5.2.4 that σ∗ is the difference between the observed
shear yield strength σY and the expected yield strength if only pressure-induced elastic
stiffening/softening was taken into account. Figure 52 shows the evolution of σ∗ with
pressure σ̂ for the three interfaces in the 〈100〉misorientation family. Immediately, it is noted
that the range of σ∗ is quite significant for the Σ5{210} and Σ13{510} interfaces: around
0.6-0.8 GPa for a 10 GPa change in σ̂. σ∗ varies much more weakly for Σ5{310} interface; it
is smaller by an order of magnitude compared to the other two interfaces. Finally, a locally
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increasing portion can be observed in Figure 52(b). This indicates a ‘reversal’ of slope in
the range [-2,2] GPa similar to Figure 51(b), implying that σ∗ increases with pressure for
imposed pressure magnitudes below 2 GPa. The magnitude of this increase, however, is
quite small (0.01 GPa/GPa).
At this point, it is worthwhile to discuss the interpretation of σ∗. Generally, the appli-
cation of an external compressive (tensile) pressure will cause an an increase (decrease) in
the elastic constants of a material, and thereby of its shear moduli along different direc-
tions. The transition from the elastic to the plastic regime of deformation typically involves
transit of some kind of configurational barrier. While the change in elastic modulus will
correctly predict the increase in loading stress required to reach the configuration just prior
to inelastic yield, the complex atomic rearrangements involved in surmounting this barrier
could get affected by the pressure in complex ways. So while an increase in the shear yield
strength σY with compressive pressure σ̂ is trivial and expected to occur in proportion to
the change in the shear modulus, in reality, the extent to which σY deviates from this trivial
prediction is captured by σ∗. Similarly, kY and k∗ are metrics of how strongly σ
Y and σ∗
vary with pressure.
Across the interfaces analyzed so far, values of k∗ were quite varied, ranging from quite
small (0.011) for the Σ5{310} interface, to relatively large (-0.047 and 0.069) for the Σ5{210}
and Σ13{510} interfaces, respectively. Most importantly, the negative value of k∗ for the
Σ5{210} interface indicates that the atomic rearrangement processes involved in migration
of the interface are facilitated by the application of an external compressive pressure (to
some extent, the same could be argued for the Σ5{310} interface in the range −2 < σ̂ < 2
GPa). Note that the net effect of pressure on σY involves an interplay of two phenomena:
(a) pressure-induced elastic stiffening/softening, and (b) the effect of pressure on the kinetics
of atomic rearrangements during initial yield (see Equation 47). For some interfaces, an
increase in shear modulus can be offset by a simultaneous decrease in the stress required to
cross the migration barrier. If the magnitude of the latter decrease is large enough, it could
reverse the sign of kY , resulting in decrease (increase) of the yield stress under shear with




Figure 50: Effect of pressure on the shear stress-shear strain response of 〈100〉 interfaces.








Figure 52: Effect of pressure on σ∗ for 〈100〉 interfaces.
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5.3.3.2 〈110〉 tilt axis: Low-energy interfaces
The shear stress-strain responses of the two low-energy interfaces in the 〈110〉misorientation
family are shown in Figure 53. Here too, the deformation mechanism was shear-coupled
migration in both cases, but the directions of normal boundary motion were opposite: along
the -y direction for the Σ3{111} coherent twin, and along +y for the Σ11{113} interface. For
the coherent twin, the nucleation of a twinning partial dislocation on a {111} plane adjacent
to the twin boundary was observed, consistent with previous reports in the literature [90].
In both 53(a) and (b), the yield strength (peak shear stress) increased with increasing
compressive pressure. In (a), the interface was observed to yield at progressively higher
strains as the compressive stress was increased. In (b), this trend was reversed.
The evolution of σY and σ∗ for the low-energy interfaces in the 〈110〉 misorientation
family is shown in Figures 54 and 55 respectively. In both interfaces, the shear strength
increased with compressive pressure (i.e, kY was positive). However, as seen in Figure 55,
k∗ was negative in the case of the Σ11{113} interface. This suggests that although the
barrier to migration for the Σ11{113} is lowered under an imposed compressive stress (i.e.,
negative k∗), unlike the Σ5{210} interface from the previous section, k∗ is not large enough
in magnitude to reverse the sign of kY for the Σ11{113} interface. This conclusion is further
supported by the increase in yield strain as the imposed pressure goes from compressive to
tensile (Figure 53(b)).
5.3.3.3 〈110〉 tilt axis: Interfaces with the E structural unit
Of the symmetric tilt interfaces in the 〈110〉 family of misorientation, interfaces with the
E structural unit (SU) are particularly interesting on account of the high free volume con-
tent and ease of atomic rearrangement at the E SUs [229, 233, 178]. The effect of these
characteristics on interfacial mechanical properties is significant, leading to a lowering of
dislocation nucleation stress under loading normal to the interface plane, and the activation
of interface sliding under shear, following localized atomic shuffling at the E SUs. While all
interfaces studied so far underwent shear-coupled migration, interfaces with the E structural
unit present examples of simultaneous migration and sliding.
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(a) (b)
Figure 53: Effect of pressure on the shear stress-shear strain response of low-energy 〈110〉
interfaces. The legend denotes imposed pressure in GPa.
(a) (b)
Figure 54: Effect of pressure on σY for the low-energy 〈110〉 interfaces.
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(a) (b)
Figure 55: Effect of pressure on σ∗ for the low-energy 〈110〉 interfaces.
Figure 56 shows the shear stress-strain responses of four interfaces with the E SU, for
imposed pressures in the range [-5,5] GPa. The deformation mechanism varied from pure
sliding in (a), to sliding+migration in (b) and (c), to pure (shear-coupled) migration in
(d). The Σ19{331} interface was the strongest while Σ129{881} was the weakest of the
four interfaces containing the E SU. Stress-strain curves at different pressures showed a
variety of behaviors: compressive hydrostatic pressures led to an increase in strength for
the Σ19{331} and the Σ11{332} interfaces, lowered the strength of the Σ9{221} interfaces,
but had very little effect on the Σ129{881} interface. The effect of pressure on σY and σ∗ is
shown in Figures 57 and 58. In Figure 57, it is clear that Σ9{221} weakens with increasing
compressive hydrostatic pressure. Among all interfaces studied in this work, it is the only
interface besides Σ5{210} (see Section 5.3.3.1) to exhibit this behavior. In other interfaces
with the E structural unit, the effect of pressure on σY was weaker compared to the Σ9{221}
interface.
The evolution of σ∗ with pressure is shown in Figure 58. Here, an important feature
can be observed: σ∗ decreases with increasing compressive pressure for all E SU interfaces
studied in this work, implying, in other words, a negative k∗. The absolute value of k∗ was
highest in the case of the Σ9{221} interface (k∗ = −0.102), and lowest for the Σ19{331}




Figure 56: Effect of pressure on the shear stress- shear strain response of interfaces con-
taining the E structural unit. The legend denotes imposed pressure in GPa.
discussed in detail in Section 5.3.5.
5.3.3.4 〈110〉 tilt axis: Interfaces with the ITB structure
Figure 59 shows the shear stress-strain response of the Σ3{112} and the Σ353{8 8 15}
interfaces. In both cases, the interface was quite weak under shear. Due to the oscillatory
nature of the stress-strain curves (noticeable over strains beyond those shown in Figure
59) it was difficult to identify the yield transition in these interfaces using the peak stress.
Therefore, the stresses corresponding to strain offsets of 0.2% and 0.7% from the elastic








Figure 58: Effect of pressure on σ∗ for interfaces containing the E structural unit.
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(a) (b)
Figure 59: Effect of pressure on the shear stress- shear strain response of interfaces with
the ITB structure. The legend denotes imposed pressure in GPa.
a somewhat decreasing trend can be seen, although the scatter of individual data points is
too large to arrive at a conclusion regarding the effect of pressure. In (b), the 0.7% offset
yield stress exhibits monotonicity, but here too, the range of yield stresses (0.60-0.65 GPa)
is quite small. In the evolution of σ∗ (see Figure 61), the scatter is even higher, and a
linear fit captures no trend whatsoever. Most importantly, the fact that the stress-strain
curves in Figure 59(a)-(b) cross one another suggests that (a), the effect of pressure on σY is
weak, and (b) the variation in yield stresses obtained from the current yield criteria makes
it difficult to accurately estimate kY .
It is worth mentioning, however, that interface with the ITB structure deform via a
distinct deformation mechanism (see Figure 48) that involves, effectively, the propagation
of pre-nucleated partial dislocation cores that require atomic rearrangements on the order
of the length of the Burgers vector. This mechanism is very different from other interfaces
studied in this work, where a cooperative motion of a larger number of atoms is required, and
more ‘efficient’ shear deformation mechanisms, such as dislocation glide, are not available. It
is not too surprising, therefore, that the effect of hydrostatic pressure on the shear strength
of interfaces with the ITB structure is weak.
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(a) (b)
Figure 60: Effect of pressure on σY for interfaces with the ITB structure.
(a) (b)




Figure 62: (a) Shear stress-strain curves, (b) the effect of pressure on σY, and (c) the effect
of pressure on σ∗ shown for the Cu Σ491{5 5 21} interface.
5.3.3.5 〈110〉 tilt axis: Other interfaces
As introduced in Section 5.2.1, only one interface, Σ491{5 5 21}, was classified as ‘Other’.
Unlike any other interfaces studied in this work, this interface deformed via a combination of
dislocation nucleation from the interface, and sliding. The stress-strain curves, the evolution
of σY and σ∗ for this interface are shown together in Figure 62 (a), (b) and (c) respectively.
In this case, σY and σ∗ evolve in a linear fashion, similar to the results obtained for several
other interfaces. Both kY and k∗ were found to be positive, and quite large (0.083 and
0.056, respectively).
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Table 3: A summary of pressure-sensitive elasto-plastic shear deformation behavior for
twelve Cu interfaces studied in this chapter. An explanation of the quantities in columns
2–7 can be found in Section 5.2.4. kY , kG, and k∗ were obtained via linear fits to σ
Y, G,
and σ∗ as a function of hydrostatic pressure σ̂. A † indicates that a poor-quality linear fit
had to be used to obtain the value.
Interface σY0 (GPa) G0 (GPa) α0 kY kG k∗
Tilt axis 〈110〉
Low-energy
Σ3{111} 2.78 41.07 0.07 0.095 0.672 0.049
Σ11{113} 3.9 47.41 0.08 0.022 0.795 -0.043
E structural unit
Σ9{221} 2.39 56.14 0.04 -0.061 0.966 -0.102
Σ19{331} 2.86 65.45 0.04 0.046 1.25 -0.009
Σ11{332} 2.53 49.31 0.05 0.022 1.08 -0.034
Σ129{881} 1.22 71.97 0.02 0.004 1.382 -0.019
ITB structure
Σ3{112} 0.64 28.76 0.02 0.014† 0.328 0.006†
Σ128{8 8 15} 0.63 29.41 0.02 0.004† 0.424 -0.005†
Other
Σ491{5 5 21} 2.67 58.31 0.05 0.083 0.586 0.056
Tilt axis 〈001〉
Σ5{210} 1.07 37.8 0.03 -0.04 0.266 -0.047
Σ5{310} 0.69 49.91 0.01 0.03 1.371 0.011
Σ13{510} 4.23 65.33 0.06 0.161 1.42 0.069
5.3.4 Summary of deformation behavior
The shear strengths, shear moduli, and various pressure coefficients for the twelve interfaces
studied in this work are summarized in Table 3, where some features are noteworthy:
• The reduced shear strength α0 (shear strength/ shear modulus) for all interfaces was
within 0–0.1. The low-energy interfaces were the strongest according to this metric,
while the interfaces with the ITB structure were among the weakest.
• In the context of Equation 47, the magnitude of the contributions of α0kG and k∗ to
kY are, in general, comparable. This implies that neither kG nor k∗ can be assumed
to dominate the pressure-dependent shear deformation behavior.
At this stage it is necessary to point out that the linear model introduced in Section
5.2.4 isn’t universally applicable to all interface structures. Some interface structures that
140
were simulated, but not discussed in this work (e.g., Σ9{114} and Σ499{15 15 7}), did
not exhibit a monotonic change in σY with σ̂. Further, the stress-strain curves for these
interfaces were qualitatively different under pressures of different signs. Therefore, it is not
appropriate to assume the approximately linear evolution of shear strength with pressure
for all interface structures. The twelve interface structures, in that sense, represent special
cases where a simple linear model can be taken as a reasonable approximation.
5.3.5 Volume change associated with interface motion
In this section we analyze the evolution of atomic-scale dilatation (ε̂/atom) and free volume
(FV) during shear deformation. The methods used to compute these quantities have been
described earlier in Section 5.2.3. The objective of the present analysis is to attempt to
explain the pressure-dependence of interfacial shear strength based on the evolution of
dilatation and free volume under shear deformation with zero imposed pressure, based on the
hypothesis that dilatation/free volume creation (resulting in volume change δV ) can couple
with the applied hydrostatic stress σ̂ to introduce a penalty of σ̂δV [31] in the activation
energy of stress-driven interfacial motion, thereby raising or lowering the interface yield
stress under shear.
To compute the dilatation occurring at different stages of the shear deformation, two
sets of reference and current configurations were used. First, dilatation was computed for
a pre-yield configuration, using the configuration prior to any applied shear deformation
as reference. Here, the pre-yield configuration is taken to be the atomic configuration just
prior to the peak stress in the stress-strain curve. Second, dilatation was computed for
the post-yield configuration ( identified as the one where the shear stress has relaxed to a
minimum following initial yield, although the bicrystal has not been unloaded), using the
pre-yield configuration as reference. For all configurations of the system over the course
of the deformation (configurations were saved at intervals of 0.5% strain), the free volume
(FV) per unit area of the interface was also computed.
Figures 63-72 show the results of the dilatation/free volume calculations. The subfigures,
labeled (a), (b), and (c) in Figures 63-72 should be interpreted as follows. In Figures 63-72:
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• (a) shows the evolution of free volume with shear strain. Vertical red markers indicate
the pre-yield and post-yield strains respectively.
• (b) shows the dilatation of atoms in the pre-yield configuration, using the configuration
prior to any shear deformation as reference. The interface tilt axis is normal to the
plane of the paper, and the shearing direction is to the right.
• (c) shows the dilatation of atoms in the post-yield configuration, using the pre-yield
configuration as reference. The orientation of the interface is same as in (b).
Figure 63 shows the evolution of free volume and both pre-yield and post-yield dilatation
for the Σ3{111} interface. This interface contains no free volume prior to deformation, and
no changes in free volume were observed over the course of the deformation. No significant
pre-yield dilatation was observed, while in the post-yield configuration, a dilatation >4%
was noted in the wake of the migrated boundary. For the Σ11{113} interface, shown in
Figure 64, the initial free volume was quite low (0.0025 Å3/Å2), but showed an increase
while in the elastic deformation regime, prior to initial yield. The yielding transition caused
a sharp decrease in the free volume, although precise estimates of this decrease were not
possible since successive atomic configuration were sampled at a limited frequency (once
per 0.5% strain). The initial increase in free volume agrees with observed dilatation in the
pre-yield configuration. However, the most striking feature of the yielding transition is thin
layer of atoms undergoing negative dilatation (i.e., contraction). These atoms were a part
of the interface in the pre-yield configuration.
Figures 65-68 correspond to interfaces with the E structural unit, which are known to
possess a high initial free volume. In all of these interfaces, free volume decreased sharply
during the yield transition, corresponding to the collapse of the E structural unit. In the pre-
yield configuration, the dilatation metric revealed the slight constriction of the structural
units at the interface. In the post yield configuration, dilation was observed, although for
the case of interface sliding, it was very difficult to interpret the dilation data, due to the
uncorrelated shuffling of atoms and topological changes in the atomic neighborhood. For
the case of interface migration in Figure 68, however, clear footprints of the collapse of the
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E structural unit (blue patches) could be seen.
Figures 69-71 show the evolution of free volume and dilatation in interfaces in the
〈100〉 family of misorientations. In all three interfaces, free volume decreased initially,
but its evolution during the yield transition did not reveal any features common to the
three interfaces. Significant negative dilatation (contraction) was observed in the pre-yield
configuration of the Σ5{210} interface, but not in the other two interface structures. In the
post yield configuration, the atomic strain was predominantly dilatational, although some
isolated atoms that constituted the interface prior to yield, registered negative dilatation.
Finally, the evolution of free volume and dilatation for the Σ3{112} ITB is shown in
Figure 72. In this interface, except for a small decrease in free volume at the beginning of
the deformation, the free volume changed very little over the course of the yield transition.
Both dilatation and contraction were present in the pre-yield and post-yield configuration;
however, the magnitude of the dilatation was smaller, less than 2%, as compared to values
above 4% routinely attained by other interfaces in this study.
Some of these results provide encouragement to the transient dilatancy (δV ) hypothesis
proposed earlier in this section. For example, both pre-yield contraction as well as a de-
crease in free volume was observed for interfaces containing the E structural unit. In these
interfaces, although geometric factors might determine the propensity towards a particular
interface motion mode involving a combination of sliding and migration, it appears that the
collapse/constriction of the E structural unit is a critical step in the shearing kinetics, and
could be a major factor contributing to the yield strength elevation (σ∗), and its negative
pressure coefficient k∗. For other interfaces, however, neither dilatation, nor free volume,
as computed at present, seems to reliably predict the sign of kY or k∗ for all interface ge-
ometries. For instance, both the Σ5{210} and Σ11{113} interfaces exhibit a negative k∗.
However, the negative dilatation in the former occurs pre-yield, while in the latter, it ap-
pears post-yield. Similarly, neither free volume evolution nor dilatation appear to correlate
with the observed pressure coefficients for the 〈100〉 interfaces.
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(a) (b) (c)
Figure 63: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ3{111} interface.
(a) (b) (c)
Figure 64: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ11{113} interface.
(a) (b) (c)
Figure 65: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ9{221} interface.
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(a) (b) (c)
Figure 66: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ19{331} interface.
(a) (b) (c)
Figure 67: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ11{332} interface.
(a) (b) (c)
Figure 68: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ129{881} interface.
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(a) (b) (c)
Figure 69: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ5{210} interface.
(a) (b) (c)
Figure 70: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ5{310} interface.
(a) (b) (c)
Figure 71: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ13{510} interface.
146
(a) (b) (c)
Figure 72: (a) Evolution of free volume per unit area, (b) pre-yield and (c) post-yield
configurations, colored according to dilatation, for the Σ3{112} interface.
5.3.6 Quasi-static simulations
All simulations of shear deformation described so far were performed under a constant
shear strain rate of 109s−1, which is very high by experimental standards. Quasi-static1
simulations, based on interleaved deform-relax cycles, preclude ‘dynamic’ effects such as
undamped elastic waves, and the lack of atomic relaxation in between deformation steps.
However, the timescale limitations of MD apply to quasi-static simulations too.
Three interfaces, Σ3{111}, Σ5{210}, and Σ9{221} were deformed under shear quasi-
statically via 100 shear strain increments, each of magnitude 0.001. Each deformation step
was followed by a relaxation step, in which the shape and size of the simulation domain was
held fixed while the atomic positions and stresses at the simulation domain boundary were
allowed to relax for a period of 2 ps at a temperature of 10 K (also see [226]).
Figure 73 shows the results of quasi-static deformation for two interfaces: Σ3{111} and
Σ9{221}. The stress-strain curves, for pure shear, as well as for shear under imposed pres-
sure, were similar to those obtained via MD. Table 4 compares the value of σY and kY
for the cases of dynamic (D) and quasi-static (Q) deformation methods. For the Σ3{111}
interface, the dynamic and quasi-static values were nearly identical. For the Σ5{210} and
the Σ9{221} interfaces, σY was slightly lower for the quasi-static case. The pressure co-
efficients kY obtained from quasi-static deformation were close to those obtained via MD
1Not to be confused with quasi-static mechanical tests, which typically involve strain rates of 10−3s−1
147
(a) (b)
Figure 73: Results of quasi-static deformation simulations shown for (a) Σ3 coherent twin,
and (b) Σ9 grain boundary containing the E structural unit. See Table 4 for a comparison
with MD results.
Table 4: A comparison of values obtainted from dynamic (D) and quasistatic (Q) defor-
mation simulations for three selected interfaces.
Interface σY0 (GPa) (D) σ
Y
0 (GPa) (Q) kY (D) kY (Q)
Σ3{111} 2.78 2.78 0.095 0.095
Σ9{221} 2.39 2.34 -0.061 -0.06
Σ5{210} 1.07 1.01 -0.04 -0.03
for the Σ9{221} interface. The Σ5{210} yielded a slightly lower kY (absolute value) under
quasi-static deformation.
5.4 Discussion
We observe that the effect of pressure on the initial yield strength of the bicrystals under
shear is significant and non-trivial. However, the computed pressure coefficients do not show
any clear correlation with deformation mechanisms, or structural units in the interface.
The only exception to this is interfaces with the E structural unit; however, even for those
interfaces, the apparent connection of the collapse of the E structural unit and the pressure
coefficient k∗ is qualitative at best. It appears that the pressure-dependence of interfacial
shear strength cannot be easily described in terms of finer-scale structural or kinematic
characteristics, and a more highly-resolved analysis, including more interfaces sampled from
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the misorientation subspace(s) would be needed to provide a clearer picture. Saddle point-
finding methods such as the activation-relaxation technique [2] and nudged elastic band
[290] could potentially be very useful, since they converge to transient configurations, and
are therefore best-equipped to estimate the energy barrier to interface motion, as well as
dilated/contracted transition states. In fact, one of the reasons behind the limited utility
of the dilatation and free volume metrics in the context of Section 5.3.5 is that the actual
transition state cannot be assessed using MD.
Direct numerical simulation techniques such as MD uniquely allow us to estimate the
effect of hydrostatic stress of a tensile character, which is very difficult to attain in experi-
ments. That said, the time-scale limitations of MD are well known and difficult to surmount.
While simulations at higher temperatures and longer time scales (possibly with accelerated
MD methods) could potentially reveal interesting transitions, e.g., mode-switching [32], the
relatively high (nearly) athermal stresses required to drive most boundaries in this work
suggests that crossing of the sliding/migration barrier requires a cooperative motion of sev-
eral atoms in the interface plane, and this barrier may be expected to persist well into the
thermally activated regime, albeit with lower values of σY, kY and k∗. For example, Wang
et al. [256] have reported qualitatively similar, geometrically-coupled stick-slip migration in
a Σ3{111} twin boundary at temperatures well above room temperature. We performed a
limited number of shear simulations at a temperature of 300 K for the Σ3{111} and Σ3{221}
interfaces, and observed that the sign of kY in both cases was the same as that at 10 K.
The absolute values of kY , in both cases, were lower.
Although bicrystalline samples have been simulated in the present chapter, atomistic
simulations have reported interface migration in interfaces that are pinned by triple junc-
tions [247] as well. The coupling factor has been reported to be slightly lower than that for
un-pinnned boundaries, implying that the kinematics of interface motion is not significantly
altered in a polycrystalline environment.
Finally, simulations in the present chapter have been restricted to a handful of tilt
interfaces with periodic structure. However, these interfaces represent well-known structures
that have been either verified via materials characterization, or are known to be structurally
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stable through computational means. A better understanding of the mechanics of these
interfaces could be very helpful in modeling the properties of microstructures fabricated via
grain boundary engineering, or in predicting microstructure evolution during high-pressure
fabrication processes, such as equi-channel angular processing, or high pressure torsion.
5.5 Summary
In this chapter, we have presented a molecular dynamics study of the low-temperature (10
K) shear deformation behavior of Cu bicrystals containing selected symmetric tilt interfaces
under a superimposed hydrostatic pressure. A shear strain was applied with respect to the
plane of the interface and in the direction of the interface period, using a flexible simulation
domain with independent control of all six components of the stress/strain tensor. Twelve
interfaces, from the 〈100〉 and 〈110〉 family of misorientations were studied. Results were
interpreted based on the effect of hydrostatic pressure on the elastic modulus and the yield
strength, as well as in terms of atomic-scale dilatation and free volume. The major findings
of this chapter can be enumerated as follows:
1. Cu bicrystal interfaces deformed under shear with a superimposed hydrostatic pressure
in the range of ± 5% of the bulk modulus showed a significant effect of pressure on the
in-plane shear strength. The computed pressure sensitivity coefficients varied widely
across different interfaces structures.
2. A combination of interface sliding, migration and dislocation mechanisms were ob-
served in the 〈110〉 family of interfaces. However, all 〈100〉 interfaces deformed via
shear-coupled migration.
3. The interfaces Σ9{221} and Σ5{210} exhibit an ‘anomalous’ behavior, where the shear
strength increases with tensile hydrostatic stress. This anomaly was observed under
both dynamic as well as quasi-static deformation.
4. The effect of pressure on the shear strength of an interface involves an interplay of
kG, which quantifies the effect of pressure on the bicrystal shear modulus, and k∗,
the component of the pressure-induced shear strength elevation/depression that does
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not include the change in elastic stiffness. While kG was positive for all interfaces
considered, k∗ was found to be negative for several interfaces (positive values indicates
increase with increasing imposed compressive stress). In the Σ9{221} and Σ5{210}
interfaces, k∗ was the most negative.
5. Mixed results were obtained from attempts to relate the pressure-dependence of shear
strength to metrics of dilatation and free volume. In the case of 〈110〉 interfaces with
the E structural unit, the pressure-dependence of the shear strength can be explained
in terms of the collapse of the E structural unit, but for other interfaces, primarily
those in the 〈100〉 family of misorientations, the relationship between free volume
evolution/dilatation and the pressure coefficient of the shear strength is less clear.
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CHAPTER VI
SHEAR DEFORMATION BEHAVIOR OF CU NANOCRYSTALS
UNDER IMPOSED HYDROSTATIC STRESS: ROLE OF GRAIN SIZE
AND DEFORMATION TEMPERATURE
6.1 Introduction
The proposed use of nanocrystalline (NC) materials for novel structural/tribological appli-
cations has traditionally been motivated by their unusual and improved mechanical proper-
ties [97, 280, 208, 75, 160, 142, 187] as compared to conventional microcrystalline materials.
Material characterization and direct numerical simulation has shown that these properties
arise from nano-scale and meso-scale phenomena [191, 190, 180, 24, 245] that are funda-
mentally different from classical crystal plasticity mechanisms that operate in microcrys-
talline materials. It has also been suggested [128] that the multiaxial yield/flow behavior of
nanocrystals should include a dependence on pressure or the normal stress, since classical
theories based on isotropic yield and the J2 flow rule cannot account for certain aspects
of plasticity in nanocrystals, e.g., non-Schmid effects [231, 201] in dislocation nucleation
and tension-compression (T-C) strength asymmetry [78, 187, 56]. For example, Bitzek
et al. [19] subsequently performed a detailed statistical analysis of dislocation nucleation
in a simulated Al nanocrystal and found that the grain-level critical resolved shear stress
(CRSS) for dislocation nucleation follows a distribution. Further, slip systems that nucle-
ated dislocations were not necessarily the ones with the highest resolved shear stress, since
the nucleation and subsequent pinning of dislocations at grain boundary (GB) facets is af-
fected by the local stress state at the nucleation-pinning site(s). A grain size-effect on T-C
asymmetry has been shown by Dongare et al. [56] who reported that T-C asymmetry in
NC Cu is a non-monotonic function of grain size in the range 2-10 nm, reaching a minimum
at around 4 nm.
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The effect of imposed hydrostatic stress on shear strength of nanostructures has been ex-
plored in previous chapters of this thesis, for the case of a Cu nanocrystal having mean grain
size 5 nm (Chapter 4), and for selected Cu symmetric tilt interfaces (Chapter 5). In both
these cases, the effect of hydrostatic stress on shear strength was manifested via pressure-
induced changes in the kinetics of sliding/migration/atomic shuffling in the interfaces. The
present chapter continues the study of the effect of multiaxial stress state, extending it to
NC microstructures having mean grain size >10 nm, where dislocation activity is expected
to become the dominant deformation mechanism. While the focus of this chapter is the
effect of hydrostatic stress on initial yielding under shear, the effect of stresses normal to
the plane of shear deformation is also discussed briefly.
We present MD simulation results from the shear deformation of three NC Cu mi-
crostructures of different grain sizes in the range 5-20 nm, deformed under an imposed hydro-
static stress state. The chapter is organized as follows: Section 6.2 introduces the methodol-
ogy for creating microstructures, applying deformation, and the algorithms/computational
tools used to process data and interpret the results. Section 6.3 presents results pertaining
to four aspect of pressure-sensitive shear deformation in NC Cu: (a) effect of pressure on
the stress-strain response at the scale of individual grains, grain boundaries, and the entire
microstructure, (b) effect of grain size and temperature on the stress-strain response, (c)
effect of imposed pressure on the inelastic strain, and (d) activation parameters for inelastic
deformation in microstructures of different grain sizes. Section 6.4 discusses the implica-
tions of the present work, and also presents a few results regarding the effect of an imposed
stress normal to the shear direction on the shear deformation response. Section 6.5 contains
a summary of important results.
6.2 Methodology
6.2.1 Building NC microstructures
NC microstructures were constructed via Voronoi tessellation of a 3-D periodic cubical sim-
ulation domain into 8 grains. Unlike NC structures used in previous chapters, the seed
points for the tessellation were not selected randomly; they were generated so as to lie
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on a hexagonal close packed lattice with its c-axis oriented along the z-direction of the
simulation domain. This ensured that all grains occupied roughly the same volume, and
individual polyhedral grains were stacked in a ABABAB stacking sequence characteristic
of the hexagonal close packed arrangement. In order to ensure that GB planes (shared faces
of the polyhedral grains) were not identically-oriented with respect to any reference direc-
tion, the position of initial seed points were perturbed by 10% of the inter-seed spacing in a
random direction. In the resultant microstructure, grains were of similar, but not identical,
shape and size. Once the tessellation was computed, it was scaled to the desired grain size
(the grain size is half the y-length of the simulation domain). Next, the lattice orientation
for each grain was chosen randomly from the group of 3-D rotations; however, several sets
of orientations were tried until a set was found that did not introduce any low-angle bound-
aries between grains. Once the grain morphology and grain orientations were fixed, three
microstructures, of mean grain size 5 nm, 10 nm, and 20 nm, respectively, were constructed
by generating atom positions according to each grain’s lattice orientation. Finally, the usual
steps of proximity-based atom-deletion, energy minimization, and equilibration to desired
temperature and zero external pressure ([237, 217]) were applied to the microstructures.
Figure 74(a-c) shows the relaxed microstructures g = 5 nm, g = 10 nm, and g = 20 nm,
prior to any applied shear deformation, where g is the nominal grain size.
6.2.2 Deformation method
Shear deformation was simulated via a Parinello-Rahman (PR) barostat [161] that permits
both expansion and distortion of the simulation domain, as well as independent control
of all six global (i.e., domain-level) stress components. A constant shear strain rate of
109 s−1 was applied along the positive y-direction, in a plane normal to the z-direction.
A constant external hydrostatic pressure σ̂, in the range [-5,5] GPa (a negative pressure
denotes compression) was applied prior to and during deformation of the microstructure.
All normal stress components were prescribed equal to σ̂, and all shear stress components




Figure 74: Snapshots of the nanocrystalline configurations (a) g = 5 nm, (b) g = 10 nm,
and (c) g = 20 nm, relaxed to zero external stress. Color is according to common neighbor
analysis [232]. Locally face centered cubic atoms are shown as red, hexagonal close packed
atoms as yellow, and non-12 coordinated atoms as blue. (d), (e), and (f) show snapshots of
each configuration deformed to a strain of γyz = 0.1, with fcc atoms hidden.
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Simulations performed in this work were classified based on the grain size of the mi-
crostructure (g), the temperature during deformation T , and the imposed hydrostatic pres-
sure σ̂. Three grain sizes: g = 5 nm, g = 10 nm, and g = 20 nm, and three temperatures:
T = 10 K, T = 300 K, and T = 500 K were explored, resulting in nine combinations of
temperature and grain size. For each combination, simulations were performed under five
imposed hydrostatic pressures: σ̂ = -5 GPa, -3 GPa, 0 GPa, 3 GPa, and 5 GPa, resulting
in a total of 45 simulations.
6.2.3 Analysis
In this section, we introduce a method to demarcate specific microstructural features in sim-
ulated NC microstructures, and compute the volume-averaged stress for those features in the
deformed configuration(s). Inelastic deformation of a NC material occurs via a combination
of deformation mechanisms, with different mechanisms operating in different sub-volumes
(e.g., grain interiors vs. grain boundaries) of the microstructure. Whereas the precise
kinetics of inter-granular dislocation activity may be quite different from inter-granular
sliding/migration, any volume-averaged metric of domain-level deformation behavior only
captures a mean response. To separately monitor the evolution of stress within grain in-
teriors and grain boundaries, the stress is computed over specifically-defined contiguous
sub-volumes in the microstructure. These sub-volumes are Lagrangian sets of atoms that
are demarcated in the relaxed configuration prior to any deformation. The assignment of
an atom to a sub-volume is done only once; no reassignments occur over the course of
deformation.
6.2.3.1 A stress measure defined over a sub-volumes of the microstructure














Here, σij denotes the stress tensor computed over volume V in Cartesian coordinates
(i, j). N is the number of atoms contained in the volume V , and atoms are referenced using
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Greek letters α and β. The atomic stress consists of a kinetic term mαvαi v
α







j . In the current work, we shall evaluate the stress tensor excluding the
kinetic term, in a manner similar to some previous work [226, 237]. The effects of neglecting
the kinetic term have been debated at length in the literature [288, 207, 296]. However, we
find that these effects are negligible in the context of the present work. For a more detailed
discussion regarding the stress computation, the reader is referred to Appendix B.
6.2.3.2 A layer growth algorithm
In atomistic simulations, defect structures such as interfaces or dislocations are usually
identified via atomic coordination or graph algorithm-based analysis methods (e.g., cen-
trosymmetry [99], and common neighbor analysis [232]). These methods, however, only
resolve atoms that lie at the ‘core’ of defected regions. The stress and strain fields associ-
ated with defect structures are typically not restricted to the defect core; they extend into
nearby regions. For example, the presence of a GB influences the potential energy of nearby
atoms in the lattice [198]. Therefore, while computing a volume-averaged measure (e.g.,
stress) for a particular defect structure such as a GB, atoms in the vicinity of the defect
structure should be included in the averaging process to capture certain spatial correlations
of the extent of its action and associated sets of participating atoms/structures. These
atoms belong to the “region of influence” of the defect. Similarly, while considering grain
interiors, it is essential that the stress/strain fields of the grain’s bounding interfaces be
excluded.
To identify atoms in the region of influence of a defect structure, a layer growth algorithm
is used. The steps of the algorithm are as follows:
1. Atoms forming the defect ‘core’ are identified, based on centrosymmetry, common
neighbor analysis (CNA), or other methods.
2. An empty set S is created and the atoms belonging to the defect core are added to S.
3. All first nearest neighbors of atoms in S are added to S.
In the above algorithm, Step 3 grows the region of influence of the defect structure by
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(a) (b)
Figure 75: The g = 10 nm NC microstructure colored according to grain identifier (a) at
the time of structure creation, and (b) after the grain boundary affected zone (GBAZ) has
been demarcated (dark blue). In (b), all grain identifiers are integers between 1 and 8,
except the GBAZ, which is assigned grain identifier 0.
one layer of neighboring atoms. Repeatedly applying step 3 to the atom set S can be used
to incrementally expand the set to include a larger volume, e.g., 2nd, 3rd neighbors and so
on, around the defect core.
6.2.3.3 Microstructural regions
This section describes the procedures used to identify three types of microstructural regions
over which the stress is computed:
1. Grain interior : The NC microstructure are built such that each atom is assigned
a unique grain identifier in the range 1 to 8 (this numbering is arbitrary; it is the
same as serial numbers assigned to the grains’ Voronoi seeds). By this classification,
even atoms at or near the interface network are assigned a grain identifier. This
implies that the “grain-averaged” stress field includes undesirable interface stresses
(it has been shown, by Guo et al. [77], as well as in a previous chapter, that these
stresses are considerably higher than stresses in the grain interiors). To select atoms
that belong to grain interior(s), first, a common neighbor neighbor analysis (CNA)
is performed on all atoms in the microstructure. Then, a set of atoms called grain
boundary affected zone (GBAZ) is created, which is initially empty. Based on the
CNA computation, all ‘non-12 coordinated’ atoms (shown in blue in Figure 74(a-c))
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are added to the GBAZ set. In subsequent steps, the set GBAZ is ‘expanded’ by the
layer growth algorithm introduced in Section 6.2.3.2, up to 2nd nearest neighbors,
and these atoms are assigned a special GBAZ identifier, instead of the usual grain
identifier. Figure 75 illustrates the assignment of atoms to the GBAZ for the g = 10
nm microstructure. In (a), only grain identifiers 1-8 are present, which also include
atoms at and near GBs. In (b), the GBAZ has been resolved (dark blue), and atoms
with grain ids 1-8 now pertain only to the grain interior(s).
2. Grain boundary : This criterion selects atoms in the vicinity of the grain boundary
between grain n1 and n2 (n1 and n2 are grain identifiers known at the time of structure
creation). Atoms that belong to grain n1, and which also have at least one neighbor
from grain n2, are added to a (initially empty) set GB{n1/n2}. At this point, the
set GB{n1/n2} contains only atoms in the GB plane. Following this step, the layer
growth algorithm is repeated three times, to also include atoms in the fcc/hcp phase
on either side of the GB plane. Figure 76 shows the results of this selection algorithm,
for the GB separating grain 1 and grain 5. The selection includes the entire GB facet,
as well as surrounding triple junctions.
3. Domain: This is stress computed over all atoms of the simulation domain, and there-
fore includes both the crystalline grain interiors as well as the GBs.
6.3 Results
6.3.1 Effect of imposed pressure on stacking fault energy
In the literature, both EAM and DFT have been used to compute the Generalized Stacking
Fault Energy (GSFE) curves of several fcc metals to determine the energy barrier to slip
along the {111}〈112〉 slip system. The maximum energy on this curve, called the unstable
stacking fault energy (USFE), has been identified as one of the critical parameters affecting
dislocation nucleation [174, 244]. However, the USFE is not strictly a material parameter
and can be affected by deformation [298, 226]. Therefore, while assessing the influence of
non-glide stresses on dislocation nucleation behavior, it is important to investigate changes
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Figure 76: The region GB{1/5} in the g = 10 nm microstructure, in a state prior to any
applied shear deformation. Red atoms are locally fcc and blue atoms are locally non-12-
coordinated. Dashed outlines show the extent of grains 1 and 5 in the nanocrystal.
in the USFE.
GSFE curves were computed at 0 K for a cubical Cu single crystal with edges oriented
along the 〈112〉, 〈111〉, and 〈110〉 crystallographic directions. First, the crystal was placed
under a hydrostatic stress and the total potential energy was minimized via a modified Con-
jugate Gradient algorithm that includes the crystal’s strain energy (as defined by Parinello
and Rahman [161]) in the objective function1 and adaptively deforms the crystal to achieve
equilibrium with the prescribed pressure. To compute the GSFE curves, this deformed
crystal was partitioned into two blocks of atoms of equal size, separated at a {111} plane.
One of the blocks was then displaced along the 〈112〉 direction in small increments, and
the change in potential energy was computed for each displacement, relative to the crystal
configuration prior to the displacement. This energy change was normalized by the area of
the slip plane.
Figure 77(a) shows the effect of hydostatic pressure on the GSFE curve for Cu. The
curves indicate that the USFE (i.e., the maximum of the curves in (a)) decreases (increases)
in the dilated (compressed) lattice. In the range [-4,4] GPa, the USFE decreased from 200
mJ/m2 to 161 mJ/m2. For comparison, the result of an earlier work by Tschopp and
1This algorithm is implemented in the fix box/relax command of LAMMPS as of September 2014.
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(a) (b)
Figure 77: Comparing Generalized Stacking Fault Energy (GSFE) curves for slip along the
{111}〈112〉 direction in Cu, under the influence of two types of imposed deformation: (a)
a hydrostatic stress (legend in GPa), (b) affine deformation (and associated normal stress)
normal o the slip plane (from Tschopp and McDowell [226]).
McDowell [226] is shown in Figure 77(b). Tschopp and McDowell had studied the effect
of tensile and compressive stresses normal to the slip plane, and observed an increase in
USFE with compressive normal stress and vice versa. In both cases, however, no significant
change was observed in the stable stacking fault energy (the first minimum on the GSFE
curve after the USFE peak). These results suggest that an imposed hydrostatic stress state
modifies the energy landscape and activation barrier(s) for the formation of a stacking fault.
6.3.2 Evolution of stress in microstructural elements
As described in Section 6.2.3, the volume-averaged atomic stress tensor σ was computed
over three microstructural regions: the grain interiors, the grain boundaries, and the entire
domain of the simulation. Stress-strain curves are plotted using the von Mises invariant of
σ, i.e., σ̄ =
√
1
2((σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx)2 + 6(σ2xy + σ2yz + σ2xz)), and the
global, (i.e., domain-level) shear strain γyz = d/lz, where d is the shear displacement be-
tween opposite faces of the overall simulation domain boundaries normal to the z-direction,
and lz is the length of the overall simulation domain along the z-direction.
Since individual grains are anisotropic, our use of σ̄ to detect inelastic events in grain
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interiors needs to be substantiated. Of course, a more ‘natural’ stress measure would be
the resolved shear stress (RSS), evaluated along one or more slip systems. In the global
coordinate system xyz, the deviatoric part of the domain-level stress tensor consists of only
one non-zero component: σyz. When the grain level stress is resolved along a slip system
x′y′z′ (where y′ is along the slip direction, and z′ normal to it) in a grain, the components
σy′z′ , σx′y′ , and σx′z′ are, in general, not zero. One might posit that a grain-level yield
function f(σy′z′ , σx′y′ , σx′z′) = 0
2 be used to precisely predict the onset of slip. However,
Bitzek et al. [19] have shown that dislocation slip in a nanocrystalline grain need not occur
on the plane with the maximum RSS3, and that the grain-level critical RSS for dislocation
nucleation follows a distribution [19, 119]. Due to these peculiarities, it difficult to predict
slip in nanograins deterministically, using only the grain level stress. It can, however, be
assumed that any slip events in a grain will relax the elastic energy of distortion of the
grain and will lead to a decrease in σ̄. Therefore, while comparing inelastic yield in grains
of different size (in different microstructures), but having the same lattice orientation with
respect to the global coordinate system, σ̄ effectively serves our purposes as a reduced order
measure of yield.
6.3.2.1 Grain-level response
Figures 74 (d-f) show microstructures of different grain sizes, deformed to γyz = 0.1 at 10
K with no imposed hydrostatic pressure. The primary mechanism of deformation was a
combination of GB sliding and dislocation activity under all imposed hydrostatic stresses
σ̂, except under σ̂ = 5 GPa in the g = 20 nm microstructure. In this structure, deformation
beyond γyz = 0.09 resulted in a void being nucleated at a triple junction. However, the
structure reached its maximum shear strength at approximately γyz = 0.06, well before the
void appeared.
In Figures 74 (d-f), as expected, stacking faults (left in the wake of leading partial
dislocations) are much more numerous in the deformed configurations as the grain size
2If Schmid’s law is followed, the yield function is simply σy′z′ −σcr = 0, where σcr is the critical resolved
shear stress for the slip system.
3This is because dislocation nucleation and propagation in NC metals is also affected by the local state
of stress at the nucleation/pinning site(s) in the interface network.
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increases from 5 nm to 20 nm. However, despite every grain having the same orientation in
all microstructures, several grains differ in terms of the precise slip systems activated, when
comparing the g = 10 nm and the g = 20 nm microstructures. To permit a valid comparison
of stress evolution in the grain interiors using σ̄, therefore, it is preferable to analyze a grain
in which the same slip system is activated for different grain sizes, deformation temperatures
and applied hydrostatic stress. Upon visual inspection of the deformed configurations,
Grain 3 was found to satisfy these requirements. Figure 78 shows partial dislocation loops
nucleating from the GB network into Grain 3 in the g = 20 nm microstructure. All loops
correspond to a single activated slip system lying approximately in the global x-y plane.
Additionally, the same slip system was activated in both the g = 10 nm and g = 20 nm
microstructure, for all temperatures and applied hydrostatic stress (although comparing
Figures 78 (a-c), it can be observed that the precise location of dislocation loops changes
under an applied hydrostatic pressure).
The evolution of the volume-averaged von Mises stress σ̄ in the interior of Grain 3
is compared across different grain sizes, applied hydrostatic stresses, and temperatures of
deformation, in Figure 79. In the grid of plots (a-i), the grain size increases down a column
and the deformation temperature increases across a row. The grain size and temperature
are shown in the title of each plot. Each plot shows three stress-strain curves, corresponding
to different applied hydrostatic stresses (σ̄). In Figure 79, note that σ̄ is plotted against the
global shear strain.
We focus on three aspect of grain-level deformation: (a) the role of grain size, (b) the
role of deformation temperature, and (c) the role of applied hydrostatic stress. For (a) and
(b), only curves corresponding to σ̂ = 0 (filled circles) have been considered. A general
observation for all stress strain curves in Figure 79 (a-i): for the same γyz (global), the
application of a compressive (tensile) hydrostatic stress increases (decreases) σ̄. Responses
corresponding to microstructures of different grain size are discussed below.
g = 5 nm; Figure 79 (a-c): Prior to shear deformation, we observed non-zero that




Figure 78: Deformed configurations (γyz = 0.04) of the g = 20 nm structure, showing GB-
mediated dislocation nucleation. To reveal individual dislocation loops, a cross-section has
been taken normal to the z direction, and all locally-fcc atoms have been hidden from view.
Images show dislocation activity in structures that were pre-stressed under an imposed
hydrostatic stress of (a) -5 GPa, (b) 0 GPa, and (c) 5 GPa prior to shear deformation. 3-4
leading partial dislocation loops (white arrows) are seen to nucleate from GB sources in
Grain #3 (dashed line).
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complete relaxation of stress in the crystalline region(s). At 10 K, the grain-level stress-
strain response was linear up to a global shear strain >0.06. In these cases, although GB
processes were active, the grain interior deformed in an approximately linear elastic manner.
In contrast, no linear and non-linear regions could be demarcated at T ≥ 300 K. This is
because GB shear transformations occur more frequently as the temperature increases, and
relax the grain-level stresses. As a result, the stress in the grain interior cannot reach the
levels necessary to nucleate dislocations. This was confirmed via visual inspection of the
deformed configurations at 10 K and 300 K: a nucleation event that occurred at a global
strain of 0.06 in the T = 10 K simulation did not occur until 0.09 at the T = 300 K.
g = 10 nm; Figure 79 (d-f): Unlike the g = 5 nm microstructure, here, the stress
response of Grain 3 shows an initial linear regime for all temperatures studied. Although GB
processes continue to occur, their effect on grain-level stresses becomes much less significant
due to the increase in grain volume with grain size. Beyond initial yield, fluctuations in
σ̄ are observed, however, these fluctuations do not appear to occur at similar values of
the global strain, when comparing stress-strain curves corresponding to different applied
hydrostatic stresses.
g = 20 nm; Figure 79 (g-i): To analyze the response of the g = 20 nm microstructure,
we first recall that the same slip system (shown in Figure 78) was initially activated in the
g = 10 nm and the g = 20 nm microstructures. Yet, the critical σ̄ for dislocation nucleation
was lowered to ≈ 2 GPa in the g = 20 nm microstructure from ≈ 2.5 GPa in the g = 10
nm microstructure (both estimated at 10 K). In the former, the stress-strain response is
characterized by an initial linear increase, followed by a ‘plateau’. Such a plateau was not
seen in g = 10 nm. The reason for this behavior appears to be (a) the lower density of
dislocations per grain in the g = 10 nm microstructure (multiple dislocations were observed
to nucleate form GB sources, for the same global strain, in g = 20 nm vs. only one in
g = 10 nm), and b) the higher grain-level stress at dislocation nucleation in the smaller
grain, whereby an expanding dislocation loop is more likely to ‘thread’ across the grain
rather than get pinned at the grain boundary. These pinning ‘events’ compete with the
nucleation event as the rate-determining process for dislocation glide in NC materials [245].
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These results permit a qualitative assessment of the effects of temperature (T ) and
imposed hydrostatic stress (σ̂) on elasto-plastic deformation in grains of different size. A
compressive hydrostatic stress increases the shear stress required for the activation of in-
elastic events such as dislocation nucleation or GB sliding/migration. In all stress-strain
cures, the magnitudes of individual stress fluctuations (arising from localized atomic rear-
rangement), and the strain(s) at which they occur, seem to vary somewhat unpredictably
across stress-strain curves corresponding to different applied σ̂. For deformation at high
temperatures (T ≥ 300 K) these variations are enhanced further due to the probabilistic
nature of thermally-assisted atomic rearrangement. In the transition grain size regime (e.g.,
g = 10 nm), the contribution of GB processes is reduced (cf. smaller grains), but the den-
sity of dislocation sources is still low (cf. larger grain sizes). A statistically-insignificant
per-grain dislocation source density implies that grain-level stress-strain curves show great
variability, making even qualitative comparison across different temperatures and imposed
hydrostatic stress difficult.
6.3.2.2 Interface-level response
In the previous section, the kinetics of dislocation nucleation was resolved via a stress
measure defined over the grain exhibiting the nucleation event(s). Ostensibly, this measure
can be applied to the entire GBAZ, effectively treating the GBAZ as another ‘grain’ of the
microstructure. However, the results of the latter computation can be difficult to interpret,
since the GBAZ is not a convex region within the microstructure, and different GB facets can
be subjected to different stress states depending on the deformation of the crystalline regions
on either side of each individual GB facet. As an alternative, we focus our analysis on the
deformation of a single GB in the microstructure. The criterion for selecting such as GB is
as follows: (a) the GB should undergo significant atomic rearrangement (sliding/migration)
over the course of the deformation, and (b) the sliding/migration ‘event’ in the GB should
preferably occur in all microstructures simulated, across all temperatures of deformation.
Upon visual inspection of the deformed configurations, such a GB was found between





Figure 79: Evolution of σ̄ in the interior of Grain 3, plotted with respect to the global shear
strain γyz. Each plot corresponds to a different grain size (g), and deformation temperature




Figure 80: Evolution of σ̄, computed over the region GB{1/5} (see Figure 76), with global
shear strain. Each plot corresponds to a different grain size (g), and deformation tempera-
ture (T ). The legend in each plot denotes imposed hydrostatic pressure in GPa.
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these grain sizes, it becomes difficult to distinguish GB sliding from atom shuffling in the
triple junctions. The set of atoms contained within this region, GB{1/5}, is shown in Figure
76, for the g = 10 nm microstructure. GB{1/5} contained approximately 12000 atoms in
the g = 10 nm microstructure, and around 49000 atoms in the g = 20 nm microstructure.
Unlike the set GBAZ, GB{1/5} occupies a continuous, convex region and therefore, the
atomistic-based stress measure (Equation 48) can be evaluated over GB{1/5}. The von
Mises invariant, σ̄, of the GB-level stress was used to compare the evolution of stress in the
GB across different grain sizes, temperatures, and applied hydrostatic stresses.
Figure 80 shows the evolution of σ̄ over the GB{1/5} region with respect to the global
shear strain γyz, for two grain sizes (10 nm, 20 nm), and three temperatures (10 K, 300
K, 500 K). Here too, for the same γyz, an applied compressive hydrostatic stress increases
σ̄, and vice versa. Several features of the grain-interior response can be observed in the
GB as well: e.g., stress-fluctuations corresponding to individual sliding ‘events’ do not
occur at similar strains (plots (a),(b), and (d)) in plots corresponding to different applied
hydrostatic stresses. However, some key differences from the grain-level response can be
noted. First, there isn’t a significant difference in the ‘sliding resistance’ (taken to be the
peak σ̄) of GB{1/5} in g = 10 nm microstructure vs. the g = 20 nm microstructure, at all
temperatures considered. This suggests that there is little to no grain size effect associated
with the GB sliding process. Second, the regime of linear evolution of σ̄ is restricted to
a global strain below 0.03 at 10 K, as compared to around 0.04 for the grain interior.
The breakdown of linearity at low shear strains, which was observed in the grain-interior
response only for T ≥ 300 K and g = 5 nm, seems to extend to higher grain sizes in the
case of the GB’s stress-strain response.
The results presented so far have explored the effects of grain size, temperature and
applied pressure on the shear deformation occurring in intra-granular and inter-granular re-
gions in NC Cu microstructures. However, since our averaging volumes (grain interior/grain
boundary) admit only a few atomic rearrangement events over the course of the deformation,
the inferences one can draw are mostly qualitative. Yet, these results capture important
characteristics of microstructure evolution in a NC material, which could be used to guide
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the development of microstructure-sensitive constitutive models of NC plasticity.
6.3.2.3 Domain-level response
Following the methodology introduced in Section 6.2.3, the stress tensor for the entire
domain was computed by considering all atoms constituting the microstructure, and av-
eraging over the volume of the entire periodic nanocrystalline domain. Unlike previous
sections, the interpretation of σ̄ in the context of the entire domain is much simpler. Since
there is only a single non-zero component of the stress deviator acting at the domain-level
(σyz), σ̄ =
√
3σyz. The evolution of domain-level stresses can be analyzed in terms of either
σ̄ or σyz; however, σ̄ has been used in order to maintain consistency with previous results.
Figure 81 (a-c) shows the evolution of domain-level σ̄ in the g = 5 nm microstruc-
ture. Here, unlike the grain-level response (Figure 79 (b),(c)), distinct linear and non-linear
regimes can be identified, since the effects of small-scale stress fluctuations due to individual
atomic rearrangement events are averaged out. This permits a quantitative analysis of in-
elastic yield stress(es). In plots (a-c), for shear deformation under each combination of grain
size, temperature, and applied hydrostatic stress, the yield stress (σ̄Y) was obtained as the
maximum σ̄ encountered over the course of the deformation. Figure 81 (d) shows the yield
stresses obtained from the 15 simulations pertaining to the g = 5 nm microstructure, plot-
ted against the applied hydrostatic stress σ̂, for different temperatures during deformation.
For each temperature, a linear fit is adequate to capture the relationship between σ̄Y and
σ̂. The quality of the fit, however, is best at lower temperatures, where stochastic effects
are largely absent. The slope of the linear fit for each temperature quantifies the effect of
the applied hydrostatic stress at reducing/elevating the shear yield strength at a particular
temperature. These slopes, evaluated at 10 K, 300 K, and 500 K were, respectively, -0.052,
-0.059, and -0.078 GPa/GPa.
A similar analysis, for the g = 20 nm microstructure, is presented in Figure 82. Plots
(a-c) show that the evolution of σ̄ is much smoother for this grain size compared to the
g = 5 nm microstructure. Furthermore, the lack of statistical homogeneity in dislocation




Figure 81: Evolution of σ̄, computed over the entire g = 5 nm structure, with global shear
strain (γyz). Each plot in (a-c) corresponds to a different deformation temperature (T ).
The legend in plots (a-c) denotes imposed hydrostatic pressure (σ̂) in GPa. In (d), the
yield stresses σ̄Y (the peak stresses in plots (a-c)) are plotted for different temperatures
with respect to σ̂.
Figure 82 (d) shows the variation of the yield stress σ̄Y in plots (a-c)) with respect to
the applied hydrostatic stress σ̂. Like the g = 5 nm microstructure, a linear fit adequately
describes the relationship between σ̄Y and σ̂ for all temperatures considered. The computed
slopes of these fits for temperatures of 10 K, 300 K, and 500 K were, respectively, -0.071,
-0.082, and -0.089 GPa/GPa.
The slopes of the lines in Figures 81 (d) and 82 (d) indicate that (1) the applied hy-
drostatic stress σ̂ has a slightly stronger effect on σ̄Y as the temperature of deformation
increases, and (2), σ̄Y for the g = 20 nm microstructure is more sensitive to the applied
hydrostatic pressure than the smaller grain size g = 5 nm. These differences are interpreted




Figure 82: Evolution of σ̄, computed over the entire g = 20 nm structure, with global
shear strain (γyz). Each plot in (a-c) corresponds to a different deformation temperature
(T ). The legend in plots (a-c) denotes imposed hydrostatic pressure (σ̂) in GPa. In (d),
the yield stresses σ̄Y (the peak stresses in plots (a-c)) are plotted for different temperatures
with respect to σ̂.
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6.3.3 Activation parameters for NC plasticity: The effect of hydrostatic stress
The most general description of inelastic deformation in solids is provided by the (primarily)
stress-driven rearrangement of an initial configuration of atoms into an irreversibly deformed
configuration, where both the initial and final configurations correspond to local minima
in the potential energy landscape separated by a saddle-point configuration. The kinetics
of such a rearrangement is affected by both the applied stress as well as the temperature,
and these effects are captured by the activation volume (Ω) and the activation energy (Q),
respectively. At zero applied stress, the potential energy difference between the initial
configuration and the saddle point configuration is the activation energy barrier Q∗. An
external applied stress σ lowers this barrier by an amount equal to σΩ, thereby yielding
a new barrier Q(σ) = Q∗ − σΩ. At moderate temperatures, this lowered barrier can be
crossed with a higher probability via the random fluctuation of atoms.
We computed the activation parameters of NC plasticity based on methods described in
earlier work by Zhu et al. [290] and Tschopp and McDowell [226]. For isothermal deforma-
tion of an atomistic ensemble at a finite temperature T and a constant applied strain rate ε̇,
an expression can be derived relating the stress required to activate a particular deformation














Ω represents the stress required to surmount the activation barrier Q
∗ (Q∗ is the
activation energy barrier on the zero-stress potential energy surface). At a finite temperature
T , this stress is lowered by an amount equal to the second term on the right hand side of
Equation 49. This term includes a stress kBTΩ and a logarithmic multiplier that compares
the heat exchanged between the system and an external bath (kBTNν0) with the rate of
work done by the applied stress (Eε̇Ω). N , ν0, and E represent, respectively, the number
of nucleation sites, the atomic jump frequency (3 × 1011s−1 for Cu [105]), and the elastic
modulus.
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While using Equation 49 to compute activation parameters, Q∗ and Ω are unknowns.
Input values are provided in the form of the yield stress under athermal conditions σath =
Q∗/Ω, the yield stress (σ) at a finite temperature T , and the elastic modulus E. N and
ν0 are constants. Since the ratio of Q
∗ and Ω is known (= σath), this leaves Ω as the only
unknown in Equation 49, and can be solved for iteratively.
Equation 49 has traditionally been used to determine activation parameters for a single
deformation mechanism. In the current work, admittedly, there is an added complication
since in addition to dislocation nucleation from interfaces, interfacial sliding/migration can
contribute to—or even dominate—the domain-scale deformation response. Fortunately, the
dominant deformation mechanisms in the two of the three microstructures studied in this
work were quite unambiguous: GB shear transformation in the g = 5 nm microstructure and
GB mediated dislocation activity in the g = 20 nm microstructure. A number of assump-
tions were made in order to compute activation parameters from the available simulation
data:
• Yield occurs predominantly via GB processes in the g = 5 nm structure, and via
dislocation processes in the g = 20 nm structure. This assumption is valid to a
first approximation, since the dominant deformation mechanism is unambiguous in
all microstructures except g = 10 nm. However, it must be emphasized that activa-
tion parameters computed from domain-level yield stress(es) still pertain to mixed-
mechanism deformation.
• The yield stress at 10 K is used as the athermal yield stress. Activation parameters
are computed for deformation at 300 K.
• The population of available nucleation sites, N, is taken to be the number of atoms
in the GBAZ.
Figure 83 shows the computed values of Ω, Q∗, and Q (a function of applied stress σ),
plotted with respect to the imposed hydrostatic stress σ̂, for the microstructures g = 5 nm
(plot (a)) and g = 20 nm (plot (b)). At σ̂ = 0, computed values of Ω were 3.90 b3 (b is the
magnitude of the burgers vector for a full dislocation in Cu, 2.556 Å) for g = 5 nm, and 7.5
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(a) (b)
Figure 83: Evolution of activation volume (Ω), athermal activation energy barrier (Q∗),
and activation energy (Q) of shear deformation with applied hydrostatic stress σ̂. Results
have been shown for two grain sizes: (a) g = 5nm, and (b) g = 20 nm.
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b3 for g = 20 nm. The corresponding values for Q∗ were, respectively, 1.15 eV and 2.6 eV.
Like Q∗, the activation energy Q was lower for the g = 5 nm microstructure (0.24 eV) as
compared to g = 20 nm (0.3 eV).
Under the effect of a non-zero compressive (tensile) imposed hydrostatic stress, both
Ω and Q∗ appeared to increase (decrease). This change was largest in the g = 20 nm
microstructure: 0.2 b3/GPa for Ω, and 0.12 eV/GPa for Q∗. Further, although a clear
monotonic variation in activation parameters can be noted in Figures 83 (a) and (b), these
values were obtained from Equation 49 using linear fits to the yield stress, and therefore
represent ‘averaged’ estimates obtained from the elasto-plastic response of only 8 grains.
More accurate values for activation parameters can be obtained, for example, by repeating
these simulations with statistically representative microstructures that sample more grains,
although doing so would incur a large computational cost.
The computed activation parameters help quantify the kinetics of the deformation be-
havior. Both the activation volume (Ω), as well as the athermal barrier (Q∗), are smaller
for GB shear transformation processes, as compared to GB-mediated dislocation nucle-
ation. This result indicates that GB shear transformation events are not only energetically
favorable as compared to dislocation nucleation from GBs in the g = 5 nm structure, but
they also require cooperative atomic motion in (statistically) smaller sub-volumes of the
microstructure.
The computed values of the activation parameters (at σ̂ = 0) agree with existing exper-
imental and theoretical data. Computed activation volumes in the range 3-9 b3 are within
the range of predictions of theoretical models of Asaro, Suresh, and coworkers [11, 74], who
predicted activation volume in the range 3-10 b3 for NC metals. A similar range, 5-10 b3,
was obtained in experiments by Wang et al. [260] for NC Ni of grain size 30 nm. Grewer
and Birringer [73] recently reported an activation volume of 6b3, and an activation free
energy (Q, in the present notation) of 0.2 eV for a NC PdAu alloy of grain size ≤ 10 nm.
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6.3.4 Quantifying strain accommodation in nanocrystals
This section provides a summary of earlier work performed by the author in collabora-
tion with Dr. Garritt Tucker, to demonstrate the utility of continuum-based metrics of
deformation in atomistic simulations [297, 234]. Details can be found in [237].
The development of continuum-based metrics (Section 2.7.3) has significantly aided
in furthering our understanding of interface-mediated deformation kinematics. Primarily,
continuum-based metrics can be used to interpret deformation-induced atomic displacement
fields from the perspective of familiar continuum quantities such as deformation gradient,
strain, and rotation. Therefore, structural transitions occurring over the course of defor-
mation can be identified and categorized based on characteristic values of one or more
continuum metrics. For example, atoms in the wake of dislocations can be identified on the
basis of their characteristic shear strain, while atoms in a twinned lattice, or those lying in
a region swept by a migrating interface, would show characteristic values of rotation. These
metrics can be combined with widely-used atomic classifiers such as common neighbor anal-
ysis, or slip vector [295] to assess the nature and extent of deformation at interfaces and
other defect structures.
A useful application of continuum-based metrics is to quantitatively assess the grain
size-dependent contribution of different deformation mechanisms to the global (domain-
level) strain. To demonstrate this, three NC Cu microstructures were deformed at 10 K
(NPT) under a uniaxial strain rate of 109 s−1. Figure 84(a) shows one NC Cu microstruc-
ture, named S1, containing 25 grains and having a mean grain size of 5 nm (note that these
microstructures are not the same as the ones shown in Figure 74 (a-c), which were used
to obtain all other results in this chapter). NC microstructures of higher grain sizes were
obtained by uniformly scaling S1 by the appropriate scaling factor, while maintaining the
same grain morphology and grain orientations. In this manner, two additional microstruc-
tures, of mean grain size 10 nm and 15 nm (shown in Figure 84(b)), were obtained. They
were named S2 and S3, respectively.
Figure 85(a) shows stress-strain plots for the uniaxial tensile deformation of structures
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Figure 84: Cu microstructures of mean grain size (a) 5 nm, and (b) 15 nm, having identical
grain morphologies. Atoms have been colored based on common neighbor analysis [232].
S1, S10, and S15. The stress-strain response is elastic perfectly-plastic for all microstruc-
tures, with saturation occurring at ≈ 0.04 strain. For the same deformation, Figure 85(b)
shows the contribution of various deformation mechanisms to the total uniaxial strain (plot-
ted on the x-axis) for microstructures of different grain sizes. Atoms were ascribed categories
based on CNA and magnitude of the slip vector in the following manner: atoms with a slip
vector magnitude near the Burgers vector for partial slip (1.48 Å) or full slip (2.56 Å), were
categorized as ‘Dislocation’. Atoms that were non-12 coordinated (based on CNA) were
classified as ‘Other’. These atoms predominantly belonged to the GB network. Finally,
atoms that were both fcc and did not undergo either full slip or partial slip were classed as
‘FCC’.
Until up to 0.02 strain, the strain contribution from both ‘FCC’ and ‘Other’ categories
rises, since the deformation is predominantly elastic, and no dislocation activity has yet
occurred. At higher strains, dislocations begin to get emitted from GB sources, thereby
reducing the contribution of the (purely elastic) strain in the unslipped grain interiors.
Eventually, the strain contribution of all three categories stabilizes. At these large defor-
mations, it is evident that the contribution of the GB network (Other) to the deformation
is larger in the case of the structure S1, as compared to the structure S3, of a larger mean




Figure 85: (a) Stress-strain curves for uniaxial tensile deformation of Cu microstructures
of three mean grain sizes: 5 nm (S1), 10 nm (S2), and 15nm (S3).(b) The contribution
of various deformation mechanisms to the global uniaxial strain. For each microstructure,
per-atom Green strain was accumulated over lattice atoms deforming purely elastically
(FCC), atoms lying the in the wake of gliding dislocations (Dislocation), and atoms in
non-crystalline regions (Other).
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structure S3, as compared to S1. Further, the strain at which the contribution of GB de-
formation saturates (0.04), also corresponds to the saturation of the stress-strain curves in
Figure 85(a). This is due to the onset of dislocation activity, which relaxes the stress in (a),
and also checks the growth of strain accommodation in the GBs by opening intra-granular
pathways to accommodate strain. These results demonstrate the utility of atomic-scale
continuum-based metrics towards resolving the kinematics of elastic-plastic deformation.
Further, these results are based on a direct quantification of correlated interatomic dis-
placements, and are therefore more rigorous than an earlier attempt [251] that relied on the
relative displacement of atoms to distinguish between dislocations and GB processes.
6.3.5 Effect of hydrostatic stress on the inelastic strain
In a deformed configuration which is under an applied load, continuum metrics of defor-
mation compute the total per-atom strain tensor ε/atom, not the inelastic strain tensor
(εin/atom). To compute εin/atom, the unloaded configuration must be known. Recently,
methods have been proposed to partition the atomic-scale deformation gradient into elastic
and inelastic parts, without prior knowledge of the unloaded configuration [204]. However,
these methods are unsuitable for non-periodic atomic structures, such as the high-angle
GBs present in NC microstructures. Therefore, to obtain εin/atom, we explicitly ‘unload’
a deformed configutation by equilibrating it under NσT control to the temperature of de-
formation, and σ = 0 (both constant). The unloading step permits relaxation of the yz
components of the domain-level stress and strain.
Deviatoric invariants of the total strain ε and the inelastic strain εin were used as scalar










((εinxx − εinyy)2 + (εinyy − εinzz)2 + (εinzz − εinxx)2 + 6((εinxy)2 + (εinyz)2 + (εinxz)2))
For the three microstructures g = 5 nm, g = 10 nm, and g = 20 nm, Figure 86 shows
distributions of ln ε̄/atom and ln ε̄in/atom (atoms up to the first nearest neighbors were
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considered while computing per-atom strains). Unloading was performed at a temperature
of 10 K from a total strain of γyz = 0.1. Plots (a-c) pertain to the total strain ε̄/atom,
while plots (d-f) show the inelastic strain ε̄in/atom. In these distributions, GB processes
manifest as a broad ‘background’, while dislocation glide leads to sharp peaks whose location
along the horizontal axis depends on the characteristic per-atom strain associated with the
particular dislocation process (e.g., full dislocation slip vs. partial slip).
In the case of the g = 5 nm microstructure, neither the total strain distribution (plot
(a)), nor the inelastic strain distribution (plot (d)), is significantly affected by the im-
posed hydrostatic stress. For the g = 10 nm microstructure (plots (b) and (e)), imposed
hydrostatic stress appears to affect the strain due to dislocation glide (peaks), while the
effect on GB processes (background) is not significant. However, this result is likely an
anomaly, arising from the the low density of dislocations in deformed states of the g = 10
nm microstructure. This conclusion is supported by plots (c) and (f), which show the dis-
tribution of per-atom strains in the g = 20 nm microstructure. Here, no difference can
be observed in the total strain distribution, either in dislocation slip (peaks) or GB pro-
cesses (background), under the influence of an imposed hydrostatic stress. Upon unloading,
however, the relative height of the two major peaks changes. This is because the smaller
peak at ln ε̄in/atom ≈ −2.5 corresponds to partial dislocation slip, while the higher peak at
ln ε̄in/atom ≈ −1.9 corresponds to full dislocation slip. Since full dislocation slip leaves a
defect-free lattice in its wake, atoms that have slipped by an amount greater than the full
dislocation Burgers vector tend to relax to a defect-free lattice via partial slip in the reverse
direction.
Figure 87 shows the distributions of ln ε̄/atom and ln ε̄in/atom for deformation/relaxation
performed at 500 K. In the g = 5 nm microstructure, although a slight difference can be
observed in the distributions of ln ε̄/atom, the distribution of ln ε̄in/atom are very similar.
At larger grain sizes, unlike Figure 86 (relaxation at 10 K), the prominent dislocation peaks
are no longer present. This is due to (a), an increase in the contribution of GB sliding to
the total strain at higher deformation temperatures, and (b) the increased propensity for





Figure 86: The distribution of per-atom inelastic von Mises strains (ε̄in/atom) in mi-
crostructures that were deformed at a temperature of 10 K under different imposed hydro-
static pressures, to a total shear strain of γyz = 0.1. The imposed hydrostatic pressure (in
GPa) is shown in the legend of each plot.
In both the g = 10 nm and g = 20 nm microstructures, differences in strain distributions
(whether total or inelastic) were small.
These results suggests that imposed hydrostatic stress does not have a significant effect
on the distribution of inelastic strain in NC Cu. Additionally, although pockets of per-atom
dilatation and contraction were present in all unloaded microstructures, the overall NC
domain-level inelastic dilatational strain was negligibly small.
6.4 Discussion
The elastoplastic deformation of nanocrystalline materials involves contributions from both
interfaces as well as grain interiors. In the present chapter, we have described algorithms to




Figure 87: The distribution of per-atom inelastic von Mises strains (ε̄in/atom) in mi-
crostructures that were deformed at a temperature of 500 K under different imposed hy-
drostatic pressures, to a total shear strain of γyz = 0.1. The imposed hydrostatic pressure
(in GPa) is shown in the legend of each plot.
183
in a simulated nanocrystal, and have quantified the stress-response of these elements as
the nanocrystal is deformed. These responses tend to often be assumed a priori in various
constitutive theories of elasto-plasticity in NC materials. While some continuum models
(e.g., [35]) treat the GB network as a viscous phase, others (e.g., [266]) prefer to treat
interface regions as cohesive zones with prescribed elastic-plastic traction separation rela-
tion(s). Our results suggest that the appropriateness of either description depends on the
grain size and deformation temperature. For example, the viscous description appears to
better describe GB shear transformation processes at low grain sizes and high temperatures
(notice the lack of distinct linear and non-linear regimes in Figure 79(b) and (c); similar
stress-strain curves were obtain for the GBAZ). At larger grain sizes, however, even the
interfaces exhibit distinct linear and saturation regimes (see Figures 80 (d-f)), suggesting
that a cohesive zone treatment is relevant for these cases. Further, the sliding/migration
resistance of individual GB structures, in a full NC environment, may be estimated using
the layer-growth algorithm described in this chapter.
Our computed values of activation parameters for NC inelasticity show reasonable agree-
ment with experiemental values reported in the literature. This is despite the high strain
rates employed in our simulations, where diffusive processes are suppressed. GB diffu-
sion (Coble creep) in NC can be an important deformation mechanism in NC materials at
medium to high temperatures. However, recent experimental estimates of activation param-
eters in NC Ni [260] and PdAu [73] at room temperature and quasi-static deformation rates
have ruled out creep mechanisms, in favor of intragranular dislocation activity and shear
shuffling at GBs, consistent with the mechanism observed in MD studies. For dislocation
nucleation from GB sources, Asaro and Suresh [11] had predicted a grain size-independent
activation volume of πb3, based on dislocation nucleation via a GB sliding event that acts
as a crack-like stress concentrator. We found direct evidence of what appears to be Asaro
and Suresh’s mechanism operating in our NC microstructures. Figure 88 shows this nu-
cleation mechanism operating in the g = 10 nm microstructure. The snapshot has been
taken just prior to the nucleation of a dislocation in Grain 3. First, a sliding event at the
GB separating Grains 5 and 7 produces a stress concentration in Grain 3, visible as the
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(a) (b)
Figure 88: (a) The dislocation nucleation mechanisms proposed by Asaro and Suresh [11],
where a shear stress τ in the plane of a GB initiates sliding, leading to the formation of
stacking fault in an adjacent grain. (b) A section of the g = 10 nm microstructure, at
global strain γyz = 0.045, showing a concentration in the atomic strain field inside Grain 3
(dashed circle), arising from the GB sliding event between Grains 5 and 7.
light-colored region enclosed within the dashed circle. As the strain increased, dislocations
were nucleated from within the dashed region. Although GB sliding was observed to occur
at several locations within the GB network, not all sliding events led into grains that were
favorably oriented for slip.
The activation parameters presented in Figure 83 (a) and (b) pertain to “GB-dominated”
and “dislocation-dominated” regimes, respectively. However, contributions of the non-
dominant mechanism (e.g., GB sliding in the g = 20 nm microstructure) were not negligible,
and as a result, the computed activation parameters pertain to a combination of disloca-
tion activity and GB sliding. Additionally, athermal barriers to atomic rearrangement have
not been explicitly computed, based on energy differences on the zero temperatures poten-
tial energy surface (Q∗). While such explicit computations have been performed in cases
where the kinematics of defect nucleation/reaction is known, using variants of the Nudged
Elastic Band [84] method, it is not clear how such methods can be applied to NC metals,
where many variants of inter-granular and intra-granular deformation unit processes tend
to operate together.
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We have also assessed the effect of an applied hydrostatic stress (σ̂) on the shear yield
strength of Cu nanocrystals of different grain sizes. At the scale of individual microstructural
elements, σ̂ leads to overall strengthening mixed with rather unpredictable stress fluctua-
tions. At the overall NC domain-level, a clear elevation (depression) in shear yield strength
σ̄Y with imposed compressive (tensile) σ̂ is observed. The effect of σ̂ on σ̄Y appears to be-
come more significant as the grain size or the temperature of deformation increase. However,
it is worth noting that a imposed σ̂ also changes the effective stiffness of the nanocrystal.
We computed the reduced domain-level shear strength of several NC microstructures, by
normalizing σ̄Y by the initial slope of the σ̄ − γyz curve, for each imposed σ̂. The reduced
shear strengths showed some scatter, but no monotonic trend could be observed. This sug-
gests that the pressure-induced change in yield strength is primarily associated with the
pressure-induced change in the elastics stiffness of the overall NC ensemble. Note, however,
that predicting the effect of pressure on the elastic moduli of microstructures with a signif-
icant volume fraction of interfaces can be non-trival, and would need to be obtained from
experimental/atomic-resolution computations.
6.4.1 Deformation under multiaxial stress states: Hydrostatic stress vs. Nor-
mal stress
In the space of six independent stress components, several ‘families’ of multiaxial stress
states can be defined, depending on the constraint(s) placed on individual stress compo-
nents in relation to each other, as well as on the temporal evolution of these components.
Based on this classification, our current method of shear deformation under a superimposed
hydrostatic stress explores only a single family of multiaxial stress states: one where the
normal stresses are constrained to be equal, and all shear stress components, except one,
are zero. Clearly, a very large number of families of multiaxial stress states can be con-
ceived by varying combinations of different stress components; however, some are expected
to be more relevant from the standpoint of defect nucleation/migration. The case of stress
applied normal to the characteristic plane of atomic rearrangement (e.g., GB planes, or
dislocation slip planes) is particularly interesting, since the dislocation nucleation stress in




Figure 89: Shear stress-strain response of the (a) g = 5 and (b) g = 10 nm structures
under an imposed normal stress applied along the z-axis (i.e., σxx = σyy = σxy = σxz = 0,
σzz =constant). The applied normal stress σzz (in GPa) is shown in the legend. Tensile
normal stresses are positive.
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loading orientations [226].
To qualitatively assess the effect of imposed normal stress, two structures, g = 5 nm
and g = 10 nm were deformed under yz-shear with a constant normal stress imposed in the
direction of the z-axis (i.e., normal to the plane in which shear occurs) at a temperature of 10
K. Several normal stresses, in the range (-3,3) GPa, were applied prior to shear deformation
and the stress-strain response (σyz − γyz) was computed.
The computed responses are shown in Figure 89. The most noteworthy feature of the
plots in both (a) and (b) is the non-monotonicity of the strengthening as a consequence of
the applied stress. In (a), for example, blue dashed lines show that applied stresses of -3
GPa and 2 GPa, despite their opposite signs, cause the structure to yield at a significantly
lower stress as compared to deformation with no applied normal stress (0 GPa). A smaller
tensile stress of 1 GPa (black dashed line) also lowers the yield strength, although much less
severely. Compressive normal stresses in the range (-0.5,2) GPa lead to a slight elevation
of the peak stress. The stress-strain response of the g = 10 nm structure, shown in Figure
89, was qualitatively similar to that of the g = 5 nm structure. Here too, extreme normal
stresses of either sign (|σzz| ≥ 2 GPa) were found to significantly depress the yield strength,
while intermediate values of applied compressive stress (−1 ≤ σzz < 0) led to moderate
strengthening. This strengthening appears to be slightly larger than that produced by the
same normal stress(es) in the g = 5 nm mirostructure. This difference is consistent with
the MD results of Dongare et al. [56], who reported an increase in tension-compression
asymmetry as the grain size increases from 4 to 10 nm.
Note that although an imposed hydrostatic stress naturally produces a stress compo-
nent normal to the dislocation slip plane, the isotropic constraint on the diagonal stress
components leads to non-zero transverse (i.e., in-plane) stresses. In contrast, under uncon-
strained normal loading (e.g., Figure 89), these transverse stress components are zero. In the
literature, some authors [44] have attempted to explain the tension-compression strength
asymmetry of NC materials by incorporating the effect of hydrostatic stress on disloca-
tions/GB processes. However, the present study indicates that the role of hydrostatic stress
and that of stresses normal to characteristic planes associated with atomic rearrangement
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mechanisms are very different. More work is necessary before a theory for dislocation nu-
cleation could be developed that includes the effect of multiaxial stress states, as well as a
variety of heterogeneous nucleation sources.
6.5 Summary
We have computationally explored the effects of superimposed hydrostatic stress on the
shear deformation behaviour of nanocrystalline Cu, over a range of grain sizes (5-20 nm)
and temperatures (10-500 K) over which deformation is applied. The results suggest that
shear strength increases under imposed compression and decreases under imposed tension,
by around 0.05-0.09 GPa for every GPa of imposed hydrostatic pressure. The pressure-
induced change in shear strength increases as the grain size and/or the temperature of
deformation increases. Activation volumes and activation energies for the deformation of
microstructures of different grain sizes were computed at 300 K. The computed activation
volumes (3.5-9 b3) and activation energies (0.2-0.3 eV) appear to agree with values reported
in existing experimental and theoretical work. Additionally, shear deformation under an
imposed compressive hydrostatic stress tends to increase both the activation volume (Ω)
as well as the athermal activation barrier (Q∗) slightly. Finally, although an imposed
hydrostatic stress affects the yield strength under shear, no discernable pressure effect was
observed on the distribution of inelastic shear strain, nor the inelastic dilatation.
189
CHAPTER VII
CONTROLLING DEFECT NUCLEATION IN MD SIMULATIONS:
DISCRETE NOSÉ-HOOVER DYNAMICS
7.1 Introduction
7.1.1 An overview of deformation rate-effects in molecular dynamics simula-
tion
In previous chapters, a number of MD-based studies have been presented, investigating the
role of interfaces in mediating the elasto-plastic deformation response of nanostructured
materials, especially under multiaxial loading conditions. The computed response has been
identified as arising from a combination of deformation mechanisms, where the activation
of individual deformation mechanisms is affected by the volume fraction of the interface
regions and the precise geometry of atomic arrangements in the interfaces.
However, the results discussed so far in this thesis apply to material behavior under
high applied stresses, where the role of random thermal motion of atoms towards assisting
inelastic atomic rearrangements is greatly diminished. The timescales accessible to MD
are on the order of nanoseconds, which is several times shorter than typical “wait times”
for thermally activated deformation unit processes. Consequently, it is nearly impossible
to capture thermally-activated defect nucleation/migration during the course of an isother-
mal MD simulation. In practice, MD simulations of deformation are often performed in
the “overdriven” regime, characterized by higher deformation rates (> 107s−1) and high
stresses (on the order of several GPa) as compared to experiments. In this regime, defect
nucleation/migration is primarily stress-driven. Results based on MD are directly useful
only in predicting a material’s response under shock loading conditions.
Another limitation of overdriven MD arises in the cases of stochastic dislocation nucle-
ation from free surfaces [54] or GB dislocation sources. In the case of dislocation nucleation
from GB sources, several sources, having similar activation parameters, may be present.
In the thermally-activated regime, the activation of a particular dislocation source would
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Figure 90: Schematic for a thermally-activated rearrangement of a system of particles,
showing an infrequent transition event that transforms a locally-stable configuration (W1) to
another locally stable configuration (W3). The system explores several configurations in the
vicinity of W1 before rearranging into a different configuration. Transition to other stable
configurations, e.g., W2 and W4 , may be accessible, but may involve higher energy barriers
and thereby lower transition probabilities. Note that the application of an external stress
can lower the barrier for a particular transition and increase its probability of occurrence.
depend on specific uncorrelated thermal atomic motion(s). Since MD often does not pro-
vide the time duration necessary for such a thermally-assisted event to occur, overdriven
simulations are much more likely to predict multiple nucleation, i.e., arrays of dislocation
sources activated simultaneously. The transition state corresponding to this multiple nu-
cleation event differs from what would be encountered in thermally-activated nucleation
from a single dislocation source, or from a limited number of sources in close proximity to
each other. A similar argument could be made for the case of a dislocation propagating
through a nanograin while pinned at adjacent GB facets [245, 23]: MD at high deformation
rates may not capture the effect of weaker, secondary obstacles to dislocation glide, such as
pinning obstacles in the GB network. These obstacles are interface-mediated, but do not
participate in the dislocation nucleation event.
Since most mechanical testing and in-situ material characterization involve thermally-
activated deformation processes, a knowledge of defect nucleation and propagation at tem-
peratures on the order of room temperature and higher is clearly necessary. Thermally-
assisted atomic rearrangement is an infrequent, probabilistic, and collaborative transition
of a cluster of atoms between one or more stable configurations or “energy wells”. Figure
191
90 shows a schematic of an infrequent transition between stable configurations W1 and W3
of an atomic system. Under overdriven MD, any transitions away from configuration W1
tend to occur by a stress-induced lowering of the energy barrier to rearrangement, and the
rearrangement itself occurs inertially. During this process, the transition W1 → W3 may
be observed; however, generally, it is also possible for the driving stress to completely skip
the configuration W3 and push the system into a different configuration, such as W4 in
Figure 90. Whether overdriven MD accurately reproduces the deformation kinematics op-
erating at low deformation rates/higher temperatures for a particular microstructure would
depend on the energy landscape of that microstructure with respect to perturbations in the
configuration space. In the literature, overdriven MD correctly predicts the kinematics of
deformation in some cases (see MD results [245, 274] confirmed via experiments [191, 42]).
In other cases, for example, involving the nucleation of trailing partials from the GB [244],
or competing cross-slip and glide mechanisms for a dislocation pinned at GB facets [21], the
deformation kinematics could depend on the rate at which the externally-applied deforma-
tion is driven.
In essence, overdriven MD is likely to miss subtle structural transitions that occur
infrequently and under low applied stresses. This argument is the basis behind atomistic
methods that aim to explore the configuration space of an atomic system, and search for pos-
sible structural transitions. These methods can broadly be classified into two categories: (a)
saddle-point finding methods (e.g., Nudged Elastic Band [84] and the Activation-Relaxation
technique [151]) and (b) accelerated dynamics methods, such as temperature accelerated dy-
namics [196], hyperdynamics [254], and parallel replica dynamics [255]. Saddle-point finding
methods compute the energy barrier associated with the transformation of an aggregate of
atoms from an initial state and an (irreversibly) rearranged state, along a minimum energy
path (MEP).
In the context of computing MEPs for dislocation nucleation from interfaces, it is dif-
ficult to account for complex atomic shuffling in the interface [245], or the correlated, but
diverse, atomic rearrangements within interfacial structural units prior to nucleation [201].
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This implies that atomic trajectories that correspond to the nucleation event cannot be eas-
ily generated a priori, e.g., by imposing a simple shear displacement in the slip direction,
and must be obtained from dynamics. Unfortunately, as mentioned earlier in this Section,
the propensity for simultaneous activation of several dislocation sources in MD simula-
tions means that atomic trajectories correspond to multiple nucleation. MD timescales are
too short to observe thermally-activated single nucleation events, and the current chapter
proposes a strategy to modify the dynamics so as to increase the chance of encountering
single-source dislocation nucleation within MD timescales.
7.1.2 Discrete Nosé-Hoover dynamics
Atomistic models at finite temperature may be simulated via isothermal MD techniques,
where Newtonian (more precisely, Hamiltonian) dynamics is modified in order to control
the system’s temperature. In popular methods of temperature control such as Nosé–Hoover
(NH) dynamics [155, 88] (discussed earlier in Chapter 3), the temperature adjustment is
spatially uniform, irrespective of the local heterogeneities in the temperature field that
can develop when the system undergoes stress-driven atomic rearrangement. In contrast,
continuum models do incorporate temperature fields, but there remains a classic difference
between atomistics and continuum in the perception of temperature: temperature is a phase
average in the context of dynamics, but a scalar field in the context of a continuum. Among
methods of selectively coarse-graining from the atomistic to the continuum regime, the
Quasicontinuum method [108] bridges this gap to some extent by proposing generalized
continua based on a variational principle, where non-equilibrium temperature ‘fields’ can
exist. However, the description of defect structures still evades these methods, as does
the problem of propagating the entire spectrum of phonon modes into a region of reduced
degrees of freedom.
A fully dynamic, atomistic model of a material can benefit from a field-like description
of temperature, even if it involves some added computational cost. In the following sections,
first, a far-field heating/cooling effect that occurs as a consequence of NH dynamics is dis-
cussed. Thereafter, two modification have been suggested to the NH dynamical equations of
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motion, hereafter called Type I and Type II discrete Nosè-Hoover (DNH) dynamics. Both
modifications spatially tessellate a dynamic system into a grid of ‘cells’ where individual
thermostats act over each cell. Each thermostat may be coupled to a separate heat bath,
or to its adjacent thermostats in the grid, in which case, the only heat bath available is at
the edges of the system and temperature adjustments occur through nearest neighbor cells
only. Despite being completely dynamical (i.e., no thermodynamic coarse graining or renor-
malization), the proposed techniques allows for fine grained control of a temperature field
within the system. The two variants of the DNH algorithm perform complementary func-
tions: one accelerates the diffusion of local thermal disturbances away from their sources,
while the other maintains heterogeneous temperature fields with the system, compensating
for phonon heat conduction. In both cases, no immediate far-field heating or cooling effects
are produced.
7.2 Theory
The development of molecular dynamics in the past few decades has produced several
useful algorithms to sample characteristic phase-space distributions from chaotic dynamics.
Among these, the Nosé-Hoover technique has been widely used to sample the canonical
ensemble, where the system’s number of particles (N), volume (V ) and temperature (T )
are prescribed, and these quantities are conserved over the course of the dynamics. The



















Here, the mass, position and momentum of particle i is denoted by mi, ri and pi
respectively, and Fi denotes the force acting on the particle. The quantity η is known
as the thermostat, and represents coupling between the microkinetic energy of the system
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and a heat bath at thermodynamic temperature kBT . The quantity η provides a dynamic
force to the particles depending on the instantaneous difference of the system’s microkinetic
energy from the ideal value dNkBT/2 (d is the dimensionality of the system, usually 3).
The strength of coupling between the system and the bath is determined by the thermostat
mass Q.
Dynamic thermostats such as NH are global in their effect; they raise (lower) the speeds
of all particles in the system whenever heat is taken away from (added to) even a part of
the system. This is evident in Equation 50b, where the ‘drag’ force (pη/Q)pi on particle i
depends on a ‘global’ variable pη. This produces an unrealistic “remote cooling” effect in
regions away from internal heat sources such as mobile defect structures. When the system’s
boundary conditions evolve so as to dissipate stored elastic energy within the system, the
NH thermostat adjustment reflects only the magnitude of heating and not its location or
concentration, since only the global average measure of temperature is utilized in adjusting
the system’s temperature.
The coupling of the entire system to a single thermostat has a subtle, but interesting
effect on heat transfer within the system, as shown in Figure 91. Under phonon heat con-
duction, when a thermal inhomogeneity develops, it is spread spatially around the “hot
spot” in a way that reduces the curvature of the instantaneous temperature field, distribut-
ing heat in the surroundings. However, when a NH thermostat is used, the velocity of every
particle in the system is scaled in response to this hot spot. Effectively, the NH thermostat
lowers the distribution of atomic speeds for the entire system, even affecting regions where
conductive smearing (that draws energy from the hot spot at the elastic wave speed) has
not yet had the chance to take effect.
7.2.1 Discrete Nosé-Hoover Dynamics: Type I
We propose a modification to traditional NH dynamics, called discrete Nose–Hoover (DNH)
dynamics, to avoid the effect of the remote heating/cooling caused by NH dynamics, and to
permit spatially fine-grained control of temperature in MD simulations. In this approach,
the simulation domain containing the system of interest is subdivided into a grid of cells,
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each cell referenced by its grid coordinates (I, J) for a 2-D discretization (3-D discretization
will obviously require another coordinate). Each cell contains NIJ particles and has its own
thermostat ηIJ . Taking KIJ as twice the microkinetic energy of atoms in cell (I, J), we
define a quantity target microkinetic energy 〈KIJ〉, which is the average of the K values
over cell (I, J) and all its neighboring cells. If cell (I, J) lies on the system boundary, each
K values from the missing neighbors is replaced by a dNIJkBT term. The deviation of KIJ






























 /(nα + nβ + 1), (51e)
ṗηIJ = KIJ − 〈KIJ〉 (51f)
where subscript α refers to neighbor cells and β refers to the neighbor cells absent (if cell
(I, J) lies on the system’s boundary) with n denoting the number of each. For example, a
cell on the corner of the structure in Figure 92(b) has nα = 3 and nβ = 5.
To implement the DNH scheme, an atomistic ensemble is overlayed with a grid of cells,
where each cell has its own temperature function as well as its own thermostat. The
thermostats along with their respective domains of effect are shown in Figure 92 for 1-
D and 2-D structures. The radial extent of directly interacting neighbor cells influences
the non-locality of temperature adjustment (if necessary, with an appropriate weighting
function).
For a 1-D arrangement, Equations 51e and 51f reduce to:
〈KI〉 = (KI +KI−1 +KI+1) /3, (52a)
ṗηI = (2KI −KI−1 −KI+1)/3, (52b)
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indicating that the target kinetic energy is simply the arithmetic mean of all kinetic energies
over the cell and its neighbors, and the terms on the right hand side of Equation 52b appear
similar to those in the 1-D discrete solution of the heat equation, on account of the evolution
law defined for pηI .
7.2.2 Discrete Nosé Hoover Dynamics: Type II
The current section introduces another variant of NH dynamics, which resembles the Type
I dynamics (Equation set 51) in its use of a spatially discretized grid of thermostats, but
differs from Type I dynamics in the following aspects:
• Each grid cell (I, J) is coupled to its own heat bath, at thermodynamic temperature
kBTIJ .
• There is no coupling between adjacent thermostats.




















ṗηIJ = KIJ − dNIJkBTIJ (53e)
Notice that Equation sets 51 and 53 differ only in the definition of ṗηIJ . Yet, this
produces a major difference in the behavior of a dynamical system under Type I and Type
II DNH dynamics:
• Since thermal variations across nearest neighbor cells drive the thermostat in the case
of Type I dynamics, it causes rapid thermal homogenization across the system, at a
rate that is determined by the thermostat mass(es) QIJ . While different choices of QIJ
for different locations within the system permit some degree of control over the rates
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Figure 91: Evolution of the temperature field T(x) along spatial dimension (x) under
Nosé-Hoover (NH) thermostatting vs conductive heat transfer. The hot spot represents
the temperature inhomogeneity. Temperature profiles are shown at times t0 and t1 where
t1 > t0.
(a) (b)
Figure 92: (a) Arrangement and interdependence of thermostats (η1 to ηn) in a 1-D en-
semble (b) the same arrangement shown for grid thermostats ηIJ in a 2-D ensemble. Each
cell interacts with 2 neighbors in (a) and with 8 neighbors in (b). Neighbors absent due to
boundaries each contribute a multiple of kBT to Equation 51e.
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of transfer of heat throughout the system, it is only a transient effect. Regardless
of the choice of QIJ , Type I DNH dynamics provides a driving force for thermal
homogenization, in addition to phonon-based heat transport.
• Type II dynamics decouples adjacent thermostats, and is equivalent to separate NH
thermostats operating in different regions. Based on selection of cell temperatures
TIJ , different regions of the simulation domain can be driven to different temperatures
using Type II DNH dynamics.
7.3 Results
7.3.1 Type I DNH dynamics
Figure 93: Array of 2n+1 harmonic oscillators used as a test case for Equation set 52. The
intrinsic (spring) force F is given by Fi = ṗi = −k∆ri where pi denotes particle momentum
and ∆ri is the displacement from the mean position. Each particle is dynamically coupled
only to its first nearest neighbors and at the system boundaries, also to the heat bath.
The Type I DNH equations of motion were tested for a very simple system, contain-
ing three harmonic oscillators. A general schematic for such a system (containing 2n+1
oscillators) is shown in Figure 93. Each oscillator was assigned its own thermostat and the
system was exposed at its boundaries to an ambient temperature of kBT . After providing
an initial velocity to the oscillators, the evolution of the velocity of oscillator 2 is shown
in Figure 94 for several values of kBT . The integration was performed using the 4th order
Runge-Kutta (RK) integrator as implemented in the ode45 solver of MATLAB R©(similar
results were obtained by using a velocity-verlet intergrator [87] instead of the 4th-order RK).
It is observed that an indirect interaction between oscillator 2 and the ambient heat bath
adjusts the time averaged amplitude of oscillation (i.e., temperature) by either reinforcing




Figure 94: Evolution of particle momentum p2 with time for different temperatures (kBT )
of the ambient heat bath. In (a), the initial sinusoidal oscillations of the particle gradually
decay, since the ambient heat bath is at absolute zero. In (b), however, the heat bath
(indirectly) influences the particle velocity maintaining a characteristic time averaged tem-
perature while in (c), the heat bath causes vigorous heating. Note that since the particle is
not at the system’s boundary, it can interact with the heat bath only ‘indirectly’ through
thermostats η1 and η3. To obtain this behavior, the following dimensionless parameters
were used: particles per thermostat (N) = 1, particle mass (m) = 1, thermostat mass (Q)
= 10.0, and particle force constant (k, assuming harmonic oscillator approximation) = 0.1.
Each particle was imparted a momentum of 0.1 at t = 0.
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cells leading to the system boundary are involved, and the process is completely dynamic
with a characteristic time of propagation determined by the thermostat mass Q. Also, no
aphysical heating or cooling away from regions of thermal concentration occurs.
In Figures 93 and 94, non-interacting harmonic oscillators have been chosen to clearly
illustrate the effect of the thermostat on the particle velocities. For the case of coupled
oscillators (i.e., the spring force acts between adjacent particles), similar results were ob-
served, as is expected, although for such a small system, inter-particle energy exchange due
to phonons is very rapid, and it is difficult to resolve the contribution of the thermostat to
the thermal equilbration.
While further exploration of Type I DNH dynamics is desirable—especially regarding its
ability to influence heat transfer over length scales over several hundered nanometers—an
investigation in that direction does not fit within the objectives of the current work, and is
being pursued as a separate project. However, in the context of current objectives, Type
II DNH dynamics is much more promising from the standpoint of achieving fine-grained
control over defect nucleation processes in MD simulations. Therefore, properties of Type
II DNH dynamics are studied in greater detail in the following sections.
7.3.2 Type II DNH dynamics
Figure 95: Array of 2n+1 coupled harmonic oscillators with periodic boundary conditions
at the ends. In the temperature field prescribed, the particles are divided into three groups
equilibrated to different temperatures.
For the system of non-coupled oscillators shown in Figure 93, Type II DNH dynamics is
trivial and reduces to independent NH dynamics for each individual oscillator. A more in-
teresting, as well as more realistic, scenario occurs when these linear oscillators are coupled,
since vibrational energy exchange between adjacent oscillators is expected to compete with
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the thermostats’ attempts to drive each oscillator to a prescribed temperature. A general
schematic for a coupled oscillator system is shown in Figure 95. Type II DNH dynamics
was tested on a similar system with three oscillators (i.e., 2n+1=3), using separate ther-
mostats η1, η2, η3 and target temperatures kBT=1.0, 5.0 and 1.0 for oscillators 1, 2 and 3,
respectively.
(a) (b)
Figure 96: Type II DNH dynamics used to equilibrate a system of three linear, one-
dimensional coupled oscillators with periodic boundary conditions (similar to Figure 95,
but with n=1). The oscillators r1 and r3 have been equilibrated to the same temperature,
and r2 has been equilibrated to a temperature five times that of r1. (a) shows the oscillations
of particle positions r1,r2, and r3 over time. (b) shows the evolution of Kinetic energy of
oscillators 1 and 2, clearly showing equilibrium values that differ by a factor of five.
Figure 96 shows the evolution of particle position (r) and kinetic energy KE under
Type II DNH dynamics. In both (a) and (b), it can be observed that the long-timescale,
stable dynamics of the system conforms to the prescribed temperature(s) for each particle.
Simulations were repeated for different values of spring stiffness k and thermostat mass Q
(same for all thermostats), spanning three orders of magnitude, and similar results were
obtained (the timescales of equlibration were, of course, different).
MD under Type II DNH dynamics was also tested for a full-3D, single-crystal ‘bar’ of Cu
metal, modeled using Mishin et al.’s embedded atom method potential [145]. The results
are shown in Figure 97. The bar was divided into three regions, 1,2, and 3, with prescribed
temperatures of 300 K, 500 K, and 300 K, respectively. After equilibration for 100 ps, a
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snapshot of the bar with atoms colored according to instantaneous speed is shown in Figure
97(a), where a concentration of high-speed atoms in the center (region 2) of the simulation
domain can be seen. Notably, since atoms near a boundary separating adjacent regions can
vibrationally interact with other atoms across the boundary, the variation of atomic speeds
across the region boundaries is quite diffuse. However, as can be seen in Figure 97(b), the
total micro-kinetic energy of atoms contained within each thermostatted region is bounded
for times beyond 10 ps, and equilibrates to the expected value.
(a) (b)
Figure 97: (a) A snapshot of a bar of single crystal Cu, with three regions (named 1,2,
and 3) heated to different temperatures (300 K, 500 K, and 300 K respectively) via Type
II DNH dynamics. Atoms have been colored according to their instantaneous speeds. (b)
Evolution of the total atomic microkinetic energy (K in Equation sets 51 and 53) in regions
1 and 2 over time. Notice that region 2 equilibrates to a higher temperature (i.e., K) despite
unrestricted exchange of vibrational energy between regions 1 and 2.
7.3.3 Dislocation nucleation from interfaces under Type II DNH dynamics
The results so far demonstrate the efficacy of DNH dynamics at controlling the temperature
as a spatially-discretized field in MD simulations. In Section 7.1.1, the high likelihood of
simultaneous dislocation nucleation from multiple dislocation sources was cited as a limita-
tion of MD simulations of material deformation. In that context, Type II DNH dynamics
can presumably serve as a useful strategy to restrict the activation of dislocation sources to
within a localized ‘region’ containing only a few sources. As a hypothesis, it can be expected
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that dislocation nucleation from an array of sources can be better controlled via a careful
choice of the spatially-discretized temperature field and the rate of the externally-applied
deformation. To test this hypothesis, uniaxial deformation of a Cu Σ9{221} symmetric tilt
interface was performed, in a direction normal to the interface plane, under Type II DNH
dynamics. The dislocation nucleation behavior is shown in Figure 98, where it is compared
to deformation under traditional isothermal MD at 10 K, using a single, global thermostat
[230]. For the DNH dynamics, the bicrystal containing the interface was divided into three
regions of equal width along the interface period direction, with peripheral regions main-
tained at 10 K and the center region heated to 800 K. In Figure 98(b), nucleation of leading
partial dislocations from multiple sources along the interface period can be clearly seen.
In contrast, under DNH dynamics (Figure 98(a)), nucleation preferentially occurs near the
edge of the ‘hot’ center region, with secondary nucleation events occurring in close proxim-
ity, soon after the primary nucleation event. These results are encouraging, but come with
their own complications. On the upside, DNH dynamics does indeed lead to a localization
of the dislocation nucleation event. However, it does not ensure isolated nucleation at the
deformation rate imposed (109s−1). There can be several reasons for this behavior. First,
the rate of deformation is still too high for individual dislocations to nucleate, such that
even at 800 K, thermal fluctuations that lead to an isolated event are never encountered.
Second, it is not always necessary that isolated dislocation nucleation should be energeti-
cally favorable, as compared to simultaneous nucleation at a group of adjacent nucleation
sites, especially in cases where individual nucleation sites are closely spaced. This could be a
factor in Figure 98, given the small spacing of E structural units (the dislocation nucleation
sites) in the Σ9{221} interface.
7.4 Discussion
Two potential applications of Type I DNH dynamics can be envisioned. First, Type I DNH
dynamics appears better suited for performing isothermal dynamics in systems that are
expansive (several hundred nm) along one or more dimensions. In this case, parameters
of the dynamics (i.e., thermostat masses, grid-spacing) would have to be chosen so as to
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(a) (b)
Figure 98: A comparison of dislocation nucleation under uniaxial tension from the Cu
Σ9{221} interface, under two different dynamical equations of motion. In (a) Type II DNH
dynamics has been used with three regions of equal width along the x directions. The
temperatures are 10 K in the peripheral regions and 800 K in the middle. Atoms have been
colored according to instantaneous speed, and only non-face centered cubic atoms have been
shown. In (b), dislocation nucleation behavior is shown for the same interface, deformed
along the same loading direction, under pure NPT dynamics at 10 K (image taken from
[230]). In contrast with (b), in (a), the dislocation nucleation is clearly localized and the
first nucleation event initiates within the high-temperature (800 K) region. However, at
the deformation rate applied (≈ 109s−1 in both (a) and (b)), isolated dislocation nucleation
could not be observed.
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be minimally intrusive to the ‘natural’ dynamics. As an example, an MD simulation with
thermostats active only near the edges of the simulation domain boundary (these are the
thermostats η11, η12, η13 . . . in Figure 92(b)) can be implemented. Such an arrangement
would maintain the ensemble temperature over extended time-scales, but would not interfere
with the dynamics in the interior. However, besides physically realistic parameterizations
of the Type I DNH dynamics, physically unrealistic parameterizations can be useful too.
In solids, inertial disturbances, e.g., the nucleation of dislocations, voids, or incremental
growth of cracks may produce heating that is both localized and transient. While this
heat would be carried outwards from the hot spot via phonons, more aggressive and rapid
thermal equilibration may be achieved by using Type I DNH dynamics with a responsive
(i.e., low-mass) thermostat. The difference in microkinetic energy between adjacent DNH
cells, in that case, would serve as an additional driving force for thermal equilibration.
This kind of control might be desirable, e.g., to suppress ‘secondary’ rearrangement events
from getting activated from large-amplitude atomic vibrations that persists in the wake of
primary events.
Type II DNH dynamics, on the other hand, can be used to achieve the opposite of ther-
mal homogenization: i.e., to maintain different regions at different temperatures within the
same simulation domain. In this context, one must concede that a thermostatting strategy
that actively prevents thermal equilibration is clearly aphysical. However, by maintaining
different atomic vibration amplitudes in different regions, the Type II DNH dynamics effec-
tively increases the probability of activating dislocation sources in the ‘hot’ regions, while
simultaneously suppressing sources in the ‘cold’ regions. By carefully-delimited regions
such that hot regions contain a few dislocation sources at most, Type II DNH dynamics
can be used the substantially increase the chance that isolated dislocation nucleation is
observed within MD timescales. The atomic trajectories corresponding to the isolated nu-
cleation event can then be interpolated over the simulation time and fed as input to various
saddle-point finding methods.
The DNH scheme has an added computational cost depending on the resolution of the
thermostat grid, when compared to NH dynamics. However, this cost for ensembles of
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multi-million particles is still small compared to the cost of the dynamics itself, as long
as each thermostat is assigned a reasonably large number of particles in compliance with
the length scales of the dissipative process being studied. A grid resolution that allows for
interaction between defects but does not partition the defect structures (e.g., dislocation
loops) themselves is likely the most appropriate. For very fine grids, of spacings on the
order of the lattice parameter, the NH remote heating/cooling effect is completely removed.
In its current formulation, DNH dynamics is essentially a modification of dynamics in
the canonical (NVT) ensemble. Extending this dynamics to the isothermal-isobaric (NPT)
ensemble is, as yet, difficult. This is because the NPT equations of motion [133] couple the
barostat dynamics with the oscillations of a ‘global’ thermostat. Since no such thermostat
exists in the DNH scheme, it is unclear how an adaptively dilating/warping simulation
domain could be consistent with DNH dynamics.
In MD literature [133, 238], it is often emphasized that the dynamics of particles in a
system should sample the appropriate phase space distributions expected from the thermo-
dynamic constraints. Indeed, this requirement is necessary in fluid phases where statistical
averages of intensive thermodynamic properties or bulk particle correlation functions at
equilibrium are important and so sampling the phase space correctly is vital. However,
while studying non-equilibrium processes such at elasto-plasticity and/or fracture at finite
temperature, the evolution of the phase space is quite rapid and depends instead on the
extremes of the particle velocity distribution (at dislocations, flow localization regions and
crack tips). The idea of an equilibrium phase space distribution therefore holds little mean-
ing for these processes.
The behavior of both Type I and Type II DNH dynamics can be expected to depend on
a delicate interplay of the material’s elastic properties and the masses of the thermostats
chosen, and further work is warranted in this area. Most importantly, a difference in the
relative timescales of propagation of elastic disturbances and thermostat oscillations could
lead to different regimes of energy exchange that will determine the ‘efficacy’ of temperature
control. For example, in Type II DNH dynamics, if the inverse of the thermostat mass is
small enough, the thermostat will not be able to compensate for the loss of vibrational
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energy from the ‘hot’ regions.
7.5 Computational details
The following codes have been developed in order to create a working implementation of
Type I and Type II DNH dynamics for general atomic/molecular systems.
1. A stand-alone C++ program to simulate variants of DNH dynamics using harmonic
oscillators in a single dimension.
2. A compute class ke/dnh, implemented within the MD simulation package LAMMPS
[111]. This code separately accumulate the kinetic energy of atoms in different regions
of a simulation domain.
3. A fix class dnh within LAMMPS, which implements Equation sets 51 and 53. The fix
class makes minimum modification to the already existing nh class which is a part of
the standard LAMMPS package.
7.6 Summary
Nosé-Hoover (NH) dynamics is a popular method to simulate isothermal molecular dynam-
ics. In this chapter, two variants of NH equations of motion, called Type I and Type II
Discrete Nosé-Hoover (DNH) dynamics are proposed, with the purpose of explicitly con-
trolling the temperature field at different locations within the simulation domain. Potential
applications of DNH dynamics could include fine-grained control of the temperature field
with tunable thermal exchange between adjacent regions (Type I dynamics), or localized
heating at defect nucleation sites in order to induce selective nucleation/propagation of iso-
lated defect structures. The latter could provide a method to generate atomic trajectories
to be used as input to optimization algorithms (e.g., nudged elastic band) that compute the





The present research has contributed towards exploring the interface-mediated yield and
flow behavior of nanocrystalline metals under combined stress states, and developing meth-
ods that could be applied to atomistic simulations to better understand kinetic and kine-
matic aspects of various deformation unit processes. Simulation frameworks have been
developed to enforce simultaneous control of several stress and strain components, thereby
providing the capability to simulate material deformation over a wide range of proportional
and non-proportional multiaxial deformation paths. In nanostructured materials, such as
those with a multilayered, nanocrystalline or nanotwinned microstructure, atomistic sim-
ulation can reach length scales close to representative volumes (albeit with time-scale re-
strictions that are inherent to MD). In these microstructures, complex deformations can
be simulated, and the effect of the deformation path the resulting microstructure evolution
can be precisely resolved.
Using the thermostat compensation rate η̇ introduced in Chapter 3, inelastic yield un-
der the combined effect of stress-driven interfacial and intra-granular deformation processes
has been resolved for a Cu nanocrystal. In other microstructures/material systems, the
evolution of η and its time derivatives can be employed as metric of ensemble-scale crit-
icality, especially in cases where multiple pathways of elastic energy release are present
(dislocations, cracks, GB sliding etc.), or where localized ‘critical’ events exhibit a broad
distribution of threshold stresses for activation (e.g., shear shuffling of atoms at the grain
boundaries). A metric of criticality derived from atomic dynamics, such as the thermostat
η, is less ambiguous than empirical metrics that rely simply on the stress-strain behavior,
with no consideration of microstructure evolution. Further, in material systems or mi-
crostructures where initial yield is expected to be significantly affected by non-deviatoric
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stress components, empirical metrics would require knowledge of the deformation kinetics
a priori, while no such requirement exists for η.
Schemes for general multiaxial deformation (introduced in Section 2.7.2) have been
employed to study shear deformation under an imposed hydrostatic stress in bicrystals
(Chapter 5) and nanocrystals (Chapters 4 and 6). The results suggest that the effect of
hydrostatic stress on shear deformation is quite significant in nanocrystals and bicrystals. In
nanocrystals, such a pressure-effect appears to arise predominantly from pressure-induced
changes in elastic stiffness under shear deformation. In bicrystal interfaces, however, shear-
stiffening alone cannot explain the observed pressure effect, especially in interfaces that
exhibit a decrease in shear strength decreases with imposed compressive pressure (Σ9{221}
and Σ5{210}). In microstructures containing an enhanced population of the latter, this
anomalous pressure dependence can possibly manifest at the bulk scale, although further
work is needed in this direction.
Several aspects of the mechanics of NC metals has been investigated for the first time
in this work. First, the direction of the inelastic flow with respect to the deviatoric stress
has been assessed for the case of biaxial deformation in nanocrystalline Cu (Section 4.3.2).
Second, the role of pre-existing internal atomic stresses towards activating atomic rear-
rangement in interfacial shear transformation zones has been investigated. Third, pressure-
sensitive aspects of shear-driven sliding/migration of Cu interfaces have been explored.
Activation parameters for inelastic deformation in NC Cu have been computed from
MD simulations in this work. In particular, these computations have explored—for the first
time—the combined effects of temperature, grain size and hydrostatic/normal stress com-
ponents on the kinetics of elasto-plastic shear deformation. Besides computing activation
parameters based on the deformation response of the entire microstructure, modifications
to existing MD techniques have been suggested that could permit direct computation of
activation parameters for dislocation nucleation from interfacial sources.
Lastly, algorithms have been developed to compute volume-averaged stresses in grain
interiors and grain boundaries. These algorithms have been used in conjunction with various
existing metrics of interfacial excess volume and non-local continuum metrics of atomic-scale
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deformation to resolve the evolution of stress, free volume, and heterogeneous deformation
fields in NC microstructures.
Results obtained from the current study— as well as from future studies that utilize the
methods developed herein—can potentially serve as guidelines for the design and parame-
terization of constitutive theories of elasto-plasticity in NC metals.
8.2 Limitations of the present work
The present work inherits the length-scale and time-scale limitations of MD. Given the small
characteristic length scales (within a few hundred nanometers) in nanostructured materials,
the length-scale restrictions are somewhat less severe; even microstructures approaching
representative volumes are sometimes amenable to direct computation. Still, the cost of
massively parallel simulations introduces a trade-off between studying the effects of material
scaling, and exploring various complex deformation histories. For this reason, atomistic
simulations in this work have been limited to grain sizes below 20 nm.
The short time-scales accessible to MD result in effective strain rates routinely in excess
of 107 s−1. These high rates lead to the suppression of thermally-activated atomic rear-
rangement pathways that require wait times that are several orders of magnitude longer
than nanoseconds. Therefore, in MD simulations, stresses in the simulated material reach
very high levels and atomic rearrangement occurs inertially. Depending on rate sensitivity
of the material being simulated, the absolute values of yield/nucleation stresses reported
in MD simulations are expected to be significantly higher than those obtained at quasi-
static experimental strain rates. This difference is clearly an impediment to establishing
direct equivalences between the results of experiments and simulations (e.g., in stress-strain
curves).
However, despite the high deformation rates, MD can still be expected to predict ac-
curate deformation kinematics, provided the deformation mechanisms do not change when
the strain rate is reduced to experimental rates of 10−5 − 10−1 s−1 (at these rates, thermal
assistance and longer timescales for atomic rearrangement become available). In interface-
mediated inelasticity, the most likely change in deformation mechanism with decreasing
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deformation rate is the onset of diffusive processes, e.g., Coble creep, which is characterized
by a small activation volume of ≈ 1b3. If creep processes are significant at room tempera-
ture and experimental strain rates, MD simulations at high strain-rates might fail to capture
them.
In the present research, however, it does not appear that creep processes are expected
to be significant, since activation volumes (3-8 b3) and activation energies (0.2 − 0.3 eV)
obtained from our simulations are similar to those obtained via experiments [41, 260, 73]
in NC metals of similar grain size. Further, the aforementioned studies rule out creep as a
prevalent deformation mechanism in their respective experiments and attribute the observed
behavior to interfacial shear shuffling [73] and dislocation activity [260], which is similar to
what is observed in the MD simulations performed in this work.
In general, care should be taken while extrapolating MD-based studies to predict defor-
mation kinematics at experimental strain rates. To that end, support from experimental
evidence, theoretical arguments or accelerated dynamics (e.g., [196, 254]) is preferable. For
example, experiments in [260] and [73] used higher melting-point materials than Cu: NC
Ni and Pd90Au10 (an isomorphous system), respectively. Room-temperature creep in these
materials is not very likely. However, for lower-melting fcc metals, such as Al, contribution
of creep processes could be more significant at room temperature.
8.3 Recommendations for future work
• At present, deformation mediated by grain boundary motion is not very well un-
derstood, especially with regards to general grain boundaries of a mixed tilt-twist
character. Since mechanical properties of nanomaterials are significantly influenced
by the static and dynamic aspects of the interface network, contributions from inter-
face motion should be taken into account. In particular, the results from the current
study motivate future efforts directed towards obtaining a kinetic description of stress-
driven interface motion, and possibly incorporating influences of interface structure,
interfacial non-equilibrium character, and impurity segregation.
• An important aspect of deformation mechanisms in nanocrystals is their stochastic
212
nature. At the scale of nanograins, stochasticity arises from (a) structural variations in
the interfaces, which influences their sliding/migration kinetics, and (b) variations in
the dislocation nucleation/propagation kinetics due to an interplay of localized stress
concentration, dislocation source geometry, and the energy landscape of subsequent
interfacial pinning sites once a dislocation loop has nucleated. One way to estimate
the statistical variation is by simulating the deformation of representative volumes of
nanocrystals, containing several hundred grains, or, alternatively, performing a careful
study of dislocation nucleation from several structurally plausible—but statistically
diverse—source geometries, containing both grain boundaries and triple junctions.
• A more accurate estimate of the energy barrier(s) and transition pathway(s) associated
with characteristic inelastic rearrangement events may be obtained via saddle point-
finding methods, such as Nudged Elastic Band (NEB). NEB-based computations are
expected to be particularly useful in the context of shear deformation of bicrystal
interfaces since they can potentially reveal the atomistic origins of the interesting
pressure-effects reported in the present work.
• A more thorough exploration of the six-component stress space in the context of
its effect on atomic rearrangement would be valuable. While the present work has
briefly touched upon the role of normal stresses on the kinetics of interface-mediated
deformation processes, such a dependence needs to be established more accurately, and
preferably in terms of the coupling of non-devatoric stress components with specific
inter-granular and interfacial deformation unit processes.
• Given the primary focus of this work, i.e., developing methods to explore and inter-
pret deformation behavior under the influence of complex combined stress states, the
mechanical behavior of NC microstructure of fcc metals other than Cu have not been
studied in this thesis. That said, simulation methodologies identical to the current
work could be used to investigate the behavior of those materials. Such studies are
outside the scope of the present work, but are nevertheless important, since the na-
ture of the interatomic interaction influences not only bulk observables, but also the
213
mechanisms via which inelastic deformation occurs.
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APPENDIX A
SINGLE CRYSTAL SHEAR MODULI
The problem concerns computing the elastic modulus of a cubic crystal for shear along a
crystallographic direction s, in the plane normal to the direction n, where both s and n lie
in the plane normal to direction c, such that unit vectors along s,n, and c form a right-
handed orthonormal triad. We consider a ‘reference’ fcc single crystal with unit cell basis
vectors aligned along the cartesian directions and a shear configuration defined as follows:
s = [100] (x-axis), n = [010] (y-axis), and c = [001] (z-axis). In this configuration, the
shear modulus is C1212 (C44 in Voight notation). For a single crystal that has been rotated
to align with one half of the bicrystal, following Section 5.2.2, s is the interface period
direction, n is the interface plane normal, and c is the tilt axis. For instance, in the case
of the Σ9{221} interface shown in Figure 45(a), s = [114̄], n = [221] and n = [11̄0]. The
vector triad (s,n, c) can be transformed from the reference to the rotated configuration via
an orthogonal matrix R. To compute the elastic stiffness for a given combination of s,n,
and c, first, the 4th-rank elasticity matrix Cijkl is constructed in the reference configuration
using values of single crystal elastic constants c11, c12, c44 and converting them to the
full four-index notation. The stiffness tensor in the rotated coordinate system is given by
C ′ijkl = RimRjnRkoRlpCmnop, and the shear modulus in these coordinates is C
′
1212 . Due to
the inversion symmetry of the fcc lattice, the elastic properties of the bicrystal containing
a symmetric interface can be compared to those of a single crystal. For Cu, the values of
three independent elastic constants c11, c12, and c44 were taken from [145].
215
APPENDIX B
ATOMIC MEASURES OF STRESS
While computing stress in atomistic simulations, the role of atomic velocities, i.e., the kinetic
term in the atomic stress, is often debated. In the literature, two papers present directly
contrasting viewpoints: the work by Zhou [288], which recommends neglecting the kinetic
term, and the one by Subramaniyan and Sun [207], where the authors demonstrate that the
kinetic part of the stress is essential to compensate for the imbalance in interatomic forces
produced as a result of thermal expansion1 and thus cannot be neglected.
To estimate the extent to which the kinetic term of the virial stress influence the stress
measures used in this work, we consider the deformation of Grain 3 in the g = 10 nm
microstructure. The microstructure was deformed under shear at a constant temperature
of 500 K with no imposed hydrostatic pressure. The stress over Grain 3 was computed
using three approaches: (i) considering only the interatomic forces, i.e. the virial term, (ii)
considering only the atomic velocities, i.e., the kinetic term and (iii) using both the virial
and the kinetic terms. The results are shown in Figure 99, using labels ‘force’,‘kinetic’,
and ‘full’ for aforementioned approaches (i),(ii),and (iii), respectively. From plot (a), the
close overlap of the ‘full’ and ‘forces’ curves shows that the effect of the kinetic term on the
computed stress σ̄ is negligible. However, the values of the stress computed using only the
kinetic term (approach (ii)) in Figure 99(a) are surprisingly low, when considered in view
of Subramaniyan and Sun’s results [207] that demonstrate a significant contribution of the
kinetic term to the atomic stress. This apparent discrepancy is resolved once we realize
that σ̄ in Figure 99 is an invariant of the stress deviator. The contribution of the kinetic
term to the total stress, on the other hand, is almost purely hydrostatic, since it originates
1This imbalance is a consequence of the fact that most of the commonly-used interatomic potentials
are not temperature-dependent. They don’t explicitly modify the equilibrium interatomic spacing with
temperature. In equilibrium at zero external pressure and finite temperature, therefore, the instantaneous
force on each atom is not zero, even though the external stress is clearly zero.
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(a) (b)
Figure 99: A comparison of different contributions to the volume-averaged atomic stress.
(a) shows the evolution of the von Mises stress (σ̄) in the interior of grain 3 in the g = 10
nm structure during pure shear deformation at 500 K. The ‘full’ stress includes contribution
from both the interatomic forces as well as the atomic velocities. These contributions are
separately plotted under the labels ‘forces’ and ‘kinetic’, respectively. In (b), the evolution
of the hydrostatic stress component σ̂ has been shown.
from the thermal fluctuation of atoms. Figure 99(b) shows that the hydrostatic component
of the ‘kinetic’ stress is indeed comparable to stress computed based entirely on ‘forces’, in
our simulations. Here, the ‘kinetic’ and ‘forces’ contributions are equal in magnitude (≈
0.6 GPa) but opposite in sign. Clearly, the kinetic contribution to the hydrostatic stress is
not negligible.
We conclude that neglecting the kinetic part of the atomic stress in our analysis does
not affect the results. However, in general, the kinetic term in the expression of atomic
stress is non-negligible at finite temperature, and contributes to the hydrostatic stress. For
this reason, the ‘full’ stress computation has been used for the purpose of ensemble-level
stress control (barostatting) throughout this thesis.
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