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In an aqueous solution, weak (‘soft’) molecular interactions lead to the formation of many
supramolecular assemblies. In such an assembly, the reactive chemical species remain confined
in a nanocavity. Confinement and the local interactions render chemistry in these assemblies
markedly different from that in an ordinary solution. Very recently, ultrafast time resolved
spectroscopy has been applied to unravel the dynamics in these systems. The new experiments
and the computer simulations reveal many surprising and highly interesting features. First, in
such a confined system there is almost invariably a new ultraslow component which is slower by
100–1000 times compared to bulk water. Second, in spite of the restrictions imposed inside a
nanocavity, dynamics of several processes displays an ultrafast component (in <10 ps time
scale). In this review, we discuss five ultrafast processes in many organized and biological
systems. The ultrafast processes include solvation dynamics, proton transfer, energy transfer
(FRET), electron transfer and anisotropy decay.
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1. Introduction
Weak molecular interactions play a key role in many natural processes. The delicate
balance between hydrophobic and hydrophilic interactions results in the formation of
many nanostructures and self-assembly. Examples of these include the unique native
form of a protein, DNA double helix, and numerous supramolecular assemblies (such
as micelles or guest–host complexes). The importance of these nanostructures is fairly
diverse and range from molecular recognition (e.g. enzyme–substrate, antigen–antibody
interaction) to a more general issue of unusual chemistry in confined environments. In a
self-organized or biological assembly, the reactive chemical species is confined in a small
cavity of dimension a few nanometres (nm) (e.g. in the hydrophobic pocket of an
enzyme). Confinement in such a nanocavity affects chemistry in several ways. First,
confinement results in close proximity of the reactants which can markedly accelerate
bi-molecular reactions. Second, in such a nanocavity the reactant is often bound to the
macromolecular host by hydrogen bonds or weak van der Waals interaction. Third,
many properties of the solvent molecules (in most cases water) are dramatically
modified in a confined system.
Most recently, many groups have applied ultrafast laser spectroscopy to unravel
dynamics in self-organized and biological systems [1–6]. These studies reveal many
interesting and hitherto unknown features of ultrafast chemical processes in a confined
system. In this review, we will summarize the most recent results on this rapidly growing
subject. The plan of the review is as follows. In section 2, we give a brief overview of the
structures of some organized assemblies. This discussion is essential to understand how
confinement and local interactions affect ultrafast dynamics. In the subsequent sections,
we will discuss five ultrafast processes in many confined systems. These processes
include solvation dynamics, excited state proton transfer, photoinduced
electron transfer, fluorescence resonance energy transfer (FRET), and fluorescence
anisotropy decay. A host of different experimental and theoretical strategies have been
employed to study dynamics in self-organized assemblies. In this article, we will mainly
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focus on application of ultrafast time-resolved fluorescence spectroscopy with
occasional references to other experimental techniques, theory and computer
simulations. For a general discussion on fundamentals of fluorescence spectroscopy
we refer to an excellent text book [7].
2. Structure of organized assemblies
The biological function of a system crucially depends on the structure as well as
dynamics. Because of this, structural biology received very serious attention for over
70 years (since the mid-1930s). The main technique of structure determination is
obviously X-ray diffraction. However, many nanostructures are formed only in solution
where X-ray diffraction is inapplicable. Structure of a supramolecular assembly in
a liquid is best determined by small angle neutron scattering (SANS) [8] and also by
light scattering [9, 10]. Structures of some common self-organized systems are shown in
figure 1.
2.1. Cyclodextrin
Perhaps the simplest example of a self-organized system is a host–guest complex
involving a cyclodextrin as a host (figure 1a). A cyclodextrin is a cyclic polymer
containing 6 (-), 7 (-) or 8 (-) glucose units. A cyclodextrin is a torus
shaped nanovessel with a height 8 A˚ and a largest diameter of 4.5 A˚ (for -),
6.5 A˚ (for -) and 8A˚ (for -) [11]. They are moderately soluble in water and
more soluble in any other polar solvents (e.g. dimethylformamide, DMF). The interior
of a cyclodextrin is hydrophobic and resembles a cyclic ether. As a result, in an
aqueous solution a cyclodextrin encapsulates many organic molecules. Because of
this property, cyclodextrin has versatile applications in solubilizing insoluble drugs
in water and in targeted drug delivery [12]. During drug delivery across a membrane,
a membrane surfactant gets insert into the cyclodextrin cage dislodging the drug
(guest) molecule. Compared to an unsubstituted cyclodextrin, a O-methyl or a
O-hydroxypropyl derivative of a cyclodextrin is much more soluble and hence, is
more useful in drug delivery [12]. The substituted cyclodextrins have also been
applied to prevent misfolding of a protein by encaging the hydrophobic aromatic
residues [13].
2.2. Micelles
A micelle refers to a nearly spherical aggregate of a surfactant. Such an aggregate is
formed in an aqueous solution (or in a few highly polar solvents) above a threshold
surfactant concentration known as critical micellar concentration (CMC). According to
SANS [8] and light scattering [9, 10] studies a micelle consists of a hydrophobic core
consisting of the alkyl chains and a hydrophilic corona containing the polar head
groups, counter ions and large number of water molecules. Tri-block co-polymer
micelles have received considerable recent attention because of their interesting
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self-assembly and diverse phase behaviour [14–17]. A tri-block co-polymer micelle
consists of a hydrophobic polymer segment (e.g. polypropylene oxide, PPO) as core and
a hydrophilic block (e.g. polyethylene oxide, PEO) as corona. The co-polymer (PEO)20–
(PPO)70–(PEO)20 is known as Pluoronic P123. According to SANS studies, a P123
micelle consists of a hydrophobic core of PPO block with a diameter of 96 A˚ and a
hydrophilic corona of thickness 46 A˚ containing the PEO block (figure 1b) [14, 15]. The
marked variation of polarity over a short distance in different regions (PPO and PEO
blocks) of a P123 micelle has many interesting implications. For instance, absorption
maximum of a polarity sensitive probe is different in different regions of P123 micelle.
Thus by varying the excitation wavelength one may excite probes in different regions of
PEO block 
PPO 
block 
Polar 
Non- 
polar 
Water pool 
(polar) 
Non-polar 
(a) (b)
(c) (d)
(e)
Si 
Si 
Si 
Si 
Si 
Si 
Si 
Si 
O O 
O 
O 
O O 
O 
O 
(f) (g)
Figure 1. Structure of some organized assemblies: (a) cyclodextrin, (b) tri-block co-polymer micelle,
(c) reverse micelle, (d) polymer–surfactant aggregate, (e) sol–gel glass, (f) protein, and (g) DNA.
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the micelle. We will discuss later in this review, how solvation dynamics and FRET in
different regions of a P123 micelle may be studied using this principle.
2.3. Reverse micelle
A reverse micelle is a micellar aggregate where the bulk medium is a non-polar solvent
(alkane) (figure 1c) [18–20]. In such an aggregate the polar head groups of the
surfactants point inward and the non-polar alkyl chains point outward. In a reverse
micelle, a polar solvent (e.g. water, acetonitrile or DMF) may be encapsulated inside the
aggregate in form of a ‘water (solvent) pool.’ For an AOT (aerosol-OT, dioctylsulfo-
succinate, sodium salt) microemulsion, the radius of the nanodroplet (water pool) is
roughly equal to 1.5w0 (in A˚) where w0 is the number ratio of the water and the
surfactant (AOT) molecules [18]. In a microemulsion, the non-polar bulk hydrocarbon
is separated from the highly polar water pool by a layer of surfactants. Thus the
property of the microenvironment changes rapidly over a distance roughly equal to
length of the surfactant (AOT) molecule. The water pool in a microemulsion is a
fascinating model of confined water. Recently, the water pool has been subject of many
experiments and computer simulations. Levinger and co-workers [20] studied the water
pool of AOT reverse micelles with a highly charged decavanadate (V-10) oligomer using
V-51 NMR spectroscopy. From V-51 chemical shifts, they inferred that the V-10 is
deprotonated even when an acidic solution of protonated V-10 is encapsulated in a
reverse micelle. This is consistent with a decreased proton concentration in the
intramicellar water pool and presence of a proton gradient inside the reverse micelles.
In this case the interfacial region (near the AOT anion) is acidic with high proton
concentration while the core of the water pool (where vanadate exists) is neutral [20].
Fayer and co-workers studied the water pool using ultrafast infrared spectrally resolved
pump–probe and vibrational echo spectroscopies [21]. They showed that a weighted
sum of the core and shell components reproduces the size dependent spectra and the
non-exponential population relaxation dynamics [21]. Owrutsky and co-workers
studied confinement effects on anion vibrational spectra and dynamics in the water
pool using ultrafast infrared spectroscopy [22].
2.4. Polymer–surfactant aggregate
Interaction of a surfactant with a polymer (e.g. a protein) has important implications
in surfactant induced unfolding of a protein or interaction of a protein with a
bio-membrane. When a polymer interacts with a surfactant often large aggregates are
formed at a surfactant concentration far below the CMC of the surfactant.
The minimum surfactant concentration needed for the formation of such an aggregate
is called critical association concentration (CAC). The size of a polymer–surfactant
aggregate is found to be larger than that of the polymer or of the micelle [23]. It has
been suggested that a polymer–surfactant aggregate has a ‘necklace’ like structure with
small micelles as ‘beads’ which are connected by the polymer chain as ‘threads’
(figure 1d). The properties of such an aggregate are quite different from those of a
micelle because the polymer chain shields the micelle from bulk water and also reduces
repulsion between the polar head groups.
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2.5. Sol–gel glass
A sol–gel glass is formed at ambient temperature (i.e. by a soft route) through
hydrolysis and subsequent condensation of tetra-alkyl orthosilicates [24]. Alcohol is
produced as a by-product of hydrolysis. A sol–gel glass (figure 1e) consists of nanopores
whose size may be varied depending on condition (pH) of the hydrolysis. Water along
with other organic molecules may be trapped in the nanopores of a sol–gel glass. Many
organic assemblies (e.g. protein, micelle or lipid) may also be encapsulated inside
a sol–gel glass [24–26]. Such organic doped glass is known as ormosil and has versatile
applications in photonics. Fourkas and co-workers along with several other groups
studied dynamics of several liquids in the nanopores of sol–gel glass using optical
Kerr effect [3]. They observed a slow component which they attributed to binding of the
liquids to the surface of the sol–gel glass.
3. Solvation dynamics
Solvation dynamics describes the dynamic dielectric response of a polar solvent towards
creation of a dipole (or more properly, large change in the dipole moment of a solute).
A dipole may be suddenly created in a solution by excitation of a suitable solute (probe)
using an ultrashort laser pulse. For this experiment, a suitable solute is one whose
dipole moment is very small in the ground state but is very large in the excited state. The
dynamic response of the solvent molecules is not instantaneous. The solvent molecules
gradually rearrange and reorient around the dipole in the excited state (figure 2). As a
result, the energy of the excited solute dipole decreases with increase in time and the
fluorescence maximum of the solute displays a time dependent red shift. This is known
as dynamic Stokes shift (DSS). The fluorescence decays of a solute, undergoing
hν τs + −
 + -
Figure 2. Solvation and time dependent fluorescence Stokes shift.
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solvation dynamics, exhibit a marked dependence on the wavelength. Emission at
a short wavelength arises from the unsolvated species and hence, at short wavelength
a decay is observed. The solvated species emit at a long wavelength and a rise precedes
the decay. The rise at a long wavelength represents a clear signature of solvation
dynamics. Solvation dynamics is monitored by the decay of the solvent response
function, C(t) which is defined as,
CðtÞ ¼ ðtÞ  ð1Þ
ð0Þ  ð1Þ ð1Þ
where, (0), (t) and (1) are the observed emission frequencies at time zero, t and
infinity, respectively.
In bulk water, solvation dynamics is extremely fast with a major component in 0.1 ps
(100 fs) time scale and a minor component of 1 ps [27–29]. According to continuum
theory, the solvation time (s) is given by [4]
1s ¼ 2DR 1þ
DTk
2
2DR
  
: ð2Þ
For water, the translational diffusion coefficient, DT¼ 2.5 109m2 s1, rotational
diffusion coefficient, DR¼ 2.2 1011 s1 and k 2/1.5, with diameter of water
molecule,  2.8 A˚. Using these parameters, s 1 ps in bulk water. The continuum
picture however, does not describe the major sub-100 fs component of solvation
dynamics. This component has been ascribed to intermolecular vibration and libration
of the extended hydrogen-bond network in bulk water [28].
Interestingly, solvation dynamics of water confined in many organized and biological
assemblies displays a component in 100–1000 ps time scale [1–6]. The ultraslow
component of solvation dynamics suggests that nanoconfined water (‘biological water’)
is substantially slower and fundamentally different from ordinary water. In the
following sections, we will discuss some recent results in many organized and biological
systems. Experimentally, the ultraslow component of relaxation of biological systems
was first indicated in the early dielectric relaxation studies [4]. There is an ongoing
debate on whether the slow dynamics is due to dynamics of the macromolecular chains
with associated polar groups and water molecules or whether it is due to the water
alone. Before discussing the actual results we will briefly outline a few theoretical
models and more recent computer simulations which give a better perspective on the
physical origin of the ultraslow dynamics.
3.1. Origin of ultraslow dynamics of biological water
The first hydration shell of a protein contains a large number of water molecules
which are hydrogen bonded to the protein. Water molecules ‘bound’ to a large
biological macromolecule are largely immobilized. In contrast, the ‘free’ water
molecules which are not hydrogen bonded the macromolecule retain bulk water like
high mobility (figure 3). On the basis of NOE studies, Wuthrich and co-workers first
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qualitatively proposed that the water molecules near a protein may be classified as
‘bound’ and ‘free’ water [30]. Nandi and Bagchi developed a phenomenological theory
which suggests that the ultraslow dielectric response of a protein arises because of a
dynamic exchange between the bound and free water [31]. According to this model,
the rate determining step in solvation dynamics is the rate of interconversion of
bound-to-free water (k2),
k2 ¼ kBT
h
 
exp
ðG0 þGÞ
RT
 
ð3Þ
where, G* is the activation energy for the conversion of free-to-bound water
molecules.
More recently, many groups have applied large scale computer simulations to
elucidate the structure and dynamics of the water molecules and the polar residues of
a biological system. An early simulation by Levitt and Sharon [32], revealed that there is
a clustering of water molecules near a protein which results in an increase of density by
25% (i.e. up to 1.25). A more recent computer simulation by Bagchi and co-workers
suggests that a water molecule ‘bound’ to a micelle is stabilized by about 8 kcal/mol
compared to bulk (free) water [33]. Most recently, Golosov and Karplus examined the
contribution of the solvent (bulk water and ion), bound water and polar residues of
protein [34]. According to their simulation, the long (100 ps) component of polar
solvation dynamics arises from coupled hydration and protein conformational
dynamics. We will discuss these results in more detail in a following section along
with the experimental results.
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Figure 3. (a) Free and bound water in the hydration shell of a protein. (b) Potential energy diagram for
dynamic equilibrium between free and bound water. (Reprinted with permission from [4]. Copyright  2003
American Chemical Society.)
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Benjamin and co-workers carried out a detailed simulation of dynamics of water
molecules at a liquid–liquid interface [35, 36]. These simulations suggest that the
solvation dynamics at a liquid–liquid interface exhibits a slow component which is
absent in bulk water or at the water–vapor interface and also depends on the distance
from the interface [36].
The slow dynamics may also originate from Rouse chain dynamics of a
homopolymer along with polar residues and associated water molecules. According
to this model, the time correlation function for the chain’s solvation energy fluctuations
is a multi-exponential function aiexp(t/i) where i (¼ 1i ) are given by [37]
i ¼ 3D0 l
Nb
 2
ð4Þ
where N is the number of monomers in the chain and l¼ 1, 3, 5, . . . ,N 1, b2 is the
mean square bond length, D0 is the translational diffusion coefficient of a monomer.
Another source of slow decay could be self-diffusion of the solvation probe. A solute
(non-polar in the ground state) is supposed to be localized in the relatively non-polar
region of an organized assembly. On excitation when the dipole moment of the solute
increases the probe may migrate to a more polar region of the assembly. In the
following sections we will try to distinguish different cases where the different
mechanisms of slow dynamics apply.
3.2. Solvation dynamics in the nanocavity of a cyclodextrin
Dynamics of a few (10) water molecules in the nanocavity of a cyclodextrin is
interesting in many respects. First, this situation roughly corresponds to a solute with
an incompletely formed first solvation shell. Second, the translation and rotation of
water may be completely frozen [38]. Fleming and co-workers reported that solvation
dynamics of water inside an unsubstituted -cyclodextrin cavity exhibits three
components of 13 ps, 109 ps and 1200 ps [39]. They ascribed the slow components of
solvation dynamics to three processes. First, the restricted motion of the highly
confined water molecules, second, the motion of the guest probe molecule in and out of
the cavity, and third, the fluctuations of the -cyclodextrin ring. They also observed
a substantial amount of dynamic Stokes shift. This is consistent with the general view
that solvation dynamics gives local dielectric response with >90% of solvation being
accounted for the first solvation layer.
More recently, Sen et al. studied the effect of methyl substitution of cyclodextrin on
ultrafast solvation dynamics [40]. In tri-methyl -CD, all the three OH groups of the
-CD cavity are replaced by OMe groups. It is observed that compared to unsubstituted
-CD solvation dynamics in tri-methyl -CD is significantly slower and displays two
very slow components – 240 ps (45%) and 2450 ps (31%) – along with a fast
component of 10 ps (24%). In contrast, dimethyl -CD (which contains one OH group
per glucose unit) exhibits much faster dynamics with a major (40%) ultrafast
component (<0.3 ps), a fast component of 2.4 ps (24%) and two slow components –
50 ps (18%) and 1450 ps (18%).
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Figure 4 shows the structure (optimized using MM2) of a supramolecule consisting
of tri-methyl--cyclodextrin with C153 along with water molecules inside and outside
the cavity. In this case, the minimum O–O distance between a water molecule inside
the cavity to another outside is 7.7 A˚. The large (7.7 A˚) distance suggests that there
is no hydrogen-bond network connecting water molecules inside the cavity to those
outside. For water molecules inside the cavity the O–O distance is 2.4 A˚ which
suggests strong hydrogen bonding.
Ultrafast solvation dynamics in bulk water arises from the extended hydrogen bonded
network [28]. In the case of unsubstituted CDs, a similar network is established between
the water molecules inside the cavity with those outside the cavity through the OH
group of the cyclodextrins. Hence, a major portion of solvation dynamics displayed in
an unsubstituted cyclodextrin is ultrafast (<2ps). In the case of tri-methyl -CD, there
are no OH groups at the rim of the cyclodextrin cavity. Thus there is no hydrogen-bond
network connecting the water molecules inside the cyclodextrin cavity and those outside
the cavity. As a result, the ultrafast component (2 ps) vanishes almost completely in
tri-methyl -CD. In this case, the fastest component is 10 ps with 24% contribution [40].
Because of the presence of seven OH groups at the rim of dimethyl -CD, the hydrogen
bond network is at least partially established. Thus in this case, there is a major (64%)
ultrafast component (0.3 and 2.4 ps) of solvation dynamics [40].
Sen et al. studied solvation dynamics of a non-aqueous solvent, dimethylformamide
(DMF) in a -cyclodextrin cavity [41]. The dynamics of confined DMF molecules is
found to be described by two slow components of 400 ps and 8000 ps. This is
substantially slower than the solvation (1 ps) in bulk DMF and displays an ultraslow
component of 8000 ps [41].
Figure 4. Structure of a supramolecule containing tri-methyl--cyclodextrin, C153, and water molecules
(optimized by MM2). Black spheres represent the water molecules inside the cavity and white spheres,
represent those outside the cavity.
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3.3. Solvation dynamics in micelles and vesicles: excitation wavelength dependence
In this section we will review the result on solvation dynamics in micelles, reverse
micelles and lipid vesicles. About a decade ago, it was discovered that solvation
dynamics in these surfactant assemblies exhibits a component in 100–1000 ps time scale
which is slower by 2–3 orders compared to bulk water [3, 4]. Note, in micelles there is
always a bulk like ultrafast component. The relative contribution of the ultraslow and
ultrafast component in a micelle varies from system to system.
In order to verify the dynamic exchange model (equation 3) in the case of a micelle,
Sen et al. studied temperature dependence of solvation dynamics in a micelle, triton
X-100 (TX-100) [42]. They found that with rise in temperature solvation time in TX-100
micelle decreases from 800 ps at 283K to 100 ps at 323K. They also observed that the
plot of logarithm of average solvation time against 1/T is linear. From this plot the
activation energy of solvation dynamics is found to be 9 1 kcalmol1 with a positive
entropy factor of 14 cal k1mol1 [42]. It is interesting to note that the activation energy
obtained experimentally from temperature dependence of solvation dynamics is very
close to the difference between water–water and micelle–water hydrogen bond energy,
estimated in a computer simulation [33]. Similar linear plots are observed for a
cyclodextrin aggregate [43] and in a protein [44].
Most recently, there have been several attempts to study solvation dynamics in
different regions of a micelle (i.e. to spatially resolve dynamics) using excitation
wavelength dependence. An organized assembly is highly heterogeneous with polarity
and other properties varying over molecular length scale. Evidently, the absorption and
emission maxima of a polarity sensitive probe are different in different regions of such
an assembly. The probe molecules in different locations of an organized assembly may
be selectively excited by varying the excitation wavelength (ex). At a relatively short
excitation wavelength (‘blue edge’) the probe molecules residing in a non-polar region
are preferentially excited and this gives rise to a blue shifted emission spectrum.
Excitation at a longer wavelength (‘red edge’) selects the probe in a polar region of the
assembly and results in a red shifted emission spectrum. Such a shift of the emission
maximum with variation of excitation wavelength (ex) is known as red edge excitation
shift (REES) [45–47].
Until recently REES is mostly used to study variation of steady state spectra. Very
recently, REES has been utilized to study dynamics in different regions of reverse
micelle, lipid vesicles, micelle and a gel. Satoh et al. investigated ex dependence
of solvation dynamics of coumarin 343 (C343) in the water pool of an AOT reverse
micelle [48]. They observed that the dynamic Stokes shift () decreases with increase in
the excitation wavelength. To explain this, it is proposed that the probe molecules are
distributed broadly over two environments. The first environment is a bulk-water like
region in the core of water pool where solvation dynamics occurs on a sub-100 ps time
scale. The other is a region in the vicinity of the surfactant head-group where the
dynamics is much slower (700 and 2000 ps). Excitation at the red end of the absorption
spectrum preferentially selects the probes in the bulk-like region. The sub-100
picosecond dynamics in this region remains undetected in a picosecond set up and
hence,  decreases with increase in ex.
In a lipid vesicle, a highly hydrophobic bilayer membrane of surfactants encloses
a polar water pool. Sen et al. studied ex dependence of solvation dynamics of coumarin
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480 (C480) in a DMPC vesicles using a picosecond [49] and a femtosecond [50] set up.
For ex¼ 390–430 nm, solvation dynamics in a lipid displays an ultrafast component
(<0.3 ps) and a fast component (1.5 ps) along with two slow components – 250 ps and
2000 ps. With increase in ex, the relative contribution of the ultrafast components
(<0.3 ps and 1.5 ps) increases from 48% at ex¼ 390 nm to 100% at ex¼ 430 nm. Thus,
at ex¼ 430 nm, there is no slow component. The ultrafast dynamics is ascribed to the
very polar and mobile bulk-like region, deep inside the water pool. The slow dynamics
(250 ps and 2000 ps) arises from a restricted interfacial region inside the bi-layer
membrane.
A tri-block co-polymer micelle (e.g. PEO20–PPO70–PEO20, pluoronic P123) consists
of a slow, hydrophobic and non-polar PPO core and a polar, fast bulk-like peripheral
corona containing the PEO block (figure 1b). Sen et al. studied solvation dynamics in
different regions of a P123 micelle by varying ex [51]. With increase in ex from 345 nm
to 435 nm, the emission maximum of C480 exhibits a large red edge excitation shift
(REES) by 25 nm. With increase in ex, solvation dynamics in P123 micelle becomes
faster. The ex dependence in P123 micelle has been interpreted in terms of three
regions – the fast PEO–water interface with solvation time 2 ps, chain region (60 ps)
and a very slow (4500 ps) hydrophobic core region (PPO–PEO interface). With increase
in ex, contribution of the bulk-like ultrafast dynamics (2 ps) increases from 7% at
ex¼ 375 nm to 78% at ex¼ 425 nm with a concomitant decrease in the contribution of
the core-like slow component (4500 ps) from 79% at ex¼ 375 nm to 17% at 425 nm.
Contribution of the 60 ps component, which arises from chain dynamics, decreases
from 14% at ex¼ 375 nm to 5% at ex¼ 425 nm [51].
Most recently, Ghosh et al. studied the ex dependence of solvation dynamics in the
‘solid’ cubic gel phase of P123 [52]. It is observed that even in the ‘solid’ phase there is
a bulk water like ultrafast component (2 ps). The ultrafast component is attributed to
the water molecules in voids or pores of the gel. The PPO core in a gel gives rise to very
long component of 4500 ps (figure 5). There is a third component of 500 ps which is
ascribed to chain–chain entanglement. With rise in ex contribution of the bulk-like
ultrafast component increases and that of the ultraslow component arising from the
core decreases (figure 5).
Usually, micelles are formed in a polar solvent (e.g. water, methanol, acetonitrile
etc). Most recently, many groups reported formation of micelles [53] and reverse
micelles [54] in ionic liquids (IL). Petrich and co-workers studied solvation dynamics
of coumarin 153 in amphiphilic ionic liquids (1-cetyl-3-vinylimidazolium bromide
and 1-cetyl-3-vinylimidazolium bis-[(trifluoromethyl) sulfonyl] imide) and their
corresponding micelles in water [53]. The magnitude of retardation of solvation
dynamics on confinement in a micelle is much smaller in the case of an IL than that
in water. Solvation dynamics in ionic liquid is slow and exhibits a nanosecond
component. There is a further 2–3 fold increase of solvation time in the micelle in IL
[53]. It is proposed that the imidazolium moiety is responsible for the major part of
the solvation.
Sarkar and co-workers studied solvent relaxation in [bmim][PF6]/TX–100/water
microemulsion using a hydrophobic probe, coumarin 153 (C153), and a hydrophilic
probe, coumarin 151 (C151) [54]. For C153, with an increase in the [bmim][PF6]/TX-100
ratio (R), the solvent relaxation time does not change much. For C151, with an increase
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in R the slow component of the solvation time gradually decreases and the fast
component gradually increases.
Recently, many groups carried out large scale atomistic computer simulations on
micelles [33, 55, 56], reverse micelles [57, 58] and in many nanoconfined systems [59–63].
The dynamics at different regions of the micelle or of different kinds of bound water
(singly or doubly hydrogen bonded to the micelle) have been studied in considerable
detail in these simulations. One interesting experimental observation is solvation
dynamics in a cationic micelle is slower than that in an anionic or a neutral micelle. This
is attributed to the binding of the heavier end of water (oxygen) to the cationic head
group of a micelle [55]. Another interesting suggestion is that in a reverse micelle
following excitation the polar solute with increased dipole moment migrates to another
(more polar) region of the reverse micelle. The experimentally observed time dependent
decrease in width of the emission spectra has been attributed to such migration
(self-diffusion) [64, 65]. Such a motion of the solute in a nanocavity was detected in a
computer simulation by Thompson [61] and later in a reverse micelle by Faeder and
Ladanyi [57].
3.4. Solvation dynamics in a protein
The biological function of a protein is largely controlled by the amino acid sequence,
structure and chain dynamics along with the quasi-bound biological or structured water
molecules near a protein. There are three different strategies to study solvation
dynamics in a protein using a fluorescence probe. First, many groups use the amino acid
tryptophan as an intrinsic fluorescence probe to study protein dynamics [2]. The
photophysics of tryptophan involves interconversion between multiple conformers [66],
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Figure 5. Complete decay of solvent response function C(t) of C480 in P123 gel for ex¼ 375 nm (),
ex¼ 405 nm (œ) and ex¼ 435 nm (). The points denote the actual values of C(t) and the solid line denotes
the best fit. Initial portions of the decays are shown in the inset. (Reprinted with permission from [52].
Copyright  2007 American Chemical Society.)
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internal Stark effect [67] and multiple excited states [68]. This makes tryptophan too
complicated a probe for solvation dynamics.
The second approach is to use a non-covalent probe whose location inside a
protein may be inferred by measuring its distance from a tryptophan residue using
FRET [69–72]. Fleming and co-workers studied solvation dynamics of a non-covalent
probe, eosin in the hydration layer of lysozyme using three pulse echo peak shift [69].
They found that while most of the dynamics occurs in sub-picosecond time scale, there
is a slow component of 530 ps whose contribution is about 8%. The slow component is
absent for free eosin in bulk water and hence, is assigned to protein bound water [69].
The fluorescence dynamic Stokes shift of DCM non-covalently attached to a protein
(human serum albumin, HSA) exhibits a slow component (600 ps) and very long
component (10 ns, i.e. 10,000 ps) [70]. The 600 ps component is assigned to bound water.
The ultraslow 10 ns component may be assigned to overall tumbling of the protein,
When the protein (HSA) is incorporated in a lipid vesicle the volume of the system
becomes very large and tumbling is too slow to occur within the excited state lifetime of
the probe. For HSA in DMPC vesicle the 10 ns component is not detected [71]. This
supports the assignment of the 10 ns component to tumbling.
The third approach is to covalently attach a fluorescence probe at selected sites of
a protein [73–75]. Guha et al. studied solvation dynamics at the active site of an enzyme,
glutaminyl-tRNA synthetase (GlnRS) (figure 1f) [75]. For this purpose they attached a
fluorescence probe, acrylodan at a cysteine residue C229 near the active site. Solvation
dynamics in GlnRs displays two slow components – 400 ps and 2000 ps. When the
amino acid glutamine (Gln) binds to the enzyme (GlnRS) the 400 ps component slows
down about two-fold to 750 ps while the 2000 ps component remains unchanged.
When tRNAgln binds to GlnRS the 400 ps component does not change but the
2000 ps component becomes slower (2500 ps). From this, it is inferred that the 400 ps
component arises from the water molecules at the Gln binding site while the 2000 ps
corresponds to the tRNAgln binding site. A mutant Y211H-GlnRS was constructed in
which the glutamine binding site is disrupted. The mutant Y211H-GlnRS labelled at
C229 with acrylodan exhibits significantly different solvent relaxation [75]. This
demonstrates that the slow dynamics is indeed associated with the active site.
There is considerable interest to understand the structure and dynamics in the
non-native state of a protein. Early NMR studies indicate that there is considerable
residual structure present in a partially unfolded states or a molten globule [76]. Sen
et al. [77] studied solvation dynamics in the molten globule state of a protein using both
a covalent and non-covalent probe. In the native state, the covalent probe resides at the
surface and exhibits much shorter solvation time (120 ps) compared to that (1400 ps) of
a non-covalent probe (bis-ANS) which goes deep inside the protein [77]. However, in
the molten globule state when the protein opens up solvation time of both the probe
becomes similar (200 ps) [77].
Dutta et al. studied solvation dynamics of coumarin 153 (C153) in lysozyme
denatured by a surfactant SDS and dithiothreitol (DTT) [72]. Solvation time of C153 in
the native state of lysozyme is 330 ps. Addition of SDS to lysozyme causes destruction
of the non-covalent interactions and the protein becomes decorated by small SDS
micelles. Under this condition, the average solvation time increases to 7250 ps. This is
more than 20 times longer than the average solvation time (330 ps) in the native state
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of lysozyme. When DTT is added to lysozyme denatured by SDS, the di-sulfide bonds
are ruptured and the protein assumes an extended polymer like structure so that it easily
passes through porous poly-acrylamide gel during gel electrophoresis. For such an
extended protein, the average solvation time is 1100 ps [72].
The mitochondrial respiratory membrane protein cytochrome C is cationic in nature
and carries a net positive charge (þ8) at a neutral pH (7). Binding of cytochrome C to
anionic surfactants (e.g. sodium dodecyl sulfate, SDS) or membranes results in partially
folded or molten globule-like states. Cytochrome C forms two partially folded
intermediates – I1 (in the presence of SDS) and I2 (in the presence of SDS and urea) [78].
Solvation dynamics in these two partially folded states of cytochrome C are found to be
drastically different and the most prominent differences are detected at very early times
(<20 ps, figure 6) [79]. I1 displays an ultrafast component – 0.5 ps (5%) and two slow
components – 90 ps (85%) and 400 ps (10%). In the case of I2, there is a major ultrafast
component of 1.3 ps (47%) and two slow components – 60 ps (12.5%) and 170 ps
(10.5%). The faster solvation dynamics suggests that I2 is more open and labile
compared to I1 [79]. Samaddar et al. studied solvation dynamics in the pre-molten
globule state of GlnRS [80]. They observed that the solvation time is of the order,
native>molten globule>pre-molten globule.
Sen et al. studied solvation dynamics in hen egg white lysozyme in the presence of
urea and SDS using coumarin 153 (C153) as a probe [81]. They found that a small
amount of SDS (3mM) causes partial recovery of the urea denatured protein and
solvation dynamics in this system is very close to that in the native protein.
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Figure 6. Initial part of the decay of C(t) of C153 containing 5 mM cytochrome C and 2mM SDS (I1) (œ);
5 mM cytochrome C, 2mM SDS and 5M urea (I2) (.). (Reprinted with permission from [79]. Copyright 
2006 American Chemical Society.)
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However, large excess of SDS (28mM) causes complete loss of the tertiary structure of
the native protein and the SDS micelles are squeezed inside the polypeptide chain of the
protein. This results in a 3.5 times retardation of solvation dynamics compared to that
in the native state [81].
Very recently, several groups have applied large scale molecular dynamics
simulations to elucidate solvation dynamics in different regions of a protein [30,
83–88]. It needs to be emphasized that there are many species which may contribute
to the polar solvation dynamics. As noted earlier [32], the large number of water
molecules greatly outnumber all the polar residues of a protein. Still one can not ignore
the contribution of the polar residues of the protein.
In contrast to the large body of work demonstrating ultraslow dynamics near a
protein, incoherent quasi-elastic neutron scattering [89, 90] and NMRD [91] studies
suggest very slight retardation of the water molecules near a protein. It should be
emphasized that different techniques detect different things. First, dielectric relaxation
(DR) and dynamic Stokes shift (DSS) capture collective response of the solvent (water)
dipoles. NMRD and QENS describe dynamics of a single water molecule in the absence
of an external electric field (e.g. that provided by an instantaneously created solute
dipole). Second, NMRD, QENS, and DR offer no spatial resolution and all the water
molecules contribute in these experiments. Evidently, the number of quasi-bound water
molecules around a fluorescent probe is very small compared to the very large number
of water molecules present around a protein. NMRD and QENS data are dominated by
the huge number of water molecules, many of which are very fast (particularly those at
the surface of a protein). Thus, NMRD and QENS which detect an average of the water
molecules at all the sites often report very fast dynamics or almost bulk water like
residence times with very small (sometimes negligible) contribution of the slow water
molecules. According to a computer simulation by Maroncelli and Fleming [82] the first
solvation shell makes a major contribution (85%) to DSS. Thus, DSS is dominated by
dynamics of the water molecules in the first solvation shell around the solute and hence,
provide high spatial resolution. In summary, DSS captures predominantly the dynamics
of the slow and buried water molecules in deep, hydrophobic pockets and hence, reports
a relaxation component which is markedly slower compared to bulk water.
Using computer simulations Makarov and Petit [83] found significant variation in
residence times of water molecules at different sites of a protein. They detected as
many as 294 hydration sites in myoglobin. The buried sites (e.g. cavities, grooves or
concave surfaces) display a long residence time (>80 ps). In contrast, the exposed or
convex sites are characterized by relatively short residence time (<10 ps). The
residence times of a water molecule in a protein are in general, markedly longer than
those in bulk water (0.34 ps and 4.1 ps). Bagchi and co-workers investigated
solvation dynamics in a 36-residue globular protein, HP-36 [84, 85]. The secondary
structure of this protein contains three short alpha-helices. The solvation dynamics
of the polar amino acid residues in helix-2 (hi ¼ 11 ps) is found to be twice as fast
as that in the other two helices. Surprisingly, the water molecules around helix-2
exhibit much slower orientational dynamics than those around the other two helices.
It is shown that the dynamics depends on the degree of exposure. An exposed water
molecule displays fast solvation dynamics while a buried one exhibits slower
dynamics.
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Marchi and co-worker studied folding of a zwitterionic alanine octapeptide (A8) in a
reverse micelle (RM) by MD (molecular dynamics) simulation [86]. They showed that in
the confined environment (RM), the folded structure of a protein is much more stable
than the unfolded structure [86]. For a small RM, a stable helical structure of the
polypeptide is detected. With rise in water content (w0) as the size of water pool
increases, the polypeptide forms an extended structure [86]. In a MD simulation, Zhong
and co-workers detected multiple time scales of solvent relaxation in a peptide from
femtosecond to tens of picoseconds [87].
Using terahertz spectroscopy and simulation, Heugen et al. showed that water
molecules near a bio-molecule (lactose) are markedly slow [92]. They found that the
hydration layer (up to which water dynamics is slow) around the carbohydrate extends
up to 5.13 A˚ from the surface and contains 123 water molecules.
3.5. Solvation dynamics in DNA
Most recently, many groups have studied time dependent fluorescence Stokes shift
in DNA [93–95]. Zewail and co-workers studied solvation dynamics in DNA using
2-aminopurine as an intrinsic probe and a minor groove binding non-covalent probe,
pentamidine [93]. They detected a bi-exponential decay with an ultrafast sub-
picosecond component due to bulk water and a relatively long (10 ps) component.
Berg and co-workers studied a series of oligo-nucleotides in which a native base pair is
replaced by a dye molecule (C480) [94]. They found that when the probe (C480) is in the
centre of the helix, the time scale of relaxation is broadly distributed over six decades of
time scale from 40 fs to 40 ns and obeys a power law, (1þ /0). The very long
(40 ns) component is assigned to the reorganization dynamics of DNA. Since the
interior of the double helix is devoid of water, the observed Stokes shift seems to
originate from the electric field of DNA on the probe. When the probe (C480) is
attached at the end of the helix an additional very fast component of 5 ps is detected.
The 5 ps component and the increased mobility (‘fraying’) at the end of the helix is
ascribed to increased exposure of the probe to bulk water and lower counter-ion
concentration [95].
Bagchi, Hynes and co-workers carried out a long (15 ns) simulation to explain the
multiple time scale of relaxation times in DNA [96, 97]. Note, inside a DNA there is
no water molecules and hence, solvation is dominated by electric field of the
phosphate group and counter ions of DNA. In the major and minor groove
however, there are a lot of water molecules. The solvation by the ions may give rise
to the very long (40 ns) component which is similar to formation time of ionic
atmosphere. Most of the experiments so far [93–95] used relatively small oligo-
nucleotides containing 17–20 base pairs. Such a small size precludes slow dynamics
involving DNA chains. The simulations reveal a long (250 ps) component of
relaxation [96, 97].
3.6. Solvation dynamics in a sol–gel glass and in ormosils
In a sol–gel matrix (figure 1e) a silica surface surrounds a nanocage. As noted earlier
water and many organic assemblies may be encaged in a sol–gel glass. The silica
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surface is covered by Si–OH group. Eisenthal and co-workers showed that the OH
group at a silica surface display two different pKa – one loses a proton above
pH¼ 4.5 and another at pH>12 [98]. Thus at a neutral pH (7) there are a lot of
negatively charged oxygen atoms. Sahu et al. investigated solvation dynamics in a sol–
gel matrix doped with a cationic micelle (CTAB) [99]. There are two kinds of water
molecules in this system. One is the relatively mobile water molecules at the core of
the nanocage. The other group of water molecules are squeezed in between the silicate
surface and cationic CTAB micelles and are largely immobilized. These two groups of
water molecules give rise to a 120 ps and a 7200 ps component, respectively [99]. Sen
et al. studied solvation dynamics of DCM inside a DPPC entrapped sol–gel matrix
[100]. The main advantage a sol–gel matrix based on sodium silicate is that they may
be prepared at a neutral pH without generation of alcohol. This ensures that the
structure of the DPPC vesicle is intact inside the sol–gel matrix. Solvation dynamics
inside sol–gel entrapped DPPC vesicle is retarded 2.5 times compared to that in
DPPC liposomes in bulk water [100]. The slow solvation dynamics is attributed to the
restricted movement of the water molecules trapped in between the lipid vesicles and
the sol–gel matrix.
4. Excited state proton transfer
Acidity of many molecules markedly increases in the excited state. For instance, pKa
of HPTS (8-hydroxypyrene-1,3,6-trisulfonate, HPTS) decreases from 7.4 in the
ground state to 0.4 in the first excited state [101–104]. Thus an excited HPTS
molecule rapidly transfers a proton to a water molecule even in a highly acidic
media (e.g. pH 1). The excited state proton transfer ESPT process in a photo-acid
(ROH) may involve three steps – initial proton transfer (kPT), recombination of the
geminate ion pair (krec) and dissociation of the geminate pair into solvent separated
ion pair (kdiss) (scheme 1).
The time evolution of the different species in scheme 1 is described by the following
coupled differential equations [103]:
d
dt
ROH
RO   Hþ
RO
2
64
3
75 ¼
X krec 0
kPT Y 0
0 kdiss Z
2
64
3
75
ROH
RO   Hþ
RO
2
64
3
75 ð5Þ
kPT
kRO
−
(ROH)* + H2O  (RO−*….H3O+)  RO−* + H3O 
ROH 
kROH kRO
−
RO− RO−
kdiss
kp[H+]w krec
Scheme 1. Photophysical processes of an ESPT probe (ROH).
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where,
X ¼ kPT þ kROH 	 kPT
Y ¼ krec þ kdiss þ kRO
Z ¼ kRO :
Very recently, Fayer and co-workers attempted to delineate the different steps involved
in the ESPT process of HPTS in bulk water [104]. According to them, in bulk water
HPTS at first undergoes solvation dynamics in 1 ps. This is followed by a
bi-exponential decay of 3 ps and 88 ps. The bi-exponential decay is analysed in terms
of scheme 1 [104].
In an aqueous solution, HPTS may transfer a proton to an acetate to form acetic
acid. This process may be studied by monitoring the rise of the carbonyl IR band at
1720 cm1 arising from acetic acid. The rise of this band clearly monitors arrival of the
proton to the acetate ion. Recently, several groups have used femtosecond transient
absorption in the mid-IR region to study ESPT from HPTS to acetate [105–107]. For
those HPTS molecules which are hydrogen bonded to the acetate in the ground state,
the ESPT occurs in <150 fs (0.15 ps) [105–107]. For complexes where HPTS and acetate
are separated by water molecules, the overall proton transfer time is 6 ps and is likely to
occur through a Grotthuss-type proton transfer [105, 106]. Mohammed et al. showed
that proton transfer from HPTS to monochloroacetate (OAc–Cl) in D2O involve
‘loose complexes’ with D2O bridges separating HPTS and
OAc–Cl [107]. They
proposed that proton transfer involves three steps. In the first step, the deuteron is
transferred to the D2O to form an intermediate (HPTS
   D3Oþ    OAc–Cl). This
photo-acid dissociation process occurs within 150 fs. Then the deuteron is transferred to
the acetate in 25 ps to form the ‘loose’ product complex (HPTS   D2O   DOAc–Cl).
Finally, the product complex dissociates in 50 ps in a diffusion controlled process.
ESPT in an organized assembly differs markedly from that in bulk water. Firstly, the
local pH or pKa of the acid may be very different from those in the bulk because of
the differences in the polarity and the presence of counter-ion and consequent,
electrostatic interactions. The absorption spectra of the protonated (ROH) and
de-protonated (RO) form of HPTS are very different. Thus HPTS may utilize as a
pH indicator. Using the absorption spectra of HPTS, Roy et al. estimated pH at the
surface of a cationic micelle (CTAB) [108]. They found that at a bulk pH 7, the pH at
the surface of CTAB micelle is 9.5. The pH shift by 2.5 indicates that the proton
concentration at the surface of the cationic micelle is smaller by more than two orders of
magnitude compared to that in bulk water.
Confinement of an acid slows down the initial dissociation because of ultraslow
solvent response and accelerates the recombination of the geminate ion-pair because of
close proximity. Mondal et al. investigated ESPT of HPTS in -cyclodextrin (-CD)
cavity using picosecond and femtosecond fluorescence spectroscopy [109]. They showed
that the recombination of the geminate ion pair is accelerated but the initial proton
transfer step and the dissociation of the geminate ion pair slow down inside a -CD
cavity. Several groups used MD simulations to understand ESPT in a nanocavity
[110, 111]. MD simulation and electrostatic potential calculations suggest that at the
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rim of the cyclodextrin because of its interaction with the CD cavity the proton
donor/acceptor property of water molecules is seriously impaired [110]. Sahu et al.
showed that deprotonation, recombination and dissociation of the geminate ion pair in
the lysozyme-CTAB aggregate are faster than that in a CTAB micelle [112].
At the surface of the micelle, emission of HPTS is quenched by acetate ion with a
bimolecular quenching constant, 3.5 107M1 sec1 [108]. This is markedly slower
than the ESPT in a solvent separated HPTS–water–acetate complex in bulk water. It is
interesting to note that even at very high local concentration of acetate (7.75M) in the
Stern layer, the rate of proton transfer from HPTS to acetate occurs in 1300–2050 ps
time scale [108]. This is an order of magnitude slower than the time constant (6 ps) of
ESPT in solvent separated HPTS–water–acetate system in bulk water [113]. The slow
ESPT at the micellar surface compared to bulk water may be ascribed to the rigidity of
water hydrogen bond net work in the Stern layer of the micelle.
Most recently, Mondal et al. [114] reported that ESPT from HPTS to acetate inside a
-cyclodextrin (-CD) and a hydroxypropyl -nanocavity (Hp--CD) occurs in 90 ps
which is much slower than that in bulk water. The structure of the supramolecule
consisting of (-CD, HPTS, acetate and a few water molecules is optimized using MM2
and the structure is shown in figure 7 [114]. As shown in figure 7, the acetate group does
not make a direct hydrogen bond to the OH group of HPTS (distance 4 A˚). Instead,
the acetate group remains hydrogen bonded to the two OH groups of the -CD. The
OH group of HPTS is also hydrogen bonded to an OH group of -CD. Inside the -CD
cavity, the acetate is separated from the OH group of HPTS by two water molecules as
bridges [114]. In this case, proton transfer from HPTS to acetate is not direct and is
Figure 7. Optimized structure of the -CD:HPTS:acetate along with water molecules. Black spheres
represent the oxygen atom of HPTS, acetate ion, and water. (Reprinted with permission from [114].
Copyright  2006 American Chemical Society.)
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mediated by water bridges and thus resembles the Grotthuss mechanism. Obviously, in
the cavity ESPT from HPTS to acetate requires rearrangement of the hydrogen bond
network and the cyclodextrin cavity. In 40mM -CD, the rate of initial proton transfer
process (kPT) increases 3 times from 4.0 0.4 103 ps1 at 0M acetate to
11 2.0 103 ps1 at 2M acetate. In contrast, in the case of Hp--CD the initial
proton transfer rate (kPT) remains almost unaffected on addition of acetate. It seems
that the hydroxypropyl group of Hp--CD shields the encapsulated HPTS molecule
from the acetate. Hence, it is more difficult for the acetate to access HPTS in Hp--CD
than in unsubstituted -CD. As a result, ESPT in Hp--CD is much slower [114].
5. Photoinduced electron transfer
Photoinduced electron transfer (PET) plays a fundamental role in many chemical and
biological processes [115]. Because of the confinement of a donor and an acceptor at a
close distance and hence, PET in an organized assembly is expected to be faster than
that in bulk solvent. The classic Marcus electron transfer theory assumes equilibration
of solvent at each point along the reaction coordinate which is defined as solvation
[115, 116]. This theory predicts a bell shaped dependence of rate of electron transfer
(ET) on the free energy change. Yoshihara and co-workers first reported that in
liquid DMA (dimethyl aniline) PET exhibits a component faster than the solvation time
[117–119]. Interestingly, even for ultrafast PET, they observed a bell shaped dependence
of PET rate on free energy change (G) and thus detected the so called Marcus inverted
region. Bagchi and co-workers developed a non-Markovian model and correlated the
highly non-exponential ET process with the highly non-exponential solvation dynamics
[116]. They showed that solvent relaxation is important to bring about the ultrafast
electron transfer observed by Yoshihara and co-workers.
Several authors suggested that ET is strongly influenced by factors other than solvent
relaxation time [120–123]. Ovnichinnikova [121]. Zusman [122] and later Sumi and
Marcus [123] considered the role of vibrational modes in an irreversible stochastic
model of ET. This led to the so called 2D-ET model [123]. This model involves a solvent
polarization coordinate (X ) and a low frequency classical vibrational coordinate (Q).
According to this model, the relaxation along Q is much faster than that along X and
the effect of Q is included using a position dependent rate constant, k(X ).
A micelle or cyclodextrin cavity is an interesting system to study the effect of slow
solvation dynamics and proximity of the donor and acceptor on PET. A detailed
calculation of solvent reorganization energy and free energy change suggests that the
rate of PET in a micelle increases with the increase of the chain length of the surfactant
[124, 125]. Using a femtosecond up-conversion set up, Ghosh et al. studied ultrafast
components PET (<10ps) of in a micelle [126] and in a hydroxyl propyl -cyclodextrin
cavity [127]. For three coumarin dyes (C481, C152 and C151), PET is found to be faster
than solvation dynamics and hence, no rise is observed at the red end in the presence of
the quencher. However, for C480 the fluorescence transient continues to exhibit a rise
even at the highest concentration of the donor (DMA). This suggests that a part of
solvation dynamics is slower than rate of PET in C480. In both the cases, a bell shaped
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dependence of ultrafast PET on the free energy change (figure 8) is observed which is
similar to Marcus inversiony.
PET across an interface plays an important role in biological systems. As a model,
Eisenthal and co-workers studied ultrafast PET at DMA/water interface using
femtosecond pump–probe surface sum frequency generation [128]. For this, they
monitored the transient absorption of the product DMAþ radical. They were able to
determine the time constants of both forward and back electron transfer at the water
surface.
6. Fluorescence resonance energy transfer
Fluorescence resonance energy transfer (FRET) inside an organized assembly is
expected to be much faster than that in bulk water because of proximity of the donor
and the acceptor. At a very short D–A distance, the electron clouds of donor and
acceptor may overlap and basic assumptions of Forster theory (product wave functions
and point-dipole approximation) may not be valid [7, 129, 130].
A micelle containing a donor and an acceptor is a simple system to study ultrafast
FRET at a short distance. Usually, FRET is measured from the shortening of the
fluorescence life time of the donor. For the donors with an acceptor in the immediate
vicinity in the same micelle, the emission is strongly quenched and the lifetime becomes
very short. The ultrafast component of the decay of these set of donors is missed in a
picosecond set up [131].
The time constants of ultrafast FRET may be correctly determined if one studies the
rise time of the acceptor emission (figure 9) using a femtosecond set up. Sahu et al.
detected two ultrafast components (0.7 and 13 ps) of FRET are detected in a small SDS
−0.9 −0.8 −0.7 −0.6 −0.5 −0.4
19
20
21
22
23
ln
 k
ET
∆G
C151 
C481 
C153 
C480 
Figure 8. The ln(KET) vs. G plot for coumarin-DMA system in 50mM hpCD solution. (Reprinted with
permission from [127]. Copyright  2006 American Chemical Society.)
yWe prefer to describe this as similar but not the same as Marcus inversion because in this case the solvent is
not at equilibrium (as assumed in Marcus theory).
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(core radius 20 A˚) micelle from the rise time of the acceptor [132]. These two
components correspond to Forster distances (RDA) 12 and 19 A˚, respectively. In the
big P123 micelle (core radius 50 A˚) in addition to the ultrafast components (1.2 and
24 ps corresponding to 12 A˚ and 20 A˚), a long component of 1000 ps is observed. The
long component (1000 ps) corresponds to a RDA¼ 44 A˚. The RDA calculated from the
ultrafast component is roughly equal to the donor–acceptor distance for direct contact
and the RDA calculated from the long component agrees well with micellar radius.
Mondal et al. studied the ex dependence of FRET in AOT reverse micelle using C480
as donor and fluorescein 548 (F548) as acceptor [133]. The anionic acceptor resides
inside the water pool while the donor (C480) is distributed over three locations – bulk
heptane, AOT interface and the core of the water pool. They observed that inside AOT
microemulsion FRET involves three time scales – 3 ps, 200 ps and 2700 ps. The 3 ps
component is assigned to FRET in the water pool of the reverse micelle at a donor–
acceptor distance 16 A˚. The 200 ps component corresponds to a donor–acceptor
distance 30 A˚ and is ascribed to the negatively charged acceptor inside the water pool
and the neutral donor inside the alkyl chains of AOT. The very long 2700 ps component
arises from diffusion of the donor from bulk heptane to the reverse micelle.
At ex¼ 375 nm, C480 molecules in the bulk heptane are preferentially excited. At
ex¼ 405 nm, C480 inside the reverse micelle are excited. As a result, with increase in the
excitation wavelength from 375 nm to 405 nm the relative contribution of the FRET due
to C480 in the AOT reverse micelle (3 ps and 200 ps components) increases [133].
7. Fluorescence anisotropy decay
Fluorescence anisotropy decay refers to the decay of optical anisotropy created in a
isotropic ensemble of molecules by excitation by a polarized light. The time dependent
Co
un
ts 
0 20 40 60 80 1000 20 40 60 80
1k
2k
3k
4k
5k
C153 + R6G in SDS 
570 nm570 nm
Delay (ps) 
(b)(a) C153 + R6GinP123
Figure 9. Femtosecond transients (ex¼ 405 nm) of R6G (acceptor, em¼ 570 nm) in the presence of C153
(donor) in (a) 1.74mM P123 and (b) 55mM SDS. (Reprinted with permission from [132]. Copyright  2006
American Institute of Physics.)
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fluorescent anisotropy is given by
rðtÞ ¼ IkðtÞ  GI?ðtÞ
IkðtÞ þ 2GI?ðtÞ ð6Þ
where Ik(t) and I?(t) are time dependent emission intensities polarized, respectively
parallel and perpendicular to the polarization of the exciting light pulse and G is a
correction factor arising from the anisotropic response of the instrument. The
anisotropy decay arises from the rotation of the excited molecules and is thus monitors
rotational dynamics. The hydrodynamic radius (rh) of the complexes may be estimated
from the time constant (R) of fluorescence anisotropy decay using the equation
R ¼ 4	r
3
h
3kT
: ð7Þ
Thus the rotational decay gives an estimate of the effective volume (V) of the rotating
molecular species and hence, gives structural information. Note, X-ray diffraction is
inapplicable in the case of a liquid. Thus anisotropy decay is a valuable technique to get
structural information in a liquid.
We will illustrate with the anisotropy decay of C153 inside di- and tri-methyl -CD
[40]. Anisotropy decay of this supramolecule displays a bi-exponential decay with
components 1000–1150 ps and 2500–2700 ps. The two components are ascribed
respectively to the 1:1 and 1:2 complex of C153 with cyclodextrin. The hydrodynamic
radius of the 1:1 and 1:2 complexes are 8.5 0.5 and 11.5 0.5 A˚, respectively. Since the
height of dimethyl -CD is 10.9 A˚, it appears that 5 A˚ the probe is projected out of the
cavity in case of the 1:1 complex. The hydrodynamic diameter (2rh) of 1:2 complex is
roughly equal to the sum of height of two CD cavities. Douhal and co-workers studied
encapsulation of several drug molecules in cyclodextrins [134–136]. They reported that
the fluorescence lifetime of a drug, milrinone (MIR) increases from 65 ps in bulk water
to 240–350 ps on confinement in cyclodextrins (-, -, -CD and dimethyl--CD). From
anisotropy decay and PM3 calculations, they concluded that the drug is not fully
encaged inside the cavity.
Most recently, Roy et al. observed an extremely slow anisotropy decay (time
constant>20 ns) for the C153--cyclodextrin guest–host complex (figure 10) [43]. They
attributed the ultraslow time constant of anisotropy to the formation of a long
nanotube aggregate containing a large number (>50) cyclodextrins joined together
non-covalently through the guest molecules (figure 10).
8. Conclusion
In this article, we have given a broad overview of the unusual dynamics in many
organized assemblies. For this purpose, we used mainly the ultrafast fluorescence
spectroscopy for its superior time and special resolution. The results outlined in this
article conclusively demonstrate that chemistry in a confined system is substantially
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different from that in a liquid. Confinement, organization and local interactions
dramatically modify the dynamics of ultrafast chemical processes in a nanocavity. The
results outlined in this review have widespread implications in biology – in particular in
drug delivery, molecular recognition and formation of nanostructures. The recent
application of ultrafast spectroscopy in biological system may ultimately explain the
complex chemistry of these systems in atomistic details. The final goal is what Feynman
[137] dreamt about 40 years ago, ‘everything that living things do can be understood in
terms of jigglings and wigglings of atoms’.
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