Abstract. We consider the local well-posedness problem of a one-parameter family of coupled KdV-type systems both in the periodic and non-periodic setting. In particular, we show that certain resonances occur, closely depending on the value of a coupling parameter α when α = 1. In the periodic setting, we use the Diophantine conditions to characterize the resonances, and establish sharp local well-posedness of the system in
Introduction
In this paper, we consider the local well-posedness (LWP) in both periodic and nonperiodic settings of coupled KdV systems of the form: There are several systems of this type: the Gear-Grimshaw system [13] , the Hirota-Satsuma system [14] , the Majda-Biello system [20] , etc. Now, write A as A = M −1 DM where D = ∈ R \ {0}, (x, t) ∈ T λ × R or R × R, with T λ = [0, 2πλ) for some λ > 0. Note that we do not consider the case α = 0 (i.e. d 2 = 0) or α = ±∞ (i.e. d 1 = 0), since (2) is not dispersive in those cases.
When α = 1, the basic techniques developed for the LWP of KdV by Kenig-Ponce-Vega [16] can be applied to (2) as discussed below, thus yielding the LWP of (2) in H + (R). However, when α = 1, we show that there is an interval I 0 such that particular resonances occur for α ∈ I 0 \ {1} and that the regularities for the LWP in both periodic and non-periodic settings need to be much higher than those for α = 1. In particular, we use the Diophantine conditions to quantify this regularity in the periodic setting.
As a model example, we consider the local well-posedness (LWP) problem of the following system: (3)      u t + u xxx + vv x = 0 v t + αv xxx + (uv) x = 0 (u, v) t=0 = (u 0 , v 0 ), (x, t) ∈ T λ × R or R × R,
where T λ = [0, 2πλ) with λ ≥ 1, 0 < α ≤ 1, and u and v are real-valued functions. We consider the Cauchy problem (3) with (u 0 , v 0 ) ∈ H s (T λ ) × H s (T λ ) or H s (R) × H s (R). While we state and prove our results only for 0 < α ≤ 1 for the physical reason mentioned below, we discuss the corresponding results for other values of α = 0. In particular, we have I 0 = (0, 4] for (3) . See Remark 4.6. The system (3) has been proposed by Majda and Biello [20] as a reduced asymptotic model to study the nonlinear resonant interactions of long wavelength equatorial Rossby waves and barotropic Rossby waves with a significant mid-latitude projection, in the presence of suitable horizontally and vertically sheared zonal mean flows. We henceforth refer to (3) as the Majda-Biello System. In [20] , the values of α are numerically determined and they are 0.899, 0.960, and 0.980 for different equatorial Rossby waves. Of particular interest to us is the periodic case because of more challenging mathematical nature of the periodic problem as well as the physical relevance of the proposed model (the spatial period for the system before scaling is set as 40, 000 km in [20] . ) First, we review the recent well-posedness results for the Korteweg-de Vries (KdV) equation: (4) u t + u xxx + uu x = 0 u(x, 0) = u 0 (x) ∈ H s (T) or H s (R).
Bourgain [8] proved the LWP in L 2 (T) and L 2 (R) via the contraction mapping principle. Kenig-Ponce-Vega [16] improved Bourgain's result and established the LWP in H
where u Z s (T λ ×R) = u 
τ (Z/λ×R) . This is due to the fact that b = Assuming the mean 0 condition on u and v, it is shown in [16] and [11] that the bilinear estimate (7) holds for s ≥ − When α = 1, the same estimates can be applied to the periodic Majda-Biello system (3) with the mean 0 assumption. Hence, along with the conservation of the means E 1 and E 2 , it follows that, when α = 1, (3) is locally well-posed in H − 1 2 (T λ ) × H − 1 2 (T λ ) for the mean 0 initial conditions. We address the LWP theory without the mean 0 assumption in the appendix. Now, let's turn to the case 0 < α < 1. In this case, we have two linear semigroups S(t) = e −t∂ 3 x and S α (t) = e −αt∂ 3 x corresponding to the linear equations for u and v, respectively. Thus, the Fourier transform of the solutions to the linear equation for u is supported on {τ = ξ 3 } and that to the linear equation for v is supported on {τ = αξ 3 }. Since α = 1, they are supported on distinct curves, and this causes nontrivial resonance interactions which are not present when α = 1. It turns out that the Cauchy problem (3) is locally well-posed in H s (T λ ) × H s (T λ ) for s ≥ s * = s * (α), where s * (α) ranges over (1/2, 1] depending on the value of the coupling parameter α. In order to precisely quantify s * in terms of α, we need to go through some preliminaries.
For α = 1, we need to define two distinct X s,b spaces. For s, b ∈ R, let X s,b (T λ × R) and X . (10) The study of the periodic Majda-Biello system (3) will be based on the iteration in the spaces X s, 1 2 × X s, 1 2 α . For the following argument, assume λ = 1 for simplicity. (For general λ ≥ 1, the implicit constants in (11) and (12) below depend on λ. See Propositions 3.7 and 3.8.) From the standard estimates on the Duhamel terms, the LWP of (3) follows once we establish the following bilinear estimates:
First, consider the first bilinear estimate (11) . As in the KdV case [8] , [16] , [11] , we define the bilinear operator B s,b (·, ·) by
Then, (11) holds if and only if
As in the KdV case, ∂ x appears on the left hand side of (11) and thus we need to make up for this loss of derivative from τ − ξ 3 1−b τ 1 − αξ 3 c 1 ξ can be arbitrarily close to an integer. Therefore, we need to measure how "close" c 1 is to rational numbers. We'll use the following definition regarding the Diophantine conditions commonly used in dynamical systems.
Definition 1 (Arnold [2] ). A real number ρ is called of type (K, ν) (or simply of type ν) if there exist positive K and ν such that for all pairs of integers (m, n), we have
Also, for our purpose, we define the minimal type index of a given real number ρ.
Definition 2. Given a real number ρ, define the minimal type index ν ρ of ρ by , it follows that ν ρ ≥ 0 for any ρ ∈ R and ν ρ = 0 for almost every ρ ∈ R.
Using the minimal type index of c 1 , we prove, in Propositions 3.7 and 3.9, the bilinear estimate (11) holds for s ≥ min(1, Let us now turn to the second bilinear estimate (12) . In this case, the resonance equation is given by (18) αξ
Using the minimal type indices ν d 1 and ν d 2 , we prove, in Propositions 3.8 and 3.10, the bilinear estimate (12) holds for s ≥ min(1,
under the mean 0 assumption on u, and fails for any b ∈ R if s < min(1,
). Note that we need to take the maximum of ν d 1 and ν d 2 since we have
Finally, we state the main local well-posedness result. Let
Note that s 0 = 1 2 for almost every α ∈ (0, 1) in view of Remarks 1.1 and 3.12. Theorem 1. Let 0 < α < 1 and λ ≥ 1. Assume the mean 0 condition on u 0 . Then, the Majda-Biello system (3) is locally well-posed in H s (T λ ) × H s (T λ ) for s ≥ s * (α) := min(1, s 0 +). In particular, for almost every α ∈ (0, 1), the Majda-Biello system is locally well-posed in
. Moreover, the (real-valued) Majda-Biello system is globally well-posed in H 1 (T λ ) × H 1 (T λ ) due to the conservation of the Hamiltonian.
This result is sharp in the following sense. Consider the solution map Φ t : (u 0 , v 0 ) ∈ H s × H s −→ u(t), v(t) ∈ H s × H s for |t| ≪ 1. Then, we have the following necessary conditions on the Sobolev index s (This kind of result is often referred to as ill-posedness results. c.f. [17] , [26] .)
and the solution map is C 2 , then s ≥ 1. In particular, this result applies to the case when any of c 1 ,
Therefore, if we require that the solution map is smooth (at least C 3 ), then the LWP theory on T λ is complete (except for the endpoint case s = We'd like to point out the following. On the one hand the regularity index s * (α) for the local well-posedness is 1 2 + for almost every α ∈ (0, 1). On the other hand, for any interval I ⊂ (0, 1), there exists α ∈ I such that s * (α) = 1. This shows that the wellposedness (below H 1 ) of the periodic Majda-Biello system (3) is very unstable under a slightest perturbation of the parameter α. Also, note that α = 1 is a special value since (3) is LWP for s ≥ − 1 2 when α = 1. Lastly, note that we have stated Theorem 1 on T λ for λ ≥ 1 since in proving the global well-posedness on T (i.e. λ = 1) via the I-method, we need to have LWP for λ ≥ 1 due to the scaling argument. See [22] . However, Theorem 1 itself holds on T λ for any λ > 0 as long as λ is fixed. Now, let's discuss the LWP in the non-periodic setting for 0 < α < 1. In this case, the LWP of (3) follows once we prove the bilinear estimates:
As in the periodic case, we obtain two resonance equations ξ 3 − αξ 3 1 − αξ 3 2 = 0 and αξ 3 − ξ 3 1 − αξ 3 2 = 0 with ξ = ξ 1 + ξ 2 , giving rise to c 1 , d 1 , and d 2 . Since the spatial Fourier variable ξ is not discrete in this case, the rational/irrational character of c 1 , d 1 , and d 2 is irrelevant. In Propositions 5.3 and 5.4, we prove the sharp bilinear estimates (20) and (21) for s ≥ 0 with some b = 1 2 +. Thus, we obtain Theorem 3. Let 0 < α < 1. The Majda-Biello system (3) is locally well-posed in H s (R) × H s (R) for s ≥ 0. Moreover, the (real-valued) Majda-Biello system is globally well-posed in
Moreover, this result is sharp in the following sense:
Therefore, if we require that the solution map is smooth (at least C 2 ), then the wellposedness theory on R is complete. Note that although the rational/irrational character of c 1 , d 1 , and d 2 is irrelevant in this case, the result for α ∈ (0, 1) is much worse than that for α = 1, where the threshold is s = − 3 4 . Remark 1.2. There are several known results for (1) . In [7] , Bona-Ponce-Saut-Tom proved the LWP (for the Gear-Grimshaw system) in H s (R) × H s (R) for s > 4 . Then, via the X s,b space and the bilinear estimate (6) in the non-periodic setting, further LWP and partial GWP results were proven in Ash-Cohen-Wang [3] , Feng [12] , Linares-Panthee [19] , Saut-Tzvetkov [25] (also for KP systems on R 2 ), where the best LWP result is proven in H s (R) × H s (R) for s > − . We'd like to point out that in [3] , [19] , and [25] , it was assumed that A = by similarity transformations and scaling changes. However, in general, A can only be reduced to 1 0 0 α even if we assume that A is self-adjoint and non-singular. Thus their results do not apply to the general KdV system (1), contrary to their claim. This is due to the fact that separate space-time scalings are applied to u and v in their work, which causes rescaled functions u and v to be evaluated at different space-time points (x, t). In this case, a simple application of the bilinear estimate (6) is clearly prohibited. As one can see from Theorems 3 and 4, one can in general expect LWP on R only for s ≥ 0 if α = 1. Also, see Alvarez-Samaniego and Carvajal [1] .
In the appendix, by introducing the vector-valued X s,b spaces, we sketch the proof of the following theorem:
Theorem 5. Let α = 1 and λ ≥ 1. The Majda-Biello system (3) is locally well-posed in
(without the mean 0 assumption on u and v.) This work is a part of the author's Ph.D. thesis [21] at the University of Massachusetts, Amherst. In two forthcoming papers on this subject, we address the global well-posedness via the I-method [22] , and the invariant measures (i.e. the Gibbs measure as a weighted Wiener measure for a.e. α ∈ (0, 4) in [23] and the white noise for α = 1 in [24] ) and the almost surely global well-posedness on the statistical ensembles in the periodic setting.
This paper is organized as follows: In Section 2, we introduce some standard notations. In Section 3, we make the precise statements of the bilinear estimates (11) and (12) on T λ for 0 < α < 1 along with the basic linear estimates. Then, we prove Theorem 1. In Section 4, we prove the sharp bilinear estimates from Section 3 along with the counterexamples below certain regularities. In Section 5, we prove Theorem 3 by proving the corresponding sharp bilinear estimates in the non-periodic setting. In Section 6, we prove the ill-posedness results, namely Theorems 2 and 4. In the appendix, we introduce the vector-valued X s,b spaces, and sketch the proof of Theorem 5. Please see [21] for the full details.
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Notation
In the periodic setting on T λ , the spatial Fourier domain is Z/λ. Let dξ λ be the normalized counting measure on Z/λ, and we say f
If p = ∞, we have the obvious definition involving the essential supremum. For f ∈ S(R), the Fourier transform of f is defined as f (ξ) = R e −ixξ f (x)dx, and its inverse Fourier transform is defined as
e −ixξ f (x)dx, where ξ ∈ Z/λ, and we have the Fourier inversion formula
If the function depends on both x and t, we use ∧x (and ∧t ) to denote the spatial (and temporal) Fourier transform, respectively. However, when there is no confusion, we simply use ∧ to denote the spatial Fourier transform, temporal Fourier transform, and the spacetime Fourier transform, depending on the context.
where Z * = R if Z = R and Z * = Z/λ if Z = T λ . Given any time interval I ⊂ R, we define the local in time X s,b (Z × I) by
We define the local in time X s,b α (Z × I) analogously. Also, in dealing with a product space of two copies of a Banach space X, we may use X × X and X interchangeably.
Lastly, let η ∈ C ∞ c (R) be a smooth cutoff function supported on [−2, 2] with η ≡ 1 on [−1, 1]. We use c, C to denote various constants, usually depending only on s, b, and α. If a constant depends on other quantities, we make it explicit. We use A B to denote an estimate of the form A ≤ CB. Similarly, we use A ∼ B to denote A B and B A and use A ≪ B when there is no general constant C such that B ≤ CA. We also use a+ (and a−) to denote a + ε (and a − ε), respectively, for arbitrarily small ε ≪ 1.
In this section, we first introduce the spaces for the solutions and the Duhamel terms along with known linear estimates and embeddings. Then, we give the precise statements for the bilinear estimates whose proofs are presented in the next section. At the end of the section, we present the proof of Theorem 1. 
.
. Also, define the spaces Z s and Z s α via the norm
Next, we list known linear estimates and several useful lemmata. For the proofs, please see [8] , [11] , [18] , [21] . Lemma 3.1. Let φ be a periodic function on T λ . Then, we have
By the standard computation, the Duhamel terms satisfy Lemma 3.2.
Also, we list several embeddings of X s,b and X
Moreover, we have the L 4 Strichartz estimate due to Bourgain [8] .
and f L 4
where the implicit constants C(λ) and C α (λ) are decreasing functions of λ. In particular, we have C(λ) ≤ C(1) and C α (λ) ≤ C α (1) for λ ≥ 1.
Bilinear Estimates and Local
Well-Posedness on T λ . In this subsection, we make precise statements of the sharp bilinear estimates on T λ × R, where the constants C 1 and C 2 are expressed in term of the spatial period λ. Then, we briefly discuss how the proof of Theorem 1 follows from the standard contraction argument in [11] , pointing out the difference due to the constants C 1 (λ) and C 2 (λ).
Proposition 3.7. The bilinear estimate
holds for s ≥ min(1,
where
Proposition 3.8. Assume the mean 0 condition on u. Then, the bilinear estimate
Moreover, we also establish the sharpness of these estimates.
Proposition 3.9. If s < min(1,
fails for any b ∈ R. Hence, (25) fails for s < min(1,
Without the mean 0 condition on u, the bilinear estimate
(and hence (27)) fails for any s, b ∈ R.
, then (30) (and hence (27)) fails for any b ∈ R. In particular, for almost every α ∈ (0, 1), the bilinear estimates (25) and (27) (25) and (27) hold with max( (25) and (27) hold for s ∈ (s 0 , 1) with max(
which is the gain of the power of λ from scaling.
Then, by replacing λ 0+ with max( 
) is taken to be sufficiently large. The rest follows from the argument in [11] .
Remark 3.11. The constant C(λ) of the bilinear estimate (7) for KdV is λ 0+ and this does not cause any trouble in scaling for both local and global arguments (c.f. [11] .) Unlike the KdV case, the LWP of (3) without smallness assumption of the initial data crucially depends on the fact that max(C 1 (λ), C 2 (λ)) can be controlled by λ 3 2 . Moreover, it is essential to minimize C 1 (λ) and C 2 (λ) for the application of the I-method for 0 < α < 1 in establishing the global well-posedness of (3). See [22] .
Remark 3.12. From Remark 1.1, we see that the minimal type index ν c 1 = 0 for almost every c 1 ∈ R. This, in turn, implies that ν c 1 = 0 for almost every α ∈ (0, 1), since c 1 is explicitly defined in terms of α as in (16) . Similarly, we have ν d 1 = ν d 2 = 0 for almost every α ∈ (0, 1). Hence, the local well-posedness of (3) in H s (T) × H s (T) for s > 1 2 for almost every α ∈ (0, 1) follows as claimed in Theorem 1.
Diophantine Conditions in the Bilinear Estimates on T λ
In this section, we present the proofs of the main bilinear estimates (25) and (27) along with the counterexamples showing their sharpness. For the conciseness of the presentation, we focus on (25) . We first present the construction of the counterexamples below the regularities specified in Propositions 3.9 since it shows the particular resonance interactions more clearly. The counterexamples are constructed on T in the same manner as in [16] . Then, we prove (25) on T λ for λ ≥ 1. We need to go through an intricate argument for λ ≥ 1 in order to minimize the constants C 1 (λ). It follows from the proofs that the estimates hold for s ≥ 0 as long as the functions are restricted to the domains away from the resonance sets.
Recall the numbers c 1 , c 2 , d 1 , and d 2 from the resonance equations (15) and (18). i.e. c 1 and c 2 solve
Then, from the definition of the minimal type index ν c 1 , for any ε > 0, there exist infinitely many N ∈ N such that
Then, given any ε > 0, there are infinitely many N such that
for sufficiently large N satisfying (32). On the other hand, from the definition of the minimal type index ν c 1 , we have, for any ε > 0,
for all sufficiently large N ∈ Z. In a similar manner, we see that given any ε > 0, there are infinitely many N such that
On the other hand, for any ε > 0, we have
for all sufficiently large N ∈ Z. Note that (33) and (35) are used to construct the counterexamples, whereas (34) and (36) play crucial roles in proving (25) and (27).
Proof of Proposition 3.9. We construct counterexamples to the bilinear estimate (29) for s < min(1,
For simplicity, let λ = 1. Then, (29) holds if and only if
• Case (1): c 1 , c 2 ∈ Q Then, ν c 1 = ∞, i.e. min(1, 
Hence, if (38) holds, then, we must have N 1−s 1 for all N ∈ N with c 1 N, c 2 N ∈ N, where the implicit constant is independent of N . Therefore, (29) fails for s < 1 regardless of the value of b.
• Case (2):
, where a ξ = 1 if and only if ξ = 1 and b ξ = 1 if and only if ξ = N − 1. Then, on the support of f N (ξ 1 , τ 1 ) and g N (ξ 2 , τ 2 ), we have
for sufficiently large N ∈ N. Similarly, we have |τ − N 3 | N 3 for large N . Thus, we have
N −2+3b for all sufficiently large N . Hence, if (38) holds for any s ∈ R, we must have N −2+3b 1 for all large N , i.e. b ≤ 2/3.
Note that if (38) holds, by duality, we see that a similar inequality must hold for B s,b (·, ·), where
i.e. (38) is equivalent to
, where a ξ = 1 if and only if ξ = N and b ξ = 1 if and only if ξ = N − 1. Then, on the support of f N (ξ, τ ) and g N (ξ 2 , τ 2 ), we have
for sufficiently large N ∈ N. Similarly, we have |τ − α| N 3 for large N . Thus, we have
N 1−3b for all sufficiently large N . Hence, if (39) holds for any s ∈ R, we have N 1−3b 1 for all large N , i.e. b ≥ 1/3. Therefore, if (39) holds for some s ∈ R, we have 1/3 ≤ b ≤ 2/3. Now, we show that s ≥ min(1, 
for sufficiently large N satisfying (32). i.e. τ − N 3 max(N 1−νc 1 +ε , 1). Now, let (38) holds, then we must have 
for sufficiently large N satisfying (32). i.e. 
For now, assume ξ > 0. Then, c 1 ξ > 0 is a positive root of a convex parabola Γ ξ (ξ 1 ), and we have
for ξ ≥ L α := 
Now, we'd like to obtain a lower bound for Γ ξ (ξ 1 ) near the resonances, i.e. on A c . Recall that (34) holds for ξ, ξ 1 , ξ 2 ∈ Z. Since ξ, ξ 1 , ξ 2 ∈ Z/λ, we need to compute its dependece on λ explicitly. Assume |ξ 1 − c 1 ξ| < 1/λ. Let δ = c 1 ξ − ξ 1 . Then, |δ| < 1/λ. Moreover, from the definition of the minimal type index ν c 1 , we have, for any ε > 0,
Then, by Hölder inequality and Lemma 3.6, we have
• Case (2) 
In this case, we have
. Then, by Hölder and Lemma 3.6, we have, for s ≥ 0, LHS of (45) λ
• Case (3): |ξ 1 − c 1 ξ| < 1/λ or |ξ 1 − c 2 ξ| < 1/λ with |ξ| > L α Without loss of generality, assume |ξ 1 − c 1 ξ| < 1/λ. Then, |ξ 2 − c 2 ξ| = |ξ 1 − c 1 ξ| < 1/λ. Thus, we have ξ 1 ∼ ξ 2 ∼ ξ . Hence, for s ≥ 1, we have
Then, the rest follows from Case (1), giving C 1 (λ) = 1 This proves (29) for s ≥ 1 with C 1 (λ) = λ 
Then, from (46) and (47), we have
By changing the order of the integrations,
where the last inequality follows from Hölder inequality on F in x. By L 4 t , L 4 t Hölder inequality and Lemma 3.3, we have
By duality, it is enough to show (45) as in Subcase (2.b). Using (46) and (47) followed by L 4 t , L 4 t Hölder inequality and Lemma 3.3, we can show (45) with C 1 (λ) = λ in a similar manner as in Subcase (3.a), and thus we omit the details. This completes the proof of (29).
• Part 2: Now, consider the L 2 ξ (Z/λ)L 1 τ (R) part of the Z s norm. The basic idea is to reduce the proof to Part 1 either by Cauchy-Schwarz or Lemma 4.2 below (c.f. [11] .) Note that it suffices to prove
where B s (·, ·) is as in Part 1. By Cauchy-Schwarz inequality in τ ,
where Q s (ξ, τ ) = τ − ξ 3 0+ B s (f, g)(ξ, τ ). Note that (48) basically follows from Part 1, if |ξ| ≤ L α , s ≥ 1, or MAX = τ 1 − αξ 3 1 or τ 2 − αξ 3 2 . Hence, we assume MAX = τ − ξ 3 and s < 1, i.e. ν c 1 < 1.
• Case (4) 
Then, again, (48) basically follows from Subcases (2.a) or (3.a).
• Case (5):
. Thus, in this case, we have
for some ξ 1 ∈ Z/λ . Then, we have the following lemma (c.f. [11, Lemma 7.4]) whose proof is postponed.
Then, using this lemma, we have τ − ξ 3 −1 χ Ω(ξ) (τ − ξ 3 )dτ λ 0+ as in [11, p.737] . Then, by Cauchy-Schwarz in τ , we have
and thus the proof is reduced to Subcases (2.a) or (3.a), establishing (48) for s ≥ (νc 1 +ε)+ .
Proof of Lemma 4.2. Without loss of generality, assume ξ is positive. Since Γ ξ (ξ 1 ) = −ξ 3 + αξ 3 1 + αξ 3 2 is symmetric in ξ 1 and ξ 2 , assume |ξ 1 | ≥ |ξ 2 |. Then, ξ 1 ≥ ξ/2 since ξ = ξ 1 + ξ 2 . Once we fix ξ 1 , we have
. Now, we need to estimate the number of possible values of ξ 1 ∈ Z/λ such that
For the following argument, let |η| ∼ M and ξ ∼ N , dyadic.
• Case (1): ξ/2 ≤ ξ 1 ≤ c 1 ξ − 1 First note that Γ ξ (ξ) = −(1−α)ξ 3 < 0 and Γ ξ ( 
i.e. for ξ fixed, Γ ξ (ξ 1 ) is a upward parallel translate of the parabola Γ ξ (ξ 1 ). Then, we have
since the graph of Γ ξ (ξ 1 ) is steeper than that of Γ ξ (ξ 1 ) for any fixed range of height ∼ M ≥ 1. Furthermore, we have
and the latter can be at most ∼ λ(M/N ) The proofs of Propositions 3.8 and 3.10 for the second bilinear estimate (27) are analogous to those of Propositions 3.7 and 3.9, (using (35) and (36) instead of (33) and (34).) In the following, we only show how (30) (and hence (27)) fails for any s, b ∈ R without the mean 0 assumption u, and omit the rest. See [21] for other details.
Proof of Proposition 3.10 (a). For simplicity, let λ = 1. We construct counterexamples to (30). Define the bilinear operator B s,b by
Then, (30) holds if and only if 
N . Hence, if (51) holds, then, we must have N 1 for all N ∈ N, which is impossible. Therefore, (30) (and hence (27)) can not hold for any s, b ∈ R.
We conclude this section by stating several important remarks.
Remark 4.3. Unlike KdV (i.e. α = 1), we do not need the mean 0 condition on the functions in Proposition 3.7. More importantly, while the resonance for α = 1 makes the bilinear estimate (25) fail without the mean 0 condition regardless of regularity, the resonance for 0 < α < 1 can be treated by assuming a higher regularity. This fact can be explained as follows. For example, the resonance for α = 1 on T occurs when ξ 1 = ξ and ξ 2 = 0 for all ξ ∈ Z. In some sense, we can say that there are infinitely many resonances accumulated at ξ 2 = 0. This makes it impossible to treat the resonance at ξ 2 = 0 and thus (25) for α = 1 fails for all s ∈ R without the mean 0 condition. Now, consider the case when 0 < α < 1. Recall that, in dealing with (25), we have resonances at ξ 1 = c 1 ξ and ξ 2 = c 2 ξ for each ξ ∈ Z. Also, note that lim α→1 c 1 = 1 and lim α→1 c 2 = 0. Then, as soon as α = 1, these infinitely many resonances accumulated at ξ 2 = 0 for α = 1 are suddenly distributed over infinitely many distinct ξ 2 = c 2 ξ for ξ ∈ Z, which lets us treat each resonance by assuming a higher regularity. This is what makes the α = 1 case very different from α ∈ (0, 1). (52) for given c 1 ∈ R is a problem of number-theoretic nature, and we do not pursue this issue here. In Bambusi-Paleari [4] and Berti-Bolle [6] , it is observed that the set A = {c 1 ∈ R : ν c 1 = 0 and (52) holds} is uncountable and of measure 0. This implies that when ν c 1 = 0, the bilinear estimate (25) holds for the endpoint s = 
Note that this just adds a harmless first order linear term v x in the second equation. See [8] . Also, note that the linear parts of (53) are not mixed unlike (68) in the appendix. When α < 0 or α > 4, the resonance equations (15) and (18) do not have a real solution for any ξ ∈ R. Let's consider (25) in Proposition 3.7. From the resonance equation (15), we have
Thus, we gain (20) and (21) in the non-periodic setting. For example, see [1] for α = −1 on R.
5.
Well-Posedness on R, 0 < α < 1
In this section, we establish the sharp well-posedness in L 2 (R) × L 2 (R) for 0 < α < 1 by proving the bilinear estimates (20) and (21) . Let S(t) = e −t∂ 3
x and S α (t) = e −αt∂ 3 x . By standard computation [18] , we have Lemma 5.1. Let φ be a function on R. Then, we have
Lemma 5.2. Let F , G be functions on R × R. Then we have
where * R denotes the retarded convolution, i.e. S * R F (t) = t 0 S(t − t ′ )F (t ′ )dt ′ . Then, Theorem 3 follows once we prove (20) and (21). Indeed, the following propositions show that the estimates are sharp in L 2
x (R). The proof of Proposition 5.3 is based on the usual argument with Hölder inequality, calculus lemmata, and change of variables in integration. (c.f. [16] .) Since α = 1, we need to separate the domain more carefully. First, we list some calculus lemmata.
Proof of Proposition 5.3. Note that ξ s ξ 1 s ξ 2 s for s ≥ 0, and thus we prove (20) and (21) only for s = 0. First, we prove (20) . As usual, define the bilinear operator B s,b by
Then, (20) holds for s = 0 if and only if
We have the following lemma, which is basically proved in [16, Lemma 2.4].
Lemma 5.6. For 
1.
Then, by Hölder inequality and Lemma 5.6, we have
Hence, (56) holds for s ≥ 0 and and 0 < α < 1. Note that it is crucial to have α = 4 (and 0), which guarantees that at least one of τ − ξ 3 or 4τ − αξ 3 is ∼ |ξ| 3 for any ξ, τ ∈ R.
Now, we turn to the proof of (21) . Define the bilinear operator B s,b by
Then, (21) holds for s = 0 if and only if
. As before, by
Hölder inequality, we have
Therefore, it suffices to prove (58) sup
Moreover, by applying Lemma 5.5 (a) to the integration in τ 1 of (58), it also suffices to show
Hence, we divide R 4 = {(ξ, ξ 1 , τ, τ 1 )} into finitely many regions and prove that either (58) or (59) holds in each of them. If |ξ| 1, then for 
1. Hence, (59) holds when |ξ| 1. For the following argument, assume ξ 1. Then, for fixed ξ > 0 and τ , let . Then, it follows that µ = F (ξ 1 ) is monotone on each of (−∞, r 2 ξ), [r 2 ξ, r 1 ξ), and [r 1 ξ, ∞). Now, suppose |F ′ (ξ 1 )| |ξ| 2 . Then, by change of variables of µ = F (ξ 1 ) on each of the intervals above, we have, for b >
Hence, (59) holds, if we assume
If MAX = τ 1 − ξ 3 1 , then LHS of (58) , and by Lemma 5.5 (c),
. Hence, (59) holds in this case.
Finally, we need to show that
is a downward parabola whose vertical intercept is 3αξ 2 . Then, one can easily show that |ξ 1 | ∼ |ξ| in this case (say, by solving |F ′ (ξ 1 )| ≤ α|ξ| 2 .) Hence, (61) holds. This completes the proof of (21).
Next, we present the proof of Proposition 5.4. The basic idea of the proof is the same as that for KdV in [16] . Note that, unlike KdV, the resonances occur at non-symmetric points (e.g. at (ξ 1 , ξ 2 ) = (c 1 N, c 2 N ) for (20)), and there are two curves τ = ξ 3 and τ = αξ 3 under consideration. Thus, instead of taking the rectangles parallel to the curves, we take them to be parallel to the ξ-and τ -axes.
First, recall the following estimate for the convolution of the characteristic functions of two parallel rectangles. It follows from a straightforward computation and thus we omit its proof. See [21] .
Lemma 5.8. Let R and R be rectangles centered at (a, b) and ( a, b) whose dimensions are 2α × 2β. Let R 0 be the parallel translate of R centered at (a + a, b + b). Then, we have
Proof of Proposition 5.4. We only construct the counterexample to (20) , since the construction of the counterexample to (21) is similar. Recall that the resonance occurs in this case when (ξ 1 , ξ 2 ) = (c 1 ξ, c 2 ξ). Thus, we would like to choose f and g such that supp f ∼ ξ 1 = c 1 N, supp g ∼ ξ 2 = c 2 N, and supp f * g ∼ ξ = N.
For large N , consider two rectangles R j of dimensions ∼ N −2 × 1 centered at c j N, α(c j N ) 3 , j = 1, 2 such that the intersections of ∂R j and the curve τ = αξ 3 are on the horizontal sides of R j . Note that the last condition can be satisfied for large N since the smallest slope of τ = αξ 3 on R j is ∼ 3αc 2 N 3 = α(c 1 N ) 3 + α(c 2 N ) 3 . Let R 0 be the rectangle centered at (N, N 3 ) of the same size as R j . Then, we have R 0 ⊂ R 1 + R 2 and f * g(ξ, τ ) N −2 χ R 0 (ξ, τ ) by Lemma 5.8. Now, suppose that the bilinear estimate (20) holds. i.e. we have
where B s,b (·, ·) is defined in (55). Then, for any large N , we have RHS of (62) ∼ N −2 , and LHS of (62)
∼ N −2−s , which implies s ≥ 0.
On the Ill-posedness Results
There are also -so called-"ill-posedness" results for dispersive equations such as the KdV equation (4) . However, this term often refers to the necessary conditions for uniform continuity or smoothness of the solution map Φ t : u 0 ∈ H s −→ u(t) ∈ H s . The Cauchy problem is not necessarily ill-posed in the sense of the usual definition, even when these results hold. However, since the contraction argument provides smoothness of the solution map it is often natural to consider a strengthened notion of well-posedness requiring the solution map to be uniformly continuous/smooth. In this latter sense, the following results may be regarded as "ill-posedness" results.
For KdV, Bourgain [9] proved that if the solution map is C 3 , then s ≥ − When α = 1, by setting v 0 = √ 2u 0 and v(t) = √ 2u(t), we see that (3) reduces to a single KdV equation: u t + u xxx + 2uu x = 0. Hence, it follows from [10] that the solution map is not uniformly continuous for s < − 3 4 on R and for s < − 1 2 on T. Let 0 < α < 1. Following Bourgain [9] , consider the following Cauchy problem:
where δ ≥ 0 and x ∈ T or R. Let u(x, t; δ), v(x, t; δ) and u(t; δ), v(t; δ) denote the solution to (63). First, note that with δ = 0, u(x, t; 0), v(x, t; 0) ≡ 0 is the unique solution. Also, by writing as integral equations, we have
where S(t) = e t∂ 3
x and S α (t) = e tα∂ 3 x . By taking derivatives in δ at δ = 0, we have ∂ δ u(t; 0) = S(t)φ =: φ 1 and ∂ δ v(t; 0) = S α (t)ψ =: ψ 1 . By taking the second and third derivatives in δ at δ = 0, we have
Note that if the solution map Φ t :
from the smoothness of Φ t at the zero solution. This yields the ill-posedness results on T and R: Theorems 2 and 4. In the following, we assume that (3) is well-posed in H s × H s over a small time interval and fix |t| ≪ 1 such that the solution map Φ t is well-defined.
Proof of Theorem 2. We only prove the results involving c 1 . The results for d 1 and d 2 can be proved analogously.
• Case (1):
and thus
where c 3 = c 1 − c 2 . From (31), we see that the coefficient of t ′ in the first term is zero for any N . Also, note that α − 4 < 0 and (αc 3 1 − αc 3 2 − c 3 3 )N 3 = O(N 3 ) for 0 < α < 1. Thus, we have φ 2 (x, t) = tN −2s+1 sin(N x + N 3 t) + O(N −2s−2 ). Hence if we assume the solution map Φ t is C 2 , then from (64), we have On the other hand, it follows from (34) and (65) that for any ε > 0, we have φ 2 (·, t) H s x N −s+νc 1 +ε for all sufficiently large N ∈ N. Thus, if ν c 1 ≤ 1, then we can not deduce any condition on s (especially when s ≥ ν c 1 ) even if we assume that the solution map Φ t is C 2 . Now, assume that ν c 1 ≤ 1 and that the solution map Φ t is C 3 . Since φ ≡ 0, we have φ 1 ≡ 0 and ψ 2 ≡ 0. Thus, we have ψ 3 (t) = 3
+ 6 more terms with cosines + lower order terms. (66) Then, from (33), it follows that for any ε > 0, there are infinitely many N such that where γ = εN −2 and we choose ε later. Then, (φ, ψ) H s ×H s = ψ H s ∼ 1. Then,
. Thus, by restricting our attention to {ξ ∈ R :
we see that the only contribution to {ξ ∈ R : ξ = N + O(γ)} comes from B = {ξ = ξ 1 + ξ 2 , |ξ 1 − c 1 N | < γ and |ξ 2 − c 2 N | < γ} since c 1 + c 2 = 1. Note that for sufficiently large N , we have
e iθt −1 θ = it, we have Im
for sufficiently small θ. Now, by choosing ε small such that the above inequality holds with |θ| = |αξ 3 1 + αξ 3 2 − ξ 3 | ε, we have
From Lemma 5.8, we have Assuming the mean 0 condition for u and v, the bilinear estimate (7) for KdV on T λ along with the standard computation establishes the local well-posedness of the Majda-
. In this appendix, we establish the same result without the mean assumption on u and v.
If the spatial means of u and v are not zero, we consider u → u − (2πλ) −1 u 0 (0) and v → v − (2πλ) −1 v 0 (0) along with the conservation E 1 and E 2 of the means of u and v. This modifies the Majda-Biello system into the mean 0 system:
where p and q are the spatial means of the original u and v. Now, consider the linear part of (68):
When q = 0, the linear terms are mixed. In this case, it does not make sense to consider the solution space as a product of the scalar X s,b spaces. By taking the space-time Fourier transform of (69), we see that the Fourier transforms of free solutions are "supported on" τ I − A(ξ), where I is the 2 × 2 identity matrix and A(ξ) =
with L := L(p, q) = 1 2 p 2 + 4q 2 . Then, we define the vector-valued X s,b space as follows:
, where [·, ·] C 2 is the usual Euclidean inner product on C 2 .
We drop the subscripts p and q when there is no confusion. 
for all ξ ∈ Z/λ and τ ∈ R. Thus we can take the inverse Fourier transform of M −1 (ξ)
. Then, by letting
i.e. the X s,b p,q norm is defined as a weighted L 2 norm of the diagonal terms | U | and | V |. Hence, we can assume that U and V are nonnegative in proving the estimates.
Using X s,b p,q and other related function spaces, we establish the following LWP result. In this appendix, we only sketch the proof pointing out the difference from the scalar KdV case. For details, see [21] . Theorem 7.3. Let λ ≥ 1 and p, q ∈ R. The Cauchy problem (68) with mean 0 initial data
Then, we obtain Theorem 5 as a corollary. As in the scalar case, the proof of Theorem 7.3 is based on a contraction argument in
Let S(t) be the linear semigroup for the linear system (69). i.e. S(t) is defined via S(t)(u 0 , v 0 ) T ∧ (ξ) = e itA(ξ) ( u 0 (ξ), v 0 (ξ)) T , where T denotes the transpose. As in [8] , the Duhamel term
Here are some basic properties of X s,b p,q , Y s p,q , and Z s p,q . Their proofs are straightforward modifications from the scalar case. However, we always need to reduce the estimates for (u, v) to those for the diagonal terms (U, V ) given by (71). For details, see [21] .
Lemma 7.4 (Linear Estimates).
The following lemmata are for the X s,b j spaces defined in (72).
Lemma 7.6. Let λ ≥ 1 and γ = max(C/λ, 1). Let f (x, t) be a function on
, j = 1, 2.
Before discussing the important estimates, we'd like to discuss the scaling on the mean 0 system (68) on [0, 2πλ) × R. p,q spaces, following Bourgain [8] . The proof is a straightforward modification of the argument in [8] , and hence is omitted. See [21] for the full proof. .
Moreover, the implicit constant C = C(λ) is a non-increasing function of λ.
The proof of Lemma 7.7 immediately provides the following corollary for the diagonal terms U 1 and U 2 defined by ( U 1 , U 2 ) T = M −1 ( u, v) T . assume that the components of U , V , and W are all nonnegative. Moreover, since u, v, and w have mean 0 in x, we assume ξ 1 , ξ 2 , ξ 3 = 0. The left hand side of (74) can be written as
With M (ξ) =
, we have = τ 1 +τ 2 +τ 3 =0 ξ 1 +ξ 2 +ξ 3 =0 1 2 2 j,k,l=1
where C j,k,l (ξ 1 , ξ 2 , ξ 3 ) = µ j (ξ 1 )µ k+2 (ξ 2 )µ l+2 (ξ 3 )
+ µ j+2 (ξ 1 )µ k (ξ 2 )µ l+2 (ξ 3 ) + µ j+2 (ξ 1 )µ k+2 (ξ 2 )µ l (ξ 3 ).
Since M (ξ) is orthogonal, we have |µ 1 (ξ)| 2 +|µ 3 (ξ)| 2 = |µ 2 (ξ)| 2 +|µ 4 (ξ)| 2 = 1. In particular, we have |µ j (ξ)| ≤ 1 for all ξ ∈ Z/λ and j = 1, 2, 3, 4. Thus, |C j,k,l (ξ 1 , ξ 2 , ξ 3 )| ≤ 3 for all ξ 1 , ξ 2 , ξ 3 ∈ Z/λ and j, k, l = 1, 2. Hence, it is enough to prove, with ξ 1 , ξ 2 , ξ 3 = 0, . Then, by the scaling property discussed, we have L = L 1 /λ 2 . Note that L 1 is really the constant given by each given initial value problem on [0, 2π) and L depends on λ as shown above.
• Case (1): |ξ 1 |, |ξ 2 |, |ξ 3 | ≥ max(L 1 /λ, 1)
Since ξ 1 + ξ 2 + ξ 3 = 0, we have 3ξ 1 ξ 2 ξ 3 = ξ 3 1 + ξ 3 2 + ξ 3 3 . Thus we have |ξ 1 ξ 2 ξ 3 | for j 1 , j 2 , j 3 = 1, 2. Then, the rest follows as in [11] , using Hölder and Corollary 7.8.
• Case (2): |ξ 1 |, |ξ 2 |, |ξ 3 | ≤ max(L 1 /λ, 1)
We have ξ 1 , ξ 2 , ξ 3 max(L 1 /λ, 1) ≤ max(L 1 , 1) 1 in this case. Thus, the argument from [11] directly applies here, using Hölder and Corollary 7.8.
Lastly, since ξ 1 + ξ 2 + ξ 3 = 0, we consider the case when one of the frequencies is small and the other two are large. Without loss of generality, we assume |ξ 3 | is small, i.e.
• Case (3) Then, the rest follows as in [11] using Lemmata 7.5 and 7.6.
Next, we consider the estimate for the L 2 ξ L 1 τ part of the Z − 1 2 norm. The basic idea is to reduce the proof to the previous case by applying Cauchy-Schwarz in τ . (See [11] and the proof of Proposition 3.7.) Then, the main issue is when there is no contribution from Let Ω j,k,l (ξ) be a set defined by Ω j,k,l (ξ) = η ∈ R : η = Γ for some ξ 1 , ξ 2 ∈ Z/λ with ξ = ξ 1 + ξ 2 , satisfying (75) .
Then, the rest follows as in [11] and Part 2 in the proof of Proposition 3.7 thanks to the following lemma.
