In this paper we present an approach in which synchronization of chaos is used to address identification problems. In particular, we are able to identify: (i) the discontinuity points of systems described by piecewise dynamical equations and (ii) the delays of systems described by delay differential equations. Delays and discontinuities are widespread features of the dynamics of both natural and manmade systems. The foremost goal of the paper is to present a general and flexible methodology that can be used in a broad variety of identification problems.
e.g. [2, 5] ). On the other hand, a limitation is that stability of synchronization of chaotic systems is usually evaluated locally about the synchronized evolution and for the parameters of the systems being the same (i.e., it relies on the successfulness of the identification strategy). Therefore, the effectiveness of the strategy may be sensitive to the choice of the initial conditions and it may depend on a careful selection of the adaptive strategy parameters.
Chaos can also arise in systems whose dynamics is described by delay dynamical equations or by piecewise linear/nonlinear equations. These are both very common situations in nature and in applications. For example, piecewise dynamical equations appear in mechanical systems with impacts [6] , relay-feedback systems [7] , DC/DC converters [8] . Delay dynamical equations are usually invoked to describe physiological processes in hematology, cardiology, neurology, and psychiatry [9] ; but find application also in chemistry, engineering and technological systems [10] ; examples are lasers subject to optical feedback [11] , high-speed machining [12] , mechanical vibrations [13] , control engineering [14] , and traffic flow models [15] . Our goal is introducing a flexible adaptive strategy that can be used to identify either discontinuity points or delays of the equations of unknown chaotic systems from knowledge of their state evolution. To our knowledge, these two important and interesting problems have not been addressed yet in the literature.
More in general, the paper presents a general methodology that can be used to solve a broad variety of identification problems, including apparently difficult ones.
As a first problem of interest, we consider that the unknown true system evolves in discrete time and is described by a piecewise dynamical equation. In particular, we are concerned with the case that the unknown system evolution obeys,
where
∈ R → R and σ is a scalar. For the sake of simplicity and without loss of generality, here we assume that the true system state x is a scalar quantity. The more general case that the state is n-dimensional is discussed in an example that we present successively.
Our goal is to identify the unknown parameter σ from knowledge of the temporal evolution of x k . To this aim, we try to model the dynamics of the true system by,
where σ ′ is an estimate of the unknown true coefficient σ, andỹ is defined as,
ǫ ∈ R. Note that the model is coupled to the true system through x k in (4). We proceed under the assumption that the value of ǫ in (4) is such that when σ ′ = σ, the synchronized solution y = x, is stable. Our strategy (to be specified in what follows) seeks to synchronize the model with the true systems, by dynamically adjusting σ ′ to match the unknown true value of σ. We now introduce the following potential [16] ,
Ψ ≥ 0 by definition; Ψ = 0 when y = x, that is, when the true system and the model system are synchronized. Our goal is to minimize the potential (i.e., to achieve synchronization between the two systems) by dynamically adjusting the estimate σ ′ . Thus, we propose to adaptively evolve σ ′ in time, according to the following gradient descent relation,
η > 0. We note that the term p k ≡ ∂y k /∂σ ′ appears in Eq. (6); therefore, we seek to find a recurrence equation that describes the evolution of p k in time. We note that (3) can be rewritten as,
where H is the Heaviside step function, H(x) = 1 if x ≥ 0, 0 otherwise. This allows us to write,
where δ(·) is the Dirac delta function. (8a) is an auxiliary difference equation that completes the formulation of our adaptive strategy. In fact, by iterating the set of equations (3, 6, 8) and by using knowledge of the time-evolution of the true system state x k , we obtain a time evolving estimate σ ′ of the unknown quantity σ. Thus, the adaptive strategy is fully described by the set of equations (3, 6, 8) . Figure 1 shows the results of a numerical experiment in which Eq. (2) is the tent map equation,
For these values of the parameters, the tent map dynamics is chaotic. Moreover,
One of the definitions of the Dirac delta function is the following,
In our numerical simulations in Fig. 1 , we have approximated δ(u) by δ ε (u), with ε = 0.1. We initialize both the true and the model systems from uniformly distributed random initial conditions between 0 and 1, and σ ′ is evolved from an initial estimate that is far away from the true value of σ, i.e., σ ′ (0) = 0.31. As can be seen from Fig. 1 , our adaptive strategy is successful in identifying σ and in achieving synchronization between the true and the model systems.
Our approach can be extended to the case of continuous-time piecewise dynamical systems, and whose state is in general n-dimensional. Moreover, our strategy can be generalized to identify more than one discontinuity point.
Though we do not report here a formal formulation of our strategy to encompass all these possible variations, in what follows we present a numerical example, which addresses the case of a continuous-time n-dimensional piecewise system, n = 3. Namely, we consider that the true system dynamics is described by the Chua equation, x(t) = 
where the piecewise scalar function φ σ (x) is defined as,
For our choice of α = 15.6 and β = 25.58, m 0 = −8/7, m 1 = −5/7, the Chua system (10,11) displays chaos (the emergence of a chaotic 'double scroll' attractor has been observed both in numerical simulations and in experiments [17] ). In the case of (11), the function φ σ (x) has two discontinuity points, i.e., at ±σ. In the general case in which ν discontinuity points are present, ν independent gradient descent relations can be derived for each of the points and simultaneously integrated (together with other ν corresponding auxiliary equations, analogous to Eq. (8)) in order to identify them all. Yet, in the case of the Chua system (10), the problem can be simply formulated in only one unknown σ (i.e., we rely on the fact that the two discontinuity points are symmetrical with respect to zero). We assume to model the true system by y(t) = [y 1 (t), y 2 (t), t 3 (t)] T ,ẏ(t) = F σ ′ (y(t)), where σ ′ is an estimate of the unknown true parameter σ. We design an adaptive strategy to dynamically adjust σ ′ to match the unknown value of σ. To this aim, we perform a one way diffusive coupling from the true system to the model, as follows,
where h(x) is in general an m ≤ n vector of m observable scalar quantities that are assumed to be known functions of the system state x(t). Γ is an n × m constant coupling matrix. In what follows, we assume for simplicity that h is a scalar function (m = 1), h(x) = x 1 , Γ = [γ, 0, 0] T and we proceed under the assumption that the value of γ is such that when σ ′ = σ, the synchronized solution, y = x, is stable. We introduce the following potential,
Again, Ψ ≥ 0 by definition, and Ψ = 0 if h(y) = h(x), that is, when the true system and the model system are synchronized. Thus, we seek to minimize the potential by adaptively evolving σ ′ according to the following gradient descent relation,σ
ζ > 0. Note that for our choice of h, Dh = [1, 0, 0], yielding Dhq = q 1 , where q 1 is the first component of the vector q. Therefore, we seek a differential equation that describes how q 1 ≡ ∂y 1 /∂σ ′ evolves in time. We note that (11) can be rewritten as,
Then, from Eqs. (12,15) , we obtain the following differential equation for q 1 ,
Our adaptive strategy is then fully described by Eqs. (12, 14, 16) . In order to test the strategy, we run a numerical experiment (shown in Fig. 2) , in which we integrate Eqs. (10,12, 14, 16 ). We initialize both the true and the model systems from uniformly distributed random initial conditions on the Chua chaotic attractor, and σ ′ is evolved from an initial value that is far away from the true value of σ = 1, i.e., σ ′ (0) = 2.5, q 1 (0) = 0. As can be seen, our adaptive strategy is successful in identifying σ and in achieving synchronization between the true and the model systems.
Hereafter, we consider a completely different identification problem, in which the dynamics of the system to be identified is described by a set of delay differential equations,
We try to model the dynamics of the true system byẏ(t) = Φ(y(t), y(t − τ ′ )), where τ ′ is an estimate of the unknown true coefficient τ . Our goal is to evolve τ ′ in time to match the unknown true τ -value and in so doing, to achieve synchronization between the model and the true systems. Therefore, we perform a one way diffusive coupling from the true system to the model, as follows,
where h(x) and Γ are the same as defined before. In what follows, we assume for simplicity that h is a scalar function,
i.e., m = 1.
We now introduce the potential Ψ, defined in (13) (similar considerations apply as in the previous cases) and we propose to minimize Ψ by making τ ′ converge onto the true value τ , through the following gradient descent relation,
β > 0. We are now interested in how the n-vector r = ∂y ′ /∂τ ′ evolves in time. We note that the following equation describes the evolution of r(t),ṙ
Therefore our adaptive strategy is fully described by the set of equations (18, 19, 20) .
and approximate synchronization between the model and the true system is attained.
Synchronization has been shown to be a convenient tool to identifying the dynamics of unknown systems. Different techniques have been proposed, see e.g., [1, 2, 3]. Yet, the problems of identification of delays and discontinuity points that commonly characterize the dynamics of real systems have not received adequate attention in the literature. In this paper, we have proposed a general methodology that, based on a simple gradient descent technique (MIT rule), can be successfully employed to address both these problems. We have also shown the usefulness of our strategy in the case that the unknown parameters of the true system to be estimated slowly drift in time (here, by 'slowly' we mean that they evolve on a time scale which is much longer than that on which a typical chaotic oscillation occurs).
We successfully apply our methodology to solve problems as different as the identification of delays and the identification of discontinuity points of unknown dynamical systems. This suggests that our approach can provide a simple and flexible paradigm for the resolution of a variety of diverse identification problems. Furthermore, by making use of the properties of synchronization of chaos, the adaptive strategy can be used to extract several unknowns from knowledge of the chaotic state-evolution of the system of interest. 4 , τ is kept constant and equal to 23; for 10 4 < t ≤ 2 × 10 4 , τ becomes a function of time, i.e., τ (t) = 23 + 3 sin(2π10 −4 t). In the first part, after an initial transient, the estimate τ ′ converges to the true value of τ = 23; in the second part, τ ′ tracks the time evolution of τ (t). φ(y(t), y(t − τ )) = −by(t) + ay(t − τ )/(1 + y(t − τ ) 10 ), a = 0.2, b = 0.1; h(y) = y, γ = 0.1, β = 1. In our experiment, the true system and the model system are initialized from uniformly distributed random initial conditions on the chaotic attractor, τ ′ (0) = 15. 
