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Nonlocal unitary operations can create quantum entanglement between distributed particles, and
the quantification of created entanglement is a hard problem. It corresponds to the concepts of
entangling and assisted entangling power when the input states are, respectively, product and ar-
bitrary pure states. We analytically derive them for Schmidt-rank-two bipartite unitary and some
complex bipartite permutation unitaries. In particular, the entangling power of permutation uni-
tary of Schmidt rank three can take only one of two values: log
2
9 − 16/9 or log
2
3 ebits. The
entangling power, assisted entangling power and disentangling power of 2 × dB permutation uni-
taries of Schmidt rank four are all 2 ebits. These quantities are also derived for generalized Clifford
operators. We further show that any bipartite permutation unitary of Schmidt rank greater than
two has entangling power greater than 1.223 ebits. We construct the generalized controlled-NOT
(CNOT) gates whose assisted entangling power reaches the maximum. We quantitatively compare
the entangling power and assisted entangling power for general bipartite unitaries, and study their
connection to the disentangling power. We also propose a probabilistic protocol for implementing
bipartite unitaries.
PACS numbers: 03.65.Ud, 03.67.Lx, 03.67.Mn
I. INTRODUCTION
In quantum physics, nonlocal unitary operations can
create and annihilate entanglement. Bipartite nonlocal
unitary operations and entanglement are, respectively, a
basic type of operation and a basic type of resource for
implementing quantum information processing tasks and
studying fundamental problems, such as quantum com-
puting and steering [1]. The bipartite nonlocal unitary
operation U on system A and B is a unitary gate that
is not the tensor product of any two local unitary gates,
i.e., U 6= VA ⊗WB . In other words, U has Schmidt rank
greater than one. The entanglement of a bipartite pure
state |ψ〉AB is defined as the von Neumann entropy S(·)
of the reduced density matrix on any one system,
E(|ψ〉AB) := S(TrA|ψ〉〈ψ|). (1)
In this paper we investigate the following problem:
How is the entanglement of a bipartite pure state quan-
titatively changed under the action of a bipartite non-
local unitary gate [2–8]? Here the state is referred to
as the input state and contains ancilla systems that are
not directly subject to the gate. Bipartite unitaries may
create more entanglement than that of the input state.
The maximum amount of entanglement increase over all
input states is a lower bound of the entanglement cost
for implementing bipartite unitaries under local opera-
tions and classical communications (LOCC). Our main
motivation for studying the entangling capabilities of bi-
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partite unitaries is to try to get insight on the following
question, which we think belongs to the class of questions
on (ir)reversibility of resources in quantum computation.
Is there a bipartite unitary such that its entanglement
cost is strictly greater than its ability to create entangle-
ment?
In the following we formalize the notion of the “ability
to create entanglement” by introducing two types of en-
tangling powers, and their technical definitions are given
in Sec. I A. [The term “entanglement cost” also has a
few different definitions; see the text around (5) and the
formalized question stated after it.] The first type of en-
tangling power is when the input state is restricted to a
product pure state; and for the second type, the input
state is an arbitrary pure state. Both types allow the
input state to be on both the systems directly subject to
the action of the unitary and some ancillary systems. The
two types are respectively called the entangling power [2]
and the assisted entangling power. Another quantity we
consider is called the disentangling power [3], which is
the maximum amount of entanglement decrease over all
input states (allowing ancillary systems) as a result of
applying the unitary. These three quantities are some
of the most fundamental physical quantities to evaluate
the usefulness of bipartite unitaries. Note that we do
not discuss another type of entangling power which has
also appeared in the literature [9, 10]. This is the aver-
age output entanglement (under a specific entanglement
measure) over Haar random product input states without
ancillae.
To investigate our problem, we study the above three
quantities in terms of some classes of bipartite unitaries.
They include the Schmidt-rank-two bipartite unitaries,
the bipartite complex permutation unitaries of Schmidt
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TABLE I: List of the main results of this paper in terms of the type of bipartite unitary U . The symbols SchU ,
KE(U), KEa(U), and Kd(U) represent, respectively, the Schmidt rank of U , the entangling power of U , the assisted
entangling power of U , and the disentangling power of U . The generalized CNOT (GCNOT) gate is defined in Sec.
IVA. The “?” means unknown.
rank three or four, the generalized CNOT gates, and the
bipartite generalized Clifford operators. The importance
of these gates is summarized as follows. Bipartite uni-
taries of Schmidt rank two or three are locally equiva-
lent to controlled unitary operators [7, 11, 12]. They in-
clude the basic ingredients of quantum computing such as
CNOT gates and controlled-phase gates. The controlled
unitary can be implemented with LOCC and a maxi-
mally entangled state [13], and is the mostly realizable
class of nonlocal unitaries by experiments. The equiva-
lence between bipartite and controlled unitaries has also
been used to evaluate the delocalization power of bipar-
tite unitaries [8]. As the investigation of bipartite uni-
taries of greater Schmidt rank is more involved, we focus
on the permutation unitary gates. They have a simpler
structure than that of arbitrary unitaries and contain
experimentally realizable gates such as the SWAP gate.
Any bipartite permutation unitary of Schmidt rank three
can be implemented using LOCC and two ebits [6]. On
the other hand, a protocol for implementing bipartite
permutation unitaries of any Schmidt rank r has been
given, by using O(r) ebits of entanglement and O(r) bits
of classical communication [6]. The Clifford gates are
central for the field of quantum error correction [14], and
are interesting for many other topics in quantum infor-
mation theory.
Our main results are concluded in Table I and intro-
duced as follows. We analytically derive the entangling
power of Schmidt-rank-two unitaries, and the results are
mainly presented in Lemma 9 and Proposition 10. In
Proposition 13, we show that the entangling power of bi-
partite permutation unitary gates of Schmidt rank three
can only take one of two values: log2 9 − 16/9 or log2 3
ebits. The result is counter-intuitive because one may ex-
pect that the entangling power depends on the gate more
strongly. We are not aware of a similarly large family of
bipartite unitary gates that have exactly two distinct val-
ues of entangling power. We analytically construct the
gates for the value log2 9 − 16/9. The value log2 3 is the
upper bound of entangling power of all Schmidt-rank-
three bipartite unitaries. Next, we show in Proposition
17 that the entangling power of any 2 × dB complex bi-
partite permutation unitary of Schmidt rank four is 2
ebits, and in Proposition 18 that any bipartite permu-
tation unitary of Schmidt rank greater than two has en-
tangling power greater than 1.223 ebits. So permutation
unitaries generally have a stronger entangling power and
assisted entangling power than that of arbitrary bipartite
unitaries, since the latter could approach zero. Third, we
construct the notion of a generalized CNOT (GCNOT)
gate and study its entangling power in Proposition 20.
The GCNOT gate has the maximum entangling and as-
sisted entangling power among Schmidt-rank-two bipar-
tite unitaries of high dimensions. So the GCNOT gate
plays the same role as the CNOT gate does in the two-
qubit unitary gates. Fourth, we construct the notion
of generalized Clifford operators and derive their entan-
gling power, assisted entangling power and disentangling
3power in Proposition 22. It turns out that they are all
equal to the Schmidt strength defined in [2] and (7).
Other results in Table I are introduced in sections. Be-
low we introduce the discussed quantities in terms of their
physical meaning and mathematical formulation.
A. Definitions and physical meanings
The entangling power of a bipartite unitary U acting
on the Hilbert space H of systems A,B is defined as [2]
KE(U) := max|α〉,|β〉
E(U(|α〉|β〉)). (2)
Here |α〉 and |β〉 are pure states on system ARA and
BRB, respectively, RA and RB are local ancillae, and the
E is the von Neumann entropy of the reduced density
matrix on one of the two systems ARA and BRB. So
|α, β〉 and U |α, β〉 are bipartite states. For two bipartite
unitaries U, V , both acting on H, we have KE(U ⊗V ) ≥
KE(U) + KE(V ). From [2], the collective use of U, V
might have a stronger entangling power than the sum
of that of U and V . This can even happen when U =
V . Thus, the KE is not, in general, weakly or strongly
additive [2]. This is analogous to the superadditivity of
various types of capacities of quantum channels [15, 16].
The entangling power needs a product state as the in-
put state, so we do not need entanglement as the initial
resource. This is a more efficient way from the point
of view of experiments, because entanglement is usu-
ally hard to realize in a laboratory. On the other hand
from the theoretical point of view, adding the entangle-
ment as an initial resource may increase the entanglement
that can be generated by the bipartite unitary. For this
purpose we introduce the assisted entangling power. It
also gives a lower bound for the entanglement cost un-
der LOCC. The assisted entangling power of a bipartite
unitary U is defined as
KEa(U) := sup
|ψ〉
(
E(U(|ψ〉))− E(|ψ〉)
)
. (3)
Here |ψ〉 is a bipartite pure state on the systems ARA
and BRB, RA and RB are local ancillae, and the E is
the von Neumann entropy of the reduced density matrix
on one of the two systems ARA and BRB. The assisted
entangling power has been discussed in the name of “en-
tangling capacity” [17], and another definition without
ancillae is also discussed in [17]. On the other hand, the
quantity K∆E(U) := sup|ψ〉 |E(U(|ψ〉))−E(|ψ〉)| defined
in [2] is lower bounded by KEa(U). From the defini-
tion of weak additivity in [2], and the definitions of KE
and KEa, it can be deduced that if KEa = KE for some
class of bipartite unitaries, then KE is weakly additive
for them. It is shown in [2] that KE is strictly subaddi-
tive for some two-qubit unitaries, thus KE(U) < KEa(U)
for some U . Numerical evidence in [17] also supports the
same statement.
The introduction of ancillae RA, RB is necessary for
both definitions ofKE andKEa. For example, the SWAP
gate on two qubits cannot create any entanglement start-
ing from a pure state on AB; however, one can easily
show that KE(SWAP) = 2 ebits. When the ancillae are
not allowed, denote the restricted versions of KE and
KEa as K¯E and K¯Ea, respectively. The paragraph af-
ter Eq. (12b) of [18] implies that there is a U such that
K¯Ea(U) > K¯E(U). This fact is also proved in [17].
If the expression E(U(|ψ〉)) − E(|ψ〉) is changed to
E(|ψ〉)−E(U(|ψ〉)) in (3), the resulting quantity Kd(U)
is the so-called disentangling power [3]. One can show
that
Kd(U) = KEa(U
†), (4)
and determine the properties of disentangling power via
that of assisted entangling power. The disentangling
power physically means the maximum entanglement that
a bipartite unitary can annihilate. The disentangling
power and assisted entangling power are generally dif-
ferent. In page 3 of [3], a 2 × 3 non-controlled bipar-
tite unitary U has been constructed so that KEa(U) =
KE(U) = 2 > KEa(U
†). Since KEa(U †) ≥ KE(U †), we
have KE(U) > KE(U
†). It solves an open problem in [2,
Table 1].
As the physical inverse of entangling power, we inves-
tigate the cost of creating bipartite unitaries. In this
paper, the “entanglement cost” of a bipartite unitary U
is defined as Ec(U) = infp Ec(p), where p is any one-
shot exact deterministic LOCC protocol for implement-
ing U with a pure entangled state as the nonlocal re-
source, and Ec(p) is the amount of entanglement in the
resource state, measured using the entanglement entropy.
The Schmidt rank of the pure state and the dimension of
ancillary space are finite in the protocol p, and have no
constant upper bound when taking the infimum. We refer
to Ec(U) as the one-shot entanglement cost. Define the
asymptotic entanglement cost of a bipartite unitary U as
E′c(U) := limn→∞
Ec(U
⊗n)
n and asymptotic assisted en-
tangling power as K ′Ea(U) := limn→∞
KEa(U
⊗n)
n . Since
entanglement is non-increasing under LOCC, we have
E′c(U) ≥ K ′Ea(U). The definitions of the two types of en-
tanglement costs and the definition of assisted entangling
power imply K ′Ea(U) ≥ KEa(U) and E′c(U) ≤ Ec(U).
We have
KE(U) ≤ KEa(U) ≤ K ′Ea(U) ≤ E′c(U) ≤ Ec(U). (5)
Hence, if KE(U) = Ec(U) then all quantities become the
same. This is exactly the case of generalized Clifford op-
erators we investigate in Proposition 22. The question
stated near the beginning of the introduction can be for-
malized as the following question: Is there a bipartite
unitary U , such that KEa(U) < Ec(U)?
The rest of this paper is organized as follows. In
Sec. II we introduce the notations and known results
used in the paper. In Sec. III we investigate the en-
tangling power of bipartite unitaries of Schmidt rank
4two, bipartite permutation unitaries, and 2×dB complex
permutation matrices of Schmidt rank three. We also
investigate non-controlled bipartite unitaries including
Schmidt-rank-four 2×dB complex permutation unitaries
and two-qubit unitaries. We further show the connection
between our results and symmetric informationally com-
plete positive operator-valued measure (SIC-POVM). In
Sec. IV we investigate the assisted entangling power of
bipartite unitaries. We derive the entangling power and
assisted entangling power for generalized Clifford opera-
tors. We also present the concept of generalized CNOT
gate. Such gates have the maximum entangling power in
arbitrary dimensions. In Sec. V we study the relation
between the entangling power, assisted entangling power
and the disentangling power. In Sec. VI we discuss two
conjectures arising in the literature and this paper. We
conclude in Sec. VII.
II. PRELIMINARIES
In this section we introduce the notations and known
results used in the paper. Denote the computational-
basis states of the bipartite Hilbert space H = HA ⊗HB
by |i, j〉, i = 1, · · · , dA, j = 1, · · · , dB. Let IA and IB
be the identity operators on the spaces HA and HB,
respectively. We also denote Id and 0d respectively as
the identity and zero matrix of order d. Any bipartite
unitary gate U acting on H has Schmidt rank [denoted
as Sch(U)] equal to n if there is an expansion of the
form U =
∑n
j=1 Aj ⊗ Bj where the dA × dA matrices
A1, · · · , An are linearly independent, and the dB × dB
matrices B1, · · · , Bn are also linearly independent. The
Schmidt rank is equivalent to the notion of operator-
Schmidt rank in [2, 19]. The above expansion is called
the Schmidt decomposition. We can further write the
Schmidt decomposition in a standard form,
U =
r∑
j=1
cjAj ⊗Bj , (6)
where 1dATr(A
†
jAk) =
1
dB
Tr(B†jBk) = δjk, cj > 0, and∑r
j=1 c
2
j = 1. Then we introduce the Schmidt strength
KSch(U) = −
r∑
j=1
c2j log2 c
2
j (7)
which is used as a measure of the “nonlocal content” of
U [2]. The inequality
log2 Sch(U) ≥ KE(U) ≥ KSch(U) (8)
holds for any bipartite unitary U in terms of the defini-
tion of KE and [2, Theorem 1].
Next, U is a controlled unitary gate, if U is equivalent
to
∑dA
j=1 |j〉〈j|⊗Uj or
∑dB
j=1 Vj⊗|j〉〈j| via local unitaries.
To be specific, U is a controlled unitary from A or B
side, respectively. In particular, U is controlled in the
computational basis from A side if U =
∑dA
j=1 |j〉〈j|⊗Uj .
Bipartite unitary gates of Schmidt rank two or three are
in fact controlled unitaries [7, 11, 12]. We shall denote
V ⊕W as the ordinary direct sum of two matrices V and
W , and V ⊕BW as the direct sum of V andW from the B
side (called “B-direct sum”). In the latter case, V andW
respectively act on two subspacesHA⊗H′B andHA⊗H′′B,
respectively, such that H′B ⊥ H′′B. A permutation ma-
trix (or called “permutation unitary”) is a unitary matrix
containing elements 0 and 1 only. A partial permutation
matrix is obtained by changing some element 1 to 0 in a
permutation matrix. A bipartite controlled-permutation
matrix is a permutation matrix controlled in the compu-
tational basis of one system. Each term in a controlled-
permutation unitary refers to a term of the form P ⊗ V
(or with the two sides swapped), where P is a projector
whose rank is a positive integer, and V is a local permu-
tation unitary. A “big row” of the dAdB × dAdB unitary
matrix U refers to a dB×dAdB submatrix given by A〈j|U ,
for some j ∈ {1, . . . , dA}. Similarly, a “big column” of
U refers to a dAdB × dB submatrix given by U |j〉A, for
some j ∈ {1, . . . , dA}. A “block” of U refers to a dB×dB
submatrix given by A〈j|U |k〉, for some j, k ∈ {1, . . . , dA},
and when j = k, the block is called a “diagonal block.”
It is known that any controlled unitary controlled from
the A side on the space HA⊗HB is locally equivalent to
U =
m∑
j=1
Pj ⊗ Uj (9)
where the Pj ’s are pairwise orthogonal projectors on HA,
and the Uj’s are unitary operators onHB . We can further
assume that the Uj ’s are pairwise linearly independent,
and say that U is controlled with m terms. Next we
review mathematical results on von Neumann entropy,
quantum channel, and controlled unitaries.
A. Mathematics of quantum information
Let H({pj}) :=
∑
j −pj log2 pj be the Shannon en-
tropy of the probability distribution {pj}. The following
lemma (i) is known as the subadditivity of von Neumann
entropy. It follows from the paragraph below (11.73) and
Exercise 11.16 of [20]. Lemma 1 (ii) is from (11.84) and
Theorem 11.10 in [20]. In particular the second inequal-
ity in (11) is known as the concavity of von Neumann
entropy.
Lemma 1 (i) Let ρAB be a density operator on two sys-
tems A,B. Then
|S(ρA)− S(ρB)| ≤ S(ρAB) ≤ S(ρA) + S(ρB). (10)
The first equality holds if and only if there is a split of
the system A = A1A2 such that ρAB = |ψ〉〈ψ|A1B ⊗ σA2 ,
or there is a split of the system B = B1B2 such that
5ρAB = |ψ〉〈ψ|AB1 ⊗σB2 . The second equality holds if and
only if ρAB = ρA ⊗ ρB.
(ii) Let {pj} be a probability distribution of pj > 0 and
{ρj} a set of density operators. Then
∑
j
pjS(ρj) +H({pj}) ≥ S(
∑
j
pjρj) ≥
∑
j
pjS(ρj).
(11)
The first equality holds if and only if the range of ρi and
ρj are pairwise orthogonal, ∀i, j. The second equality
holds if and only if ρi = ρj, ∀i, j. ⊓⊔
We will use this lemma to derive the entangling power
of bipartite complex permutation unitaries of Schmidt
rank three in Proposition 15, and investigate the assisted
entangling power of controlled unitaries in Proposition
19. Below is a known result from the majorization theory.
Lemma 2 Let ρ and σ be two quantum states. If the
spectrum of ρ is strictly majorized by the spectrum of σ,
i.e., ρ ≺s σ, then S(ρ) > S(σ).
We will use the lemma to derive the upper bound of
entangling power of a family of bipartite unitary oper-
ator of Schmidt rank three in Lemma 12. Let |ψ〉 =∑r
j=1
√
pj|aj , bj〉 be the Schmidt decomposition with
nonnegative real numbers pj in the descending order.
We refer to the vector sv(ψ) of probability distribution
(p1, · · · , pr) as the Schmidt vector of |ψ〉. For an ar-
bitrary vector x of probability distribution, we refer to
des(x) as the vector whose elements are the same as those
of x except that they are in the descending order. Next
we show conditions by which a quantum channel converts
an arbitrary input into the maximally mixed state.
Lemma 3 For d2 operators K1, · · · ,Kd2 and an invert-
ible operator R acting on Cd, the following five assertions
are equivalent:
(i) TrK†iR
−1Kj = δij for i, j = 1, · · · , d2;
(ii)
∑d2
j=1K
†
jXKj = (TrRX)Id for all matrices X acting
on Cd;
(iii)
∑d2
j=1K
†
jXKj = (TrRX)Id for all pure states X
acting on Cd;
(iv) TrA(
∑d2
j=1 |j〉〈j| ⊗K†j )Y (
∑d2
j=1 |j〉〈j| ⊗Kj) = Tr(R ·
TrAY )Id for all bipartite operators Y acting on H =
Cd
2 ⊗Cd;
(v) TrA(
∑d2
j=1 |j〉〈j| ⊗ K†j )Y (
∑d2
j=1 |j〉〈j| ⊗Kj) = Tr(R ·
TrAY )Id for all pure product states Y acting on H =
Cd
2 ⊗Cd.
Proof. The equivalence between assertions (i) and (ii)
is from [21, Proposition 3]. Assertion (iii) is equivalent
to (ii) because the equation
∑d2
j=1K
†
jXKj = (TrRX)Id
is linear with X , and any matrix space is spanned by
rank-one positive semidefinite matrices. The same reason
implies the equivalence between (iv) and (v). Finally,
(ii) and (iv) are equivalent by setting X = TrAY . This
completes the proof. ⊓⊔
An important case of this lemma is when R = Id.
Corollary 4 For d2 operators K1, · · · ,Kd2 acting on
Cd, the following five assertions are equivalent:
(i) TrK†iKj = δij for i, j = 1, · · · , d2;
(ii)
∑d2
j=1K
†
jXKj = (TrX)Id for all matrices X acting
on Cd;
(iii)
∑d2
j=1K
†
jXKj = Id for all pure states X acting on
Cd;
(iv) TrA(
∑d2
j=1 |j〉〈j|⊗K†j )Y (
∑d2
j=1 |j〉〈j|⊗Kj) = (TrY )Id
for all bipartite operators Y acting on H = Cd2 ⊗Cd;
(v) TrA(
∑d2
j=1 |j〉〈j| ⊗ K†j )Y (
∑d2
j=1 |j〉〈j| ⊗ Kj) = Id for
all pure product states Y acting on H = Cd2 ⊗Cd.
The corollary is used in the following discussion. Asser-
tion (i) implies that the set {Kj}j=1,··· ,d2 is an orthonor-
mal basis of the d × d matrix space under the Hilbert-
Schmidt inner product ‖A,B‖hs := Tr(A†B). It occurs
e.g., when {Kj√
d
}j=1,··· ,d2 is the Heisenberg-Weyl (HW)
group. In this case, assertion (ii) implies [20, Exercise
11.19]. Furthermore, assertion (ii) implies that the map
Λ(·) := 1d3
∑d2
j=1K
†
j (·)Kj is a depolarized channel and at
the same time a unital channel because of Λ(I) = I [22].
The unital channels have been extensively studied in the
past years [23–25]. In particular, the unitaries Kj have
been used to construct mutually unbiased unitaries [26].
The following result is implied by [27]. See more general
cases in [28, 29].
Lemma 5 Let U =
∑dA
j=1 |j〉〈j| ⊗Uj be a controlled uni-
tary such that there is a constant state |α〉 satisfying
that for any state |β〉, U |α〉A|β〉B is maximally entan-
gled. Then dA ≥ d2B.
Since dA ≥ d2B ≥ dB , U |α〉A|β〉B is locally equivalent
to the dB × dB maximally entangled state. The condi-
tion of this lemma is equivalent to the statement that
there is a constant state |α〉 = ∑dAj=1√pj |j〉, such that∑dA
j=1 pjUj |β〉〈β|U †j = 1dB IB . If dA = d2B , then this equa-
tion is a special case of Corollary 4 (iii). Since it is equiv-
alent to Corollary 4 (i), we can work out that pj =
1
d2
B
for any j. Hence, {Uj} must be a set of orthogonal uni-
tary bases under the Hilbert-Schmidt inner product. The
following fact is mentioned in the paragraph of [30, Eq.
(15)].
Lemma 6 For any d × d matrix X, the matrix
1
r
∑r−1
k=0 UkXU
†
k is diagonal when either of the following
two conditions is satisfied:
(i) r = d and Uk = diag(1, ω
k, · · · , ωk(r−1)) and ω =
e2pii/d;
(ii) r = 2d and Uk = diag(±1,±1, · · · ,±1).
6The above two lemmas will be used to characterize the
entangling power of bipartite unitaries below Lemma 8.
If either condition holds, then one can find out d permu-
tation matrices Pk :=
∑d
j=1 |j〉〈1 + (j + k − 1) mod d|
for k = 1, · · · , d and Yi := Pi(1r
∑r−1
k=0 UkXU
†
k)P
†
i . Then∑d
i=1 Yi = (TrX)Id, i.e., any matrix X can be converted
to the maximally mixed state under the unital channel.
If the condition is (i), then one can verify that the set
{ 1√
d
PiUk} satisfies Corollary 4 (i). So the set is a con-
structive example of the operators in Corollary 4. On the
other hand, if the condition is (ii) then the set does not
satisfy Corollary 4 (i).
Finally we present a lemma for the block-controlled
unitary (BCU) operations [11]. The latter is defined as
the direct sum of two bipartite unitaries from the A or B
side (allowing the freedom of local unitaries). So a con-
trolled unitary is a BCU and the inverse is wrong. The
BCU is the generalization of the notion of controlled uni-
taries. The Lemma 7 below will be used to show that any
bipartite permutation unitary of Schmidt rank greater
than two has entangling power greater than 1.223 ebits;
see Proposition 18. We also define the block-controlled-
permutation unitary (BCPU) as a BCU which is block
diagonal in the standard basis on the controlling side
and is at the same time a permutation unitary in the
standard basis. This notion will be used in the proof of
Proposition 18.
Lemma 7 Let U = V ⊕BW be a bipartite unitary. Then
KE(U) ≥ max{KE(V ),KE(W )}.
Proof. By the equation U = V ⊕B W , we have
HB = HVB ⊕ HWB , where the subspace HVB (respec-
tively, HWB ) is the input subspace of V (respectively,
W ). Denote the input state on BRB as |φ〉BRB . The
inequality follows by restricting the reduced density ma-
trix TrRB (|φ〉〈φ|BRB ) to have support in the subspaces
HVB and HWB , respectively. This completes the proof. ⊓⊔
III. ENTANGLING POWER OF BIPARTITE
UNITARIES
Two main classes of bipartite unitary operations are
bipartite controlled unitaries and permutation unitaries.
The former contains the basics of quantum circuits, such
as CNOT gates and controlled-phase gates. Next, any
bipartite unitary is the product of controlled unitaries
[31, 32]. Any bipartite controlled unitary can be imple-
mented with LOCC and a maximally entangled state [13],
thus a general bipartite unitary can be implemented by
performing the controlled unitaries in its decomposition.
The implementation is more efficient for bipartite uni-
taries of Schmidt rank at most three, because they are
equivalent to controlled unitaries under local unitaries
[7, 11, 12]. In particular, any bipartite permutation uni-
tary of Schmidt rank three can be implemented using
LOCC and two ebits [6]. On the other hand, a protocol
for implementing bipartite permutation unitaries of any
Schmidt rank r has been given, by using O(r) ebits of en-
tanglement and O(r) bits of classical communication [6].
These facts imply that the two classes of bipartite uni-
taries are experimentally available resources. So the next
step is to understand their entangling power in practice.
We begin by studying the entangling power of bipar-
tite controlled unitaries in Lemma 8, and then apply it to
some well-known bipartite unitaries in subsections. The
latter includes Schmidt-rank-two unitaries in Sec. III A,
Schmidt-rank-three permutation unitaries and 2 × dB
complex permutation matrices in Sec. III B, and non-
controlled bipartite unitaries such as a family of bipartite
unitaries including the SWAP gate as a proper subset,
and Schmidt-rank-four 2× dB complex permutation uni-
taries in Sec. III C. We further show that any bipartite
permutation unitary of Schmidt rank greater than two
has entangling power greater than 1.223 ebits in Propo-
sition 18. We also point out the connection between the
controlled unitaries and the symmetric informationally
complete positive operator-valued measure (SIC-POVM)
in Sec. III D.
If |α, β〉 maximizes E(U(|α〉|β〉)) in (2), then we call
it the critical state of U . In general, a bipartite unitary
has many critical states. The critical states of bipartite
controlled unitaries have a simpler structure, as we show
below.
Lemma 8 Suppose U =
∑m
j=1 Pj ⊗ Uj in (9) is a con-
trolled unitary controlled with m terms. Then (i)
KE(U) = max|α〉∈HA,|β〉∈HBRB
E(U(|α〉|β〉))
= max
pj≥0,
∑
m
j=1 pj=1, |β〉∈HBRB
S
( m∑
j=1
pj(Uj)B |β〉〈β|BRB (Uj)†B
)
≤ log2 Sch(U)
≤ log2min{m, d2B}. (12)
In particular, KE(U) = log2 Sch(U) if and only if∑m
j=1 pj(Uj)B|β〉〈β|BRB (Uj)†B is a normalized projector
of rank Sch(U).
(ii) If U is also controlled from the B side, then
KE(U) = max|α〉∈HA,|β〉∈HB
E(U(|α〉|β〉))
= max
pj≥0,
∑
m
j=1 pj=1, |β〉∈HB
S
( m∑
j=1
pj(Uj)B|β〉〈β|B(Uj)†B
)
≤ log2 Sch(U). (13)
In particular, KE(U) = log2 Sch(U) if and only if∑m
j=1 pj(Uj)B|β〉〈β|B(Uj)†B is a normalized projector of
rank Sch(U).
7(iii) If U is not controlled from the B side, then
KE(U) ≥ max|α〉∈HA,|β〉∈HBE(U(|α〉|β〉)), (14)
and the inequality may hold or not.
(iv) Let |α, β〉 be the critical state of U . Then |α〉 can
be chosen as a linear combination of the computational
basis states with non-negative coefficients. If all Uj are
diagonal, then |β〉 ∈ HB can be chosen to also possess
the same property.
The proof is given in Appendix A. Assertion (i) implies
that the ancilla in the controlling side of a controlled
unitary cannot increase the entangling power of the uni-
tary. Note that an upper bound of the entanglement cost
of controlled unitary from the A side with dA = 2, 3 is
log2min{d2A, dB} [11]. It is similar to that in (i), which
is an upper bound of the entangling power. The en-
tangling power is upper bounded by the entanglement
cost with two upper bounds, namely log2min{d2A, dB}
and min{log2 Sch(U), log2 dA, 2 log2 dB}. On the other
hand, the trivial upper bound KE(U) ≤ log2 Sch(U) is
again obtained in spite of the simplification by the con-
trolled unitaries. A tighter upper bound might be achiev-
able only if the considered controlled unitaries are re-
stricted to a smaller subset of controlled unitaries.
Next, assertion (ii) implies that the unitary is con-
trolled from both sides; then we can discard both ancillae
in (2). For example, the critical state of a Schmidt-rank-
two unitary [7], or a Schmidt-rank-three diagonal unitary
need not include any ancilla system. On the other hand,
for controlled unitaries U whose B side cannot be the
controlling system, the ancilla system RB in (12) cannot
generally be removed because of (iii).
The first example in (iii) is not a permutation ma-
trix. Here we give an example of permutation ma-
trix. Let V =
∑4
j=1 |j〉〈j| ⊗ Pj , where P1 = I3, P2 =
|1〉〈1| + |2〉〈3| + |3〉〈2|, P3 = |2〉〈2| + |3〉〈1| + |1〉〈3|, and
P4 = |3〉〈3| + |1〉〈2| + |2〉〈1| act on the space HAB. So
V is a bipartite permutation matrix. One can show by
calculation that V ( 1
2
√
3
∑4
j=1 |j〉A ⊗
∑3
k=1 |kk〉BBR) has
entanglement more than log2 3 ebits, which is the upper
bound of the entangling power of V without an ancilla.
Hence, the inequality in Eq. (14) holds for V .
Suppose U in Lemma 5 is also controlled from
the B side. If the “constant” in Lemma 5 is re-
moved, then the condition of this lemma means that
S
(∑dA
j=1 pj(Uj)B|β〉〈β|B(Uj)†B
)
= log2min{dA, dB}. So
the upper bound in (13) is saturated, and the equation
dA ≥ d2B might no longer hold. On the other hand, we do
not know the case when U in Lemma 5 is not controlled
from the B side.
If the unitaries Ui in (13) are those in either case of
Lemma 6, then we can work out that KE(U) = log dB.
In the following subsections, we investigate several types
of bipartite unitaries and analytically derive their entan-
gling power using Lemma 8.
A. Schmidt-rank-two unitaries
In this subsection we provide the analytical method
of computing the entangling power of Schmidt-rank-two
bipartite unitaries U . It is known [7] that up to local
unitaries, U is a controlled unitary and can be written as
the form
U = P ⊗ IdB + (IA − P )⊗D (15)
where P is a projector, and D = diag(eiθ1 , · · · , eiθdB )
is a diagonal unitary with real θ1, · · · , θdB ∈ [0, 2π) in
the ascending order. It suffices to work with U in the
above form because the entangling power is invariant up
to local unitaries. Lemma 8 (ii) implies that
KE(U) = max
p∈[0,1], |β〉=(b1,··· ,bdB )T , bj≥0
S
(
p|β〉〈β|+ (1 − p)D|β〉〈β|D†
)
, (16)
where the components bj ≥ 0 follow from the fact
that the von Neumann entropy is invariant up to uni-
taries. Let V be a dB × dB unitary whose first row is
(b1, · · · , bdB ). Applying the same fact to (16) we obtain
KE(U) = max
p∈[0,1], |β〉=(b1,··· ,bdB )T , bj≥0
S
(
pV |β〉〈β|V † + (1− p)V D|β〉〈β|D†V †
)
= max
p∈[0,1], |β′〉=(x,
√
1−x2)T , x=|
∑
j e
iθj b2
j
|
bj≥0,
∑
j b
2
j
=1
S
(
p|0〉〈0|+ (1− p)|β′〉〈β′|
)
. (17)
The maximum is achievable if and only if the determinant
of the 2 × 2 matrix in the last row of (17) reaches the
maximum. It implies p = 1/2. Using (16) we have
KE(U) = max
b1,··· ,bdB ,
∑
j b
2
j=1
H
(
1− |∑j eiθjb2j |
2
,
1 + |∑j eiθjb2j |
2
)
. (18)
Setting cj = b
2
j , we have
∑
j cj = 1. Hence,
|
∑
j
eiθjb2j | =
[
(
∑
j
cj cos θj)
2 + (
∑
j
cj sin θj)
2
] 1
2
=
[∑
j
c2j + 2
∑
j>k
cjck cos(θj − θk)
] 1
2
=
[
1− 2
∑
j>k
cjck + 2
∑
j>k
cjck cos(θj − θk)
] 1
2
=
[
1− 4
∑
j>k
cjck sin
2(
θj − θk
2
)
] 1
2
. (19)
8So the minimum of |∑j eiθjb2j |, equivalently KE(U)
in (18), is reached at the maximum of y({cj}) :=∑
j>k cjck sin
2(
θj−θk
2 ), where the parameters cj ≥ 0 and∑
j cj = 1. If dB = 2, then straightforward computation
shows that KE(U) in (18) is reached when c1 = c2 =
1
2 .
We have the following.
Lemma 9 Any dA × 2 controlled unitary U = P1 ⊗ I2 +
P2⊗diag(eiθ1 , eiθ2) with orthogonal projectors P1, P2 and
the real parameter θ has the entangling power KE(U) =
H
( 1−| cos θ1−θ22 |
2 ,
1+| cos θ1−θ22 |
2
)
.
If dA = 2, then the lemma reduces to the result in [2, The-
orem 2]. In particular, the entangling power of two-qubit
controlled unitaries is the same as the Schmidt strength
in terms of Theorem 2 of [2]. Lemma 9 thus provides
the analytical formula for the Schmidt strength of two-
qubit controlled unitaries. On the other hand, Lemma 9
implies that KE(U) reaches the maximum 1 ebit if and
only if θ1 − θ2 = (2k + 1)π for k ∈ Z. When dA = 2 the
gate U is locally equivalent to the CNOT gate. Besides,
(18) for dB = 2 also generalizes the result in [2].
Next, if dB > 2, then we use the equations
∂
(
y({cj})+λ(
∑
j cj−1)
)
∂cj
= 0 where λ is the Lagrange mul-
tiplier. One can show that at most two of these equa-
tions are independent. So we have λ = −1/2, and
thus
∑
j cj sin
2(
θ1−θj
2 ) =
1
2 ,
∑
j cj sin
2(
θ2−θj
2 ) =
1
2 , and∑
j cj = 1. For given θj we can derive the set of roots
cj of the above linear equations. On the other hand,
we need to study the boundary case. By setting some
cj = 0 in (18) we can similarly obtain the above equa-
tions and work out the remaining cj . They give rise
to another set of roots cj . Repeating this procedure,
we obtain a few different sets of roots cj . We input
these sets in the binary function in (18) and obtain cor-
responding output values. The maximum of these val-
ues is equal to KE(U). So we can analytically work out
KE(U). For example, using the above arguments and
h(i, j) := H
(1−| cos θi−θj2 |
2 ,
1+| cos θi−θj2 |
2
)
we can derive the
entangling power of U with dB = 3.
Proposition 10 Let U be (15) with dB = 3. We have
KE(U) = max{h(1, 2), h(2, 3), h(1, 3)}.
This result and Lemma 9 show the following conjecture
for n = 2, 3.
Conjecture 11 For the Schmidt-rank-two bipartite uni-
tary V = |1〉〈1| ⊗ In + |2〉〈2| ⊗
∑n
j=1 e
iθj |j〉〈j|, we have
KE(V ) = max1≤i<j≤dB{h(i, j)}.
Using the results in this subsection, we further study
the maximum of entangling and assisted entangling
power of Schmidt-rank-two bipartite unitaries, namely
the generalized CNOT gates in Sec. IVA.
B. Schmidt-rank-three permutation unitaries
Finding the entangling power of an arbitrary Schmidt-
rank-three bipartite unitary is a technically involved
problem. We investigate the permutation operations.
They are controlled unitaries [12] though are not always
controlled permutation unitaries. The main result is pre-
sented in Proposition 13 and was proposed as an open
problem in [6]. We further derive the entangling power
of Schmidt-rank-three 2× dB permutation operations in
Proposition 15. First we present a preliminary lemma
proved in Appendix B.
Lemma 12 Consider the bipartite unitary operator of
Schmidt rank three,
U = D1 ⊗ IB
+ D2 ⊗ (Im ⊕ In ⊕ V1)
+ D3 ⊗ (Im ⊕ V3 ⊕ Iq), (20)
where Dj are nonzero and satisfy DjDk = δjkDj,∑
j Dj = IA, and V1 and V3 are respectively of size q× q
and n × n. Then KE(U) ≤ log2 9 − 16/9 ebits. The
equality is saturated when U is a permutation unitary.
The considered U is a special case of the bipartite uni-
taries
D1 ⊗ IB
+ D2 ⊗ (Im ⊕ In ⊕ V1 ⊕ V2)
+ D3 ⊗ (Im ⊕ V3 ⊕ Iq ⊕ V4), (21)
where Dj are nonzero and DjDk = δjkDj,
∑
jDj = IA,
and V1, V2, V3, and V4 are permutation matrices. V1 and
V3 are, respectively, of size q × q and n× n, and both V2
and V4 are of size p×p where p = dB−m−n−q. If V1 or
V3 contains a nonzero diagonal entry, then we can move
the entry by local permutation matrices on HB so that
Im is replaced with Im+1. So V1 and V3 do not contain
any nonzero diagonal entry. Similarly, we may assume
that V2 and V4 do not have a nonzero diagonal entry in
the same column when p > 0. Now we state the main
result of this subsection.
Proposition 13 The entangling power of any bipartite
permutation unitary of Schmidt rank three can only take
one of two values: log2 9 − 16/9 or log2 3 ebits. The
former occurs if and only if the unitary is of the form of
(21) and p = 0.
Proof. Let U be the bipartite permutation unitary of
Schmidt rank three in the assertion. It was shown in the
proof of [6, Proposition 1] that if U is not of the form
(21), then the entangling power of U is exactly log2 3
ebits. The same conclusion holds when U is of the form
of (21) and p > 0. It remains to prove the assertion when
U is of the form of (21) and p = 0. This is a special case
of Lemma 12 where U is a permutation unitary; thus,
9KE(U) = log2 9− 16/9 ebits. This completes the proof.
⊓⊔
To generalize this result, we derive KE(U) when U is a
complex permutation unitary on the 2× dB system. We
present the following lemma, which is clear.
Lemma 14 Let U =
∑2
j,k=1 |j〉〈k|⊗Ujk be a 2×dB com-
plex permutation unitary of Schmidt rank three. Then
either U11 ∝ U22 or U12 ∝ U21.
Up to local permutation unitaries, we may assume that
U11 = U22 = In ⊕ 0dB−n, U12 = 0n ⊕ IdB−n, and U21 =
0n⊕C where C is a complex permutation unitary of order
dB−n. Let the entangling power of |1〉〈2|⊗IB+ |2〉〈1|⊗C
be M . This leads us to the following proposition.
Proposition 15
KE(U) = H(
1
eM + 1
,
eM
eM + 1
) +
eM
eM + 1
M. (22)
The proof is given in Appendix C. By computation we
can show that KE(U) monotonically increases with M .
So KE(U) reaches its lower and upper bound, respec-
tively, at M = 0 and M = 1, hence 1 ≤ KE(U) ≤
1.57100011... < log2 3 ≈ 1.585 (ebits). So any 2×dB com-
plex permutation unitary of Schmidt rank three cannot
reach the maximum. We qualitatively explain this result
as follows. Let us first consider the case that the initial
state on BRB is a maximally entangled state. When the
initial state on ARA is a maximally entangled state, there
are two terms among the four terms in the output state
that are proportional to each other on the BRB side,
e.g., the terms corresponding to U11 and U22 in the case
U11 ∝ U22, so in the Schmidt decomposition of the out-
put state, the three terms are not of equal weight; hence,
the entangling power is less than log2 3 ebits. The case of
other initial states on ARA are also similar because the
two terms from V are of less weight than the remaining
term. Finally, the case of other initial states on BRB is
also similar.
We remark that since there are only two 2× 2 permu-
tation unitary matrices I2 and σx, the dA× 2 controlled-
permutation unitary has Schmidt rank of at most two. So
any dA × 2 Schmidt-rank-three bipartite unitary, which
may be a permutation unitary, is not locally equivalent
to a controlled-permutation unitary.
C. Non-controlled bipartite unitaries
In previous subsections we have investigated the en-
tangling power of Schmidt-rank-two bipartite unitaries
and Schmidt-rank-three bipartite permutation matrices.
They are both controlled unitaries, while we often deal
with more non-controlled unitaries in practice. This is a
harder problem and we investigate four examples. In the
first example, we compute the entangling power of a spe-
cial bipartite unitary in Proposition 16. The unitary in-
cludes the bipartite SWAP gate of arbitrary dimensions.
Next we show that any 2×dB complex permutation uni-
tary of Schmidt rank four has entangling power 2 ebits
in Proposition 17. We further show in Proposition 18
that any bipartite permutation unitary of Schmidt rank
greater than two has entangling power greater than 1.223
ebits. Finally, we investigate two-qubit unitaries.
The first example is a family of bipartite unitaries on
dA × dB space with dA ≤ dB ,
UAB =
dA∑
j,k=1
|j〉〈k| ⊗ Vjk, (23)
where the dB × dB submatrices Vjk satisfy the following
two properties: (1) for any given k, the value TrV †jkVjk is
either zero or constant ck, and (2) if we put the entries of
them in the same dB × dB matrix, then any two entries
are in different positions of the matrix. Suppose Vjk and
Vj′k′ are nonzero blocks and |ψ〉 = 1√dB
∑dB
i=1 |i〉B|i〉RB
is a maximally entangled state of Schmidt rank dB on
BRB, where RB is an ancillary system. The proper-
ties imply that the two non-normalized states Vjk|ψ〉
and Vj′k′ |ψ〉 have the same modulus and are orthogo-
nal. If we perform UAB on the non-normalized input
state (
∑
k
1√
ck
|kk〉)ARA |ψ〉BRB , then we obtain a maxi-
mally entangled state of Schmidt rank Sch(UAB). Thus
KE(U) ≥ log2 Sch(UAB) (ebits). On the other hand, by
Lemma 8 we haveKE(U) ≤ log2 Sch(UAB). We conclude
the above argument as follows.
Proposition 16 For unitaries of the form (23) we have
KE(UAB) = log2 Sch(UAB).
Note that (23) may be not a complex permutation ma-
trix. An example is the 2× 3 bipartite unitary
UAB =


1/
√
2 0 0 0 0 1/
√
2
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1/
√
2 0 0 0 0 −1/√2
0 0 1 0 0 0


. (24)
The example satisfies that ck is constant for all k. In this
case it is easy to verify that KE(U
†
AB) = KE(UAB) =
log2 Sch(UAB) ebits, and the input state is the same as
before.
In the second example, we investigate the entangling
power of the 2 × dB permutation unitary U . If it has
Schmidt rank two or three, then KE(U) has been re-
spectively derived in Lemma 9 and Proposition 15. So it
suffices to investigate the Schmidt-rank-four case.
Proposition 17 Any 2 × dB complex permutation uni-
tary of Schmidt rank four has entangling power of 2 ebits.
Proof. Let U be a 2×dB complex permutation unitary
of Schmidt rank four. Up to local complex permutation
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unitaries, we may assume that U =
∑2
j,k=1 |j〉〈k| ⊗ Ujk
where U11 = Ik ⊕ 0dB−k, 0 < k < dB , and the zero
columns (if any) among the rightmost dB − k columns of
U12 are in the rightmost columns of U12. If a zero column
exists, then there are four integers i ∈ [1, k], j ∈ [k +
1, dB−k] andm,n ∈ [1, dB], m 6= n, such that U contains
four nonzero entries in the positions |1, i〉〈1, i|, |1, j〉〈2, i|,
|2,m〉〈1, dB|, and |2, n〉〈2, dB|. By performing U on the
input state 1√
2
(|11〉 + |22〉)ARA 1√2 (|i, i〉 + |dB, dB〉)BRB ,
we obtain a uniformly entangled state of Schmidt rank
four. So the assertion holds. On the other hand, if the
rightmost dB − k columns of U12 do not contain a zero
column, up to local complex permutation unitaries we
can assume that U12 = 0k⊕ 1dB−k. Since U has Schmidt
rank four, there are five integers i ∈ [1, k], j ∈ [k+1, dB−
k], and m,n, p ∈ [1, dB], p 6= i and m 6= n, such that U
contains four nonzero entries in the positions |1, i〉〈1, i|,
|1,m〉〈2, j|, |2, n〉〈1, j|, and |2, p〉〈2, i|. By performing U
on the input state 1√
2
(|11〉+ |22〉)ARA 1√2 (|ii〉+ |jj〉)BRB ,
we obtain a uniformly entangled state of Schmidt rank
four. So the assertion holds. This completes the proof.
⊓⊔
We have investigated the entangling power of many
sorts of permutation unitaries. Below, we investigate the
lower bound of entangling power of all permutation uni-
taries. The proof is given in Appendix D.
Proposition 18 Any bipartite permutation unitary of
Schmidt rank greater than two has entangling power of
greater than 1.223 ebits.
The result shows that the entangling power of permuta-
tion unitaries is generally greater than that of arbitrary
bipartite unitaries, because the latter with any Schmidt
rank could have entangling power close to zero. An ex-
ample of such bipartite unitaries is the controlled unitary∑dA
j=1 |j〉〈j| ⊗ Uj , where the linearly independent Uj are
close to the identity matrix.
Finally, we estimate the entangling power of two-qubit
unitaries. It is known [2] that any two-qubit unitary
gate is locally equivalent to U = c0I2 ⊗ I2 + cxσx ⊗
σx + cyσy ⊗ σy + czσz ⊗ σz with complex numbers
c0, cx, cy and cz. We perform U on the product states
1√
2
(|11〉 + |22〉)ARA ⊗ |ψ〉BRB , where |ψ〉BRB is an ar-
bitrary two-qubit state. The resulting state is locally
equivalent to |Ψ〉 =∑j=0,x,y,z cj|aj , ψj〉, where |aj〉 is an
orthonormal basis in C4. It follows from [33, Corollary 4]
that sv(ψ) ≻ des(|c0|2, |cx|2, |cy|2, |cz|2). It follows from
Lemma 2 that H(sv(ψ)) ≤ H(|c0|2, |cx|2, |cy|2, |cz|2).
The equality is achievable when |ψ〉 is the two-qubit
maximally entangled state. So we obtain KE(U) ≥∑
j=0,x,y,z−|cj |2 log2 |cj |2. This result is exactly [2, The-
orem 1], and the right-hand side of this equation is equal
to the Schmidt strength. The result also coincides with
(7). It is believed that the strict inequality holds for some
U .
D. Connection with SIC-POVM
In a d-dimensional Hilbert space, the SIC-POVM [34]
consists of d2 outcomes that are subnormalized projec-
tors onto pure states 1d |ψj〉〈ψj | for j = 1, . . . , d2, such
that |〈ψj |ψk〉|2 = 1+dδjkd+1 . Hence
∑d2
j=1 |ψj〉〈ψj | = dId.
Many known SIC-POVMs are generated by performing
the Heisenberg-Weyl (HW) group {Uj}j=1,··· ,d2 on the
so-called fiducial state |ϕ〉 such that |ψj〉 = Uj|ϕ〉 and
|〈ϕ|Uj |ϕ〉| = 1√d+1 , where Uj 6= Id. In the following we
relate the SIC-POVM to (13) in Lemma 8. If the Uj in
(13) form the HW group, |β〉 in (13) is a fiducial vector,
dA = d
2
B , then we can set pj =
1
d2 in (13) for all j and
obtain KE(U) = log2 dB because of |ψj〉 = Uj|ϕ〉. Phys-
ically, it means that the reduced density operator on B
for the output state of the U in (13) can always be cho-
sen to be the maximally mixed state for some suitable
input state. As far as we know, this is the first necessary
condition of the existence of fiducial-state-generated SIC-
POVM in terms of the entangling power of controlled uni-
taries. On the other hand, if the fiducial-state-generated
SIC-POVM does not exist in some Cd, the last equality
in (13) still holds when dA = d
2
B, in terms of Corol-
lary 4. So the above necessary condition may be not
sufficient, though we do not know the existence of SIC-
POVM. An interesting question is whether the “fiducial-
state-generated” can be removed from the above discus-
sion. It is an open problem whether the existence of
SIC-POVM in Cd implies the existence of fiducial-state-
generated SIC-POVM in Cd [35], though the converse
evidently holds.
IV. ASSISTED ENTANGLING POWER OF
BIPARTITE UNITARIES
In this section we investigate the assisted entangling
power of bipartite unitaries. By definition, the input
states can be arbitrary pure states with reference sys-
tems. Hence, the derivation of assisted entangling power
is a harder problem than that of entangling power. In
Proposition 19, we construct the upper bound for the as-
sisted entangling power of controlled unitaries, and the
necessary and sufficient condition by which the bound is
saturated. Further, we introduce two families of (non-
controlled) bipartite unitaries: the generalized CNOT
gates in Sec. IVA and the generalized Clifford gates
in Sec. IVB. The GCNOT gate has the maximum en-
tangling and assisted entangling power among Schmidt-
rank-two bipartite unitaries of high dimensions. So the
GCNOT gate plays the same role as the CNOT gate does
in the two-qubit unitary gates. We will derive the en-
tangling power and assisted entangling power of both
gates in Propositions 20 and 22, respectively. Further,
the asymptotic entangling and assisted entangling power,
and the disentangling power of Clifford gates are also de-
rived in Proposition 22.
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Proposition 19 Suppose U =
∑m
j=1 Pj ⊗ Uj in (9) is a
controlled unitary controlled with m terms. Then (i)
log2m
≥ KEa(U)
= max∑
m
j=1 Mj=ρ∈S(HBRB ), Mj≥0, Trρ=1(
S
[ m∑
j=1
(Uj ⊗ IRB )Mj(U †j ⊗ IRB )
]
− S(ρ)
)
≥ KE(U). (25)
(ii) The first inequality in (25) becomes the equality if
and only if there is a mixed state σ ∈ S(HB), such that
the equations Tr(σU †jUk) = 0 hold for any j, k and j > k.
Further, σ can be chosen as diagonal if the Ui are all
diagonal. σ can be chosen as real if the Ui are all real.
(iii) KEa(U) and KE(U) are both equal to log2m or not
at the same time. If they are equal to log2m then the ρ
achieving the maximum in (25) can be chosen as a pure
state.
(iv) Let V =
∑m
j=1Qj⊗Uj be a controlled unitary on H,
where the Qj are pairwise orthogonal projectors or zero
projectors. Then
log2m ≥ log2 Sch(U) ≥ KE(U) ≥ KE(V ), (26)
log2m ≥ KEa(U) ≥ KEa(V ). (27)
The last equality in both equations hold when all Qj are
nonzero.
The proof is given in Appendix E. If the Ui in (25) are
all diagonal then Ui⊗ IRB commutes with the controlled
unitaryW =
∑
i |i〉〈i|⊗Vi acting on HB⊗HRB with any
unitary Vi. The maximum in (25) does not change if we
replace S
[∑m
j=1(Uj ⊗ IRB )Mj(U †j ⊗ IRB )
]
− S(ρ) with
S
[
W
∑m
j=1(Uj ⊗ IRB )Mj(U †j ⊗ IRB )W †
]
− S(WρW †),
Since there is no confusion, we can still name WMjW
†
as Mj, and WρW
† as ρ. By choosing a suitable W , we
can assume that the dRB × dRB diagonal blocks of any
given Mk are all diagonal.
The argument in (25) for the maximum can be replaced
with S(ρ) − S
[∑m
j=1(U
†
j ⊗ IRB )Mj(Uj ⊗ IRB )
]
. It is
realized by replacing Mj by (U
†
j ⊗ IRB )Mj(Uj ⊗ IRB ) in
(25).
We have shown in Proposition 19 (ii) that the ρ by
which the first inequality becomes the equality can be
chosen as a pure state. For general ρ the proof of
(ii) implies the equations 〈ψ|(U †jUk ⊗ IRB )|ϕ〉 = 0 for
any |ψ〉, |ϕ〉 ∈ R(ρ). Note that rank ρ = DimR(ρ) =
Dim
(
(U †jUk⊗IRB )R(ρ)
)
. If rank ρ ≥ ⌊dBdRB2 ⌋+1, then
the two subspaces R(ρ) and (U †jUk ⊗ IRB )R(ρ) inter-
sect. So the equation cannot be satisfied. Hence, we
have rank ρ ≤ ⌊dBdRB2 ⌋.
The condition Tr(σU †jUk) = 0 in Proposition 19 (ii)
cannot be satisfied when Sch(U) := r < m. To explain
this fact, without loss of generality we may assume that
U1, · · · , Ur are linearly independent, and Ur+1 is the lin-
ear combination of them. Then the condition implies
that Trσ = 0, which gives us a contradiction. So the
first inequality in (25) is strict when Sch(U) < m. The
inequality may be still strict when Sch(U) = m. An ex-
ample is the U whose Uj are roughly equal to each other.
In this case the assisted entangling power KEa(U) could
approach zero.
As another example, we consider the permutation uni-
tary U in Lemma 12. The condition Tr(σU †jUk) = 0 is
equivalent to the equations
Tr(σ(Im ⊕ In ⊕ V1)) = 0, (28)
Tr(σ(Im ⊕ V3 ⊕ Iq)) = 0, (29)
Tr(σ(Im ⊕ V †3 ⊕ V1)) = 0. (30)
The complex conjugate of the second equation, plus the
first equation and minus the last equation results in
Trσ = 0. This is a contradiction with the mixed state
σ, and thus Tr(σU †jUk) = 0 cannot be satisfied. So
log2 3 > KEa(U) ≥ KE(U) = log2 9 − 16/9 ebits by
Lemma 12. We do not know whether the inequality in
KEa(U) ≥ KE(U) holds for this class of U .
Next, it follows from Lemma 8 that log2m is also the
upper bound of KE(U). Proposition 19 (iii) implies that
if the bound is achievable then the entangling power and
assisted entangling power are both equal to log2 dm. It
can be realized by studying the conditions in Lemma 8.
Finally, Proposition 19 (iv) does not restrict the rank
of Qi. It also implies that if KE(V ) = log2 Sch(U) then
the last two equalities in (26) hold. For example, the
5× 2 controlled unitary
U = |1〉〈1| ⊗ I2 + |2〉〈2| ⊗ σx + |3〉〈3| ⊗ σz
+ |4〉〈4| ⊗
(
σx + σz√
2
)
+ |5〉〈5| ⊗
(
iI2 + σx√
2
)
(31)
has Schmidt rank three. Since V = |1〉〈1| ⊗ I2 + |2〉〈2| ⊗
σx + |3〉〈3| ⊗ σz has entangling power log2 3, so does U .
So we have provided a method of computing the entan-
gling power of controlled unitaries whose Schmidt rank
is smaller than the maximum of dA and dB. In the fol-
lowing two subsections, we give two families of bipartite
unitaries whose assisted entangling power can be analyt-
ically derived.
A. Generalized CNOT gates
We have described in Proposition 19 when a con-
trolled unitary gate has the maximum entangling and
assisted entangling power. In this subsection we inves-
tigate the simplest case, namely m = 2 in Proposition
19. Let θ1, · · · , θdB be real numbers such that the vec-
tor (eiθ1 , · · · , eiθdB ) is orthogonal to a dB-dimensional
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nonzero vector whose components are zeros or positive
numbers. Given a projector P of rank in [1, dA − 1],
we say that the Schmidt-rank-two bipartite unitary gate
P⊗IB+(IA−P )⊗(
∑dB
j=1 e
iθj |j〉〈j|) is a generalized CNOT
(GCNOT) gate up to local unitaries. If dA = dB = 2,
then the definition of θj ’s implies that (e
iθ1 , eiθ2) is or-
thogonal to a two-dimensional nonzero vector whose com-
ponents are zeros or positive numbers. Hence, eiθ1 =
−eiθ2 . So the GCNOT gate reduces to the CNOT gate.
Using these definitions and Proposition 19, we can gen-
eralize Lemma 21 of [6].
Proposition 20 Let U be a Schmidt-rank-two bipartite
unitary. Then the following conditions are equivalent.
(i) U is a GCNOT gate;
(ii) KEa(U) = 1 ebit;
(iii) KE(U) = 1 ebit.
Proof. It is known that U is a controlled unitary [7].
Up to the exchange of systems and local unitaries we may
assume that U =
∑2
j=1 Pj⊗Uj as in (9). The equivalence
between (ii) and (iii) follows from Proposition 19 (iii).
Using local unitaries we may assume that U1 = IB and U2
is a diagonal unitary. It does not change the entangling
and assisted entangling power of U . If (i) holds, then the
definition of GCNOT gate implies that there is a diagonal
density matrix σ such that Tr(σU2) = 0. So KE(U) = 1
ebit in terms of Proposition 19 (ii). On the other hand,
if (ii) holds, then Proposition 19 (ii) implies that there is
a diagonal density matrix σ such that Tr(σU2) = 0. So
U is a GCNOT gate. We have proved (ii) → (i). This
completes the proof. ⊓⊔
The result shows that the GCNOT gate has the max-
imum entangling and assisted entangling power among
Schmidt-rank-two bipartite unitaries of high dimensions.
So the GCNOT gate plays the same role as the CNOT
gate does in the two-qubit unitary gates. On the other
hand, the GCNOT gate with dimension bigger than
two contains parameters up to local unitaries, while the
CNOT gate is constant. So the set of GCNOT gates
contains more than one element, and this is a primary
difference between the GCNOT and CNOT gates. Never-
theless, we do not know the difference between GCNOT
gates in the same dimensions. On the other hand, the
definition of GCNOT gates implies that if the dimension
of a Schmidt-rank-two bipartite unitary is bigger, then it
is more possible to become a GCNOT gate.
Proposition 19 shows that different controlled unitaries
may have the same entangling and assisted entangling
power, respectively. It helps derive them for more bipar-
tite unitaries. For Schmidt-rank-two bipartite unitaries,
we can simplify their structure by the following lemma.
Lemma 21 Let U = P ⊗ IB + (IA − P ) ⊗ (
∑
j e
iθjPj)
be a Schmidt-rank-two controlled unitary where P is a
projector and Pj are orthogonal projectors. Let V =
|1〉〈1|⊗ In+ |2〉〈2|⊗
∑
j e
iθj |j〉〈j|. Then KE(U) = KE(V )
and KEa(U) = KEa(V ).
Proof. Let W = |1〉〈1| ⊗ IB + |2〉〈2| ⊗ (
∑
j e
iθjPj). By
setting in the last statement of Proposition 19 (iv) the
Qj as rank-one projectors, we have KE(U) = KE(W )
and KEa(U) = KEa(W ). Up to the exchange of sys-
tems the last statement of Proposition 19 (iv) shows that
KE(W ) = KE(V ) and KEa(W ) = KEa(V ). This com-
pletes the proof. ⊓⊔
As a consequence of Lemma 21, we obtain a possible
simplification for the proof of Conjecture 11: We need
only consider the case that the θj ∈ [0, 2π) in the con-
jecture are pairwise different. Finally, the generalized
GCNOT gates may be defined as
∑
j |j〉〈j| ⊗Dj , where
each Dj is a diagonal unitary such that TrD
†
jDk = 0 for
j 6= k. The existence of such gates is related to an open
problem on the partial Hadamard matrices [36].
B. Generalized Clifford operators
In this subsection we derive the closed formula of as-
sisted entangling power of bipartite Clifford operators.
Let σx, σy, σz be the usual 2 × 2 Pauli matrices. De-
fine the Pauli group Pn to be consisting of unitary op-
erators on n qubits of the form eikpi/2
⊗n
j=1 σaj , where
aj ∈ {0, 1, 2, 3}, and σ0 = I2, σ1 = σx, σ2 = σy , and
σ3 = σz , and k is an integer. A unitary operator C on n
qubits is a Clifford operator if and only if
CSC† ∈ Pn, ∀S ∈ Pn. (32)
For example, the one-qubit Hadamard gate and the two-
qubit CNOT gate are Clifford gates, but the Tofolli gate
on 3 qubits is not a Clifford gate. Almost all quantum
gates are not Clifford gates. The generalized Pauli group
on d-dimensional qudits can be defined as the group gen-
erated by the following two unitary operators [37]:
X =
d−1∑
k=0
|(k − 1) mod d〉〈k|,
Z =
d−1∑
k=0
e2piik/d|k〉〈k|. (33)
Then the generalized Clifford operators are defined as
those C which satisfy (32) when the Pn is understood as
the generalized Pauli group on n qudits.
It is claimed in [37] that the asymptotic entanglement
cost for approximately implementing two-qudit general-
ized Clifford gates U (viewed as a bipartite unitary across
the two qudits) is equal to the Schmidt strength of U .
Better yet, the one-shot entanglement cost Ec(U) for ex-
actly implementing two-qudit generalized Clifford gates
U is equal to KSch(U), which can be obtained by a proto-
col as follows (it is mentioned in Protocol 7 of [38], but is
known before, see e.g. a more general protocol in [39]): It
is generalized from the protocol shown in [40, Fig. 2] by
changing the target gate from a CNOT gate to any two-
qudit Clifford gate, replacing the initial state |χ〉 with
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1
d
∑d
j=1
∑d
k=1 |j〉aU(|j〉A|k〉B)|k〉b (the systems a,A,B,b
correspond to the four middle lines of [40, Fig. 2], in
the up-to-down order), changing the local Bell measure-
ments to generalized Bell measurements, and changing
the Pauli gates to generalized Pauli gates. The reason
such a protocol works is that the generalized Clifford op-
erators map the generalized Pauli operators to the gener-
alized Pauli operators. The two qudits here are assumed
to be of equal dimension, since when the dimensions are
unequal, we suspect there might not be a nontrivial Clif-
ford group. More generally, the protocol can be extended
to the case that the two input systems A and B contain
m and n qudits of equal dimension d, respectively. We
call the U in such general cases as a bipartite generalized
Clifford operator. We have the following.
Proposition 22 All bipartite generalized Clifford opera-
tors V satisfy that
KE(V ) = KEa(V ) = K
′
Ea(V ) = E
′
c(V ) = Ec(V )
= KSch(V ) = Kd(V ) = −
r∑
j=1
c2j log2 c
2
j , (34)
where the positive constants cj are uniquely decided by
(6).
Proof. The equality Ec(U) = KSch(U) in the above
paragraph, together with (5), (7), and (8) imply the as-
sertion except Kd(V ). Further, we have
Kd(V ) = KEa(V
†) = KSch(V †) = −
r∑
j=1
c2j log2 c
2
j . (35)
The first equality follows from the definition of disentan-
gling power. The second equality in (35) follows from
other equalities in (34) and the fact that V † is also a
generalized Clifford operator; the latter follows from (32)
because CS1C
† = S2 is equivalent to S1 = C†S2C, where
C is a generalized Clifford operator and S1, S2 are gener-
alized Pauli operators. The last equality in (35) follows
from (6) and (7). This completes the proof. ⊓⊔
V. RELATION BETWEEN ENTANGLING AND
ASSISTED ENTANGLING POWER
We have investigated the entangling and assisted
entangling power of bipartite unitaries in terms
of the definitions in (2) and (3). An alterna-
tive definition of entangling power is to replace
the product state in (2) with separable states, i.e.,
maxpj ,|αj〉,|βj〉E
′(
∑
j pjU |αj , βj〉〈αj , βj|U †), where E′ is
a bipartite entanglement measure of systems ARA and
BRB. Many fundamental entanglement measures such
as the entanglement of formation [41], the relative en-
tropy of entanglement [42], and the geometric measure
of entanglement [43] are convex. If E′ is one of these
measures then we have
max
pj ,|αj〉,|βj〉
E′(
∑
j
pjU |αj , βj〉〈αj , βj |U †)
≤ max
pj ,|αj〉,|βj〉
∑
j
pjE
′(U |αj , βj〉〈αj , βj |U †)
≤ max
|αj〉,|βj〉
E′(U |αj , βj〉〈αj , βj |U †)
= KE(U). (36)
The last equality follows from the fact that any entangle-
ment measure reduces to the von Neumann entropy for
bipartite pure states. Hence, the two definitions coincide
in many cases and it suffices to use (2) for quantifying
the entangling power of bipartite unitaries.
Next we quantitatively characterize (5).
Lemma 23 Let dA ≤ dB and U a bipartite unitary. We
have
2 log2 dA ≥ K ′Ea(U) ≥ KEa(U) ≥ KE(U), (37)
and the two inequalities become equalities at the same
time. When they are equalities, the input state can be
chosen as a product state |Ψ〉ARA ⊗ |Φ〉BRB where |Ψ〉 is
the dA × dA maximally entangled state.
Proof. The last two inequalities in the assertion follow
from (5). If the inequality 2 log2 dA ≥ KEa(U) holds,
then 2 log2 dA ≥ K ′Ea(U) follows from the definition of
K ′Ea(U). The inequality holds because such number of
ebits can implement U by teleporting the system of Al-
ice to Bob, performing the U locally on Bob’s side, and
teleporting the output of system A back to Alice. This
completes the proof. ⊓⊔
Compared with the assisted entangling power, the
asymptotic assisted entangling power is a tighter lower
bound for the entanglement cost under LOCC. One can
show that the inequalities in (37) become equalities when
U is the dA × dA SWAP gate. In Proposition 19 for
controlled unitaries U , we have shown a tighter upper
bound of KEa(U) than that in (37). So the first in-
equality in (37) can be strict. On the other hand, the
last inequality in (37) can also be strict by the following
argument which is based on [2, Theorem 3]. Let U =√
1− pI ⊗ I + i√pX ⊗X for some p ∈ [0, 1]. The proof
of [2, Theorem 3] shows that KE(U ⊗U) ≥ H [(1− 2p)2],
as well as the fact that H [(1 − 2p)2] > 2H(p) for some
range of p. It is shown in the proof of [2, Theorem 2]
that KE(U) = H(p). Hence, for p in some range, the
strict inequality KE(U ⊗ U) > 2KE(U) holds, and by
definition KEa(U) ≥ 12KE(U ⊗ U); thus, for some two-
qubit Schmidt-rank-two unitaries U , the strict inequality
KEa(U) > KE(U) holds. Note that [2] does not mention
this inequality (although the above argument means that
this inequality is essentially implied by their analysis),
but it remarks that the inequality K∆E(U) > KE(U)
holds for some U ; see the comment on [2, p5], which is
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based on [2, Theorem 3]. The latter inequality is a weaker
inequality because K∆E(U) ≥ KEa(U) for any bipartite
unitary U .
Next we investigate the disentangling power using
Lemma 23.
A. Disentangling power
The example with different disentangling power and
assisted entangling power in [3] is a Schmidt-rank-four
3 × 2 bipartite unitary. We show that many bipartite
unitaries of smaller Schmidt rank have equal disentan-
gling power and assisted entangling power. Note that
the complex conjugate of a complex permutation unitary
is still a complex permutation unitary. From Proposition
17 and Lemma 23 we get the following.
Theorem 24 Any 2 × dB complex permutation unitary
U of Schmidt rank four satisfies
Kd(U) = KEa(U) = KE(U) = 2 (38)
ebits.
To construct more examples, we present a preliminary
lemma. The definitions of KE(U) and KEa(U) imply
KE(U) = KE(U
∗),
KEa(U) = KEa(U
∗), (39)
and thus we are led to the following lemma.
Lemma 25 KE(U) = KE(U
†) and KEa(U) = KEa(U †)
holds when the bipartite unitary U is locally equivalent to
U † or a symmetric matrix.
For example, such U can be any two-qubit unitary, be-
cause it is the sum of the tensor product of Pauli opera-
tors. Next, U can also be any Schmidt-rank-two bipartite
unitary because it is locally equivalent to the diagonal
unitary. A nontrivial example is as follows.
Proposition 26 Any Schmidt-rank-three dA×2 bipartite
unitary is locally equivalent to a symmetric matrix.
Proof. Let U be a Schmidt-rank-three dA × 2 unitary.
It is known that U is a controlled unitary [11]. Up to
local unitaries we may assume that U =
∑dA
j=1 |j〉〈j|⊗Uj
where Uj are all 2×2 unitary matrices, and the first three
of them are linearly independent. Up to local unitaries
on HB we may assume that U1 = I2 and U2 is diagonal.
Since U3 is a 2 × 2 unitary, the non-diagonal entries of
U3 have the same modulus. We can perform suitable
diagonal local unitaries to make the two entries equal
to the modulus. Then the resulting U1, U2 and U3 are
all symmetric. Since any Uj is the linear combination of
them, it is also symmetric. Hence, U is locally equivalent
to a symmetric matrix. This completes the proof. ⊓⊔
Equation (39) implies that performing the complex
conjugate on any bipartite unitary operation does not
change the entangling power, assisted entangling power,
and disentangling power of this operation. This phe-
nomenon could still hold for multipartite unitaries if we
generalize the definition of the three powers to multipar-
tite scenario. So we may regard the complex conjugate
as a local operation for nonlocal unitaries U , though the
U∗ is generally not convertible to U via LOCC. Neverthe-
less, they are convertible via stochastic LOCC. Since U of
Schmidt rank r can be used to generate a Schmidt-rank-r
entangled state, which can be converted with some prob-
ability into a uniformly entangled state of Schmidt rank
r implementing U∗ probabilistically. We construct the
protocol for the implementation in the next subsection.
B. A probabilistic protocol for implementing
bipartite unitaries
Given a bipartite unitary U , we may assume U =∑r
j=1 cjAj ⊗ Bj , where r is the Schmidt rank of U , and
Tr(A†jAk) = δjk = Tr(B
†
jBk), where δ is the Kronecker
delta symbol, and cj are positive coefficients. The uni-
tarity condition U †U = IAB implies that
IAB =
r∑
j,k=1
c∗kcjA
†
kAj ⊗B†kBj (40)
Taking partial trace over system A, we have IB =
1
dA
∑r
j=1 c
2
jB
†
jBj Similarly, IA =
1
dB
∑r
j=1 c
2
jA
†
jAj .
Hence { cj√
dA
Aj} could be a set of Kraus operators for
a quantum channel on system A, and { cj√
dB
Bj} could be
a set of Kraus operators for a quantum channel on system
B.
The unitary U can be implemented with some prob-
ability using the following protocol. Assume the input
state is |Ψ〉AB. Suppose there is a Schmidt-rank-r en-
tangled resource state |ψ〉 = 1√
r
∑r
j=1 |j〉e|j〉f , where e
and f are r-dimensional ancillary systems on the A and B
side, respectively. The protocol also uses r-dimensional
ancillary systems a and b on the A and B side, respec-
tively. The a and b are initialized in the state |0〉.
1. Perform a local unitary on Aa that implements a
quantum channel on A with
cj√
dA
Aj as Kraus operators,
so that the output of a in its computational basis contains
full information about which Kraus operator was applied
on A. (However, we do not perform a measurement on a
at this stage.) Similarly, perform a local unitary on Bb,
which implements a quantum channel on B with
cj√
dB
Bj
as Kraus operators.
2. Perform a local controlled-cyclic-shift gate on ae,
and measure e in the computational basis. Similarly,
perform a local controlled-cyclic-shift gate on bf , and
measure f in the computational basis. Perform a Fourier
gate on a and then measure a in the computational ba-
sis. Perform a different unitary on b with the first row
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in its matrix proportional to (1/c1, . . . , 1/cr), and then
measure b in the computational basis.
In general, the protocol implements the nonlocal uni-
tary U with probability 1/r3. However, when cj are
all equal, the above procedure implements the (possi-
bly non-unitary) operator Vlm =
∑r
j=1 e
2piimj/rAj ⊗
B1+(j+l−2) mod r for l,m ∈ {1, . . . , r}, and l,m take their
possible values with equal probabilities; hence, the suc-
cess probability is 1/r2 in this case.
VI. TWO CONJECTURES
In this section we discuss two conjectures, respectively
arising in the literature and this paper. The first con-
jecture is related to the dimension of reference systems
of input states saturating the assisted entangling power.
The second conjecture is to construct the upper bound of
assisted entangling power in terms of the Schmidt rank
of input bipartite unitaries. They both aim for a further
understanding of the assisted entangling power.
A. The dimension of reference systems of assisted
entangling power
If |ψ〉ARA:BRB maximizes the function E(U(|ψ〉)) −
E(|ψ〉) of (3), then we call it the assisted state of U , and
the dimensions of RA and RB are respectively denoted
as dRA and dRB . Let R
′′
A = RAR
′
A and R
′′
B = RBR
′
B be
a bigger reference system and |ϕ〉 a pure state of the sys-
tem R′AR
′
B. Then the state |ψ〉⊗|ϕ〉 ∈ HR′′AR′′B is another
assisted state of U . Hence, there are infinitely many as-
sisted states, and the dimension of reference system can
be arbitrarily large. On the other hand, it is an open
problem to derive the minimum dimension of reference
system, respectively denoted as doptRA and d
opt
RB
. As the
remarks in [2] suggest, it is an open problem to find doptRA
(or doptRB ) as a function of dA, dB only, or as a function
of U for generic U with a fixed pair of (dA, dB). So far
there is no evidence whether doptRA is finite. To estimate
the assisted entangling power, it was asked whether [44]
doptRA ≤ dA, (41)
doptRB ≤ dB. (42)
If U is a controlled unitary controlled from the A side,
then doptRB could be at most dB by Proposition 19 (ii). It
is a hint to the above conjecture. Since dA, dB , d
opt
RA
, and
doptRB are from the same pure state |ψ〉, we have sr(ψ) ≤
min{dAdoptRA , dBd
opt
RB
}, where sr means the Schmidt rank.
We do not know whether the two conjectured inequalities
(41) and (42) are independent.
B. The upper bound of assisted entangling power
In Proposition 19, we have obtained an upper bound
of assisted entangling power of bipartite controlled uni-
taries. We present a conjecture similar to Lemma 23.
Conjecture 27 Let U be a bipartite unitary. We have
log2 Sch(U) ≥ KEa(U) ≥ KE(U), (43)
and the two inequalities become equalities at the same
time. When they are equalities, the input state can be
chosen as a product state |Ψ〉ARA ⊗ |Φ〉BRB .
It would be a tighter upper bound than the first in-
equality in (37), because Sch(U) ≤ min{d2A, d2B}. Note
that if the assisted entangling power is replaced with the
entangling power, then the conjecture holds by definition.
We provide a few evidences supporting the conjecture.
The inequality holds for any two-qubit unitary U , whose
Schmidt rank can be 1,2, or 4 [2]. If Sch(U) = 2, then the
inequality follows from Lemma 9. If Sch(U) = 4, then the
inequality follows from Lemma 23. If U =
∑
j Pj ⊗Uj is
controlled with m terms, then Proposition 19 (i) implies
that the inequality in (43) holds when the Uj are linearly
independent. We prove a special case of (43). Suppose
the assisted state of U on HAB can be written as
|ψ〉 = √a|µ〉ARA:BRB +
√
1− a|ν〉ARA:BRB , (44)
where a ∈ [0, 1], and |µ〉, |ν〉 are orthogonal product
states, and the RB space of |µ〉 is orthogonal to that
of |ν〉. Then
KEa(U)
= E(U |ψ〉)− E(|ψ〉)
= S(TrBRBU |ψ〉〈ψ|U †)− S(TrBRB |ψ〉〈ψ|)
= S(aTrBRBU |µ〉〈µ|U † + (1 − a)TrBRBU |ν〉〈ν|U †)
−S(TrBRB |ψ〉〈ψ|)
≤ aS(TrBRBU |µ〉〈µ|U †) + (1− a)S(TrBRBU |ν〉〈ν|U †)
+H(a, 1− a)− S(TrBRB |ψ〉〈ψ|)
≤ aS(TrBRBU |µ〉〈µ|U †) + (1− a)S(TrBRBU |ν〉〈ν|U †)
≤ log2 Sch(U). (45)
The first inequality follows from Lemma 1 (ii). The sec-
ond inequality follows from Lemma 2 because the vector
des(a, 1 − a) is majorized by the Schmidt vector of |ψ〉
by [33, Corollary 4]. The last inequality follows from the
fact that |µ〉, |ν〉 are both product states.
If the RB space of |µ〉 is not orthogonal to that of |ν〉,
then we construct another pure state
|ϕ〉 = √a|µ〉ARA:BRB −
√
1− a|ν〉ARA:BRB . (46)
16
Then
min
x=U|ψ〉,U|ϕ〉
E(x)
≤ 1
2
E(U |ψ〉) + 1
2
E(U |ϕ〉)
≤ S(1
2
TrBRBU |ψ〉〈ψ|U † +
1
2
TrBRBU |ϕ〉〈ϕ|U †)
= S(aTrBRBU |µ〉〈µ|U † + (1− a)TrBRBU |ν〉〈ν|U †)
≤ aS(TrBRBU |ψ〉〈ψ|U †) + (1− a)S(TrBRBU |ϕ〉〈ϕ|U †)
+H(a, 1− a)
≤ log2 Sch(U) + E(ψ). (47)
The inequalities hold by arguments similar to that for
(45). Since E(ψ) = E(ϕ), we have
min{E(U |ψ〉)− E(|ψ〉), E(U |ϕ〉) − E(|ϕ〉)}
≤ log2 Sch(U). (48)
However we do not know whether the inequality holds
when the minimum is replaced with the maximum.
VII. CONCLUSIONS
In this paper we have analytically derived the en-
tangling power of Schmidt-rank-two bipartite unitary,
Schmidt-rank-three permutation unitary and some spe-
cial non-controlled unitary operations. In particular the
entangling power of any bipartite permutation unitary
of Schmidt rank three can only take one of two values:
log2 9 − 16/9 or log2 3 ebits. We have proposed the up-
per bound of the assisted entangling power of bipartite
controlled unitaries, and the necessary and sufficient con-
ditions for this upper bound. The entangling power, as-
sisted entangling power and disentangling power of 2×dB
permutation unitaries of Schmidt rank four are all 2 ebits.
These quantities are also derived for generalized Clifford
operators. We further show that any bipartite permuta-
tion unitary of Schmidt rank greater than two has entan-
gling power greater than 1.223 ebits.
We also have constructed GCNOT gates, which is a
parameterized Schmidt-rank-two bipartite unitary whose
assisted entangling power is 1 ebit. It generalizes the
known CNOT gate for two-qubit systems. Further we
have constructed the inequalities between entangling
power and assisted entangling power, and conditions by
which the inequalities hold. We also have shown the con-
nection to the disentangling power by proposing a prob-
abilistic protocol for implementing bipartite unitaries.
The next step is to analyze the conjectures in Sec. VI.
By studying the properties of the different types of entan-
gling power, we hope to get more insight into the ques-
tion of whether there is a bipartite unitary such that its
entanglement cost is strictly greater than its assisted en-
tangling power.
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Appendix A: The proof of Lemma 8
Proof. We prove the assertions when all Pj have rank
one. One can similarly prove the assertions.
(i) Let |α, β〉 be the critical state of U , where |α〉 =∑
j
√
pj |j, aj〉ARA ,
∑
j pj = 1, and pj > 0. Hence,
KE(U) = E(
∑
j
√
pj |j, aj〉ARA ⊗ (Uj)B |β〉BRB )
= E(
∑
j
√
pj |j〉A ⊗ (Uj)B|β〉BRB )
= E(U
∑
j
√
pj |j〉A ⊗ |β〉BRB )
≤ max
|α〉∈HA,|β〉∈HBRB
E(U(|α〉|β〉))
≤ KE(U). (A1)
The second equality follows from the fact that local
unitaries does not change the amount of entanglement.
Hence, the first equality in (12) follows. In particular,∑
j
√
pj |j〉A ⊗ |β〉BRB is another critical state of U .
The second equality in (12) follows from the definition
of E and the assumption |α〉 =∑dAj=1√pj |j〉, where pj ≥
0,
∑dA
j=1 pj = 1. To prove the inequalities in (12), we
note that KE(U) ≤ log2 Sch(U) is the definition of KE .
The last inequality of (12) follows from the definition of
U . The last assertion of (i) holds because U(|α, β〉) has
Schmidt rank at most Sch(U).
(ii) The proof is similar to that of (i). In particular,
the first equality in (13) follows by applying (12) to both
systems of U .
(iii) Equation (14) is trivial. An example for which the
inequality holds is U =
∑3
j=0 |j〉〈j| ⊗ σj . The entangling
power with a one-qubit ancilla RB initially maximally
entangled with B is 2 ebits, while the entangling power
without RB is 1 ebit.
On the other hand, an example for which the inequal-
ity does not hold is U =
∑dA
j=1 |j〉〈j|⊗Vj , where dA ≤ dB,
Vj are dB×dB permutation matrices whose (j, 1) element
is 1, and at the same time they do not have simultane-
ous singular value decomposition. One can easily verify
that such Vj exist. So U is not locally equivalent to a
controlled unitary from the B side. Evidently, U has
Schmidt rank dA, and thus KE(U) ≤ log2 dA. This up-
per bound is achievable, and a critical state of U is the
input state ( 1√
dA
∑dA
j=1 |j〉A)⊗ |1〉B. Using these results,
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(12) and (14) we have
log2 dA ≥ KE(U)
= max
|α〉∈HA,|β〉∈HBRB
E(U(|α〉|β〉))
≥ max
|α〉∈HA,|β〉∈HB
E(U(|α〉|β〉))
= log2 dA. (A2)
Hence the equality in (14) holds.
(iv) The assertion follows from (A1) and (13). This
completes the proof. ⊓⊔
Appendix B: The proof of Lemma 12
Proof. Since U is unitary, V1 and V3 are also unitary
matrices. So U is a controlled unitary controlled from
both A and B sides. Applying Lemma 8 to (20), we have
KE(U) = max
pj≥0,
∑
3
j=1 pj=1, |β〉∈HB
S(p1|β〉〈β| + p2|β1〉〈β1|+ p3|β2〉〈β2|),(B1)
where |β1〉 = (Im ⊕ In ⊕ V1)|β〉 and |β2〉 = (Im ⊕ V3 ⊕
Ip)|β〉. There is a unitaryW =W1⊕W2⊕W3, such that
W |β〉 = (a, 0, · · · , 0, b, 0, 0, · · · , 0, c, 0, 0, · · · , 0),
W |β1〉 = (a, 0, · · · , 0, b, 0, 0, · · · , 0, c1, c2, 0, · · · , 0),
W |β2〉 = (a, 0, · · · , 0, b1, b2, 0, · · · , 0, c, 0, 0, · · · , 0),
(B2)
where |b1|2 + |b2|2 = |b|2 and |c1|2 + |c2|2 = |c|2. Let
X = Im ⊕X1 ⊕ In−2 ⊕X2 ⊕ Iq−2 be a unitary operator
with 2 × 2 unitary matrices X1, X2. We can find an X
such that the first entry of X1(b1, b2)
T is the same as
that of X1(b, 0)
T , and the first entry of X2(c1, c2)
T is the
same as that of X2(c, 0)
T . Now we can find a suitable
unitary Y such that each of the three states Y XW |β〉,
Y XW |β〉, and Y XW |β〉 contains exactly three nonzero
entries. They are in the same rows of the three states. Let
|β′〉, |β′1〉 and |β′2〉 be qutrits which respectively consist
of the three nonzero entries. We may assume |β′〉 =
(a, b′, c′)T , |β′1〉 = (a, b′, c′eiα)T , and |β′2〉 = (a, b′eiβ , c′)T .
Since the von Neumann entropy is invariant up to unitary
transformation, (B1) implies that
KE(U) = max
pj≥0,
∑
3
j=1 pj=1, |a|2+|b′|2+|c′|2=1, c≥0
S(ρ), (B3)
where the state ρ = p1|β′〉〈β′| + p2|β′1〉〈β′1| + p3|β′2〉〈β′2|.
By computation we have det ρ = p1p2p3|ab′c′(1−eiα)(1−
eiβ)|2. It follows from the restriction in (B3) that det ρ ≤
16
729 . Hence,
KE(U) ≤ max
σ≥0, Trσ=1, rankσ≤3, detσ≤ 16729
S(σ). (B4)
Let the three eigenvalues of σ be λ1, λ2 and λ3 in the as-
cending order. Since detσ ≤ 16729 , the eigenvalues cannot
be all equal. That is, we have either λ1 < λ2 or λ2 < λ3.
Assume that the maximum of (B4) is achieved when
detσ < 16729 . If λ1 < λ2, then we can find a small ǫ > 0 to
construct a quantum state σ′ of three eigenvalues λ1+ ǫ,
λ2−ǫ, and λ3 still in the ascending order, and at the same
time detσ′ ≤ 16729 . Since σ′ ≺s σ, it follows from Lemma
2 that S(σ′) > S(σ). It gives us a contradiction with the
assumption. One may similarly find the contradiction
when λ2 < λ3. So the maximum of (B4) is achievable
when detσ = 16729 . Since detσ = λ1λ2λ3 and
∑3
j=1 λj =
1, using the inequality λ2 + λ3 ≥ 2
√
λ2λ3 we obtain
1− λ1 ≥ 8
27
√
λ1
. (B5)
The inequality holds only if λ1 ≥ 1/9. Using the upper
bound λ1 ≤ 1/3, one can plot S(σ) as the function of
λ1 and show that the maximum is achievable when λ1 =
1/9, λ2 = λ3 = 4/9. It follows from (B4) that KE(U) ≤
log2 9 − 16/9. The equality holds for the permutation
unitaries that fit into the form (20), as shown in the proof
of [6, Proposition 1]. This completes the proof. ⊓⊔
Appendix C: The proof of Proposition 15
Proof. Since U has Schmidt rank three we have n ∈
[1, dB − 2]. Suppose the input state is |α, β〉ARA,BRB =∑2
j=1 aj |j, αj〉ARA ⊗
∑dB
k=1 bk|k, βk〉BRB . The entangling
power of U is equal to the maximum amount of entan-
glement contained in the state
U |α, β〉ARA,BRB
=
√
x
2∑
j=1
aj |j, αj〉ARA
n∑
k=1
ck|k, βk〉BRB
+ a2
√
1− x|1, α2〉ARA
dB∑
k=n+1
ck|k, βk〉BRB
+ a1
√
1− x|2, α1〉ARA
dB∑
k=n+1
ckC|k〉|βk〉BRB
:=
√
x|ψ1〉+ a2
√
1− x|ψ2〉+ a1
√
1− x|ψ3〉, (C1)
where the parameters x =
∑n
k=1 |bk|2, and ck = bk√x for
k ≤ n, and ck = bk√1−x for k > n. Besides, the three
product states |ψ1〉, |ψ2〉, and |ψ3〉 are pairwise orthogo-
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nal. We have
KE(U) = max
x,aj ,αj,ck,βk
S
(
xTrBRB |ψ1〉〈ψ1|+
(1− x)TrBRB (a2|ψ2〉+ a1|ψ3〉)(a∗2〈ψ2|+ a∗1〈ψ3|)
)
≤ max
x,aj ,αj ,ck,βk
[H(x, 1− x) +
(1− x)S
(
TrBRB (a2|ψ2〉+ a1|ψ3〉)(a∗2〈ψ2|+ a∗1〈ψ3|)
)
]
= max
x,aj ,ck,βk
[H(x, 1− x) +
(1− x)S
(
TrARA(|a2|2|ψ2〉〈ψ2|+ |a1|2|ψ3〉〈ψ3|)
)
].
(C2)
The inequality follows from Lemma 1, and the last equal-
ity follows from C1. The inequality becomes the equal-
ity when |α1〉 and |α2〉 are orthogonal. This is achiev-
able, because |α1〉 and |α2〉 do not appear in the von
Neumann entropy of the final equation of (C2). The
entropy is upper bounded by the entangling power of
V = |1〉〈2| ⊗ IB + |2〉〈1| ⊗ C, which can be obtained us-
ing the paragraph above Proposition 10. Let the entan-
gling power of V be a positive constant M ≤ 1. Thus,
KE(U) ≤ H(x, 1 − x) + (1 − x)M . It is maximized at
x = 1eM+1 by considering the behavior of its first deriva-
tive in the whole range (0, 1). We have thus obtained the
assertion. This completes the proof. ⊓⊔
Appendix D: The proof of Proposition 18
Proof. Assume that the claim holds for any (and
all) bipartite permutation unitary which is not BCPU
from the A side. (The definition of BCPU is just above
Lemma 7.) We assert that under such assumption, the
claim holds for any U which is a BCPU from the A side,
say U = (⊕j)AVj , where the dj × dB bipartite unitary
Vj is not a BCPU from the A side, and
∑
j dj = dA. If
one of the Vj ’s has Schmidt rank greater than two, then
the assertion follows from Lemma 7 and the assumption.
So any Vj has Schmidt rank of at most two, and it is a
controlled unitary [7]. If the A-direct sum of some Vj ’s
has Schmidt rank three then the assertion follows from
Lemma 7 and Proposition 13. So it suffices to consider
the case that k terms of Vj ’s (k ≥ 2) each have Schmidt
rank one or two and their A-direct sum has Schmidt rank
four. Suppose k is the minimum integer such that the
previous sentence holds. Suppose k ≥ 3; then under the
condition established above that the A-direct sum of any
set of Vj ’s has Schmidt rank not equal to three, it must be
that any k− 1 terms in the k terms satisfy that their A-
direct sum has Schmidt rank two, and we may view these
terms as one Vj in the argument below. Then it suffices to
prove the assertion when k = 2, i.e., when U = V1 ⊕A V2
has Schmidt rank four, where V1 and V2 are of Schmidt
rank two. From [6, Lemma 15(i)], any bipartite permu-
tation unitary of Schmidt rank two is equivalent under
local permutation unitaries to a controlled-permutation
unitary with two terms, where the direction of control
may be from either side. If one of V1 and V2 is controlled
from the A side with two terms, then the assertion follows
again from Lemma 7 and Proposition 13.
So we may assume Vj = Wj ⊗ Pj + Xj ⊗ Qj for
j = 1, 2, where Wj and Xj are the direct sum of a per-
mutation matrix of order dj with a zero matrix of or-
der d3−j , and Pj and Qj are two partial permutation
matrices of order dB such that Pj + Qj is a permuta-
tion matrix. From U = V1 ⊕A V2, there is no com-
mon nonzero row or column for the pair of matrices W1
and W2, and the same holds for the pairs of matrices
(W1, X2), (X1,W2), and (X1, X2). Since U = V1 ⊕A V2
has Schmidt rank four, the four matrices P1, P2, Q1, Q2
are linearly independent. We can find a Schmidt-rank-
two uniformly entangled state |α〉ARA such that the four
states (Yj ⊗ IRA)|α〉ARA are pairwise orthogonal, where
Yj = W1, X1,W2, and X2; a type of choice of such state
is given by 1√
2
(|j〉A ⊗ |1〉RA + |k〉A ⊗ |2〉RA), where |j〉A
and |k〉A are computational basis states, andW1|j〉A and
X1|j〉A are nonzero and orthogonal to each other, and
W2|k〉A and X2|k〉A are nonzero and orthogonal to each
other, and W2|j〉A = X2|j〉A = W1|k〉A = X1|k〉A = 0.
We can also find another Schmidt-rank-two uniformly en-
tangled state |β〉BRB such that three of the four states
(Zj ⊗ IRB )|β〉BRB are pairwise orthogonal where Zj =
P1, Q1, P2, and Q2. The fourth state is either the same
as one of the three states, or orthogonal to all of them.
Let |α〉ARA ⊗ |β〉BRB be the input state; then the corre-
sponding amount of output entanglement is either 2 ebits
or − 23 log2 23 − 2× 16 log2 16 = log2 3− 13 > 1.251 ebits. So
the assertion holds. From now on we assume that U is
not a BCPU. If U is of Schmidt rank three, the claim al-
ready follows from Proposition 13. Thus, in the following
we assume U is of Schmidt rank at least four.
Suppose U contains at least three nonzero blocks in
one big column. We may assume that the big column
is the first big column in U , and its first three blocks
are nonzero. Up to local permutations on B we may as-
sume that the j’th column of the j’th block is nonzero
for j = 1, 2, 3. Let the initial state on ARA be a prod-
uct state |1〉A|1〉RA , and let the initial state on BRB be
|φ〉BRB = 1√3
∑3
j=1 |j〉B|j〉RB . We obtain that the out-
put entanglement is exactly log2 3 ebits and the assertion
holds.
Hence, U =
∑dA
j,k=1 |j〉〈k|⊗Ujk has exactly two nonzero
blocks in every big column. We consider the four blocks
that are the intersections of two big rows and two big
columns in U . Denote V as the submatrix formed by
these four blocks. We have V =
∑2
j,k=1 |j〉〈k| ⊗ Ujk,
where each Ujk is a dB × dB partial permutation matrix.
Suppose there is a V such that all four blocks in it
are nonzero. Since each big column of V contains the
only nonzero blocks in the corresponding big column of
U , all columns of V are nonzero. Thus, V contains 2dB
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nonzero elements; hence, all rows of V are nonzero, and
V is a permutation matrix. Since U is not a BCPU, we
obtain U = V . Then since we assumed previously that
U is of Schmidt rank at least four, the Schmidt rank of
U is exactly four. The assertion follows from Proposition
17.
It remains to consider the case that any V contains at
most three nonzero blocks. The above assumptions imply
that there is a V containing exactly three nonzero blocks.
Assume that any V has Schmidt rank smaller than three.
Then up to local permutation matrices we may assume
that U11 = Ir ⊕ 0dB−r and U12 = U21 = 0r ⊕ P , where
r ∈ [1, dB − 1] and P is a permutation matrix. Up to
local permutation unitaries we may assume U23 6= 0 and
U32 6= 0. Applying the above assumption about V to
the four blocks U11, U12, U31, U32, we get that U32 = U11.
Similarly, U23 = U11. Up to local permutation unitaries
we may assume U34 6= 0 and U43 6= 0. Applying the above
assumption about V to the four blocks U12, U14, U32, U34,
we have U34 = U12. Similarly, U43 = U12. Continuing in
this vein, and noting that U is not a BCPU, we get that
U has Schmidt rank two. It is a contradiction and thus
there exists a V of Schmidt rank three.
Up to local permutation matrices, the three nonzero
blocks of V are U11 = Ir ⊕ 0dB−r, U12, and U21. Up to
local permutations on HA we may assume that U23 is the
other nonzero block in the second big column of U . The
first r rows of U12 are zero, and the first r columns of
U21 are zero. Since V is of Schmidt rank three, we can
find four integers s, t, u, v, such that s > r and v > r,
and |1〉〈1|, |s〉〈t|, and |u〉〈v| are pairwise different entries
and respectively belong to U11, U12, and U21. We choose
a nonnormalized input state |ψ〉 = (|11〉 + |22〉)ARA ⊗
[|11〉+(1−δ1,t)(1−δv,t)|tt〉+|vv〉]BRB . The corresponding
output state is U |ψ〉 = 12 |11〉ARA⊗|b1〉BRB+ 12 |12〉ARA⊗
|b2〉BRB + 12 |21〉ARA ⊗ |b3〉BRB + 12 |32〉ARA ⊗ |b4〉BRB .
In the cases t = 1 or v = t, we have 〈b1|b2〉 =
〈b1|b3〉 = 〈b2|b3〉 = 0, and |b4〉 may be equal to |b1〉
or |b3〉, or orthogonal to all of |b1〉, |b2〉, and |b3〉.
Thus, the entanglement of the output state is 2 ebits
or −2× 14 log2 14 − 12 log2 12 = 1.5 ebits.
The remaining case is that t, v, 1 are three distinct
integers. Since U is a permutation matrix, we have
〈b1|b2〉 = 〈b1|b3〉 = 〈b2|b4〉 = 0, but 〈b2|b3〉 may be 0 or
1√
2
, since we may always choose the integers s, t, u, v such
that 〈b2|b3〉 6= 1, and we indeed make such choices here to
maximize the output entanglement. An example for the
case 〈b2|b3〉 = 1√2 is given by r = 1, U12 = 01 ⊕ 11 ⊕ 01,
and U21 = 01 ⊕ 12, where xk is x times the identity ma-
trix of order k; in such case t = 2 and v = 3. The case
that 〈b2|b3〉 = 0 would give rise to an output entangle-
ment which is too large, thus, in the following we assume
〈b2|b3〉 = 1√2 . Under such condition, it is not hard to
show that 〈b1|b4〉 and 〈b3|b4〉 may be 0, 12 , 1√2 , or 1.
Since U11 and U21 are partial permutation matrices
and do not have a common nonzero column, if one of
the two quantities 〈b1|b4〉 and 〈b3|b4〉 is equal to 1, the
other must be 0. Among the possible cases, the case
with the smallest entanglement of the output state is
when 〈b2|b3〉 = 1√2 , and one of 〈b1|b4〉 and 〈b3|b4〉 is
1 (and the other is 0). The entanglement of the out-
put state is H(14 ,
3+
√
5
8 ,
3−√5
8 ) > 1.223 ebits in this case,
where H({x1, . . . , xn}) := −
∑n
j=1 xj log2 xj is the en-
tropy function.
In summary, KE(U) > 1.223 ebits and the claim holds.
⊓⊔
Appendix E: The proof of Proposition 19
Proof. (i) The last inequality in (25) is obtained by
the definition of KEa(U) and KE(U). Let us prove the
equality in (25). Let ρARABRB = |ψ〉〈ψ|ARABRB . We
have
E(U(|ψ〉)) − E(|ψ〉)
= S
[
TrARA
(
(
m∑
j=1
Pj ⊗ Uj)AB(ρARABRB )
(
m∑
k=1
Pk ⊗ U †k)AB
)]
− S(ρBRB )
= S(
m∑
j=1
UjMjU
†
j )− S(ρBRB ), (E1)
where Mj = TrARA
(
(Pj)AρARABRB
)
, ∀j. Hence∑
jMj = ρBRB and each Mj is a positive semidefinite
matrix. Since ρBRB is arbitrary, we obtain the equality
in (25) by the definition of KEa(U).
It remains to prove the first inequality in (25). We
present two different proofs. The first is simpler but the
second proof is useful in the proof of (ii) below. The
first proof is that the controlled unitaries with m terms
can be implemented using a simple protocol in [13] using
a maximally entangled state of Schmidt rank m, which
contains log2m ebits; thus, Ec(U) ≤ log2m, and from
(5) we obtain KEa(U) ≤ log2m. The second proof is as
follows. We use the quantity in the third line of (25) in
place of KEa(U). Let M
′
j = UjMjU
†
j for j = 1, · · · ,m.
We have
S(
∑
j
UjMjU
†
j )− S(ρ)
≤ S(
∑
j
M ′j)−
∑
j
TrMj · S( Mj
TrMj
)
= S(
∑
j
TrM ′j
M ′j
TrM ′j
)−
∑
j
TrM ′j · S(
M ′j
TrM ′j
)
≤ H({TrM ′j}). (E2)
The first inequality follows from the concavity of von
Neumann entropy and ρ =
∑
jMj =
∑
j TrMj · MjTrMj .
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The equality in (E2) holds because the von Neumann
entropy is invariant under unitary operations. The sec-
ond inequality in (E2) follows from the first inequality in
(11), and the observation that {TrM ′j} is a probability
distribution. Since j = 1, · · · ,m, we have H({TrM ′j}) ≤
log2m and the first inequality in (25) holds.
(ii) Suppose the first inequality in (25) becomes the
equality. It is equivalent to the condition that both in-
equalities in (E2) become equalities, and H({TrM ′j}) =
log2m. It implies that any M
′
j is nonzero. Lemma 1 im-
plies that Mj ∝ ρ for any j, and M ′jM ′k = 0 for j 6= k.
Since H({TrM ′j}) = log2m and M ′j = UjMjU †j , we have
Mj =
1
mρ. Thus,
ρ(U †jUk ⊗ IRB )ρ = 0 (E3)
for any j, k and j 6= k. Since ρ is a mixed state, we can
project it onto a pure state in the Schmidt decomposi-
tion, namely |ψ〉 = ∑i√ci|ai, bi〉. Then (E3) becomes∑
i ci〈ai|U †jUk|ai〉 = 0. Setting σ =
∑
i ci|ai〉〈ai| implies
the “only if” part except that j < k is also allowed. It
can be excluded because Tr(σU †jUk) = 0 is equivalent to
Tr(σU †kUj) = 0. On the other hand the “if” part follows
by assuming Mj =
1
mρ for j = 1, · · · ,m.
To prove the last-but-one assertion, if Ui are all diago-
nal then so are U †jUk. Since Tr(σU
†
jUk) = 0 for all j 6= k,
we have Tr(σ′U †jUk) = 0 for all j 6= k, where σ′ is the
diagonal matrix whose diagonal entries are the same as
those of σ. So σ′ is still a quantum state.
To prove the last assertion, if Ui are all real, then
Tr(σ∗U †jUk) = 0 for all j 6= k. The sum of this equa-
tion and Tr(σU †jUk) = 0 implies Tr(σ
′U †jUk) = 0 where
σ′ = σ+σ
∗
2 is real.
(iii) The last claim follows from the first claim. If
KE(U) = log2m, then KEa(U) = log2m by (i). It suf-
fices to prove the statement that KEa(U) = log2m im-
plies KE(U) = log2m. The statement follows from (ii)
and Lemma 8 (i).
(iv) The statement follows from assertion (i) and
Lemma 8 (i). This completes the proof. ⊓⊔
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