ABSTRACT Millimeter Wave (mmWave) technology coupled with full duplex (FD) communication has the potential of increasing the spectral efficiency. However, the self-interference (SI) encountered in the FD mode and the ubiquitous multi-user interference (MI) contaminates the signal. Furthermore, the system performance may also be limited by channel aging that arises because of the time-varying nature of the channel. Therefore, in this paper, we conceive FD hybrid beamforming (HBF) for K -user multipleinput multiple-output (MIMO)-aided orthogonal frequency division multiplexing (OFDM) using learningaided channel prediction. We first derive a joint precoder and combiner design for full duplex K -user MIMO-OFDM interference channels, where we aim for minimizing both the residual SI and the MI, followed by an iterative hybrid decomposition technique developed for OFDM systems. Then, we propose a learningaided channel prediction technique for systems suffering from channel aging relying on a radial basis neural network, where we show by simulation that upon using sufficient training, learning-assisted channel prediction can faithfully estimate the current channel. Furthermore, we demonstrate by simulations that our proposed joint hybrid precoder and combiner design outperforms the popular Eigen beamforming (EBF) technique by about 5 dB for a 128 × 32-element MIMO aided OFDM system having 32 sub-carriers.
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I. INTRODUCTION
The rapid proliferation of wireless devices has led to escalating tele-traffic. Given that the dearth of spectral resources at sub-6 GHz frequencies limits the attainable data rates, harnessing the large bandwidth reserves available at mmWave frequencies appears to be an attractive proposition for accommodating high-data rate transmissions, despite the high path loss [1] . Furthermore, until recently, it has been believed that the bidirectional communication in the same frequency is prevented by the high self interference (SI) that results from its own transmission [2] . However, the pioneering studies reported in [3] - [5] conceived a solution for simultaneous transmission and reception in the same physical resource block. This philosophy of simultaneous transmission and reception is termed as full-duplex (FD) communication.
Recently, FD communication has captured the attention of the wireless community, given its potential of doubling the spectral efficiency. Hence, combining the concept of full duplex communication with mmWave technology is a promising solution to attain further high spectral efficiency. It is instructive to note that the SI cancellation at the local receiver is typically carried out by an amalgamation of passive and active methods [3] , [6] . The passive methods include antenna isolation, where the SI suppression is carried out by increasing the path loss relying on the antenna separation and the angular position of the antenna array (AA) [5] . In contrast to the passive methods, the active methods rely on the information of the transmitted signal and they are typically carried out by pursuing three different approaches [7] , namely radiofrequency (RF) cancellation, antenna cancellation, and digital cancellation. In the RF cancellation, the known transmitted signal is used as a reference signal, where the transmitted signal is reconstructed in the RF and subtracted from the received signal so as to remove the SI. In the antenna cancellation, the SI is suppressed by adding the two opposite phase replicas of the transmitted signal by utilizing multiple transmit and receive antennas [8] . By contrast, digital cancellation is typically carried out along with the RF and antenna cancellation to further improve the suppressing of the SI in the baseband [8] , [9] . In other words, the digital cancellation shares the burden of the imperfections in the analog cancellation. However, the advantages obtained by employing RF-and-digital cancellation to suppress the SI may be circumscribed because of the undesired distortions at in the face of high non-linearities in the I/Q imbalance, power amplifier, and phase noise [2] . The residual SI is particularly high in mmWave systems because of the increased imperfections of the mmWave power amplifiers having a high gain times bandwidth product. In literature, most of the contributions on the FD has been focused on MIMO relaying systems with SI cancellation [10] - [14] , while the related upper-layer work includes dynamic resource allocation conceived for FD systems [15] . Upon considering the limitations of the input circuitry, Day et al. derived both the upper and lowers bounds of the achievable sum rate for FD MIMO [16] . Furthermore, Everett et al. [17] provided the performance analysis for FD infrastructure nodes in the context of passive SI cancellation. More recently, we proposed a HBF design for a single user mmWave link [18] , where we demonstrated the suppression of the residual SI upto 30 dB.
Although mmWave frequencies have abundant bandwidth resources for supporting large numbers of users, they suffer from high propagation losses due to atmospheric absorption, foliage attenuation and rain induced fading, which typically results in low signal-to-noise ratio (SNR) at the receiver. Hence, to mitigate the propagation losses high-gain directional transmission has to be employed. In mmWave communications, typically a hybrid architecture is employed, where both analog and digital signal processing aided SI-cancellation is carried out for reducing both the cost and hardware complexity [19] . To elaborate further, in hybrid systems, the signals are digitally precoded using a transmit precoder (TPC) in the baseband and then phase shifted in the RF using analog phase shifters before they are finally transmitted. Additionally, it is instructive to note that beamforming plays an important role in mitigating the SI, where the received signal is concentrated in a particular direction, thereby reducing the amount of SI it experiences in contrast to the omni-directional transmission. In the state-of-the-art, two HBF designs are reported, namely fully-connected and sub-array-connected architectures [20] , [21] .
In this paper, we focus our attention on full duplex HBF for K -user frequency selective interference channels. Most of the recent work in frequency selective HBF is focused on codebook design. Alkhateeb and Heath [22] developed codebooks for spatial multiplexing in wideband channels, followed by a hybrid precoding technique relying on popular Gram-Schmidt orthonormalization. Yu et al. [23] conceived the hybrid precoder design for frequency selective channels by formulating the problem as a norm distance between the optimal fully-digital precoder and the hybrid combination. In [24] , a heuristic hybrid precoding design was derived for SU-MIMO OFDM systems which maximizes the achievable rate of the system. Kong et al. [25] discussed an iterative hybrid precoding technique, which aims for maximizing the sum-rate of all users. However, the effectiveness of the proposed algorithm is heavily reliant on the type of the frequency scheduling adopted. Furthermore, the proposed algorithm is only suitable when the total transmit power constraint is considered, whilst in practice, the precoders are designed by considering the more strict per sub-carrier transmit power. Additionally, Sohrabi and Yu [26] proposed a heuristic hybrid precoding design for a single-user mmWave system. However, this design works only for the setting when the digital precoder obeys the orthonormal property, which is typically not the case in face of multi-user interference.
On the other hand, the above-mentioned techniques rely on the idealized simplifying assumption of having perfect VOLUME 7, 2019 channel state information (CSI). However, this assumption is unrealistic [27] . This is because, typically in the FDD systems, the channel is estimated at the receiver in the downlink and feedback to the transmitter in the uplink, where the transmitter leverages the CSI to enhance the system performance [28] . However, the CSI acquired at the transmitter is imperfect owing to the estimation errors introduced by the non-linear components in the hardware and channel estimation per se. These errors in the CSI would be exacerbated at the transmitter when the ubiquitous phenomenon of channel aging is also considered [27] . To elaborate, the channel aging is a phenomenon that mainly arises because of the mobility of the users relative to the base station (BS). As a result, the channel information arriving at the transmitter would become outdated [27] . It should be noted that channel aging may also arise because of the phase noise due to local oscillators, which causes Doppler shift [29] .
To counter the effects of channel aging that arises due to Doppler shift in frequencies, an extensive body of work is focused on channel prediction [27] , [30] - [32] . However, when the channel is subjected to high Doppler spreads, these techniques do not accurately predict the channel.
More recently, artificial neural network (ANN)-aided wireless transmission has gained substantial attention owing to its accurate predictions, which is often superior to conventional methods dispensing with learning [33] . The state-of-the-art designs of the localization literature are focused on learning [34] - [36] . More particularly, learning based approaches used in localization have been shown to be more effective in terms of minimizing the location error. Wang et al. [37] validated by experimental demonstration that a CSI-based fingerprint relying on the deep learning approach achieves better performance than that of its counterparts. An experimental study of indoor localization conducted by Chen et al. [38] also attributed its superior performance to learning, where the authors invoke a convolutional neural network assisted learning scheme.
Inspired by this, in this paper we resort to a neural network based approach for channel prediction. In other words, we predict the channel using pilot-assisted channel estimate, which will become outdated by the time they reach the transmitter for beamforming or precoding, relying on a neural network-aided learning technique. More particularity, we employ a radial basis neural network for channel prediction, where the transmitter employs HBF relying on the channel predicted from the pilot-assisted channel estimates acquired at the receiver and signaled to the transmitter. Historically, radial basis functions were introduced for the purpose of exact function interpolation [39] . In other words, a linear combination of radial basis functions is capable of reproducing or interpolating a function with maximum fidelity. Motivated by this, in this treatise, we invoke a radial basis neural network. The construction and the design of the network for channel prediction is elucidated later in this paper.
Against this background, to best of our knowledge, this is the first paper studying the FD HBF designed for K -user MIMO-OFDM interference channels operating in mmWave communications using learning-aided channel estimation. Table 1 contrasts our design to state-of-the-art. More explicitly, our contributions in this paper are summarized as follows. Our specific contributions in this paper are as follows.
1) We derive a precoder and combiner design for K -user frequency selective interference channels which minimizes both the SI and multi-user interference (MI) in mmWave systems using beamforming. In this design, we aim for preserving the signal dimension, while mitigating the interference. 2) We develop an iterative matrix decomposition for hybrid precoding aided OFDM systems, where the digital TPC weights are employed in the OFDM scheme's frequency-domain, while the analog RF beamformer weights are applied to the time-domain signal. 3) To counteract the effects of channel aging, we propose a learning-assisted channel prediction relying on a radial basis function neural network, where we show by simulation that upon involving sufficient training neural network-aided channel prediction can faithfully reproduce the current channel. 4) We empirically show that depending on the Doppler spread, the neural network used for channel predictions has to be periodically retrained. In other words, we demonstrate by simulations that the overhead involved in the CSI feedback for faithful reproduction of the actual channel at the transmitter is low for lower Doppler spreads.
66070 VOLUME 7, 2019 5) We show by our simulations that the proposed HBF design outperforms the classic EBF by more than 5 dB at sum rate of 40 bps/Hz. The rest of the paper is organized as follows. In Sec. II, we detail both the system and channel models considered. The derived precoder and combiner design is detailed in Sec. III, while the iterative hybrid decomposition is developed in Sec. IV. Finally, our simulation results and conclusions are presented in Sec. VI and Sec. VIII, respectively.
Notations: We use A for matrices, a for vectors, and I for identity matrix, while we use H for the Hermitian transpose. Finally, U, and CN represent the uniform distribution and the complex-valued normal distribution respectively.
II. SYSTEM MODEL
In this paper, we consider a K -user interference channel, where the users are communicating over a mmWave channel. To counter act the channel-induced dispersion, each user employs OFDM based transmission [40] . Fig. 1 depicts the K -user interference channel, where each user communicates with its intended receiver. As an example, in Fig. 1 , Nodes 1 and 2 operate in full duplex mode, while all other nodes operate in half duplex mode 1 . To elaborate further, User 1 at Node 1 is transmitting to its receiver at Node 2 over the wireless channel H 11 , while User 2 at Node 2 is transmitting to its receiver at Node 1 over the channel H 22 . Likewise, the user at Node 3 is transmitting to its respective receiver over the channel characterized by the matrix H 33 and so forth, while the channel matrix H ij , i = j represents the interfering channel from transmitter i to the receiver j. For example, in Fig. 1, H 31 is the interfering channel between transmitter 3 and receiver 1.
In this paper, we aim for designing the hybrid precoders that minimize the MI for users operating in the half duplex mode and both the MI as well as SI for the users in the FD mode. A similar approach can be used when all the users are in full duplex mode by considering the respective interference channels. It is instructive to note that the users at Nodes 1 and 2 of Fig. 1 transmit and receive simultaneously, as shown in Fig. 2 . It can be seen from Fig. 2 that both nodes are equipped with N t transmit and N r receive antennas. Furthermore, the architecture of the transmitter and receiver of each node rely on the fully-connected architecture as shown in Fig. 2 , where the signals in the baseband are digitally precoded and then phase shifted in the analog RF domain before transmission.
Furthermore, the transmit and local receive AAs at each node may be positioned at different angles with a separation D between the arrays as shown in Fig. 3 . The placement of the AAs also plays an important role in mitigating the SI. The SI can be reduced by increasing the separation D between the arrays, whilst also relying on the appropriate angle θ . Intuitively, it can be seen that when D = 0 and 1 The design applies to any configuration, where any node can be FD or HD. In this paper, we used this example for simplifying explanation. are the number of RF chains at the transmitter and receiver, respectively. Then, the received signal vector y for the n th sub-carrier after combining at the i th receiver node is given by 2
where n is the noise vector of dimension N (i) r , whose elements obey the distribution
s , H ji is the mmWave channel matrix of size N r × N t spanning from the j th node transmitter to the i th node 2 With slight abuse of notation, we represent the matrices
as the precoder matrices of the transmitter causing SI at the node i. 
, N is the number of sub-carriers, while the distribution of α n p n c is ∼ CN (0, 1). For a uniform linear array (ULA) having N r and N t antenna elements the response vectors a r and a t are expressed as:
where θ t and φ r , N c and N p are the angles of departure (AOD) and arrival (AOA) as well as the number of clusters and rays, respectively. Furthermore, H
SI is the near-field SI channel. Typically, when the Tx and Rx are geographically separated by a distance of R • ≥ 2D 2 /λ as shown in Fig. 4 (a) , where D is the measure of the antenna aperture, the underlying assumption is that the signal ray strikes the AA as a planar wave [42] , where all the rays experience the same propagation losses. However, in the FD mode the transmit and local receive AAs are closely spaced, which violates the planar wave assumption. Hence, a more realistic spherical wavefront is considered, as shown in Fig. 4(b) . Under the spherical wavefront assumption the SI channel coefficients are given by [7] , [43] [H
where ρ is the normalization factor introduced for ensuring
F ] = N t N r and r pq is the distance between the p th element of the transmitter and q th element of the receiver [7] , which is given by (8) , as shown at the bottom of the next page. Thus the SI channel by accounting the reflected path is expressed as
where H r follows the statistical channel model given in (2) and κ is the Rician factor. It is important to note that while the
is independent of any fading and can be estimated without any overhead, the channel matrices H r [n] and H ji [n] have to be estimated periodically by pilots. Furthermore, given the large number of antennas, the overhead involved in pilot-assisted channel estimation would typically be high and scales with the number of antennas [44] - [47] . However, exploiting the sparsity of the mmWave channel is capable of reducing the overhead required for channel estimation [48] , where D is the separation between the transmit and receive AAs, while is the angular orientation of the transmit AA with respect to the receive AA, as shown in Fig. 3 .
In the next section, we discuss the precoder and combiner design proposed that mitigates both the SI and the MI.
III. PROPOSED PRECODER AND COMBINER DESIGN
In this section, we discuss the precoder and combiner design proposed for the system model of (1) which reduces both the SI and the MI. To design the hybrid precoders of (1), we first derive the fully-digital optimal precoder and combiner. After obtaining the fully-digital solution, we decompose the fullydigital precoder into analog RF beamformer and digital TPC matrices.
To arrive at the fully-digital solution, we set
Then, the system model in (1) reduces to
The second and third terms of (10) represent the SI and the MI, respectively. Then, the total interference plus noise (TI) at the receiver Node i is
Upon denoting the co-variance matrix of the interference plus noise power at the receiver Node i by Q (i) [n], we have
with R (i) [n] represented by
where
SI is the SI power, P (j) is the power of the j th user, and σ 2 is the noise power. Our aim is to evaluate W and F so that the interference power Q (i) at the receiver is minimized while also preserving the signal dimensionality, i.e.
where R (i) [n] is a positive definite matrix (R (i) [n] 0), the optimal solution is given by
and α is the normalization factor given by
Proof: See Appendix. We can see from (16) 
opt is dependent on the matrix F (i) , while our aim is to jointly evaluate W and F. Therefore, we resort to an alternating design, where we initialize F (i) to the right singular vector of the channel matrix H ii to obtain W (i) opt . We then proceed to design the precoder matrix F (i) by considering the interference imposed by the transmitter of Node i upon the local receiver of the same node. More explicitly, we aim for specifically designing the precoder to minimize the interference inflicted upon the unintended receivers due to its own transmission.
Algorithm 1 HBF Design Proposed for FD System
Step 2 until convergence of (15) and (21) is reached.
Let us consider the total interference imposed by the transmitter j on the unintended receivers, which is given by
where S (j) [n] is given by 3
Similar to (14) , our objective here is to minimize the interference power S (j) caused by the transmitter. Thus, the associated constrained optimization problem is given by min
By invoking Proposition 1, the optimal solution is expressed as
H −1 (23) and β is a normalization factor given as
This process is iterative and it is continued until the convergence of (15) and (21) is reached. The related pseudo code 3 The term I in (20) ensures the matrix S (j) [n] is invertible. The exposition of Algorithm 1 is as follows: initialize the digital precoder to the first N s columns of the singular matrix of the channel. Then compute the matrix R (i) using (14) . Having computed the matrix R (i) , obtain the combiner matrix W (i) using (16) and ensure it is normalized. Similarly, compute the matrix S (i) using (20) . Then obtain the precoder matrix F (i) using (22) and normalize it for ensuring that the total transmit power is constant. Iterate this process until the convergence of (13) and (19) is achieved.
Convergence: We characterize the convergence of the objective functions (OFs) in (15) and (21) . We note that the value of the OF computed in every iteration decreases and converges to its local optimum in a few iterations. Here, we provide the proof of convergence for the proposed algorithm. The SI plus noise power at the receiver of node i is given by (25) , as shown at the bottom of the next page. Similarly, the SI plus noise power at node j is given by (27) , as shown at the bottom of the next page.
We observe that the Equations (25) and (27) are identical. Therefore, the matrix W which is designed for minimizing (25) also minimizes (27) and similarly the matrix F designed for minimizing (27) also minimizes (25) . Fig. 5 characterizes the convergence of our precoder and combiner design. It is evident from the figure that the OF (25) is minimized in each iteration and it converges to a locally optimal solution in as few as 8-9 iterations.
Note that in this design we assumed perfect CSI. However, considering the practical limitations on the knowledge of having perfect CSI, we proposed channel prediction in Section V of the paper. Therefore, the proposed precoder/combiner design is applied on the predicted channel.
In the next section, we present the decomposition of the fully-digital solution into analog RF beamformer and digital TPC.
IV. ITERATIVE HYBRID DECOMPOSITION
In the previous section, we have derived a fully-digital solution. In this section, we aim for designing the hybrid precoder matrices that closely approximates the obtained solution. In OFDM systems the analog RF beamformer is conveniently applied in the time-domain, while the digital baseband TPC is employed in the frequency-domain. Therefore, to decompose the fully-digital solution obtained into the analog and digital precoder matrices, we pursue a similar approach to [41] , where the objective is to minimize the Frobenius norm between the fully-digital and hybrid precoders. This can be formulated as [41] min
In order to solve the above optimization problem, we first fix the matrix F RF in the next step. Thus, the optimization problem of (29) can be interpreted as a two-stage problem. Furthermore, since the baseband TPC is obtained separately for each sub-carrier, we can get rid of the summation in (29) , while optimizing the baseband TPC F BB [n] . Therefore, for k th iteration we have
min
By invoking the classic least-squares solution, we have
Algorithm 2 Hybrid Decomposition for FD OFDM System 1: Invoke algorithm 1 to obtain , where each entity of the matrix has a constant modulus.
Proposition 2 [49]: Let us assume that
e A(a,b) . Proof: We refer readers to [49] . Thus, we have F . A similar procedure is followed to obtain W RF and W BB [n] .
The pseudo-code of the hybrid decomposition for developed for FD OFDM systems is presented in Algorithm 2.
Remark: It is important to emphasize that the proposed transceiver design relies on the knowledge of the CSI at the transmitter, which is estimated at the receiver using pilots and feedback to the transmitter. However, owing to the mobility of the users, the CSI relayed to the transmitter in the uplink would become outdated, as mentioned in Sec. I. In other words, the channel estimate acquired from the receiver would no longer be accurate for the current channel conditions.
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Furthermore, the multiple local oscillators used at the transmitter would further contribute the Doppler shift, hence increasing the inaccuracies in the CSI at the transmitter. In other words, regardless of how sophisticated channel estimation is used at the receiver, the CSI would become outdated at the transmitter. We also note that the loss in the accuracy of the CSI is also dependent on the mobility (speed) of the users. Therefore, it is of crucial importance to predict the channel at the transmitter from the CSI estimate acquired at the receiver.
In the next section, we propose a learning-aided channel prediction, where the current channel estimate is used to predict the future channel information at the transmitter for HBF in order to enhance the system's performance by employing the algorithm proposed in Sec. III.
V. LEARNING-AIDED CHANNEL PREDICTION
Typically, in the FDD systems, the channel is estimated at the receiver in the downlink and feedback to the transmitter in the uplink, where the transmitter leverages the CSI to enhance the system performance. However, the CSI acquired at the transmitter is imperfect owing to the estimation errors introduced by the pilot-assisted CSI estimate as well as by the non-linear components in the hardware. The errors in the CSI at the transmitter would be exacerbated when the ubiquitous phenomenon of channel aging is considered [27] . To elaborate, the channel aging is a phenomenon that arises due to the time-varying nature of the channel. As a result the channel information arriving at the transmitter would become outdated. In this scenario, any signal processing performed at the transmitter relying on the outdated CSI would result in performance losses. Therefore, to circumvent the problem of channel aging, it is pertinent to predict the channel from the current estimates -where in this paper we resort to a learning approach. In other words, we use the pilot-based channel estimate at the receiver, which would become outdated by the time it reaches the transmitting terminal, to predict the channel estimate at the transmitter. Then the transmitter employs the proposed HBF using the predicted channel estimate. More explicitly, in this section, we commence our discussion with some preliminaries on learning methods, namely on radial basis neural networks and then followed by the discussion of channel prediction, where we invoke on radial basis neural network.
A. NEURAL NETWORK PRELIMINARIES
Artificial Neural Networks (ANN) inspired by the structural and functional aspects of biological neural networks constitute one of the main pillars of machine learning [50] . A typical ANN consists of interconnected layers of elements which process the input information in parallel to arrive at a decision. This process is akin to the human nervous system. Hence, the elements in the layers are termed as neurons. A neural network having three layers is shown in Fig. 6 , where the first and last layers are the input and output layers, respectively, while the layer between them is referred to as the hidden layer. Furthermore, a network is said to be a deep neural network, if the number of hidden layers is more than one [33] . Fig. 6 shows a neural network having one hidden layer. To elaborate further, each layer of the ANN has a weight matrix W and a bias vector b that determines the performance of the network. More explicitly, in our example of Fig. 6 , W r , W l are the weight matrices, while b r , b l are the bias vectors, and each neuron in the ANN is activated by a function f (.) called score (or activation) function. The choice of the activation function used defines the type of the neural network. We note that there is no constraint on the type of activation function other than the differentiability of the function [39] , [50] . The choice of the activation function depends on the type of the problem. In this paper, we choose a radial basis function as the activation function because of its ability to infer and reproduce any function, which is appealing for our channel prediction scenario. Therefore, this neural network is referred to as a radial basis neural network. The learning strategy in an ANN is a twofold process, which consists of a training phase and a testing phase. In the training phase, a known set of input samples and its corresponding output samples are used for computing the weight vectors of the network. This is reminiscent of supervised learning, where the weight matrices and bias vectors for the network are designed under supervision. On the other hand, in the testing phase, the network applies the weights obtained in the training phase to the real-time data to evaluate and predict the outcome.
B. CHANNEL PREDICTION
Let us we now focus our attention on the channel prediction. In learning-aided channel prediction design, the training is performed to design the weights using the outdated channel estimate and the actual channel. A pictorial illustration of outdated, of current and of predicted channel estimates is shown in Fig. 7 .
More explicitly, the outdated channel samples and the corresponding actual (current) channel samples are used as the input and output of the network, respectively. In other words, the outdated channel is fed to the input layer, whose 66076 VOLUME 7, 2019 FIGURE 7. Pictorial representation of outdated, current and predicted channel estimates.
initial weights are randomly assigned from the distribution N (0, 1) to obtain scores for the hidden layer, where the radial basis function f r (.) is employed. The score of neuron, v in the hidden layer of the radial basis function is given by [39] 
where w r , x i and b v are the weight vector, the input and the bias, respectively, while f (.) is the radial basis function expressed as [39] f r (n) = e −n 2 .
The score computed using (36) serves as the input to its succeeding layer, where a linear function is applied on the score obtained, which is expressed as
The score y i obtained using (38) in the output layer is the predicted channel, which is then compared to the known actual channel to compute the error. The error between the predicted and the actual channel is evaluated using a loss function. The loss function used in this design is the mean square error given by [39] 
where S is the total number of training samples, y t is the current channel, while ρ 1 , ρ 2 are the regularization factors used to avoid over-fitting [39] . Having obtained the loss function, the weights are then designed to minimize the loss function using back-propagation. In back-propagation, the gradient of the loss function with respect to weights and biases is computed for each layer. A more detailed discussion on back-propagation is presented by Chauvin et al. in [51] . This process is continued until convergence is reached. In our design, x i is the outdated channel vector α out and y i is the predicted channel vector α predict . More explicitly, α out is the channel learned at the receiver during pilot transmission which would become outdated at the transmitter because of the time-varying nature of the channel. Let us now again consider the channel presented in (2) in the face of channel aging, where the AoA and AoD change slowly when compared to the small-scale fading coefficient α, which is the instantaneous CSI. More explicitly, α evolves with time according to the Jakes' model, whose autocorrelation is given by the zero order Bessel function of the first kind [52] . The correlation coefficient is given by
where f d is the maximum Doppler frequency and τ is the sample time.
It is important to emphasize that the pilot-assisted channel estimate at the receiver which is outdated because of the mobility of the users is α out = α(τ − 1), while the current channel estimate is α current = α(τ ). Note that during the training phase of the learning α out and α current are used as the training samples to design the weights of the neural network as discussed in the previous section. Having designed the training weights, the transmitter predicts the current channel estimate α predict from the outdated channel estimate α out in real time. Fig. 8 shows the channel response in for Doppler spreads of 0.001 and 0.01. More explicitly, Fig. 8(a) and Fig. 8(b) characterizes the amplitude and phase of the channel response, where 200 training samples are used to design the training weights of the neural network. It can be seen from Figures 8(a) and 8(b) that the learning-aided channel prediction has faithfully reproduced the current channel from the outdated channel both for a Doppler spread as high as 0.01 and for Doppler spread as low as 0.001. It is important to emphasize that the fidelity of the learning assisted channel prediction relies on the number of training samples used to design the training weights. This is evident from Fig. 8(c) , where the predicted channel is a bit off the mark from the current channel, when only 100 training samples are used 4 . Fig. 9 shows the amplitude of the predicted channel and the current channel for different Doppler spread values. It is evident from the Fig. 9(a) that for a normalized Doppler spread as low as 0.0001, the neural network weights evaluated during training at the start of the frame are capable of predicting the channel even after 1000 frames. In other words, the CSI feedback from the receiver, which is estimated using pilots, is not needed at the transmitter. However, it can be also seen from Fig. 9(a) that as the Doppler spread is increased to 0.001, the weights of the neural network evaluated during training at the transmitter becomes unable to faithfully reproduce the channel after 800 frames. Therefore, feedback from the receiver becomes necessary for the neural network retraining after around 800 frames of transmission. Observe from Fig. 9 (b) that as the Doppler spread is increased to 0.01, the number of frames transmitted using the same weights decreases. In other words, more frequent feedback from the receiver becomes necessary. Therefore, this implies that the overhead required for retraining the neural network depends on the Doppler spread. Fig. 10 shows the normalized mean squared error (NMSE) between the predicted channel and the current channel. More explicitly, Fig. 10(a) shows the NMSE at different Doppler frequencies. It can be noted from Fig. 10(a) that the NMSE is substantially lower between the predicted and current channel. In other words, the ANN is capable of reproducing the current channel with high accuracy. Although the NMSE increases with the Doppler frequency, it still is on the order of O(10 −3 ). On the other hand, Fig. 10(b) shows the NMSE between the predicted and current channels when transmitting at different number of frames between a pair of training events. It can be seen from Fig. 10(b) that NMSE becomes insignificant for a low number of frames, while it is on the order of O(10 −3 ) for say 800 frames. More explicitly, the physical significance of this is that the training weights designed before the transmission of the first frame can be applied without retraining for upto 800-1000 frame durations depending on the required NMSE.
VI. SIMULATION RESULTS
In this section, we present our simulations characterizing the sum rate of the system relying on the proposed hybrid precoder design. We performed Monte Carlo simulations for studying the performance difference between the proposed and the EBF designs. Our simulation parameters are summarized in Table 2 . The angles of arrivals and departures obey Laplacian distribution with an angular spread of 5 • , with the mean angles uniformly distributed between (0, 60 • ). In these simulations, we have used the interference-to-noise ratio (INR) INR SI as a measure of SI level, where we aim for reducing the SI to the level of the noise floor, while the signalto-interference ratio (SIR) SIR MI is used as a measure of MI levels. Note that in all our simulation results characterizing the sum-rate performance, the channel employed is FIGURE 11. Characterizing the BER performance for Doppler spreads of 0.01 and 0.005 with predicted channel, outdated channel and current channel. In this simulation, BER performance is studied using predicted channel with both 100 and 200 training samples for designing the weights of the neural network. Furthermore, in this setting SI and MI is set to 3 dB.
the predicted channel for all users. Furthermore, the channel described in (2) is employed, which is first estimated using pilots at the receiver and then feedback to the transmitter. Exploiting the sparsity of the channel by following the approach in [53] , the pilot overhead can be minimized. The effective sum rate of the system when taking into account the overhead is f e = (1 − f p )f r , where f p is the pilot percentage, f r is the capacity and f e is the effective rate. Upon the reception of the pilot-assisted channel estimate, which becomes outdated because of the user's mobility, the transmitter predicts the channel by invoking the ANN weights described in Sec. V. Fig. 11 studies the BER performance of the system for Doppler spreads of 0.01 and 0.005. More particularly, it characterizes the BER performance of the channel with prediction, of the current channel and of the outdated channel. Furthermore, in Fig. 11 we study the BER performance using channel predicted with both 100 and 200 training samples for designing the training weights of the learning network. In this setting, we have set the SI and MI to 3 dB. It can be seen from Fig. 11 that for a Doppler spread as high as 0.01 and 0.005, the BER of the system relying on channel prediction is close to that of the system using 100 training samples, while it performs similarly to the current channel, when the number of training samples is increased to 200. On the other hand, the outdated channel produces an error floor for both Doppler spreads. Fig. 12 shows the sum rate performance of the proposed design relying on both the digital and on the hybrid beamforming solutions. It can be seen from Fig. 12 that the hybrid beamforming solution performs closely to the digital solution, provided that the interference is low. However, when the INR SI is set to 3 dB, there is around 2.5 dB loss at the sum rate of 50 bps/Hz, while it is around 4 dB when the INR SI is set to as high as 10 dB. Fig. 13 shows the sum rate performance of the proposed design and of the EBF design. The simulations are carried out VOLUME 7, 2019 FIGURE 12. Characterizing the sum rate performance of the proposed design having digital solution and of the proposed design having hybrid solution.
FIGURE 13.
Characterizing the sum rate performance of our FD HBF design and of the EBF for different interference configurations. The parameters in Table 2 are used for simulations. In this simulation, channel with prediction is used.
for three interference configurations, namely in the presence of i) no interference; ii) multi-user interference; iii) selfinterference. It can be seen in Fig. 13 that when there is no MI or SI, the performances of the proposed and of the EBF designs are similar. This is because, in the absence of interference, our proposed hybrid precoder design reduces to the EBF solution, which is optimal in this setting. However, when the SI-to-noise ratio (INR SI ) is 20 dB, the performance gap between the two designs becomes clear. Furthermore, when the signal-to-MI ratio (SIR MI ) is −10 dB, the proposed design outperforms the EBF design significantly, and the performance gap between the two designs is as high as 10 dB.
To study the sum rate of the system by accounting for the pilot overhead involved in the channel estimation at the receiver, Fig. 14 shows the sum rate of the design parameterized by the pilot percentage. We note from the Fig. 14 that there is a loss of around 1.5 bits when the pilot percentage f p is set to 5%, while exploiting the sparsity of the mmWave FIGURE 14. Characterizing the sum rate performance of our FD HBF design when pilot overhead is considered. The parameters in Table 2 are used for simulations. In this simulation, channel with prediction is used.
FIGURE 15.
Characterizing the sum rate performance of our FD HBF design and of the EBF for a given SI power with different MI levels. The parameters in Table 2 are used for simulations. In this simulation, channel with prediction is used.
channel [53] . The same holds for the rest of the simulations in different configurations. Fig. 15 shows the sum rate performance of both the proposed design and of the EBF for a given INR SI of 20 dB. It is evident from Fig. 15 that the proposed technique outperforms the design relying on EBF by about 4 dB for SIR MI = −5 dB. Moreover, when the SIR MI is set to −10 dB, the EBF degrades the performance. By contrast, the performance of our proposed technique does not degrade as much as the EBF design and has a similar sum rate to that at SIR MI = −5 dB.
To further understand the behavior of our design, Fig. 16 plots the sum rate of our design in comparison to that of the EBF for a fixed SIR MI of −10 dB with varying INR SI . It can be seen from Fig. 16 that our proposed design performs about 5 dB better than the EBF design at a sum rate of 30 bps/Hz. It is also worth observing the trajectory of the EBF, indicating that slope of the sum rate starts to reduce as it approaches high SNRs for both INR SI = 10 dB and 25 dB. It is instructive to FIGURE 16. Characterizing the sum rate performance of our FD HBF design and of the EBF for a given MI power with different SI levels. The parameters in Table 2 are used for simulations. In this simulation, channel with prediction is used. note that despite having high INR SI of 25 dB, our proposed design outperforms the EBF by a significant margin.
VII. COMPLEXITY
In this section, we discuss the complexity of the proposed design. More particularly, we present the complexity in terms of the number of computations involved in both the digital precoder/combiner design and the channel prediction. Having obtained the co-variance matrix R in (14) , the number of complex multiplications required to obtain the digital precoder and combiner matrix for N t = N r = N s = N would be O(N 3 ). More explicitly, for a different number of transmit and receiver antennas, the total number of computations required is shown in Table 3 .
On the other hand, the complexity of the radial basis neural network used for channel prediction involves two phases: offline and online. During the offline phase, which is the training phase, the weights of the neural network are designed and stored in memory. If the neural network has n neurons, then the number of computations required to train the weights is O(n 4 )+O(n 3 ). We note that the design of weights is carried out only once and stored in the memory during the training phase. Furthermore, the weights are designed at the BS, which may be equipped with high computational resources for channel prediction. However, during the online stage, the weights are applied to generate the output, where the number of computations is O(n 3 ).
For example, in our simulations, where we have set N t = 128, N r = 32, N s = 2, the number of complex multiplications required for our propose design is 157, 952, while for SVD it is 688, 128. Furthermore, in our neural network setting, we have set the number of hidden layers to 1 and the number of neurons in the hidden layer to 250.
VIII. CONCLUSIONS
In this paper, we first proposed a joint precoder and combiner design for full duplex K-user MIMO-OFDM interference channels, where we aimed for minimizing both the residual SI and the MI, followed by an iterative hybrid decomposition technique for OFDM systems. Then, for the same system, we proposed a learning-aided channel prediction relying on a radial basis neural network, where we have shown by simulation results that given sufficient training, learning-assisted channel prediction is capable of faithfully reproducing the current channel. Furthermore, we showed by simulations that our proposed joint hybrid precoder and combiner design outperforms the popular Eigen-beamforming technique by about 5 dB for a 128 × 32. 
