We propose kernel-based collocation methods for numerical solutions to HeathJarrow-Morton models with Musiela parametrization. The methods can be seen as the Euler-Maruyama approximation of some finite dimensional stochastic differential equations, and allow us to compute the derivative prices by the usual Monte Carlo methods. We derive a bound on the rate of convergence under some decay condition on the inverse of the interpolation matrix and some regularity conditions on the volatility functionals.
Introduction
In this paper, we are concerned with numerical methods for Heath-Jarrow-Morton (HJM) models with Musiela parametrization. Consider the forward rate process f pt, T q, 0 ď t ď T ă 8, given as a family of Itô processes, in an arbitrage-free bond market. Then, by Heath et.al [10] , the process f pt, T q should evolve according to (1.1) df pt, T q " αpt, T qdt`d ÿ i"1 σ i pt, T qdW i ptq.
Here, this equation is defined on a complete probability space pΩ, F, Pq with a filtration tFptqu tě0 satisfying the usual conditions, and W ptq " pW 1 ptq, . . . , W d ptqq, t ě 0, be a standard d-dimensional tFptqu-Brownian motion under P. The processes σ i pt, T q, i " 1, . . . , d, are assumed to be appropriately measurable and integrable, and the process αpt, T q is given by αpt, T q "
We refer to standard textbooks such as Musiela and Rutkowski [17] , Shreve [22] , Björk [3] and the references therein for details and developments of HJM models (1.1). Then, Musiela [16] shows that rpt, xq :" f pt, t`xq, which is called the Musiela parametrization, is a mild solution to the stochastic partial differential equation Since then the existence and uniqueness of solutions to versions of (1.2) have been vastly studied. See, e.g., Goldys and Musiela [9] , Filipović [8] , Barski and Zabczyk [1] , Kusuoka [15] and the references therein. As for numerical methods for (1.2), Barth [2] studies the finite element methods and Dörsek and Teichmann [7] proposes a splitting up method. In the present paper, we examine kernel-based collocation methods for numerical solutions to (1.2) when σ depends on f pt,¨q, whence on rpt,¨q, as an alternative to existing methods.
Given a points set Γ " tx 1 , . . . , x N u such that 0 ă x 1 ă¨¨¨ă x N , and a positive definite function Φ : R Ñ R, the function Ipgqpxq " N ÿ j"1 pK´1g| Γ q j Φpx´x j q, x P R, interpolates g on Γ. Here, K " tΦpx j´x qu j, "1,...,N , g| Γ is the column vector composed of gpx j q, j " 1, . . . , N , and pzq j denotes the j-th component of z P R N . Since one can expect d m dx m gpxq » d m dx m Ipgqpxq, m " 0, 1, replacing rpt,¨q and Brpt, xq{Bx in the right-hand side in (1.2) with Iprptqq and BIprptqqpxq{Bx, respectively, gives a reasonable approximation of (1.2), and the resulting equation leads to an N -dimensional stochastic differential equation collocated at the points in Γ. See Section 3 below for a more precise derivation. The methods using the kernel-based interpolation as in above are called kernel-based collocation methods in general, which are first proposed by Kansa [12] (see also Kansa [13, 14] ). Since then many studies on numerical experiments and practical applications for the kernel-based methods are generated. Rigorous convergence issues are studied in, e.g., Schaback [21] , Cialenco et.al [5] , Hon et.al [11] , Nakano [20, 19, 18] . Our aim is to address the kernel-based collocation methods in the problem of numerically solving HJMM equations and to obtain a bound on the rate of convergence for the methods. To this end, we use the stability result of the kernel-based interpolation with Wendland kernels proved in [19] , which holds under a decay condition of K´1, and develop the error estimation result for the interpolation in a class of functions having relatively low regularities. This paper is organized as follows. The next section is devoted to the proof of the existence and uniqueness result for (1.2) in a Hilbert space that is suitable for our purpose. We describe the kernel-based collocation methods in details and derive the approximation error in Section 3. In Section 4 we apply our numerical methods to the pricing problem of the caplets.
HJMM equations
We describe Heath-Jarrow-Morton models with Musiela parametrization or HJMM equations for interest rate modeling in a way suitable for our purpose. Our setup is based on [8] , with a slight modification.
First, we introduce several notation. Let R`" r0, 8q. For any open or closed set V Ă R we write BpV q for the Borel σ-field of V . We use Leb to denote the Lebesgue measure on pR, BpRqq. We put L p pV q " L p pR`, BpV q, Lebq for p P r1, 8s and denote by }¨} L p pR`q its norm. We also denote by L 1 loc pR`q the collection of all Borel measurable and locally Lebesgue integrable functions on R`. Denote by C k pV q the space of all C k -functions on V , and by C k b pV q the collection of all functions in C k pV q such that
By C we denote positive constants that may vary at each occurrence and that do not depend on time and spatial variables in R`, elements in Ω and U , and the approximation parameter h introduced below. We work in the Hilbert space
here exist the generalized derivatives
with the norm }¨} U defined by
where w : R`Ñ r1, 8q is a nondecreasing C 1 -function such that w´1 {3 P L 1 pR`q. We consider the mapping Sptq : U Ñ U defined by Sptqφpxq " φpt`xq, t, x P R`. It is clear that tSptqu tPR`d efines a semigroup on U . Moreover we have the following: Proposition 2.1. (i) The Hilbert space U is separable and satisfies U Ă C 1 b pR`q. In particular,
(ii) The semigroup tSptqu tPR`i s strongly continuous on U , and its generator A is given by pAφqpxq " φ 1 pxq for φ P tψ P U :
Proof. First we will confirm that U is separable. To this end, consider the Hilbert space
By Theorem 3.2 in [8] , the space U 1 is separable. Then, U is isometric to a closed subspace of U 1ˆU1 by the mapping φ Þ Ñ pφ, φ 1 q. This shows that U is indeed separable. Since φ P U has the generalized derivatives φ 1 and φ 2 , we can write
Further, as in the proof of Theorem 3.2 in [8] , we see
Combining this with (2.1), we have }φ} L 8 pR`q ď C}φ} U . Similarly, we see }φ 2 } L 1 pR`q ď C}φ} U , and so }φ 1 } L 8 pR`q ď C}φ} U . Thus the claim (i) follows. It can be easily seen that pSptqφq 1 and pSptqφq 2 exist and are given by pSptqφq 1 pxq " Sptqφ 1 pxq and pSptqφq 2 pxq " Sptqφ 2 pxq for φ P U . Using (2.1) and the monotonicity of w, we find
This means that Sptq is bounded on U for all t P R`, whence the strong continuity of tSptqu tPR`. As in the proof of Corollary 3.6 in [8] , we observe, for φ P U with φ 1 P U ,
as t Ñ 0. Hence Aφ " φ 1 , whence the claim (ii) follows.
Let σ i , i " 1, . . . , d, be measurable mappings from pR`ˆΩˆU, PˆBpUinto pU, BpU qq, where P denotes the predictable σ-field and BpU q is the Borel σ-field of U , such that lim xÑ8 σ i pt, ω, φqpxq " 0 for every i " 1, . . . , d, t P R`, ω P Ω, and φ P U . Further, we assume that the following hold: Assumption 2.2. There exists a constant C 1 P p0, 8q such that for i " 1, . . . , d and pt, ω, φ, ψq P R`ˆΩˆUˆU ,
Define the mapping α defined on R`ˆΩˆU by αpt, ω, φqpxq :"
Then we have the following: Lemma 2.3. Under Assumption 2.2, the mapping α is measurable from pR`ˆΩÛ , PˆBpUinto pU, BpU qq. Moreover there exists a constant C 2 P p0, 8q such that for pt, ω, φ, ψq P R`ˆΩˆUˆU ,
Proof. We consider the functional S on U defined by
Then, from the proof of Theorem 3.2 in [8] we have
Using this we obtain for φ P U with φp8q " 0,
Using Proposition 2.1, we obtain }Sφ} 2 U ď C}φ} 4 U for φ P U with φp8q " 0. This and the boundedness of σ i yield, for φ P U ,
In particular, α is measurable and U -valued.
Next, for φ, ψ P U , observe }Sφ´Sψ} 2 U " I 1`I2`I3 , where
By Proposition 2.1 (i), we have
Then, by Corollary 3.7 in [8] ,
Further, straightforward estimates and Proposition 2.1 (i) yield
Therefore we have }Sφ´Sψ}
U . This together with the assumptions for σ i leads to the Lipschitz continuity of α.
Then, by Theorem 7.2 in Da Prato and Zabczyk [6] , for a given r 0 P U , there exists a unique U -valued predictable process rptq " rpt,¨q, t P R`, that is a mild solution to
Moreover trptqu tě0 has a continuous modification and satisfies
for some positive constant C T for any T ą 0. Therefore, for t P R`,
Now, let P pt, T q be the price at time t of a discounted bond with maturity T ě t. We assume that
Then the process f pt, T q :" rpt, T´tq, 0 ď t ď T ă 8, satisfies
and so is interpreted as the forward rate process. If we set by abuse of notation σ i pt, T, ωq " σ i pt, ω, rptqqpT´tq and αpt, T, ωq " αpt, ω, rptqqpT´tq, then by (2.4),
Spt´sqαps, s`T´tqds
This is nothing but an HJM model for the forward rate. Further, let tBptqu tPR`b e the bank account process defined by
Then, since the definition of α excludes arbitrage opportunities, P is an equivalent local martingale measure, i.e., the process tP pt, T q{Bptqu 0ďtďT is a local martingale under P for any T ą 0. Consequently, the infinite dimensional SDE (2.2) leads to a risk-neutral modeling of interest rate processes.
Collocation methods for HJMM equations
In this section, we describe an approximation method for the equation (2.2) based on the kernel-based interpolation theory, and derive its error bound. Let Φ : R Ñ R be a radial and positive definite function, i.e., Φp¨q " φp|¨|q for some φ : r0, 8q Ñ R and for every P N, for all pairwise distinct y 1 , . . . , y P R and for all α " pα i q P R zt0u, we have
Then, by Theorems 10.10 and 10.11 in Wendland [23] , there exists a unique Hilbert space N Φ pRq with norm }¨} N Φ pRq , called the native space, of real-valued functions on R such that Φ is a reproducing kernel for N Φ pRq.
Let Γ " tx 1 ,¨¨¨, x N u be a finite subset of p0, 8q such that 0 ă x 1 ă¨¨¨ă x N and put K " tΦpx i´xj qu 1ďi,jďN . Then K is invertible and thus for any g : R`Ñ R the function
interpolates g on Γ, where g| Γ " pgpx 1 q, . . . , gpx NT P R N , and paq j denotes the j-th component of a P R N .
We adopt the so-called Wendland kernel for Φ, which is defined as follows: for a given τ P N Y t0u, set the function Φ τ satisfying Φ τ pxq " φ τ p|x|q, x P R d , where
for τ ě 1 and φ d,τ p|x|q " maxt1´r, 0u τ`1 for τ " 0 with ν " τ`1. Then, it follows from Theorems 9.12 and 9.13 in [23] that the function φ τ is represented as
where p τ is a univariate polynomial with degree ν`2τ having representation
The coefficients in (3.1) are given by
in a recursive way for 0 ď s ď τ´1. Further, it is known that
where . " denotes equality up to a positive constant factor (see Chernih et.al [4] )
In what follows, we fix τ P N and Φ " Φ τ . Further we assume that Γ Ă p0, Rq for some R ą 0. Since we can expect that rpt, xq » Iprpt,¨qqpxq "
possibly we have
Notice that the right-hand side in the equality just above allows for a finite dimensional realization. Let us now assume that Γ and R are described by a single parameter h ą 0. Let 0 " t 0 ă t 1 ă¨¨¨ă t n " T and denote by r h pt k , xq, k " 0, . . . , n, x P R`, the process obtained by Euler-Maruyama approximation of the SDE above, i.e.,
Now denote Ipvqpxq " ř N j"1 pK´1vq j Φpx´x j q for v P R N by an abuse of notation, and set αpt, vq " pαpt, Ipvqqpx 1 q, . . . , αpt, Ipvqqpx NT , σpt, vq " tσ i pt, Ipvqqpx j qu 1ďjďN 1ďiďd P R Nˆd , pt, vq P r0, T sˆR N .
Also, notice that by setting K 1 " tΦ 1 px j´x qu 1ďj, ďN , we obtain I 1 pφqpx j q " pK 1 K´1φ| Γ q j . Then, r h k :" pr h pt k , x 1 q, . . . , r h pt k , x NT P R N , k " 0, . . . , n, is given by
with r h 0 " pr 0 px 1 q, . . . , r 0 px NT , which is the Euler-Maruyama approximation of the N -dimensional stochastic differential equation
Furthermore, suppose that we compute r h pt k ,¨q at points in Γ e " tξ 1 , . . . , ξ M u Ă r0, 8q.
The rest of this section is devoted to the proof of a convergence of the approximation above. To this end, we impose the following conditions on σ i 's:
(ii) The function σpt, ω, φq is C 2 on R`for any t P R`, ω P Ω, and φ P U .
(iii) There exist a nonnegative and Borel measurable function Ψ on R`with Ψ 2 w P L 1 pR`q, lim xÑ8 Ψpxq " 0 and a positive constant T 0 such that for i " 1, . . . , d, t, x P R`, ω P Ω, and m " 0, 1, 2,ˇˇˇd m dx m σ i pt, ω, φqpxqˇˇˇˇď Ψpxq, and that for i " 1, . . . , d, t, s, x P R`, ω P Ω, m " 0, 1, 2, and φ, ψ P U ,ˇˇˇd Since we have assumed that Γ, and R are functions of h, so are ∆ 1 x and ∆ 2 x. Moreover we assume that tt k u n k"0 is also a function of h. Then so is ∆t. In what follows, #K denotes the cardinality of a finite set K. (ii) There exist c 1 , c 2 , c 3 , c 4 and λ, positive constants independent of h, such that for
and that
Remark 3.3. It can be seen that ∆ 2 x ď ∆ 1 x holds (see Chapter 14 in [23] ). Thus the condition ∆ 1 x Ñ 0 implies ∆ 2 x Ñ 0 as h OE 0.
Remark 3.4. Suppose that Γ is quasi-uniform in the sense that
hold for some positive constants c 5 , c 6 , c 1 5 , c 1 5 . In this case, a sufficient condition for which the last condition in Assumption 3.2 (ii) holds is
with τ ě 5{2`λ, for some positive constants c 7 and c 8 .
Theorem 3.5. Suppose that Assumptions 3.1 and 3.2 hold. Moreover assume that τ ě 3.
Then there exists h 0 P p0, 1s such that for any T P p0, 8q we have
To prove Theorem 3.5, we need several preliminary lemmas. First, recall from [19] that for any f : R Ñ R,
We use the stability results for kernel-based interpolations as in [19] . Proof. We writex j " x j´R {2 for j " 1, . . . , N and considerΓ " tx 1 , . . . ,x N u Ă p´R{2, R{2q. With this collocation points we have K " tΦpx i´xj qu i,j"1,...,N and IpgqpxR {2q " ř N j"1 pK´1g|Γq j Φpx´x j q, wheregpxq " gpx`R{2q for x P R. Then we can apply Lemma 3.7 in [19] to obtain the required result.
Lemma 3.7. Suppose that Assumption 3.2 and τ ě 3 hold. Let h 0 as in Lemma 3.6. Then for h P p0, h 0 s we have
(ii) for m " 0, 1 and u P C
Proof. As in the proof of the previous lemma, we translate the approximation region and the set of collocation points to p´R{2, R{2q andΓ, respectively. Then applying Lemma 3.6 in [19] toũpxq :" upx`R{2q, x P R, we obtain the claim (i).
To show the claim (ii), let u P C 1`m b pR`q. We define an extensionũ on R of u bỹ
where ζ is C 8 -function on R such that 0 ď ζ ď 1, ζ " 1 on p´δ, 8q, and ζ " 0 on p´8,´2δq, for some fixed δ ą 0. Then it is straightforward to see thatũ is C
Further, take a C 8 -function ρ with a compact support and unit integral, and set ρ ε pxq " p1{εqρpx{εq for x P R and ε ą 0. With this mollifier and the functionũ, we define u ε by u ε pxq "
This function satisfies
We take an another C 8 -function ζ 1 on R such that 0 ď ζ 1 ď 1 on R, ζ 1 pxq " 1 for |x| ď 1, and ζ 1 pxq " 0 for |x| ą 1`c for some c ą 0. Then consider the function u ε pxq :" u ε pxqζ 1 px{Rq, x P R. Trivially,û ε P H τ`1 pRq and by (3.2),
From this estimates and applying Lemma 3.6 in [19] toû ε , we have
This together with Lemma 3.6 leads tǒˇˇˇd
Minimizing the right-hand side in the last inequality just above over ε ą 0 and using R 1{2 ď Cp∆ 1 xq´p τ´3{2q , we obtain the claim (ii).
Lemma 3.8. Suppose that the assumptions imposed in Theorem 3.5 hold. Let h 0 as in Lemma 3.6. Then, sup
Proof. Fix k " 0, 1, . . . , n´1 and x P r0, Rs. We use the representation
where for i " 1, . . . , d and x P RΛ
Using Lemma 3.6 and Assumption 3.1, we see (3.3)
Since Λpt k , xq and Θ i pt k , xq are F t k -measurable, for i " 1, . . . , d and j ‰ i,
Moreover we obtain
From this, (3.3) and (3.4) we deduce that
which leads to the required result.
We denoteÃ " AI, i.e.,Ãφpxq " I 1 pφqpxq for φ P U and x P R`. Then, since Φ is supported in the unit ball,
for some positive constant C h depending on h. ThusÃ : U Ñ U is bounded, whence there exists a C 0 -semigroupS on U such that its generator is given byÃ.
Lemma 3.9. Suppose that Assumption 3.2 and τ ě 3 hold. Let h 0 as in Lemma 3.6. Then for h P p0, h 0 s, T P p0, 8q and φ P U X C 2 b pR`q we have
Proof. Let φ P U X C 2 b pR`q be fixed. Since tSptqu 0ďtďT and tSptqu 0ďtďT are both C 0 -semigroups and the pointwise evaluation operator is bounded on U , we have Sptqφpxq´Sptqφpxq " where }Ã} C 0 pr0,Rsq " supt}Ãψ} C 0 pr0,Rsq {}ψ} C 0 pr0,Rsq : ψ P C 0 pr0, Rsq, }ψ} C 0 pr0,Rsq ą 0u. Lemmas 3.6 and 3.7 now imply that sup h }Ã} C 0 pr0,Rsq is finite, and sup 0ďxďR |ASpτ qφpxq´ÃSpτ qφpxq| ď Cp∆ 1 xq 2{pτ`1q }Spτ qφ} C 2 pR`q
Thus by Gronwall's lemma, the proposition follows.
Proof of Theorem 3.5. First notice that r h pt, xq can be written as
where W 0 ptq " t and 
pt´sqαps, rpsqqpxq´Spt´sqαps, rpsqqpxqˇˇ2 ds,
pt´sqαps, rpsqqpxq´Spt´sqαps, Iprpsqqqpxqˇˇ2 ds,
pt´sqαps, Iprpsqqqpxq´Spt´sqαps, Ipr h psqqqpxqˇˇ2 ds,
pt´sqΘ 0 psqˇˇ2 ds,
By Lemma 3.9,
Using Assumption 3.1, we observe, for t, s P r0, T s and φ, ψ P U , Also, since rpsq P C 1 b pR`q, we can apply Lemma 3.7 to obtain (3.10)
By Lemmas 3.6 and 3.9, (3.8)-(3.10) and (2.3), we see
E|rps, yq´Iprpsqqpyq| 2 dyds ď Cp∆ 1 xq 4{τ , and (3.13)
E|rps, xq´r h ps, xq| 2 ds.
Further, by (3.9),
Taking the expectation, we obtain
Here we have used Lemma 3.6 and (3.8) to derive the last inequality. Further, it follows from again Lemma 3.6, Assumption 3.1, and (3.8) that for k " 0, . . . , n´1, s P rt k , t k`1 s, y P r0, Rs,
From this and Lemma 3.8, we deduce (3.14) Finally, applying Gronwall's lemma with the bounded function t Þ Ñ sup 0ďxďR E|rpt, xqŕ h pt, xq| 2 is continuous on r0, T s, we complete the proof of the theorem.
A numerical example
Here, we apply our approximation methods to the pricing of the caplet. To this end, we consider the forward 6 months LIBOR prevailing at time t over the future period rT, T`0.5s, defined by 1`0.5Lpt, T q " P pt, T q P pt, T`0.5q , where P pt, T q and f pt, sq are the price of the discounted bond and the forward rate, respectively, given in Section 2. Then the caplet price with T " 10 is given by rps,0qds maxpLpT, T q´κ, 0q ı .
As the volatility functional σ i 's, we examine the 5 year yield-dependent model σ 1 pt, φqpxq " θ 1 e´θ 2 x maxˆ0, minˆ1 5
which is addressed in [8] in a slightly different form. We use the Wendland kernel φ 4 scaled by some positive constant. The time and spatial grids are set to be t i " i10´4, i " 0, 1, . . . , 10 5 , and x j " j{5, j " 1, . . . , 50, respectively.
Let r h be the approximate solution, described in Section 3, of the HJMM equation with the yield-dependent volatility model above. Then, (4.1) is approximated by (4.2) 0.5E " e´1 0´5 ř k i"0 r h pt i ,ξ 1 q maxpL h pT, T q´κ, 0q ı , with L h pT, T q " 1 0.5´e xp´r h pT, ξ 1 q{10`r h pT, ξ 2 q{5`7r h pT, ξ 3 q{40`r h pT, ξ 4 q{40¯´1¯,
where Γ e " tξ j u is the set of the evaluation points given by ξ j " pj´1q{5, j " 1, . . . , 51 and we have used the approximation ż 0.5 0 r h pT, xqdx « 1 2 pr h pT, ξ 1 q`r h pT, ξ 2 qqˆ0.2`1 2 pr h pT, ξ 2 q`r h pT, ξ 3 qqˆ0.2 1 2ˆr h pT, ξ 3 q`1 2 pr h pT, ξ 3 q`r h pT, ξ 4 qq˙ˆ0.1.
To validate our method, we need to check Assumption 3.2 (ii). As suggested in Remark 3.4, we take the uniform spatial grid points on rR{N, Rs where R " p2{5qN log 25{ log 50 so that R " 10 for N " 50. We can see that ιpN q ă 5{∆ 2 x for N " 1, 2, . . . , 1000. Thus, Assumption 3.2 (ii) is satisfied with c 1 " 2, c 2 " 5, and λ " 1 for the sequence of the tuning parameters defined by N from 1 at least to 1000 since 1´1{p3`2λq ă log 25{ log 50 ă 1´1{p2τ´2q. Figure 4 .2 plots the approximated price (4.2) with N " 50 for θ 1 P t0.05, 0.1, . . . , 2.5u and θ 2 P t0.05, . . . , 1.5u. We can confirm a regular behavior of our approximation with respect to the changes of the parameters θ 1 and θ 2 . Figure 4 .2: Plotting the approximated prices in the cases of T " 10, κ " 0.04, and pθ 1 , θ 2 q P t0.05, 0.1, . . . , 2.5uˆt0.05, . . . , 1.5u.
