ABSTRACT In order to meet the ever increasing data rate demands, the next generation of wireless communication systems is being designed for exploiting the large amounts of unused spectrum in the millimeter-wave (mm-wave) band. Since operating at mm-wave frequencies imposes several challenges, such as high-path loss, as well as both spatial and temporal channel sparsity, there is a significant research interest focused on designing feasible solutions for establishing reliable and high-throughput links at mmwave frequencies. In this paper, we consider a cellular system relying on hybrid beamforming aided base station (BS) as well as user equipment and study the user selection problem, which has not been hitherto studied in the literature. More specifically, we study the problem of selecting K -users by the BS for communication out of K -users whilst ensuring that the sum rate is maximized. Specifically, we propose a user selection algorithm, which relies on the knowledge of both the channel gains and the angle of departure (AoD) of the channel paths spanning to the various users, which is termed the AoD aided user selection (AoD-US). Furthermore, we devise a pair of subspace metrics based on: 1) the angle between the subspaces spanned by the BS array response vectors; 2) the ratio of interference and signal space dimensions of various users, in order to reduce the user search space in AoD-US. This modified user selection algorithm is termed the AoD aided user selection with user set pruning (AoD-US-P). Furthermore, we study the attainable sum-rate performance of the block-diagonalization aided downlink and show that the proposed selection algorithms guarantee both multiuser diversity and multiplexing gains. Additionally, the proposed algorithms are studied in the round-robin scheduling scenario, where all the K -users are scheduled for achieving fairness. Our simulation results revealed that the AoD-US-P achieves nearly the same performance as that achieved by the AoD-US despite having a small user set, while both are observed to outperform the channel power-based selection scheme.
at the transmitter/receiver. Specifically, the basis pursuit based HBF was studied in [11] [12] [13] , a Convex Quadratic Programming based HBF method was proposed in [14] , while in [15] and [16] the authors studied the HBF relying on dominant beam selection and MMSE based successive interference cancellation methods, respectively. In [17] , the authors proposed a low-complexity directional BF approach, while in [18] the HBF problem was studied under the finite alphabet constraint. Rajashekar and Hanzo [19] proposed an iterative matrix decomposition based HBF (IMD-HBF), which gives an accurate representation of the unconstrained BF matrices.
While the above HBF methods were proposed for single user scenarios, there are several methods have also been conceived for multiuser mm-wave communication in the literature [19] [20] [21] [22] [23] [24] [25] . Specifically, Liang et al. [21] presented a phased-zero forcing (PZF) method, where a conventional zero forcing (ZF) approach was employed in the baseband domain. As a further development, Stirling-Gallacher and Rahman [22] presented beam selection based analog BF followed by minimum mean square error (MMSE) based digital precoding. Choi [23] proposed an orthogonal matching pursuit (OMP) [27] based beam selection method, while Alkhateeb et al. [24] proposed a two-stage approach to the multiuser BF problem, where the analog beams were selected in the first stage followed by digital precoding based on the conventional ZF approach. Ni and Dong [25] proposed a block diagonalization (BD) [28] , [29] based digital precoding and equal gain transmission (EGT) [26] based analog BF arrangement. The schemes in [21] [22] [23] [24] [25] rely on the idealized simplifying assumption of having full channel state information (CSI) for designing BD precoder. In [19] , we proposed a BD scheme relying only on the knowledge of the angle of departure (AoD) of the signals at the base station (BS). Recently, Cao and Thompson [20] considered a low complexity multiuser transmission scheme for mm-wave communication, where the cell is divided into orthogonal beam sectors and then an SDMA-TDMA based transmission scheme is employed. Furthermore, the authors consider a stochastic approach in order to anlyse the coverage probability of achievable rate and SINR, in contrast to the physical layer perspective taken in this paper.
Against this background, the following are the new contributions of this paper.
1) In the conventional block diagonalization schemes [28] , [29] , the number of users that can be supported by the BS is limited by the number of transmit RF chains. Specifically, if K is the number of users in the cell and M t is the number of transmit RF chains at the BS, then the number of users that can be supported by the BS with the aid of N s streams per user is K = M t /N s . As a result, only a fixed number of K users can be scheduled for communication having a given channel use. In this scenario, two important questions arise. Namely a) How to choose K users out of the K users for a given channel use ? b) How to schedule the K users in the cell to achieve fairness among users ? The above issues are indeed quite well investigated in the literature [30] [31] [32] [33] , but in the context of microwave communication, where the channel is usually assumed to be Rayleigh or Rician [34] . In this paper, we revisit the above problems in the context of mmwave communication, which has not been hitherto disseminated in the literature. Note that the existing literature [19] [20] [21] [22] [23] [24] [25] mainly deal with the multiuser communication in the mm-wave frequencies, but does not address the user selection problem which is the main focus of this paper. Unlike the existing user selection schemes [30] [31] [32] [33] , which rely on full CSI at the BS, we propose a low-complexity user selection algorithm that requires only partial CSI at the BS. Specifically, our solution relies on the knowledge of the channel gains and the AoD of the channel paths between the BS and each user, while being oblivious to the angle of arrival (AoA) of the channel paths impinging on each user. This gives a significant benefit, since the BD can be achieved once uplink training has been carried out without suffering from any additional delay due to the independent downlink training required by each user. Our proposed solution is termed as the AoD aided user selection (AoD-US).
2) Furthermore, we propose a modified AoD-US algorithm termed as AoD aided user selection with user set pruning (AoD-US-P). Specifically, we propose a simple method for reducing the size of the user set in AoD-US, which offers a reduced user search space. Two subspace measures are investigated in order to achieve this, which are based on (i) the angle between the subspaces spanned by the BS array response vectors, (ii) normalized dimension of the interference and the signal spaces of various users. Furthermore, we study the performance of these algorithms in the roundrobin (RR) scheduling scenario and quantify the sum rate achieved by the BS employing both IMD-HBF [19] and EGT-HBF [25] . The remainder of the paper is organized as follows. Section II outlines the system model that describes the mm-wave channel and the BD based downlink communication employed in IMD-HBF [19] and EGT-HBF [25] . In Section III, we present our proposed AoD-US, AoD-US-P and their counterparts in the context of RR scheduling. Finally, our simulation results and discussions are presented in Section IV, while Section V concludes the paper.
Notations: C and R represent the field of complex and real numbers, respectively. Lowercase and uppercase boldface letters represent matrices and vectors, respectively. The two-norm of a vector or the Frobenius norm of a matrix is represented by · . The spectral norm of a matrix X is represented by X σ . If A ∈ C m×n such that a i,j e jb i,j is the polar representation of the (i, j) th element A (i,j) , then A represents a matrix whose (i, j) th element A (i,j) = e jb i,j .
The |A| represents the determinant of the matrix A and | · | represents the cardinality of a given set. The span(A) represents the space spanned by the columns of A, while P(A) represents the projection matrix onto the space spanned by the columns of A. The rank(A) represents the rank of the matrix A. Furthermore, the notations of (·) * , (·) H , and (·) T indicate the complex conjugate, Hermitian transpose, and transpose of a vector/matrix, respectively. Furthermore, A([q : r], :) defines a matrix with rows q, q + 1, . . . , r − 1, r of A and A(:, [p : q]) is a matrix with columns p, p + 1, . . . , q − 1, q of A. The expected value of a random variable X is represented by E[X]. Furthermore, CN (µ, σ 2 ) denotes the distribution of a complex Gaussian random variable with variance σ 2 and mean µ.
II. SYSTEM MODEL A. CHANNEL MODEL
The mm-wave channel between the BS and each user is modeled by the geometric model of [11] [12] [13] [14] . 1 That is, the channel between the j th user and the BS is given by
where N t and N r represent the number of antennas at the BS and each user, respectively, L j is the number of channel paths between the j th user and the BS, (ψ i ∼ CN (0, 1) is the gain of the i th path of the j th user's channel, e t and e r represent the spatial transmit and receive signatures of a uniform linear array (ULA), 2 respectively, which are given by
where λ is the wavelength of the carrier and d is the separation between the antenna elements. We
can be expressed in a compact form as
where
and D (j) is a diagonal matrix whose k th diagonal entry is given by
k .
B. HYBRID BEAMFORMING (HBF) SYSTEM
In order to attain high array gains, N t and N r are taken to be large, which are of the order of tens or hundreds of antennas [1] [2] [3] [4] [5] . However, it becomes impractical to employ the same number of RF chains, which has led to a new hybrid architecture where analog phase shifters are employed in conjunction with fewer RF chains at both the transmitter and the receiver. Let us assume that the BS has M t RF chains and supports N s streams per user, where each user is equipped with M r = N s RF chains to receive the N s streams. The downlink (DL) signal received at the j th user is given by
C KN s is the transmit vector in which the j th user's symbols are represented by
I KN s , where P is the total transmit power at the BS and n j ∈ C N r is the additive white Gaussian noise vector, whose elements are from CN (0, 1). Furthermore, G j ∈ C N s ×N s and j ∈ C N r ×N s are the digital and analog combining matrices of the j th user, respectively, C ∈ C KN s ×KN s and ∈ C N t ×KN s are the digital and analog transmit precoding (TPC) matrices, respectively. The digital and analog precoding matrices are normalized to satisfy C 2 = KN s , while the digital and analog combining matrices of each user are normalized to satisfy Figure 1 gives a pictorial portrayal of the multiuser mm-wave system employing HBF both at the BS and at the user equipment.
C. BLOCK DIAGONALIZATION IN HBF SYSTEMS
The composite user channel can be written as
while the DL TPC matrix at the BS can be formulated as
where F i ∈ C N t ×N s is the TPC matrix associated with the i th user. Definition 1: A TPC matrix F is said to block-diagonalize the composite user channel H comp , if we have
The existing BD schemes conceived for mm-wave communication [19] , [24] , [25] essentially design analog and digital precoders that satisfy Definition 1. However, it is not essential to have full CSI at the BS in order to design TPCs that achieve BD. The knowledge of AoD is sufficient for achieving BD, as stated by the following proposition.
Proposition 1 ( [29] Spencer et. al.)
: Given a composite user channel H comp , the knowledge of the AoDs of various users given by E (1)
is sufficient for obtaining a block-diagonalizing TPC F. The sum rate achievable by the BD scheme in our HBF system can be expressed as
which is measured in terms of bits per channel use (bpcu). 3 The TPCs proposed in [19] exploit the sufficiency of partial CSI for achieving BD for designing analog and digital TPCs for the BS, while the hybrid TPCs proposed in [21] [22] [23] [24] [25] rely on full CSI. In this paper, we consider the IMD-HBF [19] and the EGT-HBF [25] as candidate BD schemes designed for studying the sum rate performance in our proposed user selection algorithms. For further details on these BD schemes, the reader is referred to [19] and [25] as well as to the references there in. In the next section, we present the user selection problem formulated for DL mm-wave communication and present our proposed algorithms.
III. PROPOSED AoD-US AND AoD-US-P ALGORITHMS FOR mm-WAVE COMMUNICATION
Recall that there are K users in the cell and only M t /N s users can be scheduled for a given channel use. Let the number of users supported by the BS during a given channel use be K = M t /N s and the indexed set of users be represented by S = {1, 2, . . . , K }. The problem of selecting K users that maximize the sum rate (8) is given by
so that |S s | = K . It is evident from (9) that the user selection problem 4 is combinatorial and imposes a high computational complexity, especially when K is large. The analogue counterpart of (9) in microwave communication has been addressed by employing greedy user-selection algorithms [30] [31] [32] [33] . In this section, we propose greedy user selection algorithms analogous to that in [31] , however, in contrast to the solution proposed in [31] , our solution only relies on partial CSI at the BS, while supporting multiple streams to each user.
A. PROPOSED AoD-US AND AoD-US-P ALGORITHMS
t D * (j) for 1 ≤ j ≤ K represent the partial CSI available at the BS, which captures both the channel gains and the AoD of the channel paths spanning to each user. Algorithm 1 provides the proposed AoD-US procedure, whose details are highlighted as follows. The first user from the set S is selected based on the maximum channel gain criterion. Upon selecting the first user, the next user is selected based on the criterion that maximizes the channel energy in the space orthogonal to the first user's channel. This process is repeated iteratively until K users have been selected.
Algorithm 1 Proposed AoD-US Algorithm
In order to gain insight into the interference between various users, let us consider the block-QR factorization of the CSI matrix as follows. If the ordered set of users selected from Algorithm 1 is given by {i 1 , i 2 , . . . , i K }, we have
so that
If the array response vectors of various users are nearly orthogonal to each other, then the matrices i,m are nearly zero. Thus, i,m gives a measure of the amount of interference between various users. Below, we introduce two metrics, which are used for pruning the user set S in Step 2 of Algorithm 1.
The proof is provided in Appendix A. The physical interpretation of Lemma 1 is that the projection matrix onto each user's AoD space can be decomposed into projection over the interference space and the residual signal space. In (14), each of the elements P(G i )P(Ē (i k ) t ) in the summation corresponds to the interference space between the k th and the i th user's AoD space, while the term
corresponds to the k th user's residual signal space, which is free from the interference due to other users' signal. This is plausible due to the projection
t ) owing to (12) . Thus, it is meaningful to consider P(G i )P(Ē (i k ) t ) in order to study the amount of interference between users.
The following proposition quantifies the proportion of the interference space dimension and the residual signal space dimension in a given user's AoD space.
Proposition 2:
The proof is provided in Appendix B. From (15), we have
It can be observed from (16) that the term
t ) 2 for 1 ≤ i ≤ k and also in the corresponding term of any user selected subsequently. Thus, we can use P(G i )P(Ē (i k ) t ) 2 /L as a metric for measuring the amount of interference and in turn prune the user set in Algorithm 1. In terms of the notation used in Algorithm 1, we have P(
Below, we introduce another metric for quantifying the interference between the users, which is also used for pruning the user set in Algorithm 1. Before proceeding further, let us introduce the following definition.
Definition 2 [35] , [36] : Given two subspaces L and M, the minimal angle between the two subspaces is defined as the number in [0, π/2] whose cosine is defined by
(17) Proposition 3 [36] : Given two subspaces L = span(P) and M = span(Q), where P and Q are projection matrices, the minimal angle c 0 (L, M) is equal to PQ σ .
Motivated by Proposition 3, we propose another metric for quantifying the interference between various users, which is given by P(G i )P(Ē (i k ) t ) σ . This metric measures the minimum angle between the subspaces spanned by G i andĒ
Note that this metric is a natural extension of the metric used in [31] to a higher dimensional space. 5 In terms of the notation used in Algorithm 1, we have P(
Let the proposed pair of metrics be represented by
The proposed AoD-US algorithm relying on pruning (AoD-US-P), which relies on the metrics given in (19) and (18) is presented in Algorithm 2.
Algorithm 2 Proposed AoD-US-P Algorithm
Require:
In
Step 2 of Algorithm 2, satisfying the condition |S| ≥ K − |S s | ensures that we do not have less than K number of users selected at the end of Algorithm 2. Note that in Step 2 of Algorithm 2, we choose the user before pruning the set, so that the performance of Algorithm 2 is as close to that of Algorithm 1 as possible.
In Section IV we show using our simulation results that the proposed algorithms give both the benefits of multiuser diversity and multiplexing gain. Specifically, we show that the achievable sum rate of the BD scheme operating with the aid of the proposed algorithms scales at high SNR as
w.r.t. the number of users K , where N t N r corresponds to the BF gain, 0 ≤ η ≤ 1 corresponds to the BF efficiency, log(K ) corresponds to the multiuser diversity gain [31] , and the multiplication factor K N s corresponds to the multiplexing gain. 6 In the next part of the paper, we discuss the application of the proposed user selection algorithms in the RR scheduling.
B. ROUND-ROBIN (RR) SCHEDULING
So far we have dealt with the problem of choosing K users out of K users for DL communication. In order for the remaining (K − K ) users to be able to communicate, they have to be scheduled as well. There are several algorithms in the literature that deal with this problem [31] , [37] [38] [39] . In this paper we study the achievable sum rate of the RR scheduling, whose details are given as follows. We iteratively apply the proposed user selection algorithms, until all the K users have been scheduled. For the ease of exposition, we assume K = cK , where the scheduler is invoked c times in order to schedule all the K users.
In the RR scheduling scenario, the users are scheduled in the groups given by S s , where c = K /K channel uses are required for scheduling all the users. The average sum rate achievable by the BD scheme in the RR scheduling scenario is given by
where R BD (S (i) s ) is computed based on (10) . Note that in each iteration of the RR scheduling in Algorithm 3, the users are chosen optimally, while ignoring the impact of residual users on the sum rate performance in the remaining RR slots. As a result, the chances of sum rate degradation would increase, as the RR iterations proceed, which is one of the limitations of the proposed RR scheduling.
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, we study the performance of the proposed algorithms w.r.t. various parameters, such as the signal-tonoise ratio (SNR), the number of users K in the system, the pruning parameter α, etc. We consider the IMD-HBF [19] 6 The BF efficiency factor η will be close to one when the values of N t and N r are large, which results in near-orthogonal array response vectors [34] . VOLUME 5, 2017 Algorithm 3 Proposed RR Scheduling Algorithm Require:
s ) : Projection matrix onto span{ i∈S and EGT-HBF [25] schemes as candidate BD schemes for studying the performance of the user selection algorithms.
A. SIMULATION SCENARIO
In all our simulations, we assume that the BS is equipped with N t = 32 antennas, M t = KN s RF chains, where we assume N s = M r , and each user is equipped with N r = 16 antennas and M r = 2 RF chains. Both the user equipment and the BS are assumed to have their antenna elements arranged in ULA with an inter-element spacing of d = λ/2. Furthermore, we assume the geometric channel model of Section II-A in conjunction with L = 4. Note that the SNR values depicted in various figures correspond to the pre-beamforming SNR values.
1) SUM RATE AS A FUNCTION OF α
In this section, we study the achievable sum rate performance of the IMD-HBF and EGT-HBF schemes employing Algorithm 2 as a function of α by considering K = 4 and K = {6, 18, 30}. In addition to studying the performance of the proposed algorithms, we consider channel power based user selection, which naively selects the K users having the maximum channel gains. This selection scheme is referred to as the channel power based selection (CPS). This scheme is considered in order to highlight the importance of AoD information in user selection in addition to the channel gains. Figure 2 compares the achievable sum rate in IMD-HBF and EGT-HBF based BD schemes as a function of α, where both the schemes are assumed to be operating at an SNR of -10dB and use the metric given by (18) , while employing Algorithm 2. It is evident from Fig. 2 that the sum rate performance of both the schemes employing Algorithm 2 approaches that of Algorithm 1 as α increases. This is expected, since a small value of α corresponds to nearorthogonal set of users and hence results in a small user set. As α increases, the user set will also grow and in turn gives better sum rate performance. Also, it becomes evident from Fig. 2 that the loss in the sum rate performance is insignificant when α ≥ 0.5 and K is sufficiently large. Note that the CPS counterpart suffers from a significant performance loss compared to the user selection schemes of Algorithm 1 and Algorithm 2, indicating that the choice of user set based on largest channel gains is inferior compared to that, which considers both the channel gains and the AoDs of various users. Fig. 3 portrays the average number of users pruned in Algorithm 2 as a function of α. It is clear from Fig. 3 that a significant number of users are pruned even when α is as large as 0.5. In the subsequent part of the paper, we fix α = 0.5 for studying the performance of Algorithm 2 that employs m Figure 4 compares the achievable sum rate of the IMD-HBF and EGT-HBF based BD schemes as a function of α, where both the schemes are assumed to be operating at an SNR of -10dB and use the metric given by (19) , while employing Algorithm 2. In contrast to Algorithm 2 employing m (1) i,k of (18), the sum rate performance converges to that of Algorithm 1 for smaller values of α. While this is an important benefit, the limitation of using the metric m (2) i,k of (19) is that of the reduced number of pruned users, as portrayed in Fig. 5 . In contrast to Fig. 3 , in Fig. 5 we see a sudden drop in the number of users pruned. This is not surprising, since the chances of finding the users with marginal overlap in their AoD subspaces is very low. In the subsequent part of the paper, we fix α = 0.2 while studying the performance of Algorithm 2 that employs m (2) i,k of (19). 7 Furthermore, it can be seen from both Fig. 2 and Fig. 4 that the CPS scheme suffers from a significant performance degradation compared to the proposed algorithms, indicating that the knowledge of the AoD in addition to channel gains is crucial for attaining a good sum rate performance. It can be observed from Fig. 2(a) 7 Note that the values of α = 0.5 and α = 0.2 for m (1) i,k and m (2) i,k , respectively, are sufficiently good for other channel conditions where L ∈ {2, 3, 4, 5}. Owing to the limited space, the plots corresponding to these values of L are not included. and Fig. 4(a) that Algorithm 2 performs marginally better than Algorithm 1 for certain values of α, when K is large. This is not surprising, since Algorithm 2 is not optimal and hence higher sum rates are indeed achievable. Note that although the user set of Algorithm 2 is a subset of that in Algorithm 1, the former can have a different set of users due to pruning, which in turn may result in higher rates.
2) SUM RATE AS A FUNCTION OF K
In this section, we study the achievable sum rate of the IMD-HBF and EGT-HBF schemes employing Algorithm 2 as a function of K by considering K = 4, α = 0.5 when using m (1) i,k and α = 0.2 when using m (2) i,k of (19) . Again, we consider CPS in order to highlight the importance of the AoD information in user selection in addition to the channel gains. Furthermore, we use (20) in order to study the achievable multiplexing gains and the multiuser diversity gains offered by the proposed algorithms. Figure 6 compares the achievable sum rate in the IMD-HBF and EGT-HBF schemes as a function of K for various values of SNR. It is evident from Figure 6 that the performance of Algorithm 2 is nearly the same as that of Algorithm 1, especially for larger values of K . Specifically, when we have K = 20 and SNR = 0dB, there is about 1 bpcu degradation in case of IMD-HBF and about 2 bpcu degradation in case of EGT-HBF. Furthermore, it is evident that the sum rate attained at high SNR values scales according to (20) in both the IMD-HBF and EGT-HBF schemes. Specifically, the BF efficiency observed in case of IMD-HBF is about η = 98% and that in case of EGT-HBF is about η = 85%. Thus, we conclude that the proposed algorithms guarantee achieving both multiplexing gains and multiuser diversity gains. Additionally, the achievable sum rate based on exhaustive search is also provided for comparison. The computational complexity of the exhaustive search grows exponentially with K , hence we have restricted our study to K = 18. It can be observed from Fig. 6(a) and Fig. 6(b) that the sum rate performance gap between the proposed algorithms and the exhaustive search is marginal at low SNRs and only grows slowly as the SNR Figure 7 compares the achievable sum rate of the IMD-HBF and EGT-HBF schemes as a function of K for various values of the SNR. It is clear from Figure 6 that the performance of Algorithm 2 is the same as that of Algorithm 1, especially for larger values of K , unlike the case of Algorithm 2 using m (1) i,k , where a marginal degradation was observed. Furthermore, it is evident that the sum rate achieved at high SNR values scales according to (20) in both the IMD-HBF and EGT-HBF schemes, as in the case of Algorithm 2 using m (1) i,k . It can be seen from both Fig. 6 and Fig. 7 that the CPS scheme suffers from a significant performance degradation compared to the proposed algorithms, indicating that the knowledge of the AoD in addition to the channel gains is crucial for attaining a good sum rate performance. It can be observed from Fig. 7(a) and Fig. 7(b) that the sum rate performance gap between the proposed algorithms and the exhaustive search is marginal at low SNRs but increases with the SNR, as observed in the earlier case. Specifically, at an SNR of -10dB and K = 14 the performance of Algorithm 1 is about 3.1 bpcu lower than that of the exhaustive search in case of IMD-HBF and that in case of EGT-HBF is about 3.2 bpcu. Furthermore, it can be observed from Fig. 7(a) and Fig. 7(b) that the performance of Algorithm 2 is nearly the same as that of Algorithm 1.
3) SUM RATE IN RR SCHEDULING
In this section, we study the achievable sum rate as a function of the SNR in the IMD-HBF and EGT-HBF schemes employing Algorithm 3 by considering K = 4, K = 8, α = 0.5 when using m (1) i,k of (18) and α = 0.2 when using m (2) i,k of (19) . Figure 8 compares the sum rate of the IMD-HBF and EGT-HBF schemes in the RR scheduling scenario, where the scheduler is assumed to use m (1) i,k of (18) . It can be seen from the inset provided in Fig. 8(a) that the CPS suffers from about 1.2 bpcu degradation compared to the case operating without pruning. However, in case of the EGT-HBF scheme, it is evident that at an SNR of -10dB the CPS scheme suffers VOLUME 5, 2017 only about 0.7 bpcu compared to the case operating without pruning. Similar observations can be made in case of the RR scheduling, which employs m (2) i,k of (19), whose sum rate is provided in Fig. 9 .
4) FUTURE WORK
Some of the potential open problems related to the solutions presented are discussed as follows. In this work, we have studied the user selection problem by considering two different metrics that are related to the angle between the interference as well as the signal subspaces and the dimension of the signal and interference spaces. Note that there are several other distance measures between subspaces, such as the Chordal, Procrustus, Fubini and other distances [40] , which are to be explored for their suitability to optimal and efficient user selection schemes. The solution to the problem of user association in cellular communication mainly relies on the signal strength. In case of cell edge users, this is not a suitable metric, since the signal power gleaned from all the surrounding BSs will be nearly same. In case of mmwave communication, the AoA/AoD play an important role in addition to the signal strength. Thus, the problem of user association for the cell edge users in case of mm-wave communication requires a thorough investigation, where the proposed metrics would play an important role. Note that for the case, where the users have different SNR values as for the cell edge users, the sum rate metric and the RR scheduling algorithm have to be suitably modified in order to account for different user SNR values. These limitations have to be overcome in our future work. Additionally, as stated in Section III-B, in each iteration of the RR scheduling algorithm the users are chosen optimally, while not taking into account the impact of the residual users on the sum rate performance in the remaining RR slots. Further improvements might be possible, if the impact of the residual users is taken into consideration.
V. CONCLUSIONS
We have studied the user selection problem in the context of mm-wave communication, which has hitherto not been explored in the literature. Specifically, user selection algorithms have been proposed, which rely only on the knowledge of channel gains and AoD of the channel paths of various users at the BS. Furthermore, two novel metrics have been formulated for eliminating the interfering set of users and for reducing the user set space. Both the proposed AoD-US and AoD-US-P algorithms have been shown to achieve both multiuser diversity and multiplexing gains, when employed in the IMD-HBF and EGT-HBF schemes. Furthermore, both the proposed algorithms have been studied in the RR scheduling scenario, where both the algorithms attained nearly the same performance, while outperforming the channel power based selection scheme.
APPENDIX A
Proof: The proof is straightforward and is provided for the sake of completeness. From (12), we havē
. . . t ) (27) . . .
P(Ē
(i k ) t ) = G k (Ē (i k )H tĒ (i k ) t ) −1Ē(ik )H t + k−1 i=1 P(G i )P(Ē (i k ) t ).(28)
APPENDIX B
Proof: Considering · 2 of (14), we have
We have P(Ē 
Furthermore, we have
since the columns of G k and G i are orthogonal to each other. Similarly, it can be shown that ϒ H i,k ϒ j,k = O for i = j. Thus, we have
Thus, we have
This concludes the proof.
