Tratamiento de trazas geoposicionadas para el análisis sobre la movilidad y los comportamientos en entornos urbanos by Navarro Jiménez, Germán
  
 
Trabajo final de grado 
Tratamiento de trazas geoposicionadas 
para el análisis sobre la movilidad y los 
comportamientos en entornos urbanos 
 
Memoria del TFG 
 
 
Alumno: Germán Navarro Jiménez 
Director: Carlos Carmona Bautista 
Ponente: Josep Casanovas García 
16/04/2015 
   






   





ÍNDICE DE CONTENIDOS 
Índice de contenidos ........................................................................................................................... 3 
Índice de figuras ................................................................................................................................... 6 
Índice de tablas ...................................................................................................................................10 
Resumen ................................................................................................................................................11 
PRIMERA PARTE ..............................................................................................................................13 
Capítulo I: Introducción .................................................................................................................13 
1.1. Motivación y oportunidad .................................................................................................14 
1.1.1. El proyecto AllOver .......................................................................................................16 
1.2. Objetivos del TFG ..................................................................................................................18 
1.3. Definición del alcance ..........................................................................................................21 
1.3.1. Alcance del trabajo .......................................................................................................21 
1.3.2. Obstáculos, riesgos y conflictos ...............................................................................23 
1.4. Partes interesadas ................................................................................................................24 
Capítulo II: Estado del arte ...........................................................................................................27 
2.1. Probe Person surveys ..........................................................................................................28 
2.2. Tracking y detección de rutas ..........................................................................................30 
2.3. Extracción de puntos de interés ......................................................................................32 
2.4. Extracción de los motivos de los desplazamientos ..................................................33 
2.5. Análisis de los modos de transporte ..............................................................................35 
Capítulo III: Conceptos previos ...................................................................................................37 
3.1. Ámbito de la simulación, la movilidad y el transporte ...........................................38 
3.1.1. ¿Qué es la simulación? .................................................................................................38 
3.1.2. Matrices O-D ....................................................................................................................42 
3.2. Ámbito organizativo y metodologías de trabajo .......................................................44 
3.2.1. Metodologías ágiles y TDD ........................................................................................44 
3.2.2. Control de versiones ....................................................................................................49 
3.3. Técnicas de clustering ..........................................................................................................52 
   





SEGUNDA PARTE ..............................................................................................................................58 
Capítulo IV: Desarrollo del sistema ...........................................................................................58 
4.1. Especificación .........................................................................................................................60 
4.1.1. Modelo de requisitos ...................................................................................................60 
4.1.1.1. Requisitos funcionales .......................................................................................61 
4.1.1.2. Requisitos no funcionales .................................................................................64 
4.1.2. Modelo de casos de uso ...............................................................................................66 
4.1.2.1. Definición de los actores ...................................................................................66 
4.1.2.2. Diagramas de casos de uso ...............................................................................67 
4.1.3. Modelo conceptual ........................................................................................................68 
4.2. Diseño ........................................................................................................................................70 
4.2.1. Arquitectura del sistema ............................................................................................71 
4.2.2. Consideraciones sobre el caso de uso Generación de información agregada 
de movilidad .................................................................................................................................72 
4.2.3. Diagrama de clases .......................................................................................................76 
4.2.4. Diagramas de secuencia .............................................................................................79 
4.2.4.1. El problema de la detección de los puntos de interés ...........................80 
4.2.4.2. El problema de la detección de los motivos de los desplazamientos
 ....................................................................................................................................................81 
4.2.4.3. El problema de la detección de los modos de transporte ....................82 
4.2.4.4. El problema de la generación de información de movilidad agregada
 ....................................................................................................................................................83 
4.3. Implementación .....................................................................................................................86 
4.3.1. Esquema de la base de datos ....................................................................................86 
4.3.2. El algoritmo de detección de POIs y generación de viajes ............................87 
4.3.3. El algoritmo de detección de significado de los POIs ................................... 107 
4.3.4. El algoritmo de detección de modos de transporte ...................................... 117 
4.3.5. Los algoritmos de generación de información agregada ............................ 124 
4.3.6. Tecnologías utilizadas y automatización .......................................................... 130 
Capítulo V: Generación de conjuntos de datos para la validación .............................. 133 
   





5.1. Consideraciones sobre el simulador y la generación de datos ......................... 134 
5.2. Generación de datos mediante el simulador ........................................................... 137 
5.2.1. Cliente y servidor de la recopilación de los datos ......................................... 138 
5.2.2. Desarrollo de la generación de trazas ................................................................ 139 
Capítulo VI: Validación y resultados ...................................................................................... 142 
6.1. Validación .............................................................................................................................. 143 
6.2. Visualizaciones de la generación de información agregada colectiva ........... 153 
Capítulo VII: Planificación .......................................................................................................... 157 
7.1. Planificación temporal ..................................................................................................... 157 
7.1.1. Especificación de tareas .......................................................................................... 158 
7.1.2. Diagrama de Gantt ..................................................................................................... 160 
7.2. Presupuesto y sostenibilidad ........................................................................................ 162 
7.2.1. Identificación y estimación de costes ................................................................. 162 
7.2.2. Impacto social y medioambiental ........................................................................ 164 
Capítulo VIII: Conclusiones y trabajo futuro ...................................................................... 169 
8.1. Consecución de los objetivos ......................................................................................... 169 
8.2. Trabajo futuro y mejoras ................................................................................................ 172 
Bibliografía ........................................................................................................................................ 177 
Webgrafía ........................................................................................................................................... 179 
Anexo I: Pseudocódigo del algoritmo TDJ-Cluster .............................................................. 182 
Anexo II: Trazas de validación ................................................................................................... 184 
Anexo III: Capturas de la web de desarrollo ........................................................................ 190 
  
   





ÍNDICE DE FIGURAS 
Figura 1: Encuestas de movilidad por motivos y años ........................................................14 
Figura 2: Esquema del proyecto AllOver ...................................................................................17 
Figura 3: Información a extraer a partir de las trazas geoposicionadas y de actividad
 ...................................................................................................................................................................20 
Figura 4. Ejemplo de captura de una traza en (Sermons & Koppleman, 1996) ........28 
Figura 5: Ejemplo de la actividad de un voluntario observada en (Itoh & Hato, 2013)
 ...................................................................................................................................................................29 
Figura 6: Pareto de la distancia entre geo-localizaciones ..................................................31 
Figura 7: Pareto de los tiempos de estancia en geo-localizaciones ................................31 
Figura 8: Comparativa de diversos algoritmos de clustering en (Brouwers & 
Woehrle, 2011) ...................................................................................................................................33 
Figura 9: Modelo usado en (Liao, Fox, & Kautz, 2007) ........................................................34 
Figura 10: Traza de actividades recogidas mediante (Making your App location-
aware - Recognizing the User's Current Activity - Android Devs., n.d.) ............................36 
Figura 11: Varios clases de sistemas de colas .........................................................................38 
Figura 12: Sistemas continuo, continuo discretizado y discreto .....................................39 
Figura 13: Esquema de metodología ágil Scrum ...................................................................45 
Figura 14: Esquema básico de Test-Driven Development ...................................................48 
Figura 15: Grafo (top-down) representando un repositorio de control de versiones
 ...................................................................................................................................................................50 
Figura 16: Clustering jerárquico de tipo aglomerativo y divisivo ...................................53 
Figura 17: K-means ilustrado ........................................................................................................54 
Figura 18: Ejemplo de DBSCAN (formas irregulares) .........................................................56 
Figura 19: Ejemplo de DBSCAN (density-reachable) ............................................................56 
Figura 20: Fusión de clusters en DJ-Cluster por medio del componente ‘o’ ................57 
Figura 21: Flujo del proceso de desarrollo de software .....................................................59 
Figura 22: Esquema de diagrama de casos de uso ................................................................66 
Figura 23: Actor Sistema .................................................................................................................66 
   





Figura 24: Actor Administrador del sistema .............................................................................67 
Figura 25: Diagrama de casos de uso del actor Sistema .....................................................67 
Figura 26: Diagrama de casos de uso del actor Administrador del sistema .................67 
Figura 27: Esquema conceptual del sistema ...........................................................................68 
Figura 28: Esquema del sistema AllOver ...................................................................................71 
Figura 29: Diagrama de clases de datos ....................................................................................76 
Figura 30: Diagrama de clases de controladores #1 ............................................................77 
Figura 31: Diagrama de clases de controladores #2 ............................................................78 
Figura 32: Diagrama de secuencia de la automatización #1 .............................................79 
Figura 33: Diagrama de secuencia de la automatización #2 .............................................80 
Figura 34: Diagrama de secuencia de la identificación de los puntos de interés, 
generación de POIs refinados y generación de viajes ..........................................................81 
Figura 35: Diagrama de secuencia de la detección de los motivos de los viajes .......82 
Figura 36: Diagrama de secuencia de la identificación de los modos de transporte
 ...................................................................................................................................................................82 
Figura 37: Diagrama de secuencia de la generación de los POIs de usuario ..............83 
Figura 38: Diagrama de secuencia de la generación de las rutas de usuario .............83 
Figura 39: Diagrama de secuencia de la generación de densidad por zona e intervalo
 ...................................................................................................................................................................84 
Figura 40: Diagrama de secuencia de la generación de viajes por zona ......................85 
Figura 41: Esquema de la base de datos ...................................................................................86 
Figura 42: Fases del algoritmo DJ-Cluster ................................................................................88 
Figura 43: Creación de una vecindad mediante MinTime en TDJ-Cluster ....................90 
Figura 44: Ejemplo de conjunto potencial PS(p) ...................................................................91 
Figura 45: Ejemplo de un cluster temporalmente dentro de otro ..................................92 
Figura 46: Recorrido de un conjunto potencial ps(p) en TDJ-Cluster ............................93 
Figura 47: Ausencia de capturas o capturas filtradas por velocidad .............................97 
Figura 48: Problema de los clusters consecutivos .............................................................. 100 
Figura 49: Creación y refinamiento de POIs ......................................................................... 103 
Figura 50: Esquema de un viaje ................................................................................................ 105 
   





Figura 51: POIs etiquetados por intervalo horario ............................................................ 109 
Figura 52: Aspecto de una gráfica de lecturas de actividades y POIs identificados
 ................................................................................................................................................................ 118 
Figura 53: Traza original de actividades y resultado del análisis de los modos de viaje 
a partir de los POIs y viajes identificados .............................................................................. 119 
Figura 54: Creación y análisis de los intervalos modales ................................................ 120 
Figura 55: Análisis de los intervalos modales mediante la ventana y modos de viaje 
resultantes ......................................................................................................................................... 122 
Figura 56: Contaje de usuarios en el mapa de densidad ................................................. 127 
Figura 57: Sintaxis de Cron ......................................................................................................... 132 
Figura 58: Diagrama de interacción entre Aimsun y su API ........................................... 135 
Figura 59: Capturas del simulador Aimsun ........................................................................... 137 
Figura 60: Flujo de la generación de datos a partir del simulador .............................. 140 
Figura 61: Fragmento de ejemplo de traza de validación ............................................... 144 
Figura 62: Matriz de confusión, cálculo de la precisión y la exhaustividad ............. 146 
Figura 63: Gráficas I y II de la traza I del 1er usuario ........................................................ 147 
Figura 64: Gráficas III y IV de la traza I del 1er usuario .................................................... 148 
Figura 65: Ejemplo de mapa de densidad de lecturas #1 ............................................... 153 
Figura 66: Ejemplo de mapa de densidad de lecturas #2 ............................................... 154 
Figura 67: Ejemplo de mapa de viajes #1.............................................................................. 155 
Figura 68: Ejemplo de mapa de viajes #2.............................................................................. 156 
Figura 69: Diagrama de Gantt .................................................................................................... 161 
Figura 70: Trazas en vehículos motorizados y características usadas en el 
clasificador en (Hemminki, Nurmi, & Tarkoma, 2013) .................................................... 174 
Figura 71: Gráficas I y II de la traza II del 1er usuario ....................................................... 184 
Figura 72: Gráficas III y IV de la traza II del 1er usuario .................................................. 185 
Figura 73: Gráficas I y II de la traza I del 2º usuario ......................................................... 186 
Figura 74: Gráficas III y IV de la traza I del 2º usuario ..................................................... 187 
Figura 75: Gráficas I y II de la traza II del 2º usuario ........................................................ 188 
Figura 76: Gráficas III y IV de traza II del 2º usuario ........................................................ 189 
   





Figura 77: Ejemplo simple de traza geoposicionada para 1 día ................................... 190 
Figura 78: Ejemplo de traza dentro y fuera de Barcelona .............................................. 191 
Figura 79: Ejemplo de traza con POIs identificados .......................................................... 191 
Figura 80: Ejemplo de POIs refinados generados, casa y trabajo ................................ 192 
  
   





ÍNDICE DE TABLAS 
Tabla 1: Esquema de traza geoposicionada de un usuario ................................................15 
Tabla 2: Esquema de traza de tipos de actividad de un usuario......................................16 
Tabla 3: Matriz Origen-Destino ....................................................................................................42 
Tabla 4: Traza de POIs para la generación del mapa de viajes ..................................... 129 
Tabla 5: Matriz de confusión de la detección de POIs ...................................................... 149 
Tabla 6: Matriz de confusión de la generación de viajes ................................................. 150 
Tabla 7: Matriz de confusión de la detección de los modos de los viajes ................. 151 
Tabla 8: Aciertos y fallos en la deteccióndel significado de los POIs (motivos de los 
viajes) .................................................................................................................................................. 152 
Tabla 9: Horas empleadas por iteración ................................................................................ 159 
Tabla 10: Costes en recursos humanos .................................................................................. 163 
Tabla 11: Costes en software ...................................................................................................... 163 
Tabla 12: Costes en hardware .................................................................................................... 163 
Tabla 13: Coste total del proyecto ............................................................................................ 164 
Tabla 14: Matriz de sostenibilidad el proyecto ................................................................... 165 
 
  
   






En este Trabajo Final de Grado se ha desarrollado un conjunto de algoritmos 
(donde su mayor contribución es el TDJ-Cluster) enfocados en la extracción 
automatizada de una serie de información especificada como interesante de cara a 
los estudios de movilidad dentro de áreas o entornos urbanos. Esta información ha 
sido extraída partiendo de trazas posicionadas espaciotemporalmente y trazas de 
actividad y está compuesta por los puntos de interés (POIs – Points Of Interests) que 
aparecen dentro de estas trazas, los viajes que se suceden entre ellos, los modos de 
transporte en los que se han efectuado los viajes y los motivos por los cuales se han 
realizado (que equivale al significado de los mismos POIs). 
Basándose en un estado del arte inicial se han documentado cada una de las 
particularidades y casuísticas específicas del problema siguiendo un modelo propio 
del desarrollo de software, obteniendo unos resultados acordes con los objetivos 
propuestos pero sin desentenderse de aquellas líneas de futuro que pueden llegar a 
seguir a este trabajo. 
Resum (català) 
 En aquest Treball de Final de Grau s’ha desenvolupat un conjunt d’algorismes 
(on la seva major contribució és el TDJ-Cluster) enfocats en l’extracció automatitzada 
d’una sèrie d’informació especificada com a interessant de cara als estudis de 
mobilitat en àrees o entorns urbans. Aquesta informació ha estat extreta partint de 
traces posicionades espaciotemporalment i traces d’activitat i està composta pels 
punts d’interès (POIs – Points Of Interests) que apareixen en aquestes traces, els 
viatges que ocorren entre ells, els modes de transport mitjançant els quals s’han 
efectuat els viatges i els motius pels quals s’han realitzat (el que equival al significat 
dels mateixos POIs). 
Basant-se en un estat de l’art inicial s’han documentat cadascuna de les 
particularitats i casuístiques específiques del problema seguint un model propi del 
desenvolupament de software, obtenint uns resultats d’acord amb els objectius 
proposats però sense desentendre’s d’aquelles línies de futur que poden arribar a 
seguir a aquest treball. 
 
   






In this end-of-degree project a set of algorithms has been developed (being 
the TDJ-Cluster the greatest contribution) focused on the automated extraction of a 
number of information specified as interesting in relation to mobility studies within 
urban areas. This information has been extracted from spatiotemporal traces and 
activity traces. It consists of those Points of Interest (POIs) that appear in these 
traces, the trips that occur between them, the modes of transport in which trips have 
been made and their reasons (that corresponds to the meaning of such POIs). 
With an initial state of the art phase, each of the specific particularities and 
casuistries of the problem have been documented, following a model that fits in the 
software development, obtaining results in conformity with the proposed objetives 
but without relinquishing all that future research lines which potentially continue 
this work. 
  
   










CAPÍTULO I: INTRODUCCIÓN 
 Este documento se corresponde a la memoria del Trabajo Final de Grado 
(TFG) en Ingeniería Informática "Tratamiento de trazas geoposicionadas para el 
análisis sobre la movilidad y los comportamientos en entornos urbanos".  
 En este primer capítulo: 
1. Se introducirá la temática del trabajo final, de dónde surge la idea y la 
oportunidad de llevarlo a cabo, poniendo en contexto al lector. Además se 
definirán los objetivos que se pretenden conseguir en él, 
2. Se especificará el alcance del proyecto, incluyendo los posibles obstáculos o 
contratiempos que pueden surgir durante su desarrollo y, finalmente,  
3. Se presentarán las principales partes interesadas que en éste intervienen. 
  
   





1.1. MOTIVACIÓN Y OPORTUNIDAD 
 Típicamente los estudios sobre el tráfico y la movilidad dentro de ciudades y 
entornos urbanos se han llevado a cabo mediante encuestas directas a la propia 
ciudadanía. Esta clase de encuestas tratan de obtener información variada sobre los 
ciudadanos, como por ejemplo: los viajes que han realizado en diferentes días, qué 
representan esos lugares y por tanto los motivos de estos viajes, en qué medio de 
transporte se han desplazado para llegar a esos lugares, etc. En la Figura 1 se 
comparan los viajes diarios en las ciudades de Santiago y Barcelona para distintos 
años y clasificados por los propósitos de los viajes. 
 En este contexto hay que tener en cuenta una serie de desventajas 
importantes, puesto que este tipo de estudios: 
a. Han llegado a convertirse en un importante gasto para las arcas municipales, 
b. Son caducos en el tiempo, pues corresponden a la imagen o foto fija del 
momento en que se realiza la encuesta y 
c. No siempre son fiables, teniendo en cuenta la subjetividad inherente a las 
mismas respuestas facilitadas por los encuestados. 
 Dada esta situación y con el uso cada vez más extendido tanto a nivel personal 
como administrativo de las Tecnologías de la Información y la Comunicación (TIC), 
FIGURA 1: ENCUESTAS DE MOVILIDAD POR MOTIVOS Y AÑOS 
   





en los últimos años se llegan a plantear sistemas de recogida y recopilación de datos 
geolocalizados para su posterior análisis y/o agregación, extrayendo de esta manera 
toda aquella información sobre la movilidad y los comportamientos en entornos 
urbanos que se extraía anteriormente. Es más, estos sistemas (2.1. Probe Person 
surveys) evolucionan hasta el punto de poder obtener de ellos una mayor cantidad y 
variedad de información y con una mayor fiabilidad, proporcionando una imagen en 
movimiento de la movilidad en las ciudades, en vez de la foto fija o visión estática 
que se conseguía a través de los métodos clásicos anteriores. 
 A finales de 2013 surge dentro de inLab FIB el proyecto AllOver, en 
colaboración con UPCnet, y es aquí donde aparece la ocasión y donde toma sentido 
y forma este Trabajo Final de Grado, realizándose en modalidad B con Convenio de 
Cooperación Educativa (CCE) en inLab FIB. En este proyecto se trata una solución 
innovadora en el terreno de smart cities y más concretamente en el de smart 
mobility: se convierte a los ciudadanos en sensores activos y móviles dentro de un 
área urbana, los cuales generan una serie de trazas geoposicionadas mediante su 
propio dispositivo móvil. A partir de estas trazas se genera una imagen 
espaciotemporal del usuario. Una descripción más detallada del proyecto AllOver se 
encuentra en el apartado que sigue a éste (1.1.1. El proyecto AllOver). 
Un ejemplo de esquema básico de datos recopilados (o trazas) para un 
usuario podría ser el de la Tabla 1 y la Tabla 2. 
ID usuario timestamp latitud, longitud 
0001 2014-09-02 12:14:11 41.390460, 2.149050 
0001 2014-09-02 12:15:07 41.392367, 2.151582 
... ... ... 
1242 2014-11-27 14:36:10 41.390251, 2.133418 
... ... ... 
TABLA 1: ESQUEMA DE TRAZA GEOPOSICIONADA DE UN USUARIO 
 Mientras que la Tabla 1 muestra una traza donde para cada instante de 
tiempo se captura la posición en coordenadas geográficas (latitud y longitud), en la 
Tabla 2 podemos observar un ejemplo de traza de tipos de actividad, donde para 
cada timestamp se recogen diferentes actividades que potencialmente están siendo 
realizadas por el usuario (como p. ej. 'estar parado', 'caminando', 'en vehículo'...), 
dándole a cada una un porcentaje (confianza) que representa la probabilidad de que 
el usuario esté llevando a cabo cada tipo de actividad. 
   





TABLA 2: ESQUEMA DE TRAZA DE TIPOS DE ACTIVIDAD DE UN USUARIO 
 Estas trazas, que son los datos en bruto o materia prima a examinar, serán 
analizadas con el fin de extraer la información de movilidad que se defina, la cual 
podría incluir información como la ya mencionada al inicio de este apartado. Qué 
información concreta se puede extraer que sea útil para el análisis de la movilidad 
en ciudades es algo que veremos en detalle en los siguientes apartados de este 
capítulo. 
 En el siguiente subapartado se pone en contexto el proyecto AllOver, a partir 
del cual, como ya se ha dicho, surge este TFG. Así mismo, se definirá el trabajo 
concreto que comprende este Trabajo Final de Grado dentro de AllOver. 
1.1.1. EL PROYECTO ALLOVER 
El proyecto AllOver es un proyecto desarrollado dentro de inLab FIB a partir 
de diciembre de 2013 y con una duración inicial de un año. Como ya se ha hecho 
referencia, en este proyecto se convierte al ciudadano en un agente activo en la 
generación de información sobre la movilidad mediante el uso de las TIC y, más 
concretamente, el uso de los smartphones.  
Este proyecto establece un marco de trabajo entre el cliente UPCnet e inLab 
FIB para la exploración colaborativa y la innovación permitiendo potenciar y 
transferir la investigación y el desarrollo dentro del área de smart mobility. UPCnet 
plantea el producto resultado de este proyecto como un servicio más que ofrecer en 
el ámbito de las smart cities, ampliando así su cartera de servicios destinados a los 
propios ciudadanos o bien a las administraciones públicas.  
ID usuario timestamp tipo actividad confianza (%) 
0001 2014-09-02 12:13:57 “en vehículo”  78 % 
0001 2014-09-02 12:13:57 “en bicicleta” 20 % 
0001 2014-09-02 12:13:57 “caminando” 2 % 
... ... ... ... 
0001 2014-09-02 12:14:13 “caminando” 100 % 
... ... ... ... 
1242 2014-11-27 14:37:02 “caminando” 100 % 
1242 2014-11-27 14:37:22 “caminando” 100 % 
... ... ... ... 
   





En un inicio el proyecto consta de dos partes bien diferenciadas: 
1. El desarrollo de la aplicación móvil, que es la encargada de recoger la 
información de posición y de actividad de aquellos usuarios que la lleven 
instalada en su smartphone y 
2. El análisis de los datos recopilados anteriores con el objetivo de extraer 
información sobre la movilidad y los comportamientos en entornos urbanos. 
La aplicación también contendrá cierta componente de gamificación de cara 
a promover su uso. Podrá mostrar, por ejemplo, los lugares frecuentados por el 
usuario sobre un mapa, estadísticas personales a los mismos usuarios como la 
distancia recorrida a pie, etc. Además podrá motivar su uso basándose en un sistema 
de recompensas físicas, como por ejemplo abonos de transporte público cuyo valor 
será mayor en función de los datos proporcionados (atendiendo principalmente a la 
cantidad de estos e incentivando de esta manera su uso continuado y habitual). 
FIGURA 2: ESQUEMA DEL PROYECTO ALLOVER 
   





La Figura 2 se corresponde con la visión original del proyecto. A partir de 
aquí son posibles cambios y reconsideraciones, en especial en la parte de promoción 
de su uso. Con todo, la idea básica y original del proyecto es única y los dos puntos 
mencionados anteriormente son de desarrollo necesario para la correcta 
consecución del proyecto. 
De esta manera, este Trabajo Final de Grado se centrará en el segundo punto: 
el análisis de los datos recopilados, partiendo de un sistema ya instalado y 
desplegado. Si bien en algún momento se podrá hacer referencia a características 
propias de la aplicación u otro sistema externo al propio análisis de los datos con el 
fin de aclarar ciertas características o justificar determinadas decisiones, el 
desarrollo de este TFG se ajustará en la medida de lo posible al análisis y 
procesamiento de los datos en bruto para extraer la información de movilidad que 
a continuación detallaremos. 
Debido a que el trabajo que nos ocupa se corresponde a un subconjunto del 
proyecto AllOver, es preciso explicar y especificar en este momento los objetivos de 
este TFG de manera desgranada, así como definir el alcance concreto de éste y, por 
último, exponer las partes interesadas o stakeholders que conciernen tanto al 
proyecto base AllOver como a este TFG en particular. 
1.2. OBJETIVOS DEL TFG 
 El objetivo del presente Trabajo Final de Grado es el análisis y tratamiento de 
datos geoposicionados recogidos en entornos urbanos mediante dispositivos 
móviles considerablemente extendidos, en particular smartphones equipados con el 
sistema operativo Android, con el fin de obtener información acerca de la movilidad 
en tales áreas de estudio. Para ello, y como ya se ha comentado, se hará uso del 
ciudadano y de la capacidad de éste de poder, hoy día, llevar consigo un dispositivo 
móvil de manera rutinaria y de estar en casi todo momento conectado a la red. 
 En primer lugar, para definir los objetivos del TFG necesitamos conocer qué 
información suele requerirse en los estudios de movilidad y cómo ésta es 
organizada. Una estructura de datos ampliamente conocida y utilizada dentro de 
este ámbito son las matrices Origen-Destino o matrices O-D. Estas tablas expresan 
el número de viajes entre pares de zonas. Estas zonas se obtienen de aplicar una 
zonificación a una determinada área geográfica de estudio. Las matrices O-D se 
pueden construir ateniéndose principalmente a 3 parámetros: 
   





1. Los intervalos horarios. 
2. Los modos de transporte. 
3. Los motivos de los viajes. 
 De estas estructuras se habla más en detalle en el apartado 3.1.2. Matrices O-
D. 
 De esta manera, el objetivo principal y último de este Trabajo Final de 
Grado es pues el análisis de los datos que los dispositivos móviles recojan con la 
finalidad de obtener la información necesaria para la automatización, en la medida 
de lo posible, de generación de información de movilidad. Esta información sobre 
movilidad podría representarse, por ejemplo mediante las mencionadas matrices de 
movilidad u Origen-Destino. 
 Así, a partir de la definición de las matrices O-D podemos especificar una 
serie de objetivos, los cuales se corresponderían directamente con la información 
de movilidad genérica a extraer en este TFG. Aun así, en primer lugar se debe hacer 
referencia a dos necesidades o requisitos importantes relativos al proyecto AllOver 
al definir los objetivos desglosados de este TFG: 
1. El ciudadano, que tendrá instalada voluntariamente la aplicación en su 
dispositivo, debe interactuar de manera mínima o incluso nula con ésta a la 
hora de proporcionar información. Esto conlleva una problemática asociada: 
cómo tratar los datos recogidos mediante la aplicación para obtener, tan sólo 
a partir de ellos, la información adecuada sobre la movilidad, sin que el 
usuario tenga por ejemplo que indicar manualmente lugares visitados dentro 
de su traza diaria de viajes, los modos de transporte que ha utilizado en sus 
desplazamientos o el motivo de estos. 
2. Puesto que la duración de la batería en un dispositivo móvil utilizado como 
sensor es considerada un factor clave en la experiencia de usuario al instalar 
y utilizar cualquier funcionalidad, es importante minimizar el consumo de la 
aplicación. Así pues el dispositivo tan sólo recogerá trazas geolocalizadas 
periódicamente, enviándolas cada cierto tiempo a un servidor. Será en este 
servidor donde se realizará el procesamiento de estos datos, obteniendo la 
información de movilidad que se especificará a continuación. 
 Es a través del punto 1 que surge la necesidad de analizar las trazas 
geoposicionadas recogidas y es, por tanto, a partir de aquí que se desprenden los 
objetivos del presente Trabajo Final de Grado, que se detallan a continuación. 
   





 Algunos ejemplos de la información a obtener de cada una de las trazas (es 
decir, a nivel individual) pueden ser: los puntos de estancia tales como el domicilio, 
el trabajo o lugares de estudio (colegios o universidades), el modo de transporte de 
los desplazamientos realizados, etc. Así, se define la siguiente información a extraer: 
1. Puntos de interés (POIs - del inglés Points Of Interest) de los ciudadanos con 
la aplicación: se define como POI todo aquel lugar que un usuario pueda 
considerar de interés por un motivo u otro. 
2. Viajes o desplazamientos entre puntos de interés: orígenes y destinos de los 
viajes. 
3. Motivos de los desplazamientos: se utilizarán las herramientas de 
localización geográfica disponibles (como por ejemplo aquellas que permiten 
consultar información geográfica en OpenStreetMap (OpenStreetMap, n.d.))) 
y se definirán patrones de comportamiento, analizando los tiempos de 
estancia en los diferentes puntos de interés y franjas temporales del día para 
determinar qué es cada POI y deducir así los motivos de los viajes. 
4. Modos de transporte: prestando atención a la diferenciación entre modos de 











FIGURA 3: INFORMACIÓN A EXTRAER A PARTIR DE LAS TRAZAS GEOPOSICIONADAS 
Y DE ACTIVIDAD 
   





 Estos cuatro puntos se corresponden directamente con los subobjetivos del 
TFG y será necesario definir los bloques a desarrollar a partir de ellos, lo que se 
expone en el apartado siguiente. 
 Recapitulando, en este TFG se definen los siguientes objetivos: 
1. Generación de información sobre la movilidad en entornos urbanos, como 
por ejemplo matrices de movilidad (matrices O-D), a partir de las trazas 
recogidas por la aplicación móvil, 
2. Extracción de los lugares visitados, es decir, de los puntos de interés de estas 
trazas, 
3. Generación de los viajes entre estos puntos de interés, 
4. Identificación de los motivos o propósitos de estos viajes y 
5. Modos de transporte utilizados en los mismos, a partir de la traza de modos 
de desplazamiento. 
1.3. DEFINICIÓN DEL ALCANCE 
1.3.1. ALCANCE DEL TRABAJO 
 Los bloques a desarrollar en el proyecto, en orden cronológico, son los 
siguientes: 
◊ Estado del arte: este bloque tiene su grueso al inicio del trabajo final. Se 
corresponde a la labor de exploración, descubrimiento y valoración de 
soluciones y alternativas ya propuestas en este ámbito por otros grupos de 
investigación aplicables al proyecto que nos incumbe. Esta fase tiene peso 
suficiente como para ser una en sí misma, puesto que el terreno en el que se 
moverá el TFG es desconocido casi en su totalidad. 
 
◊ Desarrollo de los algoritmos de agrupación de datos geolocalizados 
individuales, extrayendo información no agregada como los puntos de 
interés (POIs). 
 
◊ Desarrollo de los algoritmos de generación de viajes/desplazamientos entre 
los puntos de interés anteriormente descubiertos. 
 
   





◊ Desarrollo de los algoritmos de identificación de los motivos de los viajes, lo 
que se divide en: 
a. Identificación de los puntos de interés rutinarios. Un POI rutinario o 
recurrente es aquel que no es puntual, esto es, que está involucrado en 
un cierto número de viajes. 
b. Análisis de las franjas temporales (horas de estancia, días de la semana, 
tiempos de permanencia, etc.) de los puntos de interés identificados 
previamente como rutinarios, dotando de significado a estos patrones de 
comportamiento. 
c. Aplicación de herramientas y técnicas de geocodificación inversa con el 
fin de proporcionar motivos a los viajes entre aquellos puntos de interés 
para los que no sea posible definir un determinado patrón. 
 
◊ Desarrollo de los algoritmos para identificar los modos de viaje a partir de 
las trazas de modos de desplazamiento. 
 
◊ Utilización de la simulación: en el proceso de desarrollo de los algoritmos se 
utilizarán datos provenientes del equipo de desarrollo a través de la cual 
verificar los resultados obtenidos. En cierto punto del proyecto será 
interesante tener en cuenta un conjunto de datos mayor (semejante en 
cantidad a una muestra poblacional) y para ello se hará uso de la simulación, 
como se explicitará más adelante en esta memoria. En concreto se utilizará 
el software de simulación de tráfico Aimsun (Aimsun - Index, n.d.), 
aprovechando la licencia de la que se dispone dentro de inLab FIB. 
 
◊ Documentación, generación y visualización de resultados: la última fase del 
proyecto consiste en la generación o producción de resultados de los puntos 
anteriores que lo requieran y la documentación de todos ellos. Para esto es 
importante pensar en algún tipo de visualización tal como una página web 
interactiva sencilla o encuestas de cara a la validación de los lugares visitados 
por los miembros del equipo de desarrollo, cuyas trazas, como se ha 
comentado, serán analizadas. Esto puede suponer cierto conflicto con el 
proyecto AllOver (del cual proviene este TFG), puesto que el cliente de éste 
(UPCnet) puede no requerir esta clase de visualizaciones, tal y como se hace 
referencia en el apartado siguiente. 
   





 En el desarrollo de cada uno de los algoritmos anteriores está implícita la 
modelización, el diseño y el mantenimiento de los datos e información necesarios 
para ello (en forma de bases de datos, p. ej.). 
 En el siguiente apartado se identificarán los posibles conflictos que pueden 
afectar al TFG y que es importante considerar a la hora de llevarlo a cabo. 
1.3.2. OBSTÁCULOS, RIESGOS Y CONFLICTOS 
Además de los riesgos habituales en todo proyecto dentro de este ámbito, 
tales como la pérdida de los documentos digitales almacenados en el ordenador de 
desarrollo o en la nube, un potencial desvío de la planificación por motivos de 
enfermedad grave, etc. existen otros riesgos o conflictos inherentes al proyecto que 
son interesantes de mencionar: 
1.1. Al tratarse de un proyecto de investigación y exploración más que de 
desarrollo de un producto concreto, el cliente (UPCnet) puede cambiar 
los requisitos o cambiar de opinión respecto hacia dónde le gustaría que 
se dirigiera el proyecto. Esto conlleva cierto grado de incertidumbre 
respecto a la trayectoria, que en principio debería de ser paralela entre 
los dos proyectos. A partir de aquí se desprenden los siguientes conflictos. 
1.2. La metodología usada en el proyecto es ágil (Scrum y TDD), mientras que 
la documentación que se generará para el presente Trabajo Final de 
Grado es en cascada, en el sentido en que se definen unos objetivos que 
alcanzar al inicio del trabajo y se sigue todo el método de desarrollo de 
software, logrando al finalizar las metas propuestas. UPCnet, en cambio, 
puede redefinir los objetivos en cada iteración. 
1.3. Inicialmente, la duración del TFG es hasta junio del 2014, la del proyecto 
AllOver hasta diciembre del mismo año. 
1.4. Los resultados y visualizaciones que requieran ambos proyectos no 
tienen por qué coincidir. UPCnet puede solicitar cierto tipo de 
visualizaciones para demostrar el trabajo realizado por el equipo de 
desarrollo. Esto es en parte una consecuencia de las dos visiones que se 
tienen del proyecto: por un lado la visión científica y técnica y por otro la 
visión empresarial o comercial. 
Para solventar este primero conjunto de inconvenientes, en el caso de que se 
produjesen, se intentaría reconducir el TFG, de manera que los objetivos propuestos 
inicialmente se alcanzasen sin llegar a repercutir críticamente en el proyecto para 
   





UPCnet. En cuanto a la generación de resultados y documentación de cara al TFG, 
serán tareas llevadas a cabo fuera del horario regular de trabajo que se establece a 
partir del marco de CCE con inLab FIB. 
 
2. Por otro lado existe el riesgo de que los datos recogidos mediante la 
aplicación móvil sean de poca calidad y con ellos no se puedan testear 
correctamente los algoritmos desarrollados de manera exhaustiva. Para 
lidiar con esto se hará uso de la simulación, generando los datos con las 
características esperadas. Mientras tanto se deberá ir mejorando la 
aplicación para conseguir datos de mayor calidad, lo que no concierne, en 
cambio, a este proyecto. 
3. En referencia al punto anterior, también se sabe que los datos con los que 
inicialmente probar los algoritmos desarrollados son escasos. Esto 
también se solventaría mediante el uso de la simulación, generando 
conjuntos de datos mayores, similares en cantidad a los que podrían ser 
capturados en una muestra poblacional. Estos son riesgos ya controlados, 
puesto que a su resolución se le confiere todo un bloque en particular, tal 
y como se ha explicado en el apartado anterior: el bloque de utilización de 
la simulación. 
 
 Para finalizar este primer apartado de introducción se nombrarán e 
identificarán las diferentes partes interesadas dentro de este TFG. 
1.4. PARTES INTERESADAS 
 Las partes interesadas o stakeholders son aquellas personas e instituciones a 
las que el proyecto les incumbe, les afecta o les interesa por diversos motivos. A 
continuación se diferenciarán los diferentes stakeholders y se explicarán sus roles 
dentro de este Trabajo Final de Grado. 
◊ Desarrollador del TFG: en este caso este rol se corresponde al mismo autor 
de este Trabajo Final. El desarrollador se encarga del diseño y el desarrollo 
del TFG, además de la planificación de éste, siendo el encargado de 
reconducir el proyecto, en caso de que fuera necesario y con el soporte y 
colaboración del director, para cumplir con los objetivos propuestos al inicio. 
 
   





◊ Director del TFG: el director de este trabajo final es Carlos Carmona, personal 
del inLab FIB, que se encargará de mantener controlado el rumbo del 
proyecto junto con el desarrollador, además de asesorarle en lo oportuno y 
marcar deadlines fijando entregas de documentación de cara a la memoria 
final. Su rol es muy cercano al anterior, puesto que seguir una metodología 
ágil como scrum (que se explica en detalle en el apartado 3.2.1.) permite 
realizar un seguimiento diario del trabajo realizado. Además, este 
stakeholder se corresponde con el Scrum Master. 
 
◊ Ponente del TFG: este rol le pertenece a Josep Casanovas, director de inLab 
FIB y profesor catedrático de la Facultad de Informática de Barcelona. Es el 
eslabón entre la empresa dentro de la que se desarrolla el trabajo final y la 
Facultad de Informática. Asesora al director del proyecto para garantizar que 
el trabajo final cumpla los requisitos de un TFG, además de evaluar los hitos 
correspondientes en colaboración con el director y de acuerdo con la 
normativa de TFGs en la FIB. 
 
◊ Cliente del proyecto AllOver: es la empresa que mantiene económicamente el 
proyecto. Además será quien haga uso del producto resultante de éste. Aquí 
es UPCnet. 
 
◊ Usuarios del proyecto AllOver: lo que UPCnet pretende obtener de este 
proyecto de investigación es un producto que pueda ser útil para las 
empresas de transporte y movilidad, así como para los ayuntamientos. Por 
tanto éstas serán los principales usuarios. 
 
◊ Ciudadanos (usuarios de la aplicación): los ciudadanos que lleven instalada 
la aplicación que recoge periódicamente los datos geoposicionados son, de 
alguna manera, los usuarios indirectos de la aplicación móvil que resulte del 
proyecto AllOver, puesto que por el hecho de tener  y utilizar esta aplicación 
obtendrán algún tipo de beneficio, como por ejemplo: 
 
o Una reducción de costes para los ayuntamientos al utilizar este 
producto en vez de los métodos clásicos y, por ende, una potencial 
reducción de impuestos. 
o Una mejora de la movilidad en el área urbana de estos ciudadanos a 
medio plazo. 
   






Por otro lado hay que ver cómo promover el uso de la aplicación entre la 
ciudadanía, pero esto ya corresponde a la decisión de cada ayuntamiento, a 
UPCnet o a ideas que se podrían proponer desde el equipo de responsables 
de AllOver. Como se hizo mención en el apartado (1.1.1. El proyecto AllOver) 
una posibilidad de cara a motivar su uso por parte de los ciudadanos con 
smartphones sería la posibilidad de facilitar abonos de transporte público a 
estos (en tanto que tiene una relación directa con la temática y el uso que se 
le pretender conferir al producto: estudio sobre la movilidad en áreas 
urbanas). 
 
◊ Instituciones verdes/pro medioambiente: esta clase de organismos pueden 
estar interesadas en la aplicación de este proyecto dentro de las ciudades, ya 
que el producto que se trata de desarrollar será una herramienta para 
optimizar las redes de transporte y poder planificar mejor la movilidad 
dentro de las urbes. 
 
  
   










CAPÍTULO II: ESTADO DEL ARTE 
 En este capítulo se dará cuenta del estado actual en que se encuentran los 
puntos básicos que se pretenden desarrollar en este TFG.  
 Partiendo de la base, que se corresponde a la idea de Probe Person surveys, 
donde se convierte a los ciudadanos en sensores activos y móviles dentro de un 
centro urbano, pasando por analizar las alternativas propuestas por otros grupos de 
investigación y desarrollo para cada uno de los objetivos propuestos en el capítulo 
anterior, y llegando a opciones factibles y adaptables a las necesidades tanto del 
proyecto llevado a cabo dentro de inLab FIB como al presente TFG en particular. 
 Los puntos estudiados han sido, a grandes trazos: 
a) Probe Person surveys 
b) Seguimiento o tracking, detección de rutas y extracción de patrones de 
movilidad a partir de trazas geoposicionadas,  
c) Algoritmos para la extracción de puntos de interés en estas trazas, 
d) Análisis de los motivos de los desplazamientos o viajes identificados y 
e) Técnicas para la detección de modos de transporte. 
 Todas las referencias utilizadas en este capítulo han sido añadidas a la 
bibliografía del TFG. 
  
   





2.1. PROBE PERSON SURVEYS  
 Como ya se comentó en la introducción del TFG, el uso de encuestas 
personales a los usuarios como fuente para poder construir modelos sobre la 
movilidad dentro de los centros urbanos es problemático por diversas razones. En 
particular, la desventaja más importante y recurrente ha sido la falta de fiabilidad, 
ya que como se comenta, las respuestas de los encuestados se basan en la memoria 
de los mismos (tal y como se menciona en (Itsubo & Hato, 2006)), lo que desemboca 
en una ausencia significativa de viajes reportados. Además, las rutas seguidas en 
estos viajes son algo realmente difícil de conseguir mediante encuestas en papel. 
 En los estudios de (Zito, D'Este, & Taylor, 1995) y (Sermons & Koppleman, 
1996) se comienzan a utilizar sistemas que incorporan GPS para recoger datos de 
los viajes en vehículo, tales como los tiempos de viaje, las distancias recorridas, la 
velocidad media de estos, etc. En (Wagner, 1997) ya se propone un sistema de 
recogida de datos y encuesta automatizado que usa un sistema hardware 
semiportátil con pantalla táctil (PDA) que, junto con un GPS, se instala en un vehículo 
y es manipulado por el voluntario en cuestión a la hora de iniciar y finalizar viajes 
en este vehículo. De esta manera se recogen las posiciones al momento y se obtiene 
una traza de capturas que es guardada. La cantidad de coches equipados en este 
estudio es de 100. En la Figura 4 se puede ver un ejemplo de una entrada o captura 
registrada mediante este sistema. 
 
 A continuación se compara la información recopilada mediante encuestas 
físicas con la información grabada por el PDA, descubriendo que tanto la duración 
de los viajes como las distancias recorridas son mayores en el primer caso. Sus 
creadores aclaran que, aunque no es un sistema que pretenda substituir el método 
clásico de recogida de datos de movilidad, es una primera aproximación, una prueba 
de concepto. Con todo, y así como en (Zito, D'Este, & Taylor, 1995) y (Sermons & 
Koppleman, 1996), este sistema tiene la limitación de recoger tan sólo datos de 
viajes en vehículo. Además se apunta que se espera que los avances en los próximos 
años tanto en hardware como en software pueden llegar a conseguir sistemas más 
pequeños, ligeros y con baterías más duraderas, pudiendo capturar viajes no tan 
sólo en vehículo. 
FIGURA 4. EJEMPLO DE CAPTURA DE UNA TRAZA EN (SERMONS & KOPPLEMAN, 1996) 
   





 En (Itsubo & Hato, 2006) se continua proponiendo un sistema de recogida de 
viajes mediante GPS, solo que ahora el dispositivo hardware es portable, de manera 
que el usuario puede indicar en todo momento la información acerca de sus 
desplazamientos. Es decir, se expande la recogida de información de movilidad: los 
modos de transporte de los viajes no están limitados a ser exclusivamente en 
vehículo. 
 En (Itoh & Hato, 2013) se continua en esta línea, combinando la información 
obtenida a partir de las encuestas clásicas en papel con los datos proporcionados 
por los voluntarios mediante smartphones equipados con GPS con la intención de 
reducir el sesgo producido por la aparición de abstenciones entre los encuestados 
en lo que se refiere al reporte de viajes. Los voluntarios siguen introduciendo sus 
salidas y llegadas junto con la información de qué es cada lugar y en qué medio de 
transporte se han realizado estos viajes. En la Figura 5 se observa el detalle que se 
puede llegar a obtener mediante este sistema de tracking y encuesta portátil. 
 El presente proyecto se desarrolla a partir de este punto. La idea básica es la 
de utilizar como sensores a los ciudadanos que disponen de smartphone, cuyo uso 
por parte de estos se puede considerar hoy en día una práctica suficientemente 
extendida. La diferencia clave, y que también es un requisito del proyecto, es que la 
información acerca de la movilidad obtenida no deberá ser proporcionada por el 
usuario del teléfono, puesto que éste tan sólo será usado como un simple tracker o 
sensor, que recoge y envía capturas espaciotemporales en periodos 
FIGURA 5: EJEMPLO DE LA ACTIVIDAD DE UN VOLUNTARIO OBSERVADA EN (ITOH & HATO, 
2013) 
   





aproximadamente regulares. De esta manera es necesario realizar un estudio 
aparte, partiendo del rastreo/recogida de datos, que será la materia prima y 
continuando con el análisis de las trazas obtenidas con el fin de extraer de ellas la 
información necesaria. 
 En el siguiente apartado se hablará del rastreo, detección de rutas y 
extracción de patrones de movilidad mediante tecnologías más o menos recientes. 
2.2. TRACKING Y DETECCIÓN DE RUTAS 
 Como hemos visto en el apartado anterior, si bien no se puede decir que los 
estudios sobre movilidad realizados a partir del seguimiento mediante dispositivos 
móviles sean algo común hoy en día, son una práctica que ha sido llevada a cabo en 
más de una ocasión. A pesar de ello este tipo de estudios no son tan comunes en el 
campo de la telefonía, sino más bien en el seguimiento de flotas logísticas y de 
transporte, cuyos primero proyectos se remontan a los años 90. Estos estudios 
pueden estar igualmente orientados a la investigación y a actividades comerciales o 
lucrativas. 
 El panorama actual permite el acceso de la clase media a dispositivos de alta 
tecnología como los smartphones. A pesar de esto, el tracking o seguimiento de los 
habitantes (voluntarios que se presentan para participar en los estudios) en ciertos 
entornos urbanos lleva realizándose desde antes de la aparición de este tipo de 
terminales. Así, se han utilizado tecnologías como GSM para localizar dispositivos 
móviles tanto en entornos exteriores (Sohn, et al., 2006) como interiores (Otsason, 
Varshavsky, LaMarca, & de Lara, 2006). Posteriormente se han llevado a cabo 
estudios para conocer la fiabilidad y las diferencias entre otras tecnologías tales 
como WiFi y GPS (Brouwers & Woehrle, 2011) que son capaces de posicionar un 
dispositivo móvil, y se han utilizado éstas para clasificar la ciudad en lugares de 
residencia, de trabajo y de ocio, principalmente [ (Ahas, Aasa, Silm, & Tiru, 2010) y 
(Brouwers & Woehrle, 2011)]. 
 A partir de este punto otros grupos han realizado diferentes trabajos con el 
fin de extraer patrones de movilidad a partir de estas trazas geoposicionadas 
provenientes del tracking [ (Ashbrook & Starner, 2003), (Liao, J. Patterson, Fox, & 
Kautz, 2004) y (Zignani & Gaito, 2010)]. Para ello y como es de suponer estas trazas 
deben ser limpiadas y/o prefiltradas [ (Zhou, Frankowski, Ludford, Shekhar, & 
Terveen, 2004), (Zhou, Frankowski, Ludford, Shekhar, & Terveen, 2007) y (Zignani 
   





& Gaito, 2010)], de manera que los datos sean, de cara a su posterior análisis 
correctos, fiables y ajustados a las necesidades de cada estudio. 
 En (Zignani & Gaito, 2010) se introducen los conceptos de geo-localización 
(que definen como un lugar donde un individuo pasa un determinado tiempo)  y 
geo-comunidad (que, por su parte, definen como geo-localizaciones compartidas 
por varios individuos). Aquí se hace uso de MLE (Maximum Likelihood - Wikipedia, 
n.d.) para ajustar diferentes distribuciones de probabilidad que representen la 
movilidad de ciertos conjuntos de datos en base a: 
1. La distancia entre geo-localizaciones (inter-distancias). 
2. La distancia entre diferentes capturas dentro de una misma geo-localización 
(intra-distancias). 
3. El tiempo de parada en geo-localizaciones. 
4. Cómo la gente escoge geo-localizaciones sucesivas. 
 De esta manera se obtiene un análisis de las trazas y por lo tanto de la 
movilidad, concluyendo que la distancia es un factor clave a la hora de elegir la 
próxima geo-localización a visitar o que la función de distribución (CDF) que 
expresa el tiempo de parada en geo-localizaciones, así como la que expresa la 
distancia entre geo-localizaciones sigue una Pareto, esto es: predominan las 
estancias y los desplazamientos cortos (Figura 6 y Figura 7, respectivamente). Hay 
que tener en cuenta que los conjuntos de datos utilizados se corresponden a lugares 









FIGURA 6: PARETO DE LA DISTANCIA 
ENTRE GEO-LOCALIZACIONES FIGURA 7: PARETO DE LOS TIEMPOS DE 
ESTANCIA EN GEO-LOCALIZACIONES 
   





Por otro lado, en (Brouwers & Woehrle, 2011) se habla de puntos de interés. 
Un punto de interés o POI (del inglés Points Of Interest) engloba un concepto más 
amplio que el de geo-localización y se define como todo aquel lugar que puede ser 
de interés para un individuo.  
El siguiente apartado trata sobre la extracción de los puntos de interés y se 
introduce el concepto de clustering, técnica, como veremos, ampliamente utilizada 
en este terreno. 
2.3. EXTRACCIÓN DE PUNTOS DE INTERÉS 
 Como ya se ha comentado, un punto de interés es cualquier lugar o área que 
una persona puede encontrar útil o interesante. Para que un POI sea considerado 
como tal, el individuo debe de estar en algún sitio sin moverse, relativamente. Esto 
es, permaneciendo del todo estático o bien moviéndose a una velocidad inferior a la 
considerada como la velocidad de paseo, que está entre los 3-4km/h (1m/s) 
(Zignani & Gaito, 2010). Esto es debido a que las precisiones de los instrumentos de 
medida de la posiciones no son perfectas y las coordenadas capturadas son, por 
tanto, aproximadas y no exactas. Por esta razón, un individuo puede estar realmente 
quieto y sus capturas variar a lo largo de este tiempo estacionario. Por otro lado, en 
función de la tecnología utilizada también es probable obtener coordenadas 
estrictamente iguales a lo largo de un conjunto de capturas (es decir, la velocidad 
entre ellas sería nula), aún cuando el individuo está en movimiento. 
 Desde un punto de vista global, una técnica muy utilizada para extraer POIs 
a partir de trazas geoposicionadas es el llamado clustering. El uso de este 
procedimiento es útil puesto que, como se ha comentado, los sistemas que 
geolocalizan dispositivos no son capaces de dar exactamente las mismas 
coordenadas aunque estos dispositivos estén en un mismo y preciso sitio físico 
durante un periodo de tiempo considerable (Ashbrook & Starner, 2003). Esto se 
traduce en que se deben agrupar las capturas. Esta técnica es además intuitivamente 
la más apropiada, puesto que como su nombre indica, se basa en construir 
agrupaciones en base a diferentes características, que pueden consistir, por ejemplo, 
en las similitudes compartidas por los objetos del conjunto inicial, en la distancia 
entre estos, etc. Esta familia de algoritmos se explica más en detalle en el apartado 
3.1.2. 
 Aplicados a la detección de POIs en trazas geolocalizadas podemos encontrar 
numerosos estudios. Mientras que en unos se focalizan en métodos jerárquicos 
   





divisivos basados en densidad (Zheng, Xie, & Ma, 2009), en grid-based clustering 
definiendo cuadrículas de 100m2 (Zignani & Gaito, 2010) o en variantes de K-Means 
(Zignani & Gaito, 2010), en (Brouwers & Woehrle, 2011) comparan varios 
algoritmos (Figura 8), entre ellos DJ-Cluster, una variante del algoritmo DBSCAN 
(1996) que según el estudio conlleva buenos resultados en tiempos asequibles. En 
referencia al algoritmo DJ-Cluster, en (Zhou, Frankowski, Ludford, Shekhar, & 
Terveen, 2004) y (Zhou, Frankowski, Ludford, Shekhar, & Terveen, 2007) se 
compara éste y K-Means, explicando en detalle el primero. En ambos estudios se 
obtienen unos resultados claramente mejores utilizando DJ-Clustering. 
 Como se ha hecho mención, en la Figura 8 se comparan cuatro algoritmos de 
agrupación o clustering. En (a) se puede observar como forma varios clusters 
aproximadamente repartidos entre todas las capturas analizadas. En (b) el centro 
de estos clusters se desplaza hacia donde hay una mayor densidad de capturas. En 
(c) los conjuntos extraídos están a medio camino entre (a) y (b), pues aun 
desplazándose hacia el centro de gravedad del conjunto de capturas, los clusters 
engloban más cantidad de éstas. Por último, en (d) se visualiza el resultado al aplicar 
DJ-Clustering, obteniendo un solo cluster y por extensión un solo punto de interés, 
lo que se nos aparece como algo interesante. 
2.4. EXTRACCIÓN DE LOS MOTIVOS DE LOS DESPLAZAMIENTOS 
 El siguiente objetivo de este TFG pasa por identificar los motivos de los viajes, 
a partir de los puntos de interés descubiertos previamente. 
 En (Liao, J. Patterson, Fox, & Kautz, 2004) se detectan los motivos de los 
desplazamientos diferenciándolos entre casa, trabajo, lugares de abastecimiento, 
etc. Son capaces de desglosar la clase 'motorizado' y decir si un usuario está 
moviéndose en transporte privado o público, lo que engloba la identificación de los 
modos de transporte, que se explica en el apartado siguiente. Infieren además 
FIGURA 8: COMPARATIVA DE DIVERSOS ALGORITMOS DE CLUSTERING EN (BROUWERS & 
WOEHRLE, 2011) 
   





comportamientos anómalos en las trazas de un usuario (como p. ej. coger un 
autobús equivocado), llevando a cabo un estudio histórico de éstas. 
 Unos años más tarde, los mismos autores llevan a cabo un estudio bastante 
más amplio en (Liao, Fox, & Kautz, 2007), partiendo de la segmentación de las trazas 
en base a un parámetro temporal. No se llega a profundizar demasiado en este 
apartado, no obstante se intuye por el contexto y los resultados que el proceso es 
similar al clustering que se realiza en otros estudios y que ya se ha comentado. A 
partir de las trazas segmentadas y siguiendo con el uso de un modelo CRF 
(Conditional random field - Wikipedia, n.d.), que es el que exponen, se determinan las 
actividades, que clasifican en dos tipos: las actividades navigacionales, que se 
corresponden con actividades de tipo 'caminar', 'conducir', 'en transporte público', 
etc. y las actividades significativas, como por ejemplo 'trabajar', 'dormir', 'en tiempo 
de ocio', etc. En este punto son capaces de extraer lo que llaman lugares 
significativos, que definen como aquellos lugares importantes y, por lo tanto, 
frecuentes en la traza de cada usuario. El esquema de este modelo usado se puede 
ver en la Figura 9. 
 Para inferir las actividades y los lugares significativos hacen uso de varias 
características correspondientes a los segmentos de las trazas: 
1. Información temporal como el momento del día, el día de la semana y la 
duración de la estancia. 
2. La velocidad media de las capturas del segmento, lo que también es útil para 
discriminar los modos de transporte. 
3. Información extraída a partir de bases de datos geográficas. 
4. Información relativa al tipo de actividad en actividades consecutivas. 
 En referencia a la información temporal (punto 1), para lugares significativos 
como la residencia, el trabajo o el lugar de estudios se pueden definir unos intervalos 
horarios donde se espera que una cantidad considerable de usuarios (los cuales 
generan las trazas geoposicionadas) los cumplan. Por ejemplo, se puede observar 
FIGURA 9: MODELO USADO EN (LIAO, FOX, & KAUTZ, 2007) 
   





que en un caso general una persona duerme por las noches y tiene uno o más 
trabajos diurnos durante los días de diario. Además, la frecuencia de viajes 
desde/hacia esta clase de lugares es muy alta en relación a otros sitios que también 
aparecen de manera recurrente en las trazas. 
 En cuanto a la información extraída a partir de bases de datos geográficas 
(punto 3) existen varias herramientas disponibles que se refieren a la 
geocodificación inversa (reverse geocoding) ( (Making your App location-aware - 
Displaying location address - Android Devs., n.d.), (The Google geocoding API - Android 
Devs., n.d.), (Nominatim - OSM Wiki, n.d.) y (Reverse geocode (geocoding) - ArcGIS RC, 
n.d.)), que a partir de unas coordenadas buscan lugares etiquetados cercanos en sus 
bases de datos, tales como paradas de autobús, centros comerciales, colegios, etc. 
2.5. ANÁLISIS DE LOS MODOS DE TRANSPORTE 
 La detección de los modos de transporte es el último de los objetivos del 
trabajo final.  
 En primer lugar esta clasificación es arbitraria, pues cada grupo determina la 
suya propia en función de lo que cree que es capaz de identificar a partir tan sólo de 
trazas geoposicionadas. 
Como se comentó en el apartado anterior, en (Liao, J. Patterson, Fox, & Kautz, 
2004) diferencian si los usuarios se desplazan en transporte privado o público. Por 
otro lado, mientras en (Brouwers & Woehrle, 2011) se quedan clasificando las 
trazas simplemente en modo estacionario o no estacionario, en (Sohn, et al., 2006) 
amplían esta clasificación a estacionario, caminando o conduciendo. Otros (Reddy, 
et al., 2010) incluso van más allá y llegan a poder identificar entre los estados 
estacionario, caminando, corriendo, yendo en bici o en vehículo motorizado, 
haciendo uso del GPS y el acelerómetro. Los experimentos de este último los realizan 
en un conjunto de 120h provenientes de 60 usuarios, consiguiendo un alto nivel de 
precisión: 93.6%, algo a tener en cuenta puesto que en otros casos el número de 
usuarios es demasiado bajo como para ser considerado exhaustivo. 
 A pesar de los estudios anteriores, hoy en día existen herramientas para 
identificar la actividad física que el usuario de un dispositivo concreto está llevando 
a cabo en cada momento, lo que se traduce en permanecer quieto o desplazarse de 
algún modo. En (Making your App location-aware - Recognizing the User's Current 
Activity - Android Devs., n.d.) se explica cómo obtener esta actividad a partir de la 
   





propia Android API de Google. Ésta recoge una serie de actividades que 
potencialmente están siendo realizadas por el usuario en el momento de la petición 
y le asigna a cada una de ellas una cierta probabilidad. Tal y como se puede ver en la 
Figura 10 se recogen, de manera periódica, las posibles actividades que se están 
llevando a cabo. Un refinamiento y análisis posterior basado en estas trazas puede 
descubrir los modos de transporte realmente utilizados. 
De esta manera se finaliza el Capítulo II: Estado del arte, habiendo hecho un 
repaso a las soluciones propuestas y desarrolladas en los últimos años para lidiar 
con los objetivos de este TFG. En el siguiente capítulo se introducirán una serie de 
conceptos claves y/o básicos, los cuales se han considerado oportunos para el 
entendimiento del desarrollo del trabajo final. 
  
FIGURA 10: TRAZA DE ACTIVIDADES RECOGIDAS MEDIANTE (MAKING YOUR APP LOCATION-
AWARE - RECOGNIZING THE USER'S CURRENT ACTIVITY - ANDROID DEVS., N.D.) 
   










CAPÍTULO III: CONCEPTOS PREVIOS 
En este capítulo se introducirán conceptos que se han creído interesantes de 
cara al desarrollo de este proyecto. Se divide en tres subapartados, que son: 
1. Conceptos referentes a la simulación en general y al estudio de la movilidad 
en entornos urbanos: una breve introducción sobre qué es la simulación y 
qué entendemos por sistema y por modelo de simulación. Además se 
explicarán en detalle las matrices de movilidad o matrices O-D, de cara a una 
mejor comprensión por parte del lector de la generación y representación de 
información genérica de movilidad en un área urbana. 
2. Conceptos dentro del ámbito organizativo y de las metodologías de trabajo: 
un repaso por las metodologías ágiles y el desarrollo basado en pruebas 
(Test-Driven Development), siempre enfocado a su aplicación en este TFG. 
3. Técnicas de clustering: qué es el clustering, para qué nos puede ser de 
utilidad, qué tipos hay y cuáles son los algoritmos más conocidos y utilizados. 
 
  
   





3.1. ÁMBITO DE LA SIMULACIÓN, LA MOVILIDAD Y EL TRANSPORTE 
3.1.1. ¿QUÉ ES LA SIMULACIÓN? 
 La simulación, en un sentido genérico, se refiere a la aplicación de métodos y 
recursos para reproducir (o simular) un proceso o sistema que sucede en el mundo 
real. Si bien la simulación digital mediante computadores ha sido utilizada tan sólo 
en las últimas décadas de nuestra historia, la simulación como tal es algo inherente 
al aprendizaje del ser humano y por ello se trata de una herramienta muy antigua e 
importante en el ámbito del descubrimiento, la investigación y el desarrollo 
(Guasch, Piera, Casanovas, & Figueras, 2002). 
 La simulación nos sirve para analizar, estudiar y mejorar el comportamiento 
de un sistema. Como sistema se entiende a aquel conjunto de objetos o entidades 
que interactúan entre sí para alcanzar cierto cometido determinado. Cuando se 
desea simular un sistema, se deben definir toda una serie de abstracciones 
FIGURA 11: VARIOS CLASES DE SISTEMAS DE COLAS 
   





matemáticas, las cuales representen este sistema, conformando un modelo del 
sistema. Un modelo relativamente sencillo puede ser resuelto mediante técnicas 
analíticas que nos proporcionarán una solución exacta (p. ej. por medio del uso de 
colas (Figura 11)). Ahora bien, los sistemas del mundo real son complejos y precisan 
de la simulación para poder ser resueltos correctamente. Lo que se obtiene de la 
simulación de un modelo es una estimación de los valores reales y por este motivo 
es necesaria la ejecución de múltiples replicaciones para poder extraer 
conclusiones. 
 De un sistema puede decirse que es continuo o discreto (Figura 12). Un 
sistema continuo es aquel cuyas variables cambian continuamente en función del 
tiempo (p. ej. la velocidad de un coche). Un sistema discreto, en cambio, es aquel 
cuyas variables cambian instantáneamente de un estado a otro en momentos 
determinados (p. ej. el número de niños en un parque). 
 A pesar de ello, un sistema discreto puede modelarse como uno continuo (p. 
ej. el tráfico como un fluido) y viceversa, de cara a simplificar el reto que supone 
modelar un sistema naturalmente continuo, discretizando sus estados. 
FIGURA 12: SISTEMAS CONTINUO, CONTINUO DISCRETIZADO Y DISCRETO 
   





 Por otra parte, un modelo puede clasificarse, además de en continuo o 
discreto, en: 
◊ Modelo estático o dinámico: el efecto que provoca el tiempo sobre un modelo 
puede clasificarlo en un modelo de tipo estático, cuando el tiempo no afecta 
a su estado, o dinámico, cuando se representa un sistema que evoluciona 
conforme avanza el tiempo. 
◊ Modelo determinista o estocástico: un modelo determinista es aquel en el 
que no influye la aleatoriedad y donde para una misma entrada su salida es 
siempre exactamente la misma. Un modelo estocástico, en cambio, es aquel 
donde interviene cierta componente aleatoria. Para contar con esta 
aleatoriedad se hace uso de un generador de números aleatorios ( (RNG - 
Random Number Generation - Wikipedia, n.d.)), utilizado para generar valores 
pseudoaleatorios por computador. Asimismo, para controlar la aleatoriedad 
de un sistema y poder replicarlo se emplean las semillas, que determinan el 
estado inicial del RNG. 
 Las ventajas principales de la simulación son las siguientes: 
a) Se pueden elaborar modelos parametrizados que representen la realidad y 
que nos permitan reproducir el sistema cambiando y ajustando diversas 
variables, lo que nos ayudará a la hora de identificar las entradas más 
significativas y la sensibilidad del sistema a estos cambios. Esto es: nos dará 
soporte en la toma de decisiones al diseñar e implementar un sistema real. 
En el caso de que el sistema ya esté construido y queramos estudiar el 
impacto de ciertos cambios en éste, una ventaja que se desprende de la 
primera sería no tener que interrumpir su actividad, pudiendo desarrollar 
modificaciones virtuales a partir de modelo de simulación, experimentando 
con diversos parámetros y decidiendo así las modificaciones y ampliaciones 
a llevar a cabo en el sistema real. 
b) Los tiempos de ejecución de las simulaciones, al ser digitales, son 
distorsionados respecto los tiempos empleados para llevar a cabo los 
mismos procesos en la realidad. La simulación juega de nuestro lado tanto si 
es necesario ejecutar una simulación mucho más rápido que en la realidad, 
que es el caso más común, como si necesitamos reproducirla a cámara lenta 
para observar los detalles del sistema. 
c) Nos permite construir y ver la evolución de sistemas donde una componente 
importante o incluso indispensable es el azar. 
   





 Con todo, a la hora de generar un modelo que represente un proceso del 
mundo real, se debe tener en cuenta que éste debe de estar validado correctamente, 
es decir, que represente el sistema que busca representar y no otro. En el caso de 
que cierto modelo no fuera verificado, los resultados y conclusiones extraídas de sus 
ejecuciones no podrían de ninguna manera trasladarse al sistema real, puesto que, 
como se ha dicho, se estaría partiendo de una configuración diferente a la que se 
necesita, habiendo entonces simulado un sistema distinto. 
 A día de hoy la simulación es usada en la mayoría de campos dentro del 
ámbito de la investigación, tales como: la economía, la anatomía humana, el tráfico 
y el urbanismo, la logística, la genética, la supercomputación, la explotación de 
recursos en plantas petrolíferas, la meteorología, en estudios forestales y etología, 
etc.  
 Decir también y ya para finalizar este subapartado, que más que un área de 
estudio por sí misma, la simulación digital es un instrumento muchas veces clave de 
cara a enfrentarse a problemas de diseño, crecimiento y mejora de muchos tipos de 
sistemas de los cuales nuestra sociedad se beneficia. 
 En este Proyecto Final de Grado, tal y como se explicó en el Alcance del 
proyecto, se utilizará la simulación como herramienta para generar un conjunto de 
datos realista con el que probar los algoritmos desarrollados. Concretamente, el tipo 
de simulador utilizado será basado en eventos discretos. En el Capítulo V: 
Generación de conjuntos de datos se explican en detalle las bases de su 
funcionamiento. 
En el siguiente apartado se introducen las matrices de movilidad o matrices 
Origen-Destino.  
   





3.1.2. MATRICES O-D 
 Tal y como se comentó en el Capítulo I: Introducción, las matrices Origen-
Destino o matrices O-D (también llamadas tablas de viajes) son estructuras que 
contienen información acerca de la movilidad en un área o entorno urbano. En 
concreto una matriz O-D contiene, para cada una de sus celdas, el número de viajes 
que se emite o produce desde el origen  hacia el destino , que se dice que atrae. Es 
decir, una matriz O-D contiene la demanda de una red de tráfico. 
                 Destinos 
Orígenes 
1 2 ... j ... n P 
1   ...  ...   
2   ...   ...   
... ... ... ... ... ... ... ... 
i 	 	 ... 	 ... 	 	  




  ... 
 
 
A   ...   ...  Total viajes 
TABLA 3: MATRIZ ORIGEN-DESTINO 
	 =        
	 =        
 =   í     
 Una matriz O-D está formada por la agregación de todos los viajes (o un 
subconjunto de estos) dentro del área de estudio. Debido a esto, si el caso que nos 
ocupa es el de disponer tan sólo de una muestra poblacional, situación mayoritaria 
en esta clase de estudios, será necesaria una posterior expansión de la muestra. Tal 
y como se explicó en el apartado 1.2. Objetivos del TFG, las matrices pueden dividirse 
teniendo en cuenta tres parámetros: 
1. Los intervalos horarios (p. ej. expresando el número de viajes que se 
producen los martes de 8:00h a 9:00h de la mañana). 
   





2. Los modos de transporte (p. ej. expresando el número de viajes realizados en 
coche). 
3. Los motivos de los viajes (p. ej. expresando el número de viajes llevados a 
cabo para desplazarse al lugar de trabajo). 
 Además, pueden combinarse de dos en dos o incluso los tres, resultando, por 
ejemplo una matriz que exprese el número de viajes en coche los martes de 8:00h a 
9:00h para ir al trabajo (para cada una de sus celdas 	). 
 Para poder generar una matriz O-D, el primer paso es zonificar el área de 
estudio. En función de los requerimientos del estudio concreto y de los recursos 
disponibles, se procederá a una zonificación más o menos agregada. Posibles 
zonificaciones, de mayor a menor granularidad podrían ser: 
1. Zonificación por barrios: resolución muy baja. 
2. Zonificación por códigos postales: unidad heterogénea en cuanto a la 
población. Tiene una resolución mayor a la división por barrios. 
3. Zonificación por distritos/secciones censales: unidad más homogénea en 
cuanto a la población, que se recomienda no supere los 2.500 habitantes de 
derecho (habitantes que pueden ejercer derechos civiles tales como el voto 
en esa sección censal). Tiene una resolución mayor a la división por códigos 
postales. 
 Una vez zonificada el área o red a tratar se procederá a detectar los viajes 
realizados. Éste es el primer objetivo de este TFG, como ya se especificó en el 
apartado 1.2. Objetivos del TFG. Para poder detectar los viajes se deberán, a partir de 
las trazas recogidas, determinar los puntos de interés (POIs), los cuales estarán 
definidos por una localización geográfica (latitud y longitud) y un intervalo horario 
establecido a partir de las capturas geolocalizadas que forman ese POI. A partir de 
aquí podrán generarse matrices O-D que tengan en cuenta los intervalos horarios.  
 Con la información obtenida se podría proceder a detectar el significado de 
cada POI, lo que daría lugar a los motivos de los viajes, pudiendo obtener de esta 
manera matrices O-D que expresaran los viajes para determinados intervalos 
horarios y con determinados fines. 
 Finalmente se hallarían los modos de desplazamiento de los viajes 
detectados y podrían crearse matrices que atendieran a los tres parámetros 
expuestos anteriormente. 
   





3.2. ÁMBITO ORGANIZATIVO Y METODOLOGÍAS DE TRABAJO 
3.2.1. METODOLOGÍAS ÁGILES Y TDD 
 El presente Trabajo Final de Grado se desarrolla siguiendo una serie de 
metodologías de desarrollo de software actuales llamadas metodologías ágiles. Estos 
métodos de desarrollo o metodologías (Agile software development - Wikipedia, n.d.), 
llamadas en un principio metodologías de peso ligero o liviano, fueron ideadas e 
introducidas entre finales del siglo pasado e inicios de éste, siendo a día de hoy 
ampliamente utilizadas por los desarrolladores de software en múltiples y variados 
ámbitos.  
 Las metodologías ágiles se basan en un desarrollo iterativo e incremental 
dentro del proceso de diseño y desarrollo de software. Este tipo de desarrollo 
sustenta que los requisitos de un proyecto cambian a lo largo de su propio 
desarrollo. De esta manera, el proyecto en su conjunto debe actualizarse y adaptarse 
a las nuevas necesidades que surgen. Esto, a priori, puede parecer contrario a lo que 
nos dicta la lógica,  puesto que desde un punto de vista clásico un proyecto debe de 
estar bien definido en el tiempo junto con sus tareas y etapas dentro del mismo. Por 
ello, este conjunto de metodologías surgen desde un principio como reacción a las 
metodologías seguidas en aquel tiempo, las cuales se basaban en el modelo de 
desarrollo en cascada (Waterfall model - Wikipedia, n.d.) y empezaban a ser 
percibidas por ciertos equipos de desarrollo como lentas y burocráticas. 
 Entre las metodologías más conocidas y utilizadas se encuentran: Rational 
Unified Process - RUP (1994), Scrum (1995), Crystal Clear, Extreme Programming - 
XP (1996), Adaptative Software Development - ASD, Feature Driven Development - 
FDD (1997) y Dynamic Systems Development Method - DSDM (1995). En el grupo de 
trabajo del proyecto dentro de donde se desarrolla este TFG se siguió desde un 
inicio, y se continuará siguiendo, la metodología ágil Scrum (Scrum (software 
development) - Wikipedia, n.d.). Además en este trabajo final se seguirá Test-Driven 
Development - TDD (Test-Driven development - Wikipedia, n.d.). Este subapartado 
está dedicado al desarrollo de estos dos puntos de manera que al final del mismo se 
tenga una idea de lo que son y de cómo se ha desarrollado el Trabajo Final de Grado. 
   





 Scrum se define en un principio como una metodología o estrategia de 
desarrollo flexible y holística donde el equipo de desarrollo trabaja unido para llegar 
a un objetivo común o, lo que es lo mismo, a la misma meta. Así, Scrum se basa en los 
llamados Sprints. Un sprint o iteración es la unidad básica de desarrollo en Scrum. El 
tiempo que dura un Sprint es especificado a priori, siendo éste de entre una a cuatro 
semanas. Para cada Sprint se identifican y proponen una serie de tareas a realizar 
llamadas historias de usuario, en función de lo acordado en su correspondiente 
reunión de planificación. A cada una de estas tareas se les da un peso estimado, el 
cual será usado al final de la misma iteración para poder conocer más eficientemente 
el ritmo de trabajo del equipo de desarrollo y poder así estimar mejor de cara a 
próximos Sprints la cantidad de trabajo que es factible y realista realizar. 
 Al inicio de cada Sprint se actualizan las pilas de trabajos pendientes o 
trabajos encolados llamadas backlogs. Hay dos tipos de backlogs, el product backlog, 
que contiene de manera ordenada (por prioridades) los requerimientos del 
proyecto que sostienen el producto a realizar, que pueden ser funcionalidades, 
corrección de bugs, etc., y el Sprint backlog, el cual contiene las tareas a completar 
en el Sprint actual. Por otro lado se pueden definir varios conjuntos más entre los 
cuales se mueven tareas (de manera física una tarea o subtarea es típicamente 
representada por una hoja de papel autoadhesiva). Éstas son la pila de Doing (tarea 
en progreso), pila de Verify (tarea realizada y a la espera de la correspondiente 
comprobación), pila de Done (tarea realizada y verificada, lo que equivale a 
completada) y pila de Impediments (tarea con algún impedimento, como p. ej. otra 
tarea, de cara a su desarrollo). Para organizar todas estas pilas de tareas puede ser 
útil, aunque no estrictamente necesario, un Kanban, que puede ser tanto físico como 
digital (p. ej. (Trello - Index, n.d.)).  
FIGURA 13: ESQUEMA DE METODOLOGÍA ÁGIL SCRUM 
   





 De esta manera, Scrum se trata de un modelo donde se definen una serie de 
roles, básicamente: 
◊ ScrumMaster: debe velar por que el curso del proyecto siga efectivamente 
Scrum, eliminando aquellos obstáculos que impidan que el equipo alcance los 
objetivos del Sprint. Se diferencia del clásico director de un proyecto en que 
no es responsable de la dirección de los miembros del equipo. En esta 
metodología no es necesaria la figura de director debido a que el equipo se 
auto-organiza. Básicamente enfoca y conduce las reuniones de seguimiento, 
que se explican más adelante. 
◊ Product Owner: representa las partes interesadas o stakeholders del proyecto 
y es su voz. Añade, ordena y prioriza tareas al Product Backlog. Tiene la visión 
de producto y del trabajo que al final de cada iteración o Sprint ha de haberse 
conseguido. Así, es, básicamente, el responsable de asegurar que el equipo de 
desarrollo aporte valor al producto al final de las iteraciones. 
◊ Team (equipo de desarrolladores): está formado por un conjunto de entre 3 
y 9 individuos auto-organizados, cuyas tareas son el análisis, diseño, 
desarrollo, testeo, etc. y la principal responsabilidad de los cuales es aportar 
valor al producto al final de cada Sprint mediante la compleción de las tareas 
propuestas en cada uno. 
 Las reuniones organizativas y de planificación en Scrum son básicamente y 
en orden de realización: 
1. Sprint planning meeting (reunión de planificación del Sprint): esta reunión se 
lleva a cabo al inicio de cada Sprint. En ella se decide el trabajo a realizar, se 
prepara el Sprint Backlog de acuerdo con ello y se estima el tiempo necesario 
para alcanzar este trabajo. 
2. Daily Scrum meeting: esta reunión se lleva a cabo cada día a la misma hora y 
en el mismo lugar, durando alrededor de 15 minutos. En ella se debate el 
trabajo realizado desde el día anterior, el trabajo a realizar de cara a la 
próxima Daily Scrum meeting y los impedimentos surgidos durante el 
desarrollo de las tareas en curso. Esto es discutido por y para cada uno de los 
miembros del equipo. 
3. Sprint review meeting (reunión de revisión del Sprint): se realiza al final de 
cada Sprint y en ella se revisa el trabajo que ha sido completado y el que no, 
y se presenta lo realizado a los stakeholders, a lo que usualmente suele 
referirse como 'demo'. 
   





4. Sprint Retrospective (retrospectiva del Sprint): se lleva a cabo una vez 
finalizado cada Sprint y en ella se intenta mejorar a todos los niveles de cara 
a la siguiente iteración. Se hacen dos preguntas clave: ¿qué fue bien y 
sacamos de bueno del Sprint anterior? y ¿qué podemos mejorar de cara al 
siguiente? 
 Sin embargo, las metodologías ágiles y en concreto Scrum no son todo 
ventajas respecto a las metodologías clásicas que siguen modelos de desarrollo en 
cascada. Así, es importante contemplar los siguientes puntos referentes al 
desarrollo de software ágil [ (The advantages and disadvantages of agile software 
development - MPME, n.d.), (Desventajas del Scrum - Optimus, n.d.) y (Analisis - 
scrum.ing.software, n.d.)]: 
 Ventajas: 
◊ Se hacen entregas de nuevas funcionalidades o ampliaciones de éstas 
en cada iteración, lo que se conoce como darle valor al producto. Esto 
se traduce en obtener una versión del software lista para entregar al 
cliente al final de cada Sprint. 
◊ En referencia al punto anterior, se construye el software para ser 
estable y escalable, facilitando la integración de nuevos requisitos. 
◊ Evita la paralización del desarrollo en la medida de lo posible 
mediante el esquema de reuniones frecuentes. 
◊ Incentiva y motiva a todos los desarrolladores a ser creativos y 
participar activamente en el proyecto (lo que, como veremos, es un 
arma de doble filo). 
◊ Pretende conseguir un desarrollo sostenido, realista y viable en 




◊ Si el proyecto necesita de fechas concretas de entrega o de precios 
cerrados desde un inicio representa una incompatibilidad utilizar 
metodologías ágiles. 
◊ Supone que todos los involucrados en el proceso de desarrollo son 
partes muy activas dentro del proyecto, pues se les delega parte de la 
responsabilidad de que cada Sprint se cumpla satisfactoriamente. 
   





◊ Por su parte, también supone que el cliente participa activamente, 
revisando las nuevas funcionalidades desarrolladas en cada iteración, 
esto es, realizando un seguimiento cercano. 
◊ Representa un compromiso entre el equipo de desarrolladores y el 
cliente, el cual tiene una visión más empresarial del producto a 
construir. El cliente quizás necesita una documentación más extensa, 
exhaustiva o formal, haciendo referencia a un modelo clásico. 
◊ Si el cliente no tiene del todo claro el producto final que realmente 
quiere el proyecto puede desviarse fácilmente. Esto es un arma de 
doble filo, puesto que si se trabaja conjuntamente con el cliente para 
encauzar el proyecto a partir de las necesidades del primero es 
realmente algo beneficioso para el proyecto y para todas sus partes 
interesadas. 
 Para finalizar este subapartado de metodologías ágiles se explicará 
brevemente en qué consiste Test-Driven Development (TDD), práctica de desarrollo 
de software perteneciente también a la familia de las metodologías ágiles. 
 Se trata, en esencia, de desarrollar, como su propio nombre indica, basándose 
en casos de prueba diseñados a priori, que el código que el programador desarrolle 
deberá pasar. Los 3 pasos clave son: 
1. Se escribe una prueba o test 
(generalmente unitario) para el 
método que se vayan a 
desarrollar, basándose en los 
requerimientos de la tarea u 
objetivo a conseguir. Este primer 
test siempre falla. 
2. Se escribe la mínima cantidad 
posible de código para que el test 
anterior pase satisfactoriamente. 
3. Se refactoriza el código escrito 
en el siguiente paso para que 
cumpla con los estándares de 
calidad, manteniendo su 
funcionalidad. 
FIGURA 14: ESQUEMA BÁSICO DE TEST-DRIVEN 
DEVELOPMENT 
   





 El esquema del proceso puesto en marcha en TDD se puede ver en la Figura 
14. 
 Mediante esta metodología de desarrollo se evita lo que se llama 'sobre 
diseño', programando tan sólo lo necesario para satisfacer los requisitos de la tarea. 
Con todo, TDD sólo es aplicable dentro de proyectos o tareas suficientemente 
flexibles como para permitir el uso de pruebas unitarias. 
3.2.2. CONTROL DE VERSIONES 
 A la hora de desarrollar cualquier tipo de software se generan versiones del 
mismo de manera natural conforme el proyecto avanza. Esto es debido a que dentro 
de las metodologías de desarrollo ágiles, y haciendo referencia al apartado anterior, 
los requisitos de un proyecto evolucionan a lo largo de su desarrollo y es necesario 
incluir casuísticas que no se tuvieron en cuenta inicialmente o redefinir o ampliar 
los casos de uso o historias de usuario especificadas en un principio. Además, si el 
proyecto en cuestión es pesado y complejo, lo que parece ser cada vez más la 
tendencia en nuestros días dentro del diseño y desarrollo de software, surge la 
necesidad de poder mantener más de una versión de dicho software al mismo 
tiempo. Esto se debe a que un software de gran envergadura es desarrollado por un 
equipo grande y potencialmente cambiante de diseñadores y programadores. De 
esta manera cada miembro del equipo de desarrollo necesita poder trabajar, de 
manera independiente al resto, en las partes del proyecto, o más concretamente en 
los casos de uso en los que esté involucrado. Aquí es cuando nace la necesidad de 
utilizar un sistema que gestione los distintos flujos de desarrollo (que pueden ser 
numerosos), que los mantenga y que los integre en versiones de la manera más 
automatizada y sencilla posible de cara al desarrollador. A esta clase de sistemas 
(Control de versiones - Wikipedia, n.d.) se les llama de manera genérica control de 
versiones y más concretamente sistemas de control de código fuente. 
 Así, cualquier sistema de control de versiones ha de proporcionar: 
1. Mecanismo de almacenamiento de ficheros con formatos variados (que 
pueden conformar proyectos), que serán los ficheros a gestionar. El lugar 
donde se guardan estos ficheros es el denominado repositorio. 
2. Mecanismo de modificación de los proyectos o ficheros previamente 
almacenados, generando versiones de los mismos. 
3. Mecanismo de fusión de proyectos y ficheros en distintos estados o 
versiones. 
   





4. Registro histórico de los cambios introducidos en cada nueva versión y 
mecanismo de recuperación de versiones anteriores, pudiendo volver de esta 
manera a un determinado estado previo del proyecto o proyectos. 
 Un sistema de control de versiones se basa en las denominadas revisiones, 
que son la unidad básica de versión y esencialmente son aquellas modificaciones del 
código publicadas (hechas commit) por los desarrolladores. A la última revisión se 
la refiera como HEAD. Hay dos clases de flujos de desarrollo: el denominado trunk 
(tronco), que es único, y los branches (ramas) que pueden ser múltiples. A 
continuación se presenta el esquema general de un sistema de control de versiones. 
◊ Trunk: es el flujo de revisiones básico. A partir de él se crean branches. Sobre 
este flujo no se desarrolla 
directamente y en principio tan 
sólo debería de haber 
revisiones estables, esto es, 
testeadas correctamente. 
◊ Branch: a partir del trunk se 
crean nuevos flujos de 
desarrollo. En estos es donde 
realmente se realizan 
modificaciones y se pueden 
hacer commits (a la misma 
rama, por supuesto) de código 
no estable. Es por ello que son 
flujos para pruebas o que 
contienen código de evaluación. 
Una vez se considere que el 
código de un branch deba de ser 
preservado, se llevará a cabo un 
merge o fusión con el trunk (lo 
que se explica más adelante) 
creando una nueva versión. Al 
hacer esto se pueden generar conflictos en el código, que el mismo sistema 
de control de versiones puede intentar resolver y en caso de que no lo consiga 
cederle el control al usuario para que éste lo haga manualmente. Si esta 
nueva versión se considera estable, es decir, que pasa todos los juegos de 
FIGURA 15: GRAFO (TOP-DOWN) REPRESENTANDO 
UN REPOSITORIO DE CONTROL DE VERSIONES 
   





pruebas que pasaban trunk y branch por separado, se subirá una nueva 
revisión que pasará a ser la HEAD. 
 Políticas para la creación de nuevos branches pueden ser el desarrollo 
de nuevas funcionalidades o la corrección de errores. 
◊ Tag: un tag o etiqueta puede verse simplemente como una copia o referencia 
de una determinada revisión del trunk con diversos fines, una captura 
congelada de un revisión concreta. Los tags no están pensados para el 
desarrollo y pueden servir para conservar una versión importante del 
software que interese identificar por el nombre, siendo éste habitualmente el 
nombre de una funcionalidad o la versión numérica del proyecto. 
 En el proyecto AllOver en concreto se utilizará el sistema de control de 
versiones Subversion [ (Subversion - Tigris, n.d.) y (Subversion - Apache, n.d.)], puesto 
que los integrantes del equipo ya habían trabajado previamente con él en otros 
proyectos y por sencillez se decidió seguir usándolo en éste. En Subversion existe 
un repositorio centralizado al cual pueden acceder todos los miembros del equipo. 
El trunk, los branches y los tags se almacenan en este repositorio y un desarrollador 
puede bajarse todo o parte del contenido de un flujo de trabajo a su máquina y 
almacenarlo de manera local. A este se le refiere como working copy (copia de 
trabajo) y sirve para el desarrollo diario del software. El desarrollador puede subir 
o publicar a su flujo de trabajo (que recordemos está centralizado en un repositorio 
común) los cambios que ha realizado si considera oportuno hacerlo, generando una 
nueva revisión. Esto suele llevarse a cabo al finalizar un caso de uso, al acabar de 
corregir un error o como método preventivo contra la pérdida del código escrito 
que, hasta entonces, se almacena tan sólo en la máquina del desarrollador. 
 Por último, un sistema de control de versiones implementa una serie de 
herramientas básicas, referidas por una terminología común, como: 
◊ Check-out (desplegar): hacer un check-out significa crear una copia de trabajo 
desde el repositorio a la máquina del desarrollador a partir de una revisión 
cualquiera bien sea del trunk o de algún branch. 
◊ Commit (publicar): hacer un commit sucede cuando el desarrollador integra 
las modificaciones hechas en su working copy en el repositorio, generando 
una revisión. 
◊ Merge (fusión): fusionar es  unir dos revisiones con el fin de obtener una 
nueva que contenga código de ambas. 
◊ Resolución de conflictos: un conflicto se produce cuando al hacer merge dos 
ficheros tienen información diferente aun siendo el mismo, pudiendo haber 
   





sido modificados por dos desarrolladores diferentes. El sistema de control de 
versiones intenta resolver los conflictos de manera automática y 
transparente y, de no conseguirlo, el sistema le pasa el control al usuario que 
está llevando a cabo la fusión y éste es el que debe decidir entre combinar 
ambos códigos o elegir que perdure tan sólo el de una revisión u otra en 
función de lo que pretenda conservar en el flujo de trabajo hacia donde se 
esté haciendo el merge. 
3.3. TÉCNICAS DE CLUSTERING 
 Tal y como se comentó en el apartado 2.3. Extracción de puntos de interés, el 
clustering es una técnica ampliamente utilizada en minería de datos y que nos es de 
utilidad para agrupar elementos de un conjunto original en subconjuntos o clusters 
bajo ciertos criterios, como pueden ser la distancia entre los elementos (muy 
común) o similitudes en sus propiedades. Esto nos permite asociar los elementos 
iniciales entre ellos de manera que se pueda definir a todos los elementos de un 
mismo grupo mediante una única descripción sintética. Esta descripción sintética 
proviene de los valores definidos por un representante característico del grupo. 
 Hay dos tipos principales de clustering:  
◊ Clustering jerárquico: este tipo de clustering produce una clasificación donde 
los grupos menores contienen elementos más próximos entre ellos y estos 
grupos a su vez se engloban dentro de grupos mayores con características 
relacionadas en menor medida, es decir, no tan definidas y mucho más 
amplias. Estos métodos se pueden clasificar en: 
a. Métodos aglomerativos: en esta solución de tipo bottom-up cada 
elemento del conjunto inicial empieza siendo un cluster por sí mismo. 
Conforme avanza el algoritmo pares de clusters se van uniendo a 
partir de los criterios especificados. 
b. Métodos divisivos: por otro lado, esta solución de tipo top-down se 
basa en proponer un conjunto inicial que incluya todos los elementos 
a tratar. Así, en cada paso del algoritmo se divide el cluster inicial en 
agrupaciones más pequeñas. 
Esta clase de métodos generan lo que se denomina dendrograma, que 
representa gráficamente los grupos formados por el algoritmo de 
agrupación. Debido a la naturaleza jerárquica de estos algoritmos y tal y 
como se aprecia en la Figura 16, un dendrograma tiene forma de árbol. El 
   





resultado de este grupo de algoritmos no es un conjunto de clusters final sino 
que consta de una jerarquía de agrupaciones que representan grupos a 
distintos niveles de granularidad, lo que puede ser interesante en ciertos 
problemas. 
◊ Clustering no jerárquico: en esta clase de clustering, al contrario que en la 
anterior, el número de grupos resultantes es definido de antemano. Cada 
elemento del conjunto a tratar se añade a uno de los conjuntos finales u otro 
en función de su cercanía cualitativa o métrica. Un ejemplo muy conocido de 
este tipo de clustering es el algoritmo de k-means. 
La ventaja de los algoritmos de clustering no jerárquicos sobre los jerárquicos 
es que los primeros tienen un coste menor debido a que no necesitan construir un 
árbol de particiones. El coste de los algoritmos no jerárquicos está sobre  =  
o  = , mientras que los jerárquicos son del orden de   =  o  = ! 
(Downs & Barnard, 1995). 
Dos algoritmos muy conocidos de clustering son el ya mencionado k-means y 
el DBSCAN (Density-Based Spatial Clustering of Applications with Noise), un 
algoritmo no jerárquico y que no necesita saber el número de clusters a crear 
previamente. 
El algoritmo de k-means es un algoritmo rápido basado en la partición del 
espacio de datos en celdas de Voronoi. Intuitivamente, k-means se desarrolla de la 
siguiente manera: 
FIGURA 16: CLUSTERING JERÁRQUICO DE TIPO AGLOMERATIVO Y DIVISIVO 
   





◊ Dado un conjunto de entrada ", " … , "
  y el número deseado de clusters 
%. 
◊ Se genera un conjunto μ, μ, … , μ' , que representan los centros de los 
clusters. Al inicio estos centros son escogidos al azar (Figura 17 (a)) sobre el 
espacio donde se aplicará el algoritmo. Al finalizar, cada μ	  define un 
conjunto de las entradas "	  que son más cercanas a ese cluster que al resto. 
◊ El resultado del algoritmo es una asignación ( = (, ( … , (
 , donde (	 ∈
*1, … , %,, siendo (	  el cluster asignado a la entrada "	 . Lo que se consigue es 
minimizar la función de coste -μ, μ, … , μ', ( =  ∑ /"	 0 μ12/
 	 , lo que 
equivale a asignar cada una de las entradas a la celda de Voronoi 
correspondiente a cada centro de grupo, usando la distancia euclidiana 
(Figura 17 (b)). 
◊ En cada paso se optimiza la función anterior y se recalcula el centro de cada 
grupo, promediando la posición de las entradas asignadas (Figura 17 (c)). Se 













FIGURA 17: K-MEANS ILUSTRADO 
   





El algoritmo de k-means, como se ha comentado, es un algoritmo eficiente y 
por ello es conocido y utilizado ampliamente a la hora de resolver ciertos problemas 
de clustering por distancia. Un ejemplo es el uso que se le da en (Ashbrook & Starner, 
2003) para resolver uno de los primeros problemas que plantea este TFG: la 
agrupación del conjunto de lecturas de trazas geoposicionadas en puntos de interés. 
Con todo, k-means tiene varios inconveniente. En primer lugar es un algoritmo no 
determinista: depende de la asignación inicial del centro de los clusters. En segundo 
lugar se trata de un algoritmo de clustering no jerárquico, lo que implica que el 
número de clusters resultantes ha de ser definido de antemano. Para el caso que nos 
ocupa, es necesario que la cantidad de grupos resultantes sea dinámica, puesto que 
no hay manera de saber cuántos lugares ha visitado cada usuario a priori. Por 
último, todos los puntos de la entrada son asignados a algún cluster, lo que hace que 
el algoritmo sea muy sensible al ruido en las trazas, por ejemplo, pudiendo 
desembocar en un desplazamiento de los centros de los POIs hacia lugares que en 
realidad no contienen lecturas relevantes. 
El algoritmo DBSCAN (DBSCAN - Wikipedia, n.d.), por el contrario, es un 
algoritmo que no necesita como entrada el número de clusters a crear, si no que los 
crea dinámicamente. Básicamente consiste en crear lo que se denominan 
vecindades (neighborhoods) alrededor de cada punto o lectura a partir de dos 
parámetros: ε (eps), que determina el radio a tener en cuenta para crear cada 
vecindad y MinPts, que se refiere a la cantidad mínima de puntos que debe tener una 
vecindad para ser considerada como tal. El pseudocódigo es el siguiente: 
1  DBSCAN(D, eps, MinPts): 
2     C = 0 
3     for each unvisited point P in dataset D 
4        mark P as visited 
5        NeighborPts = regionQuery(P, eps) 
6        if sizeof(NeighborPts) < MinPts 
7           mark P as NOISE 
8        else 
9           C = next cluster 
10          expandCluster(P, NeighborPts, C, eps, MinPts) 
11           
12 expandCluster(P, NeighborPts, C, eps, MinPts): 
13    add P to cluster C 
14    for each point P' in NeighborPts  
   





15       if P' is not visited 
16          mark P' as visited 
17          NeighborPts' = regionQuery(P', eps) 
18          if sizeof(NeighborPts') >= MinPts 
19             NeighborPts = NeighborPts joined with NeighborPts' 
20       if P' is not yet member of any cluster 
21          add P' to cluster C 
22           
23 regionQuery(P, eps): 
24    return all points within P's eps-neighborhood (including P) 
 
La línea 19, dentro del método expandCluster(…), es clave puesto que fusiona 
las vecindades de las vecindades sucesivamente hasta tener un cluster más o menos 
grande que puede llegar a tener formas irregulares (Figura 18). Esto es posible 
gracias a los valores MinPts y eps, que definen por densidad de puntos (de ahí 
Density-Based) la creación de una vecindad y, por extensión, la de un cluster. 
En la Figura 19 observamos 
cómo el punto A es el primer punto 
analizado y a partir del cual se 
desencadena la creación del cluster 
por medio de vecindades. Los puntos 
B y C son puntos alcanzables por 
densidad (density-reachable) desde A, 
mientras que N es un punto de ruido 
ya que está alejado demasiado de 
cualquier otro punto. 
 Un punto de interés se define como 
aquel lugar en la traza de un usuario 
donde éste ha pasado cierto tiempo por 
algún motivo y, como consecuencia, 
tiene cierto número de capturas en un 
espacio relativamente reducido. 
FIGURA 18: EJEMPLO DE DBSCAN (FORMAS 
IRREGULARES) 
FIGURA 19: EJEMPLO DE DBSCAN (DENSITY-
REACHABLE) 
   





DBSCAN es interesante de cara a plantear una primera aproximación al problema 
que se nos plantea puesto que es un algoritmo de la familia de los métodos de 
clustering de tipo density-based. Si bien DBSCAN tiene un inconveniente importante: 
un gran consumo de memoria en aquellos casos en que el valor del parámetro ε es 
alto, tal y como se comenta en (Zhou, Frankowski, Ludford, Shekhar, & Terveen, 
2004). A cambio proponen un algoritmo que llaman DJ-Cluster (density-joinable 
cluster). Mientras el algoritmo DBSCAN hace uso de la noción de conectividad de un 







En la Figura 20 se puede ver cómo los clusters A y B son unibles (density-
joinable) puesto que tienen el objeto o en común. En DJ-Cluster estos dos conjuntos, 
creados en iteraciones separadas del algoritmo, acabarían uniéndose formando un 
único cluster, y así sucesivamente. 
 Llegados a este punto podemos afirmar que el problema que nos atañe está 
bien enfocado y algunas primeras aproximaciones ya han sido propuestas. El 
capítulo que sigue se corresponde al desarrollo del sistema construido haciendo uso 
de las herramientas y metodologías de desarrollo de software dentro de la ingeniería 
informática, con el propósito de abordar y resolver los objetivos planteados al inicio 
de este Trabajo Final de Grado. 
   
FIGURA 20: FUSIÓN DE CLUSTERS EN DJ-CLUSTER POR 
MEDIO DEL COMPONENTE ‘O’ 
   









CAPÍTULO IV: DESARROLLO DEL 
SISTEMA 
 Como se sabe, este Trabajo Final de Grado forma parte del proyecto AllOver 
dentro de inLabFIB, el cual se desarrolla mediante el uso de la metodología ágil 
Scrum. A pesar de esto, no tendría demasiado sentido documentar este TFG de 
manera ágil, puesto que lo que aquí se pretende plasmar es el estado final del 
desarrollo de este proyecto. Al desarrollarse ágilmente, los requisitos van siendo 
concretados conforme se avanza y, por tanto, los casos de uso pueden mutar, 
ampliarse y añadirse nuevos hasta que, en algún punto, son definitivos. Y son estos 
los que son interesantes documentar en una memoria como esta. 
 Así pues, el clásico flujo de desarrollo de software, denominado modelo en 
cascada, es el que se seguirá en este apartado al documentar el TFG. Este modelo 
está compuesto por seis fases, que se resumen a continuación: 
1. Especificación: es la primera fase y se basa en definir los requerimientos o 
requisitos del sistema que se va a construir. 
2. Diseño: A partir de la especificación de los requisitos se pasa a idear la 
arquitectura del sistema, que permitirá alcanzar los objetivos propuestos en 
la fase anterior. 
3. Implementación: es la construcción de un sistema software a partir de su 
especificación, siguiendo el diseño o arquitectura que se ha construido 
previamente. 
   





4. Pruebas: la 
depuración del software 
consiste en identificar 
errores y corregirlos. En 
este TFG estas pruebas 
serán unitarias y serán 
creadas al tiempo que se 
implementa cada caso de 
uso, de manera incremental, 
siguiendo TDD (punto 3.2.1. 
Metodologías ágiles y TDD). 
Por otro lado se validará el 
correcto funcionamiento de 
los algoritmos de análisis en 
lo que se refiere a 
resultados, para lo que se 
podrá hacer uso, por ejemplo, de encuestas personales, tal y como se 
explicará más adelante. 
5. Despliegue: es la fase donde se prepara el software desarrollado para su uso, 
es decir, es la puesta en marcha del sistema. Esto incluye la puesta en marcha 
de los sistemas necesarios, tanto de la parte del servidor como de la del 
cliente, incluyendo los scripts y las bases de datos en cuestión. 
6. Mantenimiento: es la ampliación (o modificación) de las funcionalidades 
desarrolladas o inclusión de nuevos casos de uso, posterior al despliegue, 
cuya función es la de corregir errores, mejorar el rendimiento del sistema, 
etc. 
 En los siguientes apartados se desarrolla cada uno de estos puntos a 
excepción del último, el mantenimiento, puesto que esto incumbiría más bien al 
proyecto AllOver en sí. Por otro lado, es necesaria una fase de despliegue mínima 
para poder analizar periódicamente los datos que llegan al servidor. Este despliegue 
será llevado a cabo conforme se avance en el proyecto, en el denominado entorno 
de desarrollo. Esto será explicado de manera implícita en los capítulos de diseño e 
implementación en este mismo capítulo, concretamente en los apartados 4.2.1. 
Arquitectura del sistema y 4.3.6. Tecnologías utilizadas y automatización. 
 El siguiente apartado hace referencia a la primera fase del desarrollo de 
software: la especificación. 
FIGURA 21: FLUJO DEL PROCESO DE DESARROLLO DE 
SOFTWARE 
   






 En el presente subapartado se especificará el sistema a construir, que consta 
de tres partes: 
1. Modelo de requisitos, donde se incluyen: 
a. Los requisitos funcionales: son aquellos que establecen las 
funcionalidades a implementar y por tanto determinan el 
comportamiento del sistema. De estos se desprenden directamente 
los casos de uso. 
b. Los requisitos no funcionales, que son los que hacen referencia no a 
operaciones específicas que el sistema debe de tener, sino más bien a 
las cualidades del propio sistema y su valoración como sistema de 
calidad. Algunos ejemplos serían: el rendimiento, la estabilidad, la 
escalabilidad, la seguridad, etc. 
2. Modelo de casos de uso, donde se definen los actores que interactuarán con 
el sistema, que pueden ser personas físicas o sistemas automatizados, y los 
casos de uso en sí, que como se ha dicho se desprenden de los requisitos 
funcionales anteriormente identificados. 
3. Modelo conceptual, donde se definen, desde un punto de vista ideal, los 
objetos que serán necesarias para el desarrollo del sistema y las relaciones 
entre ellos. A partir de este modelo se construirá el diagrama de clases del 
sistema en la fase de diseño, y el esquema de la base de datos en la fase de 
implementación. 
4.1.1. MODELO DE REQUISITOS 
 Puesto que  las funcionalidades de las que debe estar constituido el sistema 
han sido especificadas desde un principio en los objetivos del TFG, no es necesario 
hacer un previo análisis de los requisitos, lo que vendría a ser un estudio previo a su 
definición en que: 
1. Se consideraran todos las partes interesadas del proyecto y se les diera cierta 
importancia a cada una de ellas. 
2. Se analizaran sus necesidades o requisitos de cara al desarrollo del sistema, 
los cuales pueden contraponerse, mediante técnicas como las entrevistas 
directas e individuales, reuniones entre todos los interesados, 
brainstormings, etc. 
   





3. Se resolvieran los posibles conflictos de intereses entre los stakeholders, 
atendiendo a la importancia de cada uno. 
A continuación se definirán directamente los requisitos, tanto funcionales 
como no funcionales, que para este TFG se requieren y que provienen del proyecto 
AllOver. 
4.1.1.1. REQUISITOS FUNCIONALES 
Nombre del requisito Identificar puntos de interés Requisito #F1 
Descripción El sistema desarrollado deberá ser capaz de identificar los 
puntos de interés (POIs) dentro de las trazas analizadas. 
La materia prima que alimentará el algoritmo de 
identificación de POIs será el conjunto de trazas o 
capturas geoposicionadas recogidas con los dispositivos 
móviles de los usuarios mediante la aplicación. Se deberá 
extraer la siguiente información: la fiabilidad de un POI, 
en base a las capturas que lo componen y si es un POI de 
paso(*) o no, lo que necesita conocer la duración o 
intervalo de tiempo que comprende. Desde AllOver se 
define que es interesante reconocer los POIs o lugares de 
estancia con una duración superior a los 10 minutos, 
siendo aquellos que están comprendidos entre los 10 y los 
15 minutos etiquetados como POIs de paso. 
Requisitos no 
funcionales asociados  
 [#NF1] Requisito de eficiencia  
 [#NF2] Requisito de estabilidad 
 [#NF3] Requisito de cambiabilidad 
Prioridad Alta 
 
(*) POI de paso (o NOND POIs – Neither Origin Nor Destiny POIs): POI con una 
duración inferior a la duración habitual de un POI corriente pero comprendido en 
un intervalo de tiempo suficientemente grande como para que sea interesante 
tenerlo en cuenta dentro del análisis de los puntos de interés (para considerarlo, p. 
ej., como un potencial lugar de cambio modal). 
   





Nombre del requisito Generar viajes entre POIs Requisito #F2 
Descripción El sistema desarrollado deberá poder generar los viajes 
entre los puntos de interés identificados previamente. 
Requisitos no 
funcionales asociados  
 [#NF1] Requisito de eficiencia  
 [#NF2] Requisito de estabilidad 
 [#NF3] Requisito de cambiabilidad 
Prioridad Alta 
 
Nombre del requisito Generar POIs recurrentes Requisito #F3 
Descripción El sistema deberá extraer los puntos de interés 
recurrentes dentro de las trazas analizadas, para, 
posteriormente y a partir de estos, conocer el motivo de 
los viajes. Un POI recurrente es aquel que se define tan 
sólo por unas coordenadas, sin un tiempo asociado: es un 
lugar, en la más estricta definición de punto de interés. 
Requisitos no 
funcionales asociados  
 [#NF1] Requisito de eficiencia  
 [#NF2] Requisito de estabilidad 
 [#NF3] Requisito de cambiabilidad 
Prioridad Alta 
 
Nombre del requisito Identificar motivos de los viajes Requisito #F4 
Descripción El sistema deberá poder obtener los motivos de los viajes 
identificados con anterioridad. Para ello deberá 
determinar el significado de los puntos de interés 
recurrentes anteriormente identificados de los usuarios 
cuyas trazas sean analizadas. 
Requisitos no 
funcionales asociados  
 [#NF1] Requisito de eficiencia  
 [#NF2] Requisito de estabilidad 
   





 [#NF3] Requisito de cambiabilidad 
Prioridad Media 
 
Nombre del requisito Identificar modos de transporte Requisito #F5 
Descripción El sistema deberá ser capaz de obtener los modos de 
transporte de los viajes identificados con anterioridad. 
Además, deberá calcular y guardar la distancia que se ha 
recorrido con ese o esos medios de transporte. Para ello 
hará uso de las trazas de actividad. 
Requisitos no 
funcionales asociados  
 [#NF1] Requisito de eficiencia  
 [#NF2] Requisito de estabilidad 
 [#NF3] Requisito de cambiabilidad 
Prioridad Media 
 
Nombre del requisito Generar información de movilidad 
agregada 
Requisito #F6 
Descripción El sistema deberá poder generar información de 
movilidad agregada a partir de la información extraída en 
los casos de uso anteriores. Esta información podrá ser 
representada mediante las ya mencionadas matrices O-D, 
por ejemplo. 
Requisitos no 
funcionales asociados  
 [#NF1] Requisito de eficiencia  
 [#NF2] Requisito de estabilidad 




   





Nombre del requisito Programar análisis de las trazas Requisito #F7 
Descripción El sistema deberá permitir establecer la periodicidad de 
los análisis anteriores, es decir, cada cuánto se ejecutarán. 
Este análisis podría llevarse a cabo cada pocas horas, 
diariamente, semanalmente, etc. 
Requisitos no 
funcionales asociados  
 [#NF4] Requisito de disponibilidad 
Prioridad Baja 
 
4.1.1.2. REQUISITOS NO FUNCIONALES 
Nombre del requisito Requisito de eficiencia Requisito #NF1 
Descripción Los algoritmos desarrollados deberán ser eficientes en el 
tiempo y en los recursos usados (principalmente la 
memoria) 
Requisitos 
funcionales asociados  
 [#F1] Identificar puntos de interés 
 [#F2] Generar viajes entre POIs 
 [#F3] Generar POIs recurrentes 
 [#F4] Identificar motivos de los viajes 
 [#F5] Identificar modos de transporte 
 [#F6] Generar información de movilidad agregada 
Importancia Alta 
 
Nombre del requisito Requisito de estabilidad Requisito #NF2 
Descripción Los algoritmos desarrollados deben ser estables a nivel de 
ejecución. 
Requisitos 
funcionales asociados  
 [#F1] Identificar puntos de interés 
 [#F2] Generar viajes entre POIs 
   





 [#F3] Generar POIs recurrentes 
 [#F4] Identificar motivos de los viajes 
 [#F5] Identificar modos de transporte 
 [#F6] Generar información de movilidad agregada 
Importancia Alta 
 
Nombre del requisito Requisito de cambiabilidad Requisito #NF3 
Descripción El sistema debe poder ser modificado y ampliado, por lo 
que deberá de estar construido modularmente. 
Requisitos 
funcionales asociados  
 [#F1] Identificar puntos de interés 
 [#F2] Generar viajes entre POIs 
 [#F3] Generar POIs recurrentes 
 [#F4] Identificar motivos de los viajes 
 [#F5] Identificar modos de transporte 
 [#F6] Generar información de movilidad agregada  
Importancia Alta 
 
Nombre del requisito Requisito de disponibilidad Requisito #NF4 
Descripción El sistema deberá de estar preparado en todo momento 
para recibir peticiones a la BD y poder así calcular los 
puntos de interés en los tiempos programados. 
Requisitos 
funcionales asociados  





   





4.1.2. MODELO DE CASOS DE USO 
 Al definir los requisitos funcionales que debe de proporcionar un sistema 
software debe pensarse en aquellas entidades que harán uso de estas 
funcionalidades. Así, en el modelo de casos de uso de definirán dos ideas u objetos: 
1. Los individuos o entidades que participarán en los casos de uso de una 
manera u otra, los cuales son llamados actores. 






Hay que tener en cuenta que este no es un sistema de cara al usuario. Ni 
siquiera un administrador ejecutará el código desarrollado manualmente. Este 
sistema está pensado para ejecutarse de manera periódica y automatizada, de 
manera que la ejecución de los casos de uso no consta de varios pasos donde el actor 
interactúa con el sistema y éste responde con una serie de acciones y 
visualizaciones. 
A continuación se definen los actores que intervienen en el sistema a 
desarrollar y los mencionados diagramas de casos de uso. 
4.1.2.1. DEFINICIÓN DE LOS ACTORES 
◊ Sistema: El propio sistema se encarga de lanzar los algoritmos de detección 
de puntos de interés, identificación de motivos de los viajes, etc. Él mismo es 
el actor principal del conjunto de casos de uso a construir, puesto que como 
ya se ha dicho el sistema está diseñado y preparado para comportarse de 
forma automática una vez programado por el administrador del sistema. 
 
 
FIGURA 23: ACTOR SISTEMA 
FIGURA 22: ESQUEMA DE DIAGRAMA DE CASOS DE USO 
   





◊ Administrador del sistema: es el único actor físico y básicamente es necesario 
para programar el sistema para que ejecute periódicamente los algoritmos 
que extraen la información definida a partir de las trazas ya almacenadas en 




4.1.2.2. DIAGRAMAS DE CASOS DE USO 
 
◊ Diagrama de casos de uso del actor Sistema: 
◊ Diagrama de casos de uso del actor Administrador del sistema:  
FIGURA 24: ACTOR ADMINISTRADOR DEL 
SISTEMA 
FIGURA 25: DIAGRAMA DE CASOS DE USO DEL ACTOR SISTEMA 
FIGURA 26: DIAGRAMA DE CASOS DE USO DEL ACTOR ADMINISTRADOR DEL 
SISTEMA 
   





4.1.3. MODELO CONCEPTUAL 
El modelo o esquema conceptual del sistema expresa la estructura del 
sistema a construir en forma de objetos (los cuales contienen atributos) y relaciones 
entre estos. 
FIGURA 27: ESQUEMA CONCEPTUAL DEL SISTEMA 
   





Los contenedores naranjas representan los objetos con sus atributos, 
mientras que las líneas y flechas representan relaciones (binarias o ternarias). La 
dirección de estas flechas indica cómo se interpretan y, por tanto, cómo se leen las 
etiquetas asociadas. Por ejemplo, la relación Usuario * – * Tiempo debería leerse 
como “Un usuario en un tiempo se ubica en una posición”. La relación Posición *  1 
Coordenadas se leería “Una posición tiene asociadas unas coordenadas (únicas)”. De 
la misma manera, la asociación ternaria se leería “Un usuario en un tiempo y 
mediante un movimiento realiza una Actividad” y la relación reflexiva POI 1 – 1 POI 
como “Un POI emite un viaje a un (otro) POI”. 
Los identificadores de las clases base (no resultantes de asociaciones) se 
encuentran subrayados en el cuadro inferior de la figura. Estos identificadores, que 
pueden estar compuestos por uno o más atributos del objeto (o por atributos de 
objetos asociados a éste, como es el caso de Modo de viaje) son objetos únicos dentro 
del esquema conceptual, esto es, los identificadores son claves únicas. Por ejemplo, 
en referencia a unas Coordenadas, no pueden existir dos instancias con la misma 
latitud y misma longitud.  
Las restricciones textuales también están en el cuadro inferior y se trata de 
proposiciones que se han de cumplir y que no pueden especificarse en UML de 
manera gráfica. Esta serie de restricciones deberán cumplirse a la hora de 
implementar el sistema. 
Así pues, un usuario, que queda identificado por un atributo IMEI, para un 
instante de tiempo se ubica en una posición (que tiene, pues, unas coordenadas 
asociadas de latitud y longitud). Una posición guarda cierta precisión (que al no ser 
propia exactamente de unas coordenadas es necesario guardarla aquí), un tiempo 
transcurrido desde la última posición/captura recogida y la velocidad media que ha 
habido entre ellas. Igualmente, un usuario en un instante de tiempo y a partir de un 
movimiento realiza una actividad. Esta actividad contiene una confianza (en 
porcentaje), que nos indica con cuánta seguridad se está realizando esa actividad. 
Un POI refinado es aquel que agrupa a un conjunto de POIs y que, 
prescindiendo de un término tiempo, tiene asociadas unas coordenadas computadas 
a partir de las de sus POIs asociados. Los POIs recurrentes (mencionados en los 
apartados anteriores de requisitos) son un subconjunto de estos POIs refinados. Se 
considera que un POI recurrente es aquel que está formado por cierto número de 
puntos de interés refinados (ver apartado 4.3.3. El algoritmo de detección de 
   





significado de los POIs). El número de ocurrencias de un POI refinado viene 
determinado por la relación de tipo composición POI refinado 1 – 1..* POI que se 
muestra en el esquema conceptual. 
Un usuario genera una serie de POIs y de POIs refinados en unas coordenadas 
concretas. Un POI guarda tres parámetros: la fiabilidad, que indica la precisión del 
POI tal y como pasa con las posiciones, un intervalo, que guarda si se trata de un POI 
de paso o no y, por último, un contador de capturas. Un POI refinado tiene un 
significado e, igualmente, un contador de capturas totales. 
 Mientras que las posiciones tienen asociadas un tiempo, un POI tiene asociado 
un intervalo de tiempo (tiempo inicial y tiempo final). Una posición, además, 
pertenece a un POI y sólo a uno. Exactamente de la misma manera,  un POI pertenece 
a un único POI refinado.  
Un viaje viene definido por dos POIs, uno de origen y uno de destino, además 
de tener un instante de partida (tiempo inicial) y uno de llegada (tiempo final). Por 
último, un modo de viaje también tiene un intervalo de tiempo para el que se está 
llevando a cabo ese modo de viaje (tipo de movimiento). Un viaje se lleva a cabo 
mediante uno o más modos de viaje. Un modo de viaje contiene un tipo de 
movimiento, que tan sólo puede tomar los valore de la enumeración de Tipo de 
actividad, y una distancia recorrida en ese modo de viaje. 
4.2. DISEÑO 
En este apartado se presentarán punto por punto los objetivos definidos en 
este TFG, proponiendo una solución para cada uno de ellos, diseñando los diagramas 
de secuencia correspondientes, definiendo las entradas y las salidas necesarias y 
tratando los algoritmos concretos como cajas negras, debido al hecho de que la 
implementación específica de estos podría, en principio, cambiarse sin problemas 
mientras la entrada y la salida esperadas fueran las mismas. Se ha considerado pues 
que este conjunto de algoritmos debe explicarse en detalle en el apartado de 
implementación. 
Además, en este apartado de diseño se presentará la arquitectura base del 
sistema, haciendo referencia a los tipos de tecnología a emplear pero no a la 
tecnología concreta utilizada a la hora de implementarlo. Por ejemplo, se definirá 
que ciertos datos que requieran un acceso rápido y/o continuo usarán una base de 
datos en memoria, pero no cuál. El diseño en este TFG será de alto nivel (también 
   





llamado arquitectónico) teniendo el objetivo, por tanto, de explicar cómo funciona 
el sistema a nivel global. Esto está en total sintonía con lo expuesto en el párrafo 
anterior: el detalle de cada algoritmo particular será tratado en la fase de 
implementación. 
Algunos de estos elementos expuestos caen fuera del ámbito de este TFG. Así 
pues parte de lo que se muestra a continuación es el contexto en el que se ubica y 
junto al cual tiene sentido considerar el trabajo final. 
4.2.1. ARQUITECTURA DEL SISTEMA 
El sistema construido en este TFG, tal y como se explicó en el capítulo de 
introducción, se corresponde con la parte de análisis de datos de un sistema más 
grande, el sistema diseñado para el proyecto AllOver. El sistema AllOver es 
presentado en la Figura 28, donde se muestra el flujo de los datos. La aplicación 
móvil recoge y envía a un servidor una serie de trazas de posición y de actividad, 
cuyo esqueleto genérico fue presentado en el apartado 1.1. Motivación y 
oportunidad. Una vez en el servidor estas trazas son insertadas en una base de datos 
persistente para su posterior análisis. Este servidor de recepción de las trazas utiliza 
además de una base de datos rápida en memoria para hacer las comprobaciones 
necesarias de cara al proceso de envío/recepción correcto entre la aplicación móvil 
y el servidor, asegurando que ninguna posición o actividad recopilada y enviada es 
perdida. 
FIGURA 28: ESQUEMA DEL SISTEMA ALLOVER 
   





 Una vez se tienen los datos insertados en la BD persistente se procede a su 
análisis. Este análisis no es inmediato, sino que el conjunto de módulos que lo llevan 
a cabo se ejecutan cada cierto periodo de tiempo programable. Es importante 
mencionar esto para tener claro que el análisis no es en tiempo real y por tanto la 
información de los usuarios no aparecerá en la base de datos al instante, y por tanto 
tampoco en la aplicación móvil (en su momento se mencionó la posibilidad de que 
el usuario podría consultar información básica como los lugares más visitados o las 
rutas realizadas más veces, p. ej., desde la aplicación). 
 A nivel de diseño habrá 5 módulos principales de análisis de los datos: 
1. Módulo principal de automatización del análisis de datos periódico. 
2. Módulo de detección de POIs y generación de viajes. 
3. Módulo de detección de motivos de los viajes. 
4. Módulo de detección de modos de transporte. 
5. Módulo de generación de información de movilidad agregada. 
Estos utilizarán un fichero de configuración, donde aparecerá información 
que necesite ser parametrizable como, por ejemplo, los diferentes parámetros de 
entrada que usen los algoritmos, las conexiones a las bases de datos, etc. También 
utilizarán una BD en memoria para controlar la automatización correcta y el análisis 
incremental de los datos. Los resultados de los sucesivos análisis se guardarán en la 
base de datos persistente para su posterior consulta, agregación a otros niveles, 
visualización, etc. 
 Por último comentar que la frecuencia de recogida de las trazas de posición 
será de 1 minuto mientras que la de las trazas de actividad será 4 veces superior a 
esta frecuencia. Además el análisis será diario, partiendo de la necesidad de tener 
un día completo para llevar a cabo la detección de los lugares donde ha estado y de 
las rutas o viajes que ha seguido. Estas características serán tenidas en cuenta a la 
hora de diseñar y posteriormente implementar el sistema. 
4.2.2. CONSIDERACIONES SOBRE EL CASO DE USO GENERACIÓN DE INFORMACIÓN 
AGREGADA DE MOVILIDAD 
 En este subapartado se presentarán ciertas consideraciones en referencia al 
caso de uso #F6: Generar información de movilidad agregada. Este subapartado ha 
sido redactado en una fase posterior a la especificación, siendo incluido en este 
   





punto debido a la necesidad de considerar este conjunto de consideraciones a la 
hora de realizar un diseño completo y correcto del sistema. 
La consecución de este caso de uso a lo largo del TFG ha sido diferente al 
resto, pues si bien los anteriores objetivos quedaban muy concretados desde un 
inicio y era claro qué hacer (aunque no siempre cómo hacerlo), este caso de uso no 
fue especificado al mismo nivel de detalle. Desde el proyecto Allover se planteó, 
básicamente, el análisis de los datos recopilados mediante la aplicación, definiendo 
a posteriori los tipos de agregación que serían interesantes de obtener, lo cual 
vendría determinado por la información resultante de los mismos análisis. Así, este 
apartado ha sido añadido en este punto debido a que el conjunto de decisiones que 
se explicarán a continuación tienen su repercusión en el diseño del sistema a 
construir. 
 En los objetivos de este TFG (apartado 1.2. Objetivos del TFG), a la hora de 
definir el objetivo concreto de generación de información sobre la movilidad en 
entornos urbanos se consideraba la posibilidad de representar la información 
extraída a partir de los datos provenientes de la aplicación mediante una matriz O-
D (3.1.2. Matrices O-D). Ahora bien, para construir una matriz O-D como tal es 
necesario expandir la muestra de la que se dispone ( (Bera & Rao, 2011) y 
(Abrahamsson, 1998)). Esta muestra, como es lógico, debe de poseer una serie de 
características concretas, determinadas a partir de la población que se pretenda 
representar con la matriz de movilidad. Con el objetivo de establecer estas 
características se construye un panel que indica la cantidad de elementos de la 
muestra que deben tener ciertas propiedades. Por ejemplo, este panel podría 
decirnos que, para representar cierta población concreta se necesita que la muestra 
esté compuesta por 13 mujeres de entre 25 y 30 años con una renda comprendida 
entre los 20.000 y los 22.000€ anuales que vivan en cierto barrio, por 18 hombres 
entre los 32 y 36 años con una renta de entre 18.500 y 20.000€ anuales que vivan 
en el mismo barrio, etc. En resumen, lo que necesitamos es una muestra que sea 
representativa del total, es decir, de la matriz O-D. 
 Teniendo en cuenta todo esto y dado que el proyecto AllOver se basa en 
ofrecer libremente la aplicación que registra trazas de posición y de actividad a todo 
el mundo, sin decidir de quién se obtienen los datos y de quién no, la generación de 
una matriz O-D tradicional, que fue planteada en un inicio como posible resultado 
de la agregación de la información obtenida del primer análisis, ha sido descartada. 
Hace falta aclarar que en los estudios a partir de los cuales se extrajo la idea del 
   





proyecto AllOver, como por ejemplo del proyecto Probe Person survey ( (Itoh & Hato, 
2013) ), sí que se generaba un panel a la hora de decidir la muestra (previamente a 
la realización de la recogida de los datos en sí), proporcionando dispositivos móviles 
específicos equipados con hardware y software de geolocalización a aquellas 
personas seleccionadas para formar la muestra. De esta manera expandir la 
muestra, no tan sólo con la intención de generar matrices Origen-Destino, sí era 
factible. 
 A pesar de esto, de lo que indudablemente se dispone una vez realizado el 
análisis de los datos es de determinada información de movilidad de las personas 
que tienen la aplicación, lo que puede proporcionar de igual manera otra clase de 
información de movilidad más o menos agregada. Lo que se plantea entonces son 4 
clases de agregación de la información, dos más sencillas a nivel individual y otras 
dos partiendo de una zonificación y teniendo en cuenta a todos los usuarios del 
sistema: 
• Información individual: 
1. Generación de la lista de puntos de interés (POIs refinados) más visitados 
por cada usuario. 
2. Generación de la lista de rutas (viajes) más frecuentes realizadas por 
cada usuario. 
• Información colectiva: a partir de una zonificación (por barrios, secciones 
censales…) de un área urbana, se plantea: 
3. Teniendo en cuenta tanto las posiciones de los usuarios como los puntos 
de interés descubiertos, se genera una traza con los lugares de estancia y 
los viajes. A partir de esta se construye una especie de mapa de densidad 
de lecturas que evoluciona en función del tiempo, mostrando dónde hay 
más o menos gente en cada momento, representándolo, por ejemplo, 
mediante un gradiente de color. 
4. Teniendo en cuenta los viajes resultantes del análisis de los datos, se fija 
interactivamente cierta zona y, determinándose además un intervalo de 
tiempo de partida, se colorean cada una de las zonas restantes en función 
del número de viajes emitidos en ese intervalo desde la primera zona 
(que tienen esa zona como origen) a cada una de las demás. De la misma 
manera, se pueden visualizar las zonas fijando una para la cual nos 
interese saber los viajes que acaban en ella (que tienen esa zona como 
destino) durante cierto intervalo de tiempo. Esta opción nos permitiría 
visualizar la cantidad de viajes que empiezan/acaban en cada una de las 
   





zonas, una especie de matriz Origen-Destino pero con la información de 
la que se dispone. 
Para poder trabajar con la zonificación en cuestión será necesaria una 
tabla adicional que contendrá la información geométrica de cada zona, 
para lo que se utilizará PostGIS (PostGIS - Index), como veremos más 
adelante en el capítulo 4.3.6. Tecnologías utilizadas y automatización. 
  
 Hay que tener en cuenta que para la generación de la información agregada 
individual no importará el momento en que el usuario envíe sus datos puesto que, a 
la hora de calcular sus listas de POIs y rutas se comprobará cual fue la última fecha 
que fue procesada y computará la información a partir de ese momento. Para la 
generación de información agregada colectiva, en cambio, el proceso automático 
lanzado diariamente simplemente tendrá en cuenta todos aquellos datos de los que 
se disponga hasta el momento. Si de algún usuario no se han recibido posiciones ni 
actividades durante un cierto periodo de tiempo (aunque las acabe enviando más 
tarde), sus datos no serán tenidos en cuenta para este procesamiento, que no 
volverá a computarse para el intervalo de tiempo en cuestión. Esto es así debido a 
que se espera que este procesamiento de agregación que tiene en cuenta a todos los 
usuarios sea bastante pesado en términos de tiempo, de manera que recomputar la 
información en un caso como éste podría llegar a no ser factible. 
 Una vez especificada la arquitectura general del sistema y aclarado el 
conjunto de casuísticas especiales que rigen el desarrollo del caso de uso de la 
generación de la información agregada se pasará a definir el diseño del sistema 
como tal.  
   





4.2.3. DIAGRAMA DE CLASES 
 El diagrama de clases proviene de traducir el diagrama conceptual, que 
modelaba gráficamente los objetos que el sistema debía considerar para su 
funcionamiento junto con sus interactuaciones, a diseño (Figura 29). Como se ha 
dicho, el diseño tiene en cuenta el tipo de tecnología a utilizar y, por ejemplo, las 
relaciones ternarias o reflexivas no tienen cabida aquí. 
FIGURA 29: DIAGRAMA DE CLASES DE DATOS 
   





Como se puede observar aparecen cinco clases (Ruta de usuario, POI de 
usuario, Zona, Información de zona, Número de viajes por zonas) que no aparecían en 
el esquema conceptual del sistema, debido a que la información que en ellas se 
FIGURA 30: DIAGRAMA DE CLASES DE CONTROLADORES #1 
   





guarda ha sido decidida posteriormente a la especificación del sistema (ver 
apartado anterior). 
En el diagrama de clases aparecen, además, un tipo de clases que contienen 
la implementación de los algoritmos y un tercer conjunto de clases que son los 
denominados controladores, que son en nuestro caso los encargados de relacionar 
las ‘clases algoritmo’ con las clases de datos, los cuales se encuentran en la base de 
datos persistente.  
El controlador de cada ‘clase algoritmo’ proporciona una serie de métodos de 
acceso, tanto de lectura como de escritura, a las clases necesarias. Por ello y por no 
tratarse éste de un sistema de cara al usuario, no tiene la necesidad de guardar 
ninguna clase de información. Otra manera de ver a este controlador es 
simplemente como un wrapper, puesto que su principal utilidad es la de enmascarar 
la clase concreta que implementa el algoritmo. Sería el encargado de traducir las 
estructuras de datos utilizados por esta ‘clase algoritmo’ a los tipos concretos que se 
requieren en la base de datos, y viceversa. La representación del diagrama de este 




FIGURA 31: DIAGRAMA DE CLASES DE CONTROLADORES #2 
   





4.2.4. DIAGRAMAS DE SECUENCIA 
Los diagramas de secuencia expresan la interacción del conjunto de objetos 
del sistema a desarrollar, teniendo en cuenta la temporalidad de estos. En otras 
palabras, muestran la secuencia ordenada de interacciones entre clases/objetos que 
se tiene que llevar a cabo para alcanzar la consecución de uno o varios casos de uso. 
Se ha de considerar el hecho de que los siguientes diagramas de secuencia 
son de gránulo grueso, es decir, expresan la relación que se forma entre las clases y 
los objetos del sistema con el objetivo de resolver el problema expuesto. Las 
casuísticas particulares y detalles de los algoritmos se discuten en el apartado de 
implementación. Esto viene definido desde el momento en que se decide concebir 
un diseño de tipo arquitectónico, como se comentó. 
FIGURA 32: DIAGRAMA DE SECUENCIA DE LA AUTOMATIZACIÓN #1 
   





El diagrama que automatiza el procesamiento de los datos y la extracción de 
toda la información, llamando al resto de clases, es representado en la Figura 32 y 
Figura 33. 
4.2.4.1. EL PROBLEMA DE LA DETECCIÓN DE LOS PUNTOS DE INTERÉS 
El problema de la detección de los puntos de interés o POIs se trata del primer 
y principal tema a considerar en este TFG. ¿Cómo, a partir tan sólo de lecturas 
espaciotemporalmente posicionadas recogidas, en principio, periódicamente, se 
pueden llegar a conocer los lugares en los que ha estado un usuario, los viajes que 
ha realizado y en qué intervalos de tiempo se consideran tanto unos como otros? 
En este apartado se presenta el diagrama de secuencia que desarrolla el caso 
de uso “Identificar puntos de interés”, que, a su vez, incluye los casos de uso: 
“Generar viajes entre POIs” e “Generar POIs recurrentes”. En el siguiente diagrama 
de secuencia (Figura 34) se muestra simplemente el esquema a seguir para resolver 
estos tres casos de uso, dado que cada uno de ellos, incluido el algoritmo principal 
de identificación de POIs, está explicado y detallado en el apartado de 
implementación, en concreto en el punto 4.3.2. El algoritmo de detección de POIs y 
generación de viajes. 
FIGURA 33: DIAGRAMA DE SECUENCIA DE LA AUTOMATIZACIÓN #2 
   






4.2.4.2. EL PROBLEMA DE LA DETECCIÓN DE LOS MOTIVOS DE LOS 
DESPLAZAMIENTOS 
La detección de los motivos de los viajes/desplazamientos o, lo que es lo 
mismo, la detección del significado de los POIs refinados es el segundo gran bloque 
FIGURA 34: DIAGRAMA DE SECUENCIA DE LA IDENTIFICACIÓN DE LOS PUNTOS DE INTERÉS, 
GENERACIÓN DE POIS REFINADOS Y GENERACIÓN DE VIAJES 
   





a tratar en este TFG y se corresponde con el caso de uso “Identificar motivos de los 
viajes”.  
4.2.4.3. EL PROBLEMA DE LA DETECCIÓN DE LOS MODOS DE TRANSPORTE 
Por último, queda por tratar el problema de la identificación de los modos de 
transporte, que se corresponde al caso de uso “Identificar modos de transporte”.  
FIGURA 35: DIAGRAMA DE SECUENCIA DE LA DETECCIÓN DE LOS MOTIVOS DE LOS VIAJES 
FIGURA 36: DIAGRAMA DE SECUENCIA DE LA IDENTIFICACIÓN DE LOS MODOS DE TRANSPORTE 
   





4.2.4.4. EL PROBLEMA DE LA GENERACIÓN DE INFORMACIÓN DE 
MOVILIDAD AGREGADA 
 Tanto en el apartado 4.2.2. Consideraciones sobre el caso de uso Generación de 
información agregada de movilidad como en el diagrama de clases, la generación de 
información de movilidad agregada ha tomado una dirección concreta, cuyo diseño 
se explicita a continuación. 
 La Figura 37 y Figura 38 se corresponden con los diagramas de secuencia de 


















FIGURA 37: DIAGRAMA DE SECUENCIA DE LA GENERACIÓN DE LOS POIS DE USUARIO 
FIGURA 38: DIAGRAMA DE SECUENCIA DE LA GENERACIÓN DE LAS RUTAS DE 
USUARIO 
   





Los diagramas de secuencia de la generación de información agregada de 





FIGURA 39: DIAGRAMA DE SECUENCIA DE LA GENERACIÓN DE DENSIDAD POR ZONA E 
INTERVALO 
   







FIGURA 40: DIAGRAMA DE SECUENCIA DE LA GENERACIÓN DE VIAJES POR ZONA 
   






 En este apartado se hará referencia a todos aquellos aspectos, detalles y 
casuísticas concretas de la implementación de los algoritmos y del sistema en sí. Se 
explicarán concisamente los algoritmos propuestos para satisfacer el modelo de 
requisitos expuesto y el correspondiente diseño de cada una de sus funcionalidades. 
Además se mencionarán las tecnologías concretas utilizadas en la implementación. 
4.3.1. ESQUEMA DE LA BASE DE DATOS 
El esquema de la base de datos persistente proviene de manera directa del 
modelo conceptual presentado en el apartado de especificación y se corresponde 















FIGURA 41: ESQUEMA DE LA BASE DE DATOS 
   





4.3.2. EL ALGORITMO DE DETECCIÓN DE POIS Y GENERACIÓN DE VIAJES 
En el apartado 3.3. Técnicas de clustering se llevó a cabo una primera 
aproximación al problema de análisis de trazas geoposicionadas y detección de 
puntos de interés (POIs). En este TFG la resolución de este problema se ha basado 
en el uso de un algoritmo de clustering llamado DJ-Cluster ( (Zhou, Frankowski, 
Ludford, Shekhar, & Terveen, 2004) y (Zhou, Frankowski, Ludford, Shekhar, & 
Terveen, 2007) ) que a su vez se cimienta sobre un algoritmo de agrupamiento, 
como ya se hizo mención, ampliamente conocido y utilizado dentro del campo de 
análisis y minería de datos: el algoritmo DBSCAN.  
 Si bien DJ-Cluster puede dar una idea de cómo analizar trazas 
geoposicionadas con el fin de extraer puntos de interés, el problema o problemas 
que resuelven en los trabajos anteriores difieren en parte del problema que aquí nos 
atañe. A continuación se dará sentido a cada una de las partes concretas que se 
mencionan en las publicaciones del DJ-Cluster y las modificaciones que en este 
Trabajo Final de Grado se han realizado a partir de él con el propósito de alcanzar el 
conjunto de objetivos propuestos y de solventar todas aquellas casuísticas 
particulares que aquí surgen. 
El algoritmo TDJ-Cluster 
 Como punto inicial se debe considerar el algoritmo original de DJ-Cluster. El 
pseudocódigo presentado es el siguiente: 
1  Seleccionar un punto no procesado p de la muestra S 
2  si p es null entonces 
3    Return. 
4  fin si 
5  Computar la vecindad (neighborhood) basada en densidad N(p) del punto p 
con respecto a Eps y MinPts. 
6  si N(p) es null entonces 
7    Etiqueta p como ruido. 
8  si no, si N(p) es density-joinable a como mínimo un cluster existente 
entonces 
9    Fusiona N(p) y todos los clusters fusionables (density-joinables). 
10 si no 
11   Crea un nuevo cluster C basado en N(p) 
12 fin si 
   





13 Retorna al paso 2. 
 , donde la vecindad (o neighborhood) 3  de un punto  se define como: 
3 = *4 ∈ 5 | , 4 ≤ 8, 
 y siendo la vecindad 3  density-joinable con 34 , expresado mediante la 
notación -3 , 34  : 
-93 , 34 : = *3 ∪ 3   ∃ ∈ 3 , ∃ ∈ 34  |  = , 
Como se ha comentado, DJ-Cluster sigue la filosofía de DBSCAN (apartado 
3.3), solo que se basa en el concepto de componentes u objetos conectados, como se 
dijo. Así pues, y siguiendo la notación de éste, se definen dos parámetros utilizados 
a la hora de computar la vecindad de un punto: 
• MinPts (minimum points): este valor determina el número mínimo de puntos 
que ha de contener una vecindad 3  (y, por ende, un cluster) para ser 
considerada como tal o, en otras palabras: para ser convertida en un nuevo 
cluster o para ser fusionada en uno ya existente. De ahora en adelante y 
teniendo en cuenta nuestro caso particular nos referiremos a estos puntos 
como capturas espaciotemporales o simplemente lecturas. 
• Eps (ε - epsilon): el parámetro epsilon determina espacialmente el radio a 
partir de un punto  que se tiene que considerar para crear la vecindad 3 . 
En este trabajo se le ha dado el valor de 80 metros, que empíricamente se ha 
comprobado como un valor con un buen compromiso entre detectar todos o 
la inmensa mayoría de POIs y tener un bajo error agrupando lecturas no 
correspondientes a ninguno. 
En la Figura 42 se pueden apreciar las fases de creación de una vecindad 
3  (a), de una segunda vecindad 34  (b) y la unión de ambas en un solo cluster 
mediante el punto  (c). 
FIGURA 42: FASES DEL ALGORITMO DJ-CLUSTER 
   





Esta versión original del algoritmo se implementó y se probó en un inicio con 
las trazas de ejemplo pertenecientes al equipo de desarrollo de las que se tenía 
disponibilidad hasta el momento. Se observó entonces que esta versión era muy 
sensible a la cantidad de puntos de una traza. Esto es lo mismo que decir que era 
muy sensible al dispositivo concreto en el que la aplicación de recogida de 
posiciones se hubiera instalado, puesto que, por limitaciones de hardware y 
características propias del sistema Android, algunos de estos dispositivos no 
registraban la cantidad esperada de lecturas (se había determinado que la 
aplicación guardaría una lectura por minuto aproximadamente). Por otro lado, las 
trazas que se estaban recogiendo disponían de un parámetro adicional que el 
algoritmo original de DJ-Cluster ni siquiera contemplaba: el tiempo, en forma de 
timestamps (ts) de las lecturas. Dada esta situación se decidió entonces adaptar el 
parámetro MinPts de manera que el algoritmo fuera menos sensible a la pérdida de 
lecturas. El nuevo parámetro recibió el nombre de MinTime: 
• MinTime (minimum time): este parámetro sustituye a MinPts, adaptando el 
algoritmo para que funcione por densidad de tiempo en vez de por densidad 
de puntos. Para poder hacer uso de él, cada captura debe tener un atributo 
nuevo, que llamaremos elapsed time o et, que indica el tiempo transcurrido 
desde la última captura. Este valor se obtiene fácilmente calculando la 
diferencia entre el timestamp de una lectura  y el de su inmediata anterior 
 0 1. Además, a partir de este valor se puede calcular la velocidad media 
entre las dos lecturas, lo que nos será también de utilidad a la hora de realizar 
el preprocesamiento de los datos (subapartado siguiente). 
A la hora de calcular una vecindad 3 , se considera que la suma de 
los tiempos transcurridos (elapsed times) de las lecturas que forman la 
vecindad (es decir, que están a menos de eps de distancia de ) ha de ser igual 
o superior a MinTime para poder generar un nuevo cluster.  
Los requisitos de este trabajo han determinado que son interesantes 
de cara al análisis de la movilidad los puntos de interés con una duración a 
partir de 10 minutos, por lo que el valor de este parámetro ha sido la misma. 
En la Figura 43 se muestra la creación de una vecindad para un MinTime de 
5 minutos (300 segundos). Puesto que la suma de los tiempos transcurridos (et) es 
393 segundos se genera una vecindad 3 = * 0 5,  0 1, ,  + 3,  + 4,  + 7,.  
   





Ahora bien, hasta aquí el algoritmo de DJ-Cluster tan sólo determina los 
lugares o puntos de interés en una traza geoposicionada, sin reparar, p.ej., en la 
duración o en la franja horaria en que se encuentran estos. El caso particular que 
tratan tiene como entrada un conjunto de lecturas donde cada una de las cuales tiene 
solamente asociadas una latitud y una longitud. En nuestro caso, en cambio, de lo 
que disponemos es de una traza posicionada espaciotemporalmente. Este hecho nos 
brinda la posibilidad de analizar los datos para obtener información adicional a la 
extraída con el algoritmo DJ-Cluster original. Esta información, por otra parte, es 
necesaria para alcanzar los objetivos de este TFG, como puede ser la detección y 
generación de viajes entre POIs de cara a generar la información sobre movilidad 
que sea oportuna.  
Es necesario, pues, modificar el algoritmo original de manera que se puedan 
identificar POIs definiéndolos, además de con unas coordenadas, con un momento 
de inicio y un momento de fin de estancia. Estos tiempos se corresponderían, 
respectivamente, con el instante de llegada al POI del viaje justamente anterior y con 
el instante de partida del viaje que se iniciará a continuación, para llegar al siguiente 
punto de interés. 
Se advierte de esta manera que el conjunto 5, que en la publicación se define 
como el conjunto de todas las lecturas, ha de ser acotado para cada uno de los puntos 
para los que se calcula una vecindad. De esta forma dos puntos que estén 
temporalmente distantes y que presenten uno o más viajes entre ellos no formarán 
parte del mismo POI, sino de dos diferentes, independientemente de su posición. 
Aunque ambos tengan las mismas coordenadas aproximadas se diferenciarán por el 
intervalo de tiempo que comprenda cada uno. 
FIGURA 43: CREACIÓN DE UNA VECINDAD MEDIANTE MINTIME EN TDJ-CLUSTER 
   





Esto se consigue definiendo una ventana temporal PotSetWind, que es el 
tercer parámetro del TDJ-Cluster: 
• PotSetWind (Potential Set Window): delimita el conjunto de capturas 
alrededor de cada lectura   (temporalmente hablando) que han de ser 
tenidas en cuenta de cara a generar la vecindad 3 . Se puede definir que la 
ventana sea de X minutos para que se consideren las capturas a, como 
máximo, BC/2F minutos de distancia temporal de cada lectura  a procesar. 
En la Figura 44 se puede ver el conjunto de 
capturas que serían tomadas (en verde) para 
procesar la vecindad 3  para un valor de 
PotSetWind de 10 minutos. A este conjunto 
potencial lo denominamos 5 . 
A partir de esta modificación el algoritmo no 
asignará a un mismo cluster dos capturas 
suficientemente distantes entre sí en el tiempo 
aunque se encuentren en una misma área definida 
por eps, siempre y cuando haya habido algún viaje 
entre ellas. Además, el no considerar el conjunto 
entero de capturas a la hora de calcular la vecindad 
de cada una de éstas, sino un subconjunto de ellas 
mucho más reducido,  tiene importantes 
implicaciones en el coste del algoritmo. De esta 
manera se acelera considerablemente su ejecución, 
lo que también es tremendamente interesante de 
cara a crear un sistema en que uno de los requisitos 
no funcionales básicos es la eficiencia en tiempo. 
Esto es debido a que es plausible considerar una 
situación en donde se presente una carga de datos 
(y, como consecuencia, del procesado de estos) 
importante una vez desplegado el sistema. 
Si bien antes decíamos que para que una 
lectura fuera considerada en la vecindad de otra 
captura tenía que cumplirse la condición de que 
FIGURA 44: EJEMPLO DE CONJUNTO 
POTENCIAL PS(P) 
   





estuviera a una distancia menor de eps de ésta, esto es cierto solo en parte para la 
versión inicial del algoritmo. 
En un principio la ventana temporal generada para una captura   era 
recorrida linealmente:  0 ,  0  0 1 , … ,  0 1, ,  + 1, … ,  + G 0 1 ,  + G 
(tomando como ejemplo el conjunto de capturas de la Figura 44). En cierto momento 
del desarrollo se detectó un comportamiento anómalo que consistía en que 
resultaban POIs cruzados (timestamp máximo de POI1 > timestamp mínimo de POI2) 
o incluso POIs dentro de otros (Figura 45), hablando siempre en términos de tiempo. 
Se descubrió entonces que esto sucedía por la manera en que se recorrían los 
conjuntos potenciales a la hora de crear vecindades. En las trazas aparece un caso 
relativamente raro que consiste en un conjunto de lecturas situadas en unas 
FIGURA 45: EJEMPLO DE UN CLUSTER TEMPORALMENTE DENTRO DE OTRO 
   





coordenadas, las cuales generan un cluster c1, seguido de un segundo conjunto de 
lecturas en un punto más o menos cercano al primero, el cual genera un cluster c2 
diferente del primero, y por último un tercer conjunto de lecturas situado dentro del 
radio de acción del primer cluster c1. DJ-Cluster, por su propia naturaleza, une los 
puntos del tercer conjunto con los del primero dejándolos en un único cluster c1. 
Esto origina una situación en la cual el segundo cluster c2 queda temporalmente 
dentro de c1. Así, no se satisfará: 
G5 H G5 → G5 H G"5  
, restricción que se debe cumplir siempre 
por lógica y de cara a generar viajes correctos. 
Para lidiar con esta particularidad de las 
trazas se determinó que un conjunto potencial 
5  se había de recorrer de la siguiente manera 
(Figura 46): 
a)  0 1,  0 2, … ,  0  0 1 ,  0  
b) ,  + 1,  + 2, … ,  + G 0 1 ,  + G 
Recorriéndolo de esta manera, al 
encontrar dos lecturas consecutivas lejanas, es 
decir, a una distancia de  mayor que eps, se deja 
de recorrer el conjunto potencial en esa dirección. 
Si tan sólo hay una lectura que sobrepasa eps y la 
siguiente vuelve a estar dentro del radio definido 
se considera la primera como una lectura 
imprecisa puntual y se contempla aun así dentro 
de la vecindad potencial. Siguiendo esta lógica no 
es posible violar la anterior ecuación desde el 
momento en que se crean los clusters y el error no 
es propagado innecesariamente. 
El añadido de este parámetro PotSetWind 
junto con la modificación del algoritmo original en 
referencia al parámetro MinTime es clave y se 
consideran las dos características más 
importantes realizadas. Es por este motivo que se 
FIGURA 46: RECORRIDO DE UN 
CONJUNTO POTENCIAL PS(P) EN 
TDJ-CLUSTER 
   





ha decidido darle el nombre de TDJ-Cluster (Time-Density and Join-based Clustering 
algorithm) a esta nueva versión del algoritmo, cuyo pseudocódigo se encuentra en 
el Anexo I. 
El preprocesamiento y particionamiento de los datos 
Los datos recogidos por la aplicación y guardados en la base de datos 
persistente alimentan casi de forma directa el algoritmo de detección de puntos de 
interés. Aun así, los datos se filtran y se particionan para su posterior 
procesamiento. 
En las publicaciones a las que hacíamos referencia en el apartado anterior y 
en base a las cuales se ha planteado el algoritmo TDJ-Cluster de cara a la resolución 
del problema de la detección de los puntos de interés ( (Zhou, Frankowski, Ludford, 
Shekhar, & Terveen, 2004) y (Zhou, Frankowski, Ludford, Shekhar, & Terveen, 
2007)) hablan de dos clases de filtrado previo: 
1. Por un lado el filtrado por velocidad. Si una lectura supera un cierto umbral 
de velocidad es descartada puesto que se supone perteneciente a un viaje y 
no a un lugar de estancia o, lo que es lo mismo, a un punto de interés. Este 
valor debería corresponderse a una velocidad ligeramente inferior a la 
velocidad de paseo, que está entre los 3-4km/h (1m/s) (Zignani & Gaito, 
2010). Experimentalmente, y a partir de las trazas de las que disponemos, se 
ha determinado que este valor ha de estar cerca de los 2km/h para el 
correcto funcionamiento del algoritmo de detección de POIs. 
2. En segundo término el filtrado por distancia respecto a la última lectura. Si 
una captura está muy cerca de la anterior es descartada para tener así menos 
cantidad de lecturas que procesar y acelerar por tanto la ejecución del 
algoritmo. 
Si bien el filtrado por velocidad es intuitivamente coherente y aplicable, la 
segunda clase de filtrado no.  
En primer lugar, en la misma publicación ya hacen referencia a la posibilidad 
de quedarse con una cantidad insuficiente o incluso nula de capturas al filtrar los 
datos mediante los dos métodos anteriores. Aseguran, con todo, que esto no será así 
debido a que (a1) las lecturas GPS son imprecisas por naturaleza y que pueden distar 
entre sí suficiente como para no ser descartadas y al mismo tiempo tener una 
velocidad asociada próxima a 0. Afirman además (b1) que un usuario visita 
   





suficientemente un punto de interés como para que, a la larga, estos dos tipos de 
filtrado supongan realmente un inconveniente de cara a detectar POIs. Estas dos 
puntualizaciones no aplican en nuestro caso, puesto que: 
a1) El tipo de trazas recogidas en este proyecto particular no provienen tan sólo 
de GPS, sino, además, de otros sistemas de geolocalización como pueden ser 
redes Wi-Fi o redes de telefonía. Se han detectado casos en las trazas de 
prueba en donde aparece un número relativamente elevado de lecturas 
consecutivas con unas mismas y exactas coordenadas. En algunos de estos 
casos, estos conjuntos de lecturas podrían formar por sí solas un cluster y, 
por tanto, un POI. Si se descartasen se estarían generando falsos negativos. 
b1) Si bien los POIs de un usuario no se han de detectar en tiempo real, el 
proceso que analiza los datos y genera toda esta información sobre la 
movilidad se lleva a cabo periódicamente (p. ej. cada día), de manera que un 
POI no se ha de “acabar detectando a la larga, asumiendo que el usuario lo 
visita a menudo”, sino que ha de ser detectado correctamente siempre y 
cuando se tengan lecturas de él. 
Por estos dos primeros motivos el hecho de descartarlas desde un inicio por 
ser muy próximas entre ellas (o incluso coincidentes, como es el caso) ya no sería, 
pues, factible. 
En segundo lugar, para el tipo de información que tanto en el proyecto 
AllOver como en este TFG se necesita reconocer, no se pueden descartar lecturas que 
son potenciales de pertenecer a un POI. Tanto (a2) la cantidad de visitas a un POI 
como (b2) con la duración de las estancias y los tiempos de viaje son claves y de 
descubrimiento necesario para la consecución de este TFG. Así pues, se precisa: 
a2) Reconocer todos aquellos POIs que sea posible, es decir, de los cuales se 
tengan lecturas suficientes y suficientemente correctas como para poder 
generar clusters, y 
b2) Conocer el intervalo temporal que comprende cada POI. Es decir, nos 
interesa saber, además de las coordenadas de los puntos de interés, los 
momentos de inicio y de fin de estancia en ellos. El descarte de una lectura 
en función de la proximidad o incluso la superposición con la anterior es 
incorrecto puesto que al ejecutar el algoritmo de clustering no se sabe a 
priori si una captura será, por ejemplo, la primera o la última de cierto 
cluster (POI). En el caso de que se tratara de la primera o última lectura 
   





correspondiente a un cluster, estaríamos reduciendo el intervalo temporal 
que éste realmente debería de comprender. 
 Así pues, mientras el filtrado por velocidad sí se ha llevado a la práctica y ha 
sido revelado como una parte importante del algoritmo de detección de POIs, el 
filtrado por distancia no adquiere sentido en el caso particular que nos ocupa, por 
las razones que se han expuesto. 
Ha de aclararse que el hecho de descartar todas las lecturas por encima de un 
cierto umbral de velocidad conlleva cierta casuística concreta a la que se ha de hacer 
frente. Es el caso el de los viajes circulares, denominados así por tratarse de viajes 
iniciados y finalizados en el mismo POI. Esta clase de viajes se corresponden a 
aquellos viajes realizados para llevar a cabo compras o recados, actividades 
deportivas al aire libre, etc. Un claro ejemplo que se ha dado en una de las trazas de 
prueba es el de salir a caminar/correr. El punto de inicio es el mismo que el punto 
de finalización (casa, gimnasio…). Los viajes circulares pueden ser de distancia 
corta, moderada o larga, al igual que su duración. También tienen motivos concretos 
y modos de desplazamiento variados. Por estas razones son viajes como otros y han 
de ser tenidos en cuenta. 
Plantéese el siguiente escenario: existe un primer conjunto de capturas en 
cierto lugar que forman un cluster c1 con un tiempo mínimo MinTS(c1) y máximo de 
MaxTS(c1); por otro lado existe un segundo conjunto de capturas en el mismo lugar 
formando análogamente un cluster c2 con un tiempo mínimo MinTS(c2) y máximo de 
MaxTS(c2). Estos dos conjuntos de capturas c1 y c2, a pesar de encontrarse dentro de 
un mismo radio eps, no son unidos puesto que no comparten ninguna captura. Esto 
es debido a que entre c1 y c2 existe un vacío que bien puede haber sido causado 
porque la aplicación no ha recogido un cierto intervalo de capturas (falta de 
cobertura, terminal apagado…) o bien porque el preprocesamiento de los datos las 
ha descartado por tener asociadas una velocidad por encima del umbral de 
velocidad máxima establecido. Aquí se han de considerar ambos casos por separado: 
a) Ausencia de lecturas: en este caso lo más correcto y coherente es considerar 
que se ha permanecido en ese mismo sitio durante todo el tiempo del que no 
se tienen capturas espaciotemporales, esto es, a falta de más información, no 
hay viaje entre los clusters.  
   





De esta manera se puede dar el caso de que, al finalizar el algoritmo de TDJ-
Cluster, aparezcan series de clusters sucesivos en una misma área. La unión 
de estos  clusters consecutivos y sin viajes entre ellos es tratada en la fase de 
postprocesamiento. 
 
b) Lecturas descartadas por velocidad: en este caso, por el contrario, sí se ha de 
generar el viaje puesto que realmente sabemos que ha habido un viaje, 
(circular en este caso).   
Esto se trata más adelante en la sección de generación de viajes, definiendo 
un tiempo mínimo de viaje así como un número mínimo de lecturas que 
deben pertenecer al viaje. 
Por último, el particionamiento de los datos se ha realizado por días. Esto 
quiere decir que tanto a la hora de computar los puntos de interés como los viajes 
entre estos, se han tenido en cuenta conjuntos de capturas diarios. Puesto que el 
análisis de los datos es asimismo diario, de comportarse el sistema de la manera 
prevista, cada día tan sólo se procesarían los datos del día anterior, lo que es 
coherente. 
Además, el hecho de particionar los datos por días reduce la cantidad de 
capturas a procesar dentro de cada conjunto. Con esto se consigue más eficiencia en 
tiempo y en memoria. 
FIGURA 47: AUSENCIA DE CAPTURAS O CAPTURAS FILTRADAS POR VELOCIDAD 
   





Por otro lado, el cómputo del tiempo transcurrido (elapsed time – e.t.) entre 
una captura y la anterior, así como su velocidad media lineal entre ellas es realizado 
en el momento de insertar las capturas en la BD persistente, es decir, es un proceso 
anterior a la detección de POIs. Esto se determinó así con la intención de trasladar 
el trabajo a una fase previa, descargando el cómputo diario de POIs, motivos de los 
viajes y modos de desplazamiento. 
Por último, en el preprocesamiento de las lecturas espaciotemporales se ha 
definido un parámetro MaxStayDistance. Se consideró oportuno añadir este 
parámetro a raíz de otro escenario presente en algunas trazas. En este caso se 
dejaban de recoger posiciones durante cierto intervalo de tiempo (a consecuencia 
de motivos típicos como que el terminal se quedara sin batería, por falta de 
cobertura por estar en los lindes del territorio urbano o bajo tierra, etc.) para 
registrar a continuación una única captura en otro punto relativamente lejano. Esta 
captura tenía asociado un valor de tiempo transcurrido (elapsed time) muy alto: 
todo el tiempo perteneciente al intervalo de tiempo en el que no se habían recogido 
lecturas (pues, como se ha comentado en el párrafo anterior, el e.t. y la velocidad 
lineal de una captura se calcula tan sólo en función de ella misma y de la anterior). 
La consecuencia era que se creaba un POI a partir de una sola captura, que además 
en algunos casos tenía muy baja precisión debido a que era susceptible de ser una 
lectura recogida mediante una única antena de telefonía móvil (en zonas de baja 
cobertura). Además, el POI podía tener una duración considerable y comprendía 
momentos de los cuales no se tenían ni siquiera lecturas dentro de la traza.  
Este era un caso suficientemente frecuente como para representar un 
problema. Así pues, se determinó que para el procesamiento de puntos de interés, 
en el caso de que una lectura distara MaxStayDistance de la anterior, su tiempo 
transcurrido asociado tomaría el valor de 0, puesto que no sería correcto ni fiable 
considerarlo en la creación de un POI (el tiempo transcurrido e.t. se correspondía 
realmente a los desplazamientos de los cuales no se habían tenido ni constancia). De 
esta manera, en el caso de que el terminal continuara recogiendo capturas en ese 
punto, se crearía un punto de interés igualmente, ahora sí, a partir de los tiempos 
transcurridos en los que se podía confiar.  
Así, en parte mediante el uso de este parámetro se consigue generar 
información tan sólo con los datos de los que se dispone: si no hay lecturas en la 
traza durante cierto intervalo de tiempo relativamente importante no se puede 
deducir nada y por lo tanto no hay información de movilidad asociada a ese periodo. 
   





En resumen y sintetizando este subapartado, los parámetros utilizados para 
el filtrado previo de los datos son: 
• MaxSpeed (maximum speed): velocidad máxima que una captura del 
conjunto inicial a procesar puede tener asociada para ser considerada como 
potencial de pertenecer a un cluster y posteriormente a un POI. Tal y como se 
comentó anteriormente, el valor de este umbral se ha determinado en 
2km/h. 
• MaxStayDistance (maximum stay distance): este parámetro se ocupa de los 
saltos espaciales que pueden haber en una traza cuando se dejan de generar 
posiciones por motivos como falta de cobertura, etc. Su valor se ha 
establecido en 150 metros, algo por encima de eps y, como se verá en el 
siguiente subapartado, de JoinDistance. 
El postprocesamiento de los datos 
 Como bien se explicó en el primer subapartado El algoritmo DJ-Cluster, la 
manera de recorrer los conjuntos potenciales de capturas es expansiva, tal y como 
se mostraba en la Figura 46. Esto es así para evitar la creación de clusters cruzados 
o clusters dentro de otros, temporalmente hablando. Como contraparte y como se 
puede deducir, esta característica trae consigo una problemática. Consideremos un 
caso muy parecido al que se exponía entonces (en la Figura 45), representado en la 
Figura 48: en una traza aparece un conjunto de lecturas en ciertas coordenadas 
formando un cluster c1, seguido de un segundo conjunto de capturas en un punto 
cercano a c1 pero fuera de su ámbito de acción (su distancia respecto a c1 es mayor 
que eps). Este segundo conjunto contiene un número insuficiente de lecturas como 
para generar un cluster. Finalmente existe un tercer conjunto de capturas en el 
mismo lugar que c1 conformando c2. Ahora bien, si el segundo conjunto propuesto 
está compuesto por dos o más capturas nos encontramos ante la siguiente situación: 
la aparición en el resultado del algoritmo TDJ-Cluster de dos clusters (POIs) 
consecutivos y en el mismo y exacto lugar. El resultado es la aparición de más de un 
cluster donde sólo debería de haber uno. Este es otro problema proveniente de la 
calidad más bien pobre de las trazas. 
Esta situación es la misma que en ciertos casos resultaba de la ausencia de 
lecturas (subapartado anterior) en una traza geoposicionada, aunque por otro 
motivo. 
   





Para lidiar con este problema se añade al algoritmo del clustering una fase de 
postprocesamiento de los datos. Se define el siguiente parámetro: 
• JoinDistance: parámetro utilizado para unir clusters consecutivos que están 
realmente dentro de una misma área y que por los motivos anteriores no han 
sido unidos en el algoritmo de clustering. Puesto que los clusters ya han sido 
creados y en este punto tan sólo podemos comparar dos pares de 
coordenadas, el valor de este parámetro es ligeramente superior a eps: 100 
metros. 
En la fase de postprocesamiento también se clasifican los POIs resultantes en 
función de su fiabilidad, valor que se computa a partir de las capturas que lo 
componen. La fiabilidad de un POI es 1 si el promedio de las precisiones de todas las 
FIGURA 48: PROBLEMA DE LOS CLUSTERS CONSECUTIVOS 
   





capturas que lo componen está por encima de un valor umbral (POI de baja 
precisión), 0 si es inferior a éste, siendo considerado un POI fiable. Este umbral es 
definido como un parámetro llamado PrecThreshold. 
Además, como también nos interesa saber los POIs que son de paso (NOND 
POIs – Neither Origin Nor Destiny POIs), se define otro parámetro MaxTime. 
• PrecThreshold (precision threshold): parámetro definido para determinar la 
fiabilidad de un POI en base a las lecturas espaciotemporales que lo definen. 
Debe definirse según la calidad de las trazas de las que se disponga y de lo 
que se necesite considerar en términos de precisión. Experimentalmente y 
teniendo en cuenta las circunstancias concretas de este TFG se ha 
determinado que 500 metros es un buen valor para este parámetro. 
• MaxTime (maximum time): tiempo máximo para considerar un POI como 
POI de paso. Si se quiere hacer uso de este tipo de clasificación MaxTime ha 
de ser estrictamente mayor que MinTime; en caso de que no se requiera su 
uso basta con definirlos a un mismo valor: de esta manera todos los POIs 
serán clasificados como POIs corrientes (“no de paso”). En nuestro caso y 
para cumplir con las necesidades del proyecto, el valor de este parámetro es 
de 15 minutos, etiquetándose, pues, como POIs de paso todos aquellos cuya 
duración esté entre 10 (MinTime) y 15 (MaxTime) minutos. Aquellos que 
superen los 15 minutos de duración son clasificados como POIs corrientes. 
Esto se refleja en el campo POI(interval) de la BD, el cual, si es 1 indica que es 
un POI de paso (está entre MinTime y MaxTime) y si es 0 que es un POI 
corriente. La duración de un POI poij viene determinada por la expresión: 
9: = G"GG9: 0 GGG9:. 
Por último, para calcular la posición de un POI se computa el promedio de 
todas sus capturas en los distintos ejes de coordenadas, esto es, se evalúa la media 
de las latitudes para saber su latitud y la media de las longitudes para su longitud. 








   





El refinamiento de POIs 
Hasta ahora lo que se ha analizado son las trazas de posición y lo que se ha 
descubierto son los puntos de interés, o más bien las apariciones u ocurrencias de 
los puntos de interés reales. 
El refinamiento de los POIs es un proceso posterior al análisis y 
reconocimiento de POIs que ya se ha explicado. Los POIs descubiertos hasta este 
punto, por su propia naturaleza puntual y específica, están sujetos a las variaciones 
que puede haber y de hecho hay en las trazas geoposicionadas de los distintos días.  
Estas variaciones en las lecturas, que en ciertos casos pueden llegar a ser 
significativas y que son consecuencia de la precisión de la que disponga el terminal 
en cada momento, propician una situación en la cual un mismo punto de interés de 
un usuario, que desde el punto de vista conceptual de punto de interés debería de 
tener las mismas características (y por tanto las mismas coordenadas) en todas y 
cada una de sus apariciones en la traza de tal usuario, no las tenga. Es decir, cada 
ocurrencia de un POI en una traza tiene asociadas unas coordenadas que, aunque 
próximas, no son idénticas. Tal y como ya se ha hecho referencia anteriormente, esto 
es debido a que el análisis que en este TFG se lleva a cabo es un análisis en el cual se 
necesita acabar conociendo los viajes entre los puntos de interés y por tanto en el 
cual se tiene en cuenta el tiempo. Por ello se deben particionar los conjuntos iniciales 
de lecturas y definir subconjuntos de datos mediante ventanas temporales en vez de 
analizar todos los datos de una traza conjuntamente, tal y como se hace en otros 
trabajos. 
Además, estos POIs diarios han de ser agregados para poder ser analizados. 
Es decir, será mucho más factible y evidente analizar y concluir que un POI se 
corresponde con el trabajo si se dispone de un solo POI con una sola latitud y 
longitud y no de un conjunto de POIs que se encuentran alrededor de unas 
coordenadas.  
Esto produce la necesidad de generar una capa de análisis por encima de la 
que ya se ha diseñado. Se necesita una fase de refinamiento de los puntos de interés. 
Esta necesidad toma mucho más sentido en la fase de detección de los significados 
de los POIs, que se explica en el apartado 4.3.3. El algoritmo de detección de 
significado de los POIs, y también en la de la generación de viajes, como se explica en 
el siguiente subapartado. A los POIs resultantes de este proceso nos referiremos 
   





como POIs refinados. Como es lógico, un POI refinado carece de un campo tiempo, 
debido a que se corresponde tan sólo con un lugar geográfico. 
 En esta fase de refinamiento de POIs se recorre el conjunto de POIs diarios 
descubiertos y  se determina para cada uno si se trata de una ocurrencia más de un 
POI refinado o si por el contrario es un punto de interés nuevo no presente en la 
traza hasta el momento. Para esto se utiliza el registro histórico de POIs reconocidos, 
uniendo aquellos que sean necesarios. De esta manera se puede observar que un POI 
refinado mejora con cada nueva ocurrencia, esto es, sus coordenadas van 
ajustándose (Figura 49) a medida que crece el número de veces que el usuario lo 
visita. Eso sí, con cada nuevo POI añadido al POI refinado la variación de sus 
coordenadas disminuye, debido a que éste es más estable conforme tiene más POIs 
asociados. Para poder llevar a cabo este proceso se define un nuevo parámetro 
RPOIDistance: 
FIGURA 49: CREACIÓN Y REFINAMIENTO DE POIS 
   





• RPOIDistance (refined POI distance): parámetro usado para unir las 
ocurrencias de los POIs y generar POIs refinados, a partir de los cuales se 
construirán los viajes y se llevará a cabo el análisis de los motivos de los 
desplazamientos. El valor de este parámetro es el mismo que el de 
JoinDistance (100 metros) y por el mismo motivo: tan sólo podemos 
comparar unos pocos pares de coordenadas correspondientes a los POIs 
refinados y por tanto su valor debe de estar algo por encima del valor eps. 
En el ejemplo de la Figura 49 todos los POIs nuevos (en verde) están 
dentro del radio RPOIDistance definido respecto al POI refinado (en azul). 
 Tal y como se puede deducir y como ya se comentó anteriormente, los POIs 
recurrentes, a los que se hacía referencia en la fase de especificación y cuya 
identificación, de hecho, formaba en sí misma un caso de uso, son un subconjunto de 
los POIs refinados. Este subconjunto es fácilmente extraíble dado el diseño del 
sistema, que relaciona directamente un POI refinado con los POIs por los que éste 
está constituido. Así, el número de ocurrencias de un POI refinado se corresponde 
con la cantidad de POIs asociados que éste tenga. 
La generación de viajes 
La generación de viajes entre los puntos de interés descubiertos es uno de los 
objetivos directos de este TFG y se ha decidido implementar en este punto debido a 
que este problema se trata justo después de analizar las trazas diarias, descubrir los 
nuevos POIs y añadirlos a los POIs refinados. 
Para la generación de viajes no se tienen en cuenta los POIs de paso, puesto 
que no se consideran orígenes ni destinos. Esta clase de POIs son útiles para 
identificar cambios modales dentro de un viaje (lo que se tratará en el subapartado 
4.3.4. El algoritmo de detección de modos de transporte), no teniendo por sí mismos, 
por tanto, valor como puntos de interés reales. 
Todo viaje debe satisfacer una condición: el porcentaje de capturas que 
pertenecen al viaje ha de estar por encima de cierto umbral. Este umbral es definido 
como MinTripCapturesPerc: 
• MinTripCapturesPerc (minimum trip captures percentage): este parámetro 
es útil para comprobar si un viaje ha sido producto de un salto instantáneo 
en las trazas espaciotemporales debido a un error de precisión o de si 
efectivamente se trata de un viaje real. Su valor se ha determinado a un 10%, 
   





de manera que si entre dos POIs consecutivos no existe como mínimo una 
décima parte de las lecturas que para ese viaje se estiman no se generará 
viaje alguno. Para esta estimación se consideran la duración del viaje y la 
frecuencia de captura del sistema (p. ej. si un viaje tiene una duración de 1h, 
teniendo en cuenta la frecuencia de recogida de 1 posición/minuto, se 
estiman 60 posiciones para ese viaje). 
De esta manera se define la siguiente ecuación que cumplirá todo viaje 
generado: 
|K	 | L MK ∗ 	  
, siendo ti un viaje, d(ti) la duración de ti en minutos y C(ti) el conjunto 
de capturas relativas al viaje: 
 
	 = 9	, :  , donde se cumple que M5	 O M5  
	 = M59: 0 M"5	  
K	 = * ∈ 5 |M"5	 ≤ 5 ≤ M59: 
Por otro lado a la hora de generar un viaje se tiene en cuenta la información 
de los POIs refinados a los que hacen referencia los POIs de este viaje. Si un viaje está 
compuesto por un par de POIs pertenecientes al mismo POI refinado, es decir, se 
trata de un viaje circular, se comprueba además la duración mínima de este POI. Se 
estipula que un viaje de tipo circular no nos es de interés si su duración está por 
debajo de determinado umbral, cuyo valor es, como viene siendo habitual, 
parametrizable: 
• MinTripTime (minimum trip time): este parámetro toma el valor del tiempo 
mínimo que debe tener cualquier viaje de tipo circular. Así pues a la hora de 
generar un viaje entre POIs pertenecientes a un mismo POI refinado se 
FIGURA 50: ESQUEMA DE UN VIAJE 
   





comprobará si la suma de los tiempos transcurridos (elapsed times) de las 
capturas asociadas al viaje suma como mínimo MinTripTime tiempo. El valor 
de este parámetro ha sido establecido en 15 minutos. 
Este parámetro también es utilizado en la fase de postprocesamiento 
debido a que, en el caso de que la duración del viaje entre dos clusters 
consecutivos superpuestos (esto es, que cumplan la condición de que la 
distancia entre ellos sea igual o inferior a JoinDistance) sea superior al tiempo 
mínimo de viaje MinTripTime, se tratará de un potencial viaje circular a 
contemplar y, por tanto, no se unirán.  
Este par de clusters pasarán a la fase de generación de viajes y, en el 
caso de que esta situación haya sido provocada por una pérdida de capturas 
y no de un viaje real, el viaje en cuestión se descartará mediante el filtro 
expuesto anteriormente, pues no lleva asociado un número mínimo de 
capturas. 
Finalmente, un viaje también se etiqueta en función de la fiabilidad de los 
POIs que lo definen, que a su vez se etiquetaban en la fase de postprocesamiento. La 
clasificación se ha determinado con las etiquetas: 
• ‘0’  si tanto el POI origen como el destino fueron etiquetados ‘0’ (fiabilidad 
considerada como buena). 
• ‘1’  por el contrario, si tanto el POI origen como el destino fueron 
etiquetados ‘1’ (fiabilidad considerada como mala en ambos POIs). 
• ‘2’  si el POI origen fue etiquetado con ‘1’, es decir, si el POI de partida tiene 
asociada una fiabilidad baja. 
• ‘3’  si el POI destino fue etiquetado con ‘1’, es decir, si el POI de llegada tiene 
asociada una fiabilidad baja. 
Costes computacionales del algoritmo 
 A pesar de que la complejidad final del algoritmo de detección de POIs se 
mantiene respecto la versión original, algunos de los costes parciales sí mejoran. 
Siendo n el número de capturas a procesar, el coste de calcular la vecindad 
(neighborhood) 3  es B5PF , puesto que tan sólo se tienen en cuenta 
tantas capturas p como engloba la ventana temporal. Así pues, el coste de la primera 
fase o identificación de vecindades es: 
 =  ∗ B5PF = 40 →  ∈ R  
   





 En la segunda fase, que se corresponde con la unión de una vecindad 3  
con los clusters generados, en el caso peor se tendría un cluster por cada captura, es 
decir, n clusters. Así pues deberían comprobarse las n capturas contra cada uno de 
los n clusters, cada uno formado una única captura. Es decir, el coste sería de  ∗
 =  . 
Así pues, aunque el coste de la primera fase (cálculo de las vecindades) 
mejora respecto al coste del algoritmo original DJ-Cluster y, por tanto, se ejecuta en 
menos tiempo, el orden de magnitud del coste del algoritmo TDJ-Cluster continua 
siendo cuadrática. 
4.3.3. EL ALGORITMO DE DETECCIÓN DE SIGNIFICADO DE LOS POIS 
La detección de los motivos de los desplazamientos es uno de los objetivos 
principales de este Trabajo Final de Grado y equivale a la tarea de detección del 
significado de los puntos de interés descubiertos en la fase anterior de detección y 
refinamiento de POIs. Esto es así debido al hecho de que, en los estudios típicos de 
movilidad, estos significados son agregados a un nivel superior en una fase 
posterior. P. ej. la movilidad del domicilio al trabajo/lugares de estudio o a la inversa 
se considera movilidad obligada, los viajes a cines, centros comerciales, 
restaurantes, discotecas y bares etc. se consideran ocio o compras, los 
desplazamientos a hospitales se consideran por salud. Por otro lado hay muchos 
otros tipos de viajes que se pueden clasificar por separado con motivos varios como 
son llevar los niños al colegio, desplazarse hasta un aeropuerto, ir a un hospital o 
ambulatorio (motivos de salud), etc.  
Esta fase posterior no se incluye en ninguno de los objetivos propuestos ni es 
uno en sí mismo. De esta manera en este apartado se expondrá específicamente la 
detección de los significados de los puntos de interés. 
En particular los POIs analizados aquí serán un subconjunto de aquellos 
resultantes de la fase de refinamiento, puesto que son estos los que potencialmente 
han aparecido de forma recurrente dentro de la traza de un usuario y son, por tanto, 
los que tiene algún significado para él. De esta manera aquellos puntos de interés 
eventuales no se tratarán dentro del análisis de los motivos de los desplazamientos. 
Para ello se establece el parámetro MinOccurrences: 
• MinOccurrences (minimum occurrences): este parámetro indica el número 
mínimo de ocurrencias que debe de tener un POI refinado (esto es, el número 
   





de POIs asociados al POI recurrente) para ser considerado dentro del análisis 
de los motivos de los desplazamientos. 
En este análisis se deben considerar dos fases bien diferenciadas: por una 
parte la detección del domicilio y del trabajo (o lugar de estudios) y por otra la 
detección de todos los demás puntos de interés refinados que tengan un cierto 
número mínimo de POIs asociados (POIs recurrentes). Para cada una de las dos fases 
se determina un valor diferente del número mínimo de ocurrencias. 
Detección del domicilio y del lugar de trabajo 
La detección del domicilio o casa y del trabajo de un usuario se lleva a cabo 
determinando patrones temporales. El hecho de considerar que un usuario estándar 
lleva a cabo una serie de movimientos y estancias rutinarias a lo largo del día y de la 
semana permite identificar de manera relativamente fácil estos dos lugares 
claramente predominantes en una traza. 
El valor del número mínimo de ocurrencias MinOccurrences se establece en 
10, debido al alto número de visitas realizadas a estos POIs. Esto implica que la 
ubicación tanto del domicilio como del trabajo se puede determinar en un periodo 
de entre una y dos semanas a partir del momento de instalación de la aplicación 
móvil. Este valor podría ser menor pero se observó que a partir de este umbral se 
lograba que la detección de ambos lugares fuera considerablemente certera. Así, en 
vez de procesar el significado de los POIs refinados durante los primeros días 
tratando de averiguar su significado, quizás innecesariamente y sin frutos, se puede 
prácticamente asegurar que (en una traza normal) podemos detectar el domicilio y 
el lugar de trabajo en el periodo mencionado anteriormente. 
De cara a identificar patrones temporales para los puntos de interés 
refinados se analizan los POIs asociados a cada uno de estos POIs refinados. Tan sólo 
se consideran aquellos POIs generados en días de diario, pues los patrones de 
movilidad y estancia relativos a fines de semana no suelen ser rutinarios o, al menos 
no tanto como los de los primeros. De estos POIs se extraen dos tipos de 
información: 
1. Por un lado el intervalo horario en el que se ubican, para cuya clasificación 
se determinan 4 zonas horarias a lo largo del día: 
a. Zona horaria nocturna: el intervalo nocturno se considera a partir de las 
00:00 horas* y hasta las 10:00 horas. 
   





b. Zona horaria diurna: está comprendida entre las 7:00 y las 22:00 horas. 
c. Zona horaria concreta de mañana: tanto esta zona horaria como la 
siguiente son diurnas pero de cara a identificar el lugar de trabajo es 
interesante poder concretar la zona horaria de mañana y la de tarde. La 
de mañana está definida por el intervalo que va de las 7:00 a las 15:00 
horas. 
d. Zona horaria concreta de tarde: en este caso el intervalo asociado está 
entre las 14:00 hasta las 22:00 horas. 
(*) El hecho de considerar un POI nocturno a partir de las 00:00 horas se 
debe a que los conjuntos de capturas y, por tanto, los POIs son partidos 
por días. La franja de noche realmente debería de considerarse a partir 
de las 21:00~22:00 horas (y hasta las 10:00 de la mañana). El hecho es 
que en un inicio se decidió, por simplicidad, llevar a cabo este tipo de 
particionamiento y, por otro lado, los resultados obtenidos en este 
análisis son, igualmente, suficientemente buenos como para considerar 
esto un fallo importante. 
 
2. En segundo término la duración de cada POI. Para poder clasificar un POI 
mediante la clasificación anterior estos deben de tener una duración mínima 
establecida para cada una de las categorías. Estos valores también son 
parametrizados, de la siguiente manera y respectivamente: 
 
• NightDwellingWKTime (night dwelling weekday time): 6 horas. 
• DayDwellingWKTime (day dwelling weekday time): 6 horas. 
• MorningDwellingWKTime (morning dwelling weekday time): 4 horas. 
• EveningDwellingWKTime (evening dwelling weekday time): 4 horas. 
Se considera que las categorías son disjuntas entre ellas, de manera que un 
POI tan sólo puede pertenecer a una de ellas. Los POIs se comprueban y clasifican 
como de día prioritariamente. En el caso de que un POI no sea ni de mañana, ni de 
tarde, ni de día completo (en este orden de verificación) se etiquetará como un POI 
nocturno. 
FIGURA 51: POIS ETIQUETADOS POR INTERVALO HORARIO 
   





 En la Figura 51 se puede observar la etiqueta dada a los diferentes POIs (en 
verde) para los diferentes usuarios en un determinado día. Mientras el segundo POI 
del usuario #1 no es etiquetado como punto de interés de tarde por salirse éste del 
rango asignado a tarde (su tiempo mínimo es menor estricto a las 14:00 horas), el 
primero del usuario #2 queda sin etiqueta por no cumplir con la duración mínima 
necesaria, que sería de 4 horas si se tratara de un POI de mañana o de 6 horas si 
fuera un POI de día entero o diurno. 
Para saber si un POI está comprendido en determinado intervalo horario se 
comparan sus timestamps mínimo y máximo con los valores expuestos en el punto 
1, comprobando si todas y cada una sus capturas están dentro del intervalo definido. 
Si se cumple que un POI está comprendido en cierto intervalo horario y además su 
duración es, como mínimo, el valor del parámetro correspondiente a ese intervalo 
concreto, se etiqueta como tal y se finaliza con el análisis de ese POI. 
 A continuación se calculan los siguientes valores: 
a) dayPOIsPerc: porcentaje de POIs diurnos para el POI refinado  . El 
porcentaje de POIs etiquetados como POIs “de día” respecto al total de POIs 





 , definiéndose K9: como el conjunto de POIs relativos a un POI refinado 
 y KT9: el conjunto de POIs relativos a  etiquetados como diurnos: 
K9: = *, , … , 	 , … , , 
KT9: = * ∈ K | ℎ  4 G S , 
b) nightPOIsPerc: porcentaje de POIs nocturnos para el POI refinado  . El 
porcentaje de POIs etiquetados como POIs “de noche” respecto al total de POIs 
pertenecientes a . Se puede expresar de manera análoga al porcentaje de 
POIs diurnos, al igual que todos los que siguen. 
c) morningPOIsPerc: porcentaje de POIs “de mañana” para el POI refinado . 
El porcentaje de POIs etiquetados como POIs “de mañana” respecto al total de 
POIs pertenecientes a . 
   





d) eveningPOIsPerc: porcentaje de POIs “de tarde” para el POI refinado . El 
porcentaje de POIs etiquetados como POIs “de tarde” respecto al total de POIs 
pertenecientes a . 
Además, se calcula el denominado porcentaje histórico de POIs 
(historicPercOfPOI), que viene expresado por el siguiente cociente: 
ℎVWS =
GX V  Yℎ  V 
GX V  Yℎ S  
 Intuitivamente, este valor nos indicará la cantidad de días en los que aparece 
al menos una ocurrencia del POI refinado  respecto el total de días con POIS 
pertenecientes al usuario en cuestión. Nos indicará pues la frecuencia con que 
aparece   dentro de la traza. Este valor será útil a la hora de elegir un POI 
refinado como posible candidato de ser el domicilio o el trabajo, pues se sabe que 
los puntos de interés más habituales en la traza de un usuario son los que se 
corresponden con estos dos motivos. 
 Se calcula un tercer y último par de valores homePOIsPerc y workPOIsPerc, 
que se definen como: 
ℎGS = ℎS 
YZS = S + GS + S 
 Tanto para poder etiquetar un POI refinado como domicilio como trabajo se 
establecen dos parámetros, que se comparan con los dos valores anteriores. Son, 
respectivamente: 
• HomeOccursWKPerc (home occurrences weekdays percentage): el valor 
mínimo de porcentaje de POIs etiquetados como casa correspondientes a un 
POI refinado respecto al total de POIs relativos a éste. Empíricamente 
se ha determinado que este valor debe ser de un 20%, debido al hecho de que 
se pueden generar varios puntos de interés en el domicilio de un usuario 
durante el día y, sin embargo, en el análisis que aquí se está concretando tan 
sólo se consideran los POIs nocturnos para analizar si se trata del POI 
refinado “domicilio”. 
• WorkOccursWKPerc (work occurrences weekdays percentage): 
análogamente, este valor se corresponde con la proporción mínima de POIs 
   





etiquetados como trabajo correspondientes a un POI refinado  respecto 
al total de POIs relativos a éste. A este parámetro, en cambio, se le ha dado el 
valor de un 50%, puesto que el trabajo es un lugar que genera, habitualmente, 
un máximo de dos puntos de interés al cabo del día y además estos están en 
franjas horarias diurnas, las que son consideradas en el análisis. 
Así pues, un POI refinado  toma como significado “domicilio” si y sólo si 
cumple: 
 ℎVWS9: = max ℎVWS'  
  : 
 ℎGS' L _GP% 
 ' ∈ K     , donde K  es el conjunto total de POIs refinados 
 De la misma manera, un POI refinado  se considera “trabajo” si cumple 
la anterior formulación pero con los valores correspondientes al trabajo 
(ℎGS'  y PZP%). 
Así pues, tan sólo puede haber un POI refinado que sea considerado 
domicilio, tal y como pasa con el correspondiente al trabajo. Asimismo estos dos 
POIs refinados han de ser necesariamente distintos: un mismo POI refinado no 
puede ser casa y trabajo a la vez. 
Todo este conjunto de procesos y etiquetados, naturalmente, no puede ser 
apropiado para cualquier caso, aunque sí para la mayoría. Por ejemplo, en alguna de 
las trazas del equipo de desarrollo, a partir de las cuales se ha desarrollado este TFG, 
aparecía el caso de que el móvil era apagado por la noche (estando en casa), de 
manera que no se recogían lecturas en ese intervalo de tiempo, desembocando en la 
no detección del domicilio. Aun así este no es el caso habitual y por ello no se ha 
considerado algo crítico. 
 Por último, mencionar que este proceso de detección del domicilio y del 
trabajo, así como del resto de POIs refinados (en el siguiente apartado), es ejecutado 
periódicamente debido a la aparición de nuevos POIs en la traza de un usuario. Esto 
implica que los POIs refinados pueden llegar a fusionarse entre sí (sobre todo los 
primeros días) y, por lo tanto cambiar su posición, además de tener asociados estos 
   





nuevos POIs. La posición de un POI será en particular interesante a la hora de 
analizar aquellos POIs que no sean ni el domicilio ni el trabajo. 
 La frecuencia de análisis podría ser cada 2 o 3 días o incluso diaria al inicio, 
es decir, cuando aún hay pocos datos. A partir de las 2 semanas, este análisis, que en 
la mayoría de los casos ya habrá descubierto tanto el domicilio como el trabajo, 
podrá ejecutarse cada 3 o 4 días, por ejemplo, decrementándose la frecuencia 
conforme la cantidad de POIs aumenta y, como consecuencia, los POIs refinados 
varían menos. Para simplificar el problema, la solución presentada en este TFG 
realiza el análisis con la misma frecuencia que la detección de POIs, es decir, 
diariamente. 
Detección del significado del resto de POIs refinados 
 Aquellos POIs refinados que no han sido etiquetados como domicilio ni como 
trabajo pero que sobrepasan un cierto número mínimo de ocurrencias se consideran 
también POIs recurrentes, y como tales se deben analizar tratando de conocer qué 
sitios son. El número mínimo de ocurrencias en este caso baja a 5. El hecho de que 
para la detección del domicilio y del trabajo se necesitara un mínimo de 10 
ocurrencias se debe a que estos dos lugares se consideran muy frecuentes (de hecho 
los más frecuentes) dentro de la traza de un usuario estándar. 
 El uso de patrones temporales queda aquí fuera de toda aplicación puesto 
que los movimientos o viajes con la intención de llevar a cabo compras o recados o 
con motivos de ocio no son rutinarios (o, en todo caso, pueden llegar a serlo en casos 
muy concretos y de manera extraordinaria).  
Dada esta situación se necesita aplicar otra estrategia para analizar esta serie 
de POIs. En el presente Trabajo Final de Grado se ha considerado el uso de 
herramientas de geocodificación inversa, tal y como se comentó en el alcance del 
proyecto (apartado 1.3.1. Alcance del trabajo) y se introdujo en el estado de arte 
(apartado 2.4. Extracción de los motivos de los desplazamientos). En concreto en el 
uso de Nominatim (Nominatim - OSM Wiki, n.d.), herramienta que utiliza 
OpenStreetMap (OpenStreetMap, n.d.) para obtener información geográfica dada 
una entrada, que puede ser de varios tipos. Se ha escogido OSM por considerarse en 
general una plataforma con un potencial considerable y, en particular, por ser libre 
y gratuito. 
   





Para el desarrollo de esta parte del análisis se ha decidido construir un 
wrapper que encapsule las funcionalidades de Nominatim. Si en un futuro se 
necesita cambiar la herramienta de geocodificación inversa (p.ej. a una de pago o 
alguna libre que se considere superior en potencial a Nominatim), se podrá sustituir 
de manera relativamente fácil y adaptando el encapsulador debidamente. En este 
wrapper se han definido dos métodos que se corresponden directamente con las dos 
funcionalidades de Nominatim: 
1. Por un lado la llamada correspondiente a la geocodificación inversa en sí: 
esta llamada toma como parámetros una latitud y una longitud, además de 
un parámetro entre 0 y 18 que indica el nivel de detalle requerido en la 
respuesta (zoom), donde, según la documentación de Nominatim, es 0 es a 
nivel de país y 18 a nivel de casa/edificio, y un cuarto y último valor que 
determina el radio (Radius) a partir de las coordenadas indicadas en el que 
se tiene que buscar información geográfica. Los valores para zoom y Radius 
son, respectivamente, 18 (máximo nivel de detalle) y 100 (lo que equivale al 





<reversegeocode timestamp="Sat, 04 Oct 14 17:57:41 
+0000" attribution="Data © OpenStreetMap contributors, ODbL 1.0. 
http://www.openstreetmap.org/copyright"querystring="format=xml&lat=41.3
89116&lon=2.112889&zoom=18&addressdetails=1"> 
<result place_id="3665055792" osm_type="way" osm_id="187763948" r
ef="B4-B5" lat="41.3889875" lon="2.11272716606862"> 
B4-B5, Plaça FIB, Pedralbes, les Corts, Barcelona, Barcelonés, 















CUADRO 1: EJEMPLO DE CONSULTA Y RESPUESTA A NOMINATIM POR GEOCODIFACIÓN 
INVERSA 
   





Una posible consulta de este tipo con su correspondiente respuesta tendría 
el aspecto del Cuadro 1. 
2. En segundo lugar una llamada de búsqueda directa, donde los parámetros 
son, o bien (a) un conjunto de cadenas de caracteres representando por 
separado la ‘calle’, el ‘número’, la ‘ciudad’, el ‘código postal’, el ‘condado’ 
(provincia en España), el ‘estado’ y el ‘país’ (estos dos últimos haciendo 
referencia a lo mismo en el caso de España), o bien (b) un texto único con la 
dirección completa, generado a partir de la concatenación de los valores 
individuales anteriores. Los parámetros de esta consulta pueden ser de tipos 
diversos, no tan sólo direcciones (p.ej. coordenadas). Un ejemplo de consulta 
y respuesta para este tipo de consulta sería el que aparece en el Cuadro 2. 
El algoritmo básico de esta parte de detección de significado de los puntos de 
interés es el siguiente: 
1. Se realiza una primera petición a Nominatim del primer tipo (geocodificación 
inversa). Se le proporcionan los valores de latitud y longitud del POI refinado 
 además de los valores de zoom y Radius mencionados con anterioridad. 
Esta llamada nos retorna un único resultado. 
2. Se comprueba si el  se corresponde a un POI de paso (NOND-POI). Para 
comprobarlo se consideran todos los POIs que componen el POI refinado 






<place place_id="47858823" osm_type="way" osm_id="43242488" place_rank=
"26" boundingbox="41.3759155273438,41.3772621154785,2.14118480682373,2.
14385676383972" lat="41.3765924" lon="2.1425582"display_name="Carrer 
d'Emengarda, Hostafrancs, Sants-Montjuïc, Barcelona, Barcelonés, 
Provincia de Barcelona, Cataluña, 08014, 











CUADRO 2: EJEMPLO DE CONSULTA Y RESPUESTA A NOMINATIM POR BÚSQUEDA DIRECTA 
   





como POIs de paso,   se considerará por extensión POI de paso. Este 
valor de porcentaje ha sido determinado experimentalmente. 
 
2.1. Si   es un POI un paso se busca en la respuesta que nos dio 
Nominatim si la información proporcionada de coordenadas y área de 
búsqueda se corresponde a una parada de bus o de metro (en este 
segundo caso referenciando en realidad a la boca de metro de la parada 
correspondiente). Si es el caso se etiqueta el POI refinado con la etiqueta 
correspondiente en la base de datos y se acaba su análisis de significado.  
Esto se evalúa de esta manera porque es de utilidad a la hora de detectar 
cambios modales en los viajes de un usuario. 
 
3. En el caso de que   no fuera un POI de paso o si lo fuera no se 
correspondiera con una parada de transporte público, se continúa con su 
análisis. Se extrae toda la información que se puede de primera respuesta que 
nos retornó Nominatim. En el caso de que esté disponible el número 
(house_number) se generará una petición con los valores concretos de ‘país’, 
‘ciudad’, ‘calle’ y ‘número’ mediante la opción (a) nombrada anteriormente. 
Esta opción nos retorna un único resultado muy concreto. Si por el contrario 
no está disponible el número se realiza una petición con la opción (b) texto 
único, introduciendo toda la información disponible como entrada y dando 
como resultado una o varias opciones, pues no se especifica tanto como en el 
primer caso. A posteriori se filtrará por proximidad y se tendrá en cuenta la 
opción más cercana a las coordenadas del POI refinado . 
Esto es llevado a cabo así debido a que, al menos en el estado en que se 
encontraba Nominatim en el momento en que se desarrolló este algoritmo, 
se comprobó que al proporcionar los parámetros por separado (en vez de en 
un única consulta o texto único) en el caso de disponer de un ‘número’ se 
obtenían mejores resultados en cuanto a ajuste a los valores de entrada se 
refiere. 
4. Si hasta este punto se da la situación de que no se haya recuperado ningún 
resultado, se le hace una tercera y última consulta a Nominatim mediante 
búsqueda directa con las coordenadas del POI refinado . Esta consulta 
genera unos resultados diferentes a los de la primera consulta por 
geocodificación inversa, pudiendo llegar a ser mucho más imprecisos, y por 
ello dejándose como opción en última instancia. 
   





Los lugares se etiquetan directamente a partir de las etiquetas que devuelve 
el mismo Nominatim y que constan de un par <clase,tipo> donde la clase puede 
tomar valores como ‘instalación’, ‘edificio’, ‘carretera’, ‘tienda’, etc. y el tipo se 
corresponde al sitio concreto que es, p.ej. ‘bar/restaurante’, ‘residencia’, ‘gimnasio’, 
‘parque’, ‘hospital’, ‘estación de bomberos’, etc. Mientras la clase es útil para la 
clasificación o agregación de los tipos de sitios, el tipo es el significado real del lugar 
consultado. 
 Se ha de comentar que para el desarrollo de este código de consulta a 
Nominatim se ha utilizado el servicio por defecto mediante URL a servidores 
externos, tomando un tiempo considerable en responder, lo que, sumado a las 
múltiples peticiones que se pueden llegar a hacer por POI refinado, comporta que la 
ejecución de esta parte del análisis puede llegar a ser considerablemente costosa en 
términos de tiempo. En el caso de que se requiriera acelerar esta parte se debería de 
tener en cuenta la posibilidad de instalar Nominatim en servidores propios, a pesar 
de que, como inconveniente, esta instalación necesita de una cantidad significativa 
de memoria en disco y de recursos en general. 
4.3.4. EL ALGORITMO DE DETECCIÓN DE MODOS DE TRANSPORTE 
 La identificación de los modos de transporte constituye uno de los objetivos 
principales de este Trabajo Final de Grado y se corresponde con uno de los casos de 
uso definidos en la fase de especificación. 
 En el Capítulo II: Estado del arte se hacía referencia a la capacidad que tiene 
el sistema operativo Android de recoger la actividad del usuario. Los tipos 
proporcionados son del estilo ‘caminando’, ‘en vehículo’, ‘de pie’, etc. Google facilita 
este servicio mediante Google Play Services, paquete que viene integrado 
actualmente en Android por defecto. El hecho de basar el análisis que se expone a 
continuación en esta clase de datos hace que el problema de la identificación de los 
modos de transporte sea muy específico de este proyecto, puesto que estos datos 
tienen unas características particulares. Por esta razón se requiere un análisis 
previo a la hora de contemplar una u otra solución. Si bien la idea básica será 
agrupar los datos anteriores con la intención de definir intervalos en los que 
predomine uno u otro tipo actividad, será interesante poder comparar los 
resultados obtenidos de este análisis con los datos originales representados de 
manera gráfica. 
   





Así pues, previamente a la implementación del algoritmo de detección de los 
modos de transporte se ha llevado a cabo un análisis a partir del cual se pretende 
mostrar gráficamente el aspecto del conjunto de datos de actividad de los que se 
dispone, mediante consultas a la tabla de actividades de la base de datos (cuyas 
tuplas provienen directamente de la aplicación móvil, como se ha comentado), 
generando una serie de gráficas. Un ejemplo no real del aspecto de estas gráficas es 
el de la Figura 52. 
 La figura muestra una versión simplificada de una traza de actividades, en 
parte debido a que el periodo real de recogida de actividades es mucho mayor que 
el que se presenta aquí. De hecho, en las trazas recogidas dentro del proyecto es de 
aproximadamente 4 veces superior a la frecuencia de recogida de posiciones. Esto 
fue definido así desde un inicio en base a los requisitos específicos del proyecto 
AllOver. Además, la traza mostrada tan sólo contiene información para los tipos 
‘caminando’ y ‘en vehículo’. 
Así pues, los POIs detectados en la fase de identificación de puntos de interés 
se muestran en la parte inferior de la figura. Los intervalos de tiempo sin 
información (con la etiqueta “?”) son aquellos en los que ha habido un viaje. Aun así, 
a pesar de que entre el primero y el último POI aparece un tercer POI intermedio, el 
viaje creado en la fase de generación de viajes es único y comprende el intervalo de 
tiempo que hay entre 	 y  . Esto se debe a que el POI intermedio es un POI de 
paso (ver punto 4.1.1.1. Requisitos funcionales) y a la hora de generar los viajes los 
POIs de este tipo son descartados, como se explicó en el apartado 4.3.2. El algoritmo 
de detección de POIs y generación de viajes, por el hecho de no considerarse POIs en 
sí mismos, sino puntos en la traza de un usuario en los cuales ha habido un cambio 
modal. 
 La información de actividad es representada en función del momento en que 
han sido recogidas las lecturas (timestamp asociado) y del porcentaje de confianza 
FIGURA 52: ASPECTO DE UNA GRÁFICA DE LECTURAS DE ACTIVIDADES Y POIS IDENTIFICADOS 
   





proporcionado para cada una de ellas. En el intervalo comprendido entre el POI 	 
y el POI de paso predomina claramente el modo de viaje ‘en vehículo’, mientras que 
en intervalo que va desde el POI de paso a   predomina el modo ‘caminando’.  
Una posible explicación de esta traza podría ser: el usuario está en casa, 
moviéndose o estando quieto en ella. En cierto momento sale de casa para ir al 
trabajo en tren. A los 40 minutos de viaje el tren se para relativamente cerca del 
destino debido a una incidencia causada por una tercera persona. Finalmente el 
usuario decide bajar del tren y caminar hasta su lugar trabajo, tardando cerca de 20 
minutos en llegar. El POI de paso representaría aquí el punto donde el usuario ha 
estado quieto dentro del tren parado y donde, como se decía, se ha llevado a cabo un 
cambio modal, es decir, el usuario, en un mismo viaje, ha pasado de utilizar un modo 
de transporte a utilizar otro (por el motivo que sea). Además, como se puede 
observar, la primera parte del viaje podría descomponerse en dos modos: primero 
el usuario camina hacia la estación y, suponiendo que llega aproximadamente en el 
instante en que sale el tren, lo coge y se desplaza en él a partir de este momento.  
El resultado del análisis de esta traza debería ser como el que aparece en la 
Figura 53. Este es el resultado que, idealmente, debería devolver el análisis de los 
modos de desplazamiento. 
 A partir de estas primeras observaciones de las trazas de actividad de las que 
se dispone, el algoritmo de identificación de los modos de transporte se convierte 
en un problema relativamente sencillo de diseñar e implementar. Así pues, la 
solución ideada para este análisis constará de las siguientes 4 fases:  
1. Fase de creación de subviajes (o etapas modales) a partir de los viajes ya 
generados en la fase de identificación de puntos de interés: esta fase consiste, 
en primer lugar, en leer los viajes de cada usuario de la base de datos. Puesto 
FIGURA 53: TRAZA ORIGINAL DE ACTIVIDADES Y RESULTADO DEL ANÁLISIS DE LOS MODOS DE VIAJE A 
PARTIR DE LOS POIS Y VIAJES IDENTIFICADOS 
   





que los viajes, como se ha comentado, son creados entre POIs corrientes 
(excluyendo los POIs de paso), es necesario particionar aquellos viajes que 
contengan uno o más POIs de paso. De esta manera los intervalos de tiempo 
que comprendan un POI de paso no serán analizados, en lo que a actividades 
se refiere. En el ejemplo de la Figura 53 el número de subviajes a analizar 
sería dos. 
2. Fase de lectura y filtrado de las actividades referentes a los subviajes (que de 
ahora en adelante nos referiremos simplemente como viajes): a continuación 
se recopilan las actividades de cada uno de los viajes.  
Las actividades de la base de datos tienen en cuenta diversos tipos (los que 
proporciona la librería de Google). Algunos de ellos ni siquiera tienen que ver 
con actividades de movimiento del usuario (p. ej. ‘quieto’ o ‘inclinado’). Para 
este análisis, tal y como se determinó en la fase de especificación, se filtrarán 
las actividades considerando solamente los tipos ‘caminando’, ‘en vehículo’ y 
‘en bici’. Añadir nuevos tipos al análisis sería tan sencillo como extender el 
algoritmo a estos. 
3. Fase de creación y análisis de intervalos modales de los viajes: se define un 
intervalo modal de un viaje como un conjunto de actividades de un viaje 
comprendidas en un intervalo de tiempo con una duración de 
ActivitiesInterval minutos: 
◊ ActivitiesInterval (activities interval): este parámetro define la 
duración en minutos de los intervalos modales de los que se compone 
un viaje. Para esta implementación se le ha dado el valor de 3 minutos, 
lo que genera intervalos con suficientes lecturas (≅12 lecturas por 
intervalo modal) y suficientes intervalos para los viajes (para los 
viajes cortos más de 3 minutos generaría un número de intervalos 
pobremente representativo de la actividad en ese viaje). 
FIGURA 54: CREACIÓN Y ANÁLISIS DE LOS INTERVALOS MODALES 
   





A continuación se procede a analizar los intervalos modales 
especificados, definiendo un único modo de viaje predominante para cada 
uno de ellos. Para esto se consideran todas las actividades de un intervalo 
modal y se escoge, simplemente, aquel tipo cuya suma de confianzas sea 
máxima. La Figura 54 representa la creación de intervalos y definición de los 
modos de viaje predominantes. 
Muestra una situación ideal y simplificada en la cual aparecen una serie 
de capturas de actividad únicamente de los tipos ‘caminando’, ‘en vehículo’ y 
‘en bici’, para un viaje determinado por los POIs 	  y  . Como se 
comentaba, el número aproximado de actividades que se recogen para cada 
intervalo modal es de 12 ( VW = 4 ∗







	ekglcmh = 12 /
). Si para cada captura se recoge un porcentaje, en total para un 
intervalo dado se pueden llegar a sumar hasta 12 ∗ 100 = 1200 puntos de 
actividad. Evidentemente una captura de actividad no debería de sumar 
necesariamente 100, puesto que hay más tipos que son descartados para este 
análisis, pero asumimos una situación así de cara a simplificar el ejemplo: las 
capturas de un intervalo modal siempre suman 1200 puntos. Así pues en la 
Figura 54 se observa una aproximación de la suma de los puntos reunidos 
para cada uno de los intervalos modales. Además el último intervalo no será 
procesado en este análisis (el último intervalo podría tener una duración de 
menos de 3 minutos, como es el caso, y en el análisis real sí que es procesado). 
El modo de viaje resultante de cada intervalo modal está en la parte inferior 
de la figura y se corresponde con aquel que predomina en cada uno de ellos. 
Esta clase de partición de las actividades nos servirá para la siguiente fase del 
procesamiento de los modos de viaje. 
4. Fase de análisis de los intervalos modales y de definición de los modos de 
viaje finales: en esta última fase se parte de la información de los intervalos 
modales que han sido definidos y de un segundo parámetro 
ModeDetWindLength: 
• ModeDetWindLenght (mode determiner window length): este 
parámetro define la longitud de la ventana que será usada para 
recorrer los intervalos modales resultantes de la fase anterior, 
determinando los modos de viaje. El valor de esta venta es de 5 
intervalos, incluyendo el propio intervalo que está siendo procesado. 
   





Es decir, a partir del intervalo que se está procesando en cada 
iteración, se tendrán en cuenta hasta 2 (B5/2F) intervalos por cada 
lado. 
Así, se recorren los intervalos modales, considerando hasta 5 de ellos a la 
hora de definir el llamado ‘modo predominante’ de un intervalo. El algoritmo 
seguido para determinar los modos predominantes de cada intervalo es el 
siguiente: 
4.1. Definido el conjunto de intervalos vecinos a considerar para cada 
intervalo modal (mediante la ventana), se definen tres contadores, 
uno por cada modo de viaje. En cada uno se guarda el número de 
intervalos que tengan asociado su modo de viaje, respetando el punto 
4.2. 
4.2. Un contador es distinto de 0 si y sólo si al menos 2 intervalos 
consecutivos tienen asociado un mismo modo (el relativo al contador 
en cuestión). Esto es debido a que se considera que un solo intervalo 
no es representativo de un modo de viaje, puesto que puede 
predominar uno que haya obtenido una cantidad de puntos 
ligeramente superior que la del modo real (en ciertos casos el número 
de puntos de actividad de dos modos de viaje para un intervalo está 
muy próximo, p. ej. en el intervalo #4 (Figura 54). 
FIGURA 55: ANÁLISIS DE LOS INTERVALOS MODALES MEDIANTE LA VENTANA Y MODOS DE VIAJE 
RESULTANTES 
   





4.3. El modo predominante de un intervalo modal es: 
a) Si el máximo de los contadores es único: el modo relativo a éste. 
b) Si hay dos contadores que son máximos: se tiene en cuenta el 
modo del intervalo analizado. Si éste es alguno de los dos 
máximos se le asigna ese modo. En el caso de que no, se asigna el 
primero de los modos de viaje de entre los dos máximos. 
c) Si aparecen tres contadores máximos (es decir, un intervalo de 
cada modo) se asigna el modo de transporte del mismo intervalo 
que está siendo tratado. 
El aspecto de los modos de viaje resultantes es el que se muestra en la 
Figura 55. Como se puede observar, el intervalo modal #4 es descartado por 
ser poco representativo (restricción del punto 4.2.), pues el viaje se ha 
llevado a cabo realmente en vehículo (quizás a una velocidad relativamente 
lenta, entre la línea que separa los modos de viaje ‘en vehículo’ y ‘en bici’), tal 
y como se puede deducir a partir del resto de intervalos colindantes. A pesar 
de ello, y en base a los resultados obtenidos del algoritmo, surgen 2 
problemáticas: 
1. El intervalo modal #1, llevado a cabo probablemente a pie (para 
desplazarse hasta el lugar donde se toma el vehículo), es definido como 
una sección en la que se viaja en vehículo. Esto podría ser solventado 
teniendo en cuenta que los casos en que un viaje se comienza 
‘caminando’ son muy comunes, y añadiendo un poco de lógica al 
algoritmo podrían detectarse fácilmente. 
2. Es necesario aclarar que la resolución de las distintas etapas de un viaje, 
es decir, de sus distintos modos, viene definida por la duración de los 
intervalos modales, es decir, 3 minutos. En el caso de que nos interesara 
hilar más fino podría añadirse una fase adicional, una vez definidos los 
modos de desplazamiento del viaje, en la cual se tuvieran en cuenta las 
lecturas de actividad originales para mover o desplazar los tiempos 
iniciales y finales que definen cada modo de viaje. De esta manera se 
conseguiría afinar mejor los momentos de cambio de modo. 
  
   





4.3.5. LOS ALGORITMOS DE GENERACIÓN DE INFORMACIÓN AGREGADA 
El siguiente apartado se divide en dos partes, cada una de las cuales se 
subdivide a su vez en dos más. El esquema que se seguirá aquí será el siguiente: 
◊ Generación de información de movilidad agregada a nivel individual o de 
usuario: 
1. Generación de los POIs de usuario 
2. Generación de las rutas de usuario 
 
◊ Generación de información de movilidad agregada a nivel colectivo: 
1. Mapa de densidad de lecturas 
2. Mapa de viajes 
Generación de los POIs de usuario 
Se define un POI de usuario como aquella instancia concreta de POI 
recurrente que contiene información útil de cara al usuario que lo ha generado. Se 
establece que esta información, documentada en el diseño del sistema (punto 4.2.3. 
Diagrama de clases) y en el diagrama de la base de datos, es la siguiente: 
◊ Número total de visitas al POI: equivale al campo occurrences de la tabla 
RefinedPOI. 
◊ Número de visitas en los últimos 30 días: para cierto POI refinado, es el 
sumatorio de todas las visitas a ese POI refinado en los últimos 30 días desde 
el momento en el que se computa. Puesto que el sistema está diseñado para 
ejecutar este cálculo diariamente el error es mínimo. 
◊ Promedio diario de tiempo de estancia en ese POI: para cierto POI refinado, 
es el sumatorio de las duraciones de todos los POIs asociados a ese POI 
refinado partido por el número de días para los cuales se tenga al menos una 
ocurrencia de éste. 
Generación de las rutas de usuario 
Se define una ruta de usuario como aquel conjunto de viajes realizados entre 
un par de POIs refinados (es decir, con un significado) y que, al igual que un POI de 
usuario, contiene información útil para éste. Así, se define esta información como: 
   





◊ Número de viajes: es el número de ocurrencias en la tabla Trip con el mismo 
par de POIs refinados. 
◊ Tiempo de la ruta mínima: de entre todas las instancias anteriores se escoge 
la que comprende un intervalo de tiempo menor. Los timestamps de inicio y 
fin de este viaje se guardan para el cálculo del último valor. 
◊ Promedio de tiempo de viaje: de la misma manera se computa la media de los 
tiempos de viaje de entre todos los viajes de la ruta. 
◊ Modo de viaje principal: para el cómputo del modo de viaje principal de la 
ruta se tienen en cuenta los modos utilizados en el viaje de tiempo mínimo. 
El modo de viaje con una distancia recorrida asociada (campo distance de la 
tabla TripMode) mayor es la salida de este campo. 
Tanto el cálculo de los POIs como el de las rutas de usuario se lleva a cabo de 
forma no incremental, debido a que para uno se hace uso de los POIs recurrentes y 
para el otro los viajes, siendo ambas clases dinámicas en tanto que nuevos puntos 
de interés son añadidos a ellas en el análisis periódico de los datos. 
Generación del mapa de densidad de lecturas 
A pesar de que tanto para este tipo de agregación de los datos como para el 
siguiente se haya decidido partir de una zonificación por secciones censales, el 
algoritmo desarrollado funcionaría con cualquier otro tipo de zonificación de la que 
se dispusiera de información geográfica. Así pues, se consideran las lecturas de las 
trazas recogidas mediante la aplicación así como los POIs descubiertos en ellas para 
construir una traza que contenga los lugares de estancia y los desplazamientos 
realizados por los usuarios. A partir de estos datos se genera el denominado mapa 
de densidad de lecturas que muestra, en función del tiempo, la cantidad de usuarios 
en cada una de estas zonas mediante un gradiente de color.  
Para este punto y el siguiente se ha hecho uso del sistema PostGIS (PostGIS - 
Index), módulo de software que añade soporte a PostgreSQL para trabajar con 
objetos de tipo espacial, definiendo sus formas geométricas en las mismas tablas de 
la base de datos. En primer lugar se ha de descargar el paquete de PostGIS e 
instalarlo junto con las extensiones necesarias para PostgreSQL. A continuación se 
descarga la zonificación concreta que se vaya a utilizar: en nuestro caso una 
zonificación por secciones censales de la ciudad de Barcelona (bcn.cat, n.d.). Esta 
zonificación está disponible en formato shapefile (.shp). Este tipo de ficheros puede 
ser importado mediante la herramienta shp2pgsql que incluye PostGIS, resultando 
   





una tabla Zone con la información geométrica (además de otra censal) de las 
secciones censales de Barcelona: 1063 filas en total. El comando en cuestión tiene la 
siguiente forma: 
> sudo -u [user] shp2pgsql -I -s 23031 -W "latin1" 
[/path/to/folder]/BCN_Seccio_Censal_SHP.shp public.Zone | sudo -u [user] 
psql -d [database] 
Esta tabla Zone será utilizada junto con la tabla de posiciones y POIs para 
implementar los dos casos de uso que siguen. 
El cómputo del mapa de densidad de lecturas tiene como entrada el conjunto 
de POIs detectados y las posiciones de los usuarios y como salida diversas tuplas 
compuestas por 4 valores correspondientes a los de la tabla ZoneInfo: el 
identificador de la zona, que se corresponde con el identificador de la sección censal 
en cuestión y que se corresponde al identificador de la propia tabla Zone, el tiempo 
inicial del intervalo a considerar, la duración de este intervalo y la cantidad de 
personas (lecturas de usuarios diferentes) en esa zona para el intervalo indicado. La 
duración de los intervalos se ha definido de 10 minutos (6 intervalos/hora). Así 
pues, a la hora de mostrar el mapa indicándole una hora, se consulta para cada 
instancia de ZoneInfo su cuarto campo, es decir, la cantidad de personas. 
Una de las muchas operaciones que proporciona PostGIS es la consulta 
directa en BD de si un par de coordenadas están comprendidas dentro de una forma 
geométrica. Haciendo uso de esta funcionalidad podremos preguntar si un par 
(latitud, longitud), bien relativos a una posición bien a un punto de interés, queda 
dentro de determinada sección censal. 
 La implementación se divide en dos partes: por un lado el procesamiento de 
los POIs y por otro el procesamiento de las lecturas en sí. Para cada día se tendrán 
un total de 1063   ∗ 24ℎ ∗ 6 	ekglcmhjohgc = 153.072  entradas, 
como máximo, a insertar en la base de datos. De esta manera se crea una lista de ese 
número de entradas. Cada una de estas entradas está formada por una lista de IMEIs. 
Al finalizar el proceso se mira la longitud de cada lista para saber el número de 
personas por sección censal e intervalo horario. Los IMEIs se insertan en el vector 
mediante acceso aleatorio de la forma que se explica en la Figura 56 .  
1. Procesamiento de los POIs: para cada POI relativo al día que se está tratando 
se añade, intervalo por intervalo, el IMEI del POI a las entradas de la lista que 
   





quedan temporalmente incluidas en el intervalo de este POI. El hecho de que 
una sección censal pueda ser de más de Eps (80m) en su parte más amplia 
hace que dos o más POIs puedan estar en una misma sección en el mismo 
intervalo de tiempo. Por lo tanto es necesario registrar cada usuario ya 
contabilizado en una sección censal por intervalo horario. Es por esta razón 
que es necesario hacer uso de la lista mencionada anteriormente. 
2. Procesamiento de las lecturas: de una forma muy similar este mismo proceso 
se lleva a cabo con las lecturas que no han sido incluidas en ningún POI. Para 
acelerar este proceso se tienen en cuenta simplemente las posiciones con una 
velocidad superior o igual a MaxSpeed (2km/h), las cuales quedaron 
descartadas en el análisis de los datos para el descubrimiento de POIs. Aquí 
también se debe comprobar si el usuario ya fue contabilizado en la zona 
censal en la que se encuentra para ese intervalo de tiempo mediante la lista 
anterior. 
Este segundo punto se lleva a cabo con una consulta SQL, que agrupa las 
posiciones por identificadores de zona e intervalos de 10 minutos (600s): 
 
FIGURA 56: CONTAJE DE USUARIOS EN EL MAPA DE DENSIDAD 
   





SELECT COUNT(DISTINCT(p.IMEI, z.gid, timestamp WITHOUT TIME ZONE 
'epoch' + INTERVAL '1 second' * trunc(EXTRACT('epoch' FROM 
p.time)/600)*600)), timestamp WITHOUT TIME ZONE 'epoch' + INTERVAL 
'1 second' * trunc(EXTRACT('epoch' FROM p.time)/600)*600 as 
timehours 
FROM  zone z, position p 
WHERE  p.time >= [initialTime] AND p.time < [endTime] AND 
p.averagespeed >= [MaxSpeed] AND ST_Contains(ST_Transform(ct.geom, 
4326),ST_GeomFromText('POINT(' || p.longitude || ' ' || p.latitude 
|| ')', 4326)) AND z.gid = [zoneID] 
GROUP BY  z.gid, timehours  
ORDER BY  timehours 
Esta consulta es ejecutada para cada una de las secciones censales zoneID. 
Por otro lado se definen un momento inicial initialTime y otro final endTime, 
reduciendo considerablemente la cantidad de filas a cruzar. Los valores del 
momento inicial y final distan 1 hora, siendo múltiplo del intervalo utilizado de 10 
minutos. Este intervalo de 1h se ha comprobado empíricamente tener una buena 
relación cantidad de datos tratados/tiempo de ejecución. 
Como se ha comentado, esta lista de listas de IMEIs es transformada en una 
lista de enteros, pasando a indicar la cantidad de usuarios en cada una de las 
secciones censales en cada intervalo de tiempo. 
Para la inserción en la BD de todas estas entradas tan sólo se tienen en cuenta 
aquellas cuyo valor sea mayor estricto a 0 (tienen al menos 1 usuario). A 
continuación se generan las sentencias SQL correspondientes y se realiza la 
inserción en batch de todas ellas. Este mismo proceso se ejecuta para el intervalo de 
días que se requiera. 
Generación del mapa de viajes 
En este punto también se parte de una zonificación por secciones censales, 
fijando cierta zona como origen o como destino y un intervalo horario de partida o 
de llegada, respectivamente. El resto de zonas se colorean en función del número de 
viajes desde (o hacia) la zona fijada y que hayan llegado a (o partido de) cada una de 
las demás en la hora fijada. 
   





Para este punto simplemente se han consultado todas las instancias de POIs 
de la base de datos, ordenándolas por IMEI y tiempo inicial, consiguiendo una traza 
como la de la Tabla 4. 
 Los valores de tiempo finalTimestamp(POI1) y initialTimestamp(POI2) 
forman un viaje, el par finalTimestamp(POI2) y initialTimestamp(POI3) otro, y así 
sucesivamente. Estos valores se corresponden con los momentos de partida y 
llegada, respectivamente. Puesto que el mapa de viajes se muestra por horas de 
estos tiempos son descartados los minutos y los segundos, redondeando los 
momentos de partida o llegada a horas enteras. 
 A partir de la latitud y longitud de cada POI se realiza una consulta a la base 
de datos haciendo uso de PostGIS y de la tabla de secciones censales explicada en el 
subapartado anterior. Si un POI cae dentro de alguna sección censal se registra que 
el viaje correspondiente parte de/llega a esa zona. En caso contrario se asigna un 
valor especial del tipo “-1” al identificador de la zona de partida/llegada. Este -1 nos 
indica que la zona donde se ha generado el POI está fuera del área de la ciudad de 
Barcelona. Es realmente como estar hablando de una zona especial exterior con 
identificador -1. 
En memoria de programa se guarda una estructura de tipo mapa que tiene la 
siguiente forma <key,value>: <departureZone + arrivalZone + departureTime + 
arrivalTime, numberOfTrips>, donde los valores representan cada uno de los campos 
de la tabla NumberOfTripsByZones, en la cual se guardan los resultados. Por último e 
igual que en el punto anterior, se añaden todas estas entradas en batch a la base de 
datos. 
Con esta estructura de filas en la base de datos se pueden realizar consultas 
SQL sencillas fijando una zona de partida y llegada y el intervalo horario requerido 
de partida o llegada. Es decir, si por ejemplo fijamos una zona como origen origZone 
para saber los viajes que parten de ella hacia cada una de las demás zonas ZoneN y 
determinando un intervalo horario (initTime, endTime), la consulta SQL 
correspondiente sería de la forma: 
initialTimestamp(POI1) finalTimestamp(POI1) latitude( POI1) longitude( POI1) 
initialTimestamp(POI2) finalTimestamp(POI2) latitude( POI2) longitude( POI2) 
initialTimestamp(POI3) finalTimestamp(POI3) latitude( POI3) longitude( POI3) 
… … … … 
TABLA 4: TRAZA DE POIS PARA LA GENERACIÓN DEL MAPA DE VIAJES 
   






FROM  NumberOfTripsByZones  
WHERE  departureZone = [origZone] AND arrivalZone = [zoneN] AND 
arrivalTime >= [initTime] AND arrivalTime <= [endTime] 
Esta consulta se repite para cada una de las N (1063) secciones censales, 
obteniendo un contaje para cada una de ellas. Mediante un gradiente de color que 
va del claro al oscuro se pintan todas las secciones. Si hay viajes dentro de la misma 
zona fijada no se visualizan, puesto que esta zona se representa con un color 
diferente al resto para diferenciarla claramente. 
Las visualizaciones resultantes de este análisis de agregación de los datos se 
expone en el Capítulo VI: Validación y resultados. 
 
4.3.6. TECNOLOGÍAS UTILIZADAS Y AUTOMATIZACIÓN 
 En este apartado se nombrarán las tecnologías utilizadas en el desarrollo e 
implementación del sistema, así como en su automatización. 
 El lenguaje utilizado en la 
implementación de todos los 
algoritmos explicados en este TFG 
ha sido Python versión 2.7.3 
(Python - Index, n.d.), un lenguaje 
de scripting imperativo, potente, versátil, de sintaxis sencilla, con funcionalidades de 
orientación a objetos y con una cantidad realmente ingente de librerías y utilidades 
de todo tipo. Se trata de un lenguaje muy apto para trabajar con conjuntos de datos 
de múltiples tipos, incorporando sentencias de recorrido cuya sintaxis recuerda a 
ciertas directivas SQL. Además Python ofrece un rico conjunto de estructuras de 
datos, utiliza referencias a memoria (punteros) para almacenar cualquier variable y 
a pesar de ser de tipado débil, internamente se guarda el tipo de los datos 
almacenados, de manera que es más seguro que, por ejemplo, C en ese aspecto (al 
tratar con punteros). Como contrapartida, Python no puede optimizar el acceso a los 
datos a tan bajo nivel como C, lo cual tampoco supone ningún inconveniente en la 
resolución de los problemas que en este TFG se plantean. 
   





 La recepción de los datos provenientes de la aplicación móvil también se 
implementó en Python, por su simplicidad entre otros motivos, aunque esto queda 
fuera de los límites de este TFG. 
 Las 2 bases de datos utilizadas, y a las que se hizo referencia en el punto 4.2.1. 
Arquitectura del sistema, han sido: 
1. PostgreSQL (PostgreSQL - Index, n.d.) como BD persistente, por estar ya 
disponible en los servidores empleados y en el entorno de desarrollo 
utilizado en el proyecto, por ser libre y en particular por convención del 
equipo de desarrolladores. 
Adicionalmente se ha hecho uso de la herramienta PostGIS para la 
generación de movilidad agregada a nivel colectivo, dado que se integra con 
PostgreSQL para dotar a la base de datos con la capacidad de operar con 
objetos de tipo geométrico. 
 
2. Redis (Redis - Index, n.d.) como BD en 
memoria, por tener compatibilidad con 
una amplia gama de lenguajes y por 
conocimientos previos del equipo de 
desarrollo. 
 
El acceso a estas bases de datos se ha realizado desde el propio código y por 
línea de comandos utilizando SecureShell (ssh de Linux). Además, como gestor de 
acceso a PostgreSQL con interfaz gráfica de usuario se ha hecho uso de pgAdmin. 
Para el control de versiones se ha empleado Subversion (Subversion - Index, 
n.d.), tal y como se especificó en el apartado 3.2.2. Control de versiones, por ser un 
sistema utilizado en anteriores proyectos por los desarrolladores del proyecto. 
En cuanto a la automatización de los análisis, que se corresponde con el caso 
de uso #6 “Programar análisis de las trazas”, ha sido empleado cron (Cron - 
Wikipedia, n.d.), que es un administrador de procesos regulares/periódicos presente 
   





en Linux. Cron utiliza un fichero con una cierta sintaxis que viene definida por el 
intérprete explicitado en la directiva SHELL. En el caso de nuestro proyecto este 
intérprete ha sido bash. 
Además, cron espera un formato concreto a la hora de indicarle la 
periodicidad con que tiene que lanzar cierto ejecutable. La sintaxis de un fichero 
cron tiene un aspecto como el que se muestra en la Figura 57. En el Cuadro 3 se 
muestra un ejemplo de fichero de cron. 
 El fichero resultante del análisis sería guardado en el directorio /tmp/ con el 
nombre “AAAAMMDD0200-AnalisisPeriodicoDeDatos.out”, donde AAAAMMDD 
representa la fecha en el siguiente formato: 4 dígitos para el año, 2 dígitos para el 
mes y 2 dígitos para el día. Este fichero de texto contendrá la salida del programa 
ejecutado (ControladorAutomatización.py), el cual deberá de tener definido el path 
donde está el intérprete de Python que se quiera utilizar. 
 Para asignar un fichero propio de programación de tareas se ha utilizado el 
comando crontab de Linux. Como se ha explicado, este fichero debe de tener una 
sintaxis válida e interpretable por cron. 





00  02  *  *  * /home/username/ControladorAutomatizacion.py >> /tmp/$(date 
+\%Y\%m\%dT\%H\%M)$(echo -AnalisisPeriodicoDeDatos.out) 
FIGURA 57: SINTAXIS DE CRON 
CUADRO 3: EJEMPLO DE FICHERO DE CRON 
   










CAPÍTULO V: GENERACIÓN DE 
CONJUNTOS DE DATOS PARA LA 
VALIDACIÓN 
En este capítulo se aborda el tema de la generación de datos mediante el uso 
de la simulación. Tal y como se consideró al inicio de este Trabajo Final de Grado, la 
cantidad de datos recogidos durante el desarrollo del proyecto AllOver ha sido 
relativamente escasa. Si bien han sido recopilados datos desde febrero de 2014, la 
cantidad de usuarios del sistema (que han sido tan sólo los mismos implicados en el 
desarrollo del proyecto) ha sido muy bajo, estando ésta comprendida entre los 2 y 
los 5 usuarios, dependiendo del momento en el que se encontrara el proyecto.  
Así pues, la generación de un conjunto de datos con una medida algo más 
importante ha sido necesaria cara a la fase de validación de este TFG, concretamente 
a la hora de mostrar el aspecto que podrían llegar a tener las agregaciones de la 
información extraída individual en cierta área urbana con un conjunto considerable 
de usuarios. 
Con todo, en el momento de finalizar esta memoria se está llevando a cabo un 
proyecto piloto dentro de inLab FIB, a partir del cual se intentará, por un lado, 
adquirir una idea del grado de penetración que este sistema podría tener en el caso 
de abrirse a la totalidad de los ciudadanos en cierto territorio y, por otro, recopilar 
una serie de datos reales con el fin de analizarlos y trabajar con ellos en una primera 
instancia del despliegue del producto AllOver. A pesar de ello, en estos momentos la 
prueba piloto no ha sido finalizada y, por lo tanto, la generación de un conjunto de 
   





datos a partir de cual construir determinadas visualizaciones sigue siendo 
necesario. 
5.1. CONSIDERACIONES SOBRE EL SIMULADOR Y LA GENERACIÓN DE 
DATOS 
 Tal y como ya se comentó en el capítulo de introducción y como queda 
reflejado en el capítulo de planificación, el software de simulación utilizado a la hora 
de generar el conjunto de datos ha sido Aimsun. Aimsun es un software de simulación 
de tráfico con características muy interesantes de cara al desarrollo de 
experimentos y análisis de resultados.  
Entre otras características, Aimsun proporciona un conjunto de métodos de 
acceso a los datos de la simulación o librería (a la que en Aimsun se refieren como 
API). A partir de este conjunto de métodos se puede recoger información variada 
acerca de objetos varios, tales como los vehículos, las secciones (calles), los cruces, 
los grupos semafóricos, etc., del modelo de la red de tráfico utilizado o bien 
información de tipo estadístico, como puede ser los vehículos que han pasado por 
cierta sección por unidad de tiempo, la velocidad media de todos ellos en tal sección, 
el número de cambios de carril realizados, etc. La cantidad y variedad de 
información que puede ser recopilada mediante la denominada API de Aimsun es 
ingente, lo que dota a este software de una gran flexibilidad. 
Ahora bien, ¿cómo y cuándo se recoge toda esta información? La API que se 
proporciona en Aimsun, tanto en C++ como en Python, define la cabecera de una 
serie de métodos, los cuales son llamados en diferentes momentos de la simulación. 
Estas llamadas son, básicamente, las siguientes: 
◊ AAPILoad(): este método es llamado en el momento en que la API (código 
desarrollado) en cuestión, asignada al escenario, es cargada por Aimsun. 
◊ AAPIInit(): es llamado cuando Aimsun inicia la simulación. 
◊ AAPIManage(double time, double timeSta, double timeTrans, double cycle): 
este método es llamado al inicio de cada paso de simulación. 
◊ AAPIPostManage(double time, double timeSta, double timeTrans, double 
cycle): este método, en cambio, es llamado al finalizar cada paso de 
simulación. 
   





◊ AAPIEnterVehicle(int idveh, int idsection): es llamado por Aimsun en el 
momento en que un nuevo vehículo entra en la red (es decir, por la primera 
sección que recorre). 
◊ AAPIExitVehicle(int idveh, int idsection): análogamente este método es 
llamado en el momento en que un vehículo sale de la red, es decir, llega a su 
destino. 
◊ AAPIFinish(): es llamado cuando Aimsun finaliza la simulación. 
◊ AAPIUnLoad(): es llamado en el momento en que la API en cuestión es 
descargada por Aimsun. 
Existen otras llamadas más particulares como, por ejemplo, 
APPIEnterVehicleSection(int idveh, int idsection, double atime), que es llamada en el 
momento en que un vehículo entra en alguna sección. El esquema de la Figura 58 
muestra el momento en que se llaman los métodos más básicos. 
FIGURA 58: DIAGRAMA DE INTERACCIÓN ENTRE AIMSUN Y SU API
   





 Con todo, tanto la API como el propio Aimsun tienen una serie de 
particularidades, como por ejemplo que, al menos en la versión de la que se dispone 
dentro de inLab FIB y para este proyecto, tan sólo pueden simularse vehículos. Esto 
implica que para poder simular POIs (puntos de interés o, dicho de otra manera, 
puntos de estancia) se debe considerar otra opción, pues no es factible parar los 
vehículos en la simulación durante cierto tiempo, pues deberían quedarse 
esperando necesariamente en alguno de los carriles de la vía. De esta manera la 
fluidez y congestión de la red se vería afectada por estos vehículos parados. Es cierto 
que podría desarrollarse una API de manera que se parasen los vehículos 
minimizando su influencia en la red, p. ej. haciéndolos desaparecer temporalmente 
y volviéndolos a generar en el momento en que se pusieran en marcha de nuevo. Si 
bien existen otras opciones más sencillas e igualmente válidas. Tal y como se 
explicará en los apartados siguientes, se ha optado por separar la recolección de 
datos de la generación de POIs. 
 Por otro lado tenemos la problemática de que Aimsun tan sólo puede 
proporcionarnos, para el caso que nos ocupa, datos espaciotemporalmente 
posicionados. En este TFG, como ya se ha visto, además de este tipo de trazas se 
consideran y analizan un segundo tipo: las trazas de actividad. Dada esta situación, 
la generación de conjuntos de datos mediante simulación tan sólo procederá en el 
caso de la generación de trazas de datos geoposicionados. 
 Finalmente, los experimentos realizados y, por tanto, las visualizaciones 
obtenidas, se llevarán a cabo sobre un modelo de l’Eixample de Barcelona, por 
disponer de éste en Aimsun previamente. Este modelo ha sido utilizado en otros 
proyectos de inLab FIB recientemente y por ello se considera bastante actualizado 
y válido. En la Figura 58 aparecen un par de capturas del simulador corriendo el 
modelo en cuestión. Haciendo zoom se puede observar el nivel de detalle al que se 
trata una simulación microscópica como esta: se definen el número de carriles, los 
grupos semafóricos, etc. 
Se ha decidido que la demanda de tráfico (definida a partir de una matriz O-
D) que alimentará la simulación ejecutada para recoger los datos geoposicionados 
contará con unos 4000 vehículos, aproximadamente, cada uno de los cuales llevan a 
cabo un único viaje entre dos puntos de la red, los cuales se corresponden con un 
par de centroides definidos en la matriz de movilidad. La decisión de contar 
solamente con 4000 vehículos es debida a que lo interesante aquí es la generación 
de un conjunto de datos con la finalidad de analizarlos, agregar los resultados y, 
   





finalmente, visualizarlos. Si tenemos en cuenta el hecho de que el algoritmo de 
agregación de los datos que utiliza los POIs y las posiciones de los usuarios es muy 
costoso en tiempo, tenemos que con un conjunto de datos relativamente pequeño es 
suficiente para generar las visualizaciones necesarias. 
 En el siguiente apartado se explica la manera en que se han recogido las 
posiciones de los vehículos desde la API del simulador y cómo se han generado las 
posiciones correspondientes a los POIs dentro de las trazas recopiladas. 
5.2. GENERACIÓN DE DATOS MEDIANTE EL SIMULADOR 
En este apartado se explicará, en primer lugar, todo lo concerniente al 
desarrollo, tanto de la parte del cliente como de la del servidor, de la recopilación y 
almacenamiento persistente de los datos geoposicionados proporcionados por el 
simulador. En segundo lugar se explicará la generación de las trazas a partir de los 
datos anteriormente recogidos. 
 
FIGURA 59: CAPTURAS DEL SIMULADOR AIMSUN 
   





5.2.1. CLIENTE Y SERVIDOR DE LA RECOPILACIÓN DE LOS DATOS 
Para la generación y recogida de los datos geoposicionados se han 
desarrollado dos scripts (ambos en Python), uno a ejecutar en el lado del cliente y 
otro en el lado del servidor. Respectivamente: 
◊ Script cliente: se corresponde con el código que hace uso de la API de Aimsun 
anteriormente comentada. Este script se añade a la simulación del 
experimento en cuestión y consiste básicamente de: 
1. Cada vez que entra un vehículo idveh en la red (método 
AAPIEnterVehicle(int idveh,…)) se registra en una estructura de tipo map 
(o diccionario en Python), con clave idveh y valor un tiempo ∆t que sigue 
una distribución uniforme de 60 ± 10  segundos, que es 
aproximadamente la frecuencia de recogida de la aplicación móvil. El 
valor no es realmente éste, puesto que la simulación ejecutada tiene una 
duración de 1 hora, siendo el periodo que se quiere simular de 24 horas. 
Así pues el valor en la simulación es de 
rs±s 
i  segundos.  
2. A cada paso de simulación (métodos AAPIManage(double time, …) o 
AAPIPostManage(double time, …)) se comprueba, para cada vehículo 
dentro de la red (esto es, presente en el diccionario anterior), si el tiempo 
actual time es mayor o igual que el ∆t del vehículo. Si es así, se recoge su 
posición actual mediante los métodos proporcionados por Aimsum 
(AKIVehGetInf(idveh).xCurrentPos y AKIVehGetInf(idveh).yCurrentPos). 
Además se calcula el tiempo actual t, mediante la siguiente ecuación: 
 = G + G ∗ W4G5GG   
, donde initialTime se corresponde con el momento inicial del día que 
se quiere simular, TotalRequiredTime es la duración de un día y 
SimulationTime es la duración de una simulación, todo en milisegundos. 
De esta manera se consigue expandir el viaje, produciendo que la hora 
que dura una simulación se corresponda con un día entero. El 
identificador del vehículo junto con este tiempo t y la información de 
posición es lo que se envía al servidor. Finalmente se actualiza el valor 
del map de vehículos generando un nuevo ∆t y sumándoselo al valor 
actual del vehículo en cuestión. 
3. Cuando un vehículo idveh sale de la red (método AAPIExitVehicle(int 
idveh,…)) se envían todas las entradas recopiladas para el vehículo con 
ese identificador abriendo una conexión al servidor de recepción de 
   





datos mediante un socket. A continuación se elimina la entrada 
correspondiente idveh del map y se cierra el socket. 
◊ Script servidor: la máquina física utilizada para recibir las peticiones es un 
servidor proporcionado para el desarrollo del propio proyecto AllOver. El 
script ejecutado aquí es muy similar al desarrollado dentro del proyecto para 
la recepción de los datos reales, con la particularidad de que tan sólo recibe 
posiciones y no actividades, por lo comentado en el apartado anterior. Éste 
simplemente se queda escuchando en un puerto concreto habilitado para 
recibir conexiones del exterior, calcula los campos elapsed time  y speed entre 
las capturas actual y anterior, tal y como haría normalmente, e inserta en una 
base de datos auxiliar creada específicamente para esta tarea las entradas de 
posición que llegan desde el simulador, así como las de la tabla de usuarios. 
Al finalizar la ejecución de la simulación se tienen en la base de datos en 
cuestión las posiciones de los viajes (y sólo de estos) de unos 4000 vehículos con 
duraciones y recorridos diversos, todos con unas coordenadas comprendidas 
dentro del Eixample de Barcelona. 
5.2.2. DESARROLLO DE LA GENERACIÓN DE TRAZAS 
 La segunda fase de la generación de conjuntos de datos se corresponde con 
la generación de las trazas completas a partir de los datos de los viajes de los 
usuarios recopilados anteriormente. 
 Para simplificar la generación de lecturas se ha decidido, como ya se ha 
comentado, que cada usuario (vehículo) genere un único viaje. A partir de este viaje 
se creará una traza de un día completo. El script (también en Python) que lleva a 
cabo este proceso ejecuta los siguientes pasos: 
1. El estado de la base de datos auxiliar es el que quedó después de la 
simulación, es decir, tan sólo se encuentran las lecturas relativas a los viajes 
de los vehículos. A partir de aquí, para cada usuario se consultan en esta BD 
auxiliar los tiempos de su primera y última lecturas recogidas. 
2. A continuación se procede a generar el conjunto de capturas relativas a los 
futuros POIs. Para ello se deben de generar tanto las capturas previas a la 
primera captura del viaje en cuestión como las posteriores a la última, para 
todo el día. En este punto también se deben de calcular los tiempos 
transcurridos y velocidades entre capturas.  
   





Las coordenadas (latitud y longitud) de las posiciones anteriores a la 
primera captura del viaje se calculan en base a la posición de ésta. Se define 
una circunferencia tomando como centro las coordenadas de la captura y con 
un radio igual al valor que se le daba al parámetro eps (que era de 80 metros) 
(apartado 4.3.2. El algoritmo de detección de POIs y generación de viajes) a la 
hora de generar cada una de las posiciones, las cuales más tarde, en el análisis 
de datos, serán parte de los clusters y por consiguiente de los POIs. Para 
simplificarlo se calcula el cuadrado circunscrito en la circunferencia anterior 
y se generan valores aleatorios para la latitud y la longitud entre –L/2 y L/2, 
siendo L el lado del cuadrado descrito. De esta manera las lecturas generadas 
estarán, en su mayoría, dentro del radio necesario para formar un POI, 
comprobando que el algoritmo es permisible a la hora de determinar los 
clusters. Se estima que en una cantidad despreciable de casos no se generará 
POI, puesto que 2 o más capturas contiguas en el tiempo caerán fuera del 
radio eps, lo que es factible en un caso real. 
De forma análoga, para las capturas posteriores al viaje se toman 
como centro las coordenadas de su última lectura y se sigue el mismo 
procedimiento. 
FIGURA 60: FLUJO DE LA GENERACIÓN DE DATOS A PARTIR DEL SIMULADOR 
   





 Hasta aquí se tienen una serie de trazas correspondientes a un mismo día y a 
las cuales ya se les puede pasar el proceso de detección de puntos de interés, POIs 
refinados y generación de viajes. 
 La Figura 60 muestra el flujo que sigue la recopilación de los datos mediante 
el simulador y la generación de las trazas correspondientes. 
Las trazas generadas hasta este punto serán analizadas con los algoritmos 
desarrollados en el capítulo anterior. Los códigos de detección de POIs, POIs 
recurrentes y viajes se lanzarán manualmente cambiando los datos de la conexión a 
la base de datos de entrada/salida por los correspondientes a la BD auxiliar en la 
que se encuentran las trazas. 
 Es a partir de los resultados escritos en esta base de datos que se generarán 






   










CAPÍTULO VI: VALIDACIÓN Y 
RESULTADOS 
En este capítulo se presentará la validación de los resultados obtenidos en 
los análisis de los datos (Capítulo IV: Desarrollo del sistema), así como las 
visualizaciones resultantes de la agregación de la información extraída en estos.  
A partir de las trazas de dos usuarios de la aplicación, que han sido parte del 
equipo de gestión/desarrollo durante el proyecto AllOver, se han escogido un par de 
días y se han construido un conjunto de gráficas que muestran la información de 
movilidad extraída. Esta información está compuesta por: los lugares de estancia o 
puntos de interés, los modos de viaje entre estos POIs y el significado de estos (en el 
caso de que sean recurrentes y se haya encontrado algún significado para ellos). A 
partir de estos resultados se inducirán los grados precisión y exhaustividad que se 
consiguen mediante el sistema desarrollado. Estas medidas son explicadas en el 
siguiente apartado. Estas gráficas son en realidad las encuestas directas a las que 
hacíamos referencia en los capítulos anteriores. 
Por otro lado se mostrarán las visualizaciones de información agregada 
(punto 4.3.5. Los algoritmos de generación de información agregada), que son las 
siguientes: 
1. La generación de la densidad de lecturas (usuarios) por zona y momento del 
día y 
2. La generación de viajes por zona e intervalo horario.  
Estas visualizaciones se han llevado a cabo a partir de los datos generados 
mediante simulación (Capítulo V: Generación de conjuntos de datos), sobre el mapa 
del Eixample de Barcelona, por lo tanto.  
   






 En este apartado se presenta la validación del sistema a partir de un conjunto 
de gráficas que muestran tanto la información extraída mediante el análisis 
explicado en el Capítulo IV: Desarrollo del sistema de un par de usuarios del equipo 
AllOver como los comentarios respectivos apuntados por ellos mismos. Estas trazas 
han sido escogidas de entre los días registrados para ambos usuarios, teniendo en 
cuenta el número de POIs y la variedad de actividades realizadas en ellas. El hecho 
de no haber pedido a priori a cada usuario que apuntara los viajes, estancias y 
actividades exactas llevadas a cabo en un día concreto ha permitido no condicionar 
a estos a la hora de realizar sus actividades a lo largo de ese día. 
 Cada traza representada, que se corresponde con 1 día, ha sido partida en 4 
capturas de aproximadamente 6 horas. En la Figura 61 se muestra un fragmento de 
ejemplo. En la parte superior se muestra, para cada instante de tiempo (eje x) el 
grado de confianza de 0 a 100 (eje y) de cada medio de transporte: rojo para 
‘caminando’, verde para ‘en bicicleta’ y azul para ‘en vehículo’. Esta información ha 
sido extraída directamente de la base de datos, en concreto de la tabla Activity. 
Recordemos que estos datos son tal cual los recogidos por la aplicación y no 
aparecen filtrados ni suavizados, se trata de datos en bruto. Hace falta mencionar 
que, a pesar de que la librería de Google que se ha utilizado para esto proporciona 
otros tipos de actividades, tan sólo se han considerado los tres tipos anteriores, tal 
y como se especificó. Por lo tanto, en los momentos en que no aparece ningún dato 
se ha de pensar que la aplicación ha registrado otro tipo de actividad diferente a 
estas tres, no que ha dejado de recoger actividades. 
La barra que aparece justo debajo muestra, en función de la misma línea de 
tiempo que aparece encima: 
1. En amarillo los POIs descubiertos, 
2. En amarillo rayado los POIs de paso (que duran entre 10 y 15 minutos), 
3. En rojo los viajes (o etapas de un viaje) hechos caminando, 
4. En verde los llevados a cabo en bicicleta, 
5. En azul en vehículo y 
6. En negro aquellos espacios entre POIs que no han generado un viaje por tener 
asociado un número de lecturas respecto al esperado inferior al mínimo, que 
era del 10% (apartado 4.2.4.1. El problema de la detección de los puntos de 
interés, punto La generación de viajes). El análisis de los modos de transporte 
   





se realiza a partir de los viajes generados, de manera que sin viaje no se 
analiza el modo de transporte utilizado. En este punto se podría detectar si 
durante el intervalo sin posiciones se ha estado en el mismo lugar, resultando 
en la “expansión” del POI, asociando el intervalo sin lecturas a un lugar de 
estancia. Esto no deja de ser arriesgado, pues se induce la posición del 
usuario sin dato alguno. 
La información de esta barra también ha sido extraída directamente de la 
base de datos, en concreto de las tablas POI y TripMode. Las etiquetas que aparecen 
en las secciones correspondientes a los POIs son el resultado del análisis de los 
motivos de los viajes. Las etiquetas pueden provenir tanto del análisis de casa o 
trabajo como del llevado a cabo utilizando Nominatim (de ahí las etiquetas concretas 
de OpenStreetMap que aparecen). 
 Los comentarios que aparecen en la parte intermedia son las anotaciones 
hechas por el propio usuario de las actividades que llevó a cabo en el momento en 
cuestión, de manera más o menos aproximada. Es por esta razón que sería 
demasiado difícil definir la precisión de acierto de determinada información: por 
ejemplo, los momentos de inicio y finalización exactos de los viajes. 
FIGURA 61: FRAGMENTO DE EJEMPLO DE TRAZA DE VALIDACIÓN 
   





 Por otro lado se ha de mencionar que el hecho de utilizar un servicio externo 
como Nominatim ha hecho que el análisis del significado de los POIs que no son 
domicilio ni trabajo no haya podido ajustarse más allá de lo que el propio Nominatim 
ha permitido. Además, el hecho de que OpenStreetMap (en que está basado 
Nominatim) sea una herramienta libre hace que la información que ofrece sea 
parcial, en la medida en que los usuarios la introducen. De esta manera, muchos de 
los POIs descubiertos no tienen significado, bien sea por el hecho de no aparecer 
suficientes veces en las trazas de los usuarios (no llegan al mínimo necesario de 
ocurrencias para ser analizados), bien porque Nominatim no devolvió ninguna 
información en el momento del análisis. 
 En cuanto al análisis de los modos de transporte existe el problema de que el 
algoritmo desarrollado no detecta etapas de viajes con una duración inferior a los 5 
minutos, aproximadamente. Tal y como se aclaró en el apartado de implementación, 
se decidió que los intervalos generados a analizar debían de considerar un número 
mínimo de aproximadamente 12 capturas de actividad, por ser un número 
suficientemente representativo pero con una duración asociada no demasiado 
extensa. Este conjunto de etapas no detectadas ha sido considerado en los 
resultados que se presentan a continuación, a pesar de que para muchos estudios de 
movilidad se tienen en cuenta tan sólo los modos de viaje principal (p. ej. de un viaje 
a pie-vehículo-a pie donde predominara la etapa en vehículo se consideraría que ha 
sido realizado simplemente en vehículo).  
Además la identificación de los viajes en vehículo (refiriéndose a “vehículo 
motorizado”) no ha sido finalmente diferenciada en lo que se refiere a transporte 
público o privado. Durante el desarrollo del proyecto AllOver se asumió que esta 
diferenciación era muy costosa de llevar a cabo, pues además de identificar los 
modos de transporte, tal y como se ha hecho aquí, se tendría que cruzar esta 
información con información de transporte público. Otra problemática surgía en los 
viajes realizados en metro (o en tren dentro de Barcelona ciudad), donde se perdían 
la cobertura y la localización parcial o totalmente, con la consecuencia de que la 
generación de viajes no era correcta en una cantidad apreciable de casos. Todo esto 
era algo que iba más allá de los objetivos de AllOver, considerando los recursos 
dados. 
Así pues, a partir de estas trazas gráficas (de las cuales hay un ejemplo en la 
Figura 63: el resto han sido adjuntadas en el Anexo II) se extraerán:  
   





◊ La cantidad de verdaderos positivos: por ejemplo, aquellos que SÍ son POIs y 
el algoritmo ha dicho que SÍ lo son, 
◊ La cantidad de falsos positivos: por ejemplo, aquellos que NO son realmente 
POIs y el algoritmo ha dicho que SÍ lo son, y 
◊ La cantidad de falsos negativos: por ejemplo, aquellos que SÍ son POIs y el 
algoritmo ha dicho que NO lo son. 
La Figura 62 muestra cómo se calcula las denominadas medidas de precisión 
P y exhaustividad R (Wikipedia - Precision and recall, n.d.) a partir de una matriz de 
confusión. 
En la parte inferior de las gráficas se muestran los verdaderos positivos, 
falsos negativos y falsos negativos para la detección de POIs, la generación de viajes 
y la detección de los modos de transporte. 
FIGURA 62: MATRIZ DE CONFUSIÓN, CÁLCULO DE LA PRECISIÓN Y LA 
EXHAUSTIVIDAD 
   






FIGURA 63: GRÁFICAS I Y II DE LA TRAZA I DEL 1ER USUARIO 
   






FIGURA 64: GRÁFICAS III Y IV DE LA TRAZA I DEL 1ER USUARIO 
   





Detección de POIs 
  Son POIs 




Us. I (T1):      7 
Us. I (T2):      11 
Us. II (T1):     6 
Us. II (T2):     6 
Us. I (T1):     0 (+1) 
Us. I (T2):     0 
Us. II (T1):    0 
Us. II (T2):    0 (+1) 
NO 
Us. I (T1):      0 
Us. I (T2):      0 
Us. II (T1):     0 (+1) 
Us. II (T2):     0 (+1) 
 
TABLA 5: MATRIZ DE CONFUSIÓN DE LA DETECCIÓN DE POIS 
 = 3030 + 0 ∗ 100 = 100 % 
W = 3030 + 0 ∗ 100 = 100 % 
 A pesar de que la exhaustividad del algoritmo es del 100% ha de aclararse 
que si lo que estuviéramos evaluando fuese el sistema, deberíamos añadir un falso 
positivo en la traza I del segundo usuario, debido al trozo que aparece en negro en 
la Figura 74. Este trozo en negro, como se indica, es debido a una falta de lecturas en 
la traza (por fallo del mismo móvil o de la aplicación), con lo que este error no debe 
achacarse al algoritmo de análisis y descubrimiento de POIs. Así, en la segunda 
ilustración de la Figura 76 (Anexo II) podría considerarse como falso positivo el falso 
viaje hecho en vehículo. En tal caso la exhaustividad sería calculada como 
!s
!su ∗
100 = 93.75 %. 
 De la misma manera, los falsos positivos que aparecen son debidos a fallos de 
precisión en las trazas. Estos fallos podrían deberse a que al viajar por lugares con 
pocas antenas de telefonía se dispusiera de tan sólo una durante cierto periodo de 
tiempo, y sin la posibilidad de triangular continuara enviando la misma posición 
durante todo este periodo, a pesar de estar moviéndose. Con todo, y al igual que 
antes, si validáramos el sistema y consideráramos estos fallos, la razón de precisión 
sería de 
!s
!su ∗ 100 = 93.75 %. 
   





Generación de viajes 
  Es viaje 




Us. I (T1):      6 
Us. I (T2):      10 
Us. II (T1):     5 
Us. II (T2):     5 
Us. I (T1):      0 
Us. I (T2):      0 
Us. II (T1):     0 (+1) 
Us. II (T2):     0 (+1) 
NO 
Us. I (T1):      0 (+1) 
Us. I (T2):      0 
Us. II (T1):     0 
Us. II (T2):     0 (+1) 
 
TABLA 6: MATRIZ DE CONFUSIÓN DE LA GENERACIÓN DE VIAJES 
 = 2626 + 0 ∗ 100 = 100 % 
W = 2626 + 0 ∗ 100 = 100 % 
 Como consecuencia de lo anterior se puede observar que en la generación de 
viajes se consideran exactamente los mismos casos, puesto que lo que no es POI es 
viaje y viceversa, a excepción de la traza donde no se tienen datos: no se descubre 
ningún POI y tampoco se genera ningún viaje. Se observa que las casillas de falsos 
positivos y negativos de la matriz se trasponen respecto a la anterior. Esto se debe a 
que, p. ej., aquel POI que en la Detección de POIs era detectado como un no-POI (falso 
negativo), es decir, como un viaje, es equivalente en la Generación de viajes a un 
viaje detectado como no-viaje (falso positivo), es decir, como un POI. 
En el caso de contar aquellas ocurrencias de falsos positivos y falsos 
negativos, las medidas de precisión y exhaustividad serían 
r





   





Detección de los modos de transporte en los viajes 
  Es el modo (W: Walking, V: Vehicle, B: Bycicle) 




Us. I (T1):      W=8 ; V=6 ; B=0 
Us. I (T2):      W=8 ; V=6 ; B=0 
Us. II (T1):     W=3 ; V=0 ; B=1 
Us. II (T2):     W=4 ; V=2 ; B=0 
Us. I (T1):      W=0 ; V=0 ; B=0 
Us. I (T2):      W=0 ; V=0 ; B=0 
Us. II (T1):     W=0 ; V=1 ; B=0 
Us. II (T2):     W=0 ; V=1 ; B=1 
NO 
Us. I (T1): W=1(+2) ; V=0 ; B=0 
Us. I (T2): W=0(+1) ; V=0(+1) ;  
                     B=0 
Us. II (T1): W=0 ; V=0 ; B=1 
Us. II (T2): W=1 ; V=1 ; B=0 
 
TABLA 7: MATRIZ DE CONFUSIÓN DE LA DETECCIÓN DE LOS MODOS DE LOS VIAJES 
 = 3838 + 3 ∗ 100 = 92.68 % 
W = 3838 + 4 ∗ 100 = 90.48 % 
Como se observa la precisión es del 92.68 %, mientras que la exhaustividad 
es del 90.48 %. Ahora bien, si no tuviésemos en cuenta la aclaración de que el 
algoritmo no detecta etapas de viajes por debajo de los 5 minutos, la exhaustividad 
sería calculada: 
!x
!xux ∗ 100 = 82.61 %. 
Detección de los motivos de los viajes 
 Para la validación de la detección de los motivos simplemente se han contado 
por un lado las ocurrencias de casa y trabajo que efectivamente eran casa y trabajo. 
Para el caso de aquellos POIs que no ni domicilio ni trabajo se han considerado los 
aciertos del algoritmo. P. ej. en el caso de la Figura 64, consideraríamos que el 
algoritmo, que consulta a Nominatim, acierta al decir que se ha estado en un centro 
comercial, a pesar de que concretamente se ha estado en un restaurante de ese 
centro comercial.  
 La dificultad aquí surge en el momento en que pensamos en que en un mismo 
lugar del mapa puede haber más de un establecimiento, servicio, etc. Además hay 
que considerar la precisión de las trazas, que en algunos casos pueden llegan a 
   





generar POIs en sitios alejados significativamente del sitio real donde se ha estado. 
Es por este motivo que a la hora de intentar averiguar el significado de un POI se 
busca en un área con un cierto radio alrededor de sus coordenadas (tal y como se 
explicó en el apartado 4.3.3. El algoritmo de detección de significado de los POIs). De 
esta manera hay que entender que la detección del significado de un lugar es 
realmente difícil: en el caso de que Nominatim respondiera siempre algo, habría 
cierta probabilidad de que el usuario hubiese estado en ese lugar y no en los muchos 
otros cercanos o incluso superpuestos. Esto es debido a que Nominatim usa, en 
principio, un sistema de importancia (Nominatim/Development overview, n.d.) de los 
lugares que tiene etiquetados. 
 De cualquier manera, los resultados del análisis de detección del domicilio y 
el trabajo, que se basa en patrones temporales a lo largo del día, sí son totalmente 
correctos. 
 
TABLA 8: ACIERTOS Y FALLOS EN LA DETECCIÓNDEL SIGNIFICADO DE LOS POIS (MOTIVOS DE 
LOS VIAJES) 
     W = 4 + 4 + 4 + 24 + 4 + 4 + 2 ∗ 100 = 100 %                           W =
1 + 1
2 + 2 ∗ 100 = 50 % 
 
 Como se puede observar, la cantidad de resultados con los que validar la 
detección de los motivos de los viajes es muy baja, en especial en el caso de los POIs 
que no se corresponden con casa o trabajo. Esto sucede desde el momento en que 
Nominatim ya retorna un número muy bajo de coincidencias, y es así en todas las 
trazas. Así pues el ratio de acierto de los POIs que no son ni domicilio ni trabajo es 
orientativo. 
 A pesar de que se englobe fuera de este TFG, en su día dentro del proyecto 
AllOver se desarrolló una web para visualizar la información referente a lecturas de 
posición, los POIs y los POIs refinados. En el Anexo III aparecen algunos ejemplos 
(diferentes a los de las trazas explicadas anteriormente).  
  
De entre los que son 
domicilio o trabajo 
Us. I (T1): 4/4 
Us. I (T2): 4/4 
Us. II (T1): 4/4 
Us. II (T2): 2/2 
 De entre el resto de 
POIs 
Us. I (T1): 1/2 
Us. I (T2): 0/0 
Us. II (T1): 1/2 
Us. II (T2): 0/0 
   





6.2. VISUALIZACIONES DE LA GENERACIÓN DE INFORMACIÓN 
AGREGADA COLECTIVA 
 En este punto se exponen algunas capturas referentes a la web desarrollada 
para el proyecto AllOver (y cuyo desarrollo queda fuera de este TFG) de cara a 
mostrar los resultados de la agregación de los datos (4.3.5. Los algoritmos de 
generación de información agregada).  
Estas visualizaciones han sido creadas tomando los datos generados 
mediante simulación (Capítulo V: Generación de conjuntos de datos para la 
validación) y la información extraída en su posterior análisis, debido a la ínfima 
cantidad de datos reales de la que se dispone. 
 En primer lugar se presentan las visualizaciones del denominado mapa de 
densidad de lecturas, que muestra la cantidad de usuarios por sección censal e 
intervalo horario basándose en los POIs identificados así como en las lecturas que 
no pertenecen a ninguno de ellos. 














FIGURA 65: EJEMPLO DE MAPA DE DENSIDAD DE LECTURAS #1 
   





 En la Figura 65 se puede ver cada una de las secciones censales del mapa 
coloreadas en función de la cantidad de usuarios en cada una de ellas para el 
intervalo que va de las 8:00 h a las 8:10 h (por defecto en el análisis de datos se 
consideran intervalos de 10 minutos). En estos ejemplos se han tenido en cuenta tan 
sólo las secciones censales pertenecientes al Eixample, puesto que los datos 
generados mediante el simulador han hecho uso de un modelo de éste, como ya se 
explicó. 
 En la Figura 66 se muestra la evolución del mapa, ahora comprendido entre 
las 8:30 h y las 8:40 h (observar el deslizable de la parte inferior). Se observa cómo 
se ha reducido la cantidad de usuarios en 3 en la zona seleccionada (#65). 
 Como se observa en la leyenda, los intervalos no aumentan de manera lineal 
debido a que el número de usuarios en las zonas censales tampoco lo hace: existe 
aproximadamente la misma cantidad de usuarios en los intervalos [1,3) y [12,40), 
por ejemplo. 
FIGURA 66: EJEMPLO DE MAPA DE DENSIDAD DE LECTURAS #2 
   





Visualizaciones del mapa de viajes 
El denominado mapa de viajes también ha sido generado a partir de los datos 
resultantes de la simulación y en la misma área geográfica del Eixample de 
Barcelona. 
En la Figura 67 se puede ver como seleccionando la sección censal #79 y 
marcándola como origen se colorean ciertas zonas de color rojo, además de azul la 
original. Esto nos indica los viajes llevados a cabo, que pueden ser uno o más de uno, 
entre cada par origen-destino, y durante el intervalo de tiempo definido: para el día 
28 de octubre y que empiecen entre las 6:30 h y las 19:00 h. 
De la misma manera se puede definir como sección censal destino, siendo 
ésta pintada ahora en rojo y coloreadas las demás secciones que son orígenes de los 
viajes finalizados en ella de color azul (Figura 68). 
FIGURA 67: EJEMPLO DE MAPA DE VIAJES #1 
   





Puesto que el Eixample en sí se trata de una zona dentro de Barcelona de 
generación/atracción de viajes no se aprecian realmente movimientos entre 
hotspots. Lo que sí se pueden observar, en concreto en el mapa de densidad, son 
determinadas secciones censales en las cuales hay una gran cantidad de lecturas 
durante todo el periodo generado, como son las zonas de la Rambla de Catalunya, 
Passeig de Gràcia, Hospital Clínic y Glòries. Acorde con esto algunas de estas 
secciones son grandes generadoras y/o atractoras de viajes, tal y como se puede ver 
en las capturas del mapa de viajes, que toman como origen (Figura 67) y como 
destino (Figura 68) la Rambla de Catalunya. 
  
FIGURA 68: EJEMPLO DE MAPA DE VIAJES #2 
   










CAPÍTULO VII: PLANIFICACIÓN 
La planificación seguida en este Trabajo Final de Grado ha sido diferente que 
la planificación que fue propuesta en un inicio. La metodología seguida para 
gestionar el proyecto AllOver, como se sabe, ha sido Scrum, lo que ha supuesto que a 
lo largo de su desarrollo la especificación del orden de las tareas concretas a 
implementar haya sido a veces poco predecible. Si bien las funcionalidades básicas 
del producto sí que fueron bien definidas desde un comienzo, su consecución en el 
tiempo fue algo que se dejó más en manos del equipo de desarrollo, que priorizaba 
unos u otros objetivos a corto y medio plazo teniendo en cuenta al cliente y a sus 
intereses más inmediatos en cada fase del proyecto. 
En este capítulo se explica la planificación seguida, explicando los cambios 
respecto la planificación inicial y justificando las horas mediante un diagrama de 
Gantt. Además se ha añadido un apartado dedicado al presupuesto y la 
sostenibilidad del TFG. 
7.1. PLANIFICACIÓN TEMPORAL 
 A pesar de presentar esta memoria y defender el Trabajo Final de Grado en 
el turno de abril de 2015, la planificación que se expone a continuación finaliza a 
finales de octubre de 2014, de cara a presentarlo en el turno de diciembre. Así es 
como se planificó y concluyó finalmente el proyecto, pero para poder finalizar mi 
beca de colaboración en el proyecto en el que me encontraba vinculado dentro de 
inLab FIB se acordó, por ambas partes, postergar la lectura de proyecto para el 
siguiente turno, en este caso el de abril. Con todo, la planificación expuesta fue 
seguida, dejando el TFG listo a finales de noviembre, como se comenta. 
   





La duración de este trabajo final, que inicialmente fue planificado para ser 
presentado en el mes de junio de 2014, durando alrededor de cuatro meses y medio, 
ha sido finalmente de ocho meses y medio: comenzando el 17 de febrero de 2014 y 
finalizando el 30 de noviembre del mismo año (no teniendo en cuenta el mes de 
agosto).  
 Esto ha sido debido al hecho de que, como ya se ha comentado, el proyecto 
AllOver, del que depende directamente este TFG, ha seguido una planificación que 
ha venido marcada por las tareas y objetivos definidos dinámicamente por el equipo 
de desarrollo, por los recursos, tanto físicos como humanos, dispuestos para este 
proyecto y por los intereses concretos del cliente en cada momento. Además, el 
hecho de no haber logrado los objetivos del trabajo en el tiempo propuesto 
inicialmente también ha sido en parte consecuencia de unos objetivos quizás 
bastante ambiciosos, a lo que se le suma el hecho de que el presente trabajo final ha 
sido realmente un trabajo de investigación y desarrollo con una problemática no 
abordada anteriormente por el desarrollador del TFG. 
 En cualquier caso este Trabajo Final de Grado ha sido dividido en iteraciones, 
tal y como se pensó en un principio. Aun así la repartición de horas dedicadas a cada 
una de ellas ha sido diferente al previsto. Además, el número total de horas ha sido 
ligeramente superior al propuesto inicialmente. A continuación se especifican las 
iteraciones, considerando cada una de ellas como un bloque con entidad propia  
dentro de este TFG. 
7.1.1. ESPECIFICACIÓN DE TAREAS 
 Puesto que este proyecto se desarrolla ágilmente, se ha decidido definirlo 
siguiendo un esquema en iteraciones o incremental. Esto ha permitido, a lo largo de 
todo el proyecto, que los requerimientos iniciales hayan podido ser modificados y 
las diferentes fases de éste hayan tenido la capacidad de adaptarse continua y 
fácilmente a las necesidades del proyecto en cada momento de su desarrollo.  
Estas iteraciones no tienen la misma duración, pues se corresponden más 
bien a fases en cada una de las cuales se puede volver a echar la vista atrás y revisar 
lo diseñado e implementado para hacerlo coherente con las nuevas decisiones 
tomadas conforme se avanza, lo que hace que este sistema sea muy interesante de 
cara a proyectos en los que no se tiene un objetivo o un conjunto de objetivos 
concretados en el tiempo a largo plazo, sino a corto y medio plazo, a veces muy 
esquematizados o poco nítidos.  
   





Las iteraciones/fases de las que consta este TFG son las siguientes: 
◊ Iteración #1: Gestión y planificación inicial del proyecto. Esta iteración se 
corresponde con el curso de GEP. 
 
◊ Iteración #2: Estado del arte. La fase previa al desarrollo del conjunto de 
algoritmos y métodos de análisis de los datos en bruto es, en parte, el 
resultado del análisis de los trabajos ya realizados en el ámbito de la 
movilidad y a nivel global. El conjunto de estudios y publicaciones que hayan 
podido ser de utilidad para formar una base de cara al desarrollo de este 
proyecto han sido filtrados, seleccionando de entre todos ellos los que 
puedan ser adecuados y aplicables aquí. 
 
◊ Iteración #3: Desarrollo de los algoritmos para el análisis y el tratamiento de 
los datos espaciotemporalmente posicionados recogidos mediante la 
aplicación móvil desarrollada dentro del proyecto AllOver. 
 
◊ Iteración #4: Uso de la simulación para la creación de conjunto de datos con 
un volumen más ajustado a la realidad. 
 
◊ Iteración #5: Documentación y generación de resultados. En esta última 
iteración se ha prestado especial atención a la presentación de los resultados 
y de la documentación del proyecto final (memoria). Naturalmente, en cada 
una de las iteraciones ha existido implícita una parte de documentación. Al 
finalizar el proceso de desarrollo, toda esta documentación ha sido 
recopilada, organizada y formalizada. A partir de aquí se ha redactado la 
memoria presente. 
El número de horas dedicadas a cada una de las iteraciones del proyecto se 
especifica en la Tabla 9. Como se puede comprobar, el número de horas totales se 
corresponden con los 18 créditos ECTS de los que consta el TFG (≅ 30 h/crédito). 
Iteración Tiempo empleado (horas) 
Gestión y planificación inicial del proyecto 60 
Estado del arte 52 
Desarrollo de los algoritmos 360 
Uso de la simulación para la generación de datos 20 
Documentación y generación de resultados 65 
Total 557 
TABLA 9: HORAS EMPLEADAS POR ITERACIÓN 
   





7.1.2. DIAGRAMA DE GANTT 
Así pues, cada iteración consta de una serie de tareas bien definidas a llevar 
a cabo. La especificación de cada una de ellas se muestra en la Figura 69 mediante 
un diagrama de Gantt.  
Hace falta aclarar que las horas empleadas en el desarrollo del TFG no han 
sido repartidas equitativamente a lo largo del tiempo planificado. Si bien el número 




= 2.15 ℎ/í , no se puede 
suponer que, si una tarea ha sido planificada para 5 días, se hayan empleado 
alrededor de 12 horas (2.15*5) para completarla. El diagrama de Gantt responde a 
la planificación temporal a lo largo del proyecto y, a pesar de que sí tiene relación 
con el número de horas ocupadas en cada tarea, ésta no tiene por qué ser exacta. 
Como se puede observar la preparación de la lectura final queda fuera del 
Gantt expuesto, debido a que ésta ha sido realizada en las semanas previas a la 
entrega de esta memoria (13/4/2015 – 23/4/2015) y no tal y como estaba 
planificado, por el motivo que se expuso en el documento de seguimiento: en el 
momento de finalizar el TFG (diciembre), AllOver se encontraba en su última fase. 
Se decidió esperar, así, hasta que AllOver quedara concluido totalmente por si se 
generaban nuevas visualizaciones interesantes de cara a anexar al trabajo final o 
información a incluir en último momento. 
   





  FIGURA 69: DIAGRAMA DE GANTT 
   





7.2. PRESUPUESTO Y SOSTENIBILIDAD 
A continuación se presentan los costes económicos desglosados y en función 
del número de horas estimadas en la sección anterior Planificación temporal. 
También se presenta el informe de sostenibilidad, junto con la denominada matriz 
de sostenibilidad. 
Este TFG es algo complejo de estimar, puesto que hay que diferenciar bien los 
costes asociados al proyecto AllOver en sí y los costes asociados exclusivamente al 
trabajo final que se está considerando. Así, los costes de servidores, smartphones y 
otras máquinas, así como los del correspondiente software usado en ellas no serán 
tenidos en cuenta dentro de este documento de estimación de costes, puesto que el 
objetivo de este trabajo es el desarrollo de algoritmos para la identificación de 
diferentes características en trazas que en principio ya han sido recogidas de 
manera independiente. 
7.2.1. IDENTIFICACIÓN Y ESTIMACIÓN DE COSTES 
Costes en recursos humanos 
Los costes asociados al proyecto han sido ligeramente superiores a los 
estimados en un inicio, consecuencia directa del aumento de la duración del TFG, 
que de los originales 4 meses y medio de duración ha pasado a finalmente a ser 
desarrollado a lo largo de 8 meses y medio. 
Las horas de administración, planificación y dirección del proyecto son 
aquellas correspondientes a la fase inicial de gestión más algunas de seguimiento 
que se extraen de cada una de las iteraciones del proyecto. Las horas, respecto cada 
iteración, han sido alrededor de: 
 Coste admin. iter. i
y
	J
 =  60 + 5 + 20 + 2 + 5  ℎ = 92 ℎ 
De igual manera, las horas estimadas para la fase de investigación y soporte 
científico durante todo el proyecto se desprenden de la siguiente ecuación: 
 Coste investigación iter. i
y
	J
 =  0 + 45 + 30 + 0 + 20  ℎ = 95 ℎ 
   





Basándose en lo expuesto, el coste en recursos humanos viene detallado en 






del rol (€) 
Administrador/director del proyecto 92 18.50 1702.00 
Experto científico 95 15.50 1472.50 
Desarrollador (ingeniero) 370 13.75 5087.50 
Total 557 -- 8262.00 
TABLA 10: COSTES EN RECURSOS HUMANOS 
Costes en software y hardware 
El hardware necesario para el desarrollo del proyecto ha sido mínimo. Los 
costes en hardware se especifican en la Tabla 11. 




HP Pavilion dm4 3090es 1 849.00 849.00 
PC inLab FIB (becarios) 1 700.00 700.00 
Total -- -- 1300.00 
TABLA 11: COSTES EN SOFTWARE  
En lo que se refiere al software utilizado, los costes asociados han sido 
detallados en la siguiente tabla (Tabla 12). 




Microsoft Office 2010 1 10.00 (mes)*9 90.00 
Microsoft Visio 2010 1 18.00 (mes)*9 162.00 
Microsoft Project 2010 1 25.00 (mes)*2 50.00 
Microsoft Visual Studio 2010 1 646.00 646.00 
Aimsun - TSS 1 20000~30000* 30000 
Visual Paradigm / Enterprise Architect 1 699.00 / 199.00 699.00 
PyScripter / Eclipse 1 0.00 / 0.00 0.00 
Notepad++ 1 0.00 0.00 
Total -- -- 31647.00 
TABLA 12: COSTES EN HARDWARE  
   





* El coste del software de simulación Aimsun está entre los 20.000 y los 
30.000€, puesto que el precio es personalizado en función de las funcionalidades 
que se compren. En inLab FIB ya se dispone de una licencia y es la que ha sido 
utilizada en este trabajo final. 
Coste total del proyecto 
Haciendo un resumen de los costes en recursos humanos, hardware y 
software, obtenemos la Tabla 13: 
Clase Coste 




TABLA 13: COSTE TOTAL DEL PROYECTO 
Puesto que los costes del software son tan variables, se ha de considerar un 
coste total de entre 31.209 y 41.209€. 
7.2.2. IMPACTO SOCIAL Y MEDIOAMBIENTAL 
El impacto medioambiental dentro de este proyecto es nimio, prácticamente 
despreciable, pero aun así debe tenerse en cuenta. Los factores a tener en mente son 
los siguientes: 
Aspectos negativos: 
◊ Consumo de energía: el consumo de las máquinas necesarias para desarrollar 
el proyecto no es elevado. A pesar de esto debe considerarse que este trabajo 
cobra sentido dentro de un proyecto de mayor envergadura donde estarán 
implicadas miles de máquinas portátiles (potencialmente) y servidores de 
consumo continuo y más elevado, y esto sí es un factor a contemplar. 
 
◊ Carga de las redes de telefonía y 3G en las ciudades: partiendo de lo anterior, 
el hecho de recoger constantemente datos desde tal cantidad de dispositivos 
dentro de un área urbana provoca la carga de la red, puesto que se hacen 
peticiones periódicas para saber las posiciones, enviándolas a su vez cada 
determinado tiempo a un servidor que las almacena y procesa. 
 
   





◊ Baterías de los smartphones: así, el consumo se acentúa y, por ende, también 
la degradación de las baterías de los móviles y de los propios smartphones 
que tienen instalada la aplicación. 
Aspectos positivos: 
◊ Mejora de la movilidad dentro de las ciudades: este trabajo final pretende 
abordar objetivos con la finalidad de obtener una mejora en la movilidad en 
las urbes. Esto es en sí un beneficio tanto para los ciudadanos como para las 
organizaciones (ayuntamientos, sociedades anónimas, etc.) que se dedican a 
planificar y desplegar infraestructuras y/o servicios dentro de entornos 
urbanos. 
 
◊ Consumo de carburantes y emisiones de CO2: así pues, dicho lo anterior, se 
considera que una optimización en el uso de los carburantes por parte de los 
medios de transporte y por tanto una reducción de las emisiones de CO2 
puede ser un aspecto positivo a tener en cuenta. 
Matriz de sostenibilidad 
  Económica Social Ambiental Suma 
Planificación Viabilidad económica 
Mejora en calidad de 
vida 
Análisis de recursos   
Valoración 8 8 9 25 
Resultados 
Coste final vs. 
Previsión 
Impacto en entorno 
social 
Consumo de recursos   
Valoración 5 No aplica 5 10 
Riesgos 
Adaptación a 
cambios de escenario 
Daños sociales Daños ambientales   
Valoración -5 -7 0 -12 
Suma 8 1 14 23 
TABLA 14: MATRIZ DE SOSTENIBILIDAD EL PROYECTO 
La matriz de sostenibilidad se muestra en la Tabla 14. Para su confección se 
han tenido en cuenta los aspectos que envuelven al proyecto AllOver en sí, y no tan 
sólo a los de este TFG. Esto es así puesto que lo desarrollado en este TFG es el 
conjunto de algoritmos que se corresponden con la parte de análisis de los datos. En 
   





estos análisis se tienen en cuenta, en mayor o menor medida, las cuestiones 
referentes al resto de bloques del proyecto AllOver, como es el caso de la recogida 
de los datos mediante la App. Por tanto los aspectos a considerar de alguna manera 
son afectados y afectan a un todo.  
Los valores de cada una de las celdas se definen en base a las preguntas 
expuestas a continuación: 
Ámbito económico 
◊ ¿Existe una evaluación de costes, tanto de recursos materiales como humanos? 
Sí, aparece en el apartado anterior 7.2.1. Identificación y estimación de costes. 
◊ ¿Se ha tenido en cuenta el coste de los ajustes/actualizaciones/reparaciones 
durante la vida útil del proyecto? 
No, debido en parte a que las actualizaciones de software no son necesarias 
en este TFG, se utilizan las versiones base de las que se dispone en el momento de 
su inicio (ventajoso en cierto sentido) o simplemente son pagadas mensualmente. 
◊ ¿El coste del proyecto lo haría viable si tuviera que ser competitivo? 
Sí: el coste más significativo del proyecto es el del software Aimsun, como ya 
se comentó. Puesto que la generación de los datos de validación no hubiera sido 
estrictamente necesaria teniendo datos reales, si se suprimiera este coste, el 
proyecto estaría alrededor de los 11.209€. 
◊ ¿Se podría realizar un proyecto similar en mucho menos tiempo o con muchos 
menos recursos, y por tanto menor coste? 
En menor tiempo sí, puesto que la dedicación no ha sido a tiempo completo 
y se ha dilatado por dependencias entre los dos proyectos (AllOver y el TFG). A pesar 
de esto, se cree que el coste no habría disminuido demasiado. 
◊ ¿El tiempo dedicado a cada tarea es proporcional a su importancia (¿se ha 
dedicado mucho tiempo a desarrollar partes del proyecto que podían haber 
sido reutilizadas de tecnologías/proyectos/conocimientos existentes?)? 
Sí, es proporcional: el grueso del proyecto ha estado en el desarrollo de los 
algoritmos, que es lo que realmente se ha aportado en el TFG. 
◊ ¿Está prevista o existe colaboración con algún otro proyecto (académico, 
empresa, asociación, etc.? 
   





Sí, de hecho este proyecto se realiza con Convenio de Cooperación Educativa 
(CCE) dentro de inLab FIB. 
Ámbito social 
◊ ¿Cuál es la situación social y política del país/lugar/ciudad/... donde realizarás 
tu proyecto? ¿Y la del sector en qué se incluye tu proyecto? 
La contaminación que genera la movilidad hoy en día, así como la congestión 
generada en las ciudades, representa un problema. Tal y como se expone en el 
Capítulo I: Introducción y en este mismo apartado, este TFG podría mejorar la 
movilidad y, por tanto, el grado de contaminación en el entorno urbano en cuestión. 
◊ ¿Crees que tu actividad podría favorecer o empeorar esta situación? 
Como se comenta, podría favorecer la situación, tanto de cara a los 
ciudadanos (usuarios y no usuarios) como de cara al medio ambiente. 
◊ ¿Existe una necesidad real de tu producto/servicio? 
En parte sí, puesto que podría tratarse de una alternativa a las típicas 
encuestas de movilidad, que conllevan un gasto económico además de las 
problemáticas explicadas en el punto 1.1. Motivación y oportunidad. 
◊ Satisfacer esta necesidad, ¿mejora la calidad de vida de los consumidores? 
En efecto, como se deduce de las anteriores. 
◊ El resultado del proyecto, ¿En qué/Cómo cambiará la vida del usuario? 
En una serie de potenciales mejoras de la movilidad en su área urbana a nivel 
de infraestructuras, servicios, etc. 
◊ ¿Hay algún colectivo que se vea perjudicado por el TFG, y en qué medida?  
Quizás las empresas que realizan encuestas de movilidad, para determinados 
usos (puesto que en este TFG no se extrae exactamente lo mismo que en estas 
encuestas) [-7 en daños sociales]. 
Ámbito ambiental 
◊ ¿Qué recursos se necesitarán en las diferentes fases del proyecto? 
   





Los recursos necesarios están especificados en el punto 7.2.1. Identificación y 
estimación de costes. 
◊ ¿Cuánta energía se requiere en el proceso de fabricación del producto (si 
existe)? ¿Puede realizarse con menos? 
El producto no es físico (a partir de aquí se descartan todas las preguntas 
relativas a la manufacturación). Aun así se pueden tener en cuenta los costes 
asociadas de las máquinas de desarrollo y despliegue, que se espera no fueran 
demasiado elevados. El coste exacto en energía es muy difícil de calcular, puesto que 
las máquinas (tanto clientes como servidores) utilizados una vez desplegado el 
sistema seguirían siendo utilizados a pesar de la no existencia de este sistema. 
Habría que hacer una especie de estimación de los recursos consumidos en cada 
máquina concreta (en tiempo de CPU y memoria), lo que no es demasiado viable. 
◊ ¿Qué recursos pueden reaprovecharse de otros proyectos? 
P. ej. se utiliza el servicio externo Nominatim para detectar los significados 
de los puntos de interés, como se explica en el punto 4.3.3. El algoritmo de detección 
de significado de los POIs. 
◊ ¿Durante el desarrollo de tu producto, se generará algún tipo de 
contaminación? 
Al tratarse únicamente de un proyecto de software no se generará más 
contaminación de la que ya se genera con la utilización de los smartphones y demás 
máquinas. 
◊ ¿Con la implantación del proyecto, se aumenta o se disminuye la huella 
ecológica? 
Puesto que las máquinas utilizadas estarían en el mercado igualmente, aun 
sin la existencia de este TFG, se considera que la huella ecológica es mínima (pero 
existe). En balance, la huella ecológica sería de esperar que disminuyera, debido a la 
potencial mejora en la movilidad ya explicada, que conlleva una disminución de 
otros recursos y/o una mejor administración de estos. 
◊ ¿Qué partes del proyecto podrán reciclarse o reutilizarse en otros proyectos?  
Todo el TFG. A partir de éste pueden surgir otros, como se expone en el punto 
8.2. Trabajo futuro y mejoras.  
   










CAPÍTULO VIII: CONCLUSIONES Y 
TRABAJO FUTURO 
 En el siguiente capítulo se exponen las conclusiones generales de este TFG, 
así como la consecución de los objetivos propuestos, el trabajo futuro y las mejoras 
a realizar, a las cuales ya se han hecho ciertas referencias dentro de los capítulos de 
implementación y resultados. 
8.1. CONSECUCIÓN DE LOS OBJETIVOS 
 En este TFG se ha desarrollado un sistema que, por un lado, identifica lugares 
de interés (los denominados POIs), genera los viajes entre ellos y descubre 
determinados significados (motivos de los viajes) dentro de trazas posicionadas 
espaciotemporalmente. Por otro lado identifica los modos de transporte 
(caminando, en vehículo y en bicicleta) en que se han llevado a cabo esos mismos 
viajes dentro de trazas de actividades. 
A continuación se consideran los objetivos propuestos inicialmente en este 
TFG. Se evalúa cada uno de ellos y a partir de aquí se proponen ampliaciones y 
mejoras en el siguiente apartado. 
◊ La principal problemática que surge al analizar el primer tipo de trazas es la 
falta de exactitud en su precisión a pesar de localizarse un dispositivo de 
manera estática en un mismo sitio. Esto da lugar a registros que varían dentro 
de un radio no fijo sobre el mapa. A partir de aquí es necesario construir un 
algoritmo que agrupe correctamente todo este conjunto de posiciones que 
forman una traza, teniendo en cuenta los términos de proximidad espacial y 
   





temporal. El algoritmo TDJ-Cluster, que ha sido desarrollado en este Trabajo 
Final de Grado con este propósito, se explica muy en detalle en el punto 4.3.2. 
El algoritmo de detección de POIs y generación de viajes y su pseudocódigo 
base se encuentra en el Anexo I. Este algoritmo se basa en el de DJ-Cluster 
(Zhou, Frankowski, Ludford, Shekhar, & Terveen, 2004), que a su vez 
proviene del conocido algoritmo DBSCAN (DBSCAN - Wikipedia, n.d.) dentro 
del campo de la minería de datos. La adaptación y ampliación del algoritmo 
original, así como el diseño final del TDJ-Cluster han sido el producto tanto 
del conjunto de casuísticas concretas que forman el problema en sí como las 
características propias de las trazas analizadas. 
Así pues, el estado del arte (Capítulo II: Estado del arte) llevado a cabo 
con una finalidad analítica y crítica del problema ha conformado la base del 
desarrollo de este TFG.  
La información resultante de los análisis de los datos es el conjunto de 
POIs (Points Of Interest) de las trazas, así como los viajes que en ellas se 
producen y los lugares visitados de forma recurrente (POIs recurrentes). 
Los resultados obtenidos son realmente buenos, como se exponen en el 
Capítulo VI: Validación y resultados, con unas tasas de precisión y 
exhaustividad del 100 %, si no tenemos en cuenta la pérdida de lecturas ni 
los fallos grandes de precisión de las trazas, que provienen del dispositivo y 
que pueden ser causados por distintos factores relacionados tanto con el 
hardware concreto como con el software. 
◊ En cuanto a la identificación de los motivos de los viajes, se identifican el 
domicilio y el trabajo (en el punto 4.3.3. El algoritmo de detección de 
significado de los POIs) a partir de las mismas trazas de posición. Su 
identificación se lleva a cabo mediante la definición de patrones temporales 
y partiendo de los lugares visitados recurrentemente, que fueron agregados 
en la fase anterior. Los resultados de esta fase del análisis son también muy 
buenos, con unas medidas de precisión y exhaustividad igualmente del 100 
%. La identificación de lugares con otros significados se ha realizado 
haciendo uso únicamente de la herramienta de geocodificación inversa 
Nominatim, que se sustenta en OpenStreetMap. Esta fase del objetivo también 
ha sido cumplida de acuerdo con su planteamiento inicial, si bien pueden 
realizarse propuestas de cara a mejorar los resultados obtenidos. De esto se 
hablará más en el siguiente punto de trabajo futuro. 
◊ La identificación de los modos de transporte (4.3.4. El algoritmo de 
detección de modos de transporte) también ha sido correcta, con tasas de 
   





acierto y exhaustividad por encima del 90%. Si estuviéramos hablando de 
afinar lo máximo posible detectando todas (o la inmensa mayoría) de etapas 
dentro de los viajes la exhaustividad disminuiría hasta aproximadamente el 
82% (6.1. Validación). Con todo, los modos de transporte principal de los 
viajes han sido identificados con muy buenos resultados, lo que es 
importante aclarar, considerando que, en determinados estudios en los que 
se hace uso de esta clase de información, estos son los principales datos a 
tener en cuenta. 
◊ Por último, el objetivo de la generación de información agregada de 
movilidad (4.3.5. Los algoritmos de generación de información agregada) ha 
sido logrado con éxito, debido principalmente a que éste era un objetivo 
abierto. Tal y como se justificó en el punto 4.2.2. Consideraciones sobre el caso 
de uso Generación de información agregada de movilidad, la generación de 
una matriz O-D clásica no ha sido finalmente posible basándonos tan sólo en 
los datos de los que se disponía (posiciones y tipos de desplazamientos). Se 
han generado varios tipos de información agregada, dos a nivel individual, 
útiles de cara al usuario, y un par más considerando tanto los datos en bruto 
(trazas) como la información extraída de estos (POIs y viajes básicamente). 
Varias visualizaciones de estas dos últimas clases aparecen en el punto 6.2. 
Visualizaciones de la generación de información agregada colectiva. 
Estas clases de agregación surgieron en determinado momento 
dentro del proyecto AllOver y este TFG fue adaptado para cumplir con esos 
requisitos. Así pues, la consecución de este objetivo está de acuerdo con la 
visión inicial de generar información de movilidad agregada dentro de 
entornos urbanos a partir de los datos disponibles individuales. 
Como comentario adicional y ya fuera de lo que es la consecución de los 
objetivos en sí, se debe hacer mención al hecho de que haber desarrollado el 
proyecto AllOver y, por tanto, este TFG mediante una metodología ágil ha chocado 
con el planteamiento de la documentación y redacción de esta memoria. Ésta ha sido 
producida basándose en un modelo en cascada, donde cada una de las sucesivas 
fases del diseño y desarrollo de software queda claramente diferenciada del resto. 
Mirando en retrospectiva quizás esta no ha sido una manera del todo correcta de 
enfocar y llevar a cabo esta memoria. Por esta razón determinados apartados dentro 
del Capítulo IV: Desarrollo del sistema han sido difíciles de abordar en algún 
momento y hay que tener en cuenta que quizás alguno de ellos no ha quedado 
completamente perfilados en lo que a redacción se refiere. 
   





8.2. TRABAJO FUTURO Y MEJORAS 
En este apartado se diferenciará entre dos clases de trabajo futuro: el 
referente en concreto a los algoritmos desarrollados dentro de este TFG, donde se 
proponen ampliaciones y mejoras, y el que está relacionado pero no forma parte 
directamente de ellos. Se ha creído interesante incluir este segundo tipo de posibles 
mejoras adicionales debido a que de ellas podría desprenderse la obtención de datos 
de mejor calidad o más cantidad de ellos para su posterior análisis. 
Líneas de trabajo futuro 
 Si bien en este Trabajo Final de Grado se han cumplido los objetivos, dentro 
de su desarrollo han ido surgiendo determinadas casuísticas que hacen plantearse 
posibles mejoras. Algunas de ellas ya se han comentado en los capítulos anteriores 
y son: 
◊ La mayor dificultad ha sido claramente la identificación de los motivos 
de los viajes, concretamente de aquellos que no tienen como origen o 
destino el domicilio o el trabajo (movilidad obligada). El hecho de utilizar 
Nominatim (OpenStreetMap) como herramienta para esta tarea ha 
desembocado en una carencia de resultados, debida a la naturaleza innata de, 
al menos, esta herramienta de geocodificación inversa, como se explica en el 
punto 6.1. Validación. Debido a esto, quizás la utilización de esta clase de 
herramientas no sea lo más apropiado para una tarea como ésta. La dificultad 
aquí reside básicamente en 2 puntos:  
1. La precisión de las trazas. Cualquiera de las tres tecnologías de 
posicionamiento utilizadas, bien sea Wi-Fi, 3G o GPS, tienen asociadas 
un cierto error. Este error puede ir desde pocos metros en los mejores 
casos hasta varias decenas en los peores (valores por encima de los 
500m se consideran lecturas erróneas y se marcan como tal en el 
análisis de datos (punto 4.3.2. El algoritmo de detección de POIs y 
generación de viajes-apartado El postprocesamiento de los datos)). De 
esta manera se puede tener, en la mayoría de casos, una idea más o 
menos precisa de la zona en que se están recogiendo los datos. 
2. En un mismo punto del mapa pueden existir varios lugares de interés. 
Por ejemplo, en un mismo edificio puede haber a pie de calle un taller 
de automóviles, al lado un supermercado y en la segunda planta una 
clínica dental privada. Esto hace que el hecho de identificar con 
   





precisión el significado de un POI a partir de un par de coordenadas, 
sin ninguna otra clase de información, sea realmente imposible. En 
este aspecto se podría quizás especular con cierto sistema que tuviera 
en cuenta la altura a la que se está en el momento de la recogida de los 
datos y que, por otro lado, se dispusiera de algún tipo de base de 
datos geográfica que también trabajara con altitudes. Aun así 
seguiríamos a merced del error inherente a cualquier dispositivo de 
medición. 
También se podría estudiar el uso de una base de datos que 
considerara los resultados por importancia. Esto es algo que se 
supone ya se incluye en Nominatim (Nominatim/Development 
overview, n.d.), pero que parece no funcionar demasiado 
correctamente, basándose en los resultados obtenidos. 
La idea aquí podría pasar por obtener más información del usuario de 
la que se dispone. Esto es algo que se habla en el apartado siguiente (posibles 
mejoras adicionales). 
◊ La identificación de los modos de transporte también podría mejorarse en 
cuanto a la identificación de las etapas más cortas. Como se vio en su 
momento, las etapas con una duración inferior a los 5 minutos eran 
difícilmente detectadas debido a la duración de los intervalos modales, 
agrupaciones de los datos de actividad generadas dentro del análisis de los 
modos de los viajes. La longitud temporal de cada una de estas agrupaciones 
era de alrededor de 3 minutos, comprendiendo alrededor de 12 entradas de 
actividad cada una. Este parámetro podría decrementarse ligeramente y 
observarse la variación (mejora o empeoramiento) de la nueva identificación 
de las etapas. Con todo, tal y como se aclaró en el apartado anterior, los 
resultados de la identificación de los modos de transporte han sido 
considerados suficientemente buenos dentro del ámbito del proyecto AllOver 
y por tanto de este TFG. Es por esto que esta mejora se incluye dentro del 
trabajo futuro a realizar. 
Por otro lado se ha de considerar que el error en el momento exacto 
de cambio de etapa está supeditado al mismo parámetro anterior. Por 
ejemplo un viaje que en realidad ha sido llevado a cabo en coche durante 20 
minutos y caminando 6 minutos puede resultar a partir del análisis de datos 
en un viaje en que la etapa en vehículo dure 23 minutos y la etapa caminando 
tan sólo 3. Ahora bien, una vez detectadas todas las etapas de un viaje no sería 
difícil ajustar el inicio y final de cada una de ellas, recorriendo las trazas y 
   





comparándolas con los resultados obtenidos, ajustándolos mediante 
aquellas lecturas en las cuales predominase alguno de los modos 
resultantes del viaje en cuestión. 
◊ En los casos en que se pierden lecturas durante horas, como es el caso de una 
de las trazas analizadas en los resultados (Anexo II), podría intentarse 
inducir la actividad que se ha llevado a cabo durante ese periodo. Si, por 
ejemplo, los dos extremos de un período sin lecturas se correspondieran con 
un mismo punto de interés podría llevarse un análisis más exhaustivo sobre 
qué punto de interés concreto es. Si éste fuera un POI frecuente en la traza 
del usuario y englobando una duración concreta podría considerarse que se 
ha estado en el mismo lugar todo el tiempo. Pero todo esto sería mera 
especulación y muy probablemente lo mejor sería poner los esfuerzos en 
mejorar el posicionamiento que proporciona la aplicación en sí. 
◊ En lo que se refiere a la diferenciación entre el transporte público y privado 
o, lo que es lo mismo, la identificación de los modos de transporte tales como 
el coche, el tren, el metro, etc. dentro de los modos de transporte 
motorizados, podría llevarse a cabo mediante el uso de la segmentación de 
las trazas y/o clasificadores ( (Hemminki, Nurmi, & Tarkoma, 2013) y (Shin, 
y otros, 2014)). En referencia al segundo estudio, en la Figura 70 aparecen 
algunas trazas y las características tenidas en cuenta en el clasificador de 
modos de transporte motorizado. Esta mejora podría resultar en sí misma en 
un Trabajo Final de Grado independiente. 
También podría considerarse la posibilidad de cruzar los resultados 
obtenidos en los análisis de modos de transporte con información geográfica 
de transporte público (que puede ser abierta (tmb.cat, n.d.)), que junto con 
una mejora en la identificación de los cambios modales entre las etapas de 
FIGURA 70: TRAZAS EN VEHÍCULOS MOTORIZADOS Y CARACTERÍSTICAS USADAS EN EL 
CLASIFICADOR EN (HEMMINKI, NURMI, & TARKOMA, 2013) 
   





los viajes podría llegar a identificar además los recorridos concretos entre las 
diferentes líneas de transporte público. 
◊ En el punto 4.2.2. Consideraciones sobre el caso de uso Generación de 
información agregada de movilidad se presentaba la propuesta de la 
generación de un mapa de densidad de lecturas (visualización en 6.2. 
Visualizaciones de la generación de información agregada colectiva), que se 
correspondía con una especie de matriz O-D a partir únicamente de los datos 
disponibles. Esto podría extenderse considerando los modos de viaje o los 
motivos de los desplazamientos, información también resultante de los 
análisis de datos desarrollados para este TFG. Por ejemplo, podrían 
visualizarse sobre el mapa aquellos viajes realizados en vehículo (o, más 
concretamente, en autobús) para ir al trabajo y que finalicen en una 
determinada zona de la ciudad. 
◊ Por último, comentar que el análisis de los datos podría no haber sido 
particionado por días o a las 00:00 h, como se ha he hecho. Ésta fue una 
decisión de diseño tomada dentro del proyecto AllOver desde un inicio. A 
pesar de ello, se podría tener en cuenta la posibilidad de particionar los días 
de diario alrededor de las 2:00 h (en el que una mayoría de individuos estará 
en casa durmiendo) y tratar los casos de los días festivos de manera 
diferente. También sería interesante añadir lógica para ser capaz de 
identificar jornadas nocturnas en las trazas de personas con este tipo de 
trabajos. 
Posibles mejoras adicionales 
 A pesar de que la calidad de los datos recopilados a nivel de la aplicación 
desarrollada dentro del proyecto AllOver no es mala, no es perfecta. En algunas 
trazas, como las que aparecen en el Anexo II, se encuentran intervalos de tiempo sin 
lecturas, debido a la pérdida de cobertura o a otros fallos. La mejora de la 
recopilación de los datos, en concreto la de las trazas geoposicionadas, es un 
elemento a tener en cuenta a la hora de proponer posibles ampliaciones y mejoras 
futuras fuera de este TFG. 
 Por otro lado se debe hacer referencia a la falta de alicientes desarrollados 
para incentivar el uso de la aplicación por parte de los usuarios con smartphones. 
Esta carencia se traduce en un volumen reducido de trazas.  
   





A día de hoy muchas aplicaciones ofrecen un conjunto de estadísticas 
mínimas tomando para ellas los datos necesarios. Las agregaciones individuales 
desarrolladas (4.3.5. Los algoritmos de generación de información agregada) se 
corresponden realmente con esta serie de estadísticas útiles de cara al usuario. De 
cara a un futuro quizás podría contemplarse el hecho de incluir el módulo encargado 
de la recogida de los datos (que es el núcleo de la App desarrollada) dentro de una 
aplicación más potente en cuanto a utilidades de cara al usuario. Evidentemente la 
aplicación debería de estar relacionada con la filosofía en que se basa la recogida de 
datos: la movilidad en los entornos urbanos, así como su mejora. Podría ofrecerse 
un sistema de puntaje por cantidad de datos recopilados, continuidad en las trazas, 
etc. incluyendo un conjunto de recompensas relacionadas con la movilidad, como 
serían por ejemplo abonos de transporte público. La idea final es dotar a la 
aplicación de valor para incentivar su uso. 
 De cara a la expansión de la matriz O-D, que dentro este TFG no ha sido 
finalmente factible, podría considerarse pedir al usuario, de manera anónima, 
determinados datos personales con el fin de considerarlo en la muestra (o no). A 
pesar de que ésta no es la filosofía original del proyecto, en un trabajo futuro podría 
llegarse a contemplar. Por supuesto haría falta invertir tiempo en anonimizar y 
proteger estos datos de manera correcta (Grupo de trabajo sobre protección de 
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ANEXO I: PSEUDOCÓDIGO DEL 
ALGORITMO TDJ-CLUSTER 
 
01:  TDJCluster(CapturesSet, MinTime, Eps, PotSetWind): 
02:    Perform data preprocessing 
03:    clustersList = {} 
04:    for each capture c in CapturesSet: 
05:      potencialSet = {every capture c' of CapturesSet if abs(timestamp(c)-
timestamp(c')) <= PotSetWind/2} 
06:      N(c) = computeNeighborhood(c, potencialSet, MinTime, Eps) 
07:      if N(c) is not null then: 
08:        if not isTimeDensityJoinable(N(c), clustersList) then: 
09:          add N(c) to clustersList as a new cluster 
10:        end if 
11:      end if 
12:    end for 
13: 
14:  computeNeighborhood(c, potencialSet, MinTime, Eps): 
15:    N(c) = {} ; minTimeCounter = 0 
16:    first = True ; capturePassed = False ; existOneDistantCapture = False 
17:    for each capture c' in potencialSet: 
18:      if timestamp(c') == timestamp(c) time: 
19:        capturePassed = True 
20:      end if 
21: 
22:      d = distanceBetween(c, c') 
23:      if d < Eps then: 
24:        if not first: 
25:          minTimeCounter = minTimeCounter + elapsedTime(c') 
26:        end if 
27:        add c' to N(c) 
28:        if existOneDistantCapture and not first then: 
29:          add previous capture of c' (in potencialSet) to N(c) 
30:        end if 
31:        first = False ; existOneDistantCapture = False 
32: 
33:      else: 
34:        if capturePassed and existOneDistantCapture then: 
35:          break 
36:        else if existOneDistantCapture then: 
37:          minTimeCounter = 0 
38:          first = True 
39:          clear set N(c) 
40:        end if 
41:        existOneDistantCapture = True 
42:      end if 
43:    end for 
44: 
45:    if minTimeCounter >= MinTime then: 
46:      return N(c) 
47:    else: 
   





48:      return null 
49:    end if 
50: 
51:  isDensityJoinable(N(c), clustersList): 
52:    newCluster = {} 
53:    isDJ = False 
54:    for each cluster k in clustersList: 
55:      existJointPoint = False 
56:      for each capture c' in N(c): 
57:        if c' is in k then: 
58:          isDJ = True ; existJointPoint = True 
59:          break 
60:        end if 
61:      end for 
62: 
63:      if existJointPoint then: 
64:        if newCluster is empty then: 
65:          add N(c) captures to newCluster 
66:        end if 
67:        add k captures to newCluster 
68:        delete k from clustersList 
69:      end if 
70:    end for 
71: 
72:    if newCluster is not empty then: 
73:      add newCluster to clustersList 
74:    end if 
75:    return isDJ 
  
   





ANEXO II: TRAZAS DE VALIDACIÓN 
FIGURA 71: GRÁFICAS I Y II DE LA TRAZA II DEL 1ER USUARIO 
   





 FIGURA 72: GRÁFICAS III Y IV DE LA TRAZA II DEL 1ER USUARIO 
   





 FIGURA 73: GRÁFICAS I Y II DE LA TRAZA I DEL 2º USUARIO 
   





 FIGURA 74: GRÁFICAS III Y IV DE LA TRAZA I DEL 2º USUARIO 
   





 FIGURA 75: GRÁFICAS I Y II DE LA TRAZA II DEL 2º USUARIO 
   





 FIGURA 76: GRÁFICAS III Y IV DE TRAZA II DEL 2º USUARIO 
   





ANEXO III: CAPTURAS DE LA WEB DE 
DESARROLLO 
 A continuación se muestran algunos ejemplos capturados directamente en la 
web construida durante y para el desarrollo del proyecto. 
En la Figura 77 se muestra un ejemplo de traza simple. Las líneas que unen 
las lecturas (en forma de puntos azules) marcan la secuencia temporal que éstas 
siguen. Se pueden ver algunos saltos considerables en las trazas, por falta de 
precisión, y algunos momentos donde se pierde la cobertura. En la etiqueta que 
aparece al situarnos encima de una lectura con el cursor aparece la información 
relativa a su posición (latitud y longitud), su tiempo asociado y la precisión en 
metros que se ha registrado. 
En la Figura 79 se muestra el mismo ejemplo de la figura anterior añadiendo 
los POIs (en naranja) detectados al ejecutar el análisis. En la etiqueta aparece el 
intervalo de tiempo que comprende un POI, además de otra información extraída en 
las primeras pruebas dentro del proyecto y que ya no se utilizó en el análisis en sí. 
FIGURA 77: EJEMPLO SIMPLE DE TRAZA GEOPOSICIONADA PARA 1 DÍA 
   





 En la Figura 78 se observa una traza de 1 día donde se ha viajado entre las 
poblaciones del Masnou y Barcelona. Durante el viaje (en tren) se aprecian pérdidas 
de lecturas y en especial pérdidas de precisión al viajar por el subsuelo dentro de la 
ciudad. 
FIGURA 79: EJEMPLO DE TRAZA CON POIS IDENTIFICADOS 
FIGURA 78: EJEMPLO DE TRAZA DENTRO Y FUERA DE BARCELONA 
   





En la Figura 80 se muestran, en negro el POI único identificado como 
domicilio, en rojo el identificado como trabajo y en verde el resto de POIs. En la 
etiqueta se muestra, además, qué cantidad de ocurrencias de POIs y de lecturas 
(capturas) tiene asociadas ese POI refinado. 
FIGURA 80: EJEMPLO DE POIS REFINADOS GENERADOS, CASA Y TRABAJO 
