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Abstract
This thesis presents a spectroscopic study of the 7F0 →5D0 transition of Eu3+ in
EuCl3·6H2O, which is used to evaluate the potential performance of a quantum com-
puting system implemented in EuCl3·6H2O and, more generally, in stoichiometric
rare earth crystals.
EuCl3·6H2O has one of the narrowest optical inhomogeneous linewidths of any
solid but this linewidth is shown to be still much larger than that required for
practical quantum computing in a rare earth crystal. To assess the possibility of
reducing the linwidth, the contributions of isotopic impurities to both the optical
linewidth and line structure were investigated, and ligand isotopes were identified
as a major source of both inhomogeneous broadening and structure on the optical
transition, suggesting that the linewidth could be substantially reduced by isotopi-
cally purifying EuCl3·6H2O. The effect of ligand isotopes on the optical lifetime and
coherence time was also investigated. It was found that fully deuterating the crystal
to EuCl3·6D2O substantially improves both the lifetime and coherence time.
The satellite lines formed in the optical spectrum of a rare earth crystal when
it is doped with another rare earth are proposed as qubits. A crucial step in char-
acterising EuCl3·6H2O for quantum computing is associating these satellite lines in
EuCl3·6H2O with crystallographic sites. A new method for associating sites with
lines, which works for low symmetry crystals such as EuCl3·6H2O, is presented.
This method involves modelling the splitting of the ground state hyperfine levels
caused by the magnetic dipole-dipole interaction between a Kramers dopant and
the Eu3+ ion. Using this method, most of the outer satellite lines in rare earth
doped EuCl3·6H2O were assigned to crystallographic sites.
It has been proposed that the electronic interactions between these satellite lines
be used to enact two-qubit gates in a rare earth quantum computer. These interac-
tions were measured between a number of different satellite lines using a new two-
laser spectral holeburning technique. Interactions of up to 46.081±0.005 MHz were
observed, and this was the first time that electronic interactions between weakly
coupled rare earth ions had been measured. The two most common interactions
identified between rare earth ions in solids are electric dipole-dipole and exchange,
but the observed interactions are stronger than expected from a electric dipole-dipole
model and occur at too large a distance to be superexchange.
It is shown that the development of a moderate-sized quantum processor, one
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with more than 10 qubits, in a stoichiometric rare earth crystal is feasible provided
that the optical inhomogeneous linewidth is reduced below 1 MHz. Demonstrations
of three or four qubit devices should be possible using existing materials.
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Chapter 1
Introduction
Quantum systems display features that have no classical analogue, such as the ability
for a system to be in a superposition of quantum states, or the phenomenon of entan-
glement: non-classical correlations between quantum objects even when separated
by arbitrarily large distances. In recent decades, it has been recognized that these
intrinsically quantum effects could be utilised in information processing, to make,
for instance, provably secure communications networks using quantum cryptogra-
phy [1], or computers that could solve problems insoluble by a classical computer
[2, 3].
These applications require the development and integration of a set of hardware
devices. The difficulty in making these devices lies in preventing decoherence of
quantum states to maintain the quantum nature of information while it is stored,
transmitted or manipulated. Much of the focus of quantum information processing
research is on developing new materials and systems in which there is little decoher-
ence and the quantum nature of information can be preserved. Rare earth ions in
solids are one system that is interesting for its good coherence properties, and this
has led to the suggestion that these solids could be used, for example, for quantum
computing[4, 5] or quantum memories [6]. This thesis is an account of the character-
isation of one particular rare earth solid, EuCl3·6H2O, for quantum computing. This
material was chosen because it has a high density of optically active rare earth ions
and very low disorder, which are very useful properties for the rare earth quantum
computing scheme described in this thesis.
1.1 Quantum computing
Similar to a classical computer, a quantum computer is made up of bits, which are
used to store information. There is, however, a crucial difference between classical
bits and quantum qubits: a qubit can exist not only in the binary states |0〉 and
|1〉, but in any superposition of these states, so it can, effectively, sample many
different states at once. The increased parallelism arising from this feature means
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that a quantum computer can solve some problems that are not readily soluble on
a classical computer, such as factorising a number into its integer factors [7], or
simulating a quantum system [2].
These applications have stimulated an explosion of research into quantum com-
puting over the last two decades. A huge variety of systems have been suggested
in which to implement quantum computing, including individually trapped ions [8],
superconducting circuits [9] and quantum dots [10]. However, only a handful of
these systems have demonstrated any computing operations beyond a two-qubit
entangling gate, a basic building block of any quantum computer. This fact high-
lights the difficulty of satisfying the very stringent requirements quantum computing
places on the physical system, which are summarised by the well-known DiVincenzo
criteria[11]:
1. The system must have well defined qubits, and be scalable.
2. There must be a way of initialising the system to a well-known state.
3. The coherence time must be much longer than the gate operation time. A co-
herence time 104 to 105 times longer than the gate operation time is considered
to be long enough that error rates are kept manageable.
4. A universal set of gates must exist. One example of a universal set of gates is
a single qubit arbitrary rotation gate, and a two-qubit CNOT gate.
5. There must be a way to read out a single qubit.
Since DiVincenzo first stated the criteria above, additional requirements have been
added to address the problem of integrating a quantum computer into a quantum
communication system [11]:
1. There must be a way to convert between stationary and flying qubits. The
flying qubits are generally considered to be photons.
2. There must be a way of transmitting flying qubits between locations.
These two additional requirements mean that stationary qubits that are optically
addressable are desirable because they provide a pathway to transfer information
from the stationary qubit to a photon serving as a flying qubit.
An additional requirement of a quantum computing system is that it be fault
tolerant: errors in the qubits or gates do not lead to errors in the computational
output. A variety of error correction protocols have been proposed, and all essen-
tially involve encoding the state of a single logical qubit onto multiple (at least five)
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physical qubits, and redesigning the gates so that errors in one of the physical qubits
can be detected. To enact these error correction protocols, there must be a high de-
gree of parallelism in the interactions between qubits: ideally, it should be possible
to enact gates between every pair of qubits in the system.
1.1.1 An example: ion trap quantum computing
Arguably the most successful quantum computing system to date is trapped ions,
and this provides a good example how the DiVincenzo criteria are realised in prac-
tice. In an ion trap quantum computer, singly charged ions are confined in an
electromagnetic trap and laser-cooled into a well-defined array, in which the separa-
tion between ions is determined by the balance of the external trap forces and the
Coulomb repulsion between the ions. Two electronic or hyperfine levels of each ion
serve as the qubit levels. As the ions are well separated from each other, transitions
between these levels can have extremely long coherence times, of the order of min-
utes [12], which is one of the chief advantages of this quantum computing scheme.
If the separations between the ions are sufficiently large, they can be individually
addressed with a focused laser beam.
Initialisation is achieved by using optical pumping to drive each ion into one of
the qubit levels, and optical pulses can be used to enact single qubit gates. Reading
out the qubit state requires the existence of a cyclic transition from one of the
qubit levels to an electronic excited state: a transition that can only decay to the
original qubit level. If such a cyclic transition exists, a resonant laser can be used to
repeatedly excite the transition, which will result in a large amount of fluorescence
if the qubit is in the resonant level and none if it is in the non-resonant level. This
gives a very reliable readout of the quantum state. The requirement for a cyclic
transition limits the type of ions that can be used to alkaline earth elements and
some transition metals.
While the large separations between ions result in long coherence times, they also
mean that there are no direct interactions between the qubits that could be used for
enacting multi-qubit gates. However, the entire qubit array oscillates coherently due
to the near-harmonic potential of the trap, and these vibrational modes can be used
to couple different qubits. A two-qubit gate can be enacted, for instance, by focusing
a laser on one qubit at such a frequency that it excites both the qubit itself and one
of the vibrational modes of the array. The transition frequencies of other ions in the
trap will be affected by the change in vibrational mode and become conditional on
the state of the first qubit. Using the vibrational modes of the trap requires cooling
the array into its vibrational ground state, which is one of the challenging aspects
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of ion trap quantum computing. The coherence time of vibrational excitations is
also much shorter than the single qubit coherence time at much less than 1 s [13].
The gate operation time is dependent on the number of ions in the trap and the
separation between the ions. At smaller separations the gates are faster but it is
more difficult to individually address each qubit.
Gate operations have recently been demonstrated between 14 qubits in an ion
trap [14]. The number of qubits is limited by the slowdown in gate speeds and
proliferation of vibrational modes that occurs at higher numbers of ions in the trap
[15]. Slow gate speeds mean high gate error rates, while a high density of modes can
result in crosstalk amongst the modes, leading to loss of information. By optimising
the laser pulses used in experiments, it should be possible to scale to tens of qubits
in a linear array [15]. One method for scaling beyond this level is a modular system,
a quantum charge-coupled device (QCCD) [16]. In this device, ions are stored in
a set of medium-sized traps, and ions can be moved amongst traps to enable gates
between any pair of qubits.
The example of ion trap quantum computing described above highlights two dif-
ficulties faced by almost all quantum computing hardware systems: first, trade-offs
have to be made between the DiVincenzo criteria to obtain optimal performance in
the system, such as between fast gates and individual addressability, and second,
scaling to even a moderate number of qubits is very difficult. Quite often, assem-
bling a large number of qubits is difficult, but even when an array of qubits can
be created, enacting gates between qubits that are separated by large physical dis-
tances becomes a problem for any hardware system. While it is possible to replace
direct two-qubit gate operations with “shuﬄing” type operations where a succession
of local interactions are used to entangle distant qubits, the increased number of
computations involved means that the error rates that allow efficient error correc-
tion are much lower than if shuﬄing is not used [17, 18]. The solution is a modular
approach in which mid-sized qubit systems are coupled together by some sort of bus
qubit, often an optical qubit. In an ion trap, for example, coupling physical and
optical qubits can be done by placing the ions in an optical cavity.
1.2 Quantum computing using frequency- ad-
dressed qubits
Ion traps are one example of a quantum computing system that uses spatially ad-
dressed qubits: each ion in the trap is identical except that it is in a different position
and can be individually excited by a focused laser beam. Although most quantum
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computing systems demonstrated to date use spatially addressed qubits, this method
has two main disadvantages. First, to allow qubits to be spatially resolved, the dis-
tances between qubits need to be very large, at least 1 µm for ion traps. This is
a problem because it can mean that the interactions between qubits are weak. For
instance, in condensed matter systems, the separation between qubits is much larger
that the separation between each qubit and non-qubit atoms in the environment, so
isolating qubits from the environment becomes very difficult. The second disadvan-
tage of spatial addressing is that it requires a single-instance quantum system, and
there are very few systems that have both good coherence properties and a method
of single-instance readout of individual qubits.
An alternative is to use qubits that are non-identical in some respect, typically
in their transition frequencies. As these qubits can be addressed by the frequency,
they do not need to be spatially resolved and can be very close to each other: in
the systems described in this section, separations between qubits are of the order
of 10 Å or less. As the qubits are very close together, strong interactions can exist
between them. A second advantage of frequency addressing is that it is possible
to use an ensemble-based system made up of multiple, identical copies of the same
quantum system. Each ensemble qubit is then the ensemble of individual qubits in
each system that have the same frequency. Using large ensembles means that it is
possible to work with systems that cannot be read out in single instance.
Frequency-addressed quantum computing does have its own disadvantages. An
oft-cited problem is that as the number of qubits increases, the frequency space
the qubits occupy “fills up”, and eventually there are no more frequencies avail-
able, limiting the number of qubits. However, this is not a problem exclusive to
frequency-addressing: a directly analogous problem occurs in spatially addressed
systems because the extent in space that the quantum system can occupy is limited
by the requirement that the qubits must be able to interact, so that eventually this
space is filled and no more interacting qubits can be added. In both methods of ad-
dressing, minimising this filling problem requires minimising the amount of space (in
the spatial or frequency domain) taken up by each qubit relative to the total space
available, although the problem can be ameliorated by using shuttling or shuﬄing
operations, such as those described in Section 1.1.1.
The major disadvantage of frequency-addressed quantum computing comes from
the use of ensemble-based systems. When using an ensemble, inhomogeneity in the
ensemble can lead to computational errors and is the limiting factor on the number
of qubits an ensemble-based system can be scaled to. As discussed in this thesis,
this limit is around 100 qubits in EuCl3·6H2O, similar to the limit in ion traps,
in which the limit on the scalability is the interaction strength between spatially
6 Introduction
(a) (b)
Figure 1.1: Examples of the molecules used in liquid-state NMR quantum computing.
The blue atoms are those used for qubits. (a) is trichloroethylene, a three qubit system
and (b) is a perfluorobutadienyl iron complex, a seven qubit system, used in the work of
Vandersypen et al. [23].
distant qubits. Scaling beyond this limit using frequency addressing is possible
using a single-instance system.
1.2.1 Liquid-state NMR quantum computing
The most well-known ensemble-based quantum computing scheme is liquid-state
nuclear magnetic resonance (NMR) quantum computing. First described in 1997
[19, 20], NMR quantum computing progressed rapidly, with demonstrations of a
variety of quantum algorithms ([21, 22, 23] and many others) and computations with
up to seven qubits [23]. While liquid state NMR is intrinsically not scalable [19], it
has served as a useful testbed for quantum computing and many of the techniques
developed can be directly transferred to various solid state NMR implementations,
such as the rare earth systems that are the subject of this thesis.
Liquid-state NMR quantum computing is performed on a solution containing
molecules that contain a number of spin-half nuclei. Two examples of the types
of molecules used are shown in Figure 1.1. The solution is placed in a magnetic
field to split the two spin-half levels. These two levels serve as qubit levels. Each
nucleus in the molecule is in a unique magnetic environment and so has a different
splitting. A qubit is formed from an ensemble of nuclei in identical sites on differ-
ent molecules, and the number of qubits available is given by the number of distinct
spin-half nuclei on each molecule. Because the molecules are tumbling rapidly within
the solution, interactions with the environment are averaged to zero over the mea-
surement timescale, and coherence times of nuclear spin transitions are long, often
many seconds. Interactions via the chemical bonds between nuclei are used to enact
two-qubit gates, and readout is achieved by measuring the bulk magnetisation of
the sample using standard NMR spectroscopy techniques.
The advantages of liquid-state NMR are the long coherence times of nuclear spin
transitions, strong interactions for gates, and easy readout. One major disadvantage
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is that it is not possible to initialise the ensemble into a pure state. Because the
splitting between the qubit levels is small, both are thermally populated at room
temperature. Pseudo-initialisation is possible by selecting a sub-ensemble in an
“effective pure state” but the size of this ensemble decreases exponentially with the
number of qubits, which means that liquid-state NMR is not scalable. A second
problem is that operating a gate between two qubits affects the evolution of other
qubits, necessitating the use of refocusing pulses to undo the unwanted evolution.
This requires very long pulse sequences, and if all the qubits are coupled to one
another, the number of refocusing pulses required increases exponentially with the
number of qubits.
These two problems– the inability to initialise qubits, and the inability to isolate
gates– prevent liquid state NMR from being scaled beyond, at most, twenty qubits
[24]. A solution to the initialisation problem is to use a material that can be cooled
to temperatures at which the qubit levels are not thermally populated, or a material
in which the ensemble can be optically pumped into one qubit level and in which the
thermal relaxation between levels is very slow, suggesting the use of a solid. There
are a number of solid state systems in which spin coherence times approaching, and
even surpassing, those of liquids are possible. The larger problem in using solid
state systems is that, unlike in liquids where the rapid motion of molecules averages
out any differences in qubit environments, inhomogeneities in the ensemble become
important. The number of systems in which well-defined qubits can be created is,
therefore, much smaller. Although a number of very promising systems for single
instance quantum computing in solids have been described, including phosphorus
dopants in silicon [25], quantum dots [10] and nitrogen-vacancy centres in diamond
[26], to my knowledge the only system in which ensemble quantum computing has
been proposed is rare earth doped crystals [4].
1.2.2 Quantum computing in stoichiometric rare earth crys-
tals
Rare earth ions in solids are an interesting candidate quantum computing system
because they have very long coherence times on their optical and spin transitions.
Chapter 8 in this thesis outlines a method for quantum computing in a stoichio-
metric rare earth crystal, one that is fully concentrated in the rare earth ion used
for quantum computing. For clarity, the description here assumes the material is
stoichiometric in Eu3+, but this scheme could be applied to other rare earth ions.
Eu3+ has an optical transition at 580 nm from its 7F0 ground state to its 5D0
excited state and both these optical levels are split into three by the hyperfine
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(a) (b)
Figure 1.2: (a) A solid-state “molecule”. Eu3+ ions (blue) around a dopant in a sto-
ichiometric Eu3+ crystal. For clarity, only the eleven closest ions are shown. (b) The
corresponding optical spectrum. The nearest Eu3+ ions to the dopant have their optical
transition frequencies shifted, leading to satellite lines in the spectrum. In this simulated
spectrum, only eleven satellite lines are shown although rare earth crystals can show many
more satellite lines than this.
interaction. Two of the ground state hyperfine levels are used as qubit levels because
the coherence times of hyperfine transitions in rare earth ions can be more than 30 s
[27], much longer than optical transitions, which have coherence times of the order of
milliseconds. At liquid helium temperatures, all three ground state hyperfine levels
are equally populated but it is still possible to initialise the ions in a well-defined
state because the population can be optically pumped into one level. Relaxation
amongst the hyperfine states is extremely slow, so once the ensemble is prepared in
one qubit level, it will stay there for many hours.
To create multiple qubits in a rare earth quantum computer it is necessary to
dope the stoichiometric material with a low concentration of another rare earth
ion. When the stoichiometric material is doped with another rare earth the dopant
substitutes at Eu3+ sites, but because it has a different radius from the host ions,
it causes strain in the crystal structure. The Eu3+ ions surrounding the dopant,
which were previously identical, are now each in a unique environment due to the
strain and the frequency of their optical transition is shifted by different amounts.
The dopant ion and the Eu3+ ions surrounding it become, therefore, a solid state
analogue of the molecules of liquid-state NMR: each ion in the solid-state molecule
is distinguishable on the basis of its optical frequency, and each solid-state molecule
in the crystal is identical, provided that the dopant concentration is low enough
that each dopant ion is well isolated. Figure 1.2 shows what a solid-state molecule
might look like, along with the optical spectrum of the crystal. Each satellite line
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(a) (b)
Figure 1.3: Enacting gates on rare earth ensemble qubits via the optical excited state.
(a) Single qubit rotation: two optical pi pulses can be used to change the qubit state from
|0〉 to |1〉. (b) Two-qubit gate: exciting the control qubit shifts the optical frequency of
the target qubit, and a single qubit rotation will not change the qubit state. This is a
CNOT gate.
in the spectrum is due to the Eu3+ ions in a single site relative to the dopant ion,
and every Eu3+ ion in that site contributes to that line. This ensemble of ions is a
qubit.
As each qubit is optically resolved, it can be addressed and manipulated indi-
vidually. While the qubit levels are two ground state hyperfine levels, it is possible
to manipulate the state of the qubit optically by applying pulses at the transition
frequencies between these levels and the optical excited state, as illustrated by Fig-
ure 1.3 (a). Readout of the ensemble qubits is achieved using coherent transient or
incoherent techniques standard in rare earth spectroscopy.
Electronic ion-ion interactions between qubits can be used to enact multi-qubit
gates. These interactions result in a shift of the optical transition frequency of
surrounding ions when one ion is transferred into the optical excited state. Using
these shifts, gates can be enacted on the optical transition, as shown in Figure 1.3
(b). The advantage of this method of enacting gates is that it does not affect the
ground state hyperfine levels, so it is possible to enact a gate between two qubits
without disturbing any other qubits, which is not possible in liquid-state NMR.
Additionally, since the ions in one qubit will be very close to ions in another qubit
(ion separations in rare earth crystals are of the order of 10 Å), the interactions
between them are likely to be correspondingly strong, and the shifts large.
One advantage of using a stoichiometric rare earth crystal for quantum comput-
ing is that it is not difficult to create multi-qubit systems, as simply doping the
crystal with one dopant leads to a large number of potential qubits. The number
of qubits available depends on the number of resolved satellite lines, which can be
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one hundred or more, depending on the host and dopant material. This number can
also be increased if the linewidth of each line is reduced, so that satellite lines that
may previously have been overlapped with each other are resolved. Scaling to larger
numbers of qubits than the number of resolvable lines is difficult in an ensemble
scheme. However, the same system could be used for single-instance quantum com-
puting if it were possible to read out a single rare earth ion. This is difficult because
rare earth optical transitions are weak, but it has recently been achieved using an
electrical method in Si [28], and using an up-conversion process in a Pr3+-doped
crystal [29], suggesting that single instance quantum computing using rare earth
ions is feasible.
1.2.3 Quantum computing in rare earth doped solids
Quantum computing schemes using rare earth ions have been proposed previously
[4], and demonstrations of the initial steps towards computation have been made, in-
cluding a low-fidelity two-qubit gate [30]. These proposals use the rare earth dopant,
rather than host, ions in a crystal. This allows a wider range of materials to be used,
as many rare earth materials stoichiometric in the rare earth ion have interactions
between ions so strong that the coherence properties are poor. Additionally, doped
materials are much more commonly studied in rare earth spectroscopy and their in-
teractions are better understood. There are, however, substantial disadvantages to
using a doped crystal, which stem from the fact that the dopant ions are randomly
distributed in the crystal.
To create qubits in a doped material, sub-groups of ions are selected out from
the inhomogeneously broadened optical line using optical pumping. Each of these
ensemble qubits can be manipulated and read out by the same methods as described
above for the qubits in a stoichiometric material. The major difference comes when
enacting multi-qubit gates. Because the dopant ions are randomly distributed in the
crystal, there is no fixed spatial relationship between ions in one qubit and ions in a
second qubit. This means that there is a wide range in interactions strengths between
two qubits. Interactions are also relatively weak because the distances between ions
are large. To allow high-fidelity gates, it is necessary to apply a further selection
process to both qubits, so that only those ions with strong interactions are retained.
This substantially reduces the size of the ensemble qubit. The more qubits in the
system, the more times this selection process must be applied, and the ensemble
size shrinks exponentially. Eventually, it reaches a level too low for the qubit to be
detected and this limits the number of qubits that could be demonstrated in a rare
earth doped material: for a crystal of 0.5% Eu3+:YAlO3, which has been suggested
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for quantum computing [31], it can be calculated that the concentration of suitable
sets of six interacting qubits is O(10−19), or approximately one instance per crystal.
Two main methods have been suggested to improve the scaling of a rare earth
doped quantum computer. The first is to designate one of the dopant ions as a bus
qubit, and to enact gates between any two client qubits in a two step process using
their individual interactions with the bus qubit [32]. This increases the number
of ions in each ensemble qubit because the client qubits need only have strong
interactions with the bus qubit, not every other qubit. However, the ensemble size
still decreases exponentially with the number of qubits in the system, so a bus qubit
is unlikely to make any significant difference to the limiting number of qubits. The
second method for improving scalability is, similar to in a stoichiometric crystal,
to use a single-instance approach where the crystal is doped with an ion that can
be read out in single instance, and this ion is used to read out the state of nearby
qubit ions [32]. In single-instance, the exponential scaling is no longer a problem.
However, because the dopant ions are still randomly distributed in the crystal, it
is necessary to find the ions that are close enough to interact with each other and
the readout ion, and as the number of qubits required increases, the number of ions
that have to be rejected because they do not interact with all other qubits also rises,
meaning the preparation time for the qubit system increases exponentially with the
number of qubits. It has been suggested [32] that it is possible to use a chain qubit
configuration, where each qubit need only interact with its nearest neighbours. The
reduced parallelism in such a system, however, reduces the error threshold that
allows fault-tolerant quantum computation.
1.2.4 Effect of ensemble inhomogeneity
When using any sort of ensemble for quantum computing, the major problem is
inhomogeneity amongst the ensemble. In a rare earth crystal, the primary concern
is inhomogeneity in the optical transition frequency, which arises because defects in
the crystal mean that each host rare earth ion is in a slightly different crystalline
environment, leading to inhomogeneous broadening of the transition. These defects
may be impurities, point defects such as vacancies, or growth defects, and their
concentration can vary substantially between materials. The broadening they cause
can be very substantial: homogeneous linewidths in rare earth crystals are of the
order of kilohertz, while inhomogeneous linewidths are of the order of gigahertz, a
factor of 106 larger. With large inhomogeneous broadening on each ensemble qubit
it is not possible to apply pulses that can manipulate the entire qubit. A solution is
to use spectral holeburning (optical pumping) techniques to select out a spectrally
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narrow sub-ensemble from each qubit [33]. The disadvantage of such a method is
that each new qubit contains a different ensemble of ions, and there is no guarantee
that an ion in one qubit will have a corresponding partner in another qubit. An
additional selection process is required that retains only those ions in each qubit that
can interact with ions in all other qubits. Similar to the selection process required for
rare earth doped materials described in Section 1.2.3, this selection process means
that the number of ions in each ensemble qubit decreases exponentially with the
number of qubits, and limits the number of qubits that could be prepared.
A second type of inhomogeneity is inhomogeneity in the interaction strength
between the ions in two ensemble qubits, as this will introduce errors during gate
operations. This is a far larger problem in a doped crystal, where the ions in two
ensemble qubits do not have a fixed spatial relationship, than in a stoichiometric
crystal.
1.3 Direction taken in this thesis
Scalable ensemble-based quantum computing in rare earth crystals will only be pos-
sible if the inhomogeneous broadening is sufficiently low that spectral-holeburning-
selection of qubits is not necessary. The threshold broadening is of the order of
1 MHz: at this linewidth, an entire satellite line (ensemble qubit) could be coher-
ently manipulated with sufficiently strong laser pulses. Unfortunately, this is an
order of magnitude smaller than the narrowest linewidth observed in a rare earth
solid to date, 10 MHz in Nd3+:Y7LiF4 [34], and two orders of magnitude smaller
than narrowest linewidth in a stoichiometric solid, 95 MHz in EuCl3·6H2O (reported
here).
Inhomogeneous broadening in rare earth crystals is not well understood. In part,
this thesis is a detailed investigation of inhomogeneous broadening in EuCl3·6H2O,
the stoichiometric material with the lowest inhomogeneous linewidth. The purpose
of this investigation is to better understand sources of broadening in low linewidth
materials and determine whether it is possible to reduce the linewidth of EuCl3·6H2O
below the 1 MHz limit, or whether it is feasible that materials could be found with
much lower linewidths.
While the linewidth of EuCl3·6H2O is too large to allow truly scalable quantum
computing at present, it will be shown that it is small enough that it is feasible to
prepare a small number of qubits (up to four). As such, it serves as a useful testbed
for the stoichiometric quantum computing proposal, and this thesis presents the
initial characterisation needed to allow small qubit systems to be demonstrated in
this material. The three main parts of this characterisation are: measuring the
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homogeneous and inhomogeneous linewidths to determine how many qubits could
be prepared in current materials; associating satellite lines in the spectrum with
spatial positions in the crystal; and measuring the interactions between qubits that
could be used to enact multi-qubit gates.
1.4 Outline of the thesis
The thesis is organised as follows:
Chapter 2 gives the basic theory of rare earth spectroscopy relevant to the re-
mainder of the thesis. It focuses on how interactions between rare earth ions and
inhomogeneities in their environment affect the spectroscopic properties of the rare
earth ion.
Chapter 3 describes the experimental techniques used throughout the thesis,
including the crystal growth process developed to grow high-quality crystals, and
the spectroscopic methods used to study the complicated structure of the 7F0 →5D0
transition of EuCl3·6H2O.
Chapters 4–7 detail the experimental results. Chapter 4 describes a study of
the inhomogeneously broadened lineshape and satellite structure of the 7F0 →5D0
transition of EuCl3·6H2O, and investigates the contribution of chemical dopants and
isotope impurities to the linewidth and line structure. The possibility of reducing
the linewidth by purifying the crystals is discussed in this chapter.
The spin Hamiltonian of the optical ground and excited states of EuCl3·6H2O
is characterised in Chapter 5. Using this information, the magnetic dipole-dipole
interactions between Eu3+ ions and a Ce3+ dopant were modelled, and this model
was used to assign satellite lines to crystallographic sites around the dopant.
Chapter 6 describes measurements of the optical coherence time and lifetime.
The improvements to both the lifetime and the coherence time that can be made
by fully replacing the hydrogen ligands in the crystal with deuterium are measured
in this chapter.
The electronic ion-ion interactions between Eu3+ ions in different satellite lines
that could be used to enact two-qubit gates are measured in Chapter 7 for a set of
seven satellite lines. These are compared with a model that assumes the interactions
are electric multipole-multipole.
Chapter 8 describes how quantum computing could be achieved in a stoichio-
metric rare earth crystal in more detail than presented in this chapter. Using the
results of the previous four results chapters, the performance expected of a quantum
computer implemented in EuCl3·6H2O is briefly outlined.
Chapter 9 concludes the thesis with a discussion of the results, and how they can
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be applied more broadly to other rare earth materials. Prospects for finding narrow
linewidth rare earth materials are discussed.
Chapter 2
Background theory
Quantum information processing is the most recent in a myriad of applications of
rare earth ions in solids. From phosphors in lighting to lasers and fibre amplifiers,
rare earth solids have found uses due to two key properties: the prevalence of tran-
sitions in or near the visible spectrum, and the relative insensitivity of the ions to
their crystalline environment. It is this second feature, which results in sharp optical
transitions with high spectral densities and long coherence times, that is crucial for
quantum computing, for which a qubit needs to be extremely well isolated from its
environment to avoid the loss of quantum information through decoherence. The
coherence times obtainable in rare earth crystals are substantial: the longest optical
coherence time observed is 4.8 ms in Er3+:Y2SiO5 [35] while hyperfine coherence
times in excess of 30 s have been measured in Pr3+:Y2SiO5 [36]. These are among
the longest coherence times observed in any material.
While the interactions between rare earth ions and their environment are weak,
they provide the fundamental limits on the spectral density and coherence times in
rare earth solids. For example, fluctuating magnetic fields due to nearby spin flips
result in dephasing on optical and hyperfine transitions, while inconsistencies in the
electric field of the crystal due to defects lead to inhomogeneous broadening of optical
transitions, thereby lowering the spectral density. These effects vary substantially
between rare earth ions and between host materials, and it is not always clear why.
This thesis investigates EuCl3·6H2O, a material with unusually weak interactions,
in an attempt to shed light on this question.
Interactions are also important for a different reason: any quantum computing
scheme needs a method of coupling qubits to enact quantum gates. In rare earth
quantum computing schemes, it is the electronic ion-ion interactions between rare
earth ions that are proposed for enacting gates. These interactions are difficult to
study in rare earth crystals and, in many systems, not well understood. One of the
primary purposes of this thesis is to outline a set of techniques that can aid in the
study of these interactions.
This chapter begins with a brief explanation of the relevant theory of rare earth
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Figure 2.1: Radial probability distribution for the outer orbitals of Gd+, copied from
the figure in [37].
spectroscopy focusing on that relevant to Eu3+. This is followed by an outline of
knowledge about the contribution of interactions to dephasing and inhomogeneous
broadening, and a survey of previous measurements of electronic ion-ion interactions
between rare earth ions. The chapter concludes with a section on EuCl3·6H2O, the
material studied in this thesis.
2.1 Chemistry of the rare earths
The rare earths, which comprise the lanthanide elements and yttrium although scan-
dium is sometimes included, are a group of chemically and physically very similar
metals. They are strongly electropositive, and their most common oxidation state
is 3+. The trivalent lanthanide ions have partially filled 4f orbitals, with the elec-
tronic configuration [Xe]4fn for n from 0 to 14, as shown in Table 2.1. The chemical
similarity of the rare earth ions as well as their insensitivity to a crystal environment,
are the result of this electronic structure. The filled 5s and 5p orbitals penetrate
farther from the nucleus than the valence 4f shell as shown in Figure 2.1, so they
shield the 4f electrons from the environment and are the primary bonding electrons.
There is a gradual decrease in the radii of the lanthanide ions called the lan-
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Atomic
number
Element Electron config-
uration RE3+
Ground state
RE3+
Ionic radius
RE3+ (pm)
21 Sc 3d0 1S0 87
39 Y 4d0 1S0 101.9
57 La 4f 05s25p6 1S0 116.0
58 Ce 4f 15s25p6 2F5/2 114.3
59 Pr 4f 25s25p6 3H4 112.6
60 Nd 4f 35s25p6 4I9/2 110.9
61 Pm 4f 45s25p6 5I4 109.3
62 Sm 4f 55s25p6 6H5/2 107.9
63 Eu 4f 65s25p6 7F0 106.6
64 Gd 4f 75s25p6 8S7/2 105.3
65 Tb 4f 85s25p6 7F6 104.0
66 Dy 4f 95s25p6 6H15/2 102.7
67 Ho 4f 105s25p6 5I8 101.5
68 Er 4f 115s25p6 4I15/2 100.4
69 Tm 4f 125s25p6 3H6 99.4
70 Yb 4f 135s25p6 2F7/2 98.5
71 Lu 4f 145s25p6 1S0 97.7
Table 2.1: Properties of the rare earth elements. The electron configurations start at the
valence shell for each ion. The ionic radii given are for an eight coordinate ion, from [38].
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Point group n Equivalents Symmetry elements
Cn 1, 2, 3, 4, 6 n-fold rotation axis
Cnh 1, 2, 3, 4, 6 Cs = C1h Cn + mirror plane perpendicular to n-
fold axis
Cnv 1, 2, 3, 4, 6 C1v = C1h Cn + mirror plane parallel to n-fold
axis
Dn 1, 2, 3, 4, 6 D1 = C2 Cn + n 2-fold rotation axes perpendic-
ular to the n-fold axis
Dnh 1, 2, 3, 4, 6 D1h = C2v Dn + mirror plane perpendicular to the
n-fold axis
Dnd 1, 2, 3 D1h = C2v Dn + n mirror planes parallel to the n-
fold axis passing between two fold axes
S2n 1, 2, 3 Ci = S2 2n-fold rotation-reflection axis (rota-
tion followed by reflection in a perpen-
dicular plane)
Table 2.2: The crystallographic point groups, excluding those with multiple high-order
symmetry axes (the tetrahedral group T, Th and Td, and the octahedral group O and
Oh). The groups are given in Schönflies notation, the notation most commonly used in
rare earth optical spectroscopy.
thanide contraction, which arises because the 4f electrons, although well shielded
from the environment, are not well shielded from the nucleus. As the nuclear charge
increases across the period, the radius of the rare earth ion decreases by 20%, mean-
ing that erbium has a similar radius to yttrium. Because the bonding electrons
do not change across the lanthanide period, the differences that exist in chemistry
between the rare earths arise from the differences in radius. These differences are
generally small and the crystal structures of materials that differ only in the rare
earth they contain are often isomorphous. Rare earth ions are most commonly
coordinated with eight ligands, although other coordination numbers are possible.
The symmetry of the crystal site occupied by a rare earth, defined by the crystal-
lographic point group, determines the degeneracy of the electronic levels and whether
transitions between levels are allowed. The 32 crystallographic point groups are de-
scribed in Table 2.2. There are two important divisions of these point groups in rare
earth spectroscopy: centrosymmetric/non-centrosymmetric groups and axial/non-
axial groups. These subsets of the point groups are listed in Table 2.3. The non-
centrosymmetric point groups are those that do not have inversion symmetry, and
an important subset of the non-centrosymmetric groups are the polar groups, those
with a single axis of symmetry. The axial point groups have trigonal, tetragonal or
cubic symmetry.
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Point groups
Centrosymmetric S2, C2h, D2h, C4h, D4h, S6, D3d, C6h, D6h, Th, Oh
Non-centrosymmetric C1, C2, Cs, D2, C2v, C4, S4, D4, C4v, D2d, C3, D3, C3v,
C6, C3h, D6, C6v, D3h, T, O, Td
Polar
non-centrosymmetric
C1, C2, Cs, C2v, C4, C4v, C3, C3v, C6, C6v
Axial C4, S4, C4h, D4, C4v, D2d, D4h, C3, S6, D3, C3v, D3d, C6,
C3h, C6h, D6, C6v, D3h, D6h, T, Th, O, Td, Oh
Non-axial C1, S2, C2, Cs, C2h, D2, C2v, D2h
Table 2.3: Divisions of the point groups that are important in the study of rare earth
spectroscopy.
2.2 4f energy levels
The low lying transitions of the lanthanide elements are between levels within the 4f
configuration. The strong shielding of the 4f electrons from the crystal environment
means that these levels are very similar in energy to those of the free ion, and the
crystal field can be considered as a perturbation to the free ion Hamiltonian. To
a first approximation, the free ion Hamiltonian consists of the Coulomb attraction
between the electrons and the nucleus, as well as the central part of the Coulomb
repulsion between the electrons, which acts to reduce the attraction to the nucleus.
In this central field approximation, all the n = 4 levels are degenerate. Beyond
the central field approximation, there are a number of interactions that contribute
to the energy level structure, and these are listed in Table 2.4. The next most
important interactions are the non-central part of the Coulomb repulsion which lifts
the degeneracy in n, and the spin orbit interaction, which lifts the degeneracy of
the 4f levels. The spin orbit interaction mixes states with different orbital angular
momentum L and spin S, but the same total angular momentum J . Because the
spin orbit interaction is large in the rare earths, the mixing is substantial and L
and S are no longer good quantum numbers. The resulting (2J + 1)-degenerate
multiplets are labelled according to J and the dominant L and S values with the
Russell-Sanders symbol 2S+1LJ .
The crystal field partially or wholly lifts the 2J + 1 degeneracy. The degree to
which the degeneracy is lifted is dependent on the symmetry of the crystal site and
whether the ion has an odd number of electrons (a Kramers ion) or an even number
(a non-Kramers ion). The degeneracy is wholly lifted for a non-Kramers ion in
a non-axial site, resulting in electronic singlet states, which is the case for Eu3+ in
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Interaction mechanism Energy splitting (cm−1)
Configuration splitting (4fN − 4fN−15d) 105
Non-central Coulomb 104
Spin-orbit interaction 103
Crystal field interaction 102
Hyperfine splitting 10−1 – 10−3
Superhyperfine splitting (ion-ligand hyperfine) 10−2 – 10−4
Table 2.4: Energy levels splittings for rare earth ions in crystals [39].
EuCl3·6H2O. Kramers ions retain a two-fold degeneracy even in low-symmetry sites.
The crystal field level of a state is indicated in brackets after the Russell-Sanders
symbol for the state.
The energy levels for each of the lanthanides that result from the combination
of free ion and crystal field Hamiltonians are shown in the Dieke diagram in Figure
2.2. The host material in this case is LaCl3, but the levels are very similar for other
host materials. The crystal field levels are not resolved in this diagram; the degree
of splitting is indicated by the width of the lines.
2.2.1 f → f transitions
In a free rare earth ion, electric dipole transitions between the 4f levels are forbidden
because the electric dipole operator connects states of different parity and all the
4f levels have the same parity. However, in crystals these transitions do occur for
rare earth ions in non-centrosymmetric sites. As explained by Judd [41] and Ofelt
[42], in these sites the crystal field mixes opposite parity states of the 5d and other
configurations into the 4f levels, leading to mixed parity states for which non-zero
transition probabilities are possible. In the Judd-Ofelt theory, transitions between
levels J = 0 to J ′ are strong for J ′ = 2, 4, 6 and forbidden for J ′ = 0, 1, 3, 5. If mixing
between 4f levels due to the crystal field is included in the model, the forbidden
transitions become allowed for crystallographic sites belonging to the polar point
groups [43]. In particular, the 0 → 0 transition becomes allowed due to mixing
of J = 2 levels into the ground state. The transition studied in this thesis, the
7F0 →5D0 transition, is a 0→ 0 transition.
Transitions that are not electric-dipole allowed after taking the crystal field into
account may still occur by other means. They can be magnetic dipole allowed,
or can occur through coupling to vibronic modes. In high symmetry sites where
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Figure 2.2: Dieke diagram of the energy levels in RE3+:LaCl3, from [40]. The red arrow
indicates the transition studied in this thesis, the 7F0 →5D0 transition of Eu3+.
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electric dipole transitions are forbidden, defects in the crystal structure can lift the
symmetry and partly allow the transition.
2.3 Hyperfine interactions
The crystal field levels are further split by a number of interactions, which lead
to hyperfine structure. For the purposes of describing this hyperfine structure, the
Hamiltonian of the rare earth ion is often written as [44]:
H = HFI +HCF + (HHF +HQ +Hz +HZ). (2.1)
In this equation, HFI and HCF are the free ion and crystal field Hamiltonians
respectively, which describe the electronic levels, and the bracketed terms are treated
as a perturbation on this electronic Hamiltonian. To simplify the treatment of the
perturbation, an approximation of the electronic Hamiltonian is used in which the
L and S mixing by the spin orbit interaction and the J mixing by the crystal field
are assumed to be small. In this approximation, L, S and J are good quantum
numbers.
In the treatment given here, I consider only the the perturbation Hamiltonian rel-
evant to Eu3+ in EuCl3·6H2O, that for a non-Kramers ion in a non-centrosymmetric
site. The low symmetry crystal field quenches the orbital angular momentum so
that all the states are electronic singlets.
The four bracketed terms in Equation (2.1) are the hyperfine interaction HHF ,
the nuclear electric quadrupole interaction HQ, the nuclear Zeeman interaction Hz
and the electronic Zeeman interaction HZ . The two electronic terms HHF and
HZ vanish to first order because the orbital angular momentum is quenched. Their
second order terms are of a similar size to the nuclear termsHz andHQ. By applying
second order perturbation theory to the Hamiltonian in Equation (2.1), an effective
spin Hamiltonian can be constructed [45]:
Heff = −g2Jµ2B(B ·Λ ·B)Eˆ−B · (γNE+ 2AJgJµBΛ) · Iˆ− Iˆ · (A2JΛ + 2TQ) · Iˆ, (2.2)
where,
• gJ is the Lande g-value, gJ = 32 − L(L+1)−S(S+1)2J(J+1) ,
• µB is the Bohr magneton,
• B is the vector magnetic field,
• γN is the nuclear gyromagnetic ratio,
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• Iˆ is the nuclear spin operator,
• E is the identity matrix,
• Eˆ is the identity operator,
• AJ is the magnetic hyperfine constant, and
• TQ is the tensor describing the nuclear quadrupole interaction.
Additionally, the tensor Λ describes the second order electronic effects:
Λαβ =
2J+1∑
n=2
〈1|Jα|n〉〈n|Jβ|1〉
En − E1 , (2.3)
where the sum is taken over all members of the J multiplet except the level the
Hamiltonian applies to, designated |1〉.
The first term in Equation (2.2), which is quadratic in the magnetic field, is the
second order electronic Zeeman interaction, while 2AJgJµBB ·Λ · I is a second order
cross term between the electronic Zeeman and hyperfine interactions. This linear
term has the same form as the nuclear Zeeman interaction and these two terms can
be combined to form the enhanced nuclear Zeeman tensor, which is anisotropic with
principal axes given by Λ. Likewise, the second order magnetic hyperfine interaction
A2JI · Λ · I has the same form as the nuclear quadrupole interaction and is termed
the pseudoquadrupole interaction. The principal axes of the pseudoquadrupole and
quadrupole tensors do not coincide in sites with less than axial symmetry, and the
total quadrupole tensor will have principal axes different from the pseudoquadrupole,
quadrupole and enhanced Zeeman tensors.
2.3.1 Hyperfine interaction in Eu3+
The Eu3+ optical transition studied here, the 7F0 →5D0 transition, is unique among
trivalent rare earth f − f transitions in having both ground and excited state J = 0
levels. These singlet levels have very weak interactions with the crystal lattice, with
the interactions that do exist arising from slight admixtures of the nearby J = 1, 2
states. The admixture is larger in the 7F0 state than the 5D0 state because the
separation to the 7F1 state (≈ 10 THz) is much smaller than to the 5D1 state (≈
30 THz). As a result, the second order contributions to the 5D0 state, corresponding
to the pseudoquadrupole, quadratic Zeeman, and anisotropic linear Zeeman terms
in Equation (2.2), are small.
Eu3+ has two isotopes, 151Eu3+ and 153Eu3+, which are present in nearly equal
abundance. Both isotopes have nuclear spin I = 52 with large quadrupole moments,
24 Background theory
and the total quadrupole Hamiltonian splits the 7F0 and 5D0 states by 10–100 MHz
into three doubly degenerate levels in zero field. The sign of the pseudoquadrupolar
contribution to the 7F0 ground state is opposite to the true quadrupole, and so
the splittings in the ground state are smaller than in the excited state, where the
pseudoquadrupole contribution is negligible.
2.4 Stark shift
While the sensitivity of a rare earth transition to magnetic fields is given by the
Zeeman effect, its sensitivity to electric fields is given by the Stark effect. All rare
earth f → f transitions experience a Stark shift δf in an electric field E, which is
written [46]:
∆f = −L∆µ · E− 12L
2E ·∆α · E . (2.4)
In this equation, ∆µ is the difference in ground and excited state static electric
dipole moments, α is the electric polarisability of the ion, and L is the local field
correction, which describes the modification of the electric field by the crystal. In
general, L is anisotropic, but is commonly approximated as L = 1+23 with 1 the
low frequency dielectric constant, which is the isotropic local field correction in a
site of cubic symmetry [47].
The linear Stark shift is only present in non-centrosymmetric sites, for which
it dominates the quadratic Stark shift. A static dipole moment is possible in these
sites because of the admixture of opposite parity states into the 4f levels. The static
electric dipole moment of a state |ψi〉,
µi = 〈ψi| − erˆ|ψi〉 , (2.5)
is a measure of this admixture and tends to be larger in lower symmetry sites. It
is closely related to the electric dipole transition strength 〈ψi| − erˆ|ψj〉 between two
levels |ψi〉 and |ψj〉, although the Stark shift itself may be smaller than the transition
dipole moment as it is dependent on the difference in ground and excited state dipole
moments. Stark shifts for doped Eu3+ crystals are typically on the order of tens of
kHz.V−1.cm [46, 48].
For crystals in which the rare earth site is non-centrosymmetric, but there is
a centre of inversion somewhere in the crystal, there are two subsets of rare earth
sites whose dipole moments are related by inversion. In an electric field, these two
subsets of sites are shifted in opposite directions. The resulting splitting of spectral
lines is known as a pseudo-Stark splitting.
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2.5 Lifetimes
The optical lifetime T1 of a state can be written:
1
T1
= Γr +
∑
i
Γnr,i , (2.6)
where Γr is the radiative decay rate and the Γnr,i’s are various non-radiative decay
rates. Optical states in rare earth ions can be very long lived, both because the
radiative lifetimes are long, and non-radiative decay processes are often weak. Ra-
diative lifetimes are long because the oscillator strengths of optical transitions are
weak. These transitions are forbidden (often doubly forbidden) in the free ion, but
become slightly allowed in the lowered symmetry of a crystalline environment. The
resulting radiative lifetimes are up to milliseconds.
Coupling to phonons is the major non-radiative decay mechanism. At tempera-
tures below 4 K, the regime relevant in this thesis, few thermal phonons are present
and non-radiative decay is due to multi-phonon emission, the rate of which decreases
exponentially with the energy gap between optical levels [49]. The decay rate is also
dependent on the energies of the phonon modes available in the crystal, as this de-
termines the number of phonons required to span the energy gap. If phonon modes
exist for which the number of phonons required to span an energy gap is five or less,
non-radiative decay can be comparable to radiative decay [50]. The phonon energies
available vary between host materials, but are commonly less than 30 THz. For the
lowest states in a multiplet, such as the 5D0 state in Eu3+, the energy gaps are large
and non-radiative decay is weak in most materials.
One important exception is materials containing molecules with high energy
modes, particularly H2O. The O-H stretching mode has a frequency of the order of
≈ 110 THz, and requires four phonons to bridge the gap between the Eu3+ 5D0 state
and the 7F6 state, the highest lying state of the ground state multiplet. Non-radiative
decay via this high energy phonon mode is responsible for the short lifetimes of
hydrated rare earth materials compared to anhydrous materials ([51, 52, 53] and
others). These lifetimes can be substantially increased by deuterating the material
because O-D bonds have a lower phonon energy of ≈ 80 THz. In Eu3+, this means
that five phonons are required to bridge the 5D0 to 7F6 energy gap rather than four,
and improvements in the excited state lifetime of a factor of twenty are typically
observed [54, 55, 56].
Non-radiative decay can also occur because of ion-ion interactions between like
and unlike rare earth ions. This is a common source of decay in highly concentrated
systems. There are a number of different mechanisms for non-radiative decay via
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ion-ion interactions. Energy can be transferred between rare earth ions, migrating
through the crystals to non-standard sites in which it is lost non-radiatively (flu-
orescence traps). A second mechanism for non-radiative decay is cross-relaxation
quenching: an optically excited ion transfers some of its energy to an unexcited ion,
leaving both ions in intermediate states from which they decay non-radiatively by
other means. Ion-ion interactions are examined in more detail in Section 2.9.
Hyperfine transitions have very long lifetimes, partly because they are less sensi-
tive to the environment than optical transitions, and partly because there are very
few phonons at the very low energies of hyperfine transitions. Lifetimes as long as
weeks have been observed in rare earth hyperfine transitions [57].
2.6 Coherence times
One of the most interesting properties of rare earth ions for quantum and clas-
sical processing is their very long optical coherence times, which arise from their
weak interactions with the environment. The coherence time T2 is related to the
homogeneous linewidth Γh, which is the linewidth of a single ion:
Γh =
1
piT2
= 12piT1
+ Γφ (2.7)
where the first term describes the contribution to decoherence of population decay
and the second describes the contribution of pure dephasing processes.
The ultimate limit on the coherence time is 2T1, but the coherence time is often
much shorter than this due to dephasing processes. At room temperature, phonon
processes dominate dephasing, but these scale with temperature as T 7 and are gener-
ally negligible below 4 K. At cryogenic temperatures, dephasing of rare earth optical
transitions is commonly caused by fluctuations in the electric or magnetic field at
the rare earth site, as these cause fluctuations in the frequency of the optical transi-
tion via the Stark and Zeeman effects. For hyperfine transitions, fluctuations in the
magnetic field lead to coherence times on the order of milliseconds, much shorter
than the lifetimes.
When the source of a perturbation in the electric or magnetic field is other
optically excited ions, the dephasing process is known as instantaneous spectral
diffusion or excitation-induced dephasing [58]. The term instantaneous spectral
diffusion (ISD) , which comes from the similar process in NMR spectroscopy, is
used in this thesis. There are a number of mechanisms that can contribute to ISD
and the dominant mechanism is host and dopant dependent. For dopant ions with
non-singlet levels, such as Kramers dopants or non-Kramers dopants in axial sites,
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ISD commonly arises from a difference in magnetic dipole moments between optical
levels. This is the dominant mechanism for in Tb3+ in high symmetry YLiF4 [59]
or Er3+ in most materials, such as CaWO4 [60] and Y2SiO5 [61]. For non-Kramers
dopants in low symmetry sites, ISD is normally attributed to electric dipole-dipole
interactions, for example, in Eu3+:Y2SiO5 [62] or Y2O3 [63]. An exception is in
Pr3+ doped materials, where non-equilibrium phonons are often the source of ISD
[64, 65]. These phonons are produced during non-radiative steps in the decay of
optically excited transitions, and then excite other Pr3+ ions from the ground state
to a close-lying Stark level. This mechanism is only possible in Pr3+ because the
energy separation between the lowest Stark levels to the optical ground state is
unusually small (1.5 THz), and the phonons produced at this frequency are long-
lived. The effect of ISD on experimental measurements of the coherence time is
described in Section 3.5.1.
The contribution of ISD to dephasing can be reduced by decreasing the excitation
density of perturbing ions. In the limit of low excitation density, dephasing is
dominated by the fluctuating magnetic field generated by randomly flipping nuclear
spins. The longest optical coherence times are generally observed in low spin hosts,
such as Y2SiO5, where the only prevalent species with a magnetic moment is Y, and
its moment is small. The dephasing can be further reduced by applying a magnetic
field to the crystal, as this causes splitting of the nuclear spin levels and slows the
rate of mutual spin flips. By applying a field of 10 mT to a crystal of Eu3+:Y2SiO5,
Equall et al. [66] measured optical coherence times as long as 2.61 ms. The longest
coherence times observed on a solid state electronic transition were in Er3+:Y2SiO5,
in which a coherence time of 4.38 ms was observed by applying a magnetic of 7 T.
This corresponds to a homogeneous linewidth of 73 Hz [67].
Another way of extending the coherence time is to minimise the sensitivity of the
transition to fluctuations in the magnetic field. This is achieved by finding a mag-
netic field direction and magnitude at which the transition of interest undergoes
a turning point in all three dimensions, the ZEFOZ technique (ZEro First Order
Zeeman) [68]. This was one of the methods used to observe a coherence time of 30 s
in Pr3+:Y2SiO5 [36]. While this method has mostly been applied to hyperfine tran-
sitions, it can also be applied to optical transitions [69]. Calculating the positions
of turning points can be done once the spin Hamiltonian (Equation 2.2) is known.
While the ZEFOZ technique was not used in this thesis, the measurements of the
spin Hamiltonian provided in Chapter 5 could be used to calculate turning points.
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Figure 2.3: Inhomogeneous broadening on an optical transition as a consequence of
randomly distributed defects (yellow ions). The homogeneous linewidth Γh is much smaller
relative to the inhomogeneous linewidth Γinh than shown: typically, Γinh/Γh > 104.
2.7 Inhomogeneous broadening
While the homogeneous linewidths of rare earth optical transitions can be sub-
kilohertz at low temperature, the linewidth of an ensemble of rare earth ions (the in-
homogeneous linewidth) is much larger, ranging from 10 MHz to more than 100 GHz
depending on the material. The inhomogeneous linewidths of hyperfine transitions
are much smaller, typically tens of kilohertz, but still greater than the sub-kilohertz
homogeneous linewidths. The relationship between homogeneous and inhomoge-
neous linewidths is shown in Figure 2.3. Inhomogeneous broadening occurs because
the crystalline environment experienced by a rare earth ion varies from site to site
due to imperfections in the crystal lattice, and the optical and hyperfine transi-
tions are sensitive to changes in the crystalline environment. Optical transitions
are sensitive to inhomogeneities in the electric field, and, for non-singlet levels, the
magnetic field, while both magnetic and electric field effects broaden hyperfine tran-
sitions. The discussion that follows concentrates mostly on broadening of optical
transitions.
Imperfections in a crystal may arise from impurities introduced during the crystal
growth process or in the starting material, or defects that occur during crystal
growth and subsequent treatment of the crystal. They can be classified according
to their dimension:
• 0D: Point defects such as vacancies, interstitial atoms, substitutional impu-
rities and anti-site/non-stoichiometric defects (where atoms of different types
exchange positions).
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• 1D: Line defects (dislocations).
• 2D: Planar defects such as grain boundaries in polycrystalline materials or
stacking faults in layered materials.
• 3D: Volume defects such as voids, fluid inclusions or clusters of point defects.
Most crystals used in rare earth spectroscopy are high quality single crystals, in
which 2D and 3D defects are quite rare. When present, they cause large perturba-
tions to the crystal environment, leading to macroscopic inhomogeneous broadening:
broadening that varies with position in the sample. 0D and 1D defects lead to mi-
croscopic broadening, which is constant throughout the crystal. This section focuses
on microscopic broadening.
Substitutional impurities are a very common source of broadening in rare earth
crystals. In crystals doped with the rare earth ion of interest, the dopant itself
is often the major impurity and dominant source of broadening. Even in crystals
stoichiometric in the rare earth, other rare earth ions are a common impurity because
the chemical similarity of the rare earth ions makes them hard to separate.
Dislocations are line defects in the crystal structure, which arise during crystal
growth or when the crystal is subjected to stress. They occur naturally in all crystals,
although the dislocation density can vary greatly between materials. There are two
basic types of dislocations. An edge dislocation can be thought of as the line along
which a plane of atoms suddenly terminates in the crystal; the atoms slip in a plane
perpendicular to the dislocation. A screw dislocation occurs when atoms slip in a
direction parallel to the dislocation.
When a point or line defect occurs in a crystal, it causes strain in the crystal
environment, shifting the positions of ions. At the site of a optical centre, this results
in a change in the electric field gradient, and if the site is non-centrosymmetric, the
electric field. The electric quadrupole, and electric dipole for non-centrosymmetric
sites, interact with the gradient and the field, resulting in a shift in the line position.
This is the primary mechanism for inhomogeneous broadening in the case where the
defect itself is not charged. Charged, in this case, implies that it alters the overall
charge of the crystal – for a substitutional defect, this means it has a different charge
to the substituted ion. If the defect is charged, it creates an electric field which adds
to that due to strain. Other interactions between optical centres and defects do exist,
but they are typically only important at short distances, and do not contribute to
inhomogeneous broadening, as discussed in Section 2.8.
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2.7.1 The statistical continuum model of inhomogeneous
broadening
While the sources of inhomogeneous broadening on rare earth optical transitions
are complex, it is possible to make predictions about the amount of broadening and
the broadened lineshape expected of a particular source by applying a relatively
simple statistical model that treats the lattice as a continuum. This model has been
comprehensively described by Stoneham [70] and only the qualitative features of the
model are described here. The continuum model is based on four assumptions: a)
the transition frequency of an ion near a defect is linear in the perturbation caused
by the defect (the strain or change in the electric field), b) the contribution of each
defect to the total perturbation is additive, c) the defects causing broadening are
uncorrelated, and d) the lattice can be described as a homogeneous, isotropic solid,
so that the response of the optical centres to perturbations is encapsulated in the
macroscopic linear elastic tensor and dielectric tensor.
One consequence of these assumptions is that this model can only be applied to
the case where there are no defects close to the ions of interest, as for these ions the
perturbation is large, and the discrete nature of the crystal lattice is important. If
the defects are randomly distributed in the crystal, there will always be some ions
close to a defect. However, precisely because these ions are close to a defect, the
shift in their transition frequency is likely to be large, and rather than contributing
to the inhomogeneous lineshape they will give rise to satellite lines in the spectrum,
which are described in Section 2.8.
The continuum model makes qualitative, and in some cases quantitative, pre-
dictions of the inhomogeneous linewidth and lineshape for a particular broadening
source. There are three categories of broadening sources that are relevant to this
thesis: broadening by uncharged point defects, by charged defects, and by disloca-
tions.
When the defect is uncharged, the inhomogeneous broadening it causes arises
from the strain it induces in the lattice. Under the assumption of a homogeneous
lattice, the strain is dipolar, with a 1
r3 dependence on the distance between optical
ion and defect. The inhomogeneous lineshape predicted for a dipolar strain is a
Lorentzian function shifted from its unstrained frequency. Both the shift and the
linewidth are linearly dependent on the defect concentration and defect strength. A
Lorentzian lineshape arises whenever the perturbation is dipolar, which occurs for
two other cases: when the defect is charged but the optical ion is in a centrosym-
metric site so it has no dipole moment, or when the defect itself is dipolar (such as a
charged defect compensated for by a nearby opposite charge defect) and the optical
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site is non-centrosymmetric.
If the defect is charged and the optical site is non-centrosymmetric, the per-
turbation is given by the Stark shift, and has a 1
r2 dependence. The correspond-
ing inhomogeneous lineshape is a Holtzmark distribution, intermediate between a
Lorentzian and a Gaussian function, with a linewidth proportional to the concen-
tration of defects ρ2/3. The line is also shifted by an amount proportional to the
defect concentration.
The strain caused by dislocations is more complicated than that of a point defect,
and requires extra assumptions to model: the dislocations are constrained to lie
along a small number of directions, and they are homogeneously distributed in
these directions. The resulting strain field is proportional to 1
r
, and the lineshape
is Gaussian with a width proportional to the square root of the dislocation density.
The line is shifted by an amount proportional to the dislocation density.
The above trends in lineshape as a function of defect concentration only hold
when the defect concentration is low (< 1%). However, often in rare earth crystals
the inhomogeneous broadening is due to a high concentration, uncharged point de-
fect, such as a dopant or isotopic disorder. In this case, it has been shown that the
expected lineshape is a Voigt profile (the convolution of a Gaussian and Lorentzian
function) where the widths of the Lorentzian and Gaussian contributions are depen-
dent on the defect concentration [71, 72]. The lineshape is nearly Lorentzian at low
concentrations, while at 50% concentration the lineshape is purely Gaussian. This
gradual change in lineshape from Lorentzian to Gaussian with concentration was
observed in the spectra of Sm2+ in the mixed crystal SrFClxBr1−x [71], and in the
spectra of Er3+ in Y1−xErxAl5O12 [73].
2.7.2 Experimental studies of inhomogeneous broadening
Inhomogeneous broadening is observed on the optical transitions of almost all rare
earth crystals at low temperature. The amount of broadening varies widely be-
tween different host materials and for different rare earth ions, dependent on the
concentration and strength of defects as well as the sensitivity of the rare earth ion
to defects. The sensitivity of the rare earth ion determines a few general trends.
For instance, transitions between singlet levels in non-Kramers ions have narrower
linewidths than doublets because doublets can be split slightly by strain [75], and
Eu3+ has some of the narrowest linewidths on its 0 → 0 7F0 →5D0 transition, be-
cause this is largely insensitive to the crystal field. For example, 0.1%Eu3+:Y2SiO5
has a linewidth of 1.7 GHz in the site designated “site 1”, much smaller than the
linewidth of 0.02% Pr3+:Y2SiO5 of 4.4 GHz.
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Figure 2.4: Inhomogeneous lineshape for Er3+:Eu3+:Y2SiO5 [74]. The axis on the right
gives the absorption coefficient for 0.02%Er3+:Y2SiO5. Reprinted from Physical Review
B, Vol. 77, T. Böttger, C. W. Thiel, R. L. Cone, and Y. Sun, controlled compositional
disorder in Er3+:Y2SiO5 provides a wide-bandwidth spectral hole burning material at
1.5µm, pp 155125. Copyright 2008 by the American Physical Society.
There have been few systematic studies on the sources of broadening and the
strength and concentration of different defects. Much of what is known comes from
work that mainly concentrated on the effects of defects on optical lifetimes or co-
herence times. It has been well established that, in the doped crystals commonly
studied in rare earth spectroscopy, the major source of broadening is very often
the optically active dopant ion itself, leading to a linewidth that is dependent on
the dopant concentration. In Eu3+:Y2SiO5, the linewidth was shown to be linear
in dopant concentration for concentrations less than 1% [76], as expected from the
continuum model. The amount of broadening varies widely for different dopants and
host materials, but is dependent on the difference in radius of the host and dopant
ion. This is clearly demonstrated by 0.02% Er3+:Y2SiO5 doped with different con-
centrations of Eu3+ [74]. Y3+ and Er3+ have similar radii, while the radius of Eu3+
is 6% bigger. When the Eu3+ concentration is 0%, the linewidth of the 4I15/2→4I13/2
transition for ions in site 1 is 340 MHz, and at an Eu3+ concentration of 1%, it is
11 GHz, as shown in Figure 2.4. The lineshapes in both crystals were Lorentzian,
and this is often observed in lightly doped rare earth crystals, for example 0.1%
Eu3+:Y2SiO5 [77] and 1% Pr:LaF3 [78].
As the dopant concentration decreases, broadening mechanisms other than the
dopant-induced broadening become important. YLiF4 is a good example of this. At
very low (≈ 1 ppm) concentrations of Nd3+, the dominant broadening mechanism is
the disorder caused by having the two Li isotopes (6Li and 7Li) present in the crystal
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[34]. The broadening is thought to be due to the different zero-point vibrational
energies of the Li isotopes that arise from their different masses. As the vibrations
are anharmonic, a difference in vibrational energies leads to a difference in average
bond lengths [79, 80]. The linewidth of the 4I9/2 → 4F3/2 transition on Nd3+ is
reduced from 600 MHz in YLiF4 with a natural abundance of Li to as low as 10 MHz
in YLiF4 isotopically pure in 7Li, the narrowest inhomogeneous linewidth in any solid
[34]. Similarly narrow linewidths (between 40 and 160 MHz) are seen in Y7LiF4
doped with low concentrations of Er3+ [80, 81], where the remaining broadening is
attributed to the magnetic dipole-dipole interaction between Er3+ and the nuclear
spins of 19F.
While Y7LiF4 has the lowest optical inhomogeneous linewidths, there are a few
other materials that also show narrow linewidths. For example, Eu(OH)3 has a
linewidth of 160 MHz on the 7F0 →5D0 transition [82], while EuCl3·6H2O, the
crystal studied in this thesis, has a linewidth of 95 MHz (see Chapter 4). It is not
entirely clear why these materials, and not others, have such narrow linewidths.
However, the dominance of broadening due to isotope disorder indicates that the
broadening due to other sources, including dislocations and chemical impurities, is
small. This may be either because the concentration of these defects is low, or the
sensitivity of the rare earth ions to defects is low, or, most likely, a combination
of both. The dislocation density has been measured in some YLiF4 crystals to be
small, ≈ 103/cm2 [83].
In contrast to YLiF4, some crystals show large amounts of broadening from
sources such as chemical impurities and dislocations. For example, two crystals of
Y2SiO5 doped with 0.02% Eu3+ have been shown to have very different linewidths–
0.6 GHz and 2.8 GHz– suggesting that growth-dependent broadening sources such
as dislocations or the chemical impurities introduced during growth have a large
effect on the linewidth in this material [84]. Unfortunately, these mechanisms for
broadening have not been well studied in rare earth crystals.
2.8 Satellite lines
Whereas inhomogeneous broadening results from the random distribution of distant
defects around a rare earth site, satellite lines occur when a defect is very close to
a rare earth ion: the defect causes a large perturbation to the crystal field, shifting
the transition frequency of the ion outside of the inhomogeneously broadened main
line. Each rare earth ion in the same position relative to an identical defect will
contribute to the satellite line. Many rare earth transitions display satellite lines
separated from the main line by up to a few terahertz. An example of satellite line
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Figure 2.5: Excitation spectrum of the 7F0 →5D0 transition of Eu3+:YAlO3 [85].
Reprinted from Journal of Luminescence, Vol. 76-77, M. Yamaguchi, K. Koyama, T.
Suemoto, and M. Mitsunaga, Mapping of site distribution in Eu3+ : YAlO3 on RF-optical
frequency axes by using double-resonance spectroscopy, pp. 681-684. Copyright 1998,
with permission from Elsevier.
structure is shown in Figure 2.5 for the 7F0 →5D0 transition of Eu3+ in YAlO3 [85].
Satellite lines arise from similar sources to inhomogeneous broadening: point
defects, including substitutional dopants, chemical impurities, and vacancies. Dis-
locations do not lead to discrete satellite lines in general because the dislocations
in a crystal have a wide range of different directions, so the ions near a dislocation
have a wide range of frequency shifts, and contribute to inhomogeneous broadening.
Satellite lines were attributed to dislocations in Nd3+:LaF3 [86], but it seems more
likely that they were due to defects associated with dislocations, such as impurities
clustering near the dislocations.
While the source of satellite lines may be the same as the source of inhomoge-
neous broadening, the mechanism for the frequency shift can be very different. For
uncharged point defects, for instance, inhomogeneous broadening can be approxi-
mated as due to an electric dipole interaction because it is due to defects a long way
from the ion, and dipolar interactions always dominate at long distances. Satellite
lines, in contrast, are often due to ions in nearest neighbour positions relative to
the dopant. At these distances, the distortion of the crystal field due to a defect
must be treated as an electric multipole interaction where the higher order terms
can be quite large [87]. Other, direct interactions between ion and defect may also
become important, such as those described in the proceeding section. Because the
mechanisms for satellite lines are quite complex, little is known about the mecha-
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nisms active in particular systems. One material in which some information on the
mechanism could be gained is the solid solution Pr2Mg3xZn3(1−x)(NO3 )12·24H2O.
Pr3+ satellite lines positions in this material could be explained by perturbations to
the crystal field parameters, suggesting that the interaction was electric multipole,
although the form of the interaction was not determined [88, 89, 90, 91, 92].
One of the most detailed studies of the mechanisms behind satellite structure was
performed in ≈ 0.1% Pr3+:LaCl3 by Fricke [93, 94]. Satellite lines in the spectrum
of the 3H4 →3P1 and 3H4 →3P0 transitions arose from nearby Pr3+ ions or other
rare earth dopants. These dopants can occupy only a small number of unique
positions relative to the Pr3+ ion because the symmetry of the rare earth site is
high (C3h). Depending on the site occupied by the dopant, the symmetry of the
Pr3+ site is lowered to C3, Cs or C1. Fricke calculated the expected frequency shifts
and Zeeman splitting due to perturbations to the crystal field of these symmetries,
and found that the shifts are proportional to the separation of the Pr3+ ion and
the perturbing ion. This result agreed qualitatively with experimental values. By
examining the symmetry of different satellite lines in the optical spectrum, some
could be assigned to specific sites. Others could be attributed to the presence of
two perturbing ions near the Pr3+ ion on the basis of their dependence on doping
concentration. Fricke observed that co-doping Pr3+:LaCl3 with Ce3+, Gd3+ and Y3+
leads to a distribution of satellite lines that is similar for the three dopants, with
the shift of each line linearly dependent on the dopant radius. However, the satellite
lines due to Pr3+ did not conform to this trend, suggesting an additional mechanism
contributes to the satellite shifts when the perturbing ion is Pr3+.
Satellite lines associated with the dominant broadening source (if it is a point
defect) should always be present in a spectrum, but often spectra contain lines from
many different defects. For instance, in an extensive set of studies, Cone and co-
workers have studied the defects present in different EuVO4 crystals [95, 96, 97].
More than fifty satellite lines exist in the excitation spectrum of the 7F0 →5D0
transition of Eu3+ in EuVO4, separated from the main line by up to 2 THz, and the
presence, or intensity, of many of these satellite lines was found to be dependent on
the growth process. Pb, F, rare earth ions and vacancies were identified as possible
defects in the crystal. The sensitivity of the optical spectra of rare earth ions to
assorted defects has led to the suggestion that they could be used for detecting trace
impurities [98].
As well as identifying defects, satellite lines can be useful for studying the struc-
ture of a material, and particularly of the defects in that material. An example of
this comes from studies by various workers of Eu3+ in the fluoride crystals MF2 (M
= Cd, Sr, Ba and others)[99, 100, 101, 102, 103]. Eu3+ occupies the metal site but is
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charge-compensated by an interstitial fluorine ion, which lowers the symmetry of the
site. The symmetry of the site can be determined from the properties of a satellite
line, and this allowed a substantial amount of work on the nature of the sites, and
their dependence on the rare earth dopant and the metal ion. For instance, it was
found that the dominant site symmetry was dependent on the metal ion: Ba has
mostly C3v sites [101], while Sr has a mix of Oh, C4v and C3v [100].
In a rare earth doped crystal, satellite lines are often due to ion pairs: two dopant
ions in nearby sites. The shift of the satellite line depends on the positions of the
two ions relative to one another. This source of satellite lines was first studied by
Yamamoto and Kano in Eu3+:Y2O3 [104]. The ions may be of the same species, or
in the case of a co-doped crystal, different species. These satellite lines will occur in
any rare earth crystal that is inhomogeneously broadened by the dopant. Because
these satellite lines require two dopant ions to be near one another, their intensity
is quadratically dependent on the dopant concentration. If the crystal has only one
crystallographically distinct rare earth site, the two ions of a pair will contribute to
the same satellite line, and are likely to be nearly resonant. This makes ion pair lines
very useful for studying energy transfer and resonant electronic ion-ion interactions
between rare earth ions. Much of the work on energy transfer between like rare earth
ions has been done on ion pair systems. Satellite lines in crystals doped with two
different rare earths can also be used to study non-resonant interactions between
different ions species.
The satellite lines that are studied in this thesis occur in a stoichiometric mate-
rial, EuCl3·6H2O, that is doped with other rare earths. The perturbation caused by
the dopant to the crystal field shifts the positions of surrounding ions so that each
neighbouring ion contributes to a different satellite line. While the mechanism for
the formation of satellite lines in this situation is the same as for a doped crystal,
there are some advantages to using a stoichiometric material to study satellite lines
that were important to the work in this thesis. Firstly, the dopant ions are inter-
changeable, allowing the effects of different dopants on the satellite spectrum to be
investigated. Secondly, the intensity of the satellite lines is linearly dependent on
dopant concentration, not quadratically, so the spectral density of the satellite line
does not decrease with dopant concentration. Finally, each ion in one satellite line
is in a fixed relationship with an ion in another satellite line, which simplifies the
measurement of interactions between the ions.
When using satellite lines to study interactions, it is useful to know the separa-
tion of the ion pair. Unfortunately, in many crystals, determining the crystal sites
contributing to a satellite line is difficult because the mechanism for the satellite
frequency shift is not well known. In high symmetry crystals, however, it is gener-
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ally possible to assign some satellite lines to sites by exploiting the symmetry. The
presence of the second ion of a pair lowers the site symmetry of the first, and the
final symmetry will depend on the location of the second ion. Using measurements
that are sensitive to the site symmetry, it can be possible to identify the site. This
was the method used in the MF2(M = Cd, Sr, Ba) studies described earlier. Another
way of assigning satellite lines to crystallographic sites is to look at the intensities of
the satellite lines, because in a high symmetry crystal different sites can have differ-
ent numbers of ions contributing to them. In the spectrum of Sr2+ in SrFClxBr1−x,
where satellite lines are caused by different distributions of Cl and Br ions about the
dopant, Jaaniso et al. managed to identify the distributions corresponding to many
of the satellite lines on the basis of the line intensity and concentration dependence
[71].
2.9 Electronic ion-ion interactions
Ion-ion interactions have already been mentioned in a number of places in this chap-
ter: they cause optical and hyperfine decoherence, and are the source of inhomo-
geneous broadening and satellite structure. Electronic interactions also lead to, for
instance, fluorescence quenching via cross-relaxation, spatial migration of excitation
and exchange splitting of spectral lines. These interactions can be divided into those
that arise from diagonal terms in the interaction Hamiltonian (static interactions),
and those that arise from off-diagonal terms (energy transfer interactions). Fluores-
cence quenching and spatial migration of excitations are examples of processes that
involve energy transfer. Exchange splittings, ISD, inhomogeneous broadening, and
satellite structure are all static processes and it is this type of interaction that is
of interest in this thesis. In particular, Chapter 7 is concerned with the static shift
in the optical frequency of one Eu3+ ion when a second is excited, the short range
equivalent of ISD. More general reviews of electronic ion-ion interactions are given
by many authors: see, for example, Orbach [105], Cone and Meltzer [106], and Yen
[107].
Electronic ion-ion interactions can be classed into four groups: electric multipole,
exchange, magnetic dipole-dipole, and virtual phonon exchange [106]. Of these, only
the first two are relevant to EuCl3·6H2O. Magnetic dipole-dipole interactions only
occur between ions with a magnetic moment, while virtual phonon exchange, which
is the electric multipole coupling of two ions via the lattice, requires nearly resonant
energy levels.
The electric multipole interaction between two rare earth ions was considered in
detail by Wolf and Birgeneau [87]. Given two atoms x and x′, separated by a vector
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r = (r, θ, φ) that is larger than their individual extents so that there is no overlap,
the Coloumb interaction can be expanded in a set of spherical harmonics to yield
Vint =
e2
4pi0
∞∑
l=0
∞∑
l′=0
(−1)l′
ll′rl+l
′+1
l∑
m=−l
l′∑
m′=−l′
Cmm
′
ll′ Y
−m−m′
l+l′ (θ, φ)QlmQ′l′m′ , (2.8)
where Y −m−m′l+l′ (θ, φ) are spherical harmonics,
Cmm
′
ll′ = (−1)m+m
′
√
4pi
2l + 2l′ + 1
[
(l + l′ +m+m′)!(l + l′ −m−m′)!
(l +m)!(l −m)!(l′ +m′)!(l′ −m′)!
]1/2
, (2.9)
and the effect of the rest of the ions in the crystal is represented by the scalar,
isotropic dielectric constants ll′ . This is a relatively crude approximation for the
case where the ions are close together, but treating the crystal lattice as discrete
substantially complicates the interaction. Qlm and Q′l′m′ are the complex-valued
multipole moments, with
Ql−m = (−1)mQ∗lm . (2.10)
If the dashed and undashed ions are the same species, Q = Q′ as long as the
perturbation to the multipole moments by the different environments of the ions is
small. Theoretically, these could be determined from the electron distribution of
each atom but in a rare earth crystal the electron distribution is, in general, not
well known and the multipole moments must be considered free parameters. The
number of terms can be somewhat reduced by considering the site symmetry. For
instance, in C2 symmetry, m and m′ are restricted to even values.
In experimental studies of energy transfer due to ion-ion interactions, it is nor-
mally assumed that that the lowest order multipole terms (dipole-dipole, dipole-
quadrupole, and quadrupole-quadrupole) dominate the interaction [108], although
Wolf and Birgeneau showed that higher order terms are not necessarily negligible
and may become important at small separations [87]. These three interactions are
also the ones considered in the continuum model of the frequency shifts causing
inhomogeneous broadening. However, in my Honours thesis I showed these interac-
tions were not sufficient to explain the shifts of satellite lines in RE3+:EuCl3·6H2O,
suggesting that, again, at short range higher order terms may become important
[109].
The exchange interaction involves the overlap of the electron orbitals of two
ions. This can be direct exchange, overlap of the ions themselves, or superexchange,
where each ion overlaps with a bridging ligand. Super-superexchange, an interaction
through two bridging ligands, is also possible. Because it requires orbital overlap, the
exchange interaction is strongly distance dependent. Direct exchange is uncommon
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in rare earth materials because the distances between nearest neighbour ions are
≈ 3 − 10Å, while the extent of the 4f orbital is less than 1 Å (see Figure 2.1),
although Danielmeyer has suggested that the mixing of the 5d orbital into the 4f may
extend the range farther [110]. Superexchange is commonly observed over distances
shorter than 5 Å (e.g. [111, 112]), although it has been observed for distances as
large as 10 Å [113]. Superexchange is also very anisotropic as it depends on the
orientation of orbitals of the rare earth and ligand ions involved, and it can be very
sensitive to the crystal structure. For example, Eu3+ exhibits fluorescence quenching
due to superexchange between nearest neighbour Eu3+ ions in the mixed crystal
Ba2Gd(1−x)EuxMeO6 (Me= Nb or Ta), but not in Gd(1−x)EuxAl3B4O12, which has
a similar rare earth ions separation of 6 Å [114]. This was attributed to differences
in the arrangement of ligands.
Because the electron orbitals in rare earth ions are anisotropic in a crystal,
exchange interactions can be complicated and difficult to model. The general form
of the exchange Hamiltonian between two ions is [106]:
Hexch =
∑
a,b
J (mamb;m′am′b)(
(1
2 + 2sa · sb
)
, (2.11)
where the sum is conducted over the electrons on the two ions, m is the orbital
angular momentum, and s is the spin of the electron. The number of parameters
J is very large, although some simplifications can be made by taking the crystal
symmetry of the site and the electron orbitals into account. Estimates of the J
parameters can be obtained from the electronic wavefunction, although this can
be an involved process. In many experimental studies, exchange interactions are
identified on the basis of their distance and angle dependence.
2.9.1 Experimental studies of ion-ion interactions
Electronic ion-ion interactions in rare earth crystals are very diverse and have been
widely studied. This section concentrates largely on a small subset of this broad
field: the interactions between non-centrosymmetric, non-Kramers ions in ion pairs
(satellite lines), as these are most similar to the interactions studied in this thesis.
Because every set of ions in a pair is separated by a well-defined distance, ion pairs
are a way of directly measuring the interaction between two ions, which cannot
be done with bulk measurements. The distance dependence of the interaction can
also be measured by looking at a set of different ion pairs. In bulk measurements,
distance dependence for energy transfer interactions (the most commonly studied)
is normally studied by examining the concentration dependence of transfer. This
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method measures the average of transfer rates for ions separated by a variety of
distances, and assumes this represents the transfer rate at the average distance, an
assumption which has been shown to be unjustified in some cases [115].
Work on ion pair interactions has been conducted by a small number of groups
and has mostly concentrated on energy transfer between the two ions of the pair. The
most studied material in this respect is Pr3+:LaF3. Vial et al. observed upconverted
fluorescence from the 3P0 level when exciting the 3H4 → 1D2 transition that they
attributed to doubly excited ion pairs, where the upconversion occurred because of
transfer of energy between the ions of the pair [116]. In subsequent papers, Buisson
and Vial associated eleven different satellite lines with particular ion pair sites by as-
suming that the transfer was due to an electric dipole-dipole interaction, which was
known to be the source of energy transfer in bulk ions [117], which are at large sepa-
rations. They used the distance dependence of the transfer rate to associate ion pair
satellite lines with first, second, and higher-order nearest neighbour crystallographic
sites [118]. This method ignored the angular dependence of the interaction, which
casts some doubt on the assignments, as over the distance range considered (4.1 to
10.3 Å) there is significant angular dependence in the dipole-dipole transition rate.
Using measurements of fluorescence quenching in ion pair sites, Buisson and Vial
showed that the interactions of the satellite lines assigned to the shortest ion pair
separations (<4.2 Å) were not compatible with a dipole-dipole or dipole-quadrupole
interaction, and suggested that the interaction was superexchange [112]. This is in
contrast with work in highly concentrated Pr3+:LaF3, which indicated the nearest
neighbour fluorescence quenching interactions are electric dipole-dipole [119, 120].
In a re-analysis of the fluorescence quenching rates of Vial and Buisson [112], and
Yen and co-workers [119], Morgan et al. suggested that both electric dipole-dipole
and superexchange interactions contribute significantly at short distances [121].
Vial and Buisson also directly measured the coupling between some Pr3+ ion
pairs using a two laser technique [122]. When two ions of a pair are strongly cou-
pled, the wavefunctions of the coupled system are symmetric and antisymmetric
combinations of the single ion wavefunctions. The splitting between the symmetric
and antisymmetric wavefunctions corresponding to a single unit of excitation in the
system gives the coupling strength. During upconversion measurements, Vial and
Buisson found that for some satellite lines a single laser would not excite both ions
of a pair. By exciting one ion with a fixed laser, and scanning the other laser to
excite the second ion, they found that there was a splitting between the pair of the
order of 15 GHz. The disadvantage of this technique is that it does not actually
distinguish between diagonal and off-diagonal (coupling) interactions. A slightly
different method used by Lukac and Hahn avoids this problem [123], by exploiting
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the polarisation selectivity of the Pr3+ optical transitions. They showed that, for
coupled satellite lines, the absorption spectrum of the 3H4 (γ1) → 1D2 (γ1) transi-
tion for σ polarised light is offset from that for pi polarised light by approximately
5 GHz. As σ polarised light excites transitions to the symmetric coupled pair state
while pi polarised light excites transitions to the anti-symmetric state, this difference
directly gives the coupling strength.
Vial and co-workers have also measured interactions in Nd3+:LaF3[124, 125],
Nd3+:YLiF4 [126, 83] and Pr3+:YLiF4 [127]. They assigned some satellite lines to
sites in using the methods described above, and saw qualitatively similar results
to Pr3+:LaF3: strong interactions between nearest neighbour ions separated by less
than 4 Å, which were ascribed to superexchange, and weaker interactions between
ions at larger distances, thought to be electric dipole-dipole.
Different interactions were observed in Pr3+:LaP5O14, where fluorescence quench-
ing of emission from the 1D2 state was attributed to phonon-assisted cross-relaxation
amongst ion pairs [128]. From the concentration dependence of the quenching, the
interaction was identified as electric dipole-quadrupole. The authors suggested that
there was no superexchange contribution to the interaction because the distance
between the rare earth ions is large (5.2 Å) and there are no suitable bridging lig-
ands connecting the two Pr3+ ions of an ion pair. In the Nd3+ pentaphosphate
Nd3+:LaP5O14, energy transfer interactions were attributed to electric dipole-dipole
interactions, and there was also no superexchange contribution, suggesting that this
is a general result for the pentaphosphate crystals [129].
In summary, interactions between Pr3+ and Nd3+ ion pairs have been studied
in a number of different materials through upconversion, fluorescence quenching, or
direct coupling measurements. The interactions identified differ between materials
according to the structure of the material or the separation of ions in the pair, but
superexchange is commonly observed for ions separated by distances of less than
5 Å, with electric dipole-dipole interactions commonly identified for ions separated
by larger distances.
2.9.2 Difficulties in studying ion-ion interactions in rare
earth crystals
I conclude this section with a discussion of what I see as the major difficulties
in measuring interactions between rare earth ions, and how these difficulties are
addressed in this thesis.
While easier to perform, bulk measurements of ion-ion interactions can be diffi-
cult to interpret because they present the average of interactions between ion pairs
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with a wide range of spacings, and very different interactions can operate at either
end of this range. The manifestation of the interaction (such as fluorescence quench-
ing) may be dominated by a small subset of the total interactions in the crystal.
Measurements between ions in satellite lines are a way of avoiding this averaging
over many different interactions.
One problem with satellite lines is that in doped crystals they are only resolved
at low concentrations, when their amplitude is small, because the inhomogeneous
broadening is linearly proportional to the dopant concentration while the satellite
line amplitude is quadratically dependent on concentration. Interaction measure-
ments in these crystals, therefore, either involve working with very small concen-
trations of ions, or with small numbers of satellite lines. The situation is improved
in a stoichiometric crystal where the satellite line intensity is linearly dependent on
dopant concentration.
When using satellite lines, it is generally necessary to infer the nature of the
interaction from its distance dependence because accurate models of the different
interaction mechanisms are difficult to construct. Often, only a small number of
lines with a small spread in ion pair separations are available, and inferring the
interaction from its distance dependence crucially requires assigning the satellite
lines to the correct crystallographic site. Symmetry arguments can be used to assign
some sites, but often a kind of bootstrapping process is used whereby the nature
of the interaction is assumed, which is used to assign sites, which are then used to
study the interaction. This process is clearly not ideal. In this thesis, the simple
magnetic dipole-dipole interaction that exists between the Eu3+ nuclear moment
and the electronic moment of a Kramers dopant is used to definitively assign sites
to lines. This was done for a stoichiometric crystal, but the method could equally
be used to identify non-Kramers ion pair sites in a doped crystal by co-doping the
crystal with a Kramers ion that has a similar radius.
Commonly in the literature, any shift caused by a direct pair interaction is not
clearly distinguished from the static shift in a satellite line caused by the distortion
to the crystal lattice by the pair, which can make interpreting the results of previous
work difficult. In the stoichiometric crystals studied here, the distinction is clearer:
doping EuCl3·6H2O with another rare earth results in satellite line structure due
to lattice distortion, which is an intrinsically different interaction to that between
Eu3+ ions.
The fact that the satellite shift arises from a different source to the ion-ion
interaction has another advantage: it is possible to measure interactions between
ions separated by large distances. In a doped crystal, both the satellite shift and
the ion-ion interaction arise from the same source, a nearby dopant ion, and so ion
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Figure 2.6: Unit cell of EuCl3·6H2O [130]. Yellow atoms are Eu, green Cl, blue O and
red H.
pairs separated by large distances will have small satellite shifts, and will not be
optically resolved from the bulk ions. In a stoichiometric crystal, the satellite lines
of two ions separated by a large distance can still be optically resolved, as long as
the two ions are fairly close to the dopant. In EuCl3·6H2O, for instance, ions in two
well-resolved satellite lines can be separated by up to 20 Å.
The methods used in the past to study ion pair interactions have been limited in
resolution. In the case of the single-laser pair-coupling measurements of Lukac and
Hahn [123], the resolution is limited by the inhomogeneous broadening of ≈ 10 GHz.
In the two-laser technique of Vial and Buisson [122], the total inhomogeneous broad-
ening does not limit the resolution but the inhomogeneity in frequency between the
two ions in a pair does limit the resolution. This is smaller than the total inho-
mogeneity because the environment of two ions in a pair is largely the same, but
still leads to an uncertainty of gigahertz in the interaction frequency. A different
two-laser method is used in Chapter 7, and in this the resolution is nearly limited
by the inhomogeneity in the interaction itself, which is of the order of 1 kHz.
2.10 EuCl3·6H2O
EuCl3·6H2O is a colourless crystal that can be grown from a water solution at near
room temperature. The unit cell, shown in Figure 2.6, is monoclinic, space group
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Figure 2.7: Coordination environment of Eu3+. Yellow atoms are Eu, green Cl, blue O
and red H. The crystal C2 (b) axis is vertical.
P2/n (No. 13 in the International Tables of Crystallography), with β = 93.65◦ and
unit cell dimensions a = 9.659, b = 6.529, and c = 7.936 Å [130]. The total cell
volume is 499.45 Å 3 and there are two formula units per unit cell.
The structure is made up of single isolated Cl− ions and coordinates of
EuCl2.6H3O. The immediate ligands of the Eu3+ ion are shown in Figure 2.7. The
single Eu3+ site itself has C2 symmetry, but the ligand environment is only slightly
distorted from a square antiprism geometry, with the Cl atoms and one pair of H2O
molecules slightly farther from the Eu3+ ion (≈ 2.7Å) than the other two sets of
H2O molecules (2.40 Å).
The crystal habit of EuCl3·6H2O is tabular, with its smallest dimension [010],
as shown in Figure 2.8 [131]. The crystal has a single cleavage plane along (100).
Physically, it is soft, highly hygroscopic, and very soluble, with a solubility of 207 g
per 100 g H2O [132]. This is largely due to the large amount of water in the crystal
structure. The hexahydrate form is the stable phase between about −10 ◦C and 120
◦C; at low temperatures, the octahydrate is the dominant phase [132] while at high
temperatures, the structure progressively loses water molecules, becoming first a
trihydrate, then a dihydrate, a monohydrate, and finally an anhydrous phase [133].
When EuCl3·6H2O is doped with another rare earth, the dopant occupies the
Eu3+ site, and the perturbation to the crystal field leads to satellite lines attributable
to the Eu3+ ions surrounding the dopant. These can be divided into two groups:
those due to Eu3+ ions on the C2 axis passing through the dopant ion, and those
due to Eu3+ ions off the C2 axis. For ions on the C2 axis, only one ion position
contributes to each line, while for the majority of ions, which are off the C2 axis,
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Figure 2.8: Crystal habit of EuCl3·6H2O, reproduced from [131].
Figure 2.9: The closest seven Eu3+ sites (twelve ions) surrounding a dopant in
EuCl3·6H2O. The sites are labelled according to their distance from the dopant, and
the dashed and undashed labels indicate crystallographically identical sites related by a
180◦ rotation about the C2 axis.
46 Background theory
Figure 2.10: Hyperfine structure of the two Eu3+ isotopes in EuCl3·6H2O. The splittings
given are those of Martin et al. [134] while the orderings are those determined in this thesis,
see Section 7.1.1.
there are two identical ion positions that can contribute to each line. The nearest
neighbour Eu3+ ions around a dopant site are shown in Figure 2.9.
A second consequence of the C2 symmetry is that it constrains the electric dipole
moment to lie along the C2 axis, and the crystal only has significant optical absorp-
tion on the optical 7F0 →5D0 transition when the light is polarised along this direc-
tion. The two Eu3+ ions in the unit cell have their moments in opposite directions,
as shown in Figure 2.9, due to the inversion symmetry of the crystal. These two
orientations give rise to a pseudo-Stark splitting of spectral lines when an electric
field is applied.
A small number of optical spectroscopy studies have been performed on
EuCl3·6H2O. One of the motivators for studying this crystal was the work of Martin
et al., who showed that the 7F0 →5D0 transition of Eu3+ in EuCl3·6H2O has an
unusually narrow linewidth and partially resolved structure, some of which could be
ascribed to an Eu3+ isotope shift, but much of which was unexplained. Martin et
al. also measured the hyperfine structure of the 7F0 and 5D0 states, which is shown
in Figure 2.10. The spin Hamiltonian describing the 7F0 state hyperfine structure
has also been determined [135], as have the crystal field parameters describing the
electronic energy level structure [136].
Chapter 3
Experimental techniques
This chapter provides an overview of the crystal growth techniques used to prepare
the EuCl3·6H2O crystals studied in this thesis, and of the basic spectroscopic tech-
niques used to study them. The new techniques developed to study the interactions
between rare earth ions are described in later chapters.
All the EuCl3·6H2O crystals used were grown specifically for this project from an
EuCl3·6H2O starting material using a fairly standard solution growth technique de-
scribed in Section 3.1. This technique was also used to grow high purity EuCl3·6D2O,
required for the measurements of Chapters 6 and 7, from a starting material prepared
from EuCl3·6H2O and high purity D2O using a repeated recrystallisation process.
The two main spectroscopy techniques used were excitation and Raman hetero-
dyne spectroscopy. Excitation spectroscopy is a simple method for measuring optical
line structure with a resolution given by the inhomogeneous linewidth of the opti-
cal transition. In EuCl3·6H2O, the optical line structure is very complicated, and
Raman heterodyne spectroscopy was employed to better separate different contribu-
tions to the spectrum. Raman heterodyne is a coherent double resonance technique
for optically detecting hyperfine structure, and can be used to separate peaks that
have different hyperfine transition frequencies but are overlapped in an excitation
spectrum because they have the same optical frequency.
These two methods, while very useful, are limited by inhomogeneous broadening
on the optical and hyperfine transitions. Spectral holeburning is one technique
for creating narrow, in the limiting case homogeneously broadened, features in an
inhomogeneous profile. Spectral holeburning was widely used in this thesis when
it was necessary to measure interactions that cause shifts in the optical transition
frequency much smaller than the inhomogeneous linewidth.
Coherent transient techniques, such as optical free induction decay and photon
or spin echoes, can also probe within the inhomogeneous profile, and were used to
measure coherence times in both EuCl3·6H2O and EuCl3·6D2O.
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3.1 Crystal growth and preparation
All the EuCl3·6H2O crystals used in this thesis were grown from a water solution
at near room temperature. As both solutions and crystals of EuCl3·6H2O are hy-
groscopic, the crystals were grown in small sealed Mason jars by slow cooling of a
supersaturated solution. The crystal growth procedure is a fairly standard solution-
growth method, but is outlined briefly below:
1. The supersaturated solution was prepared by dissolving a slight excess of
EuCl3·6H2O with a chemical purity of 99.999% in water. For crystals doped
with another rare earth, 99.999% RECl3 ·6H2O was added in the molar concen-
tration desired in the final crystal. For crystals doped with low concentrations
of D or 18O, isotopically enriched water was added. The solution was then
allowed to saturate at approximately 35 ◦C in an oil bath on a temperature
controlled hotplate (see Figure 3.1a) for up to one week, and then decanted to
separate any remaining undissolved material.
2. A small amount of solution was decanted into another jar and cooled by 2–3
◦C to nucleate seed crystals. These were grown out until approximately 2× 1
mm, and a seed was chosen that had a clear tabular habit and was free of any
visible defects.
3. The temperature of the growth solution was raised by about 2 ◦C. The seed
was tied on a very fine (60 µm) monofilament nylon thread (Danville Spider-
web) and hung in the growth solution. Using a fine thread and a small seed
minimises the number of macroscopic growth defects, such as fluid inclusions,
that occur around the seed crystal as it grows. After about one hour, the
temperature was lowered back down by 2 ◦C. Briefly raising the temperature
discourages extra nucleation occurring on the bottom of the jar, or around the
seed, and dissolves any very small crystals that may be attached to the seed
crystal.
4. The crystal was grown out either at a constant temperature, or by ramping
the temperature of the solution down by 1–2 ◦C. Ramping was often neces-
sary when unwanted nucleation had occurred in the Mason jar, as this extra
material competes with the seed crystal.
5. After 7–14 days, the crystal reached a size of approximately 8× 5× 3 mm and
was harvested. The crystal was removed from the jar, blotted dry on tissues
and placed in a small jar that was filled with dry nitrogen and sealed, then
placed in a low humidity glovebox. These measures are necessary because
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Figure 3.1: (a) Hotplate setup used for crystal growth. (b) An example of the
EuCl3·6H2O crystals grown. The prominent faces and the directions of the crystal axes
are labelled. The [010] direction is into the page. The nylon string on which the crystal
was grown can be seen in the middle of the crystal. This monofilament is much thicker
than the Danville Spiderweb thread used for later crystals.
EuCl3·6H2O is highly hygroscopic, and readily absorbs water from the atmo-
sphere and deliquesces. When stored in this way, the crystals persist for years
with no visible degradation.
A typical EuCl3·6H2O crystal grown by the method described above is shown in
Figure 3.1b. The crystal habit is tabular parallel to [010], with the [001] direction
reliably the best developed. In this crystal, the best developed face is (010), but
in many crystals, especially those grown slowly from small seeds, this face is much
smaller and the (110) and (011) faces are the largest. The surface of the crystal
appears pitted, particularly on the (110) and (011) faces, because exposure to air
has caused a small amount of deliquescence on the surface.
3.1.1 Growth of high purity EuCl3·6D2O
A number of measurements in this thesis required EuCl3·6D2O crystals with a D
purity above 99%. As the starting material used for crystal growth was EuCl3·6H2O
itself, which contains a large amount of water in the crystal structure, to prepare
crystals with more than about 60% D it was necessary to replace the H2O in the crys-
tal structure with D2O. This was done by repeatedly recrystallising the EuCl3·6H2O
starting material mixed with > 99% D concentration D2O in a rotary evaporator.
A standard Heidolph Laborota 4002 was used with some modifications to minimise
the exposure of the material to water vapour in the air, as shown in Figure 3.2. The
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Figure 3.2: Rotary evaporator used to prepare highly deuterated EuCl3·6H2O. Two
main modifications prevent exposure of the evaporated solution to air. Firstly, the vent
inlet of the pump is connected to dry nitrogen so that the evaporator can be brought
to atmospheric pressure without introducing water vapour. Secondly, a feed-in tube is
threaded through the spare port of the primary condenser to allow deuterated water to
be added to the evaporating flask at the start of each recrystallisation step.
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steps involved in preparing high purity EuCl3·6D2O are outlined below:
1. The EuCl3·6H2O to be enriched was dissolved in an equal mass of 99.75% D2O
in the evaporating flask. The flask was attached to the rotary evaporator and
lowered into a 80◦C water bath.
2. The flask was rotated at about 150 rpm and the pressure was set to about
25 kPa, so that the liquid was near to boiling. This pressure was lowered
gradually over an hour as the solution evaporated.
3. Once the solution crystallised, the pump pressure was set to about 6 kPa, and
the solution was pumped until dry.
4. When the material appeared very dry, the pump pressure was raised to about
30 kPa and 99.75% D2Owas added to the flask via the feed-in tube to redissolve
the material.
5. The evaporation process was repeated up to six times. In later stages, 99.96%
or 99.98% D2O was added.
6. After the last evaporation step, the evaporator was vented to atmosphere with
dry nitrogen, and the evaporating flask was removed and capped.
7. In a dry nitrogen glove box, sufficient 99.98% D2O was added to just dissolve
the material and it was decanted into a jar for crystal growth by the procedure
described in Section 3.1.
After the enrichment process, the final concentration of D2O in the sample should
be between 99.9% and 99.96%, depending on the exact D2O concentrations added
and the number of evaporation steps. However, the size of H ion impurity peaks
and the inhomogeneous linewidths in the spectra of crystals prepared in this way
suggests they have concentrations between 99.5% and 99.7%. It is likely that this
is because the solutions were not completely dried during the intermediate stages.
The problem with having excess H in the crystal is that it causes extra inhomo-
geneous broadening, lowering the spectral density. This is not a problem for the
measurements presented in this thesis, but it will be a problem for quantum gate
demonstrations in isotopically purified EuCl3·6H2O, for instance, as these demon-
strations require narrow linewidths. A higher D purity could likely be achieved by
ensuring the solution is dried completely and taking more care to prevent exposure
of the dried material to air.
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3.1.2 Sample preparation
The physical properties of EuCl3·6H2O make preparing it for spectroscopic measure-
ments problematic. In addition to being very hygroscopic, EuCl3·6H2O is also very
soft and these two properties make it difficult to cut and polish. For spectroscopy
measurements, such as excitation spectra, that required the laser to propagate paral-
lel to the C2 symmetry axis, the crystals could be used uncut and unpolished as they
grow with two faces perpendicular to the C2 axis. For measurements that required
faces perpendicular to the C2 axis, two methods were used. The first was to cleave
the crystal along its only cleavage plane, the (100) plane. This commonly results in
fairly poor surfaces, which often need to be polished. The second method was to cut
the crystal using a home-built string saw with a slightly dampened thread, which
also leads to faces that need to be polished. When required, crystals were polished
on fine grit polishing paper slightly lubricated with silicon oil.
All the optical spectroscopy measurements in this thesis were performed at liq-
uid helium temperatures in a bath cryostat, and the hygroscopicity of EuCl3·6H2O
presented some problems. In addition to absorbing water and deliquescing when ex-
posed to air, EuCl3·6H2O gradually loses water and becomes a powder when exposed
to vacuum at room temperature, although at cryogenic temperatures it is stable in
vacuum. Care needed to be taken to minimise damage to the crystal surface when
placing the crystal in, or removing it from, the cryostat, and while in vacuum. One
method was to seal the sample in a small helium gas-filled chamber, which was then
placed in the cryostat. This ensures that the surface of the crystal was not damaged
at all during its time in the cryostat, but was inconvenient for many measurements.
Instead, the crystal was mounted to the sample rod in a dry nitrogen atomosphere,
and the sample rod was transported to and from the cryostat in a nitrogen filled
plastic bag. When in the cryostat, the crystal was kept well below 0◦ C.
The way in which crystals were mounted varied depending on the experiment
and the shape of the sample. Glue was avoided where possible, as glueing these soft
crystals to sample mounts can cause the sample to crack when cooled. Additionally,
if the crystal is briefly exposed to air, which can occur when taking the sample in or
out of the cryostat, deliquescence along the glued surface can cause the crystal to
detach from the mount. Instead, crystals were held in place by double-sided tape,
teflon tape, dental floss or vacuum grease. In measurements where the sample was
mounted in an rf coil, the loops of the coil were used to hold the crystal in place.
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Figure 3.3: A diagram of the confocal imaging system used in the experiments. A
50/50 beamsplitter is used to direct the emission along a different path to the laser. The
objective lens focuses light onto the sample, and the focusing lens focuses the emission
onto the core of the multimode fibre that acts as a pinhole. A filter in front of the fibre
prevents reflected laser light reaching the photomultiplier tube (PMT) used to detect the
emission.
3.2 Excitation spectroscopy
Excitation spectroscopy involves scanning a laser across an optical transition while
monitoring the emission. This method has advantages over absorption spectroscopy
for the EuCl3·6H2O crystals studied. In particular, because of the high concentration
of Eu3+, the EuCl3·6H2O crystals are optically thick even near the low-absorption
C2 axis of the crystal. When the laser beam has to pass through the entire thickness
of the sample, substantial absorption occurs, which distorts the lineshape seen in
absorption spectroscopy. By using a confocal imaging system (shown in Figure 3.3)
and excitation spectroscopy, it is possible to collect emission from a small volume
near the surface of the crystal, minimising the effect of absorption. Additionally,
reabsorption of the emission is not a problem in EuCl3·6H2O, as most of the emission
from the 5D0 level occurs to the 7F2 and higher levels, at > 615 nm, rather than the
7F0 level.
Even when using a confocal imaging system to collect emission from the surface
of the sample, some absorption does occur, and this affects the lineshape of the tran-
sition. At a depth z into the sample the amount of absorption can be approximated
by the Beer-Lambert law:
I(ω) = I0e−α(ω)z , (3.1)
where α(ω) is the absorption coefficient. The emission lineshape can be written as
g(ω) ∝ α(ω)e−α(ω)z . (3.2)
The change of the emission lineshape due to absorption is shown in Figure 3.4 for an
initially Gaussian lineshape. This equation is only an approximation of the effects
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Figure 3.4: Change in lineshape of an initially Gaussian feature according to Equation
(3.2)
of absorption in a real crystal because it does not take into account the effects of
saturation of the atomic transition or spectral holeburning. It is sufficiently accurate,
however, to explain the lineshapes observed in Chapter 4.
3.3 Raman heterodyne spectroscopy
Raman heterodyne spectroscopy is a method for optically detecting nuclear magnetic
resonance [137, 138]. It is a coherent process, which is illustrated in Figure 3.5 for
a system with three ground and excited state hyperfine levels. The figure and the
description below refer to the situation where two ground state and one excited state
transition are involved, but applies equally well to the case of two excited states and
one ground state.
Two fields coherently drive the atom: an optical field at frequency ω23 resonant
with the |2〉 → |3〉 transition and a radio-frequency (rf) field at frequency ω12 res-
onant with the |1〉 → |2〉 transition. The combined effect of these two fields is to
generate coherence amongst |1〉, |2〉, and |3〉, which generates coherent emission of
radiation at the frequency ω23 +ω12 in the same direction as the optical field. When
the optical field is detected on a photodetector, the signal is the beat between this
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Figure 3.5: Raman heterodyne detection of nuclear magnetic resonance. Two fields are
applied to the sample: and optical field at ω23 and an rf field at ω12. This generates
coherence between |1〉, |2〉, and |3〉, leading to emission at the sum frequency ω13.
new field and the optical field. If the inhomogeneous broadening on the optical
transition is larger than ω12, there will be an additional contribution to the signal
at a frequency ω23 − ω12 as there is a subset of ions for which the optical field is
resonant with the |1〉 → |3〉 transition.
The magnitude of the detected beat signal is proportional to the difference in
population of the ground state levels |1〉 and |2〉, which is dependent on the optical
pumping dynamics of all three transitions involved. It is also dependent on the
oscillator strengths of the three transitions, the amplitude of the rf field and the
intensity of the optical field. Because of this complicated dependence on many
factors, the size of a peak in a Raman heterodyne spectrum is not a good indication
of the actual absorption of that peak.
Raman heterodyne spectroscopy is similar to the more commonly used ODMR
(optical detection of magnetic resonance). In ODMR, a laser is used to burn a
spectral hole in a optical transition, and the emission is monitored while an rf field
is scanned through a hyperfine transition. When the rf field is resonant, it un-
burns the hole, resulting in increased emission from the sample. The only difference
between ODMR and Raman heterodyne is in the detection method: ODMR detects
incoherent emission, while Raman heterodyne detects coherent emission. This gives
Raman heterodyne a number of advantages. The signal-to-noise ratio in Raman
heterodyne is very high, and can be shot-noise limited (limited by the quantum
fluctuations in the optical intensity). Much faster rf scan speeds are possible than in
ODMR, where, if the rf is scanned over a transition faster than the optical lifetime,
the detected signal is distorted and broadened. This makes Raman heterodyne
particularly useful for building up two-dimensional double-resonance spectra where
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the Raman heterodyne spectrum is recorded as the laser is stepped across the optical
inhomogeneous line.
Extensive use of Raman heterodyne double resonance spectra is made throughout
this thesis. Chemical or isotope impurities in EuCl3·6H2O lead to satellite lines in the
optical spectrum, many of which can be overlapped, resulting in a complex structure
on the optical transition. Double resonance spectroscopy is a way of separating out
different contributions to the structure by resolving peaks that may be overlapped
in the optical spectrum but have different hyperfine frequencies. ODMR double
resonance spectroscopy has been extensively used by Suemoto and co-workers to
study the complicated satellite line structure and inhomogeneous broadening of Eu3+
doped into Y2O3 and YAlO3 [85, 139, 140, 141].
3.4 Spectral holeburning
Spectral holeburning allows high resolution spectroscopy to be performed on lines
with very large inhomogeneous broadening. It is an optical pumping process that
creates narrow features in an inhomogeneously broadened line by pumping ions out
of the state of interest into a non-resonant state, from which they relax slowly back
to the initial state. In rare earth ions, the initial and storage states are commonly
different hyperfine ground states, and that is the case considered here.
Figure 3.6 illustrates the process for an ion with three ground and excited hyper-
fine states. Initially, all three ground states are equally populated. A narrowband
laser is used to excite a small subset of ions into the optical excited state, from which
the ions can decay to any of the hyperfine ground states. Any ions that decay back
into the state they were excited from can be excited again, while ions that decay
into the other two states are no longer resonant with the laser. After many optical
pumping cycles, all ions are pumped into non-resonant states and if a laser is scanned
across the optical inhomogeneous line enhanced transmission (the spectral hole) will
be seen at the holeburning frequency. In additions to the main hole, sideholes ap-
pear at combinations of the excited state hyperfine frequencies due to transitions
from the depleted ground state level to the excited state. As the population in the
other two hyperfine ground states has been increased by the holeburning process,
transitions from these levels lead to antiholes in the spectrum. The lifetime of the
hole and associated sideholes and antiholes is given by the spin-lattice relaxation
time of the hyperfine transitions, which can be hours or longer.
In an ensemble where the inhomogeneous broadening is much larger than the
hyperfine splitting, the holeburning process is slightly more complicated. Instead of
the laser being resonant with only one optical transition, there will be nine subsets
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(a) (b) (c)
(d)
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Figure 3.6: Spectral holeburning in for an ion with three ground and excited states
and hyperfine splittings a, b, c, and d. (a) A laser tuned to one transition between the
ground and excited state levels transfers the population of the middle ground state to the
excited state. (b) From the excited state, the ions can decay to any of the three ground
states. Only those that decay to the middle ground state remain resonant with the laser.
(c) Repeated excitation cycles accumulate all the population in the non-resonant ground
states. (d) The resulting hole in the optical spectrum. This figure ignores the sidehole and
antihole structure that would be created by burning the central hole. A sample sidehole
and antihole structure is shown in (e) for the case where the inhomogeneous broadening
is much larger than the hyperfine structure. The axis is frequency, with the main hole in
blue, the side holes in red and the anti-holes in black.
58 Experimental techniques
of ions for which the laser is resonant on one transition from the three ground to
the three excited states. The end result is that there are three subsets of ions
for which a different ground state has been depleted. The resulting sidehole and
antihole structure, shown in Figure 3.6(e), then contains all 49 possible transitions
between the ground and excited states. The intensity of the sideholes and antiholes
varies depending on the transition probabilities of the transitions involved their
creation and measurement, the laser intensity, and the hole relaxation rate. For
many rare earth transitions, including the 7F0 →5D0 transition in EuCl3·6H2O, the
hole lifetime is long and there are only three strong transitions between ground and
excited states: the like-to-like transitions |1〉 → |1′〉, |2〉 → |2′〉, and |3〉 → |3′〉.
Under these conditions, the holeburning spectrum is dominated by the 12 antiholes
at ±a, ±b, ±(a + b), ±(c− a), ±(d− b), and ±(a + b− c− d) as well as all 6
sideholes, which occur at frequencies ±c, ±d and ±(c + d) [142].
Spectral holes can be detected by simply scanning the laser frequency, but co-
herent transient techniques, such as optical free induction decay, can also be used.
Coherent techniques are faster and have higher resolution than incoherent burn-and-
scan methods. When an ensemble of atoms absorbs a laser beam, they radiate a
wave that destructively interferes with the incident wave, thus reducing the amount
of transmitted light. When the laser is turned off suddenly, the atoms continue to
radiate, but the amplitude decays exponentially as the ensemble dephases. This
signal is called a free induction decay (FID) . If the ensemble is inhomogeneously
broadened, the decay rate is very rapid, proportional to the inverse of the inhomo-
geneous width. If a spectral hole has been burnt in the ensemble, the FID from the
spectral hole decays much more slowly, inversely proportional to the width of the
hole. The Fourier transform of the FID signal gives the spectrum of the spectral
hole.
3.5 Photon and spin echoes
Photon echoes on optical transitions and their analogue spin echoes on hyperfine
transitions are used to completely remove the effect of inhomogeneous broadening
on a transition and thereby measure coherent properties of the transition. Echoes
are a very well documented technique, and are only described briefly here.
Photon and spin echoes are best understood using the Bloch sphere picture,
where the coherent state of a two level system with basis vectors |0〉 and |1〉 is
represented as a vector on a unit sphere. The −z and +z axes correspond to the
|0〉 and |1〉 states respectively while the x axis corresponds to the state |0〉+ |1〉 and
the y axis to |0〉+ i|1〉. Pulses of light can be used to rotate the Bloch vector about
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the Bloch sphere. The phase of a pulse gives the rotation axis, while the angle a
vector is rotated is given by the pulse area Ωt, where Ω is the Rabi frequency of the
transition,
Ω = −µ12 · E
~
. (3.3)
In this equation, µ12 is the transition dipole moment, which gives the strength of
the transition and E is the magnitude of the applied field. A pulse which rotates
the Bloch vector by 180◦ is, unsurprisingly, called a pi pulse, and the optimal length
of this pulse can be used to work out the transition strength. This is normally
reported as an oscillator strength rather than a transition dipole moment, where
the oscillator strength is the transition strength relative to an oscillating electron:
f = 8pi
2mec
3e2hλ |µ12|
2 , (3.4)
where me and e are the mass and charge of the electron respectively.
The photon echo sequence is illustrated in Figure 3.7. In this figure, and the
description given below, it is assumed that all pulses are applied about the +x
axis. A pi2 pulse is applied to rotate the ensemble, with an initial Bloch vector along
the −z axis, to the +y axis. From here, each ion precesses about the z axis at a
rate given by its transition frequency, radiating a wave at this frequency. As the
ensemble is inhomogeneously broadened, the ions have a wide range of frequencies
and very quickly become out of phase which each other, and the radiated signal
decays exponentially. This signal is precisely the FID described in the previous
section. At some time t after the initial pulse, a pi pulse is applied that rotates the
Bloch vector of each ion 180◦ about the +x axis. The vectors continue to evolve at
the same rate but in the opposite direction to their evolution after the first pulse.
A time t after the second pulse, they come back into phase and radiate a signal
– the echo of the original FID. The amplitude of this echo is independent of any
inhomogeneities in the transition frequency that were constant during the sequence,
but it is sensitive to homogeneous broadening, which is not constant. The decay
rate of the echo with increasing delay time t therefore gives the coherence time T2
of the transition. If the echo is detected by looking at the intensity of transmitted
light,
I(2t) ∝ e−4tT2 . (3.5)
If the echo is detected by a method sensitive to the amplitude P , such as by mixing
it with a local oscillator beam (heterodyne detection),
|P (2t)| ∝ e−2tT2 . (3.6)
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Figure 3.7: Illustration of the photon echo technique in a frame rotating at the frequency
of the light pulses. (a) A pi2 pulse rotates the ensemble to +y. (b) The ions start precessing
at a rate given by their detuning from the light frequency, radiating a coherent wave (the
FID) whose amplitude decays as the ensemble dephases. (c) After a time t, a pi pulse is
applied, rotating the ensemble about the +x axis. The ions continue to precess, but in
the opposite direction. (d) After another time t, the ions rephase and an echo is radiated.
(e) The corresponding pulse sequence.
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3.5.1 Instantaneous spectral diffusion (ISD)
As described in Section 2.6, ISD results in excess dephasing due to interactions be-
tween excited ions. In a photon echo measurement, each pulse excites a randomly
distributed ensemble of ions, and the interaction between these ions leads to fre-
quency shifts that differ from ion to ion, resulting in inhomogeneous broadening. As
the ISD caused by the pi2 pulse is constant throughout the echo sequence (the optical
lifetime is normally much longer than the delay time t), it is rephased by the echo
sequence and has no effect on the echo amplitude. However, ISD caused by the pi
pulse is not rephased because it is only present for half of the echo sequence and it
will decrease the size of the echo. The amount of ISD depends on the concentration
of excited ions, which means that the echo intensity becomes dependent on the laser
intensity used for the pi pulse. It can also be dependent on the frequency of the pulse
because the spectral density changes across an inhomogeneously broadened line.
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Chapter 4
Inhomogeneous line structure in
EuCl3·6H2O
As discussed in Chapter 1, obtaining the smallest possible inhomogeneous linewidths
on optical transitions is a critical step in implementing quantum computing in sto-
ichiometric rare earth crystals. To achieve small linewidths, it is first necessary to
determine the mechanisms producing this broadening.
The major aim of the measurements in this chapter was to determine the source
of structure and inhomogeneous broadening on the optical 7F0 →5D0 transition of
EuCl3·6H2O, and establish if it is possible to reduce the inhomogeneous linewidth
of EuCl3·6H2O. The contribution of Cl, O, and H isotopes to the structure of the
spectrum was investigated with Raman heterodyne double resonance spectroscopy.
Crystals doped with 18O and doped with or depleted in D were grown to look at
the inhomogeneous broadening caused by the isotopes. From this, the contribution
of 37Cl to the inhomogeneous broadening was inferred.
This chapter also presents spectra of crystals of EuCl3·6H2O doped with other
rare earths. These crystals display satellite lines in the optical spectrum due to the
presence of the dopant. The effect of different dopant ions was studied by comparing
the spectra of crystals doped with eight different rare earth ions spread across the
rare earth series.
The EuCl3·6H2O crystals studied show significant spatial variations in inhomo-
geneous linewidth and line shape. A brief investigation of these macroscopic sources
of broadening is presented in this chapter.
4.1 Experimental method for excitation spec-
troscopy
The experimental method used to record excitation spectra was largely the same
for all spectra shown in this thesis and is outlined here. Important deviations from
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Figure 4.1: Experimental setup for excitation and Raman heterodyne spectroscopy. The
two lenses L1 and L2 are used for confocal imaging, with the beam from L2 focused
onto a 62.5 µm core multimode fibre. A 600 nm longpass filter is used to prevent the
laser light reaching the PMT. The rf coil (shown in blue) is used for Raman heterodyne
measurements.
this method for particular spectra are described where necessary. The basic experi-
mental setup for excitation spectroscopy as well as Raman heterodyne spectroscopy
(described below) is illustrated in Figure 4.1. All measurements were recorded in
a helium bath cryostat at temperatures below 4.2 K. A Coherent 699-29 ring dye
laser with a linewidth of approximately 1 MHz was used for all experiments. This
was tuned to the 7F0 →5D0 transition of Eu3+ at 579.703 nm for EuCl3·6H2O or
579.721 nm for EuCl3·6D2O. The sample was mounted in the cryostat so that its C2
symmetry axis, which is the direction of lowest absorption, was aligned parallel to
the laser beam direction. A lens was used to focus the laser onto the front surface
of the crystal and a 50/50 beamsplitter in the laser path was used to allow emission
back along the laser direction to be collected. A > 600 nm filter removed back
reflected laser light from the emission, which was then focused onto the 62.5 µm
core of of a multimode fibre by a second lens. This lens and the lens in front of the
sample formed the confocal imaging system, with the core of the multimode fibre
as the pinhole. The spatial resolution of this imaging system is limited by spherical
aberrations in the lenses to ≈ 100 µm. A PMT was used to measure the emission.
The intensity of the emission is highly dependent on the orientation of the sample
relative to the C2 axis, the surface quality of the crystal and the coupling efficiency
into the optical fibre, and varied substantially from sample to sample.
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4.2 Experimental method for Raman heterodyne
spectroscopy
For Raman heterodyne measurements, the sample was mounted in a small coil,
≈ 1 cm in diameter and 6-8 turns. The axis of the coil was aligned with the C2 axis
of the crystal to ensure maximum absorption of the rf field. The orientation of the
crystal relative to the C2 axis varied depending on the part of the optical line studied.
In general, the C2 axis was perpendicular to the beam direction when studying small
features such as satellite lines, and parallel to the beam direction when studying the
centre of the main line. This choice was because high absorption occurs when the
laser is polarised along the C2, enhancing the size of small signals, but in the middle
of the line, the absorption is so high that almost no light is transmitted through the
crystal and there is no Raman heterodyne signal.
An rf signal was provided for the coil by a spectrum analyser, and the Raman
heterodyne signal was detected in transmission with a 125 MHz New Focus Si pho-
todiode. The same spectrum analyser that provided the rf field was used to extract
the beat signal. To record a double resonance spectrum, which was the main appli-
cation of Raman heterodyne in this thesis, the laser was stepped across the optical
inhomogeneous line. At each step, the rf was scanned across the hyperfine transition
of interest and a Raman heterodyne spectrum was recorded.
4.3 Undoped EuCl3·6H2O
An excitation spectrum of the optical 7F0 →5D0 transition in EuCl3·6H2O is shown
in Figure 4.2. The line has a multiply peaked structure, where each partly resolved
peak has a linewidth of ≈ 100 MHz and the total width of the line is 600 MHz. A
small tail of peaks is also visible on the low frequency side of the line. The structure
has been previously studied by Martin et al. [134], who found that the positions
of partially resolved peaks within the line are not commensurate with the hyperfine
structure. Martin et al. concluded that the structure partly arises from an isotope
shift of 151Eu3+ relative to 153Eu3+, but were unable to completely explain the line
shape.
This section will show that the lineshape can be well explained by taking into
account the effects of different isotopes of the ligands Cl, O and H on the transition.
The isotopic abundances of these elements are shown in Table 4.1. In most rare earth
crystals, isotope effects are unimportant because of much larger strain broadening
caused by dislocations or chemical defects, but in materials where these sources of
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Figure 4.2: Excitation spectrum of the 7F0 →5D0 transition in EuCl3·6H2O.
Isotope Abundance
151Eu 48%
153Eu 52%
35Cl 76%
37Cl 24%
16O 99.76%
17O 0.04%
18O 0.20%
1H 99.975%
2H(D) 0.015%
Table 4.1: Molar isotopic abundances for the four elements comprising EuCl3·6H2O.
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strain are absent, isotope effects can be observed. As discussed in Section 2.7.2, this
is true for YLiF4, which is the only rare earth crystal with narrower inhomogeneous
linewidths than EuCl3·6H2O.
Determining the contributions of different isotopes to the excitation spectrum of
Figure 4.2 is difficult because the lineshape is complicated, and different components
of the line– due to hyperfine structure and isotope shifts – overlap in the optical
spectrum. These components can be separated by a double resonance spectrum.
Figure 4.3 shows Raman heterodyne double resonance spectra of the 151Eu3+ ground
state hyperfine transition at 29.02 MHz, and the 153Eu3+ ground state hyperfine
transition at 74.57 MHz. In these double resonance spectra, an isotope shift of
≈ 250 MHz is clearly visible between the two Eu3+ isotopes. The low frequency
tail of peaks in Figure 4.2 is resolved into three small peaks in the double resonance
spectrum, which are underlined in Figure 4.3.
The detailed structure of the low frequency tail of peaks can be more clearly
seen in Figure 4.4, which is a double resonance spectrum of the 29 MHz transition
of EuCl3·6H2O with the optical field perpendicular to the C2 axis, and the light
polarised along the C2 axis. The high absorption in this direction gives strong
signals from the small peaks in the low frequency tail, but signals from the main
line are small because very little light is transmitted through the crystal at these
frequencies. In addition to the three peaks seen in Figure 4.3, six small peaks are
visible in Figure 4.4. These are mostly at shifted further from the main line than
the three strong peaks.
The size and number of peaks in Figure 4.4 is consistent with the peaks being
caused by isotopes of the ligands H and O. The three strong peaks, which are
approximately 0.5% the size of the main line in Figure 4.2 can be attributed to
Eu3+ sites where one of the three nearest neighbour O sites is occupied by 18O
(0.2% abundance) rather than 16O. Likewise, the six weak peaks can be attributed
to D (0.015% abundance) occupying one of the six nearest neighbour H sites. These
assignments were confirmed by doping the crystal with 18O and D, as described
in Section 4.4. It is reasonable that the shifts caused by D are larger than the
shifts caused by O despite the Eu3+–O distance being shorter than Eu3+–H because
the relative mass difference between the two H isotopes is much larger than the O
isotopes.
Given that structure due to 18O is observed in the spectrum, structure from 17O
should also be expected. As 17O is present at an abundance of 0.04% it should give
rise to peaks of a similar intensity to the D peaks, and shifts smaller than the 18O
peaks. These peaks are not present, likely because they are swamped by signals
from the main line.
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(a) Excitation spectrum (log scale).
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(b) The 29.03 MHz ground state transition of 151Eu3+.
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(c) The 74.57 MHz ground state transition of 153Eu3+.
Figure 4.3: Raman heterodyne double resonance spectra of the 7F0 →5D0 transition
of EuCl3·6H2O about the ground state hyperfine levels. (a) is an excitation spectrum
for reference. In both double resonance spectra, the color axis is logarithmic. An Eu3+
isotope shift of approximately 250 MHz is evident between the 151Eu3+ spectrum in (b)
and the 153Eu3+ spectrum in (c). The low frequency tail of peaks in (a) breaks up into
three peaks (underlined) in the double resonance spectrum.
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Figure 4.4: Double resonance spectrum of EuCl3·6H2O with laser polarised along the
C2 axis. The peaks indicated by a solid line are due to 18O, while the peaks with dashed
lines are due to D (2H).
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Figure 4.5: Excitation and double resonance spectra of 153EuCl3·6H2O. The three partly
resolved peaks in (a) are attributed to shifts caused by Cl isotopes.
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The structure of the main line itself can be understood by considering the effect
of Cl isotopes. There are two Cl nearest neighbour site next to the Eu3+ site,
which are identical due to the C2 symmetry of the crystal. The three ways these
sites can be occupied are two 35Cl (58% probability), one 35Cl and one 37Cl (36%),
and two 37Cl (6%). This suggests that the chlorine isotopes should lead to three
distinct peaks in the spectrum. These three peaks can be seen in the excitation and
double resonance spectra of isotopically purified 153EuCl3·6H2O, shown in Figure
4.5. With no structure due to 151Eu3+, the excitation spectrum of Figure 4.5(a) is
much simpler than in Figure 4.2, showing three evenly spaced, partly resolved peaks
with amplitudes in approximately the 1:6:10 ratio expected from the Cl isotope
abundances. These peaks are also visible in the double resonance spectrum, Figure
4.5(b), where each peak has a slightly different hyperfine frequency.
4.3.1 Fitting the inhomogeneous line structure
The previous section has shown that, in addition to the hyperfine structure of Eu3+,
an Eu3+ isotope shift and ligand isotope shifts contribute to the excitation spectrum
of EuCl3·6H2O. To determine if these are the only contributions to the line structure,
the spectrum was fitted with a model incorporating these shifts. The characteristics
of this model were:
• The model assumed that the underlying lineshape of the transition is a Voigt
profile (a convolution of a Gaussian and Lorentzian function). This is the
lineshape expected for broadening caused by a high (> 1%) point defect. The
justification for this choice is given later.
• The contribution of each hyperfine component to the model was given by a
transition probability determined from measurements of the reduced Hamilto-
nian of the ground and excited state, which are described in Chapter 5. From
these measurements, there are three strong transitions for each isotope – the
“like-to-like” transitions between levels with the same angular momentum la-
bel in Figure 2.10.
• Isotopic abundances were used to determine the amplitude of each isotope
peak (both Eu3+ and ligand).
• The Eu3+ and ligand isotope shifts observed in the double resonance spectrum
were used as initial values for the positions of isotope peaks. The isotope
shifts can only be determined approximately from the double resonance spec-
trum because the amplitudes of peaks in the double resonance spectrum are
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unreliable. Also, the strongest hyperfine components in the double resonance
spectrum are not the same as in the excitation spectrum.
• As the samples are optically thick, substantial absorption of the laser beam
can occur before reaching the region the excitation spectrum is taken from.
This was given by Equation 3.2.
Initially, the excitation spectrum was fitted with four parameters: the Eu3+
isotope shift, the 37Cl-induced shift, the linewidth (assuming a strictly Gaussian
function) and a parameter to account for absorption (z in Equation (3.2)). This
fit is shown in Figure 4.6(a). 18O and D peak positions, measured from the double
resonance spectrum, are included in the fitted spectrum. The fit is a good fit to the
main part of the line, and confirms that there are no other large effects contributing
to the spectrum other than isotope shifts.
There are a few small discrepancies in the fit that can be seen in Figure 4.6(a).
One of the largest of these is that the two peaks C and E have different relative
heights in the expectation spectrum to the fit. Peak C is largely due to 151Eu3+,
while peak E is mostly 153Eu3+, so the difference in the heights of these two peaks
indicates a difference in the signal from the two Eu3+ isotopes of about 30%. This can
partly be attributed to variations in population dynamics and holeburning rates for
the two Eu3+ isotopes. At higher temperatures, where holeburning does not occur,
the 151Eu3+ and 153Eu3+ peaks are more similar in magnitude. This is demonstrated
for a 0.05% La3+:EuCl3·6H2O crystal in Figure 4.7.
In addition to the discrepancy in Eu3+ isotope peak amplitudes, the amplitudes
of the 18O peaks in Figure 4.6(a) are five times larger than expected based on the
concentration. It is unlikely that the concentration of 18O in the crystal differs by
this magnitude from the natural isotopic abundance. It is more reasonable that
the oscillator strength for Eu3+ ions neighbouring an 18O atom is slightly higher,
possibly because the 18O lowers the symmetry of the Eu3+ site.
The Gaussian lineshape is a good fit to the spectrum, although the wings in the
spectrum are slightly wider than the Gaussian fit. This may be due to a small non-
Gaussian contribution to the broadening. A Gaussian lineshape is expected when
the broadening is caused by dislocations, or by high concentration point defects,
such as isotope impurities [70]. According to the continuum model for point defects
(see Section 2.7.1), when the point defect concentration is low (< 1%), the lineshape
is Lorentzian, but becomes gradually more Gaussian as the concentration increases,
reaching a pure Gaussian at 50% concentration. A low concentration defect could
lead to this small amount of Lorentzian broadening.
§4.3 Undoped EuCl3·6H2O 73
E
m
is
si
on
(a
rb
.
u
n
it
s)
A
B
C
D
E
Data
Fit
Optical frequency (+517148.5 GHz)
R
es
id
u
al
s
-1.5 -1 -0.5 0 0.5 1
-0.05
0
0.05
0
0.2
0.4
0.6
0.8
1
(a)
E
m
is
si
on
(a
rb
.
u
n
it
s)
A
B
C
D
E
Data
Fit
Optical frequency (+517148.5 GHz)
R
es
id
u
al
s
-1.5 -1 -0.5 0 0.5 1
-0.05
0
0.05
0
0.2
0.4
0.6
0.8
1
(b)
Figure 4.6: Two fits to the excitation spectrum of EuCl3·6H2O. (a) Fit with a Gaussian
lineshape and four parameters (Eu3+ and Cl isotope shifts, linewidth and absorption
depth). The red lines in the bottom plots show the residuals (data minus fit). The fit
agrees fairly well with the spectrum. The fit in (b) allows peak heights different from those
given by the isotope abundances and a non-Gaussian lineshape, which results in a much
better fit.
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Figure 4.7: Temperature dependence of the lineshape of 0.05% La3+:EuCl3·6H2O. At
10 K, the line is broader than at 3 K, and the two peaks A and B are closer in amplitude.
There is also a shift in the line of ≈ 50 MHz, but in the figure the spectra have been
aligned.
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Parameter Value
γ (FWHM, MHz) 95± 1
z 0.71± 0.05
∆153Eu3+ (GHz) 0.200± 0.004
∆37Cl(GHz) −0.184± 0.002
∆18O (GHz, ±0.02) −0.62 −0.77 −1.14
∆D (GHz, ±0.04) −0.87 −0.84 −1.21 −1.71 −1.92 −2.00
Table 4.2: Parameters for the fit to the excitation spectrum of EuCl3·6H2O in Figure
4.6. γ is the total linewidth, z the absorption parameter, and the ∆s are isotope shifts
of the heavy isotope relative to the light isotope. The parameters ∆18O and ∆D were
determined from double resonance and excitation spectra.
An alternative explanation for the slightly broader wings is that there is some
position dependent contribution to the linewidth due to some small portion of ions
in the beam path that are in highly strained sites. The difference between these
two mechanisms for broadening is that the first is microscopic – it is the linewidth
of any small subset of the ions– while the second is macroscopic – it varies across
the crystal and can be due to large defects such as cracks or inclusions. Substantial
macroscopic defects in these crystals are common, and it is often necessary to scan
a large region of the crystal to find an area with a narrow linewidth. The crystal in
which the spectrum of Figure 4.6(a) was recorded is of high optical quality with very
few visible defects, yet the linewidth varies by more than 20 MHz across the crystal.
The macroscopic variations in lineshape are described in more detail in Section 4.6.
In order to better explain some of the discrepancies between the model and the
fit and to get an accurate linewidth for the spectrum, some of the constraints of the
model were relaxed. The relative peak heights of 151Eu3+ and 153Eu3+ were allowed
to vary, as was the total size of the 18O and D peaks. A Voigt profile was used to
model the data rather than a Gaussian. The resulting fit, shown in Figure 4.6(b), is
in extremely good agreement with the spectrum except that peak B is larger than
the model predicts. The fitted lineshape is a convolution of a Gaussian function and
a Lorentzian function with a width 15 of the width of the Gaussian. This lineshape
is closely Gaussian in the centre with small Lorentzian wings.
The fit parameters and all isotope shifts are shown in Table 4.2. The linewidth of
each component of the optical line was 95± 1 MHz and the isotope shift of 153Eu3+
relative to 151Eu3+ was 200±4 MHz. All the ligand isotopes cause shifts in the same
direction: the heavier isotope leads to a negative shift in the transition frequency.
The D isotope shifts vary considerably between the different D sites, from −0.84 to
−2.00 GHz, but it is not possible to tell which line corresponds to which site.
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Figure 4.8: Excitation spectra along the C2 axis of the 7F0 →5D0 transition of three
crystals: undoped EuCl3·6H2O, 2% 18O:EuCl3·6H2O and 0.4% D:EuCl3·6H2O. Doping
the crystal with an isotope leads to two effects: an increase in signal from the isotope
peaks due to that isotope, and inhomogeneous broadening of the line.
4.4 Inhomogeneous broadening caused by iso-
topes
The previous section has shown that isotopes of the ligands Cl, O and H occupying
nearest neighbour sites lead to shifts in the transition frequency of the 7F0 →5D0
transition of up to 2 GHz. Nearest neighbour ligands lead to large shifts because
these ions are very close to the Eu3+ site: the Eu3+–O bond length is 2.41–2.67 Å,
the Eu3+–Cl bond length 2.77 Å and the E–H distance 2.80–2.97 Å. Next nearest
neighbours and more distant ions will also contribute to the spectrum but because
these ions are further away, they cause much smaller shifts, resulting in inhomoge-
neous broadening of the line. This section examines the effect of ligand isotopes on
the inhomogeneous linewidth of the 7F0 →5D0 spectrum.
Doping EuCl3·6H2O with 18O or D leads to inhomogeneous broadening of the
optical line. The lineshapes of two doped crystals (2%18O:EuCl3·6H2O and 0.4%
D:EuCl3·6H2O) are shown in Figure 4.8 compared to the undoped line. Both doped
spectra are broader than the undoped spectrum: the linewidth of the 2%18O doped
sample is 140±3 MHz, and of the 0.4% D sample 164±6 MHz. The inhomogeneous
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Figure 4.9: Dependence of the optical FWHM linewidth of EuCl3·6H2O on the concen-
tration of D. The green line is a linear fit to the data. The error bars are errors in the
fit used to determine the linewidth, and do not account for the contributions of growth
defects to the linewidth.
broadening caused by D is much larger than by 18O for the same reason that the D
nearest neighbour isotope peaks are at larger shifts than the 18O peaks: the relative
mass difference between the two hydrogen isotopes is much larger than between the
two oxygen isotopes. The lines also become more Lorentzian in shape, with wider
wings in the doped spectra than the undoped spectrum. This is consistent with the
broadening caused by a low concentration point defect in the continuum model [70].
The dependence of the linewidth on the concentration of D is shown in Figure
4.9. For each concentration, the linewidth was determined by fitting the model
of Section 4.3.1 to the data. In Figure 4.9, the linewidth increases approximately
linearly with concentration at a rate 100 MHz/% D. The scatter of the points around
the linear fit is large, which is likely to be due to growth defects (both macroscopic
defects and dislocations), which cause excess broadening that varies from crystal to
crystal, and within one crystal. Normally, macroscopic defects lead to variations in
linewidths of about 20 MHz across a crystal, but in some crystals the variations can
be much larger and regions of the crystal with narrow linewidths can be very hard to
find. An example of this is the 0.4% D:EuCl3·6H2O crystal, in which the minimum
linewidth found was 162 MHz, 18 MHz broader than 0.55% D:EuCl3·6H2O.
Figure 4.10 shows that 18O causes broadening at a smaller rate than D. The
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Figure 4.10: Dependence of the optical FWHM linewidth on the concentration of 18O.
The green line is a linear fit to the data. The point at 0.4% was excluded from this fit
because it lies so far away from the other points. The error bars are errors in the fit used
to determine the linewidth, and do not account for the contributions of growth defects to
the linewidth.
linear fit to the data (excluding the point at 0.4%) gives a rate of 20 MHz/%18O.
A linear dependence is predicted by the continuum model, and the close linear fit
suggests that the continuum model gives a good approximation to the broadening
in this crystal.
The concentration dependence of the broadening on 18O and D suggests that, at
their natural abundance, these isotopes contribute about 7 MHz to the inhomoge-
neous linewidth of EuCl3·6H2O. The two most likely candidates for the remaining
broadening are dislocations or other growth defects, and 37Cl. Chemical impurities,
which are often the source of broadening in rare earth crystals, can be discounted.
They are present at concentrations below 10 ppm, and Section 4.5 shows that at
this concentration they cause less than 100 kHz of broadening. While it is difficult
to estimate the effect of dislocations on the spectrum as they have not been well-
studied in rare earth crystals, a rough estimate of the size of the broadening due to
37Cl can be made from the results for D and 18O using a simple Monte Carlo model
for the inhomogeneous broadening.
The Monte Carlo model utilises the continuum model for point defects, which,
as was shown above, applies for the inhomogeneous broadening due to isotopes.
In the continuum model, the change in the crystal lattice due to a defect can be
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represented by a dipole moment and the frequency shift due to a defect has the form
of a dipole-dipole interaction. The shift can be written
∆fi = Cd
V
|ri|3
(
1− 3rˆ2i
)
(4.1)
for a defect occupying a site at position ri, where V is the unit cell volume and Cd,
the coupling constant, describes the strength of the defect. This equation assumes
that the dipole moment of the defect is always orientated in the same direction as
that of the Eu3+ ion. This is unlikely to be true, but makes very little difference to
the inhomogeneous broadening, which is due to the average long range interactions.
The inhomogeneous broadening due to D or 18O at a particular concentration
was determined by repeatedly randomly populating the EuCl3·6H2O lattice with
the isotope, and calculating the total shift in the frequency of a central Eu3+ ion
at each iteration according to the model in Equation (4.1). The lattice used was
cubic with 30 unit cells per side. By repeating the Monte Carlo simulation for
different concentrations, the rate of inhomogeneous broadening with concentration
could be determined. For D, a coupling constant of 24 MHz was found to match the
experimental rate of 100 MHz/%. Likewise, for 18O a coupling constant of 11 MHz
matched the experimental rate of 20MHz/%.
To use this model to determine the rate of broadening by 37Cl, an assumption
must be made. The continuummodel requires that the interaction between Eu3+ and
defect ions be dipole-dipole at long range, but not necessarily at nearest neighbour
distances. If it is assumed that the interaction is dipole-dipole for nearest neighbour
ions, then the ratio between the coupling constants found above should be similar to
the ratio between nearest neighbour shifts. The two ratios cannot be expected to be
exactly equal because the shift ratio is somewhat dependent on the positions of the
nearest neighbour ions. The ratios are close: the average D shift is ∆f = 1420 MHz
and the average 18O shift is δf = 850 MHz, giving ∆f18O∆fD = 0.6, while the ratio of the
coupling constants is C18O
CD
= 0.45. This would suggest that 37Cl, with its nearest
neighbour shift of 184 MHz, would have a coupling constant of 2.65 MHz. With
this coupling constant the Monte Carlo model predicts that 24% 37Cl would lead to
64 MHz of broadening. This is a rough estimate, accurate to a factor of two at best,
but does suggest that it is likely that the majority of inhomogeneous broadening in
EuCl3·6H2O is due to 37Cl.
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4.5 Satellite structure in rare earth doped
EuCl3·6H2O
Doping EuCl3·6H2O or any rare earth crystal with another rare earth leads to satel-
lite lines in the spectrum, much like the isotope peaks of Section 4.3. These arise
because the dopant, which occupies the host site, perturbs the neighbouring ions,
shifting their frequencies. In most rare earth materials, satellite structure is at-
tributed to the difference in radius of the host and dopant ion leading to strain in
the environment, altering the electric field seen by the host ion [104]. While it is
generally observed that dopants with a larger radius mismatch result in more widely
spread satellite structure, the quantitative dependence of satellite line positions on
radius has not been well studied.
In this section, the satellite line structure of the 7F0 →5D0 transition of
EuCl3·6H2O is studied for a number of different rare earth dopants spread across the
rare earth period. Eight different dopants were studied: La3+, Ce3+, Pr3+, Nd3+,
Gd3+, Y3+, Er3+, and Lu3+. This selection includes three closed shell dopants (La3+,
Y3+ and Lu3+) which will give rise to different satellite structure compared to the
open shell dopants only if exchange interactions are an important contribution.
All except Er3+ and Pr3+ were grown for this project from 99.999% purity start-
ing materials by the method described in Section 3.1. Pre-existing Er3+ and Pr3+
crystals were used, which were grown from approximately 99.9% purity starting ma-
terials. Most crystals had a dopant concentration of 0.1%, although the Er3+ crystal
had a 0.5% concentration and a series of different La3+ crystals were grown to study
the inhomogeneous broadening caused by the dopants.
The excitation spectrum of 1% La:EuCl3·6H2O is shown in Figure 4.11. The line
is substantially broader than in the undoped EuCl3·6H2O spectrum of Figure 4.2,
and the isotope structure is no longer visible. A number of satellite lines can be
seen shifted from the main line by gigahertz. Near the centre of the line, multiple
satellite lines overlap, leading to wide wings on the line. The satellite amplitudes are
slightly larger than expected from the concentration, most likely because absorption
in the centre of the line has decreased the size of the main peak. The lines can be
more clearly seen in Figure 4.12(a), which is a spectrum of the base of the line over
a larger frequency range. Three satellite lines are well resolved from the main line,
with the largest shifted by 16 GHz. The same distribution of satellite lines is seen in
Figure 4.12(b), which shows the spectrum of 0.1% Lu3+:EuCl3·6H2O, except that in
the Lu3+ spectrum the peak shifts are in the opposite direction to the shifts in La3+.
This is expected if the radius of the dopant is the dominant factor in determining
the satellite structure, as La3+ has a radius larger than Eu3+, while Lu3+ has a
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Figure 4.11: Excitation spectrum of the 7F0 →5D0 transition of Eu3+ in 1%
La3+:EuCl3·6H2O. Satellite lines with amplitudes ≈ 2% of the main line can be seen.
radius smaller than Eu3+.
Satellite lines that are not resolved in Figure 4.12 can be separated in a dou-
ble resonance spectrum. Figures 4.13 and 4.14 show double resonance spectra
for 1%La:EuCl3·6H2O and 0.1% Lu3+:EuCl3·6H2O respectively. Approximately 20
satellite lines can be resolved in the spectra, although only the outer 15 are labelled.
The satellite lines are shifted by up to 400 kHz in hyperfine frequency, and there
is some correlation in hyperfine and optical shifts, with lines with negative optical
shifts more likely to have negative hyperfine shifts. Like the excitation spectra, the
satellite lines for La3+ and Lu3+ have the same pattern, but opposite shifts.
The excitation and double resonance spectra of La3+ and Lu3+ doped
EuCl3·6H2O support the idea that the satellite lines are caused by a purely ra-
dius effect. The dependence of position of the ten outer satellite lines on radius
for all the dopants studied is shown in Figures 4.15 and 4.16 for the optical and
hyperfine positions respectively. These positions were determined from double reso-
nance spectra. The radius in these figures is the radius for an eight-coordinate RE3+
ion [38]. Both hyperfine and optical shifts are approximately linear in radius. Some
satellite lines have more linear trends than others, for example, line J is fairly closely
linear in both optical and hyperfine spectra, while line D is not even monotonic.
A simple model for the radius effect is to describe the perturbation to the crystal
electric field around the dopant site with a set of multipole moments that interact
with multipole moments on the host ion. In my Honours thesis I attempted to fit this
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Figure 4.12: Comparison of the satellite structure of two different dopants. The peaks
have the same distribution but are shifted in opposite directions in the two spectra. The
peak labels given here are the same as those in the double resonance spectra of Figures
4.13 and 4.14.
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Figure 4.13: Double resonance spectrum of 1%La3+:EuCl3·6H2O with the outermost
satellite lines labelled.
type of multipole-multipole model to the satellite structure of La3+:EuCl3·6H2O. I
found that the satellite structure could not be fitted with a model that included
only dipole-multipole terms up to a multipole order of 4, and including terms be-
yond these leads to more parameters in the fit than there were satellite lines in
the spectrum. This suggests that higher order terms are likely to be important.
An additional piece of information about the multipole interaction comes from the
positions of lines A and C. As shown in Chapter 5, these two peaks correspond to
the two Eu3+ sites on the C2 symmetry axis above and below the dopant. Terms
in the multipole model with even parity (such as dipole-dipole) would lead to these
two sites having the same frequency shift, while terms in the model with odd parity
(such as dipole-quadrupole) lead to opposite shifts. As the two shifts are neither
the same nor opposite, the multipole interaction must be mixed parity.
Doping EuCl3·6H2O with another rare earth dopant leads to inhomogeneous
broadening of the optical transition in the same way that doping with an isotope
does. The inhomogeneous linewidth as a function of La3+ concentration is shown
in Figure 4.17. As the three doped crystals (0.05%, 0.2% and 0.5%) were grown
before the crystal growth process was optimised to the form given in Section 3.1,
they are of very low quality, with many visible defects, and some twinning. This
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Figure 4.14: Double resonance spectrum of 0.1% Lu3+:EuCl3·6H2O with the outermost
satellite lines labelled.
made it extremely difficult to find regions with little macroscopic broadening, so
the measured linewidths are likely to be larger than the linewidth in the absence of
macroscopic broadening. The linear fit to the data shown in Figure 4.17 gives an
estimate of 90 MHz/%La3+ for the broadening rate.
From this approximate broadening rate, the contribution of rare earth ions as
chemical impurities to the inhomogeneous broadening in undoped EuCl3·6H2O can
be estimated. Other rare earths are the most common chemical impurities in a rare
earth crystal. In the 99.999% purity EuCl3·6H2O starting materials used, other rare
earths are present at < 10 ppm. At this concentration in EuCl3·6H2O, they will
lead to less than 100 kHz of broadening.
4.6 Macroscopic inhomogeneous broadening
Each excitation spectrum shown in this chapter was obtained by first scanning
the laser across the sample to find the region with the narrowest inhomogeneous
linewidth because most of the EuCl3·6H2O crystals used in this project displayed
substantial spatial variations in linewidth. These spatial variations are a conse-
quence of macroscopic broadening due to large defects in the crystal structure. This
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Figure 4.15: Satellite line positions in optical frequency for the dopants studied. The
satellite line labels are shown in Figure 4.14. The dashed lines are provided as a guide to
the eye while the two solid lines are example linear fits to the two outer lines A and J. The
black dot indicates the radius of Eu3+. The uncertainty in all line positions is ±300 MHz,
and is indicated by the size of the markers. Only one peak for Gd3+ (peak J) can be
resolved from the main line.
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Figure 4.16: Satellite line positions in hyperfine frequency for the dopants studied. The
satellite line labels are shown in Figure 4.14. The dashed lines are provided as a guide to
the eye while the two solid lines are example linear fits to the two outer lines A and J. The
black dot indicates the radius of Eu3+. The uncertainty in all line positions (not shown)
is ±10 kHz.
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Figure 4.17: Linewidth of La3+:EuCl3·6H2O as a function of dopant concentration. The
green line is a linear fit to the data.
section is a brief investigation of macroscopic broadening.
Figure 4.18 shows the different inhomogeneous lineshapes that occur in 0.05%
La:EuCl3·6H2O as the beam is moved over ≈ 2 mm of the surface of the sample. In
trace A of Figure 4.18, the lineshape looks similar to the best spectrum obtained in
this crystal, shown in Figure 4.19, except that it has wider wings. In traces B to
E, the line broadens and shifts, with two peaks appearing in trace D. This was the
first crystal I grew, and has many visible defects, as shown in Figure 4.20. In later
crystals, much smaller seed crystals and very fine thread were used, and the growth
solution was seeded at a temperature above the growth temperature to minimise
the number of defects in the crystal.
Even in high quality EuCl3·6H2O crystals with very few visible defects, lineshapes
similar to those seen in Figure 4.18 often occur. These may be due to smaller defects
that are not easily visible to the naked eye. Surface irregularities, which are common
as the crystals tend to deliquesce and recrystallise easily, may also contribute to the
variations in lineshape.
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Figure 4.18: Excitation spectra of a 0.05%La:EuCl3·6H2O crystal at five different points
within 2 mm of each other.
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Figure 4.19: Narrowest observed excitation spectrum in 0.05%La3+:EuCl3·6H2O.
Figure 4.20: The 0.05%La3+:EuCl3·6H2O crystal used for the spectra in Figure 4.18.
A large number of fluid inclusions are visible, particularly around the edges of the 4 × 4
mm seed crystal, and the string tied around the crystal.
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(a) Picture of crystal. (b) −1.9 GHz.
(c) −1.3 GHz. (d) 0 GHz.
(e) 0.9 GHz. (f) 1.4 GHz.
Figure 4.21: Emission from a EuCl3·6H2O crystal at five different excitation frequencies.
In the centre of the optical line, the whole crystal is bright, but in the wings of the line,
most of the emission comes from perturbed ions, such as those near the string running
through the centre of the crystal, or those near fluid inclusions (the triangular region on
the left of the string, the square region on the right, or the thin horizontal region near
the bottom of the crystal). (a) shows a picture of the crystal. It is held in place in the
cryostat with two pieces of copper braid to minimise strain on the crystal.
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Figure 4.22: Optical frequency offsets at which the images in Figure 4.21 were taken,
referenced to a spectrum of EuCl3·6H2O. This is not the spectrum of the crystal used for
Figure 4.21.
4.6.1 Imaging fluid inclusions
Most of the visible defects in a EuCl3·6H2O crystal are fluid inclusions. These are
likely to be the source of the variations in lineshape shown in Figure 4.18. However,
in the experiment it was not possible to see where on the surface the laser was
focused, so the lineshapes could not be definitively associated with fluid inclusions.
To better establish the contribution of fluid inclusions to inhomogeneous broadening
and changes in lineshape, The emission from a EuCl3·6H2O crystal was imaged onto
a camera. Figure 4.21 shows the emission from different regions of an EuCl3·6H2O
crystal as a function of wavelength. The EuCl3·6H2O crystal used, shown in Figure
4.21(a), was grown on a very large seed crystal, and as a result large inclusions are
present in the sample. The vertical line in the centre of the crystal in this figure
is the string that was tied around the seed crystal. The crystal was illuminated
with a laser beam that had a diameter larger than the crystal. The emission from
the crystal was detected with a USB digital microscope pointed at the back surface
of the crystal, with a > 600 nm filter to remove the laser light. Figures 4.21(b)–
(f) show the emission for different incident laser frequencies. The positions of these
frequencies on a reference EuCl3·6H2O spectrum is shown in Figure 4.22. The sloped
faces at the top and bottom of the crystal are bright in all pictures because the light
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Figure 4.23: Diagonal defect line in the double resonance spectrum of a 0.06%
D:EuCl3·6H2O crystal with the laser polarised along the C2 axis. The diagonal signal
extends approximately 3 GHz on either side of the EuCl3·6H2O line.
is refracted at these surfaces, and travels through the crystal at an angle to the C2
axis, meaning higher absorption.
There are three large inclusions visible in the EuCl3·6H2O crystal of Figure 4.21:
one triangular shaped region on the left side of the string, a square region on the
right side of the string, and a thin horizontal region centred on the string near the
bottom of the crystal. These inclusions emit at different frequencies to the bulk. At
frequencies in the low frequency wing of the optical line, most of the emission comes
from the region around the string, and around each of the inclusions. In the middle
of the optical line, emission is uniform over the crystal. In the high frequency wing,
the areas inside the inclusions are the brightest.
Figure 4.21 demonstrates that inclusions are responsible for emission at frequen-
cies shifted from the main optical line and that different regions around the inclusion
lead to different frequency shifts. The EuCl3·6H2O crystal used for this study was
chosen specifically because it had many visible inclusions, but inclusions of some
size will be present in all EuCl3·6H2O crystals and can be expected to contribute to
the optical spectrum.
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Figure 4.24: Diagonal defect line in the double resonance spectrum of a 0.1%
Nd3+:EuCl3·6H2O crystal with the laser polarised along the C2 axis. The diagonal de-
fect, which only appears on the high frequency side of the line, is split into three peaks
separated by 60 kHz.
4.6.2 Defect signatures in double resonance spectra
Occasionally, a region of an EuCl3·6H2O crystal will display an unusual signal in the
double resonance spectrum: a diagonal line extending a few gigahertz on one side or
both sides of the main line. It appears in double resonance spectra of all hyperfine
ground transitions. Two examples are shown in Figures 4.23 and 4.24. The gradient
of the line differs for different hyperfine transitions, varying from 30 kHz/GHz on
the 27 MHz transition of 151Eu3+ to 400 kHz/GHz on the 74.6 MHz transition of
153Eu3+. The gradient is the same for one transition in different crystals.
The correlation between the optical and hyperfine frequencies of the diagonal
defect indicates that it is from a different source to the satellite structure, which is
not correlated. It occurs relatively seldom in crystals, but can be seen over millimetre
sized regions of the sample, indicating that it is due to some macroscopic defect. It
may be an inclusion, as the imaging of Section 4.6.1 showed that inclusions cause
optical shifts of a similar size to the width of the diagonal line.
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4.7 Summary
This chapter presented excitation and Raman heterodyne double resonance spectra
for the 7F0 →5D0 transition undoped EuCl3·6H2O and a variety of different chem-
ical and isotope dopants. The optical spectrum of undoped EuCl3·6H2O displayed
a linewidth of 95 MHz, much narrower than previously reported, with partially re-
solved structure. This structure had been investigated previously [134], but was not
satisfactorily explained. With the aid of double resonance spectroscopy, much of the
structure was attributed to satellite lines caused by isotopes of O, H, and Cl occu-
pying nearest neighbour ligand sites around the Eu3+ site. A model including these
isotope lines, the hyperfine structure previously measured for EuCl3·6H2O, and a
200 MHz Eu3+ isotope shift was fitted to the excitation spectra. The fit agreed well
with the spectrum.
If was found that doping EuCl3·6H2O with 18O and D leads to inhomogeneous
broadening of the optical transition. The linewidth of a series of D doped crystals
broadened linearly at a rate of 100 MHz/% D, and crystals doped with 18O broadened
at a rate of 20 MHz/% 18O. The broadening seen for 18O and D implied that 37Cl
may be the major source of inhomogeneous broadening in the EuCl3·6H2O crystals
studied. We intend to test this by growing crystals isotopically pure in 35Cl. As
Chapter 8 will show, isotopically purifying EuCl3·6H2O will be necessary to prepare
quantum computing systems with more than a four qubits.
Satellite lines were also observed in crystals doped with different rare earths. The
distribution of these peaks was similar for the different dopants. The hyperfine and
optical frequency offset of each satellite line scaled approximately linearly with the
radius of the dopant. This supports the idea that the satellite shifts occur because
the dopant strains the crystal structure due to its mismatched radius. The dopants
also lead to inhomogeneous broadening. In La3+:EuCl3·6H2O, the line broadened at
a rate of approximately 90 MHz/% La3+.
Spatial variations in inhomogeneous line shape are very common in these
EuCl3·6H2O crystals, and can lead to substantial variations in linewidth and line-
shape. It was shown that in the region around a fluid inclusion, one source of spatial
variation, the optical frequency is shifted by gigahertz from its unperturbed value,
which can give rise to wide wings on the optical line.
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Chapter 5
Hyperfine structure in EuCl3·6H2O
The quantum computing scheme introduced in Chapter 1 requires electronic inter-
actions between neighbouring rare earth ions to enact gates between qubits imple-
mented in different satellite lines in a rare earth doped EuCl3·6H2O crystal. The
relevant interactions have not been well studied in rare earth crystals, and a first step
in understanding these interactions is to determine the spatial relationship between
interacting ions in different satellite lines.
In this chapter, the spatial position of ions in different satellite lines is deter-
mined using a magnetic dipole-dipole interaction. When EuCl3·6H2O is doped with
a Kramers dopant, such as Nd3+, the satellite lines in the optical spectrum split in
hyperfine frequency and this splitting differs for different satellite lines. This split-
ting can be explained by adding a magnetic dipole-dipole interaction to the spin
Hamiltonian that describes the hyperfine structure of Eu3+ in EuCl3·6H2O. This
spin Hamiltonian was determined for the optical 7F0 and 5D0 levels from measure-
ments of the hyperfine structure as a magnetic field was rotated about a sample of
undoped EuCl3·6H2O.
The spin Hamiltonian has an additional use beyond allowing site assignments
to be made. In quantum computing or other quantum information applications,
long coherence times are desirable on optical and hyperfine transitions. One way
of extending the coherence time of a transition is to apply a specific magnetic field
at which the transition undergoes a three-dimensional turning point with magnetic
field [135]. At this turning point, the transition is insensitive to first order to mag-
netic fluctuations, and this can lengthen the coherence time. The positions of these
turning points can be determined from the spin Hamiltonian. Turning point cal-
culations for EuCl3·6H2O are not included in this chapter, but have been reported
elsewhere [143]
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5.1 Spin Hamiltonian theory
As shown in Section 2.3, the spin Hamiltonian describing the hyperfine structure of
the optical levels of Eu3+ is
H ′ =(B · (g2Jµ2bΛ) ·B)Eˆ + B · (γNE + 2AJgJµBΛ) · Iˆ
+ Iˆ · (A2JΛ + 2TQ) · Iˆ, (5.1)
where E and Eˆ are the identity matrix and identity operator respectively, B is the
magnetic field, Iˆ is the nuclear spin operator, TQ is the electric quadrupole tensor,
and the tensor Λ gives the second order interactions between crystal field levels.
For the purpose of describing the hyperfine structure, it is useful to rewrite this
Hamiltonian as
H ′ = (B · Z ·B)Eˆ + B ·M · Iˆ + Iˆ ·Q · Iˆ . (5.2)
In this equation, Z is the quadratic Zeeman tensor, which affects all the hyperfine
levels of an optical state in the same way, and can be ignored when considering
hyperfine structure. M is the enhanced nuclear Zeeman tensor,
M = R(α, β, γm)

gx 0 0
0 gy 0
0 0 gz
RT (α, β, γm) , (5.3)
and Q in Equation (5.2) is the effective quadrupole tensor,
Q = R(α, β, γq)

−E 0 0
0 E 0
0 0 D
RT (α, β, γq) , (5.4)
which combines true quadrupole and pseudoquadrupole terms. The pseudo-
quadrupole term is negligible in the 5D0 excited state. R(α, β, γ) is a rotation
matrix defined in terms of three Euler angles, of the form
R(α, β, γ) =

cosα − sinα 0
sinα cosα 0
0 0 1
×

cos β 0 sin β
0 1 0
− sin β 0 cos β
×

cos γ − sin γ 0
sin γ cos γ 0
0 0 1
 ,
(5.5)
and describes the orientation of the principal axes of the tensors relative to the
external coordinate system. In EuCl3·6H2O, the C2 symmetry constrains one of the
principal axes of each tensor to be in the C2 direction. The orientation of the C2
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Figure 5.1: Hyperfine structure of the two Eu3+ isotopes in EuCl3·6H2O, a reproduction
of Figure 2.10.
axis relative to the z axis of the coordinate system is described by the two Euler
angles α and β, which must be the same for all tensors.
Both Eu3+ isotopes have a nuclear spin of I = 52 and the effective quadrupole
interaction splits the electronic energy levels into three doubly degenerate levels in
zero field. The resulting hyperfine structure for the 7F0 →5D0 transition is shown
in Figure 5.1. The level splittings in this figure were measured by Martin et al.
[134], but the level orderings are those determined in Section 7.1.1. While the levels
are labelled with angular momentum mz, these are not at all good eigenvalues as
the levels are highly mixed. The labels are used because, despite the mixing, the
strongest optical transitions still occur between ground and excited levels with the
same label.
In a magnetic field, the three doubly degenerate hyperfine levels split, leading to
four lines in a Raman heterodyne spectrum. In EuCl3·6H2O, this splitting is of the
order of 500 kHz for a magnetic field of 20 mT.
5.2 Experimental method
To determine the spin Hamiltonian for a particular electronic level, the splitting of
two of the hyperfine transitions of that level was recorded, using Raman hetero-
dyne spectroscopy, for a large number of magnetic field values, and a model of the
form of Equation 5.2 was fitted to the data. Measurements were made for the 7F0
ground state for both Eu3+ isotopes and for the 5D0 excited state of 151Eu3+. The
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Figure 5.2: The three axis superconducting coils used for magnetic field rotation pat-
terns. Due to size constraints, none of the three sets of coils is in the Helmholtz arrange-
ment. The sample sits on a copper stage inserted through the bottom z coil (not shown).
The coil that supplies rf for Raman heterodyne measurements can just be seen inside, and
coaxial with, the x axis coils.
excited state of 153Eu3+ has hyperfine frequencies around the bandwidth limit of the
125 MHz photodetector used to detect the Raman heterodyne signal, and the noise
at these frequencies swamps any Raman heterodyne signals.
The applied magnetic field needed for spin Hamiltonian measurements was pro-
vided by a set of three axis superconducting coils, shown in Figure 5.2. Each coil
pair provides a magnetic field of approximately 10 mT at 1 A. Ideally, these coil
pairs would have been designed to be Helmholtz (separated by their radius) in all
three directions to maximise the field homogeneity, but the size constraints of the
cryostat used, which has a 49 mm bore, prevented this. To achieve the fields re-
quired of the coils in the limited space, all three sets of coils were separated by more
than the Helmholtz arrangement. This results in a field inhomogeneity over 2 mm
of approximately 2% in each direction. The coils were calibrated at room temper-
ature using a Hall probe, introducing an uncertainty of approximately 2% into the
magnetic field values at low temperatures.
The measurements were performed on a sample of EuCl3·6H2O that had been
cleaved along the (100) plane to provide one face perpendicular to the C2 axis (the
[010] direction), and polished to provide two parallel faces approximately aligned
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Figure 5.3: Orientation of the EuCl3·6H2O crystal relative to the magnetic field coor-
dinate system used for spin Hamiltonian measurements. The C2 axis was approximately
aligned with +x, which was also the direction of the applied rf field. The laser propagated
along y and was polarised along x to ensure high absorption.
with the (001) plane. The sample was mounted on a copper stage with the (100)
face down, and placed inside the superconducting coils. The crystal C2 axis was
approximately aligned with the x axis of the coils by rotating the copper sample
stage, which also approximately aligned the [001] direction with the y axis of the
coils, and the laser beam direction. A small 8-turn coil inside the x axis of the super-
conducting coils was used to provide the rf field for Raman heterodyne spectroscopy.
The alignment of the axes of the crystal relative to the magnetic field directions is
shown in Figure 5.3. By aligning the axes of the crystal relative to the magnetic
field directions, constraints are placed on the possible values of the Euler angles in
Equations (5.3) and (5.4), which simplifies the fitting process.
The experiments were performed in a helium bath cryostat with the sample
and coils immersed in liquid helium cooled below 2.2 K. The current to the coils
was provided by two TTi QL355TP computer-controlled power supplies. For each
hyperfine level, a laser frequency was chosen that gave large Raman heterodyne
signals and the magnetic field was rotated in a spiral about the sample in 200 steps
to sample many different magnetic field orientations. This spiral was given by
B =

B0
√
1− t2 cos 6pit
B0
√
1− t2 sin 6pit
B0t
 (5.6)
with B0 = 21 mT. The spiral is shown in Figure 5.4. The hyperfine structure was
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Figure 5.4: The magnetic field spiral used in measurements of the spin Hamiltonian.
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Figure 5.5: Experimental rotation patterns for the 7F0 ground state of 151Eu3+. The
colour axis is logarithmic.
detected with Raman heterodyne spectroscopy as described in Section 4.2. The
Raman heterodyne method was slightly altered for excited state measurements. In
the ground state, complete holeburning of the resonant level is prevented by the
rf field, which transfers population amongst the spin states, maintaining the small
population difference required for a Raman heterodyne signal. However, when the
rf is applied to the excited state, there is no mechanism for un-burning the spectral
hole burnt by the laser, and the resonant population is quickly burnt away. To
reduce spectral holeburning in this situation, the lens focusing onto the sample was
removed and the laser was dithered at an amplitude of 60 MHz and a frequency of
5 Hz.
5.3 Experimental results
Figures 5.5–5.7 show spiral rotation patterns for the three electronic levels studied.
Four lines are visible in each pattern, although at some field values the outer two lines
are very weak. The rf linewidths vary between the different electronic levels: 7 kHz
in the 151Eu3+ ground state, 11 kHz in the 151Eu3+ excited state, and 20 kHz in the
153Eu3+ ground state. The peaks in the 70 MHz 153Eu3+ ground state spectrum in
Figure 5.6 are not as clear as in the other spectra, and there are extra contributions
to the rotation patterns due to small subsets of ions with hyperfine frequencies
102 Hyperfine structure in EuCl3·6H2O
H
y
p
er
fi
n
e
fr
eq
.
(M
H
z)
Magnetic field spiral step number
H
y
p
er
fi
n
e
fr
eq
.
(M
H
z)
20 40 60 80 100 120 140 160 180 200
74.45
74.5
74.55
74.6
74.65
74.7
70
70.05
70.1
Figure 5.6: Experimental rotation patterns for the 7F0 ground state of 153Eu3+. The
black band in the 75 MHz spectrum at a spiral step number of approximately 140 is is
where the liquid helium level dropped to the level of the sample, briefly obscuring the laser
beam. This is also seen in Figure 5.7. The colour axis is logarithmic.
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Figure 5.7: Experimental rotation patterns for the 5D0 excited state of 151Eu3+. The
colour axis is logarithmic.
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slightly different from the majority of ions. This can happen when either the laser
is at an optical frequency where there is more than one hyperfine component, such
as when the signals from Eu3+ ions with two different ligand isotope environments
overlap, or when the region of the crystal sampled by the laser beam has some ions
in perturbed sites.
Although the magnitude of the splittings in the 7F0 ground state spectra (Figures
5.5 and 5.6) differ for the two Eu3+ isotopes, the patterns look very similar. This
is expected as the two isotopes differ only by their isotropic magnetic dipole and
quadrupole moments.
Peak positions were identified in these rotation patterns manually, by looking at
the Raman heterodyne spectrum of each step in the spiral pattern individually and
locating the peaks by eye. Using this method, it was possible to identify most of
the peaks even in the rotation patterns where the signals from the outer two lines
were very small, such as the 43 MHz spectrum of 151Eu3+. In this spectrum, 719
peaks of the 800 expected peaks could be identified; in the other spectra, between
720 and 800 peaks could be identified.
5.4 Fitting the spin Hamiltonian
For the purpose of fitting the rotation patterns, it is convenient to have the C2 axis
approximately aligned with the z axis of the magnetic field so that the Euler angles
α and β, which describe the orientation of the C2 relative to the z axis, are close to
zero. To achieve this, the experimental magnetic field was transformed into a new
coordinate system with the x axis approximately aligned with the [001] direction,
the y axis with the [100] direction and the z axis with the [010] (C2) direction:
Bfit =

0 −1 0
0 0 −1
1 0 0
Bexp . (5.7)
The two hyperfine rotation patterns generated for each electronic level are de-
scribed in the model of Equation (5.2) by nine parameters: α, β, γM , γQ, gx, gy, gz,
E, and D. Of these, E and D, which describe the zero field splitting of the hyperfine
levels, can be determined from the hyperfine structure of Figure 5.1. Additionally,
since α and β were close to zero, they could be ignored in the initial fit to the data,
leaving five parameters to be determined by the fit.
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5.4.1 The fitting procedure
The basic procedure used to fit these five parameters to an experimental rotation
pattern was a least squares fitting method: a model rotation pattern was generated
for a set of fitting parameters, and then the difference between this model and the
experimental pattern was minimised by changing the fitting parameters. This type
of method has two main difficulties when applied to rotation patterns: associating
the experimental lines with the correct theoretical lines, and ensuring the fit found
is the the global best solution, and not just a local solution.
Associating the experimental and theoretical lines is relatively simple in
EuCl3·6H2O because there are only four lines in the spectrum, and very few data
points are missing in the experimental spectrum. When all four lines were present
at a particular magnetic field step, the lines were assigned to model lines by their
frequency: the experimental line at the largest frequency was associated with the
model line with the largest frequency, and so on. When a line was missing at one
magnetic field step, a guess was made of which line it was based on lines in sur-
rounding spectra. The experimental lines that were present could then be matched
up with the correct theoretical lines. This method is very reliable as long as the
magnetic field steps are close together and only a small number of peaks are missing.
A second circumstance where there was less than four lines at one magnetic field
step was when the two inner lines completely overlapped. In those cases two lines
were assigned to the same data point.
The model was implemented in MATLAB. The least squares difference between
the experimental rotation pattern and the model was minimised using MATLAB’s
built-in fminsearch function with random initial parameters. With five fitting pa-
rameters, fminsearch will occasionally find only a local minimum, but by repeat-
edly running the function about 10 times with different random input parameters,
the global minimum was reliably found. Fminsearch tends to locate local min-
ima because it always steps in directions that minimise the least squares sum, so
once it locates a local minimum, it will not move away in subsequent iterations.
Other algorithms, such as simulated annealing [144, 145], are much better at finding
global solutions because they occasionally allow iteration steps that increase the
least squares sum, sampling more of the parameter space. In systems with larger
numbers of parameters, such as the low symmetry crystals Y2SiO5 [5, 135, 146]
and La2(WO4)3 [147] simulated annealing is necessary, but the parameter space for
EuCl3·6H2O was sufficiently small that the global minimum could be found with
fminsearch.
There were three steps used to fit the experimental rotation patterns. First, the
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five parameters γM , γQ, gx, gy and gz were fitted with α and β set to zero and E
and D given by the zero field values. Next, α and β were fitted to the data with
the other parameters fixed. Finally, all nine parameters were fitted simultaneously.
This step included E and D even though they can be determined from the hyperfine
structure because the hyperfine splittings change slightly across the optical line due
to the shifts caused by 37Cl, so a particular set of E and D values is valid only at a
single optical frequency.
5.4.2 Ambiguities in the fitted parameters
Fitting a rotation pattern cannot completely determine the spin Hamiltonian be-
cause there are multiple spin Hamiltonians that lead to exactly the same model
pattern, as the rotation pattern is insensitive to some transformations of the Hamil-
tonian. The simplest of these is the transformation H → −H. While the energies
of the hyperfine levels of −H are minus those of H, the transition frequencies are
the same.
In zero field, the insensitivity to H → −H is an insensitivity to Q→ −Q, which
is the simultaneous change of the signs of D and E. Additionally, the rotation
pattern is insensitive to the individual signs of D and E because the sign of E is
not well defined: if the sign of E is changed, the same quadrupole tensor can be
constructed with the transformation γQ → γQ + 90◦.
An additional ambiguity was described by Longdell [148]: for transformations P
with PP† = E that leave Q and M invariant (Q = PQP†, M = PMP†) the two
Hamiltonians H = B ·M · Iˆ + Iˆ ·Q · Iˆ and H = B ·MP · Iˆ + Iˆ ·Q · Iˆ give the same
hyperfine spectra. This can be seen by rewriting the Hamiltonian:
H = B ·M · Iˆ + Iˆ ·Q · Iˆ (5.8)
= B ·MPP† · Iˆ + Iˆ ·PP†QPP† · Iˆ (5.9)
= B ·MP ·P†Iˆ + P†Iˆ ·Q ·P†Iˆ (5.10)
In this equation, P†Iˆ corresponds to a different choice of basis states of Iˆ, and H
still has the same eigenvalues. The transformations that satisfy Q = PQP† are:
• Rotations of pi about any the principal axes of Q,
• Reflections in any of the three planes normal to the principal axes of Q,
• Inversion,
• The identity.
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Ground state 7F0
151Eu3+ 153Eu3+
α (◦) 0.0± 0.8 0.0± 0.8
β (◦) 6.2± 1.4 6.2± 1.4
γM (◦) 67.31± 0.07 67.31± 0.07
γQ (◦) 87.07± 0.13 87.07± 0.13
gx (MHz/T) ∓1.504± 0.004 ∓0.673± 0.002
gy (MHz/T) ±4.029± 0.004 ±1.794± 0.002
gz (MHz/T) +3.006± 0.008 +1.359± 0.004
E (MHz) −5.29026± 0.00002 −13.660932± 0.000008
D (MHz) +0.35692± 0.00003 +0.791815± 0.000014
Table 5.1: Spin Hamiltonian parameters for optical ground (7F0) state of Eu3+ in
EuCl3·6H2O. α and β are the same for all transitions. Uncertainties given are uncertainties
in the fit, and do not include experimental uncertainties. The signs given were determined
from quadratic Zeeman, level ordering, and other measurements. The signs of gx and gy
are only known relative to each other.
The additional constraint, M = PMP†, is required so that MP, like M, is sym-
metric. If the principal axes of the M and Q tensors do not coincide, this constraint
reduces the number of transformations that leave the Hamiltonian invariant. For
EuCl3·6H2O, in which the z axes of the M and Q coincide but the x and y do
not, only rotations about the z axis, reflections in the plane normal to the z axis,
inversion and the identity are allowed. This means that the hyperfine structure is
insensitive to the transformation M → −M, the simultaneous change of sign of gx
and gy, and the sign of gz. The sign of gx relative to gy also cannot be determined
from the rotation patterns because the same Zeeman tensor can be constructed by
flipping the sign of gx and changing the rotation matrices used.
To summarise, the signs of gx, gy, gz, and D are undetermined by a fit to the
rotation patterns, and the sign of E is not a physically significant quantity. However,
the unknown signs can be determined by experiments that involve both ground and
excited state optical levels, such as holeburning. For instance, the splitting of a
spectral hole in an applied magnetic field can be used to determine the signs of gx,
gy and gz, and the sign of D can be determined from the order of the hyperfine
levels. The measurements used to determine signs of parameters in EuCl3·6H2O are
described in Section 5.4.3.
5.4.3 Fitting results
For each electronic level, the two hyperfine rotation patterns were concatenated
and the fit determined. Good fits were obtained to all three electronic levels, with
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Figure 5.8: Fit to rotation patterns of the 7F0 ground state of 151Eu3+. The blue circles
are experimental peak positions, and the red line is the fit.
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Figure 5.9: Fit to rotation patterns of the 7F0 ground state of 153Eu3+. The blue circles
are experimental peak positions, and the red line is the fit.
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Figure 5.10: Fit to rotation patterns of the 5D0 excited state of 151Eu3+. The blue
circles are experimental peak positions, and the red line is the fit.
Excited state 5D0
151Eu3+ 153Eu3+
α (◦) 0.0± 0.8 0.0± 0.8
β (◦) 6.2± 1.4 6.2± 1.4
γM (◦) −3.1± 0.7 −3.1± 0.7
γQ (◦) −13.22± 0.03 −13.22± 0.03
gx (MHz/T) +9.666± 0.006 +4.269± 0.003
gy (MHz/T) +9.293± 0.006 +4.105± 0.003
gz (MHz/T) +10.025± 0.014 +4.428± 0.007
E (MHz) +9.08595± 0.00003 +23.21± 0.02
D (MHz) −1.85868± 0.00005 −4.80± 0.02
Table 5.2: Spin Hamiltonian parameters for optical excited (5D0) state of Eu3+ in
EuCl3·6H2O. α and β are the same for all transitions. As no rotation patterns could be
recorded for the 153Eu3+ 5D0 state, the E and D values were determined from the zero
field splittings measured by Martin et al. [134], and the M tensor by scaling the values
for the 5D0 151Eu3+ level by 0.44, the ratio γN,153γN,151 [149].
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Figure 5.11: Orientation of the principal axes of theM andQ tensors in the (010) plane.
The subscripts g and e on the tensor labels indicate ground and excited states respectively.
The ground state tensors are shown in red and the excited state in blue. Solid lines are
M tensors, dotted Q tensors. The black arrows indicate the crystal axes. The small set
of axes in the top right corner give the magnetic field directions in the experiment. The
exact orientation of the crystal axes relative to the magnetic field directions is not given
by the rotation patterns, so there is an uncertainty of approximately ±10◦ in the angle
between the crystal axes and the magnetic field axes.
the RMS deviation of the fit from the experimental rotation pattern 3 kHz for
the 151Eu3+ ground state, 1.5 kHz for the 153Eu3+ ground state and 5 kHz for the
151Eu3+ excited state. The fits for the 7F0 ground state of 151Eu3+ and 153Eu3+ and
the 5D0 excited state of 151Eu3+ are shown in Figures 5.8 – 5.10, and the parameters
for these fits are given in Tables 5.1 and 5.2. The uncertainties in this table are
standard errors in the fit, and do not include errors in the magnetic field, which are
expected to be of the order of 2%.
The fitted values of α and β were (0±0.8)◦ and (6.2±1.4)◦ respectively, confirm-
ing that the C2 axis of the crystal was fairly closely aligned with the z axis of the
coils. The deviation of β from 0◦ suggests that the cleaved surface was not perfectly
along the (100) cleavage plane.
One principal axis of both M and Q tensors is aligned with the C2 axis ([010]
direction) while the other two lie in the perpendicular (010) plane. The orientation
of the M and Q principal axes in this plane relative to the crystal [100] and [010]
directions is shown in Figure 5.11. In this figure, the crystal [100] direction is shown
coinciding with the magnetic field y axis, but really the orientation of the [100]
direction is not known exactly because it is not determined by the fit to the rotation
pattern, and it may be 10◦ on either side of the y axis.
A variety of different measurements were required to work out the signs of pa-
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rameters in Tables 5.1 and 5.2. The sign of gz was determined from measurements
of the splitting and shift of a spectral hole in a magnetic field along the z axis, which
were made to find the quadratic Zeeman tensor Z [143]. These measurements give
gz > 0 for both ground and excited state. Similar measurements with the magnetic
field perpendicular to the z axis could be used to determine the signs of gx and
gy, but these measurements have not been performed. However, it can be assumed
that gx and gy in the excited state are also greater than zero, since the excited state
Zeeman tensor is nearly isotropic. The sign of D is given by the level orderings of
Figure 5.1, which are described in Section 7.1.1. The signs given for E in Tables 5.1
and 5.2 are essentially arbitrary as they are dependent on a particular choice of γQ.
The only signs that remain unknown are the signs of gx and gy in the ground
state. Without measurements in a magnetic field, the absolute sign of these terms
cannot be determined. However, it is possible to distinguish between the two fits that
differ by the sign of gx relative to gy and the angle γQ by looking at the predicted
transition probabilities of the optical transitions. When gx and gy have different
signs, there is one strong transition (≈ 90% probability) from each ground state
to the excited state with the same angular momentum label. In contrast, when gx
and gy have the same signs, this transition has only 60% probability. The shape of
the inhomogeneous line and fitted spectrum in Figure 4.6 are commensurate with
a single strong transition from each ground state, indicating that gx and gy have
different signs in the ground state.
5.5 Superhyperfine structure in Kramers doped
EuCl3·6H2O
EuCl3·6H2O doped with a Kramers dopant displays extra splitting of the satellite
lines in a double resonance spectrum due to a superhyperfine interaction between
the dopant and Eu3+. This is shown for Nd3+:EuCl3·6H2O in Figure 5.12. Each
satellite line appears split into five peaks, although the outer two peaks are very
weak. The splitting between the peaks, which varies for different satellite lines, is
up to 50 kHz.
The candidates for the superhyperfine interaction are magnetic dipole-dipole and
exchange. In EuCl3·6H2O, the interaction is likely magnetic dipole-dipole. Previous
studies have found that superhyperfine interactions are predominantly magnetic
dipole-dipole in Er3+:Y2SiO5 [150], Nd3+:YLiF4 [34] and Pr3+:CaF2 [151]. The ion
separations in these crystals are smaller than the Eu-Nd separation in EuCl3·6H2O,
suggesting that exchange interactions should be even smaller in EuCl3·6H2O. An
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Figure 5.12: Double resonance of Nd3+:EuCl3·6H2O at ≈ 2 K. Each of the satellite
lines appears split into five lines. The peak labelled “J” is the peak where the spectra of
Figure 5.13 were taken. Note that the colour axis is logarithmic.
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Figure 5.13: Temperature dependence of the superhyperfine interaction for peak J
(from Figure 5.12). Three of the five split lines are clearly visible, while the outer two
are very small. As the temperature increases, the central peak increases in size while
the outer peaks decrease. The splitting between the peaks does not change significantly,
although they do get broader with increasing temperature. Temperatures in this figure are
approximate because the temperature sensor (an Allen-Bradley resistor) is not in direct
thermal contact with the sample.
estimate of the size of the magnetic dipole-dipole interaction strength is given by:
∆fMdd =
µ0
4pi
(gEuµN)(gNdµB)
r3
(5.11)
gEu and gNd are g values for the two ions, r is their separation, and µN and µB
are the nuclear and Bohr magnetons respectively. The g values of Nd3+ have been
measured in YCl3 · 6H2O to vary between 0.33 and 3.5 [152]. With r = 6.4 Å, this
gives a dipole-dipole interaction strength for the 151Eu3+ ground state of ≈ 20 kHz,
similar to the observed splittings.
The superhyperfine structure only appears in Nd3+:EuCl3·6H2O at temperatures
below about 3 K. Above this temperature, the four outer peaks disappear and only
the central peak remains. The change in the split structure with temperature is
shown for peak J (labelled on Figure 5.12) in Figure 5.13. At 1.6 K, the spectrum
is made up of one central peak with two large peaks on either side separated from it
by 12 kHz. There are another two peaks shifted from the central one by 50 kHz, but
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Figure 5.14: The first shell of Eu3+ ion positions around a central dopant ion in
EuCl3·6H2O, with ion sites labelled according to their distance from the dopant. The
crystal C2 axis runs through sites 2 and 3, and the dashes indicate equivalent sites related
by a 180◦ rotation about the C2. The ions are separated from the dopant by between 6.4
Å and 7.9 Å. The closest ions in the next shell are 9.7 Å from the dopant.
these are barely visible. As the temperature increases, the central peak gets larger
and the outer peaks get smaller and broader.
The temperature behaviour of the superhyperfine structure can be explained by
considering the dynamics of the Nd3+ spin. The spin lattice relaxation rate (the rate
at which the Nd3+ spin flips, exchanging energy with the lattice), decreases with
decreasing temperature. When this rate is fast compared to the Eu3+ splitting,
the magnetic field at the Eu3+ site due to the Nd3+ ion is averaged to zero, and
no splitting occurs. Conversely, when the rate is slow, there is a net field at the
Eu3+ site, resulting in a splitting of the line. This effect is similar to the motional
narrowing that occurs in liquid-state NMR.
5.6 Peak assignments
Knowing which satellite line corresponds to which site in the crystal would be a first
step to better understanding the strain caused by the dopant. The superhyperfine
splitting provides a simple way of doing this. The splitting shown in Figure 5.12
varies between the satellite lines because the Eu3+ ions generating those lines have
different distances from, and orientations to, the dopant ion, as shown in Figure
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5.14. By modelling the splittings caused by the magnetic dipole-dipole interaction at
different Eu3+ sites in the crystal, it is possible to determine which sites correspond
to which satellite lines. The magnetic dipole-dipole interaction between the nuclear
magnetic moment µEu of Eu3+ and the electronic magnetic moment µD of a Kramers
dopant can be written:
H idd =
µ0
4pi
1
|ri|3 (µEu · µD − 3(µEu · rˆi)(µD · rˆi)) , (5.12)
where ri is the position vector from a particular Eu3+ site to the dopant site. The
spin Hamiltonian of the coupled Eu3+– dopant system can then be written
Hc = B ·M · Iˆc + Iˆc ·Q · Iˆc + Bˆ ·MD · Sˆc +H idd , (5.13)
where Sˆ is the electronic spin operator for the dopant, MD is its Zeeman tensor, and
the subscript c’s are a reminder that the operators are now written in the basis of the
coupled system, which is the tensor product of the bases of the individual systems.
As the ground state of any Kramers dopant in EuCl3·6H2O is a (pseudo-spin 12)
Kramers doublet, the new basis is 12-dimensional. In the formalism of Equation
(5.13), H idd can be re-written as
H idd =
µ0h
4pi
1
|ri|3
[
(M · Iˆc) · (MD · Sˆc)− 3(rˆi ·M · Iˆc)(rˆi ·MD · Sˆc)
]
. (5.14)
The dipole-dipole interaction splits a single hyperfine transition into eight lines
in a magnetic field. Additionally, if the Eu3+ ion is in a site off the C2 axis (most
sites), the interaction can remove the C2 symmetry between the two crystallograph-
ically identical sites, leading to 16 lines in a Raman heterodyne spectrum. Peak
assignments can be made by recording rotation patterns for each satellite line, as
described in Section 5.2, and comparing them to the model of Equation (5.13).
The peak assignment experiments were conducted with a crystal doped with
Ce3+ rather than Nd3+. Ce3+ was chosen because it is slightly larger than Nd3+,
and gives more widely spread satellite lines. A double resonance spectrum of 0.1%
Ce3+:EuCl3·6H2O is shown in Figure 5.15. In this figure, the satellite lines for
which rotation patterns could be recorded are labelled. While more satellite lines
are visible, these are not well enough resolved in hyperfine frequency to easily use.
The advantage of this method for assigning sites to lines is that it only has
one parameter: the site index i. The electronic Zeeman tensor MCe for Ce3+ has
been measured previously in YCl3.6H2O [152], and as YCl3.6H2O is isomorphic
with EuCl3·6H2O, this Zeeman tensor should be similar to that in EuCl3·6H2O.
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Figure 5.15: Double resonance spectrum of the 29 MHz ground state transition of
151Eu3+ in 0.1%Ce3+:EuCl3·6H2O. The labelled satellite lines are those rotation patterns
were recorded for.
116 Hyperfine structure in EuCl3·6H2O
Figure 5.16: Orientation of the Ce3+ Zeeman tensor relative to the crystal axes [152].
The third tensor direction gz is parallel to the [010] direction.
The tensor can be written in the form of Equation (5.3) with gx = 37.4 GHz/T,
gy = 10.9 GHz/T, and gz = 32.2 GHz/T. One principal axis (gz) lies along the
crystal C2 axis, while the others lie in the (010) plane with the axis corresponding
to gy 21◦ clockwise from [100], as shown in Figure 5.16.
5.6.1 Experimental method
The experimental method was largely similar to that of Section 5.2. A crystal of
0.1% Ce3+:EuCl3·6H2O was cut along (001) and cleaved twice along the (100) plane
to provide two parallel faces. This was mounted in the superconducting coils with
the (100) axis along y and the laser direction, the (010) direction along x and the
(001) direction along −z.
The orientation of the crystal axes relative to the magnetic field directions was
determined by recording rotation patterns of the 27 and 29 MHz ground state tran-
sitions of 151Eu3+ in the middle of the optical line where the ions are far away from
any perturbing Ce3+ dopant ions. For these measurements, the field was rotated in
the spiral given in Equation (5.6) with B0 = 21 mT.
Rotation patterns for the satellite lines were recorded only for the 29 MHz ground
state transition, as this gives the strongest Raman heterodyne signals. For each
satellite line, the laser was fixed at a frequency that gave the largest signal and the
magnetic field was rotated in the spiral of Equation (5.6) with B0 = 10.5 mT. This
field is lower than the field used for the main line because the rotation patterns for
different crystallographic sites differ more at low field than high field. This makes
it easier to assign satellite lines to the correct sites.
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Figure 5.17: Experimental rotation pattern for the main line of 0.1%Ce3+:EuCl3·6H2O
about the ground state transition of 151Eu3+. The red lines shown are a fit to the spectrum.
5.6.2 Results
Rotation patterns for the 27 and 29 MHz ground state transitions of the main line of
0.1%Ce3+: EuCl3·6H2O are shown in Figure 5.17. This figure also shows a fit to the
data, performed in the same way as for the undoped EuCl3·6H2O rotation patterns
of Section 5.4. The first step of the fitting was to rotate the magnetic field so that
the y axis was near [100] and the z axis near [010]. The patterns were then fitted
to the model that incorporated the parameters in Table 5.1, so that there were only
three parameters: the Euler angles αB, βB and γB that transform the magnetic field
B into a coordinate frame fixed with respect to the crystal axes:
Bfit = R(α, β, γ)Bexp . (5.15)
The coordinate frame was chosen to have y along the [100] direction and z along
the [010] direction so that all three Euler angles would be close to zero. This is a
different choice of coordinate system to the undoped EuCl3·6H2O patterns, where
the frame of the magnetic field axes was used, but it is much more convenient for
fitting the dipole-dipole interaction as both the Ce3+ Zeeman tensor and the ion
positions are easily expressed in this frame.
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Figure 5.18: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517140.95 THz (line A).
Red lines show the best fit theoretical pattern: site 2 or 3, the two sites on either side
of the dopant along the C2 axis. While these sites are crystallographically distinct, they
have the same rotation patterns.
The fit shown in Figure 5.17 gave αB = 5.00◦, βB = 7.79◦ and γB = −6.51◦,
which is reasonable given that aligning the crystal with the magnetic field coils
by eye is only accurate to about ±10◦. While this fit gives the alignment of the
magnetic field relative to the crystal axes, there is still an uncertainty of δ = ±10◦
in the orientation of the M and Q tensors in the (010) plane. This has no effect
on the rotation pattern of the main line, where a rotation of the M and Q tensors
can be compensated for by an opposite rotation of B, but does become important
for the rotation patterns of the satellite lines. The theoretical rotation patterns
shown in Figures 5.18 –5.30 used δ = −8◦, which gives the best agreement between
theoretical and experimental rotation patterns for most satellite lines.
Figures 5.18 –5.30 show rotation patterns for satellite lines A to V (labelled in
Figure 5.15), along with the best matching theoretical rotation pattern for those
satellite lines where a definitive match could be made. These matches were made by
comparing the pattern of each different ion position to the experimental pattern by
eye. As the only parameter in the model is the ion site identity, it is not necessary
to fit the model computationally. This is fortunate as the many overlapping lines in
some of the rotation patterns would make accurately identifying the peak positions,
the first step in fitting, extremely difficult.
The assignments of lines to ion sites are summarised in Table 5.3 and Figure
5.31. Ten of the innermost eleven ion sites can be associated with a satellite line.
The remaining site (6), does not correspond to any of the satellite lines measured,
so it is likely that its satellite line has a very small optical shift. Not all the satellite
lines could be assigned to sites; some have rotation patterns that look very similar to
the main line, with only four peaks visible in the Raman heterodyne spectrum. This
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Figure 5.19: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517142.71 THz (line B).
Red lines show the best fit theoretical pattern: the two crystallographically distinct but
magnetically identical sites 9 and 10.
Magnetic field spiral step number
H
y
p
er
fi
n
e
fr
eq
.
(M
H
z)
C (2 or 3)
20 40 60 80 100 120 140 160 180 200
28.6
28.7
28.8
28.9
29
Figure 5.20: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517144.63 THz (line C).
Red lines show the best fit theoretical pattern: the two crystallographically distinct but
magnetically identical sites 2 and 3.
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Figure 5.21: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517146.46 THz (lines D, L
and P). Line D can be assigned to site 4, although the fit is fairly poor. Line L can be
tentatively assigned to either site 19 or 22, while line P cannot be assigned to a site.
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Figure 5.22: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517145.79 THz (lines E,
K and N). Line E is assigned to site 7, while N and K do not show enough splitting to
determine the site they correspond to.
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Figure 5.23: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517146.85 THz (lines F, O,
Q and R). Line F is has the same pattern as line B, and is assigned to site 9 or 10. The
other three lines cannot be assigned to sites.
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Figure 5.24: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517150.26 THz (lines G
and V, although lines S, T and U are also visible). Line V can be assigned to site 5, and
line G to site 15.
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Figure 5.25: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517150.89 THz, line H,
which is assigned to site 8.
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Figure 5.26: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517151.39 THz, line I,
which is assigned to site 11.
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Figure 5.27: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 51760.67 THz (line J).
This is the outermost satellite line, and corresponds to the closest ion site, site 1. The
theoretical pattern fits the experimental pattern quite poorly. The reasons for this are
discussed in the text.
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Figure 5.28: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517145.28 THz (line M). It
ia assigned to one of three theoretical sites (16, 20 and 21) that give very similar rotation
patterns. Sites 20 and 21 are on the C2 axis.
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Figure 5.29: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517149.84 THz (line S).
This line does not show enough splitting to assign it to a site, although the rf peaks are
quite broad, indicating unresolved structure.
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Figure 5.30: Rotation pattern of 0.1% Ce3+:EuCl3·6H2O at 517150.01 THz (lines T
and U). Neither of these lines can be assigned to a site.
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Figure 5.31: Site assignments in 0.1% Ce3+:EuCl3·6H2O. The underlined lines are those
for which rotation patterns were recorded and the numbered lines are those that could be
assigned to a crystallographic site.
does not necessarily imply that these lines are due to sites a long way away from
the dopant: the dipole-dipole interaction is strongly dependent on the orientation
of the site and there are a number of sites at distances of less than 15 Å that show
almost no dipole-dipole splitting in the rotation pattern. Even some satellite lines
that do show a dipole-dipole splitting can be difficult to assign to a site as many
of the outer sites (separated by more that 10 Å) have very similar patterns to each
other. An example is line M, for which there are three possible sites with nearly
identical patterns.
The satellite line assignments show a general trend: the lines shifted the most
in optical or hyperfine frequency are the closest sites to the dopant. Some of the
satellite lines break this trend: line B has the third largest optical shift, but is
due to a site more than 10 Å away from the dopant, while the fact that the line
corresponding to site 6 (one of the first shell sites) is missing suggests that its optical
shift is very small.
In most of the outer sites (sites 7 and up), the theoretical model fits the data
extremely well. Line E ( site 7, Figure 5.22) is an example. This confirms that the
Zeeman tensor measured for Ce3+ in YCl3.6H2O is a good approximation to the
tensor in EuCl3·6H2O. Some of the inner sites, however, show much poorer agree-
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Line Optical freq.
(+517148.5 GHz)
Hyperfine
freq. (MHz)
Site Distance from dopant (Å)
A -7.39 28.9352 2 or 3 6.52
B -5.55 28.7937 9 or 10 10.27
C -3.81 28.7633 2 or 3 6.52
D -1.78 28.848 4 6.74
E -2.52 29.2973 7 7.94
F -1.50 29.345 9 or 10 10.27
G 2.02 29.149 15 12.10
H 2.76 29.107 8 9.66
I 3.05 29.004 11 10.43
J 12.45 29.2495 1 6.36
K -2.37 29.06 – –
L -1.77 29.0518 19 or 22 12.89 (19), 13.27 (22)
M -3.05 28.9792 16 20 or 21 12.63 (16), 13.06 (20, 21)
N -2.37 28.935 – –
O -1.25 28.9772 – –
P -1.62 29.0195 – –
Q -1.38 29.0612 – –
R -1.38 29.0345 – –
S -1.49 29.0464 – –
T 1.89 29.0264 – –
U 1.80 29.0264 – –
V 1.80 28.974 5 7.57
Table 5.3: Association between ion sites and satellite lines determined from experimental
rotation patterns. The sites are labelled by their distance from the dopant. The actual
site positions can be generated from the crystal structure [130], and the positions of the
nearest seven sites to the dopant ions are shown in Figure 2.9.
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ment between theoretical and experimental rotation patterns. This is particularly
noticeable for lines D (site 4), and J (site 1), Figures 5.21 and 5.27. The theoretical
patterns show the same general shape as the experimental data and this is sufficient
to identify the sites, but do not reproduce many of the features of the data. For
instance, the outer peaks in the rotation pattern of line J show much more splitting
between the two C2 symmetric sites (1 and 1’) than is seen in the theory. Sites
A (Figure 5.18) and C (Figure 5.19) also show some discrepancy with theory: the
model predicts that these two satellite lines should have exactly the same rotation
pattern, but their experimental patterns are slightly different.
The four anomalous satellite lines A,C, D and J arise from the four innermost
sites, with separations to the dopant of between 6.36 and 6.74 Å. The next closest
sites (which give rise to lines V and E) are ≈ 7.8 Å away from the dopant, and show
no anomalous behaviour. This suggests that a short range interaction is contributing
to the nearest sites. There are three possible sources of this interaction: nearby
nuclear moments, crystal strain, and exchange with the dopant. These are described
below.
Both Cl and H ions have a nuclear magnetic moment, which will interact with
the moment of the Eu3+ ions. These ligands are much closer to the Eu3+ ions than
the dopant, 2.4 Å compared to 6.4 Å, but their moments are also three orders of
magnitude smaller than the Ce3+ electronic moment. While interactions with the
ligands will slightly perturb the rotation pattern, these perturbations are not large
enough to explain the discrepancies seen.
The strain caused by the Ce3+ dopant can affect the rotation pattern in two
different ways. Firstly, it could modify the quadrupole and Zeeman tensors of nearby
Eu3+ ions. The quadrupole tensor is certainly modified to some extent, because the
satellite lines have different zero field hyperfine frequencies to the main line, but
the difference is fairly small, < 0.5%. Any substantial modification of the Zeeman
tensor can be ruled out by looking at the rotation pattern of Pr3+:EuCl3·6H2O.
Pr3+ has a similar radius to Ce3+, but no electronic magnetic moment, so if the
dopant was modifying the quadrupole and Zeeman tensors, it would be expected
that the rotation patterns on the innermost ion sites in Pr3+:EuCl3·6H2O would be
different from the main line pattern. I measured rotation patterns for lines A and J
in Pr3+:EuCl3·6H2O; both these lines have patterns identical to the main line.
The second way the dopant-induced strain can affect the rotation pattern is by
shifting the positions of the surrounding Eu3+ ions from their unperturbed positions,
thus altering the magnetic dipole-dipole interaction between the dopant and the
Eu3+ ion. The shift of nearest neighbour ions can be estimated by looking at the
rare earth separations in the isomorphic RECl3.6H2O (RE = Nd, Gd, Lu) [153, 154,
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155]. The rare earth separations in these materials differ by less than 1% from that
in EuCl3·6H2O, suggesting that a Ce3+ dopant is unlikely to shift the position of
neighbouring Eu3+ ions by more than 1%. This is much smaller than the 10% shifts
required to explain the discrepancy between experimental and theoretical rotation
patterns.
The final option is an exchange interaction between the Ce3+ ion and the nearby
Eu3+ ions, most likely superexchange, which has been seen between rare earth ions
with separations as large as 10 Å[113]. The sharp cutoff in the interaction at ≈ 7 Å
does provide some evidence that the interaction is superexchange, as this is a feature
of this interaction.
5.7 Summary
The spin Hamiltonians of the 7F0 ground state for 151Eu3+ and 153Eu3+ and the 5D0
excited state of 151Eu3+ were determined from magnetic field rotation patterns, and
the spin Hamiltonian of the 5D0 state of 153Eu3+ was inferred from the Hamiltonian
of the 5D0 state of 151Eu3+.
Superhyperfine structure on the satellite lines of Eu3+ was observed at tem-
peratures below 3 K in 0.1% Nd3+:EuCl3·6H2O and 0.1% Ce3+:EuCl3·6H2O. This
was attributed to a magnetic dipole-dipole interaction between the dopant and the
surrounding Eu3+ ions. The splitting differed for different satellite lines, which sug-
gested that modelling the magnetic dipole-dipole interaction would be a good way
of assigning the satellite lines to crystallographic sites around the dopant. Magnetic
field rotation patterns were measured for each satellite line in 0.1%Ce3+:EuCl3·6H2O
that was well resolved in optical or hyperfine frequency (22 lines in all). The ro-
tation patterns differed markedly from satellite line to satellite line, and were split
into either 8 or 16 hyperfine lines.
A spin Hamiltonian with an added magnetic dipole-dipole term was successfully
fitted to most of the satellite lines, allowing them to be assigned to crystallographic
sites around the dopant ion. Some lines had patterns nearly identical to the bulk
Eu3+ rotation pattern, and could not be assigned to a site. The rotation patterns of
the satellite lines that correspond to the ion sites closest to the dopant agreed with
the model fairly poorly, suggesting that another interaction, likely superexchange,
becomes important at distances of less than 7 Å. This is in contrast with one of
the conclusions of chapter 7, where it is shown that superexchange is unlikely to
be a significant contributor to the electronic interactions between ions. It is likely,
however, that none of the measured electronic interactions in Chapter 7 were between
ions with separations of less than 7 Å.
Chapter 6
Coherent properties of
EuCl3·6H2O and EuCl3·6D2O
Long coherence times are a crucial requirement for quantum computing. For rare
earth quantum computing, coherence times on both the optical and hyperfine tran-
sitions of at least 1 ms are desirable. EuCl3·6H2O has long hyperfine coherence
times and satisfies other requirements for quantum computing, such as a low optical
inhomogeneous linewidth and large hyperfine splitting, but its optical lifetime is
short at only at 130 µs [55] and this limits the optical coherence time to 260 µs.
In this chapter, the reasons for this short coherence time are investigated to
determine if the coherence time can be extended to a value useful for quantum
computing. As described in Section 2.6, optical transitions in hydrated rare earth
crystals typically have very short lifetimes because of the large amount of hydrogen
in the crystal structure. Replacing the hydrogen with deuterium is a simple solution,
and has been shown to improve the optical lifetime of the 7F0 →5D0 transition of
EuCl3·6H2O from 130 µs to 1650 µs [55].
The focus of this chapter is the effect of deuteration on both the optical lifetime
and optical coherence time, although a measurement of the hyperfine lifetime is
also presented. The improvement in the optical lifetime of the 7F0 →5D0 transition
upon deuteration observed previously was confirmed. As a D ion causes a shift in the
frequency of the 7F0 →5D0 transition when it replaces one of the nearest neighbour
H ions, it was possible to measure the effect of individual D ions on the optical
lifetime. The effect of deuteration on optical coherence times was also investigated.
6.1 Optical lifetimes
Optical lifetimes were measured by exciting the 7F0 →5D0 transition with a long
(≈ 1 ms) pulse, and monitoring the decay of the emission after the end of the pulse.
The decay rate is 1
T1
. The experimental setup was exactly the same as that used for
excitation spectroscopy, Figure 4.1, except that an AOM (acousto-optic modulator)
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Figure 6.1: Emission spectrum of 0.06%D:EuCl3·6H2O, showing only the base of the
line. The blue line is the spectrum. The peaks at < 0 GHz are a combination of sites
with one 18O nearby and those with one D nearby. To better see the contribution of the
D sites, the green dashed line is a simulation of the spectrum that omits the 18O sites.
The red lines indicate the frequencies at which the T1 values in Figure 6.2 were measured.
was added before the cryostat to gate the light. Lifetimes were measured for crystals
of 0.06%, 10% and 99.5% D in EuCl3·6H2O.
As shown in Chapter 4, the presence of a single D ion in one of the nearest neigh-
bour H sites around the Eu3+ site in EuCl3·6H2O shifts the transition frequency by
≈ 1.5 GHz. A second D ion in the environment can be expected to approximately
double this shift, a third triple it, and so on until all 12 nearest neighbour sites
are occupied by D. In a crystal doped with D, it is possible, therefore, to address
ions with different numbers of D ions in their environment separately. In 0.06%
D:EuCl3·6H2O, there are six peaks due to D, corresponding to the six crystallo-
graphically distinct H sites, extending from −0.9 to −2 GHz, as shown in the spec-
trum of Figure 6.1. Figure 6.2 shows the optical lifetime as the laser is stepped
from the main line out towards the D peaks. There is a gradual improvement in T1
from 115 µs in the centre of the main line to a maximum of 123 µs at an offset of
−1.8 GHz.
It might be expected that as soon as the laser was tuned to a D peak, the coher-
ence time would jump suddenly, and be similar across the different D peaks. This
does not happen because at the frequency of the D peaks there is still a substantial
concentration of Eu3+ ions in sites with 12 H ions, that have either have large per-
turbations to their environment to shift their frequencies, or have an 18O ion nearby,
§6.1 Optical lifetimes 129
Optical frequency offset (GHz)
O
p
ti
ca
l
li
fe
ti
m
e
T
1
(µ
s)
-2.5 -2 -1.5 -1 -0.5 0
112
114
116
118
120
122
124
126
Figure 6.2: Optical lifetime in 0.06% D:EuCl3·6H2O as a function of the offset of the
laser from the centre of the line. The lifetime increases with decreasing frequency, as the
laser moves from sites with 12 H nearby to sites with 11 H and 1 D.
and these Eu3+ ions also contribute to T1. As the concentration of Eu3+ ions with
12 H ions nearby decreases with increasing optical shift, T1 increases. This can also
explain the low T1 values at −1.26 GHz or −2.4 GHz: Figure 6.1 shows that the
contribution of 1 D sites at these frequencies is small.
In 0.06% D:EuCl3·6H2O, the concentration of sites with 2 D nearby is less than
1 ppm, too small to be seen. In 10% D:EuCl3·6H2O, in contrast, sites with up to
3 D ions nearby have concentrations large enough to lead to signals in the excitation
and double resonance spectrum, as shown in Figure 6.3. There are four clear bands
in the double resonance spectrum with different optical and hyperfine shifts, which
can be attributed to Eu3+ sites with 0, 1, 2 and 3 D nearby. The optical T1, shown
in Figure 6.4, has a trend similar to 0.06% D:EuCl3·6H2O, with a linearly increasing
T1 with decreasing frequency. A linear increase is seen rather than discrete jumps
at the edges of each band because the large inhomogeneous broadening means that
the bands overlap each other substantially.
The final crystal studied was ≈ 99.5% D:EuCl3·6D2O. The excitation and double
resonance spectra of this crystal look broadly similar to EuCl3·6H2O, as shown in
Figure 6.5. There are three 18O peaks at similar offsets from the main line to those
in EuCl3·6H2O, and there are six peaks due to a single H ion appearing, as might
be expected, at higher optical and lower hyperfine frequencies than the main line,
the opposite of the position of D peaks in EuCl3·6H2O. The main line is also shifted
by −16 GHz in optical frequency and 350 kHz in hyperfine frequency due to the
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Figure 6.3: (a) Excitation spectrum and (b) double resonance spectrum of 10%
D:EuCl3·6H2O. There are four bands in the double resonance spectrum corresponding
to 0, 1, 2, and 3 D ions nearby the Eu3+ site.
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Figure 6.4: Optical lifetime in 10% D:EuCl3·6H2O as a function of the offset of the laser
from the centre of the line.
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Figure 6.5: (a) Excitation spectrum and (b) double resonance spectrum of 99.5%
D:EuCl3·6D2O. The solid lines indicate 18O peaks while the dashed lines indicate H peaks.
132 Coherent properties of EuCl3·6H2O and EuCl3·6D2O
Optical frequency (+517132.3 GHz)
O
p
ti
ca
l
li
fe
ti
m
e
T
1
(m
s)
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
Figure 6.6: Optical lifetime in 99.5% D:EuCl3·6H2O as a function of the offset of the
laser from the centre of the line. The decrease in the lifetime from 0.5 to 2 GHz arises
because Eu3+ sites with one H nearby contribute to this part of the signal.
change in the nearby environment from 12 H to 12 D. This corresponds to a shift of
−1.3 GHz per D ion on the optical and 29 kHz per D ion on the hyperfine transition,
similar to the 1 D shifts in EuCl3·6H2O.
The optical T1 in this 99.5% D:EuCl3·6D2O crystal is 2.6 ms, more than an
order of magnitude longer than the lifetime in EuCl3·6H2O. It is also nearly twice
the lifetime obtained by Freeman et al. [55]. This difference most likely arises
because the measurements of Freeman et al. were performed at room temperature,
at it has been shown that, at least in solution, the lifetime of the 5D0 state of
EuCl3·6D2O decreases with increasing temperature [156]. Figure 6.6 shows how the
lifetime changes across the inhomogeneous line. At frequencies corresponding to the
main line, from −2 to 0.5 GHz, where the Eu3+ ions have 12 D nearby, the lifetime
is consistently 2.6 ms. At 0.5 GHz, above which most of the signal is from ions with
11 D and 1 H nearby, there is a sharp step down in T1 to 0.95 ms, clearly illustrating
the way a single H ion can decrease the lifetime.
One question that can be answered with these data is whether O-H bonds beyond
the 12 nearest neighbours contribute to the non-radiative decay. The optical lifetime
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can be written in terms of radiative (Γr) and non-radiative (Γnr) decay rates as:
1
T1
= Γr + Γnr . (6.1)
If all the energy is taken up by a single bond, and the only bonds contributing are
the nearest neighbours, the non-radiative decay rate can be represented as
Γnr = NΓH + (12−N)ΓD , (6.2)
where ΓH and ΓD are the non-radiative decay rates of a single O-H or O-D bond,
and N is the number of H ions in nearest neighbour sites. This equation can be used
to rewrite Equation (6.1) as
1
T1
= Γ0 +NΓδ , (6.3)
where Γ0 = Γr + 12ΓD is the total decay rate in fully deuterated EuCl3·6D2O, and
Γδ = ΓH −ΓD. From Figure 6.6, Γ0 = 384 Hz and Γδ = 668 Hz, which predicts a T1
in undeuterated EuCl3·6H2O of 120 µs, close to the measured value of 115 µs. This
confirms H ions beyond the 12 nearest neighbour sites do not contribute significantly
to the non-radiative decay.
6.2 Optical coherence times
Two different types of processes contribute to the optical coherence time T2: popu-
lation decay proportional to 1
T1
, and pure dephasing mechanisms Γφ:
1
T2
= 12T1
+ Γφ (6.4)
Deuterated EuCl3·6H2O can be expected to have a longer coherence time than un-
deuterated EuCl3·6H2O because of its much longer lifetime. In addition, the dephas-
ing rate in EuCl3·6D2O should be smaller. One of the major sources of dephasing in
a rare earth crystal is random fluctuations in the magnetic field at the rare earth ion
site due to flipping nuclear spins in the environment. This fluctuating magnetic field
causes fluctuations in the optical transition frequencies of the Eu3+ ions, leading to
dephasing. In EuCl3·6H2O, H and the two Cl isotopes have magnetic moments, with
the moment of H the largest at 2.79µN . As D has a magnetic moment only 30%
of the size of the H moment, the dephasing rate in EuCl3·6D2O should be smaller
than EuCl3·6H2O.
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Figure 6.7: Experimental setup for coherence time measurements. PBS is polarising
beam splitter, QWP is quarter wave plate, and AOM is acousto-optic modulator. The
double pass AOM setup was used to gate the light, and provide a frequency shifted local
oscillator. For measurements in 0.1% Lu3+ ≈ 99.5% D EuCl3·6D2O where the local
oscillator was not used, the photodetector was replaced with a photomultiplier tube with
an AOM in front to block the pi2 and pi pulses.
6.2.1 Method
The optical coherence time was measured for a crystal of undoped EuCl3·6H2O and
a ≈ 99.5% D purity 0.1% Lu3+:EuCl3·6D2O crystal, which was chosen over the
99.5% D:EuCl3·6D2O crystal used in the previous section because it was of better
optical quality. Coherence time measurements require detecting a beam transmitted
through the sample, which can be quite substantially scattered if the optical quality
of the crystal is low.
The experimental setup is shown in Figure 6.7. A Coherent 699-29 dye laser
stabilised to a linewidth of less than 1 kHz was used for all coherence time measure-
ments. The samples were mounted with the C2 axis approximately 10◦ from the laser
beam direction to ensure a sufficient oscillator strength to detect echoes. The laser
was focused to a 60 µm spot size on the crystal, and a double pass AOM before the
sample was used to gate the light. For measurements in undoped EuCl3·6H2O, this
AOM was also used to provide a local oscillator frequency shifted by 10.7 MHz for
heterodyne detection of the echo. For the deuterated sample, in which instantaneous
spectral diffusion was a problem, the intensity of the echo was detected directly be-
cause the local oscillator itself causes instantaneous spectral diffusion. For those
measurements, the photodetector was replaced with a photomultiplier tube, and a
second AOM was used to block the bright pi2 and pi pulses.
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6.2.2 Results
ISD was observed in both the crystals studied. It manifests as a dependence of
the echo intensity on the pi pulse intensity, or anything that changes the spectral
density, such as the frequency of the laser. As the amount of ISD is dependent on
the spectral density, measurements of the coherence time were made in the wings
of the inhomogeneous line, where the density is lower. For undoped EuCl3·6H2O,
measurements were made at a frequency shift of −0.75 GHz from the centre of
the main line. At this frequency, most of the signal is from the 18O peaks. While
the centre of the optical line showed substantial ISD, there was very little at this
frequency, and a coherence time of 77 ± 5 µs was observed. By optimising the pi
pulse length in the centre of the optical line, the oscillator strength was measured
to be 1.9× 10−9.
The coherence time in 0.1% Lu3+:EuCl3·6D2O was measured at an optical offset
of −0.5 GHz, which was the largest offset at which good echoes could be obtained.
The coherence time was much longer in this undeuterated sample, of the order of
hundreds of microseconds, and showed substantial ISD. To get an accurate measure
of the coherence time in the absence of ISD, the coherence time was measured for
laser powers between 16.6 mW (I = 590 W/cm2), the maximum attainable power,
and 0.6 mW (I = 21 W/cm2), the minimum power at which a reliable echo was
observed. The pulse area
θ ∝ τp
√
I (6.5)
was kept constant by varying the length of the pulse τp for both the pi2 and pi pulses.
For this situation the coherence time can be written [157]
1
T2
= C
√
I + 1
T0
(6.6)
where C is a constant describing the amount of ISD and T0 is the coherence time in
the absence of ISD.
Figure 6.8 shows that the coherence time increases significantly with decreasing
laser power. The longest coherence time measured was 580 ± 30 µs, and the fit
in Figure 6.8 gives a zero intensity limit T0 = 700 ± 40µs. This corresponds to a
homogeneous linewidth of 450±30 Hz. The contribution of pure dephasing processes
to this lifetime is 390 Hz, a factor of 7 smaller than the dephasing rate in undoped
EuCl3·6H2O (2.7 kHz).
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Figure 6.8: Dependence of coherence time T2 on pulse intensity I. The green line is a
weighted least squares fit to the data.
6.3 Hyperfine lifetime
The hyperfine lifetime is important because it is the ultimate limit on the storage
time of a quantum memory or quantum computer implemented in a rare earth
material. This storage time itself is given by the hyperfine coherence time, but
the coherence time can be extended, for instance by ZEFOZ techniques [135], to a
maximum of twice the lifetime. The coherence time in EuCl3·6H2O in the absence
of a magnetic field is ≈ 40 ms [158]. A quick measurement of the hyperfine lifetime
was made to check that it was sufficiently long (at least minutes) that ZEFOZ could
be used to substantially extend the coherence time.
One way of measuring the hyperfine lifetime is to measure the lifetime of a spec-
tral hole burnt in the hyperfine levels. This gives a lower limit on the hyperfine level
lifetime because processes other than spin-lattice relaxation can contribute to filling
in the hole. In rare earth crystals at low temperatures, the main additional hole-
filling mechanism is spin-spin relaxation: an ion in the hole resonantly cross-relaxes
with an ion with the same hyperfine frequency, but different optical frequency, and
this removes the ion from the hole. The cross-relaxation occurs through a magnetic
dipole-dipole interaction, which scales with 1
r3 for a separation r. Since this interac-
tion requires ions to be close together, spin-spin relaxation is suppressed when the
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Figure 6.9: Lifetime of a spectral hole burnt in a satellite line of 0.1% Nd3+:EuCl3·6H2O.
The hole, burnt at a frequency of 0.19 GHz, diminishes slightly in size, and broadens
slightly, over 1 hr.
concentration of resonant centres is low. This can be achieved in EuCl3·6H2O by
using a satellite line in a doped crystal, such as 0.1% Nd3+:EuCl3·6H2O, which was
chosen for this experiment.
The experimental setup was the same as that for excitation spectroscopy, Figure
4.1. A 20 MHz spectral hole was first burnt in satellite line J, then the laser was
blocked. The hole was left to relax for a time t, and then the laser was scanned
1.1 GHz to read out the hole by monitoring emission. The whole process was
repeated for each wait time t. The spectrum of the hole is shown in Figure 6.9
immediately after burning, and at t = 1 hr, the longest wait time measured. The
hole is slightly smaller, and broader, after 1 hr. The size of the hole after 1 hr
suggests that the holeburning lifetime is ≈ 6 hr, which is certainly long enough for
quantum information processing applications.
6.4 Summary
The effect of deuteration on the optical lifetime and coherence time was investigated
in this chapter. The lifetime increases from 115 µs in undeuterated EuCl3·6H2O to
2.6 ms in fully deuterated EuCl3·6D2O. The shorter lifetime in EuCl3·6H2O can be
attributed to non-radiative decay via phonon coupling to the O-H bonds of the 12
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nearest neighbour H ions (two each on the 6 O ligands). Each D ion that replaces one
of these nearest neighbour H ions reduces the non-radiative decay rate by 668 Hz.
The coherence time is also extended by deuteration from its value of 77 µs in
EuCl3·6H2O to 700 µs in EuCl3·6D2O. This increase is larger than would be expected
if the change in the coherence time came only from the increased lifetime, showing
that the contribution of pure dephasing processes to the coherence time is also
reduced by deuteration.
While the optical coherence time of undoped EuCl3·6H2O is too short for the
material to be useful for quantum computing, fully deuterated EuCl3·6D2O has an
optical coherence time sufficiently long to allow quantum computing operations. The
improved coherence time is similar to that of Eu3+:Y2SiO5, which has the longest
coherence time of any Eu3+ material [66]. Beyond the application for quantum com-
puting, the long optical coherence time of EuCl3·6D2O coupled with its long optical
lifetime and spin lifetime is important for the ion-ion interaction measurements of
the following chapter.
Chapter 7
Electronic ion-ion interactions
Any quantum computing scheme needs an interaction between qubits that can be
used to enact multi-qubit gates. In the scheme outlined in Chapter 1, electronic in-
teractions between neighbouring ions were suggested for this purpose. In a rare earth
crystal, electronic interactions result in a shift in the optical transition frequency of
one ion when a nearby ion is excited. One way this shift can be measured is by ob-
serving instantaneous spectral diffusion, the temporary inhomogeneous broadening
on an optical transition seen in photon echo or spectral holeburning measurements
due to the excitation of a randomly distributed ensemble of ions by a light pulse. As
the excited ions are separated by large distances, instantaneous spectral diffusion
gives information only on the long range electronic interactions. The interactions
of interest for quantum computing in a stoichiometric crystal, in contrast, are the
short range interactions between ions closely neighbouring each other. Studying
these short range interactions is difficult, and can only be achieved by looking at the
interactions between ions in optically resolved satellite lines. This has been done
before in crystals doped with the rare earth ion of interest, in which satellite lines
are due to pairs of ions close to each other, but in those materials it is only possible
to measure the interactions between the two ions in the pair, as ions in one satellite
line have no fixed spatial relationship to ions in another satellite line. These inter-
actions within a pair are typically resonant, and are generally studied by looking at
the energy transfer between the pair.
This chapter describes measurements of the electronic ion-ion interactions be-
tween neighbouring rare earth ions in EuCl3·6H2O doped with Lu3+. In this crystal,
each satellite line is due to ions in a unique site relative to the dopant and so there
are fixed spatial relationships between ions in different satellite lines. This means
that when one satellite line is excited, it causes a discrete shift in the frequencies of
other satellite lines, which directly gives the short-range interaction strength. These
are the first measurements of non-resonant interactions between neighbouring rare
earth ions.
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Figure 7.1: Double resonance spectrum of 0.1% La3+:Lu3+:EuCl3·6D2O on the 29
MHz ground state transition of 151Eu3+. The underlined satellite lines are due to Lu3+
(identified by comparison with the Lu3+:EuCl3·6H2O spectrum of Figure 4.14), and the
labelled lines are those for which interactions were measured. The Lu3+ peaks are larger
than the La3+ peaks, suggesting that their concentration is higher. The fully concentrated
La3+ crystal is not isomorphic with EuCl3·6H2O, which may be why it is less easily
incorporated into EuCl3·6H2O than Lu3+, which does have an isomorphic structure. The
circled set of peaks is the signal expected of undeuterated EuCl3·6H2O, indicating that
some of the crystal has converted to the undeuterated form, possibly due to exposure to
water vapour in the air. This spectrum was taken approximately one year after the crystal
was grown, and after it had been cycled through the cryostat a number of times, which
does involve brief exposures of the crystal to air.
7.1 Method
Interaction strengths were measured for multiple pairs of Eu3+ ions in satellite lines
associated with Lu3+ in a crystal of (0.1% Lu3+,0.1% La3+):EuCl3·6D2O with a D
purity of > 99.5%, which has the double resonance spectrum shown in Figure 7.1. A
deuterated crystal was used because it has a longer optical lifetime, which increases
the magnitude and resolution of the signla from the interaction measurement. The
crystal was doped with two different rare earths because it makes it possible to
distinguish long range interactions – those between Eu3+ ions neighbouring different
dopant ions – from short range interactions – those between ions around the same
dopant. Long range interactions can occur if the two satellite lines are due to Lu3+
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Figure 7.2: Spectral holeburning method for measuring ion-ion interactions. (a) The
target satellite line is prepared by burning a trench, and then burning an antihole back
into the middle of the trench. The target laser is used to burn a hole at a frequency
offset from the antihole. This laser stays on throughout the preparation of the interaction
sidehole structure. (b) A portion of the control line is excited. The ions in the target
line neighbouring these excited ions are shifted in frequency, and a hole is burnt in this
population. (c) When the control ions relax to the ground state, the shifted target ions
return to their original frequency, resulting in a small interaction sidehole. (d) The control
laser is stepped across the whole control line and the two previous steps are repeated, which
burns the sidehole up to 100% depth.
or if one is due to La3+ and one to Lu3+, but short range interactions will only be
seen when two Lu3+ satellite lines are involved. Of the ≈ 20 Lu3+ satellite lines that
can be seen in the double resonance spectrum, only the seven outermost were chosen
for interaction measurements, as they are optically resolved from their neighbours,
and can be easily excited individually. It is possible to use satellite lines that are not
optically resolved, but this significantly complicates the interpretation of the data.
The seven lines used are labelled in Figure 7.1.
A spectral holeburning method, illustrated in Figure 7.2, was used to measure
the electronic interaction between two satellite lines. This involves exciting one
satellite line (the control line) and measuring the shift in a spectral hole burnt in
the other line (the target line). The first step is to prepare the target line into a
reproducible state by burning a trench in the line, then burning a wide antihole
back into the middle of this trench. Without this step, the laser would gradually
burn structure into the line, and the observed signal would change over time. A
laser tuned to the target line is used to burn a hole at a frequency shifted from the
antihole, while a second laser excites ions in the control line. While these control
ions are in the excited state, the corresponding ions in the other satellite line have
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Figure 7.3: Experimental setup for electronic interaction measurements. The dashed
boxes surround double pass AOMs, see Figure 6.7 for more detail. “HWP” is half wave
plate; these are used to rotate the polarisation of all beams to along the C2 axis. The
target (T) and control (C) lasers were combined on a beamsplitter to propagate co-linearly
through the sample. The signal was detected by a heterodyne method using a local
oscillator (LO) offset 10.7 MHz from the target laser.
their frequency shifted by the electronic interaction. If these ions are shifted to the
frequency of the target laser, they will be holeburnt. When the control ions return
to the ground state, the target ions shift back to their original frequency, resulting
in a small sidehole in the target line shifted by the interaction frequency from the
target laser. By progressively exciting across the control line, this sidehole can be
burnt up to a depth of 100%. The advantage of this method is that it creates a
large, permanent feature in the target line due to the interaction, which can be read
out multiple times if necessary.
In the following sections, the sidehole burnt by the interaction is referred to as
an “interaction feature” to avoid confusion with the hyperfine structure sideholes
that are burnt by the laser. The interaction feature can be read out by applying a
short pulse at the frequency of the antihole and recording the resulting FID. The
spectrum of the feature is given by the Fourier transform of the FID. The interaction
feature only contributes to the FID if it occurs at the frequency of the readout pulse,
so in the experiment it was necessary to repeat the entire sequence with different
target laser frequencies to find the frequency at which the target laser is shifted by
the interaction frequency from the antihole, and the interaction sidehole occurs at
the readout frequency. While this method is relatively slow as it is necessary to step
the target laser over a wide frequency range, it gives a high resolution signal.
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Figure 7.4: The pulse sequence for interaction measurements. The bent arrows indicate
pulses that were swept in frequency. The sweep width is given beneath the arrow. The
target line was prepared by burning a trench at a frequency fT , then burning a wide
antihole into the middle of this trench by burning at a combination of the ground state
hyperfine splittings a and b. At the same time that a hole was burnt in the target line
at a frequency offset from fT by foffs, the control laser was swept back and forth across
the control line to successively excite as much of that line as possible. A short pulse at
fT was used to read out any features that were burnt in the anti-hole. In order to see the
interaction sidehole, foffs was stepped from −60 to +60 MHz.
The experimental setup is shown in Figure 7.3. The crystal was cleaved to have
two faces along (100) and mounted in the cryostat with the C2 axis perpendicular
to the laser beam direction. The target (T) laser was a Coherent 699-29 stabilised
to a linewidth of less than 1 kHz, while the control (C) laser was a similar laser with
a 1 MHz bandwidth. An 80 MHz AOM in a double pass arrangement was used to
shift the frequency of the target laser. The frequency range of this AOM, which
was approximately ±60 MHz from the laser frequency, determined the frequencies
accessible in the experiment. A single pass AOM was used to gate the light from
the control laser. This was combined on a beamsplitter with the beam from the
target laser so that these two beams propagated co-linearly through the sample.
Heterodyne detection using a local oscillator shifted 10.7 MHz from the target laser
frequency was used to detect the FID.
The pulse sequence used for preparing, then reading out, an interaction sidehole
is shown in Figure 7.4. A 1 MHz trench was first burnt in the target line with a 0.5 s,
27 mW pulse about a frequency fT , and then a wide antihole was burnt back into the
middle of this trench by two 20 mW pulses at≈ fT−27 MHz and≈ fT+29 MHz, with
the exact frequencies determined by the hyperfine splittings of the target satellite
line. This burns back only ions that started in the middle hyperfine ground state
of 151Eu3+, a maximum of 1/6 of the ions. Burning back other ground states would
have given a larger FID signal, but the frequencies required were beyond the range
of the AOM. This optical burnback method was found to be more effective than rf
burnback. A 60 kHz wide hole was then burnt in the line with a 3 s, 100 µW pulse.
The frequency of the holeburning pulse was fT + foffs, with foffs varied between
−60 and +60 MHz. When foffs = fint, the interaction frequency, the interaction
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Figure 7.5: Determining hyperfine level orderings. Two lasers tuned to frequencies
fT + a and fT − b will re-populate the depleted middle hyperfine ground state, while the
frequencies fT − a and fT + b will not.
sidehole is burnt at fT . At the same time that the hole was being burnt, the control
line was excited with a 8 mW pulse swept over 0.5 GHz at a rate of 5 Hz. 70%
of the ions in the control line lie within the 0.5 GHz range, and each ion in the
range interacts with the laser up to 30 times, and should be excited at least once. A
2 µs, 27 mW pulse at fT was used to read out any structure at fT . To differentiate
side-holes due to the interaction from normal antihole and sidehole structure, shots
with the control laser on were alternated with shots with it off.
7.1.1 Level orderings
This experiment provided an opportunity to determine the level ordering of the
hyperfine levels in the ground and excited state, which had not previously been done
for EuCl3·6H2O, using a holeburning method based on the preparation sequence
described above. A trench was burnt in the line at a frequency fT , and an antihole
was burnt back into the trench with two pulses at frequencies fT + α and fT − β,
where α and β were some combination of the hyperfine splittings. A large, single
antihole is only burnt if the correct ordering of the hyperfine levels is used. This
is illustrated in Figure 7.5. A large antihole results if the burnback frequencies are
fT − b and fT + a, but not if they are fT + b and fT − a. Likewise, an antihole will
result if the burnback frequencies are fT − c+ a and fT + d− b, giving the ordering
of the excited state. The level orderings of Figure 2.10 were determined in this way.
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Figure 7.6: Two-dimensional holeburning spectrum of line B with the control laser off.
Only a subset of the total recorded spectrum is shown to make the structure more visible.
The dark blue bands are spectral holes appearing at the readout frequency. As the burn
frequency is increased, the holes move to higher frequency.
7.2 Results
Interactions were measured for target lines B, D and J, and control lines A, B, C,
D, H, I, J (shown in Figure 7.1). For a pair of target and control satellite lines, the
burn frequency was stepped between −60 and 60 MHz from the readout frequency
in 479 steps, generating a two dimensional spectrum. A subset of such a spectrum is
shown in Figure 7.6. Each horizontal slice in this spectrum is the Fourier transform
of the FID signal for a particular burn offset frequency foffs. Multiple spectral
holes/antiholes are visible as dark horizontal bands. The largest of these is the one
at foffs = 0 MHz, when the burn frequency is the same as the readout frequency.
Antiholes and holes cannot be distinguished in these data because the readout pulse
and the short lived FID due to the 500 kHz wide antihole were not recorded, so there
is no reference to indicate whether a feature corresponds to increased absorption or
transmission. As the burn frequency increases, the frequency of each spectral hole
also increases because the offset of the hole from the burn frequency is constant.
Because the two dimensional spectra are difficult to interpret, the data was con-
densed into one dimension by shifting each horizontal slice of the two dimensional
spectrum by the corresponding burn offset frequency and then averaging the shifted
spectra. The resulting spectrum is similar in appearance to a burn-and-scan hole-
burning spectrum, although it is generated in a very different manner. An example
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Figure 7.7: One dimensional spectrum of holeburning structure and interaction features
for the case where line J is the target and line D the control. The red lines indicate
hyperfine structure sideholes and antiholes. Two interaction features can be seen (indicated
by black arrows), along with two additional features (a sidehole and an antihole) due to
the hyperfine structure of one of the interaction features, which is shown by purple lines.
is shown in Figure 7.7 for the case where line J is the target and line D is the control.
The blue line shows the spectrum when the control laser is off, and the green line
when the control laser is on. Peaks that appear only when the control laser is on
can be attributed to the interaction. The interaction also leads to broadening of all
the spectral features in the spectrum due to ISD, which is discussed in more detail
later.
There are many peaks in Figure 7.7 that occur irrespective of whether the control
laser is on or off. These are normal sidehole/antihole structure arising from the
hyperfine splitting. The two largest peaks (ignoring the central hole), occurring at
51.61 and −42.69 MHz, are sideholes due to transitions from the middle ground
state to the top and bottom excited states. These are expected to be much larger
than any of the other 151Eu3+ sideholes as they are due to ions for which the laser
(at fT ) is resonant with the middle to middle transition, and the burnback step in
the preparation sequence is most effective for these ions. No sideholes from 153Eu3+
are possible because there is no 153Eu3+ population at the readout frequency, but
antiholes from both 151Eu3+ and 153Eu3+ are possible. The positions of the antiholes
expected to be the strongest (see Section 3.4) are indicated in Figure 7.7.
There are a number of features in the spectrum of Figure 7.7 that are only seen
when the control laser is on, and are, therefore, due to the electronic interaction
between control and target lines. There are two interaction features in Figure 7.7: a
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Figure 7.8: Interactions between ions in off-C2 sites. There are two position vectors
joining the ions in site 1 (corresponding to line J) and site 4 (line D), so there are two
interaction strengths for these two lines. Two interaction strengths are expected for all
combinations of sites except when one of the sites involved is on the C2 axis (sites 2 and
3, lines A and C), for which only one interaction occurs.
large peak at −46.08 MHz and a smaller and broader peak at 3.52 MHz. Two peaks
are expected because both lines D and J are due to sites with two crystallographic
positions contributing (all sites except those on the C2 axis) and so there are two
possible interactions between the two pairs of ions. This is illustrated in Figure
7.8. The interaction features also have their own hyperfine structure sideholes and
antiholes. One of these can be seen at a frequency of 5.51 MHz, separated by
51.6 MHz from the larger of the interaction features.
The presence of hyperfine structure sideholes due to an interaction feature is good
evidence that the feature is directly due to the electronic interaction, and is not itself
a hyperfine structure sidehole of a more distant interaction feature. A further piece
of evidence is that the features occur at the same frequency when the roles of the
target and control lines are reversed. This is the case for the −46.08 MHz and
3.52 MHz peaks: both can be seen when line D is the target and line J the control,
Figure 7.9.
The remainder of the recorded spectra are shown in Figures 7.10–7.23. In Figures
7.10–7.15, line B was the target line, and lines A, C, D, H, I, and J were the control
lines, in Figures 7.16–7.19, line D was the target line and lines A, B, H, and I were
the control lines, and in Figures 7.20–7.23, line J was the target line and lines A, B,
D, H and I were the control lines. The spectrum with line J the target and line C
the control was discarded because it was extremely noisy, and a spectrum with line
D the target and line C the control was not obtained because these two lines are
close enough together that the control laser overlaps with the target laser.
148 Electronic ion-ion interactions
Frequency offset from burn (MHz)
In
te
n
si
ty
(a
rb
.
u
n
it
s)
Control off
Control on
-60 -40 -20 0 20 40 60
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 7.9: Holeburning interaction spectrum for the case where line D is the target
and line J the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.10: Holeburning interaction spectrum for the case where line B is the target
and line A the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.11: Holeburning interaction spectrum for the case where line B is the target
and line C the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.12: Holeburning interaction spectrum for the case where line B is the target
and line D the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.13: Holeburning interaction spectrum for the case where line B is the target
and line H the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
Frequency offset from burn (MHz)
In
te
n
si
ty
(a
rb
.
u
n
it
s)
Control off
Control on
-60 -40 -20 0 20 40 60
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 7.14: Holeburning interaction spectrum for the case where line B is the target
and line I the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.15: Holeburning interaction spectrum for the case where line B is the target
and line J the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.16: Holeburning interaction spectrum for the case where line D is the target
and line A the control. Red lines show the positions of hyperfine structure sideholes and
antiholes.
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Figure 7.17: Holeburning interaction spectrum for the case where line D is the target
and line B the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.18: Holeburning interaction spectrum for the case where line B is the target
and line H the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.19: Holeburning interaction spectrum for the case where line D is the target
and line I the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.20: Holeburning interaction spectrum for the case where line J is the target
and line A the control. Red lines show the positions of hyperfine structure sideholes and
antiholes.
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Figure 7.21: Holeburning interaction spectrum for the case where line J is the target
and line B the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.22: Holeburning interaction spectrum for the case where line J is the target
and line H the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
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Figure 7.23: Holeburning interaction spectrum for the case where line J is the target
and line I the control. Red lines show the positions of hyperfine structure sideholes and
antiholes, black arrows the interaction features, and purple lines their hyperfine structure
sideholes and antiholes.
XXXXXXXXXXXXControl
Target B D J
A 0.5± 0.1? – –
B −5.650± 0.006 −24.828± 0.004
C 39.680± 0.010
D −5.650± 0.006 −46.081± 0.005
3.52± 0.01
H −16.729± 0.005 −15.175± 0.005? −12.10± 0.02
1.734± 0.010
I −40.870± 0.006 −32.234± 0.008 −17.86± 0.02?
J −24.828± 0.004 −46.081± 0.005
3.52± 0.01
Table 7.1: Interaction strengths in MHz for various combinations of target and control
satellite lines in (0.1% Lu, 0.1% La):EuCl3·6D2O. Question marks indicate unconfirmed
interactions (see text), dashes indicate that no interaction features were observed in the
spectrum while the blank entries are combinations for which no spectrum was recorded.
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Figure 7.24: Connection diagram of interaction strengths in MHz between different
satellite lines. Dashed lines indicate unconfirmed interactions (see text for details).
In Figures 7.10–7.23, black arrows indicate the positions of interaction features
and their hyperfine structure is shown by purple lines. The amplitudes of the in-
teraction features vary considerably: from below 30% to 70% of the size of nearby
hyperfine structure sideholes. Using a sidehole gives a more meaningful estimate
of the relative size of a feature than using the main hole, because the sideholes are
produced by the same process as the interaction feature: burning a hole in previ-
ously undisturbed populations, while the main hole is produced by burning at the
frequency of the readout, where the population has been significantly altered by the
trench burn and burnback steps. Theoretically, all interaction features measured
here should be the same size because the the total population in the crystal with
each interaction frequency is the same. However, there are experimental reasons why
the sizes of the interaction features may vary. Each feature is produced by burning
a hole at a different frequency in the optical inhomogeneous line, so variations in the
spectral density, either intrinsic to the crystal structure or due to the experimental
pulses, could affect the size of interaction features. One common problem was the
gradual drift in laser power, beam direction, or position of the sample over time,
which resulted in loss of signal on all features in the spectrum. In particular, the
signal size is extremely sensitive to the position of the beam on the sample because
the surface is poor, and scatters the laser beam. If the crystal moved slightly, the
change in the scattering pattern resulted in a different overlap with the local oscil-
lator, changing the signal. Drift in the control laser also resulted in a small decrease
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in signal over time. Each spectra shown in this section took one hour to acquire,
and the control laser used can drift up to 100 MHz in that time.
The interaction features close to the main hole (interaction frequencies of <
5 MHz) were consistently smaller than the features with larger shifts. This could
be because the burn pulse has wide wings extending a few MHz on either side, and
burns away population at the readout frequency. Another explanation is that close
to the readout frequency the crystal is largely transparent to the laser because of
the trench burnt in the line, which will change the way the laser interacts with the
ions in the antihole.
The interaction frequencies are summarised in Table 7.1 and Figure 7.24. In the
table, some of the interaction frequencies are marked by question marks, to indicate
that it could not be confirmed that the feature was a direct interaction feature and
not the hyperfine structure of a feature. There were three criteria on which the
features could be confirmed: 1) the feature was very large, more than 50% of the
size of the hyperfine structure sideholes, 2) the hyperfine structure side and antiholes
of the feature were present, and 3) the feature was present at the same frequency
when the roles of control and target were reversed.
Two interaction features are expected for every pair of satellite lines except pairs
involving A and C, as all the other satellite lines are due to sites off the C2 axis and
have two ion positions contributing. However, only for two pairs of sites – D and J,
and B and H – were two features seen. In addition, no features were seen for the
interaction of lines J and B with A, meaning that, of the expected 16 interaction
frequencies, 9 were measured. The missing interaction features may be at frequencies
too large or too small to measure, or they may have had very small amplitudes. It is
possible that some features had amplitudes that were too small, but in many cases,
the second expected interaction feature was missing from a spectrum where the first
feature was large. As the same number of ions contribute to the two features, there
should be little difference in their size.
It is much more likely that the interaction frequencies of the missing features
were either outside the detection bandwidth of ±60 MHz, or within 1 MHz of the
holeburning frequency, where there is a significant amount of noise in the spectrum
due to the laser itself. The former case would suggest that the interaction is much
stronger than these results would indicate, while the latter would suggest that there
is a large subset of ion pairs for which the interaction is nearly zero.
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Figure 7.25: Close up views of two of the peaks in the interaction spectrum with B the
target line and J the control line (Figure 7.15). The blue line is with the control laser off,
the green line with it on. (a) Interaction feature at −24.828 MHz. (b) Hyperfine structure
sidehole at −43.594 MHz.
7.2.1 Broadening of spectral features by the interaction
As mentioned above, the control laser causes broadening of all the peaks in the
interaction spectrum. This can be clearly seen for the case where the target line is
B and the control J in Figure 7.25. This figure shows close up views of the interaction
feature at−24.828 MHz and the hyperfine structure sidehole at−43.594 MHz. When
the control laser is off, the sidehole has a width of 62 kHz, equal to the width of the
original hole burnt in the line. The control laser broadens this to 330 MHz, while
the interaction feature is broadened to 80 kHz. The same broadening of the sidehole
occurs if the control laser excites a La3+ satellite line, which confirms that it is ISD,
a long range interaction.
Permanent broadening of spectral lines by ISD requires nearby control ions to
be in the excited state when a target ion is burnt. The amount of ISD broadening
is, therefore, dependent on the intensity of the control laser pulse because this de-
termines the excitation density. Because the spectral hole accumulates over time,
the amount of broadening is also dependent on the number of times a target ion is
excited during the burn pulse: the chance that an off-resonant ion is shifted into
resonance by excitation of control ions, and burnt, increases with the number of
excitation cycles. It is for this reason that the ISD broadening on a sidehole is
greater than that on an interaction feature, for which the chance that an ion will be
in resonance with the burn laser is lower.
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As well as ISD, the interaction feature will be broadened if the interaction
strength for different sets of ions is inhomogeneous. Inhomogeneity in the inter-
action will occur if the strain in the environment due to defects is sufficient to
alter the interaction strength, and should be larger in the wings of the optical in-
homogeneous line, where the sites are more strained. These two broadening effects
can be distinguished because ISD is dependent on excitation density, whereas the
interaction inhomogeneity is not. At lower control laser power, the interaction fea-
ture is broadened by as little as 7 kHz by the control laser, placing a limit on the
inhomogeneity in the interaction of 7 kHz.
7.3 Identifying the electronic interaction
As described in Section 2.9, there are two types of interactions that could cause
the observed frequency shifts: electric multipole interactions, and exchange interac-
tions. As the distances between neighbouring rare earth ions are large, the relevant
exchange processes are superexchange or super-superexchange, and these are very
difficult to model. It is, however, possible to model the electric multipole interaction
if the separation of ions in two interacting satellite lines is known. This crucial piece
of information is provided by the site assignments of Chapter 5.
The electric multipole interaction is given by Equation (2.8). The three lowest or-
der terms of this interaction, the dipole-dipole, dipole-quadrupole, and quadrupole-
quadrupole, are those normally considered most likely to contribute to electronic
ion-ion interactions in rare earth crystals [107]. For two ions in C2 symmetric sites,
the dipole-dipole interaction is
∆fdd =
e2
4pir0
Q210
r3
(
1− 3 cos2 θ
)
, (7.1)
while the dipole-quadrupole interaction is
∆fdq =
e2
4pir0
Q10 cos θ
r4
√75
2 sin
2 θ (Re {Q22} cos 2φ− Im {Q22} sin 2φ)
+ 32
(
5 cos2 θ − 3
)
Q20
 ,
where it has been assumed that 12 = r. The equation for the quadrupole-
quadrupole interaction is very long, and is not included explicitly here. Of these
three interactions, the dipole-dipole interaction is the only one for which all the pa-
rameters can be easily measured. There are two unknowns in this interaction: the
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Figure 7.26: Experimental setup for Stark shift experiments. The sample was mounted
between a set of plates 4.5 mm apart that provided a constant electric field. The two
AOMs were used to gate the laser and were placed in series to improve extinction of the
light.
dielectric constant r and Q10, the effective difference in optical ground and excited
state electric dipole moments. This can be determined from measurements of the
Stark shift, detailed in the following section. These measurements were performed
during my Honours degree, but are included here for completeness [109].
7.3.1 Electric dipole moment of Eu3+
If there is a difference in electric dipole moments for the optical ground and excited
states of a transition, the transition experiences a frequency shift in an applied
electric field. For EuCl3·6H2O, the shift was measured using a Stark-switched optical
FID method [159]. In this method, an optical pulse is applied to the sample and
an FID is obtained by switching on a uniform electric field E midway through the
pulse to shift previously resonant ions out of resonance. In EuCl3·6H2O, the Stark
shift is linear, given by
δf = −1
h
L∆µ · E , (7.2)
where ∆µ is the difference in electric dipole moments between the optical ground
and excited states and L is the local field correction, assumed to be r+23 with r the
low frequency dielectric constant. The moment Q10 is L∆µ. The dipole moment
points along the crystal C2 axis, and the inversion symmetry of the crystal means
that half the Eu3+ sites have a moment along the +C2 axis and half along the −C2
axis, resulting in a splitting of the spectral hole. The FID radiated by the split
spectral hole can be detected as a beat on the transmitted laser beam at the Stark
shift frequency.
Stark shifts were measured for the main line and three outer satellite lines of
1% La3+:EuCl3·6H2O. The experimental setup is shown in Figure 7.26. The crystal
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Figure 7.27: (a) Stark switched optical FID signal on the main Eu3+ line at 517148
THz. The applied field of 147 ± 9 V.cm−1 was turned on at 0 ms, resulting in an FID.
The rising background of the FID results from the gradual holeburning of ions switched
into resonance by the electric field, and was subtracted from the signal before the Fourier
transform (b) was taken.
was mounted between two plates parallel to the C2 axis and separated by 4.5 mm,
and placed in the cryostat so that the laser direction was along the C2 axis, passing
through two small holes in the plates. Two AOMs were used to gate the light,
and the electric field to the plates was switched by two computer-controlled high
voltage switches. Because these switches required a minimum of 34 V to operate,
measurements could only be made with voltages above this value. The laser used
was a Coherent 699-29 stabilised to a linewidth of less than 1 kHz. The laser was
switched on for 2.5 ms to burn a hole, then the electric field was switched on to
obtain an FID. Both were switched off after another 2.5 ms and the sequence was
repeated after a 1 s delay to allow some relaxation of the holeburnt population.
Figure 7.27 shows an example of the FID obtained on the main line with an
applied field of 147± 9 V.cm−1, and the Fourier transform of this FID, which gives
a Stark shift of 230 kHz. The FID is superimposed on a rising background due to
slow holeburning of the ions switched into resonance with the laser by the field.
The Stark shift as a function of applied field is shown in Figure 7.28. The fits
shown in this figure give a linear Stark coefficient for the main line and lines B and
J of 1.57±0.1 kHz.V−1.cm, while the coefficient for line A is 1.48±0.1 kHz.V−1.cm.
The uncertainty in the Stark coefficient arises from the systematic uncertainty in
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Figure 7.28: Frequency shifts of a spectral hole as a function of applied electric field.
The blue and green lines are fits to the main line and line A respectively.
the thickness of the crystal. The random uncertainty is 0.01 kHz.V−1.cm, so the
difference in Stark shifts between line A and the main line is significant.
The Stark coefficient gives an effective dipole moment ∆µeff = L∆µ of
(1.04 ± 0.06) × 10−32 C.m, which is Q10, the moment needed for the dipole-dipole
interaction calculations detailed in the preceding section. The true dipole moment
can be determined if the dielectric constant and form of the local field correction
are known. The dielectric constant was determined by measuring the capacitance
of a EuCl3·6H2O crystal in an Agilent capacitance meter. The crystal was painted
with silver paint to provide electrodes. The dielectric constant along the C2 axis was
3.6 ± 0.4. Assuming the local field correction is r+23 , the value for a cubic crystal,
the true dipole moment is (0.56± 0.04)× 10−32C.m.
The small difference in Stark shift between the main line and line A indicates
that the dopant ion does slightly perturb the electric dipole moment of surrounding
ions. One way of more sensitively measuring the effect of the dopant would be to
measure the Stark shift perpendicular to the C2 axis. For unperturbed sites, this
should be zero because the dipole moment is precisely along the C2 axis, but if the
moment has been rotated away from the C2 axis by the dopant, a Stark shift would
be seen.
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7.3.2 Comparison with experiment
The satellite lines for which interactions were measured are due to some of the
twenty closest ions around the dopant Lu3+ ion. For these sites, Equation (7.1) pre-
dicts dipole-dipole interaction strengths of the order of 0.1 MHz, with the strongest
interaction (between, for instance, sites 1 and 5 (lines J and V)) −2.9 MHz. These
interactions are two orders of magnitude smaller than the observed interactions.
The dipole-dipole model also does not agree qualitatively with the expected interac-
tions. This can most clearly be seen by considering the two sets of satellite lines for
which both expected interactions were observed: J and D, and B and H. Lines J and
D, due to sites 1 and 4, are predicted to have interaction frequencies of 0.45 MHz
and 0.82 MHz: both in the same direction, and of a similar size. In contrast, the
observed shifts are −46.1 MHz and 3.5 MHz, in opposite directions and with an
order of magnitude difference in size. Likewise, lines B and H are predicted to have
two almost identical frequencies, while actually their shifts of −16.729 MHz and
1.734 MHz differ in sign and in magnitude.
The dipole-dipole interaction can be ruled out as the source of the observed
frequency shifts on the basis of its qualitative and quantitative disagreement with the
data. The dipole-quadrupole interaction can also be ruled out. From Equation (7.2),
the dipole-quadrupole interaction is dependent on cos θ where θ is the angle between
the C2 axis and the position vector joining the two interacting ions. This means
that the interaction is zero when the interacting sites are in a plane perpendicular
to the C2 axis. The satellite lines D and J are due to ions in such a plane, so the
dipole-quadrupole interaction predicts zero frequency shift for these lines, contrary
to the observed shifts.
There is not enough information to determine whether the interaction is
quadrupole-quadrupole. This interaction has three unknowns– the three compo-
nents of the quadrupole tensor– which it is not possible to measure because the
large field gradients required are not experimentally accessible. There are no qual-
itative arguments similar to that given above for the dipole-quadrupole interaction
that can rule this interaction out. If all the interactions between the seven satellite
lines investigated were known, it would be feasible to try to fit the quadrupole tensor
to the data. However, this would be difficult with the current data as nearly half of
the interaction frequencies are unknown.
In addition to the missing interactions, there is some uncertainty in the sepa-
rations of almost all pairs of satellite lines for which interactions were measured,
because lines A, B and C could only be assigned to one of two sites in Chapter 5.
This makes it difficult to determine the contribution of superexchange, as this inter-
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action is normally characterised by a strong dependence on separation with a sharp
cutoff at some separation. The two pairs of lines J and D, and B and H, give some
information on the distance dependence. The ions in lines J and D are separated by
7.94 and 9.66 Å, and have interactions at −46.081 and 3.52 MHz , while the ions in
lines B and H are separated by 13.75 and 14.44 Å, and have interactions at −16.729
and 1.734 MHz. The interaction frequencies of D and J are larger than those of B
and H, but only by a factor of ≈ 2.5, so the distance dependence of the interaction is
not very strong, and there is no sharp cutoff in the range 7.94 – 14.44 Å. The largest
distance, 14.44Å, is much larger than the maximum distance superexchange has
been reported over previously, 10 Å [113]. The large distances and lack of a strong
distance dependence or a distance cut-off suggest that superexchange does not make
a large contribution to the interaction of the satellite line pairs measured, but this
argument does ignore the strong angular dependence of superexchange interactions.
While the argument above shows that a superexchange interaction cannot ex-
plain the interaction shifts of most satellite line pairs, it is still possible that it
contributes to the interaction between closely separated ions. Chapter 5 showed
that superexchange made a small contribution to the magnetic interaction between
Eu3+ and a Kramers dopant over distances of less than 7 Å. Separations of less that
7 Å are expected for some of the satellite line pairs for which electronic interactions
were measured: in lines D and H, lines J and I, and lines J and H one of the two
possible separations between ions in the different lines is less than 7 Å. Because only
one of the two separations for a pair of lines was less than 7 Å and, for these three
pairs of lines, only one of the two interaction frequencies was measured, it cannot be
confirmed that any of the observed interaction shifts were due to closely separated
ions. If the observed shifts were due to the closely separated ions in two satellite
lines, then the size of the shifts would suggest that superexchange does not make a
significant contribution to the interaction mechanism. However, it is equally likely
that the observed shifts were due to the ion pairs with large separations, and the
ion pairs with small separations have interaction frequencies so large that they are
outside the detection range.
In summary, the short range electronic ion-ion interactions between Eu3+ satellite
lines measured in this section cannot be electric dipole-dipole or dipole-quadrupole.
Superexchange is unlikely, but electric quadrupole-quadrupole and higher order elec-
tric multipole interactions are possible. These sources of interactions are very differ-
ent from those identified in the energy transfer measurements between satellite lines
of Nd3+ and Pr3+ described in Section 2.9, where dipole-dipole and superexchange
were commonly found. However, those interactions were between ions ≈ 4 − 5 Å
apart, while the separations here are ≈ 10 Å. Additionally, those interactions were
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resonant, and much stronger than the interactions measured here: the direct ion-ion
interaction frequencies were only an order of magnitude smaller than the shifts of
the satellite lines, which result from the static perturbation to the crystal field by
the dopant ions. Here, the interactions are three orders of magnitude smaller than
the satellite line shifts. It is likely that the interactions measured here represent a
completely different regime from the earlier measurements in Nd3+ and Pr3+.
7.3.3 Extensions and future work
The static electronic ion-ion interaction measurements presented in this section rep-
resent the very first attempt at this type of measurement in any crystal, and the
first measurement of short range interactions between Eu3+ ions. The conclusions
that could be drawn from the measured interactions were limited by the small num-
ber of interaction shifts observed. Some interactions were likely missed because the
detection bandwidth of ±60 MHz was too narrow, but the signals observed were
also relatively small, so the experiment had to be very well aligned, and all the
available laser power used, to see an interaction feature. This meant that when the
target line had a lower spectral density than lines B, D and J, no interaction features
were observed. This is the case for lines A and C, which are on the C2 axis and
have half the number of contributing ions to off-axis lines. It is also the case for all
the La3+ lines, because, as the double resonance spectrum of Figure 7.1 shows, the
La3+ concentration is lower than the Lu3+ concentration. A measurement of the
interactions between La3+ satellite lines is useful because they will be the same as
the interactions between Lu3+ lines only if the perturbation of the crystal field by
the dopant does not affect the interactions between Eu3+ ions. It has been assumed
above that it does not, and thus the dipole, quadrupole, and higher order moments
are the same for ions in different satellite lines.
The problem of low signal amplitude is fairly easily solved by increasing the spec-
tral density of Eu3+ ions in each satellite line by increasing the dopant concentration
of the crystal. It can be deduced from Figure 4.17 that the spectral density rises
with dopant concentration until a concentration of ≈ 5%, after which the inhomo-
geneous broadening balances the increase in satellite line intensity and the spectral
density is constant. However, the ideal concentration is much lower than 5%, as at
this concentration the linewidth would be hundreds of megahertz, and very few of
the satellite lines would be optically resolved. A good concentration would be about
0.5%: at this level, the dopant leads to only 50 MHz of inhomogeneous broadening,
and the spectral density is nearly four times higher than at the current doping level
of 0.1%.
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In the future it would certainly be worthwhile making more complete measure-
ments of the interactions between satellite lines, to build up a spatial picture of
the short range interaction. This has not been possible in any rare earth material
previously, because it has been necessary to work with optically resolved satellite
lines, and most materials only have a small number of these. While the measure-
ments made here only used optically resolved satellite lines, it would be possible to
make measurements between lines when only one of the lines, or neither, is optically
resolved. For the case of one resolved line, if the non-resolved line is used as the
target, the trench burn–burnback step in the interaction measurement process can
be used to burn away other satellite lines at the same optical frequency because
they have different hyperfine frequencies to the desired line. This would more than
double the number of lines that could be used. When both lines are not optically
resolved, interactions between one pair of lines could be distinguished from those
of another on the basis of the hyperfine structure sideholes associated with each in-
teraction feature, although this would get very complicated if there were more than
two or three lines at the same optical frequency.
The two-laser, spectral holeburning method of measuring ion-ion interactions
demonstrated here has a very high resolution, of the order of 10 kHz. This, com-
bined with the ability to spatially map the interaction by looking at many different
satellite lines, means that this method of measuring ion-ion interactions provides
much more detailed information on the interaction than most other methods. It
could, therefore, be used to test aspects of the theoretical models in some detail,
such as the assumption in the electric multipole model that the effect of nearby
ligands on the electric field of a rare earth ion is well described by a scalar dielectric
constant. This method could easily be applied to other near-stoichiometric doped
crystals that display satellite lines that are resolved in either optical or hyperfine
frequencies. It should also be possible to extend it to the study of lightly doped
materials to study interactions between the two ions in a ion pair satellite line by
tuning the control laser to one side of the satellite line and the target laser to the
other.
An interesting extension of this method would be to use it to study resonant
interactions by applying an electric field to Stark shift different lines into resonance.
As the detuning between ions can be varied systematically, it would be possible to
directly examine the dependence of the interaction on the detuning.
§7.4 Summary 167
7.4 Summary
This chapter reported measurements of short range electronic ion-ion interactions
between Eu3+ ions. These measurements were made by exciting one satellite line
to the 5D0 optical excited state and observing the shift in a spectral hole burnt in
another satellite line. Interactions were measured between seven satellite lines, and
a total of nine distinct interactions strengths were observed, varying by two orders
of magnitude depending on which two satellite lines were involved. The largest
observed interaction was −46.081±0.005 MHz, and it is possible that some satellite
line pairs have interactions larger still, as the detection bandwidth was limited to
±60 MHz.
A comparison of the observed shifts with those expected from an electric multi-
pole model showed that the shifts were two orders of magnitude greater than those
expected of an electric dipole-dipole interaction. A dipole-quadrupole interaction
could also be ruled out, but quadrupole-quadrupole and higher order interactions
are possible. The interaction showed no strong distance dependence, suggesting that
superexchange does not contribute substantially.
There are two important results from this chapter for the purpose of using the
electronic ion-ion interactions for quantum computing. The first is that the inter-
actions between satellite lines are strong, of the order of 10 MHz, which will allow
fast gate operations between qubits implemented in the satellite lines. The second
result is that the interaction between two satellite lines is very high, of the order of
kilohertz or less, which means low error rate gates are possible.
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Chapter 8
Quantum computing in
stoichiometric rare earth crystals
This chapter is a more detailed description of the scheme for quantum computing
in stoichiometric crystals that was introduced in Chapter 1. It does not provide a
rigorous theoretical description of the quantum computing scheme; rather, it gives
a general overview of the steps that need to be taken to experimentally demonstrate
quantum computing and concentrates on how the performance of the quantum com-
puter is affected by material properties. Many of the methods used in this scheme,
such as those for initialising qubits, enacting gates and reading out the system state,
are similar to those that have been applied to demonstrate quantum computing in
rare earth doped crystals, and the reader is referred to papers by the groups of
Sellars and Kröll [30, 160, 4, 31, 161], and the theses of Longdell [148], Wesenberg
[162] and Nilsson [163] for more detailed descriptions of these methods.
Quantum computing in a stoichiometric rare earth crystal requires a material
with long coherence times on both optical and hyperfine transitions, a high optical
density of rare earth ions, and no significant energy transfer between neighbouring
ions. The scheme could be implemented in any stoichiometric crystal with these
properties but EuCl3·6H2O is perhaps the best candidate material known of at the
moment, and throughout this chapter is used as an example. The results of previous
chapters are used to estimate the performance of an EuCl3·6H2O quantum computer.
8.1 Qubits and initialisation
In rare earth ion quantum computing, two nuclear spin levels of the rare earth ion
are used as qubit levels. These levels are used because the transition between two
nuclear spin states has a long coherence time, normally at least milliseconds, and in
an applied magnetic field can be made even longer. In zero field, EuCl3·6H2O has
a coherence time of approximately 40 ms [158], and in an applied field coherence
times in excess of 1 min should be possible [143]. Although the spin levels are used
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Figure 8.1: Levels in Eu3+ used for qubits. The hyperfine ground state levels |0〉 and
|1〉 are the qubit levels, while the third ground state, |aux〉, is used as a shelving state for
unwanted population when spectral holeburning is used to tailor the ensemble. One of the
excited states is used for gates and readout.
as qubit levels, any manipulation of the spin, including multi-qubit gates, is done
on the optical transition between the spin ground states and one optical excited
state. The level definitions for Eu3+ are shown in Figure 8.1. Using an excited
level like this for gate operations has the advantage that the states of qubits that
are not involved in the operation are not affected by the operation. Because a long
coherence time is also advantageous on the optical level, EuCl3·6D2O is a better
choice than EuCl3·6H2O and is used in the rest of this chapter.
The qubits are addressed via their optical frequency so each qubit needs to be
optically resolved from its neighbours. To create optically resolved qubits in a stoi-
chiometric material such as EuCl3·6D2O it is doped at a low concentration with an-
other rare earth. As described in previous chapters, this dopant shifts the positions
of surrounding ions, resulting in satellite lines in the spectrum. The combination
of the dopant ion and the surrounding Eu3+ ions in sites used for qubits will be
called a “computing molecule” in the following sections. The ensemble of Eu3+ ions
in one site relative to a dopant ion is an ensemble qubit. The maximum number
of qubits available in a rare earth material is given by the number of resolvable
satellite lines. This is dependent on the satellite structure of the material and the
inhomogeneous linewidth. In Lu3+:EuCl3·6H2O, there are about 14 satellite lines
that are well enough resolved to use as qubits at the current level of inhomogeneous
broadening. These 14 satellite lines are shown in Figure 8.2. When two satellite
lines occur at the same optical frequency, it is still possible to use one of the lines
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Figure 8.2: The 14 satellite lines in 0.1% Lu:EuCl3·6H2O that are sufficiently well
resolved to use as qubits. Where two satellite lines are not resolved in optical frequency
but are resolved in hyperfine frequency, one of the lines can be used.
Figure 8.3: An approximate representation of the computing molecule that would
result if the 14 underlined satellite lines in Figure 8.2 were used as qubits. This is only
approximate because the site assignments for two of the lines have yet to be determined.
The yellow ion is the dopant, while the blue ions are Eu3+. Bonds are shown between the
dopant and the nearest seven sites (those shown in previous figures such as Figure 5.14).
Transparent ions are those that are close to the dopant but are not used as qubits, either
because they are at the same frequency as another qubit, or they are the C2 rotation of a
position that is used as a qubit.
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as a qubit because the second line can be optically pumped to a non-resonant level
during the qubit preparation step. If these 14 satellite lines were used as qubits, the
computing molecule would look similar to Figure 8.3. More resolvable satellite lines
could be obtained by reducing the inhomogeneous broadening or using a dopant
with radius more different from Eu3+, such as Sc3+. However, in most materials,
the number of qubits that can be prepared is almost always limited to less than the
number of resolvable lines, as discussed in the remainder of this section.
As well as being optically resolved, there is an additional requirement an ensem-
ble must satisfy to be suitable for use as a qubit: when optical pulses are applied to
manipulate the qubit state, all the ions in the ensemble must respond in the same
way. This means that the Rabi frequency experienced by all ions in the ensemble
is the same, which in general is not the case because a Gaussian laser beam has a
varying intensity across the beam width. The spectral width of the ensemble also
has to be small compared to the Rabi frequency, which comes about because, in
order that dephasing during the applied pulse is small, the pulse length must be
short compared to the inverse spectral width of the ensemble qubit. This condition
suggests that the Rabi frequency should be as large as possible, but it is balanced
by other requirements. The Rabi frequency cannot be larger than the frequency
spacing of qubits, or pulses designed for one qubit will off-resonantly excite another
qubit. Similarly, the Rabi frequency must be smaller than the hyperfine splitting of
the qubit levels. For 153Eu3+ in EuCl3·6D2O, this is of the order of 70 MHz, suggest-
ing the maximum allowable Rabi frequency is about 10 MHz. This Rabi frequency
could be obtained for EuCl3·6D2O using 100 mW of power from a cw-dye laser and
a tightly focused beam or 1 W of power from a solid state laser and a less focused
beam.
While it is certainly possible to obtain 10 MHz Rabi frequencies, this is still
an order of magnitude smaller than the inhomogeneous broadening of EuCl3·6D2O.
Quantum computing with stoichiometric materials will, therefore, require reducing
the inhomogeneous linewidth of the ensemble qubit. There are two ways of reducing
the inhomogeneous linewidth of an ensemble qubit below the Rabi frequency. The
first, and by far the best, method is to reduce the inhomogeneous linewidth of the
optical transition itself, such as by isotopically purifying EuCl3·6D2O to remove one
chlorine isotope. It is not unreasonable that Eu35Cl3.6D2O will have a linewidth
of less than 10 MHz, but it is also likely that other materials exist with smaller
linewidths. The second method of narrowing an ensemble qubit is to use spectral
holeburning to select out only ions within a narrow frequency range. This method
is not ideal as it involves discarding most of the ensemble, which negatively impacts
the scaling of the quantum system to large numbers of qubits.
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(a) (b) (c)
Figure 8.4: Three situations that require different methods to prepare ensemble qubits.
(a) The optical inhomogeneous width of the ensemble in a satellite line is the same, or
lower, than the limiting allowed width (blue shading). (b) The inhomogeneous width is at
or below the limiting width, but there are some sites in the crystal occupied by ions that
cannot be included in the qubit. This occurs if, for instance, there are two Eu3+ isotopes
in the crystal. (c) The inhomogeneous width is larger than the limiting width.
The differences between these two approaches for narrowing lines mean different
preparation sequences must be used to prepare and initialise an interacting set of
qubits. The following sections consider three different situations: a) when the crystal
has a linewidth below 1 MHz and all ions in a satellite line can be used in the qubit,
b), when it has a linewidth below 1 MHz but some disorder means that not all ions
in a satellite line can be used in the qubit, and c) when it has a large linewidth,
which is a generalisation of case b). The optical spectra corresponding to these three
situations are shown in Figure 8.4.
8.1.1 Qubit preparation using a low linewidth material
The ideal situation for rare earth ensemble quantum computing is where the inho-
mogeneous linewidth of the optical transition is below 1 MHz, and all the rare earth
sites are occupied by identical ions, that is, there is only one Eu3+ isotope, and the
concentration of any dopants (including the dopant that provides the satellite lines)
is low. Having only one Eu3+ dopant means that nearly all the Eu3+ sites around
every dopant ion are occupied by ions that can be used in the qubits, maximising
the number of useful computing molecules. As the natural abundance of the two
Eu3+ isotopes is 48:52, any low linewidth material utilising Eu3+ would have to be
isotopically purified. An alternative would be to use Pr3+, which has only a single
isotope, but Pr3+ qubits will not perform as well as Eu3+ qubits (see Section 8.4).
There may be materials, as yet undiscovered, that have linewidths of less than
1 MHz, or whose linewidths can be easily reduced below 1 MHz. Alternatively,
if the isotopes in EuCl3·6H2O are responsible for virtually all the inhomogeneous
broadening, a linewidth below 1 MHz may be possible in a crystal isotopically puri-
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(a) (b)
Figure 8.5: Initialising an ensemble qubit with spectral holeburning. (a) The ensemble
of ions starts evenly distributed amongst the three ground states, and if their is only one
strong transition from each ground state it will have a similar spectrum to that shown.
Two laser beams, tuned to two of the strong transitions, are used to burn all the population
into one level, as shown in (b).
fied to 153Eu35Cl3.6D216O. The isotopic purity in the crystal of each of the elements
would have to be high because any isotopic disorder would cause broadening. If it is
assumed that a linewidth of 100 kHz caused by the isotopic disorder of each element
could be tolerated, the isotopic purity required can be determined from the inhomo-
geneous broadening caused by each isotope measured in Section 4.4. The required
purity is > 99.5% for 35Cl, > 99.995% for 16O, and > 99.999% for D. A higher
impurity in Eu3+ isotopes could be tolerated because these are unlikely to cause
substantial broadening, but at least 99% is desirable. The dopant concentration
must also be kept low, below 0.001%.
In a < 1 MHz, single isotope crystal, two simple steps are required to prepare
each ensemble qubit. The first is to initialise the ensemble qubit because it starts
out with its population evenly distributed amongst the three ground state hyperfine
levels. Initialisation is achieved by using spectral holeburning to optically pump
the ensemble into one of the qubit levels, as illustrated in Figure 8.5. The long spin
lifetime measured in Section 6.3 indicates that this initialisation step will be efficient.
The second step is to reduce the range in Rabi frequencies of the ensemble that arises
from the variation in beam intensity experienced by computing molecules in different
parts of the crystal. This step is not vital because composite pulse sequences, first
developed in NMR spectroscopy and applied to liquid state NMR computing [164,
165], can make readout and gate operations remarkably tolerant to Rabi frequency
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inhomogeneities. The advantage of reducing Rabi frequency inhomogeneity is that it
allows simpler pulse sequences to be used. To discard computing molecules outside
the required range of Rabi frequencies, a series of 2pi pulses can be applied to each
ensemble qubit [148]. As these pulses are only 2pi for those ions seeing the correct
Rabi frequency, other ions will be gradually holeburnt during the sequence .
8.1.2 Qubit preparation using a low linewidth material with
multiple isotopes
If the linewidth of the material is below 1 MHz, but the crystal is not isotopically
purified in Eu3+, or for some other reason a large number of the Eu3+ sites are
occupied by ions that cannot be used in the qubit, extra steps are required to
prepare the material after those described above. The first step is to ensure that
each qubit contains only qubit ions, by using spectral holeburning to discard any
non-qubit ions at the qubit frequency. The next step is a distillation step, in which
only those computing molecules in which each qubit site is occupied by a qubit ion
are selected [148]. In the case where there are two Eu3+ isotopes, the distillation
step chooses only those computing molecules where all sites are occupied by 153Eu3+.
This step is necessary because if the site associated with qubit 1 is occupied by a
non-qubit ion in a particular computing molecule, there is no interaction between
another qubit and qubit 1 for that molecule, introducing an error into any multi-
qubit gates involving qubit 1. The distillation step uses the interactions between
qubits to select out suitable computing molecules. This step is illustrated in Figure
8.6 for the case of a computing molecule with three qubits. When one qubit (the
control qubit) is excited, all those ions in a second qubit (the target qubit) for
which the corresponding control qubit site is occupied by an excited 153Eu3+ ion
will experience a shift in their optical transition frequency. Any ions in the target
qubit that do not shift do not have a corresponding 153Eu3+ ion in the control
qubit, and can be discarded by optically pumping them into the third hyperfine
ground state. The roles of the target and control qubit are then reversed. After this
process, the concentration of ions in each qubit is reduced by a factor of 1
P
, where P
is the concentration of the qubit ions (52% for 153Eu3+ at natural abundance). This
distillation step must be repeated for every pair of qubits, and the final concentration
of computing molecules in the crystal is
Cqubit = C0PN−1 , (8.1)
176 Quantum computing in stoichiometric rare earth crystals
(a)
(b)
(c)
(d)
Figure 8.6: Qubit distillation process. If some of the qubit sites can be occupied by
Eu3+ ions that are not in the ensemble qubit, such as when some sites are occupied by
151Eu3+ instead of 153Eu3+ a distillation process is needed to select out those computing
molecules in which all ion sites are occupied by qubit ions. This is illustrated for a 3-qubit
computing molecule. Blue indicates a site occupied by a qubit ion, grey one by a non-qubit
ion. (a) There are four configurations of ions contributing to each ensemble qubit, shown
for qubit 1, of which only configuration A (all sites occupied by qubit ions) is desired. (b)
To remove unwanted configurations, first qubit 2 is excited. This shifts the frequency of
those computing molecules in qubit 1 that also have an ion in qubit 2 – configurations A
and B. Configurations C and D can then be discarded using spectral holeburning to the
shelving state. (c) Repeating the process by exciting qubit 3 allows configuration B to be
discarded. Qubit 1 now only contains computing molecules with an ion in every qubit. (d)
The whole process must be repeated for qubits 2 and 3. Each ensemble qubit is reduced
to P 2 of its original size (where P is the proportion of qubit ions), but all ions in each
qubit can interact with an ion in another qubit.
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where C0 is the dopant concentration and N is the number of qubits. Because the
ensemble size decreases exponentially with the number of qubits, if distillation is
required it places a limit on the number of qubits that can be used simultaneously.
The limiting size of the ensemble is ultimately determined by the desired readout
fidelity. As Section 8.3 shows, for a readout fidelity of 99.99%, approximately 2000
ions are needed in the ensemble. The concentration that will give this number of
ions depends on the excitation volume of the laser. For a laser spot size of 100 µm
and an excitation volume of ≈ 1 × 10−6µm3, the largest beam size at which a
10 MHz Rabi frequency is feasible, the ensemble concentration would need to be
10−12 ensemble atoms per Eu3+ site. For a dopant concentration of 0.001%, the
limiting number of qubits in a system with a natural abundance of 153Eu3+ is 25. If
the crystal is isotopically purified, the limit increases rapidly, reaching 150 qubits at
90% 153Eu3+, and more than 1000 qubits at 96%. In a low linewidth material with a
moderate level of isotopic purification, therefore, the exponential loss of ensembles
due to isotopic disorder will not limit the number of qubits. In fact, this is one of
the few systems in which the number of qubits will be limited by the number of lines
that can be optically resolved. The reason for this is that the number of resolvable
lines is limited by the requirement that the separation between lines is not smaller
than the Rabi frequency, but if the Rabi frequency is reduced to resolve more lines,
the gate error rate increases (see Section 8.2). If it is assumed that the minimum
allowed separation between frequency qubits is 10 MHz, the maximum number of
possible qubits is ≈ 100 in EuCl3·6D2O.
A crystal of EuCl3·6D2O that is not isotopically purified presents an additional
problem that stems from the symmetry of the crystal. All qubits due to sites off
the C2 axis have two ions per computing molecule contributing to them. Gates and
readout operate in the same way for these qubits as they do for qubits with only
one ion site per molecule as long as both sites are occupied by qubit ions. This,
however, means that each computing molecule has nearly twice as many ions in
qubits as it does qubits, meaning that it requires nearly 2N distillation steps to
prepare the N interacting qubits. The prepared ensemble size is, therefore, much
smaller than if only one of the sites had to be occupied by a qubit. To maintain a
large ensemble size it is necessary to discard one of the ions in each off-C2 qubit.
This can be done by taking advantage of the slight perturbation the dopant makes
to the symmetry of surrounding sites. If a field is applied that breaks the symmetry
of the dopant ion itself, the frequencies of the two ions in previously C2-symmetric
sites will split due to the dopant perturbation. This splitting has already been seen
in the magnetic field rotation patterns in Chapter 5. Sufficiently large electric fields
should also split the optical transition frequencies of off-C2 satellite lines. The Stark
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Figure 8.7: Preparation of a spectrally narrow ensemble using spectral holeburning.
The frequencies illustrated in this figure are not to scale. (a) A trench at least 1 MHz
across is first burnt in the inhomogeneously broadened line. (b) A feature can be burnt
back into this trench by burning at a frequency offset from the trench centre frequency by
one of the hyperfine splittings. (c) The resulting feature is a narrow antihole, which can
be made up to three times taller (for Eu3+) than the inhomogeneous line if the burnback
is done at three combinations of the ground state hyperfine frequencies.
shift measurements of Section 7.3.1 showed that the Stark shift of satellite lines can
vary from that of the main line by up to a few percent, suggesting that a similar
variation between the two ions in one off-C2 site may be possible. In that case, fields
of 107 V.m−1 would be required for splittings of 1 MHz.
An easier way of getting splittings between ions in off-C2 satellite lines is to strain
shift the line. A stress applied to the crystal along a direction away from the C2
axis and the plane perpendicular to the C2 axis must break the C2 symmetry of the
crystal, and this strain shift can be quite large. I have made initial measurements of
the strain shift in EuCl3·6H2O by measuring the shift in the position of a spectral
hole when pressure is applied. These measurements are preliminary and are only
described here to give an approximate size for the strain shift. The strain shift was
approximately 70 kHz/kPa. This implies that about 14 MPa could resolve a 1%
difference in dipole moments between the ions in an off-C2 line, and this pressure
range is trivial to reach in the lab.
Once the two ion positions in an off-C2 line are resolved, one can be discarded
using holeburning. This does not affect the number of qubits that could be prepared
because the additional ion in each qubit was not counted in Equation (8.1).
8.1.3 Qubit preparation using spectral holeburning
If the inhomogeneous linewidth is larger than the available Rabi frequency, the first
step of preparing and initialising a set of qubits is to create a narrow ensemble for
each qubit using spectral holeburning. This can be achieved by burning a trench
in the line, and burning a narrow antihole back into the trench [148], as illustrated
in Figure 8.7. This method was first suggested for quantum computing using rare
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Figure 8.8: Concentration of ions in an ensemble qubit after distillation as a function
of the number of prepared qubits. The dashed line shows the limiting qubit concentration
of 10−12 qubit ions per Eu3+ site.
earth doped crystals [33].
This spectral holeburning step can place a limit on the allowable Rabi frequency,
as the width of the trench is limited by the smallest hyperfine splitting in the ma-
terial. If 151Eu3+ is present, for instance, this is 27 MHz in EuCl3·6D2O. The Rabi
frequency must be substantially smaller than this number to avoid pulses applied
to the prepared qubit exciting the edges of the trench. As the width of the pre-
pared feature must be smaller than the Rabi frequency, qubits prepared by spectral
holeburning are limited to hundreds of kilohertz linewidths.
After the spectral holeburning step, the qubit preparation sequence continues
as described in the previous section, with a qubit distillation step. However, the
problem with using spectral holeburning to prepare a feature comes in this step:
the concentration of ions in the final antihole is very low. If a 1 MHz wide fea-
ture is prepared in a 100 MHz wide line, only 1% of the ions in each line remain
in the prepared qubit. Note that it is the total width of the line, including any
isotope or other discrete shifts, that is important, not the inhomogeneous width. In
EuCl3·6H2O, isotope shifts mean the total width is 600 MHz while the inhomoge-
neous width is 100 MHz. When qubit distillation is applied to a material in which
the qubits were created with spectral holeburning, the qubit distillation process
drastically reduces the concentration of ions in each qubit. This is demonstrated by
Figure 8.8, which shows the concentration of ions in a distilled qubits for a dopant
180 Quantum computing in stoichiometric rare earth crystals
concentration C0 = 0.5% and a prepared qubit width of 1 MHz. The number of
qubits that can be prepared without reducing the ensemble size below its detection
limit is 4 for a linewidth of 1 GHz, 5 for 100 MHz, 10 for 10 MHz and 17 for 4 MHz.
Current EuCl3·6D2O crystals have a total linewidth of 600 MHz, suggesting that,
using spectral holeburning, four interacting qubits could be prepared.
Spectral holeburning to prepare narrow ensembles followed by qubit distillation
is unavoidable in the rare earth doped quantum computing schemes of Ohlsson et al.
[4] and Longdell and Sellars [161, 30]. However, distillation works slightly differently
in those schemes and it is worthwhile elucidating the difference. In a doped crystal,
the ions in one qubit have a random spatial distribution relative to ions in another
qubit so the interaction between two qubits is very inhomogeneous. The distillation
process, therefore, is required not only to select out ensemble qubits that can interact
with each other, but ones that interact with a particular strength. The two schemes
do this in different ways. The Ohlsson scheme uses spectral holeburning to select
ions that have shifted more than the width of the qubit, similar to the method here.
The disadvantage of this method, as explained by Longdell [161] is that almost none
of the ions have such large interaction frequencies because the average interaction
strength is much smaller than the qubit width. The scheme of Longdell et al. uses a
coherent technique to select out ions that have shifted by less than the qubit width.
While this is a much larger proportion of the ions in the ensemble, the necessity
of using a small interaction means that gates are very slow. Even with a larger
ensemble in each qubit than in the Ohlsson scheme, the fidelity of the two-qubit
conditional phase shift gate demonstrated by Longdell et al. [30] was limited by the
size of the ensemble.
In both schemes, the qubit distillation process removes a much larger proportion
of the ensemble than would occur in a stoichiometric crystal with a similar dopant
concentration and inhomogeneous linewidth. Additionally, the inhomogeneity re-
maining in the interaction strengths between qubits is of the same size as the qubit
width, whereas in a stoichiometric crystal it is likely to be less than 1 kHz. The
reason these early schemes concentrated on doped crystals is that it was possible
to use crystals that were very well characterised, such as Y2SiO5 and YAlO3. Be-
cause suitable stoichiometric crystals, such as EuCl3·6H2O, have not been intensively
studied, any quantum computing demonstrations must be preceded by an in-depth
characterisation, such as that presented in this thesis.
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Figure 8.9: A single qubit NOT gate operated using the optical transitions. The
“atoms” in these images are included to show where coherence is transferred. (a) A pi
pulse transfers the coherence from the |0〉 state to the |e〉 state.(b) Another pi pulse, this
time on the |1〉 → |e〉 transition, exchanges the coherence between these two levels. For a
general qubit rotation gate, the pi pulse is replaced by a pulse of the appropriate angle and
phase. (c) The coherence in |e〉 is transferred back down into |0〉 to complete the gate.
8.2 Gates
In a stoichiometric rare earth crystal, gates are operated in a very similar way to
doped rare earth crystals and liquid-state NMR. One of the great successes of NMR
quantum computing was the ability to enact high fidelity quantum gates using care-
fully designed pulse sequences that made the gates very tolerant, for instance, to
inhomogeneities in the transition or Rabi frequency. These sequences can be applied
to rare earth systems with some modification, and a number of pulse sequences for
doped rare earth quantum computing, where the gates are the same as for sto-
ichiometric computing, have already been described [166, 167] and demonstrated
[168, 169]. Tailored pulse sequences will be vital for fast, high fidelity gates and
readout in stoichiometric rare earth crystals but explaining them in detail is beyond
the scope of this section.
Gates in stoichiometric rare earth quantum computing are enacted by transfer-
ring each ensemble qubit from the spin levels onto the optical levels and applying
coherent light pulses to rotate the Bloch vector of each qubit. Arbitrary quantum
operations can be performed with combinations of just two types of gates: an arbi-
trary single qubit rotation gate and a “universal” two-qubit gate, such as a CNOT
gate. There are three steps in operating a single qubit gate on a rare earth spin
qubit using the optical transition: it must be transformed into an optical qubit, the
gate must be performed, and the qubit must be transferred back into a spin qubit.
This process is demonstrated for a qubit-flip (NOT) gate in Figure 8.9. Similar steps
are required for a two qubit gate: the coherence in the control qubit is transferred
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(a) Control in |0〉. (b) Control in |1〉.
Figure 8.10: A two qubit CNOT gate. Two cases are shown: when the control qubit
is in |0〉 and when it is in |1〉. The first step of the gate is to apply a pi pulse on the
control |0〉 → |e〉 transition. If the control qubit is in |1〉, this has no effect, but if it is
in |0〉, it transfers the qubit into the optical excited state, which will cause a shift in the
optical transition frequencies of the target qubit due to the interaction between them. A
single qubit NOT gate is then operated on the target qubit at the unshifted frequencies.
If the control qubit started in |1〉, this gate is successful, but the gate is unsuccessful for
the case where the control qubit started in |0〉 because the transitions have been shifted
in frequency. The final step is to apply another pi pulse on the control |0〉 → |e〉 transition
to return it to the ground state.
into the excited state, a single-qubit gate is enacted on the target qubit in such a
way that it is conditional on the state of the control qubit, and then the control
qubit is transferred back down into the spin levels. This process is demonstrated
for a CNOT gate, which flips the state of the target qubit if the control is in |1〉, in
Figure 8.10. Two-qubit gates utilise the electronic ion-ion interactions measured in
Chapter 7.
If the interaction between two qubits is larger than the Rabi frequency, the
CNOT gate works exactly as illustrated in Figure 8.10: if the control qubit is in the
excited state, the target qubit has been shifted so that it is no longer resonant with
the pulses of the NOT gate and is unaffected by the gate. If, however, the interaction
strength is smaller than the Rabi frequency, so that the single qubit NOT gate is still
approximately resonant if the control ion is in the excited state, the two-qubit gate
must be modified. The simplest modification is to alter only the single qubit NOT
gate applied to the target qubit, in which case the first two steps are the same as
described above: a pi pulse is applied to the control qubit to transfer any coherence
in |0〉 into |e〉, and a pi pulse is applied on the target |0〉 → |e〉 transition to transfer
the target qubit into an optical qubit. The following steps are shown in Figure 8.11.
First, a pi2 pulse instead of a pi pulse is applied on the |1〉 → |e〉 transition. The effect
of this pulse is easiest to visualise in the Bloch sphere picture: the pulse rotates the
qubit onto the equator of the Bloch sphere, into an equal superposition of |1〉 and
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Figure 8.11: The modified-NOT gate used in the single qubit step of a two-qubit CNOT
gate when the interaction strength between qubits is weaker than the Rabi frequency. The
gate is shown in the Bloch sphere picture. (a) A pi2 pulse is applied to rotate the Bloch
vector onto the equator. Both the case where the control qubit is in the excited state (C
in |e〉) and when it is in the ground state (C not in |e〉) are at the same point on the Bloch
sphere. (b) The qubit is allowed to evolve. Because the two cases C in |e〉 and C not in
|e〉 have different transition frequencies, a phase shift accumulates between them. After
a time t = 12fint a pi phase shift has accumulated. (c) At this point, a second
pi
2 pulse is
applied that transfers the case C not in |e〉 to the excited state and C in |e〉 back down
into |1〉.
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|e〉. At this point, the position of the Bloch vector is the same whether the control
qubit is in |e〉 or not. However, if the control ion is in |e〉, the transition frequency
is shifted (the shifted case), and so the Bloch vector precesses at a different rate
around the Bloch sphere than if the control ion is not in |e〉 (the unshifted case).
After a time t = 12fint the shifted case has accumulated a pi phase shift relative to
the unshifted case, and an additional pi2 pulse about an appropriate axis will return
the shifted qubit to |1〉, and take the unshifted qubit into |e〉 from which the final
pulse of the NOT sequence will transfer the qubit back to |0〉.
The total time for a single or two-qubit gate operation depends on the Rabi
frequencies of the two optical transitions involved in the gate. The Rabi frequencies
may not be the same for these transitions because the oscillator strengths of the
two transitions will be different. For example, assuming that the qubit ion is Eu3+
in EuCl3·6D2O and the qubit and excited levels are those given by Figure 8.1,
the transition |0〉 → |e〉 has approximately ten times the oscillator strength of the
transition |1〉 → |e〉.
The gate operation time is important because it gives a lower limit on the gate
error rate of tgate
T2
. For a 10 MHz Rabi frequency on the |0〉 → |e〉 transition and a
1 MHz Rabi frequency on the |1〉 → |e〉 transition, the gate operation time of a single-
qubit NOT gate would be 600 ns, introducing an error of 6 × 10−4 for a coherence
time of 1 ms, which is within the acceptable gate error range for fault tolerant
quantum computing. The gate operation time would be approximately twice as
long for a two-qubit gate. If the Rabi frequency is larger than the qubit interaction
frequency so that the multi-step gate protocol described above was required, the
gate operation time would be slightly longer due to the wait time necessary in this
gate. This wait time is given by the interaction strength, which in EuCl3·6D2O is
of the order of 10 MHz for the first shell of ions around the dopant (see Chapter
7), and so will not substantially increase the operation time. For ions separated
by larger distances, the interactions can be estimated from the dipole-dipole model
of Section 7.3, as this interaction will dominate any others at large distances. For
ions 45 Å apart, dipole-dipole interactions are of the order of 100 kHz. There are
more than 100 ion sites within a sphere about the dopant with a diameter of 45 Åso
100 kHz is a lower limit on the interaction strength of any two satellite lines in
EuCl3·6H2O. A 100 kHz interaction will dominate the gate error rate, leading to an
order of magnitude larger error.
Other sources will contribute to the gate error. In particular, inhomogeneities
in the optical and Rabi frequencies of the qubits, and off-resonant excitation of
either the non-resonant qubit level, or other qubits. The contributions of these
four sources to the error rates are likely to be large. For instance, the off-resonant
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excitation probability for the non-resonant qubit level when exciting with a square
pulse is approximately
Poff ≈ Ω
2
∆f 2 + Ω2 , (8.2)
where ∆f is the detuning of the second qubit level. Poff is 2% for a 10 MHz
Rabi frequency and 70 MHz of detuning, and 0.02% for a 1 MHz Rabi frequency.
The good thing about these sources of error is that they are predictable, and can be
reduced by careful design of the pulse sequences used for the gate. This type of pulse
tailoring is routinely used in liquid-state NMR. In general, pulse tailoring is able to
make gates with error rates that are remarkably insensitive to inhomogeneities or
nearby transitions, but estimating the final error rates if pulse tailoring were applied
in a stoichiometric rare earth crystal is well beyond the scope of this thesis. In the
remainder of this chapter I have assumed that any errors (in gates or readout) that
can be reduced by pulse tailoring have been reduced below the intrinsic error rates.
As well as errors during the gate operation, errors in every qubit will occur while
the qubit is stored in the hyperfine spin states, due to decoherence on the hyperfine
transition. As hyperfine coherence times are at least an order of magnitude greater
than optical coherence times, these “memory loss” errors will be smaller than the
gate errors described above.
8.3 Readout
Readout of an ensemble qubit is achieved using the optical transition, either by
measuring fluorescence/absorption or with coherent transient techniques such as free
induction decays and photon echoes. Fluorescence and absorption are incoherent
measurement techniques, which give information on the projection of the Bloch
vector of the qubit state onto the z axis, while free induction decays are a coherent
process and measure the amplitude and phase of the projection of the Bloch vector
onto the equatorial plane.
Each method has its own advantages. Coherent measurements give more infor-
mation, can be performed much faster than incoherent measurements (which are
limited by the optical lifetime), and can be performed on multiple qubits at the
same time. While incoherent measurements are much slower, because most of the
fluorescence from a rare earth crystal occurs at frequencies different to the laser
frequency, fluorescence measurements in particular can be used with much smaller
ensembles than coherent measurements, where there is a large amount of noise on
the signal due to the shot noise on the laser.
No matter which method is used, the readout fidelity of the measurement is
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a indication of how well the measured state represents the true state of a qubit.
Fidelities as high as 99.99% have been observed for optical qubits in ion traps[170].
The highest observed fidelity seen in a solid state system is 99.8% for a nuclear spin
qubit in silicon[171]. The desired readout fidelity places an ultimate limit on how
small an ensemble can be. This is most easily estimated for fluorescence readout.
To estimate the readout fidelity, it is assumed that at the end of the computing
operation the qubit to be measured is either in |0〉 or |1〉, not a superposition state.
Readout is achieved by applying a pulse on one of the qubit transitions to the excited
state, and collecting fluorescence from the excited states at frequencies different from
the excitation frequency. In Eu3+, this means collecting fluorescence to the 7F levels
at > 600 nm. The qubit level to which the pulse is applied is the bright state,
while the other qubit level is the dark state. The pulse applied is assumed to be a
pi pulse, tailored in such a way that the off-resonant excitation of the dark state is
negligible. The fidelity of the measurement is f = 1−, where  is the readout error:
the probability that the qubit was in one state, while the measurement indicated it
was in the other. The total error rate is the average of rates for the two separate
transitions:  = B+D2 .
If the qubit was in the bright state, the ensemble will have been excited, and it
will emit photons as it decays back to the ground state. Assuming every ion in the
ensemble is excited and decays radiatively, the number of photons emitted after a
time tc is:
N(t) = Ne
(
1− e− tcT1
)
, (8.3)
where Ne is the number of ions in the ensemble qubit and T1 is the optical lifetime,
2.6 ms for EuCl3·6D2O. The number of these photons that are detected by the
detector is given by the collection efficiency η, which includes a geometric collection
factor as well as the efficiency of the detector. The detector will also see dark counts
at a rate RD. For example, for collection with a standard microscope objective
an efficiency of η = 1% is easily possible, while the dark counts on an avalanche
photodiode (APD) are likely to be 30 s−1 or lower. If the qubit is in the bright state,
therefore, the detector will see a mean photon number:
MB(t) = ηNe
(
1− e− tcT1
)
+RDt , (8.4)
while if the qubit is in the dark state the detector will see a mean photon number
MD(t) = RDtc . (8.5)
State discrimination can be achieved by defining a threshold photon number nc,
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Figure 8.12: Definition of readout errors B and D in bright and dark states. B(n) and
D(n) are the Poissonian distributions of the bright and dark states respectively, while nc
is the threshold photon number.
so that if more than nc photons are detected, the qubit is assumed to be in the bright
state, while if less than nc photons are detected, the qubit is assumed to be in the
dark state. In either case, the photons will be distributed according to a Poissonian
distribution, and the critical photon number can be defined as the number at which
the two distributions intersect:
nc =
ηNe
(
1− e− tcT1
)
ηNe
(
1−e−
tc
T1
)
RDtc
+ 1
(8.6)
The errors B and D are then defined as the areas under the photon distributions
smaller and larger than nc respectively, as shown in Figure 8.12. With RD = 30s−1,
nc ≈ 3.
The readout error is dependent on the collection time tc. The optimal value of
tc is of the order of 3T1, as by this stage most of the ensemble has emitted a photon.
Waiting for longer times does not yield many more signal photons, but does result
in more dark counts. For the efficiencies and dark counts given above, a readout
fidelity of 99.9% can be obtained in EuCl3·6D2O at this optimal collection time for
1300 ions in the ensemble. At 1800 ions, the fidelity is 99.99%. The number of ions
required for a given fidelity could be reduced if the dark counts are reduced or the
collection efficiency increased.
The treatment of readout fidelity given above is a best-case scenario. The readout
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fidelity will be degraded by, for instance, imperfect pulses or off-resonant excitation
of the dark state, and will be lower if the qubit is not in |0〉 or |1〉, and much lower
if heterodyne detection of coherence, rather than population, is used. One thing
this treatment clearly shows is that fluorescence readout is slow, taking ≈ 8 ms in
EuCl3·6D2O. This readout time is a large fraction of the spin decoherence time, even
if ZEFOZ techniques are used to extend it to ≈ 1 s. While it might be assumed
that, in a computer with many qubits that need to be read out, this introduces
large errors due to decoherence of a qubit while other qubits are being read out,
this is not the case. As the only information that is being read from the qubit is its
population, information is lost on the timescale of the spin lifetime (> 6 hr) not the
coherence time. If coherence information is required, a coherent readout method
must be used, in which case the readout time is much shorter (similar to the gate
operation times given in the previous section).
8.4 Ideal material properties for quantum com-
puting
The preceding three sections have described the number of qubits, gate error rate
and readout fidelity that could be expected of a quantum computer implemented in a
stoichiometric rare earth crystal. This section combines this information to extract
the fundamental material properties that limit the performance of the quantum
computer.
Section 8.2 showed that the intrinsic gate error rates are fairly high. This error
rate, defined as gate = tgateT2 , is ultimately determined by the ratio of the ground
state hyperfine splitting fhf to the optical homogeneous linewidth Γh. This can be
seen as follows. The maximum allowable Rabi frequency is given by the requirement
that errors due to off-resonant excitation of the spin levels are small, so that
Ωmax = ηpulsefhf , (8.7)
where ηpulse is a number less than one, determined by the tailored pulse sequence
used. Provided that the laser power required to reach this Rabi frequency is avail-
able, it then determines the gate operation time:
tgate ≈ 12Ωmax (8.8)
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If the coherence time is written as 1
piΓh , the gate error rate becomes
gate ≈ pi2ηpulse
Γh
fhf
(8.9)
In the preceding sections it was assumed that ηpulse = 0.15, in which case gate ≈
1 × 10−5 for Eu3+ in EuCl3·6D2O. This is lower than the gate error rate given in
Section 8.2 because that error rate assumed a Rabi frequency below Ωmax.
Improving the gate error rate requires increasing fhf or decreasing Γh by increas-
ing the coherence time. The ground state hyperfine splitting is fixed for a particular
rare earth in a particular material, and is dependent on the relative contributions
of the true quadrupole and pseudoquadrupole terms to the zero-field spin Hamilto-
nian. ZEFOZ techniques can be used to extend the coherence time of one transition
to the lifetime limit, 5.2 ms for EuCl3·6D2O. However, this can only be applied
on one of the three transitions (two optical, one hyperfine) at a time, and it may
be necessary to apply ZEFOZ to the ground state hyperfine transition to minimise
memory loss errors during the computing operations. The optical coherence time
can also be increased by increasing the lifetime, provided that the coherence time is
near-lifetime limited. The lifetime is maximised in host materials in which there is
no non-radiative decay, and when all radiative transitions from the optical excited
state are weak. If the optical lifetime is increased, readout using fluorescence mea-
surements takes longer. Because this means extra dark counts, which degrade the
readout fidelity, the limiting ensemble size must be increased to compensate.
The fourth parameter, in addition to T1, T2 and fhf , that determines the per-
formance of a stoichiometric quantum computer is Γinh, the optical inhomogeneous
linewidth. In order that more than a handful of qubits can be prepared, this needs
to be reduced below 1 MHz, which is likely to require both finding a material with
extremely low sensitivity to defects, and reducing the density of any defects, includ-
ing dislocations, chemical impurities and isotope impurities. The sensitivity of an
optical transition to defects is, in part, given by the Stark shift ∆fs, which is of a
similar size to the transition dipole moment, so low sensitivities to defects are likely
to be found in materials with weak transitions and long optical T1. A small Stark
shift does mean that the interactions between qubits are relatively weak and two
qubit gate operations take more time. However, this does not substantially increase
the gate error rate until the interactions are much weaker than the Rabi frequency.
EuCl3·6H2O has a linear Stark shift smaller than most rare earth materials (see, for
example, [46]), yet the interaction strengths between ions separated by up to 15 Å
are of the order of 10 MHz.
Ideally, then, a material for rare earth quantum computing should have a long
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lifetime T1 and coherence time T2, large hyperfine splitting fhf , and small inhomo-
geneous linewidth Γinh and Stark shift ∆fs. For this reason, Eu3+ is the best choice
of all the non-Kramers ions (Kramers ions, with their large electron spins, are likely
to interact too strongly to be used in stoichiometric quantities). Tb3+ and Ho3+
tend to have short coherence times [48], while Tm3+ only has two ground states, so
spectral holeburning manipulation of the optical line is not possible. Pr3+ is used
in quantum memories [172] and the rare earth doped quantum computing proposal
of Ohlsson et al. [4], but for a stoichiometric quantum computer it is not a very
good choice. This can be seen by comparing the properties of Y2SiO5 doped with
Eu3+ and Pr3+. Pr3+:Y2SiO5 has an optical lifetime and coherence time an order of
magnitude smaller than Eu3+:Y2SiO5 [48], and its hyperfine splittings are approx-
imately a factor of four smaller [173, 174, 175], meaning that the gate error rate
is worse by a factor of 40. The Stark shift and inhomogeneous linewidth are also
larger in Pr3+ than Eu3+ [48].
EuCl3·6D2O is the best candidate system for stoichiometric quantum computing
that is known of at the moment. While its optical coherence time and lifetime are
similar to many materials, its small Stark shift and low inhomogeneous linewidth,
even in crystals that are not isotopically purified, mean that with purification and
careful crystal growth it may be possible to obtain linewidths that would allow the
preparation of tens of qubits.
Even with current EuCl3·6D2O materials, small numbers of qubits can be pre-
pared, and such systems could be used to better understand how large systems
would perform. For instance, small qubit systems could be used to trial the tailored
pulse sequences that are vital for high fidelity gates and readout. One advantage
of the ensemble system presented here is that, while the number of qubits that can
be prepared simultaneously in a large linewidth material is small, the number of
satellite lines available for use as qubits is much larger. This means that it is pos-
sible to characterise the performance of a much larger qubit system by studying a
series of smaller systems. For example, Section 8.1 showed that there are 14 satel-
lite lines available for use as qubits in 0.1% Lu3+:EuCl3·6D2O, although only four
qubits could be prepared at once. By preparing a series of four qubit systems with
different satellite lines, the gate errors and readout fidelity expected if all 14 qubits
were made available (by reducing the linewidth) could be determined. It is also
possible to study the effect of different separations between qubit ions, by choosing
appropriately separated satellite lines.
In an ideal material, the number of qubits in the ensemble based scheme pre-
sented here is ultimately limited by the size of the satellite shifts with respect to
the desired Rabi frequency to ≈ 100. Scaling a rare earth system beyond this level
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is likely to require a single-instance, modular scheme, in which single computing
molecules are coupled by optical qubits. This coupling could be achieved, for in-
stance, by machining the rare earth crystal into a whispering gallery mode resonator
and using the resonator modes to couple computing molecules sitting around the
edge of the resonator [176, 177]. Many of the properties of a single instance rare
earth computing molecule, such as the interaction strength between qubits or the
coherence times, are the same whether in an ensemble or single instance, so the
ensemble model also serves as a useful testbed for single instance quantum comput-
ing until such time that a method for reliable readout of single rare earth ions is
established.
The same properties of a stoichiometric crystal that make it a good candidate
for quantum computing, particularly long coherence times and narrow inhomoge-
neous lines, make it a good candidate for other quantum processing applications.
For instance, in a quantum memory, the efficiency with which the memory can
store a quantum state is ultimately limited by the optical density of the material
used. This can be increased by increasing the length of the storage medium or in-
creasing its spectral density. While previous quantum memory demonstrations have
been made in rare earth doped crystals, stoichiometric materials have much higher
spectral densities because of their higher rare earth concentrations. This thesis has
focused on characterising EuCl3·6H2O for quantum computing but this characterisa-
tion is also useful for quantum memory and other quantum processing applications
of EuCl3·6H2O.
8.5 Summary
This chapter described a method for ensemble-based, frequency addressed quantum
computing in a stoichiometric rare earth crystal. Rare earth ions in distorted sites
around a dopant ion are used for qubits because ions in these sites have frequencies
shifted from the unperturbed ions, forming satellite lines. Two of the long lived
hyperfine levels are used to store the qubit and the optical transition is used for
gates and readout.
The quantum computing method requires very low inhomogeneity amongst the
ions in each ensemble qubit. This could be achieved by reducing the optical in-
homogeneous broadening below 1 MHz, for instance by isotopically purifying the
material, and in that case approximately 100 qubits could be prepared. If the opti-
cal inhomogeneous linewidth cannot be reduced below 1 MHz, spectral holeburning
must be used to tailor the ensemble. This has the disadvantage that it is necessary
to distill the ensemble to ensure that ions in one qubit can interact with ions in
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another qubit, and this substantially reduces the size of the ensemble, limiting the
number of qubits. In current EuCl3·6D2O materials, which have a linewidth much
larger than 1 MHz, approximately four qubits could be prepared.
Gates can be enacted by applying pulses to the optical transition. Pulse tailoring
techniques will be necessary to reduce the errors caused by inhomogeneity in op-
tical frequencies and off-resonant excitation. Provided these techniques work well,
the error in gate operations is ultimately limited by the ratio of the homogeneous
linewidth to the ground state hyperfine splitting. In EuCl3·6D2O, single-qubit gate
errors of the order of 10−4 are expected. Two-qubit gates have error rates similar to
single qubit gates and are enacted using the electronic interactions between ions in
different qubits, which were measured for EuCl3·6H2O in Chapter 7.
Readout can be achieved using coherent or incoherent spectroscopy. The highest
fidelities will be obtained using incoherent fluorescence measurements, by exciting
one of the qubit levels to the optical excited state and collecting the emitted photons
as the qubit decays. The fidelity is limited by the size of the ensemble, but fidelities
of 99.99% are obtainable with modest ensemble sizes, approximately 2000 ions.
The readout fidelity, gate error rate, and coherence times obtainable in stoi-
chiometric rare earth crystals compare favourably with other quantum computing
systems. The major challenge of rare earth quantum computing will be reducing
the inhomogeneous broadening to below 1 MHz to allow large qubit systems to
be prepared. Even before this limit is reached, implementing few-qubit systems in
a rare earth crystal would be worthwhile because such systems operate in a very
different limit to other quantum computing systems that have been implemented
experimentally. In contrast to spatially addressed qubits, the readout fidelity of a
frequency-addressed qubit system is not coupled to the qubit separation, and, when
using the interactions measured in Chapter 7, the gate operation time is only slightly
dependent on qubit separation. Qubits can be very close together, and while it is
not possible to prepare many qubits at once in a large linewidth material, many
different few-qubit combinations can be easily prepared to study the performance
of a computer ultilising a low linewidth material.
Chapter 9
Conclusion
The promise of quantum computing is the ability to solve problems insoluble using
classical computers, but realising quantum computing systems of practical use has
proven difficult. Nearly two decades of research into experimental implementations
of quantum computing has shown that even in small qubit systems, with less than
ten qubits, it is extremely hard to achieve the conditions that allow quantum com-
putation. Most quantum computing hardware systems that have been demonstrated
to date use spatially addressed qubits and a single instance approach. There are
two major challenges for this type of quantum computing. First, the distances be-
tween qubits are constrained by the requirement that the qubits can be spatially
individually addressable, and this can mean quite weak interactions between qubits.
Second, the use of a single instance limits the readout fidelity that can be obtained.
These particular difficulties are avoided in a quantum computing system which
uses frequency-addressed, ensemble-based qubits, such as liquid-state NMR. Liquid-
state NMR was very successful in the early years of quantum computing because the
use of an ensemble-based system made readout simple and decades of development
of NMR spectroscopy techniques could be brought to bear on the problem of ad-
dressing qubits and creating high fidelity gates. However, two problems ultimately
limited the usefulness of this quantum computing system: first, it is impossible
to initialise the system into a pure state, and second, gates between two qubits
cannot be isolated from other qubits. These problems are not intrinsic to frequency-
addressed ensemble-based quantum computing in general, and can, in principle, be
avoided in solid-state implementations. The problem that has prevented demon-
strations of ensemble-based quantum computing in solids to date is inhomogeneity
amongst the ensemble. Stoichiometric rare earth crystals are good candidates for
frequency addressed, ensemble-based quantum computing because they can have
low levels of inhomogeneous broadening as well as other properties desirable for
quantum computing, such as long coherence times.
Primarily, this thesis presented a detailed characterisation of the structure and
dynamics of the 7F0 →5D0 transition of Eu3+ in EuCl3·6H2O, a stoichiometric ma-
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terial that is a good candidate for frequency-addressed quantum computing. This
characterisation focused on the various interactions between Eu3+ and nearby rare
earth and ligand ions. Using the characterisation as a basis, the performance ex-
pected of a quantum computing system implemented in EuCl3·6D2O was evaluated.
EuCl3·6H2O has an unusually narrow linewidth of 95 MHz on its 7F0 →5D0 opti-
cal transition. The spectrum is highly structured, and this structure was attributed
to an isotope shift of Eu3+ as well as shifts caused by isotopes of the ligands Cl,
O, and H. The largest shifts are caused by H isotopes, and this was attributed to
the large difference in mass between H and D. Isotopes also cause inhomogeneous
broadening. It was suggested that the ligand isotopes are the major source of in-
homogeneous broadening, and that isotopically purified to remove 37Cl, the isotope
impurity with the highest concentration, could substantially reduce the linewidth.
Doping EuCl3·6H2O with other rare earths results in satellite lines up to 20 GHz
away from the unperturbed optical line. The satellite lines are also shifted in their
hyperfine frequency from the unperturbed line, and both optical and hyperfine shifts
are approximately linear in the dopant ion radius for dopant ions across the rare
earth series. It has been known for many years that satellite lines arise from the
distortion to the crystal lattice caused by introducing a dopant with a different
radius from the host ion, but this is the first time that the relationship between
dopant radius and satellite line shifts has been measured for a range of different
dopant ions. Rare earth dopants also cause inhomogeneous broadening at a rate
comparable to H isotope impurities.
The linewidth reported here for EuCl3·6H2O is the second narrowest of any
rare earth solid, with the lowest linewidths obtained in isotopically pure Y7LiF4.
There are a number of reasons why EuCl3·6H2O has such a narrow linewidth. The
inhomogeneous linewidth of a transition in any crystal is determined by the density
of defects in the material and the sensitivity of the transition to those defects. In
a crystal like EuCl3·6H2O, the sensitivity is given by the difference in dipole and
quadrupole moments between the optical ground and excited states. The difference
in dipole moments is the Stark shift, which can be measured. The Stark shift in
EuCl3·6H2O is small at 1.57 kHz.V−1.cm, a factor of 20 smaller than Eu3+:Y2SiO5
[178], which has an optical inhomogeneous linewidth of ≈ 600 MHz at concentrations
of ≈ 0.01% [57]. It might be expected from this comparison that EuCl3·6H2O would
have a linewidth 20 times smaller than Eu3+:Y2SiO5, 30 MHz rather than 100 MHz.
This discrepancy can be explained by the large concentrations of ligand isotopes in
EuCl3·6H2O compared to Eu3+:Y2SiO5. Comparing EuCl3·6H2O with Eu3+:Y2SiO5
highlights another reason why EuCl3·6H2O has a low linewidth: the sensitivity of the
optical linewidth to rare earth impurities is 200 times weaker in EuCl3·6H2O than in
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Eu3+:Y2SiO5, where the line broadens with Eu3+ dopant concentration at a rate of
21 GHz/% concentration [57]. In part, this is attributable to the difference in Stark
shifts, but a contributing factor is probably the large distances between rare earth
ions in EuCl3·6H2O (6.4 Å) compared to Y2SiO5 (3.4 Å). With this low sensitivity
to rare earth impurities, they make a negligible contribution to the inhomogeneous
linewidth of EuCl3·6H2O in the 99.999% chemical purity crystals studied.
The results for EuCl3·6H2O suggest that low optical inhomogeneous linewidths
will be obtained in Eu3+ crystals with high chemical and isotope purity, low Stark
shift and, preferably, large distances between rare earth ions. It would be interesting
to investigate hydrated rare earth crystals or other crystals with large ligands, as
these are likely to lead to larger distances between rare earth ions. It would also
be worthwhile studying materials with higher symmetry than the C2 symmetry of
EuCl3·6H2O. The Stark shift is likely to be smaller for Eu3+ in materials closer to
centrosymmetry because the linear Stark shift vanishes in centrosymmetric sites.
Interactions between Eu3+ and neighbouring ligand and rare earth ions have
other consequences beyond causing inhomogeneous broadening and satellite struc-
ture. Non-radiative decay via phonon coupling to the high energy vibrational modes
of O-H bonds is the major reason why the optical lifetime of EuCl3·6H2O is short,
at only 130 µs. Because the vibrational modes of O-D bonds are of lower energy
than O-H modes, fully deuterating the crystal to EuCl3·6D2O increases the lifetime
to 2.6 ms. The coherence time is also increased by deuteration, both because of the
increase in lifetime and because of the smaller magnetic moment of D, which results
in a quieter magnetic environment in the crystal and less dephasing.
Magnetic dipole-dipole interactions between Kramers dopant ions and Eu3+ re-
sult in splitting of the hyperfine levels in the optical ground state. The splitting
differs for different satellite lines because ions in each satellite line are in a unique
position relative to the dopant. By modelling the dipole-dipole interaction, it was
possible to assign many satellite lines to crystallographic sites. This is the first time
that satellite lines have been definitively assigned to sites in a low symmetry crystal.
The method used, doping the crystal with a Kramers dopant and recording Raman
heterodyne magnetic field rotation patterns, could be used to assign satellite lines
caused by rare earth dopants in other materials. It is applicable to sites with low,
or preferably no, symmetry, which is precisely the situation where other methods
for assigning satellite lines cannot be used.
The final interaction studied in this thesis was the electronic interaction between
neighbouring Eu3+ ions. A two-laser spectral holeburning method was developed
to measure the shift in the transition frequency of ions in one satellite line due to
the electronic interaction with excited ions in a second satellite line. Interaction
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shifts of up to 46.081 ± 0.005 MHz were observed. While electronic interactions
between strongly coupled rare earth ions have been studied previously, these are the
first measurements of interactions between weakly coupled rare earth ions separated
by small distances. By utilising the satellite line assignments described previously,
it was shown that the interaction was not electric dipole-dipole or electric dipole-
quadrupole. Instead, the interaction is likely to be electric multipole-multipole, with
the multipole order at least two (quadrupole). The resolution achieved in these
measurements of the ion-ion interactions was five orders of magnitude greater than
was achieved in strongly coupled systems, a consequence of the method used. This
method could be applied to measure interactions in other crystals stoichiometric in
the rare earth ion of interest.
A scheme for ensemble-based quantum computing in a stoichiometric rare earth
crystal was presented. This scheme uses optically resolved satellite lines as qubits,
with the hyperfine ground states used for qubit levels and the optical transition
used to enact gates and readout the qubit state. The electronic ion-ion interactions
described above are used to enact multi-qubit gates. The limit on the number of
qubits available in this system is ultimately the number of resolvable satellite lines,
which for EuCl3·6H2O is approximately 100.
The quantum computing scheme described in this thesis ideally requires a stoi-
chiometric material with an inhomogeneous linewidth below 1 MHz, only one rare
earth isotope, a coherence time of at least 1 ms on the optical transition, hyper-
fine splittings as large as possible and an interaction strength between qubits of
a similar order to the transition Rabi frequency. These criteria are very hard to
satisfy simultaneously. It is possible to use a material if all these criteria are not
met, but some aspect of the performance of the computer will suffer. For instance,
no material known of at the moment has a inhomogeneous linewidth of less than
1 MHz. A larger linewidth material can be used but the number of qubits that
could be prepared in the system is decreased. For a 10 MHz linewidth, for example,
approximately 8 qubits could be used.
EuCl3·6D2O is currently the best candidate rare earth material for stoichiomet-
ric quantum computing. In addition to having a linewidth narrower than any other
stoichiometric material, it has hyperfine splittings larger than most other Eu3+ crys-
tals and an optical coherence time and lifetime comparable to other crystals. The
electronic ion-ion interactions measured in this thesis are mostly larger than the
limiting Rabi frequency, which is about 10 MHz, and this means that two-qubit
gates will have a similar operation time to single qubit gates.
The major problem with using EuCl3·6D2O is that, although it has a narrow
linewidth, it is two orders of magnitude greater than the 1 MHz limit required for
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scalable computing, and the number of qubits that could be prepared in current
materials is limited to only four. The linewidth could be substantially reduced
by isotopically purifying the crystal, ideally to 153Eu35Cl3 · 6D216O, but the exact
linewidth that can be obtained cannot be determined until the crystal has been
isotopically purified. Isotopic purification of EuCl3·6D2O is an important step to-
wards practical quantum computing in rare earth crystals, but it is still worthwhile
preparing small qubit systems in current materials because these can be used to
better understand larger qubit systems, when the materials to make these larger
systems become available.
The optical properties of rare earth ions in solids have been studied for more than
60 years. Throughout this time, the interest in these materials has stemmed from
the unusually narrow homogeneous and inhomogeneous linewidths that they display.
These narrow linewidths allow the interactions between the rare earth ion and its
crystalline environment to be studied in much more detail than is possible in other
solid state systems. They are also crucial to the practical applications for which rare
earth crystals have been investigated, such as classical signal processing and optical
memories [179, 180]. This thesis shows that developing high concentration materials
with low inhomogeneous linewidths is feasible and is likely to enable the study
of interactions not previously accessible and lead to new applications in quantum
information processing.
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