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Abstract
Introduction: A successful project delivery based on building information modeling (BIM) methods is interdependent
on an efficient collaboration. This relies mainly on the visualization of a BIM model, which can appear on different
mediums. Visualization on mediums such as computer screens, lack some degrees of immersion which may prevent
the full utilization of the model. Another problem with conventional collaboration methods such as BIM-Big room, is
the need of physical presence of participants in a room. Virtual Reality as the most immersive medium for visualizing a
model, has the promise to become a regular part of construction industry. The virtual presence of collaborators in a VR
environment, eliminates the need of their physical presence. Simulation of on-site task can address a number of issues
during construction, such as feasibility of operations. As consumer VR tools have recently been available in the market,
little research has been done on their actual employment in architecture, engineering and construction (AEC) practices.
Case description: This paper investigates the application of a VR based workflow in a real project. The authors
collaborated with a software company to evaluate some of their advanced VR software features, such as
simulation of an on-site task. A case study of VR integrated collaboration workflow serves as an example of
how firms can overcome the challenge of benefiting this new technology. A group of AEC professionals
involved in a project were invited to take part in the experiment, utilizing their actual project BIM models.
Discussion and evaluation: The results of the feedbacks from the experiment confirmed the supposed
benefits of a VR collaboration method. Although the participants of the study were from a wide range of
disciplines, they could find benefits of the technology in their practice. It also resulted that an experimental
method of clash detection via simulation, could actually be practical.
Conclusion: The simulation of on-site tasks and perception of architectural spaces in a 1:1 scale are assets
unique to VR application in AEC practices. Nevertheless, the study shows the investment in new hardware
and software, and resistant against adoption of new technologies are main obstacles of its wide adoption.
Further works in computer industry is required to make these technologies more affordable.
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Background
The information and communication technology (ICT)
revolution has affected many aspects of our lives today,
and the construction industry has been no exception. It is
constantly introduced to new tools and infrastructures
that improve its practices. Among the tools for supporting
advanced design planning include data-rich models, e.g.
Building Information Modelling - which was already pre-
sented by Van Nederveen and Tolman (1992), though the
original BIM concept can date back to 1970s (Eastman et
al. 2011). Discussions on BIM often include arguments for
collaboration across organizational boundaries. Some
argue that new technologies (and BIM in particular) offer
an opportunity to the paradigm shift of construction work
practices (CURT 2005) while others suggest that success-
ful adoption of BIM requires the technologies’ changes to
adapt to the current work of team members (Hartmann
2008). One of the new technologies that can be an inte-
grated part of the BIM processes, is virtual reality. Only
recently the available hardware and software available in
market, allow for such an integration. That is the reason
little research has been done in the field, and this paper
investigates its adoption by AEC professionals through a
case study. We examined a method of collaboration that
could overcome the problem of the need for physical pres-
ence of collaborators, and could be easily integrated with
daily practices. A problem associated with the use of VR
in AEC, is the extra work and time it takes for visualizing
a BIM model in VR. We collaborated with a software
company that claims its VR tools could discard heavy
works for visualizing a model in VR. By studying the
current BIM models and workflows of a project under
construction, we put into practice the use of VR for col-
laboration through the case study. Following the experi-
ment, by semi structured interviews we learnt about the
participants’ experience during the workshop. Another
purpose of the paper is the evaluation of some features of
a VR software that allows for simulation of real life situ-
ation in a construction project. By this evaluation, we
learnt that there are some benefits that are unique to VR,
like the simulation of on-site tasks, that can bring great as-
sistance to the AEC professionals.
Theoretical background
BIM implementation in AEC
BIM concept involved many processes and tools and dif-
ferent definitions have been suggested for it. Isikdag and
Underwood (2010) defined BIM as the information man-
agement process throughout the lifecycle of a building
which focuses on collaborative use of semantically rich 3D
Building Information Models. The concept still remains
relatively new for the industry, but attracts more attention
and can achieve great improvement (McGraw-Hill Con-
struction 2014). The numerous promising capabilities of
BIM throughout the whole lifecycle of a construction pro-
ject, has encouraged architectural and engineering firms
to move towards its adoption, despite the complication
and expenses that are usually associated with it. The gov-
ernmental mandates have been a pushing factor in some
countries for its adoption, such as the UK Government
that announced its “Government Construction Strategy”
which included a mandate for the implementation of BIM
Level 2 on all public projects by 2016 (BIM Task Group,
2013). This is along with many city and regional author-
ities that have been publishing and promoting their BIM
guides such as New York city (BIM Guidelines 2012) and
the community of Catalonia (CAT 2017). As pioneers in
BIM adoption, North America has numerous AEC firms
which have already been implementing BIM into their
practice so that the BIM adoption in the region has been
reported up to 70% by 2012 (McGraw-Hill 2012). There-
fore, the shift is already here and it is important to investi-
gate the early results of employing these technologies and
processes to pave the way for more mature adoptions in
future.
Social BIM
Collaboration is a key factor for a successful project
delivery, particularly in BIM enabled processes. With
today’s complicated jobs, the lack of a comprehensive
and efficient collaborative workflow may cause delays,
extra costs and a diminished project quality. Different
methods have been suggested to improve collaboration
and project delivery and It is well documented that these
new mechanisms rely heavily on lean design and delivery
processes and BIM tools (Eastman et al. 2011; Porwal
and Hewage 2013). The innovative tools and technolo-
gies are making decision making processes and their
communication to other stakeholders more efficient and
coherent. Nevertheless, collaboration relies on broader
aspects rather than just tools and technologies. With to-
day’s conventional methods in construction industry, dif-
ferent teams of various disciplines have been tending to
work separately and pass their part to the next team
only when they finalize their work. This results in work-
flow with collaboration while they are developing their
project part. Though BIM aids collaboration amongst
professionals in the AEC industry, merely utilizing
dedicated BIM technologies by participants in a building
project may not guarantee that collaboration is taking
place or that such collaboration has been optimized.
(Adamu et al. 2015). The social aspect of collaborative
working is one which enables sense of community,
democratic interaction, teamwork and leadership with
ease of communication (Owen et al. 2006). Only by a
true collaborative process it is possible that architects
could be able to realize their design as intended with lit-
tle unwanted changes caused by other disciplines often
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due to the lack of efficient communications during de-
sign stages. We can not underestimate the importance
of motivated and persistent people and their social needs
as they are the essential building blocks of good quality
processes (Dave et al. 2008; Koskela and Kazi, 2003).
People should be trained to have a collaborative mindset
and break through the traditional barriers between dif-
ferent teams involved in a project.
BIM can be described as a socio-technical system
(Sackey et al. 2014), because it is made up both of tech-
nical dimensions, e.g. 3d Modeling, and dimensions with
social impact, e.g. process reengineering. The BIM trend
has led to changes in the way designers and contractors
work and collaborate, such as the way information is
shared. (understanding effects of BIM) It is people (not
systems) that collaborate, Hence, optimization of human
efforts and resources would be critical for BIM, where it
is postulated that designers should aggregate or produce
a single BIM model in a central, integrated or federated
location. (Adamu et al. 2015).
The environment in which collaboration sessions take
place is a major factor determining the efficiency and suc-
cess of collaborative workflows. A number of underlying
processes, tools and technologies are fundamental to the
success of a lean and BIM project, as has been demon-
strated by some of the completed projects (Dave et al.
2013; Eastman et al. 2011). BIM model visualization tech-
nology is the core and engine around which most of BIM
collaboration tools have been developed. Visualization is
done by different methods and on different mediums, ran-
ging from smart phones to rooms equipped with large
screens such as the concept of BIM Big Room. The “Big
Room” in construction refers to a large facility supporting
the colocation of the entire project team, where some of
the critical problems such as delays in decision-making,
problems in communication, disparity in design iterations
are eliminated. The Big Room framework has been proven
to improve trust, collaboration and communication
amongst stakeholders (Bushnell et al. 2013; Raisbeck et al.
2010). During such sessions, a member of each project
teams and stakeholders are present in a room where on
large screens, a coordination model is displayed and issues
are addressed visually and by face to face dialogues that
occur between project members, solutions are archived.
However, today’s practice of using “Big Room” has some
challenges (Dave et al. 2013). A problem is that it de-
mands the presence of project participants hence making
it difficult specially for long-distance project teams.
In this paper, we evaluate a workflow based on virtual
reality technologies, as the medium in which BIM models
are visualized, where collaboration sessions can take place
without the need of the physical presence of the project
participants. BIM research needs to pay more attention to
the people, process and their overarching interaction with
technology (Liu et al. 2016), therefor participants’ feedback
was essential in this study. Social theory and behavioral
science theory have been applied in understanding the
decision-making processes of geographically dispersed de-
sign teams who used game-like virtual reality systems for
collaboration (Goulding et al. 2014). People will be more
encouraged to engage in collaborative workflows if such
activates are of a more stimulating and amusing nature, in
contrast with burdensome and mundane processes. The
issue can be addresses by the use of more attractive activ-
ities, such as being in a VR environment.
Virtual reality application in AEC
It is not enough to see architecture; you must experience it
(Rasmussen 1959). Since the 1980s, multiple efforts were
made in order to develop and bring Virtual Reality (VR)
technology to the masses. However, only in the last few
years, one can truly admit that the technology enabling VR
has been advanced to such an extent that renders its imple-
mentation both viable and worthwhile (Miltiadis 2016).
Virtual reality has the promise to provide the AEC
professional with the ability to experience the project de-
signs before they are built, as a digital duplication of the
final product. An important prerequisite for the in-
creased acceptance and use of CAD is an interface
which will allow architects and engineers to create and
interact with their digital designs more intuitively. VR,
perhaps the most advanced of three-dimensional inter-
faces, has much potential for enhancing the way archi-
tects and designers interact with their digital models
(Brooks 1993), and as many agree, VR has been pro-
posed as a useful new tool for architects and designers
(Schmitt 1993). As a medium, VR has three defining
characteristics [1]. It is interactive (users can interact
with models), spatial (models are represented in three
spatial dimensions), and real-time (feedback from ac-
tions is given without noticeable pause) (Whyte 2002).
With the ability to exploit and reuse information directly
from the models, the current interdisciplinary collaboration
can evolve towards integrated multi-disciplinary collabor-
ation on models (Singh et al. 2011). Moreover, other at-
tempts have been made to utilize VR for educating AEC
professionals such as a proof-of-concept prototype that uses
a game-like VR visualization interface supported by Mind
Mapping (Pour Rahimian et al. 2014).
VR provides a spatio-visual representation of the design
object and has the potential to become a highly effective
instrument for exploration of digitally modeled architec-
ture. The use of stereoscopic head-mounted displays
(HMDs) allows stereovision and thus a depth perception
in digital environments. The degree of immersion is dir-
ectly related to image quality and the reaction rate of the
HMD (Dörner et al. 2013). Because the computer records
the head and body movements, the display responds to
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the user, giving the impression that he is immersed in the
environment that surrounds him. The result is a
spatio-temporal experience and the sense that the user is
present in the virtual environment. This sense of presence
is positively correlated with the user’s level of interaction
with the virtual world (Dörner et al. 2013). During the
design process of a building, the outcome depends on the
involved people’s interpretations, perceptions, and preju-
dices (Colin and Hughes 2007). This is aligned with one of
the main concepts of BIM, to involve the project stake-
holders in early stages of the design, and VR can be an ap-
propriate medium for this purpose.
A common case in construction projects is that some
stakeholders are not from AEC sector, and have no famil-
iarity with conventional construction documents. A preva-
lent problem is that the information and design concepts
are not presented in such a way that all stakeholders can
perceive them well. In this context, realtime visualizations
and Virtual Reality (VR) have been shown to offer an effi-
cient communication platform (Bouchlaghem et al. 2005;
Roupé 2013). VR lets us experience and discuss something
that doesn’t yet exist with a common perspective. Instead
of speaking in abstractions, virtual reality gives us a more
tangible frame of reference. As a result, it tightens the un-
derstanding gap between clients and architects, and be-
tween visual and non-visual thinkers. (Bond 2017).
Another advantage of using VR during different stages of
the project design development and construction, is its at-
traction for involving people. Many collaboration or project
presentation session can be burdensome and boring to the
participants. The act of wearing the Head mounted devices
(HMDs) and being detached from the real world, can have
something interesting about it for people, similar to the at-
traction of playing with arcades or other gaming devices.
The disadvantages assumed to be associated with this
method can be the physiological problems that it might
cause, like motion or simulation sickness (Moss and Muth
2011). Feeling tired after a while wearing the HMDs or the
struggle to get used to the environment and controls in the
hand can also be negatively affecting the experience. This
paper examines the validity of such problems by conduct-
ing a lived experiment. Considering the impact of BIM on
construction industry, the importance of collaboration in
BIM processes and the idea of social BIM and the oppor-
tunities of emerging technologies such as virtual reality for
BIM collaboration, we found some space to be investigated.
Therefore, we did a case study to examine and evaluate a
BIM enabled collaboration and presentation session in VR
to observe the behavior of participants and analyze their
feedback taken by semi structured interviews.
Case description
The main objective of the case study was to evaluate a virtual
environment where a design review, collaboration and
project decision communication session could be conducted.
The characteristics of the collaboration method included its
fitting in the current workflows of the participants’ firms.
Therefore, the VR scene and related activities were based on
the BIM models and processes the participants employ in
the development of a project under construction in Barce-
lona at the time of our experiment. The focus of the case
study was on the participants’ experiences during the ses-
sions in VR, their perception of the content that was pre-
sented to them with which they could interact in VR, their
impression of the nature of VR, their comfort during the ses-
sion and their final thoughts about its practicability in their
everyday practice. For this reason, the hardware and software
utilized during the experience were constant factors.
Two sessions were defined for the experiment. First
was a mechanical, electrical and plumbing (MEP) sys-
tems coordination and design review and the second
session was an architectural design review. Each session
including different participants and activities.
Method
The phenomenological study was adopted for this re-
search. The goal of qualitative phenomenological research
is to describe a “lived experience” of a phenomenon. As
this is a qualitative analysis of narrative data, methods to
analyze its data must be quite different from more trad-
itional or quantitative methods of research. (Waters 2016).
Data collection was performed by the description of par-
ticipants of their lived phenomenal experience that was
possible through conversations with them and semi struc-
tured interviews. Furthermore, a questionnaire was filled
by the participants right after the experience. The reason
for this was to document their first-hand impressions and
feelings. We designed questions to be as less directive as
possible, without suggesting or leading towards particular
answers. We also tried to put together different types of
question such as multiple choices, ratings and open an-
swer question and the participants were also asked to de-
scribe freely their general impression of the experience.
Moreover, we relied on qualitative data obtained by our
direct observations during the session. Assuming that the
phenomena of interest have not been purely historical,
some relevant behaviors or environmental conditions will
be available for observation. Such observations serve as
yet another source of evidence in a case study (Yin 2009).
As during the sessions other colleagues of the participants
who were immersed in VR were present in the room, we
also heard their observations. These were the main
sources of the case study evidence; However, we should be
aware that a complete list of sources can be quite
extensive-including films, photographs, and videotapes;
projective techniques and psychological testing; proxem-
ics; kinesics; “street” ethnography; and life histories (Mar-
shall and Rossman 1989).
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The experiment
Virtual environment
To define the virtual environment, we initially had to
evaluate the necessary tools, i.e. hardware and software
capable of visualizing a BIM model in VR. Previous
studies have found VR displayed on Oculus Rift DK2
Head Mounted Display (HMD) to be a promising media
platform for visualizing and demonstrating complex
spatial 3D models, especially for non-experts untrained
in reading technical drawings (Kreutzberg 2015). At the
time of the case study workshop, the commercial ver-
sion of Oculus has been introduced to the market
alongside other kits such as HTC VIVE. In terms of
performance and quality the two products are pretty
much rated in the same range (Swider 2017). They fea-
ture two OLED panels boasting a combined 2,160 ×
1,200 resolution. Thus, each eye gets its own 1,080 ×
1,200 resolution display to mindlessly gaze at. With a
90 Hz refresh rate on both headsets and asynchronous
spacewarp on the Rift for 90 fps VR, this means there
are 233 million pixels, making for a grown-up VR ex-
perience versus the 60 Hz Samsung Gear VR. HTC
Vive and Oculus Rift also have a wider 110-degree field
of view (measured diagonally). This results in a virtual
reality world that is felt as if it truly wraps around one’s
head. The HTC VIVE headsets are slightly bigger in
size and it’s technically heavier at around 555 g without
headphones included. Oculus is 470 g by comparison
and throws in headphones.
Hence there was not a remarkable preference over one
to another HMD for the purposes of our case study. We
had the chance to use facilities of UPCschool, which is a
division of Polytechnic university of Catalonia (UPC).
We were given two HTC Vive devices and two high-end
computers to handle the heavy task of the VR scene ren-
dering. The two PC units were equipped with the fol-
lowing hardware: Intel® Core™ i7-7700 K Processor
(4-Cores, 8 MB Cache, Turbo Boost 2.0, Overclocked up
to 4.4GHz, NVIDIA® GeForce® GTX 1080 with 8GB
GDDR5X 16GB DDR4 at 2400 MHz; up to 64GB (add-
itional memory sold separately). These specifications are
slightly higher than the characteristics of a desktop com-
puter recommended by the HTC company (HTC, 2017)
as the minimum hardware requirements for supporting
its HMD. Today in the market there are several software
available that are able to import geometry and informa-
tion from different file formats utilized in AEC practice,
and visualized them in a VR scene. Depending on the
features and tools these software packages offer, users
can have different sort of interactions with the model or
scene. Therefore, to determine the suitable software for
the case study we considered the software features and
their required workflow for creating a VR scene, and the
software used by the participants so that their file
formats could work with the VR software. One of the
software that currently has the most features for VR and
is compatible with many file formats used by BIM en-
abled practices, is Fuzor. The most important features
for the purposes of the case study were the ability to
measure and move the model elements in the VR scene
and the ability to host a multi-user collaboration session
in VR. This means two or more users are able to be
present in the same VR environment simultaneously
through internet or LAN connection. Moreover, the
performance and the ability to handle large models,
and the graphic quality of the VR scene were consid-
ered for selecting the software among available
choices in the market.
The experiment agenda
Participants
We collaborated with CT engineers, an engineering firm
from Barcelona, as they were part of a construction pro-
ject for the government of Catalonia. They oversaw the
BIM coordination and modeling of the MEP systems of
the project, working with another firm which was in
charge of the design and installation of the systems. The
first part of the experiment involved a collaboration ses-
sion in VR between these two parties. Members of the
architectural discipline (Bttle i Roig) and of the develop-
ment company (Hines) were invited to participate in the
second session of the experiment, to conduct an archi-
tectural design review of the project.
The Catalonia government, whose project was utilized
for the case study, encourages the application of BIM in
its construction projects. It was a tremendous opportunity
to involve one of their under-construction projects which
is BIM enabled. The participants of the case study were
the real stakeholders of this project called Campus Gener-
alitat, an office building to host the new headquarters of
the Catalonia government. The BIM models were being
developed in Revit which then could be exported to the
VR platform with its elements information, geometries
and materials included in the model.
BIM content
The project is being developed by different stakeholders
and firms. As the client required the delivery of the pro-
ject in BIM, all the teams who were not already BIM en-
abled, had to collaborate with an external firm to develop
the BIM model and implement the related processes for
them. The project works had been divided in 10 parts or
batches, 4 parts of which had been developed at the time
of the experiment. The remaining parts whether did not
require a BIM model or were not developed yet.
The models are coordinated in Autodesk Navisworks
Manage 2017. To do this, the models in the formats
RVT, NWC and IFC are merged weekly, and the IFC
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format is used to audit the models. CT engineers, uses 7
core models which eventually might become 11 to con-
trol the files size, plus 2 models prepared for printing
and for inserting parameters using Dynamo (in the other
7). In addition, they use Navisworks both internally and
externally to evaluate the work and resolve collisions.
After approval of all project stakeholders, we received
10 models most of which contained the MEP elements
and we merged them with the main structure and archi-
tecture models to be placed in context. The total volume
of these models were up to 2GB and our computers
could load them all as links (Fig. 1). Although the per-
formance of Revit would become quite slow and difficult
for interaction with the model. By installing the Fuzor
VR collaboration software on the machine, it installs its
plug-in on Revit which lets the user export the geom-
etries to Fuzor to be visualized in VR. Almost 40 million
polygons were exported to the platform from Revit
which was a long and time consuming process, taking
up to 50 min. Once imported, the model can be saved in
Fuzor file format (*.CSV) which is then quick to load
and using that file the user does not have to export the
geometry every time. There is also a bidirectional
synchronization between Revit and Fuzor meaning the
changes done in either platform, will be reflected to the
other one while synchronization is active. This feature
prevents the need for re-exporting after every change.
As at the time of the experiment the project design
was still in progress, only MEP systems of up to the
third floor had been modeled in Revit. Figure 2 shows
all the MEP related models loaded which exhibits its
level of detail (LOD) and complexity. Review and coord-
ination of such model can be a time taking and tough
process and to visualize such a number of geometries
high-end computers are required.
Tasks and processes
Prior to the day of experiment, we met with some of the
participants in four sessions in order to practice working
with VR, revise the models, check the performance and
prepare the hardware and software (Fig. 3). These measure
were crucial to take in order to assure the experiment
would go smooth and without problems and crashes. In
the case of crashes and the obligation of restarting the
platforms, we would have needed to cease the experiment
for some time. Given the tight agenda and the timetable
assigned to different participants during the day, it was
important to avoid such incidents, as it is in real life
meetings.
The case study had two main sessions, the first one was
a MEP systems review that was led by the BIM modeler
and was addressed to one the MEP installers. The two
participants were immersed in VR in two rooms that were
adjacent and there was a moveable partition wall between
the two room. The partition had to be placed in such a
way that the two pairs of HTC VIVE tracking sensors
would not interfere with each other, yet the participants
could hear each other and communicate verbally. In case
of the participants being in distant location, Skype or simi-
lar tools could be used for communications.
As there was a high density of the mechanical equip-
ment in one of the service rooms in -1parking level, the
objective was to check the position and the space be-
tween the MEP elements in that room. This is especially
important for the maintenance of these equipment
which require regular inspections and replacements of
the components. Viewing the model in 1:1 scale also al-
lows for model checking itself and to find modelling er-
rors which can affect the accuracy of data output from
BIM models.
The two participants in this session collaborated in VR
for about 20 min, they appeared as avatars in the VR
scene and could follow each other in the model and re-
view the MEP systems (Figs. 4 and 5). It was evident that
visualizing the model in VR could clarify some obscure
parts of the project that are not clearly visible in conven-
tional 2D drawings or even 3D scenes viewed by monitors.
One main advantage was that the participants could
sit or move around the model and see pipework condi-
tions that are difficult to realize otherwise by conven-
tional review methods (Fig. 6).
They could see the installations together with the
structure and architecture models loaded in the scene,
which helped with the clash detection between the disci-
plines. The measurement tool allowed measuring the
distance between two points to check the spaces neces-
sary for maintained maneuvers (Fig. 7). The movement
tool of the platform granted the participants the ability
to move in the VR space the elements by selecting them
with HTC VIVE joysticks which was a sort of simulation
Fig. 1 Revit Tree showing loaded linked models. A federated model
is used for BIM collaboration purposes. Models of different
disciplines are linked in one of them for clash detection, model
accuracy check and other purposes
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of a real component replacement procedure. The execu-
tion of this task with the joysticks was not quite facile
and needed some precedent practice. These two main
participants had practiced before the session started for
about half an hour. Other colleagues of them who were
present in the room then also tried the VR experience as
well and were also interviewed later. This simulation of
a real life situation in which the collaboration was taking
place, could only be done in VR, and no other collabor-
ation method.
The second session was focused on an architectural
design review. The participants from the architecture
team of the project and from the project development
entity were immersed in VR to review the architecture
design of the project. A part of the model was chosen
for the session that included the entrance area with several
voids and skylights, which was architecturally more inter-
esting to be reviewed and experienced in VR (Figs. 8 and 9).
Moreover, the exterior areas and facades and the entry to
the building from the courtyard were reviewed. The archi-
tecture firm indicated that they do not load all the mate-
rials and textures on their Revit models, as it will
increase the volume of the Revit files. This could cause
an inferior performance of their computers. It is
Fig. 2 All MEP systems models loaded. The figure shows all the MEP elements created by different teams loaded. It shows the complexity and
high numbers if elements developed. This might cause slow visualization performance
Fig. 3 The VR-integrated collaboration workflow. The figure shows different stages of the VR scene preparation for collaboration. Revit geometries
are send in Fuzor platform to be visualized in VR on HTC Vive device. Multiple users can enter the VR environment simultaneously and perform a
collaboration or presentation session
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noticeable that on today’s average computers, loading
large sized Revit files may run the computer into
crashes or slow performance, hence the models are
often divided into smaller models or are segmented by
Revit worksets. The software allows for two rendering
modes of draft and realistic, and as it was about the
architectural design review, we used the realistic mode.
This would impose a tougher task on the computers
graphic processing units (GPUs). There could be risks of
crash, but as during this session only one user was in the
VR scene, the experience was smooth. It was exciting
for both the designers and the client to be immersed in
the model and review the design with realistic feel of
scale, dimensions and proportions. This level of percep-
tion of spatial relations before a project is built, is
unique to VR as well.
Evaluation results and discussions
Observation from the experiment
During the preparation stage, we learnt that it is ex-
tremely important to check the hardware and software
of the computers to have an acceptable performance. In
our first experiments, there were some degrees of la-
tency in image rendering in the HMD which made it al-
most impractical. After updating graphic card drivers,
we adjusted the settings of the HTC VIVE units to apply
direct mode which ensures that the HMD is not recog-
nized as a monitor. In addition, we replaced the analog
connectors with HDMI ones for the output to the video
projectors and the performance improved considerably.
One common problem during VR practices can be the
crash of software handling the VR scene, especially when
the models are quite large. To avoid this, we applied
Fig. 4 Plan and Revit view of the MEP room. The MEP room features a large number of elements. In our experiment a simulation of a maintenance
operation was conducted in VR
Fig. 5 The federated model, including all parts, and the mechanical room location. The federated model becomes very heavy for visualization purposes, even
on potent machines. It is necessary to exclude all the parts that are not the subject of collaboration, before sending the geometry to a VR environment
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section boxes in the Fuzor software, so only the parts of
the model that were of our interest for specific activities
were rendered. It can be said that the average hardware
available in the market and the software currently able
to run VR scenes for AEC file formats, are at an edge of
operability. The computers that meet these precondi-
tions can be quite costly and the averagely priced desk-
tops or laptops currently used by consumers are not
able to handle a VR experience. This can be considered
as one the obstacles for the wide adoption of VR-based
workflows in AEC.
Participants were fairly quick to learn how to interact
with the model, and in a period of five minutes most of
them were already comfortable with the devices and could
perform the activities. Often shortly after starting the ex-
periment, we could receive feedbacks and suggestions
about the experience. The participants expressed what
features and additions to the software could help them
with performing activities in VR. We reported these
feedbacks to the software company and they approved
that they are working on implementing them for the com-
ing releases. The newly released version of the software in-
cluded a markup tool, one of our suggestions.
The practicality and advantages of a design review in
VR was obvious to most of the participants, but there
were doubts about its adoptability as a daily practice. A
main concern was about the workflows of exporting a
Revit model to a VR scene as they imagined there is a
need for a great deal of preparation. They were informed
that in fact, by available tools in the market this work-
flow has been simplified, some creating a VR scene with
1-click solutions directly from Revit. Actually, extensive
efforts in software development companies are focused
on homogenizing the workflows and processes in BIM
enabled practices. Interoperability between software and
automation of processes and easy-to-achieve outputs like
renders and data are all helping AEC professionals doing
more in their work.
Fig. 6 Two participants collaborating in the same VR scene. A network feature of the software allows for hosting of multiple users in a VR scene.
This abolishes the requirement of the physical presence of team members in the same location
Fig. 7 Measurements placed between model elements in VR. A measurement tool in the software allows users to measure distances in the
model and leave dimension marks. A user is seen using the tool and placing dimension by HTC Vive joysticks
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Interview results
To achieve the first-hand feedbacks from the partici-
pants, they were interviewed right after each one’s ex-
perience. We had a web-based questionnaire that we
filled with their answers which was visualized in the
form of charts. We asked about the participants’ and
their firms’ background, the experiment with VR and
their thoughts about using it in future. We gathered
feedback from nine participants who wore the VR
HDMs and experienced the scene, and were all from
AEC sector, but of very distant disciplines.
All the users had experience with BIM to some extent
and near half of them are working in fully BIM enabled
practices (Fig. 10).
The majority of the participants had no or little ex-
perience with VR before, and nearly all rated the
experiment as very interesting (Fig. 11). One of our im-
portant questions was how practical do the participants
see the daily use of VR in their offices. The average re-
sponse was to some degree and for particular uses, while
nobody found it not practical at all (Fig. 12). The re-
sponses came from a variety of professionals with very
different daily tasks. Their level of knowledge about cre-
ating VR scene workflows could affect this response.
Some of the disadvantages usually mentioned with the
use of VR are its discomfort, the physiological difficulties
it may cause and the process of getting used to it. In this
experiment, almost all the participants indicated that
they were quickly, in a range of under five minutes, feel-
ing adopted to the VR environment. About more than
half of the participants felt very comfortable during the
whole experience. The rest had felt some degrees of
Fig. 8 Views of the parts of the building visualized in VR. Some parts of building that had spatial complexity or were about the façade and
exterior look of the building were chosen for architectural design review. The architecture team presented the design in VR, to the client who
also was immersed in VR
Fig. 9 Project stakeholders observing the Architectural design review session. During the experiment stakeholders from different disciplines were
present and observed or participated in it. They were interviewed after the experiment
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motion sickness, have felt tired after some time wearing
the HMD or found it difficult to move around with the
device. About less than half of the participants found the
process of getting used to the VR environment and de-
vices very easy, while others expressed some degrees of
difficulties for the process (Fig. 13).
The participants were asked to describe what features of
the experiment were more impressive to them. Most of the
answers were implying on the sensing and perceiving the
space in real scale or as one participant said “the sensation
of being inside the building”. It is on the grounds that in
VR the users not just visualize and view the model, but are
inside or around it, resulting in a level of immersion un-
likely possible by any other mediums. Having the ability to
view the building elements information in VR and the
speed and ease of movement inside the model were other
impressive features to the participants.
Another important aspect of VR that we asked about, is
its use cases and applications in different areas of AEC
professionals’ activities (Fig. 14). The participants were
asked to rate the applicability of VR from not recom-
mended to highly recommended in the following use
cases: Internal design review with colleagues, personal use
in office, internal collaboration, collaboration with other
project teams, presentation to clients, project decision
communication to site workers, simulation of a project
issue (handicap access, etc.). The highest ranked use case
was the presentation to the clients use case. Also collabor-
ation with other teams and internal design review were
use cases they would recommend the use of VR. Given
that the participants were of different backgrounds with
different levels of acquaintance to the VR software and
tools available in the market, we asked them how they see
the workflow of visualizing a BIM model in VR from 0 be-
ing easy and straightforward to 5 being difficult and bur-
densome. The majority indicated 3 in the range of
difficulty and the rest found it easy and straightforward,
with no one rating it as difficult and burdensome.
Following the questions about the experiment and the
applicability of VR in AEC practices, we asked the par-
ticipants what are the main obstacles for adopting VR as
a tool in their activities. Some choices were given and
moreover, they could express their own opinion about
what they see as an obstacle. The highest rate goes to
the software and hardware costs associated with VR im-
plementation. No One saw its lack of application as a
hurdle and some indicated the “resistance to change
from personnel and firms” or the need of “knowledge of
the technology and its scope” can be considered as barriers
to the implementation of VR-based practices (Fig. 15).
Fig. 10 BIM implementation statistics. We have not implemented BIM at all 0%. We have tested but not implemented yet 22%. We are in the process
of implementing BIM 22% . We have already implemented BIM in some scale 11%. We are a fully BIM-enabled practice 44%
Fig. 11 The experiment impression . From a scale from 0 to 5, how users regarded the experiment. 5 8 votes. 4 1 vote. 3 0 vote. 2 0 vote. 1 0 vote
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Our last question was about what features the partici-
pants would like to see in future VR tools. Some com-
ments regarded the software we used for the experiment
which were communicated to the software company,
and some regarded what can be interesting to have in
VR tools in general. One of the comments was on the
“simulation of the behaviors of the building”, for ex-
ample the structural wind resistance being mapped on
the model. Simulation and visualization of data on the
model are currently practiced in BIM processes, most
commonly are the solar and daylight studies or solar
heat gains that can be visualized on a Revit model by
available plugins, and to be able to see these kinds of vi-
sualizations in VR is definitely an added value.
Conclusion
Findings
This work addresses two issues of conventional BIM col-
laboration methods. First, the need of physical presence
in methods such as Big BIM room and second, the lack
of full immersion in model visualization. Furthermore,
through a lived experiment, we evaluated a VR
integrated collaboration workflow in a real project. This
workflow supposedly could enable us to perform a
clash-detection in MEP systems via simulation. The
evaluation included some innovative feature of a VR
software, allowing for virtual presence of multiple users
and simulation of on-site tasks. An aspect of this work
that makes it distinct from other experiments was that
the participants were asked to perform task that they
were already involved with at that time in their firms.
Only that they were require to perform the tasks with
VR as the visualization medium. This allowed them to
do a direct and sensible comparison between a VR en-
abled workflow and their conventional ones.
A common problem in the maintenance of building sys-
tems is the accessibility to the MEP elements and the ease
of repairing and replacing them. Through this live experi-
ment we found out that VR has a practicality of address-
ing this issue by simulating a real situation. Although
previous research might have suggested assumed use cases
for VR in AEC, the particular feature of this software
allowing for such simulation was put into an academic
case study for the first time at the time of the experiment.
Fig. 12 The applicability of VR. From a scale from 0 to 5, how users voted how they see VR application as daily part of their practice. 5 1 vote. 4
3 votes. 3 5 votes. 2 0 vote. 1 0 vote
Fig. 13 Comfort feeling. Users chose one the statements regarding how comfortable they felt wearing the VR gears and being immersed in VR. I
was very comfortable wearing headsets 6 votes. It was tiring wearing the headsets for some time 2 votes. I felt motion sickness after moving 3
votes. I found it difficult to move around with the headsets 3 votes
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It was resulted from the interviews participants believe
such simulation can be practical in addressing the issue,
although they suggested some software functionality to
make it more practical. New releases of the software in-
cluded features such as a permanent markup tool based
on our suggestions. In addition, we found out that the
awareness factor, also highlighted as a major factor in BIM
adoption, also play a key role for employing VR tools in
AEC practices. Most of our participant had no or little ex-
perience with VR and did not consider it a functional tool
in their practice. The interview results showed that after
their experience they would consider the use of VR in
their workflow.
Conclusion
At the heart of the BIM collaboration workflows lays the
visualization of a 3D model based on which the AEC
professionals can review the designs, encounter clashed
and errors and visually communicate project decisions
to other stakeholders. BIM authoring tools such as Revit
are meant to be used for creating and authoring the
models. It means they are not always suitable for visual-
izing the model for presentational and design review
purposes, due to their slow performance while interact-
ing with model. Furthermore, for model privacy con-
cerns it is not always desirable to share the model file.
Third party software should be usually used for specific
visualizing purposes.
Creating the virtual environment relies heavily on the
software available in the market and the features they
offer. The more the software are adoptable and compat-
ible with current BIM workflows and file formats used
by a firm, the higher their practicality. The functionality
of VR tools for AEC practices, depends on the tools and
features the software offer. Some tools are merely visual-
izers of a BIM model, while others allow degrees of in-
teractions with model and the ability to draw or add
elements in the VR scene. It is important for the soft-
ware companies to have a correct understanding of AEC
needs to develop tools that meet those requirements.
Fig. 14 VR use cases. Uses voted from 1 (not recommended) to 5 (absolutely recommended) the applicability of VR in their practice. Internal
design Review with colleges. 1 0 votes 2 0 votes 3 3 votes 4 1 vote 5 5 votes. Personal use in office. 1 3 votes 2 3 votes 3 1 votes 4 1 vote 5 1
votes. Internal Collaboration. 1 0 votes 2 1 votes 3 2 votes 4 4 votes 5 2 votes. Collaboration with other project teams. 1 0 votes 2 0 votes 3 0
votes 4 5 votes 5 4 votes. Presentation to clients. 1 0 votes 2 1 votes 3 1 votes 4 0 vote 5 7 votes. Project decision communication to site
workers.. 1 3 votes 2 1 votes 3 1 votes 4 3 vote 5 1 votes
Fig. 15 Obstacles in VR adoption. Users chose one the options as main obstacle of VR adoption and some added additional notes (translated
from Catalan and Spanish). Software and Hardware Price. 8 votes. It’s application is not relevant to our practice. 0 votes. It’s physical constrains,
like the space it needs, or motion sickness it causes. 1 vote. None! we will adopt/already have adopted VR in our practice. 1 vote. Some generation are
more resistant to adopt new technologies. 1 vote. The VR device is not wireless. 1 vote. Some firms don’t accept new tools easily. 1 vote. The acquaintance
and knowledge about the new tools. 1 vote
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Investment in software and hardware is an essential
step towards the adoption of VR. Computers with highly
potent GPUs, that cost considerably, are necessary for
handling VR scenes. Most of the software available are
monthly or yearly subscription based and cost per user.
The need for these investments often is an obstacle of
VR adoption.
VR is a whole new realm in the cyber world and future
works must be focused on realizing its capabilities and
the opportunities it brings. By understanding the AEC
needs and practices and developing software with fea-
tures responding to those needs, the potential advan-
tages of VR implementation in AEC can be discovered
and evolved.
Future works in the field must be focused on two as-
pects, improvements and education. Improvements are
needed in VR software to run on more conventional
computers and to handle more complex models with ac-
ceptable performance. Research in the field of computer
graphics done by the industry or academics can consid-
erably contribute to such improvements. The education
aspect refers to the importance of awareness within the
professionals and current students. Architectural and
engineering education and in particular BIM education
must include topics on the potentials of VR and other
innovative visualization tools from which AEC industry
can benefit. With more practical tools and advanced
taught skills we will be able to see new workflows and
possibilities in the industry practices.
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