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pen access Abstract Partial least squares regression (PLSR), spectral residual augmented classical least
squares (SRACLS) and support vector regression (SVR) are three different chemometric models.
These models are subjected to a comparative study that highlights their inherent characteristics
via applying them to analysis of bisacodyl in the presence of its reported degradation products
monoacetyl bisacodyl (I) and desacetyl bisacodyl (II), in raw material. For proper analysis, a 3 fac-
tor 3 level experimental design was established resulting in a training set of 9 mixtures containing
different ratios of the interfering species. A linear test set consisting of 6 mixtures was used to val-
idate the prediction ability of the suggested models. To test the generalisation ability of the models,
some extra mixtures were prepared that are outside the concentration space of the training set. To
test the ability of models to handle nonlinearity in spectral response, another set of nonlinear sam-
ples was prepared. The paper highlights model transfer to other labs under other conditions as well.
This paper aims to manifest the advantages of SRACLS and SVR over PLSR model, where
SRACLS can tackle future changes without the need for tedious recalibration, while SVR is a more
robust and general model, with high ability to model nonlinearity in spectral response, though like
PLSR is needing recalibration. The results presented indicate the ability of the three models to317958.
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precision; where SVR gives the best results at all tested conditions compared to other models.
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Bisacodyl (BISA); 4,40-(2-pyridylmethylene)-bisphenol diace-
tate, is a stimulant laxative.1 Fig. 1 shows the chemical struc-
ture, molecular weight, and molecular formula of BISA.
BISA has been determined by various pharmacopeial and non-
pharmacopeial methods. The pharmacopeial methods include
nonaqueous titration1 for BISA suppositories, spectrophotom-
etry1 for enteric coated tablets, and high-performance liquid
chromatography (HPLC)2 for both suppositories and enteric
coated tablets. The non pharmacopeial methods for BISA
determination include spectrophotometry for combinations
with piribedil3; colorimetry in the presence of desacetyl bisac-
odyl (II) degradation product4; high-performance thin-layer
chromatography (HPTLC)5,6; gas chromatography (GC) in
pharmaceutical tablets7; GC in urine, serum, and stool in the
presence of II metabolite8,9; HPLC in suppositories and tab-
lets10,11; and HPLC in the presence of both degradation prod-
ucts monoacetyl bisacodyl (I) and II in pharmaceutical
formulations.12,13 BISA was analysed in enteric coated tablets
and suppositories by spectrodensitometric and chemometric
methods (CLS, PCR and PLS) in the presence of I and II.14
It was analysed as well by adsorptive square-wave voltamme-
try in pharmaceutical preparation and biological ﬂuids.15
The aim of the presented work is to establish a comparison
among PLSR, SRACLS and SVR chemometric models
through the analysis of different mixtures of Bisa and its deg-
radation products (I and II) as a case study; highlighting the
advantage and disadvantage of each of the models, how far
it is practical to transfer these multivariate models from lab
to lab under different conditions, generalisation ability of these
models and which of them can handle nonlinearities in spectral
response best. In addition, the work aims to highlight the
importance of considering a proper experimental design andOC H3
O
Bisacodyl 
(Mol.Wt. 3
O
O
CH3
bisacodyl (I)                                      
. 319)                                                 
e 1 Chemical structure and mothe advantages of the SRACLS and SVR models compared
to the previously published chemometric models.14 Finally,
the introduced models can offer selective and accurate stabil-
ity-indicating analysis of BISA without interference from its
degradation products I and II, which can be used for its quality
control analysis in raw materials.2. Materials and methods
2.1. Apparatus
(a) Spectrophotometer UV–Vis 1601 PC with 1 cm quartz
cells (Shimadzu Scientiﬁc Instruments, Japan).
(b) Spectrophotometer UV–Vis with 1 cm quartz cells
(Jasco, V-530, Japan).
2.2. Authentic samples
BISA (Batch No. DG/005/001/2004, Control No. 8020124)
was kindly supplied by Amriya Pharmaceutical Industries,
Alexandria, Egypt. Its purity was 99.00%, according to the
company’s analysis certiﬁcate, where the HPLC pharmacopoe-
ial method was used for the assay.1
2.3. Chemicals and reagents
(a) Absolute ethanol, analytical grade, EL-NASR Pharma-
ceutical Chemicals Co. (Cairo, Egypt).
(b) Absolute ethanol, HPLC and spectrophotometric grade
(LAB-SCAN, Dublin, Ireland).N
O CH3
O
(BISA) 
61.39) 
N
O H OH
                                desacetyl bisacodyl (II) 
                                          (Mol.wt. 277) 
lecular weight of BISA, I and II.
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The literature was followed up for the preparation of I and
II,14 where bisacodyl powder was dissolved in 0.1 M HCl,
and left at room temperature for 24 h. The solution was fur-
ther neutralized with 1 M NaOH solution to pH 6 and ﬁltered.
The collected precipitate contained a mixture of bisacodyl, I,
and II from which I and II could be separated in a pure form
by preparative normal phase column chromatography.
2.5. Standard solutions
Stock solutions for each of BISA, I, and II were prepared by
weighing accurately 100 mg pure powder of each, transferring
into 100-ml volumetric ﬂasks. Absolute ethanol (75-ml) was
added, and the ﬂasks were shaken well and diluted to volume
with absolute ethanol to prepare 1000 lg/ml stock solutions.
Working solutions for each of them were prepared by transfer-
ring accurately measured 10 ml of the stock solution into
100-ml volumetric ﬂasks. The volume was completed with
absolute ethanol to prepare 100 lg/ml working solutions.
2.6. Linearity and absorptivity coefﬁcients
BISA exhibited linearity between 2 and 18 lg/ml at its kmax at
223 nm. Extinction coefﬁcients for BISA at every nanometer
ranging from 211 to 310 [100 data points] were calculated
according to Beer-Lambert’s law based on the average of 3
spectra of different concentrations. The superimposed spectra
of 10 lg/ml of BISA, I and II are shown in Fig. 2.
2.7. Experimental design
2.7.1. Linear calibration set
A 3 level 3 factor calibration design was performed using 3
concentration levels coded from +1 to 1 for each of the 3
components to be analysed, including the main drug and the
2 degradates mentioned before. The design aims to span theFigure 2 Zero order spectrum of BISA (solid line), (I) (long dashedmixture space fairly well; where there are 3 mixtures for each
compound at each concentration level, resulting in 9 mixtures
for the training set.16 The central level of the design was 8 lg/
ml for BISA. The concentrations of the degradates in the de-
sign were based on the fact that we involve them in more than
10% calculated on molar basis to cover a wide range of possi-
bilities in future analysis. Table 1 represents the concentration
design matrix. The 2D Scores plot (Fig. 3) for the ﬁrst two PCs
of the mean centred concentration matrix was obtained to con-
ﬁrm the well position of the mixtures in space, orthogonality,
symmetry and rotatability.16
Mean centring of the data proved to be the best preprocess-
ing method for getting the optimum results for PLSR and
SRACLS method.
2.7.2. Linear test sets
To test the validity and predictive ability of the developed mul-
tivariate models, a set of independent test set mixtures was pre-
pared by repeating the preparation of six of the mixtures in the
training set, Table 1. To test the generalisation ability of the
models, some extra mixtures were prepared that are outside
the concentration space of the training set. Table 1 shows
the in space and out of space test samples’ concentrations.
The training set samples were prepared using the Jasco
spectrophotometer and ethanol HPLC grade, while the test
set samples were prepared using the Shimadzu spectrophotom-
eter and absolute ethanol (El-Nasr) in another lab in order to
test for model transferability. Fig. 3 shows the scores plot of
the ﬁrst 2 PCs of the mean centred out of concentration space
test samples (diamonds) overlaid to the corresponding linear
training set samples (circles), where we can notice that 4 sam-
ples are out of space.
2.7.3. Nonlinear calibration set
Sometimes designing an experiment for pharmaceutical analysis
is restricted by lots of factors like the drugs’ ratios in the market
formulae, the calibration range for each drug. . .etc, which con-
trol the zero level in the coded design and the skipping factor ofline) and (II) (dotted line) of 10 lg/ml each in absolute ethanol.
Table 1 The 3 level 3 factor experimental design of the linear 9 training set mixtures, together with the test set mixtures of the linear in
space and linear out of space test sets shown as concentrations of the mixture components in lg/ml.
Linear training set Linear test set (in space) Linear test set (out of space)
BISA (lg/ml) I (lg/ml) II (lg/ml) BISA (lg/ml) I (lg/ml) II (lg/ml) BISA (lg/ml) I (lg/ml) II (lg/ml)
8 0.8 0.7 8 0.8 0.7 8 1 0.6
6 1 0.9 6 1 0.9 9 0.6 0.6
10 1 0.7 10 1 0.7 10 0.6 0.7
10 0.8 0.9 10 0.8 0.9 6 1 0.5
8 1 0.5 8 1 0.5 6 0.6 0.9
10 0.6 0.5 10 0.6 0.5 8 0.8 0.7
6 0.6 0.7
6 0.8 0.5
8 0.6 0.9
Note: underlined ﬁgures represent concentrations of BISA in the out of space samples.
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Figure 3 Scores plot for the mean centred 9 samples of the linear
concentration matrix of the 3 level 3 component experimental
design (shown as circles) overlaid to scores plot of the 6 out of
space test samples (samples 2 and 6 are in space, while 1, 3, 4 and 5
are out of space, shown as diamonds).
94 I.A. Naguibthe concentration levels. In some cases, especially with higher
numbers of components in a given mixture, this may force some
combinations in the designedmixtures to have spectral response
that is not linearly related to one or more of the drugs, hence
considering the presence of possible nonlinearities in spectral
response is amust for proper choice of the best predictivemodel.
To challenge our models and manifest their inherent char-
acteristics, another type of calibration set was prepared in
which high concentrations of BISA were deliberately included
in order to let the spectral response be nonlinear in relation to
the corresponding concentration. The same experimental de-
sign of the linear calibration set was followed using a 3 level
3 factor design. The Shimadzu apparatus was used for the
preparation of the nonlinear training set using ethanol HPLC
grade, and Table 2 shows the concentration design matrix.
2.7.4. Nonlinear test set
To test for model transferability, to validate the predictive
ability of the different models adopted and test their ability
to handle nonlinearity in spectral response, another nonlineartest set was prepared on a different day using absolute ethanol
(El-Nasr) and the Jasco spectrophotometer by repeating the
preparation of six of the mixtures in the nonlinear training
set; numbers 1, 2, 3, 4, 6 and 7 as shown in Table 2. With
the nonlinear dataset testing, we use the spectrum from 216
to 310 nm [95 data points] to avoid the last extremely noisy
part of the spectrum.
Note: A separate blank spectrum of the solvent used in
preparation of the test set samples (whether for linear or non-
linear test set preparation) was obtained that reﬂects the ﬂuc-
tuations in instrumental response and temperatures from day
to day, hence would be used for the PACLS approach together
with SRACLS model in the prediction step.
2.8. Software
Codes for PLSR (PLS1 algorithm17), cross validation, grid
search and SRACLS were written in lab using Matlab
7.1.0.246 (R14). The codes for the SVR algorithm were down-
loaded from the internet website http://onlinesvr.altervi-
sta.org/. All calculations were performed using a Pentium
(R) 4 CPU, 3.00 GHz, 1.00 GB of RAM under Microsoft Win-
dows XP.3. Chemometric methods
3.1. Partial least squares regression (PLSR)
Mathematically in PLSR, the predictor matrix X and the re-
sponse vector c are decomposed using a given number of
PLS components (latent variables LVs),18–21 according to
Equations:
X ¼ T:Pþ E ð1Þ
c ¼ T:qþ f ð2Þ
T and P are, respectively, the scores and loadings for X, q is
the loading vector for c, and E and f are the residuals for X and
c, respectively.
PLSR is considered the de-facto standard in chemometrics
since it has mostly been reported to outperform principle com-
ponent regression PCR in several applications and is usually
used in industry. Accordingly, we will restrict ourselves to
PLSR in this study.
Table 2 The 3 level 3 factor experimental design of the
nonlinear training set mixtures together with the test set
mixtures of the nonlinear test set shown as concentrations of
the mixture components in lg/ml.
Nonlinear training set Nonlinear test set
BISA
(lg/ml)
I
(lg/ml)
II
(lg/ml)
BISA
(lg/ml)
I
(lg/ml)
II
(lg/ml)
18 1.8 1.5 18 1.8 1.5
14 2.2 1.9 14 2.2 1.9
22 2.2 1.5 22 2.2 1.5
22 1.8 1.9 22 1.8 1.9
18 2.2 1.1 22 1.4 1.1
22 1.4 1.1 14 1.4 1.5
14 1.4 1.5
14 1.8 1.1
18 1.4 1.9
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model
Cross validation CV22,23 was applied to predict how many are
the optimum number of PLS components. Leave one out
(LOO) CV was used in our study for optimising the number of
PLS components, by building the model using I  1 samples
set (8 training set samples) to predict the one sample left (valida-
tion sample). The root mean square error of CV (RMSECV) is
calculated as
RMSECV ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
I
XI
i¼1
ðci  c^Ai cvÞ2
vuut ð3Þ
where I is the number of objects in the calibration set, ci is the
known concentration for sample i and c^Ai cv is the predicted
concentration of sample i using A PLS components. Mean cen-
tring was performed on the training set each time successive
samples were left out.
3.2. Spectral residual augmented classical least squares
(SRACLS)
The classical least-squares (CLS) model is typically written as
X ¼ CKþ Ex ð4Þ
where X is an I · Jmatrix of the measured UV absorbance val-
ues for the J variables (e.g., wavelengths) and the I samples, C
is a matrix of dimensions I ·M of the concentration values for
the M components, K is the M · J matrix of the pure compo-
nent signals (e.g., spectra at unit concentrations) and Ex is the
residual error matrix.
For establishing the CLS model, an estimate of the un-
known pure component contribution bK matrix is obtained
by least squares solutionbK ¼ ðC0  CÞ1C0  X  CþX ð5Þ
The residual error Ex matrix can be obtained by
Ex ¼ X CK^ ð6Þ
In the most direct augmented classical least squares ACLS
methods, the rows of the bK can be augmented directly with all
or selected rows of Ex to correct the CLS model for unmod-
elled spectral components.24 The augmented bK ( ~^K) can then
be used in the prediction step to calculate
beC as follows:beC ¼ X ~^K0ð ~^K ~^K0Þ1  X ~^Kþ ð7Þ
where the ‘’ symbol indicates an augmented matrix.
The SRACLS method adopts a more elaborate approach,
where Ex is ﬁrst decomposed by principal component analysis
(PCA), resulting in scores T and loadings P, where the rows of
the bK can be augmented by one or more of the P rows to im-
prove the prediction ability during the CLS prediction step,
where the ﬁrst few loadings vectors should be spanning the
majority of unmodelled information that was in Ex.
24
The method adopted in our work is SRACLS improved by
the recent extension described by Saeys et al.,25 where the pure
component spectra of the components of interest (spectra at unit
concentration Kp) together with their corresponding concentra-
tions (Cp) and pure component spectra of the interferants (spec-
tra at unknown concentration KI) are available beforehand.
Mathematically, it can be described by the following steps:
(1) The contribution of CPKP is removed from the main
residual matrix ExEX1 ¼ X CK^ CPKP ð8Þ
(1) The residual error matrix EX1 is used to predict the con-
centrations of the interferants C^IC^I ¼ EX1K0IðKIK0IÞ1  EX1KþI ð9Þ
(1) The new residual error matrix EX2 is obtained after
removal of the contribution of the interferants C^IKIEX2 ¼ X CK^ CPKP  C^IKI ¼ EX1  C^IKI ð10Þ
(1) EX2 (still contains information about unmodelled com-
ponents other than Kp and KI, e.g., instrumental deviation,
temperature ﬂuctuation. . .etc) is decomposed by PCA and
the effects of unmodelled components can be minimized by
using one or more of the rows of the new loadings Pnew for
augmentation of the bK matrix together with the pure compo-
nent spectra Kp and KI to give a new augmented pure compo-
nent contribution
beKnew as follows~^Knew ¼ ½K^;KP;KI;Pnew ð11Þ
(1)
beKnew is additionally augmented by a vector of ones to
remove the baseline offset.25
Eventually, the new predicted concentration will be calcu-
lated as follows
~^Cnew ¼ X ~^K0newð ~^Knew ~^K0newÞ1  X ~^Kþnew ð12Þ
SRACLS; like all the ACLS methods, has the advantage of
being easy to make robust by combining the prediction aug-
mented classical least squares PACLS approach to model fu-
ture changes during the prediction step without the need for
recalibration,24 where bK is augmented by extra spectra of the
solvent used as blank during the prediction step that represent
the change in temperature, spectral ﬂuctuations. . .etc.
3.3. Support vector regression (SVR)
Consider a data setX (I · J) with an output vector c. The objec-
tive is to ﬁnd a multivariate regression function f(x) based on X
to predict a desired output property (e.g., the concentration of a
chemical compound) from a sample (e.g., a spectrum). The
1 2 3 4 5 6 7 8 9 10
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
LV number
R
M
S
E
C
V
Figure 4 Selection of the optimum number of PLS components
(latent variables (LV)) via plotting the number of PLS components
versus the corresponding root mean square error of cross
validation (RMSECV) by using the leave one out cross validation
method.
96 I.A. Naguibcomplete SVR equations are fully derived in 26,27 and the sum-
mary equation is given by
fðxÞ ¼
XN
i;j¼1
ðai  ai Þh/ðxiÞ  /ðxjÞi þ b ð13Þ
where ai and ai are the Lagrange multipliers satisfying the con-
straint 0 6 ai, ai 6 C. C is an additional parameter called the
penalty error or regularisation constant which determines the
trade-off between the training error and model simplicity.
The higher the value of C the more complex the boundary,
and the more closely it ﬁts samples, hence the lower the num-
ber of samples outside the margins. An inﬁnite value of C tries
to ﬁt all samples inside the margins.
A more detailed description of Eq. (13) and the parameters
a and C are given in literature.26,28,29 The parameter b is the
offset of the regression function f(x).Table 3 Analysis results for the prediction of the linear trainin
calibration.
Method PLSR SRAC
Taken (lg/ml) Found (lg/ml) R% Found
8 8.01 100.13 8.00
6 6.02 100.33 6.01
10 9.99 99.90 10.00
10 9.98 99.80 10.01
8 8.03 100.38 8.01
10 10.01 100.10 9.98
6 6.00 100.00 6.00
6 5.96 99.33 5.99
8 8.00 100.00 8.00
Mean (%) 100.00
S.D 0.312
RMSEC 0.0277
* Linear SVR model is implemented.The mapping term <u(xi).u(xj)> in Eq. (13) can be re-
placed by a kernel function as follows
Kðxi; xjÞ ¼ /ðxiÞ:/ðxjÞ
 ð14Þ
This kernel transformation allows handling non-linear rela-
tionships in the data in an easier way. Several nonlinear kernel
functions have been proposed,30 however in this paper we will
be restricted to the Gaussian Radial Basis Function (RBF)
which can be written as
Kðxi; xjÞ ¼ exp kxi  xjk
2
2r2
 !
ð15Þ
where r is known as the kernel parameter (radial width). The
Gaussian RBF is particularly attractive as only one parameter
needs to be optimised and so is commonly employed in chemo-
metrics. Vapnik proposed e-insensitive loss function30 which is
commonly applied for SVR and will be employed in our
study.31
The validity of the optimum model is tested in the predic-
tion step, where an unknown c^ value can be obtained as
follows32:
For linear SVR prediction
c^ ¼
XI
i¼1
ðai  ai Þx0ixj þ b ð16Þ
While, for nonlinear SVR prediction (i.e., using the kernel
functions)
c^ ¼
XI
i¼1
ðai  ai ÞKðxi; xjÞ þ b ð17Þ3.3.1. Optimisation of the SVR model parameters
The optimum values for e, C (and r in case of using RBF ker-
nel) were obtained by running a grid search based on leave one
out cross validation to give the lowest RMSECV. The primary
range of values for e was (0.01–1), for C (30–1000), and for r
(0.1–10). The grid search was performed in two stages, the ﬁrst
using a wide grid followed by a ﬁne search.
With every set of SVR parameters, one sample (N= 1) was
removed, an SVR model is built on the remaining 8 (I  N)g set (autoprediction) by the three chemometric methods for
LS SVR*
(lg/ml) R% Found (lg/ml) R%
100.00 8.00 100.00
100.17 6.01 100.17
100.00 10.01 100.10
100.10 10.00 100.00
100.13 8.01 100.13
99.80 10.00 100.00
100.00 6.01 100.17
99.83 6.00 100.00
100.00 8.00 100.00
100.00 100.06
0.125 0.078
0.0088 0.0047
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Stability indicating analysis of bisacodyl 97samples remaining, predicting the RMSECV for the N samples
that have been removed, and then the average of RMSECV
after all samples have been removed is computed as follows
RMSECV ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
I
XI
i¼1
ðci  c^iÞ2
vuut ð18Þ
where ci is the true concentration for sample n and c^i is the cor-
responding predicted concentration.io
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s.4. Results
4.1. PLSR and SVR parameters
The optimum number of PLS components selected for estab-
lishing the calibration model on the training set by LOO-CV
was 3 for BISA (Fig. 4). For optimum SVR parameters, the
grid search that resulted in the lowest RMSECV (Eq. (18))
resulted in e= 0.005 and C= 940 for the linear SVR model,
while e= 0.01, C= 470 and r= 1.7 for the nonlinear model
using RBF kernel.
4.2. Analysis results
In this paper, three different multivariate calibration methods
are compared; namely PLSR, SRACLS and SVR. The
methods were applied to predict the concentration of BISA
in the linear training set (Table 3) and to predict the concentra-
tions in the independent in space and out of space linear test
samples that were prepared on a different day with a different
instrument and different solvent grade (Table 4). SRACLS
followed by PACLS (augmentation during the prediction step
with solvent spectra representing the new spectral features
present in the new test samples) was implemented in a separate
approach to highlight its importance compared to using
SRACLS only (Table 4).
The methods were tested for modelling nonlinearity as well
by autopredicting the nonlinear training set (Table 5) and
model transferability was checked by testing the nonlinear test
samples that were prepared on a different day with a different
instrument and different solvent grade (Table 6). The root
mean square error of prediction RMSEP was used as a param-
eter to assess the models’ abilities and the RMSEP compara-
tive bar plot for the prediction of the linear test samples is
shown in Fig. 5, while that for the nonlinear test samples is
shown in Fig. 6.T
a
b
le
4
A
n
a
ly
si
s
re
su
lt
s
fo
r
th
e
p
re
d
ic
t
T
es
t
se
t
ty
p
e
In
sp
a
ce
te
st
se
t
M
et
h
o
d
P
L
S
R
S
R
A
T
a
k
en
(l
g
/m
l)
F
o
u
n
d
(l
g
/m
l)
R
%
F
o
u
n
(l
g
/m
8
8
.0
8
1
0
1
.0
0
8
.1
6
6
6
.0
8
1
0
1
.3
3
6
.2
9
1
0
1
0
.3
3
1
0
3
.3
0
1
0
.3
2
1
0
1
0
.2
3
1
0
2
.3
0
1
0
.2
8
8
8
.2
6
1
0
3
.2
5
8
.2
4
1
0
1
0
.1
5
1
0
1
.5
0
1
0
.0
7
M
ea
n
(%
)
1
0
2
.1
1
S
.D
0
.9
9
6
R
M
S
E
P
0
.2
1
0
2
*
S
R
A
C
L
S
m
et
h
o
d
re
su
lt
s
a
ft
er
im
p
le
m
en
t
*
*
L
in
ea
r
S
V
R
m
o
d
el
is
im
p
le
m
en
te
d
.
*
*
*
R
ec
o
v
er
ie
s
u
n
d
er
li
n
ed
in
b
o
ld
a
re
th
e
o5. Discussion
This work is concerned with comparing PLSR, SRACLS and
SVR chemometric models through the analysis of different
mixtures of Bisa and its degradation products (I and II) as a
case study, where their UV spectra highly overlap due to
similarity in chemical structure (Fig. 2), which creates difﬁculty
in analysis of such mixtures by the traditional univariate
approaches of handling UV data and favours the use of
multivariate approaches to analyse this mixture. The compar-
ison highlights the generalisation characters and model trans-
ferability of the presented chemometric tools and how far
they can tackle nonlinearity in UV data. Comparison of PLSR
Table 6 Analysis results for the prediction of the nonlinear test set by the three chemometric methods for validation.
Method PLSR SRACLS* SVR**
Taken (lg/ml) Found (lg/ml) R% Found (lg/ml) R% Found (lg/ml) R%
18 16.91 93.94 16.98 94.33 18.59 103.28
14 13.33 95.21 12.95 92.50 14.23 101.64
22 14.81 67.32 18.45 83.86 22.39 101.77
22 13.08 59.45 20.53 93.32 21.90 99.55
22 14.02 63.73 19.55 88.86 23.01 104.59
14 13.38 95.57 13.16 94.00 14.48 103.43
Mean (%) 79.20 91.15 102.38
S.D 17.390 4.078 1.773
RMSEP 5.7297 1.9837 0.5499
* Augmentation with solvent spectra during prediction of test samples is applied (PACLS approach).
** RBF kernel is used for the SVR model to handle nonlinearity.
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Figure 5 RMSEP plots for the prediction of the linear in space test samples (the black series) and out of space test samples (the white
series): 1 – PLSR, 2 – SRACLS (without PACLS), 3 – SRACLS (with PACLS) and 4 – SVR models.
Table 5 Analysis results for the prediction of the nonlinear training set (autoprediction) by the three chemometric methods for
calibration.
Method PLSR SRACLS SVR*
Taken (lg/ml) Found (lg/ml) R% Found (lg/ml) R% Found (lg/ml) R%
18 17.85 99.17 18.05 100.28 18.03 100.17
14 14.09 100.64 14.60 104.29 14.01 100.07
22 22.02 100.09 22.23 101.05 22.09 100.41
22 22.10 100.45 22.32 101.45 21.99 99.95
18 18.03 100.17 17.99 99.94 17.99 99.94
22 22.03 100.14 21.49 97.68 21.99 99.95
14 13.96 99.71 13.71 97.93 13.86 99.00
14 14.12 100.86 13.72 98.00 14.01 100.07
18 17.80 98.89 17.90 99.44 17.69 98.28
Mean (%) 100.01 100.01 99.76
S.D 0.653 2.112 0.676
RMSEC 0.1400 0.3249 0.1172
* RBF kernel is used for the SVR model to handle nonlinearity.
98 I.A. Naguiband SVR was presented before in the literature,32 hence
SRACLS is added to the comparison in the presented work.
From the tables and ﬁgures we can observe and conclude
lots of points. For the autoprediction results of the linear mod-
el (Table 3), SVR shows the lowest S.D and root mean squareerror of calibration RMSEC compared to others, reﬂecting
higher precision and accuracy. The S.D and RMSEC of the
SRACLS model is better than the PLSR model.
For the independent linear test set (Table 4) two types of
samples were prepared to check the generalisation ability of
01
2
3
4
5
6
RMSEP
1 2 3
Nonlinear test set prediction
Figure 6 RMSEP plots for the prediction of the nonlinear test samples: 1 – PLSR; 2 – SRACLS and 3 – SVR models.
Stability indicating analysis of bisacodyl 99our models, i.e., their ability to tackle unplanned future
changes like mixing components in ratios and concentrations
that were not planned before. The general theme of results
for the out of space samples reﬂects that models lose a bit of
their predictive abilities when samples are not planned in ad-
vance, however, the SVR model gives the best R% and
RMSEP whether for the in space or out of space samples com-
pared to others reﬂecting higher accuracy and extra generalisa-
tion ability.
The SRACLSmodel outperforms the PLSRmodel when the
PACLS approach is applied for future predictions (Table 4),
especially that the test set samples were prepared under different
conditions to those of the training set (different day, instrument
and solvent grade).
In Fig. 5, the RMSEP bar plot for the prediction of the lin-
ear in space test samples; (the black series), shows that
SRACLS coupled with augmentation at the prediction step
of the independent test set gives lower RMSEP compared to
SRACLS without the PACLS implementation, and lower than
RMSEP of the PLSR model as well; indicating competing efﬁ-
ciency. Linear SVR model gives the lowest RMSEP compared
to all of them.
RMSEP bar plot for the prediction of the linear out of
space test samples; (the white series), shows that SVR still gives
the lowest RMSEP values reﬂecting higher robustness and
ability to handle future unplanned samples compared to oth-
ers, i.e., a more general model. SRACLS being based on the
CLS principles ﬁnds difﬁculty to tackle the unplanned changes,
yet giving comparable results to PLSR model.
Finally, when the white series bar plot is compared to the
black one, we can notice that the presence of out of space sam-
ples generally (compared to well planned in space test samples)
results in higher prediction errors which is quite clear with
PLSR, SVR and SRACLS (coupled with PACLS), hence well
planned experimental designs that span all possible future
probabilities are more welcome while designing an experiment.
In Fig. 6, the SVR model with RBF kernel gives the lowest
prediction error in case of nonlinearities compared to others.
SRACLS (with PACLS implementation) gives better results
than PLSR referring to better modelling of nonlinearity by
adopting the augmentation step.
From the above discussion and the literature we can high-
light a group of conclusions. PLSR is considered the de-facto
standard in chemometrics and it has often been reported to out-perform PCR and multivariate linear regression MLR in sev-
eral applications and is usually used in industry. It is also
conceptually and computationally simpler compared to SVR.
However, many cases have been reported where indirect predic-
tion models (PCR and PLS) lose their predictive power due to
systematic changes in the measured signals which can be attrib-
uted to several reasons25 (e.g., change in the vendor’s speciﬁca-
tions of a given additive (i.e., new impurities background),
change in the solvent quality used, instrumental deviation due
to model transfer between spectrophotometers, etc.).
SRACLS shows comparable results to PLSR and SVR,
besides being easy to make robust by combining the predic-
tion augmented classical least squares PACLS approach to
model future changes without the need for recalibration as
the case in PLSR and SVR. In addition it is able to retain
the improved qualitative spectral information of the CLS
algorithm. This conﬁrms the ability of SRACLS methods
to be used for daily analysis, having an advantage over
PLSR and SVR where recalibration is necessary for the later
models to be valid when there are future changes in the
system.
SVR is efﬁcient in modelling nonlinearity of data, by adopt-
ing kernels. However, it is difﬁcult to optimise if kernels are
used, where there are three potential parameters (e.g., when
RBF kernel is used) that need optimisation; making the meth-
od computationally intense and time consuming.
In contrast, SVR being a more general model, shows higher
robustness and greater predictive ability for future samples.33
The liability of SVR to overﬁtting is less than the PLSR model.
From above, we can generally conclude that the proposed
methods can be applied for the stability indicating analysis
of BISA in raw material, and the SVR model has the highest
generalisation ability, better modelling of nonlinearity and is
more robust than others.
6. Conclusion
SVR shows the best predictive abilities at all circumstances
compared to PLSR and SRACLS, whether using a linear
SVR model for prediction of linear in space or out of space test
samples or using a nonlinear kernel (e.g., RBF) in modelling
nonlinearities. SVR is more robust and general than others
when unplanned out of concentration space future samples
are encountered. However, SVR shows some difﬁculty in its
100 I.A. Naguiboptimisation being with three potential parameters to adjust
(e.g., when RBF is used) which is computationally intense
and time consuming.
SRACLS shows an edge over PLSR when the prediction
augmented method is implemented during prediction of future
samples, where it shows better prediction results in case of lin-
ear and nonlinear test samples, hence SRACLS is a robustiﬁ-
able model that doesn’t need recalibration to correctly
predict unplanned future changes, where augmentation with
spectral features of the new conditions is enough to give good
results. However, SRACLS is still based on the linear princi-
ples of the CLS algorithm and thus less efﬁcient than SVR
in modelling nonlinearity.
PLSR still gives acceptable results and is simple and fast to
implement with several software packages provided that makes
it more available to use than others.
The presented study reﬂects the ability of the proposed
three models to be applied with model transfer from lab to
lab with another instrument and solvent grade, where SVR
gives the best results compared to others. The study as well
highlights the importance of proper designing of experiments
and taking all possible future samples into account in advance.References
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