Introduction
In the present paper, we consider the positive constant C L 2 ,L p in a posteriori estimates of the form (
where J := (0, T ) ⊂ R, (T < ∞) is a bounded interval, n is a positive integer, A is a symmetric positive definite matrix in R n,n , B is an element of L ∞ (J) n,n and p is an arbitrary constants which satisfying 2 ≤ p ≤ ∞. For arbitrary f ∈ L 2 (J) n , we consider the following initial value problems in linear ODEs,
The problem of obtaining the estimates of (1) and the problem of obtaining the estimates for the solution u of the equations (2a) and (2b) become equivalent.
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In the case of n = 1, the solution of (2a) and (2b) is explicitly written by 
) ≤ 
Thus, we can obtain constant C L 2 ,L p which satisfies (1) for n = 1. However, the value of C L 2 ,L p often becomes large in this a priori estimates. We define the Galerkin approximate operator of ( A d dt + B ) −1 , and we propose the technique for obtaining a posteriori estimates of (1) that is expected smaller than (4) . In general case of n, the solution u cannot be written in explicitly like (3) . Therefore, it is not easy to obtain the a priori estimates of u L p . On the other hand, our proposed methods can similarly obtain the estimates of u L p for general integer n.
In section 3, we introduce some function spaces and finite element space. And, we calculate constructive a priori error estimates of finite element approximation. In section 4, we propose a posteriori estimates of (1) . In section 5, we show a posteriori error estimates for the exact solution of (2a) and (2b) and its finite element solution. Here, the meaning of a posteriori error estimates is operator norm one for integral operators. Namely, this error estimates can be calculated for the given finite element space, this is independent of f . In section 6, we show several numerical results.
Finite element space
In this section, we introduce the function spaces, projections to finite dimensional subspaces and these error estimates. Let 0 < T < ∞ be a finite open subset of R which defined by J := (0, T ). J is divided in m e . Let t i ∈ J be the nodal points satisfying 0 = t 0 < t 1 < · · · < t m e = T . Let J i := (t i−1 ,t i ) be each elements. We define the element size by |J i | := t i − t i−1 . And, we denote the mesh size by k := max 1≤i≤m e |J i |.
Constructive a priori error estimates for scalar functions
LetS(J i , N i ) be a finite dimensional subspace of H 1 0 (J i ) depend on the parameter N i . For example, N i is the polynomial degree when we employ the finite element method.
3
We define the
. In this paper, we assume the following estimates aboutP h i holds.
Assumption 3.1 is the most basic error estimates in the finite element method. For example, in the case of linear polynomial approximation of
In the case of quadratic polynomial approximation, Assumption 3.1 is satisfied by C (
Moreover, these constants are optimal constants(e.g. [3] ). In the case of N i degree polynomial approximation, Assumption 3.1 is satisfied by C (
. However, the optimal constants in these case are not known(e.g. [2] ).
Let
be a finite dimensional subspace of V 1 (J) depend on the parameter k. Letm be a degree of freedom forS k (J),ψ i be the basis functions ofS k (J). Namely,S k (J) := span 1≤i≤m {ψ i }.
We denote the
We have the following equalities corresponding to V 1 -projection.
Lemma 3.2 LetS k (J) be an Lagrange type finite element subspace of V
Proof. --First, it is crearly at i = 0 because u(0) =P 1 k u(0) = 0. Next, we choice the test function v k (t) = t in (7), thus we have
, we choice the test function as
Thus, from (7), we have 0 =
Here, we use u(T ) =P 1 k u(T ). When we use the piecewise linear polynomial asS k (J), Lemma 3.2 is shown that V 1 -projection is equal to interpolation operator. Moreover, we use the piecewise high degree polynomials of Lagrange type, it is at least satisfied that the function and its V 1 -projections of values are equal in the nodal points.
Here, we introduce the following error estimates corresponding to V 1 -projection. 
where
Proof.
--First, we show (9). For arbitrary u ∈ V 1 (J) ∩ H 2 (J), we denote the piecewise linear interpolation of u as
. FromP 1 k u is the best approximation for V 1 norm, the following equation is satisfied
In particular, we choice
v k i then we have the following estimates by Assumption 3.1,
where we use
are linear polynomials on each J i . Next, we show (10). This error estimates is well known so called Aubin-Nitsche trick. For arbitrary u ∈ V 1 (J), we put g :
by the Lax-Milgram theorem. In particular, for arbitrary test
Therefore, for arbitrary test functions v ∈ V 1 (J) in (11), we have
where we use (9).
Constructive a priori error estimates for vector functions
Let n be a positive integer. Let V 1 (J) n be a n-dimensional Hilbert space defined by
From the definition of S k (J) n , P 1 k is satisfied
whereP 1 k is the scalar V 1 -projection defined in (7). Here, we introduce the following error estimates corresponding to V 1 -projection. 
Proof. --It is clear from (13) and Theorem 3.3.
A posteriori estimates for inverse ODEs operator
In this section, we consider the positive constant C L 2 ,L p in (1). Let A ∈ R n,n be a symmetric positive definite matrix. Let σ (A) ⊂ R be the set of the eigenvalues of A.
Let G ψ be a matrix in R m,m which each elements are defined by
Then, the regularity of G ψ and the uniquely existence of the solution u k for (16) become equivalent. Therefore, we assume the regularity of G ψ in this paper. When you actually apply the a posteriori estimates that we propose, it is necessary to confirm the regularity of G ψ by validated computations. We define the symmetric positive definite matrices D ψ and L ψ in R m,m by
ψ be the Cholesky factors of D ψ and L ψ respectively, i.e.
We define a positive constant M 01 ψ by
where · 2 is the two norm of matrix (i.e. maximum singular value). We have the following a posteriori estimates for inverse operators. 
Then we have following estimates,
In shortly, we denote the integral operator of (23
We separate (23) by V 1 -projection as finite and infinite part, { AP
where there is commutative in A and P 1 k because A is the constant matrix and (13). In shortly, we denote
From P 1 k u and
n , these are expressible by linear combination of the basis of S k (J) n . Namely, there exists α :
(25) is rewritten by using α and β , then we have
8 where the matrices G ψ and D ψ are defined by (17) and (18), respectively. From (26), the L 2 norm of P 1 k u is satisfied that
From the fact that
Next, we calculate L 2 (J) n inner product (24b) and u ⊥ , we have
where A c is the minimum eigenvalue of A. From (15) and (27), we have
where we put κ ψ :
. From (28) and (27), we have
Finally, from (28) and (29), we have
Therefore, this proof is completed. The V 1 estimates is obtained by doing as well as the proof of Theorem 4.1. We define a positive constant M 11 ψ by 
Proof. --From (26), the V 1 norm of P 1 k u is satisfied that
From (15), we have
Next, we calculate V 1 (J) n inner product (24b) and u ⊥ , we have
From (27) and (15), we have
. We apply (32) to the estimates of
Finally, we have
Therefore, this proof is completed.
(31) is expected to converge to
This estimates looks over estimates, because we cannot give the order for k to the estimates of u ⊥ V 1 . It is necessary to assume the regularities of B to improve the overestimation of (31) a little. 
Then we have following estimates,
We calculate V 1 (J) n inner product (24b) and u ⊥ , we have
n where A c is the minimum eigenvalue of A. From (14), (15) and (27), we have
Therefore, we get
We obtain
(33) is expected to converge to
c as k → 0. Therefore, we obtain an estimates that was smaller than (31). Furthermore, since we cannot obtain the order for k in the estimates of u ⊥ V 1 , the improvement more than this is difficult.
To obtain the L p estimates, the following theorem becomes important. 
It is known that the optimal constants of C g,r,p,q in Theorem 4.4 become the minimum eigenvalue of the certain nonlinear elliptic boundary value problems(e.g. [1] ). Moreover, we can obtain the upper bounds of C g,r,p,q by Sobolev constants. For example, if we can calculate the Sobolev constants C ∞ > 0 such that
. Therefore, we obtain C g,p,2,2 ≤ C 1− 2 p ∞ . Finally in this section, we present the estimate in L p .
Corollary 4.5 Assume that following two inequalities are provided, (
Proof. --For arbitrary f ∈ L 2 (J) n , we put u :
. From Hölder's inequality, we have
By the assumptions, we obtain
A posteriori error estimates for inverse ODEs operator
In this section, we consider the error estimates for (2a) and (2b). First of all, we prove the following lemma.
we set ψ i be the basis of S k (J) n in ordered by,
where m = nm.
For any interger i with 1 ≤ i ≤ m, we denote two integers j and k be a integer quotient and a reminder of i/m, i.e. i = jm + k. Since
Aψ i can be wreritten as the linear combination of other basis. Thus, for any v k ∈ S k (J) n , there exist w k ∈ S k (J) n satisfying (37).
We denote a bilinear form L :
From nosingularity of G ψ , P L k is well defined. We define the operator L
−1 t
: L 2 (J) n → V 1 (J) n which gives u, a solution of (2a) and (2b) for any f ∈ L 2 (J) n . And define the operator L
We have a following estimate corresponding to P 1 k and P L k . Lemma 5.2 Let A ∈ R n,n be a symmetric positive definite matrix. Then, following inequalities hold,
from definition of P L k and symmetricity of A. From Lemma 5.1, there exist a w k ∈ S k (J) n satisfying w k = Av k and we have,
Thus, we have,
t Bu ⊥ are in S k (J) n , these can be written as the linear combination of the basis. Therefore, there exists a set of coefficients α := (α 1 , · · · , α m ) and
Here, (42) can be written as
where D ψ and G ψ are matrices defined in (18) and (17), respectively. Moreover, we have a following inequality,
Thus (40) 
By the triangle inequality, we obtain,
From (40), we have,
It is easy to prove that u − P 1 k u satisfies (28) by referring the proof of Theorem 4.1. Therefore, we obtain
Theorem 5.4 Under the same assumption in Theorem 4.1, we have
Proof. --By using the triangular inequality and (41), we have,
From (32), we obtain,
Therefore, this proof is completed. Next, we consider the more accurately estimate by assuming that B is sufficiently smooth.
Theorem 5.5 Under the same assumption in Theorem 4.3, we have a following inequality,
Proof. --(46) is obtained by (45) and (34). Finally, we present the error estimate in L p .
Corollary 5.6 Assume that following two inequalities are provided,
The proof is similarly to Corollary 4.5.
Numerical example
In this section, we present numerical experiments on some easy test problems. We compared a priori estimates (4) with a posteriori estimate proposed in Corollary 4.5. We consider the test problems that B are sufficiently smooth. Then, estimates on V 1 can be computed from Theorem 4.3. To compute the numerical results, we use the P1 finite element approximation on the uniform mesh.
6.1 Case of n = 1, A = 1 and B = 1
Here, we consider a case of n = 1, A = 1 and B = 1. From (3), we have an exact solution of (2a) and (2b),
Case of p = 2 In case of p = 2, a priori estimate by (4) is, Table 1 shows the validated values of M 01 ψ with various k and T . In tables, the row "Order" indicate the mean value of order over k. M 01 ψ is expected to converge to a constant as k → 0. However, the validated computations of matrix 2-norm will be difficut when matrix size is large. Table 1 show that these properties. Also, the column "Order" indicate the mean value of order over T . The order is excepted to be smaller than a priori estimate, however there are no big differences. The values of κ ψ are shown in Table 2 . From (21), if κ ψ < 1, then we have a posteriori estimate of norm of inverse operator by using Theorem 4.1. In Table 2 , κ ψ < 1 for all k and T , so that we can apply the estimates (22). Table 3 show that C L 2 ,L 2 by (22) and (48). It is thought that the rounding error is a cause in the reason why the value is large in the Table 3 at k =1.0E-3 and N = 10. Our proposed a posteriori estimates has been better than a priori estimates results.
Case of p = ∞ In case of p = ∞, from (4), we have a priori estimate The validated values of M 11 ψ are shown in Table 4 . In this table, "fail" means we couldn't compute a validated upper bound of M 11 ψ , from effects of round-off errors. Also, M 11 ψ is expected to converge to a constant as k → 0. Table 4 shows this property when the matrix sizes are not large. The orders over T are near to the order of a priori estimate (49). 
In other problems, we show the numerical results only when k =1.0E-2. In case of n = 1, A = 1 and B = −1, for any f ∈ L 2 (J), the exact solution
is obtained from (3) . Then, we have following a priori estimates,
These a priori estimates are O(e T ). Table 7 show that the numerical results for k =1.0E-2 and various T . In this table, "a posteriori C L 2 ,L 2 " are the estimate by Theorem 4.1, and "a priori C L 2 ,L 2 " the values of (50). Also, "a posteriori C L 2 ,L ∞ " and "a priori C L 2 ,L ∞ " are the values of estimates by Corollary 4.5 and (51), respectively. 
Numerical results are shown in Table 8 . 
Case of linearized equations
Our a posteri estimate can be applied to the more general problems in case of n > 1. Here, we consider a linearlized problem of the following nonlinear initial value problem,
where g(u) := (u 2 , u 1 − u 3 1 ) T and u 0 := (0, 4) T . Let u k be an approximate solution of (54a) and (54b). u k draws like a periodic orbit of period T = π. We perform the our a posteriori estimates to the linearlized inverse operator ) . In this problem, apparently, to authors' knowledge, a priori estimate is not known, so we cannot compare with a posteriori estimate.
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Results in case of n = 2, A = I, B = g (u k ), k =1.0E-2 are shown in Table9. 
