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An approximate analytical solution for the transient phase of the Michaelis- 
Menten reaction is derived using the Adomian decomposition method. The 
analytical solution, which is given in the form of a power series, is found to be 
highly accurate in predicting the behavior of the reaction in the very early stages. 
To accelerate the convergence of the power series solution and extend its region of 
applicability throughout the entire transient phase, we have used (a) the method of 
Padt approximants and (b) the iterated Shanks transformation. Both the Pad.4 
approximant and the Shanks transformation are shown to converge rapidly 
throughout and beyond the transient period and yield very accurate results. A com- 
parison of the various analytical approximations and a direct numerical solution of 
the nonlinear initial value problem is also presented. I: 1988 Acadermc Press, Inc 
The method of decomposition due to Adomian [l] has been successfully 
used in solving a wide variety of deterministic as well as stochastic 
problems in differential equations. These include linear and nonlinear, 
ordinary, and partial differential equations [2-53. The Adomian method 
offers several distinct advantages. First, approximate analytical solutions in 
the form of power series can be derived quickly, easily, and accurately, 
even for nonlinear equations. Another feature that distinguishes this 
method from those based on linearization or perturbation techniques 
(which rely on the presence of a small or a large parameter) is that it is 
capable of yielding solutions which are valid for arbitrary values of system 
parameters. The method is particularly suitable for studying the transient 
behavior of physical systems. This amounts to solving an appropriate 
initial value problem for the governing differential equations during a 
period sufficiently close to the initial instant. The main purpose of this 
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paper is to derive an approximate analytical solution for the transient 
phase of an enzyme-catalyzed reaction using the Adomian decomposition 
method. 
Of the various mechanisms used for modeling enzyme-catalyzed reac- 
tions, perhaps the simplest and the most studied is that due to Michaelis 
and Menten [6]. In this mechanism an enzyme (E) and a substrate (A) 
combine reversibly to form an intermediate complex (Y) which sub- 
sequently decomposes into a product (X), regenerating the enzyme. The 
reaction is given by the scheme 
E+A+ Y-+E+X. (1) 
The transient phase of such a reaction typically consists of the first few 
milliseconds after the start of the reaction and is experimentally observed 
by the biochemists with painstaking techniques. From a biochemical view- 
point, a knowledge of this transient phase is essential for the determination 
of the various system parameters such as the rate constants and for 
distinguishing among the different mechanisms of enzyme catalysis. We 
present below an approximate analytical description of the transient phase 
of the Michaelis-Menten reaction given by (1). 
MATHEMATICAL FORMULATION 
The differential equations for the concentrations ofithe various species in 
( 1) may be written as (see, for example, [ 63) 
da 
z= 
-klea+k-,y, 
de 
z= -k,ea+(k-, +k,)y, 
@a) 
(2b) 
@cl 
4 -g=k,ea-(k-,+k,)y. WI 
Here the lower case letters a, e, x, and y denote the concentrations of the 
species represented by the corresponding upper case symbols; t denotes 
time and the quantities kl, k-,, and k2 are the rate constants of the 
forward and reverse reactions in the first step and the forward reaction in 
the second step, respectively. An appropriate set of initial conditions is 
given by 
40) = a,, 40) = e,, x(0) = 0, y(0) = 0. (3) 
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These equations are now made dimensionless by introducing the following 
scaled variables (denoted by primes): 
a = a,a’, e = ‘0 e’, x = a,x’, 
I’ = eo y’, r=(l/k,e,)t’. 
(4) 
The dimensionless equations and the associated initial conditions (after the 
primes are dropped) become 
da 
z= 
-ea+(P-R)y, 
de 
Ed= -ea+/?y, 
dx 
-& = @Y, 
4 sz=ea-by, 
a(0) = e(O) = 1, x(0) = y(0) = 0. (se) 
The three dimensionless parameters appearing in the above equations are 
defined by 
8 = eo/ao , (6) 
where K,,, = (k-, + k,)/k, is known as the Michaelis-Menten constant. 
By adding the Eqs. (5b) and (5d) and integrating the result, we obtain 
the relation 
e+y=l. (7) 
Similarly Eqs. (5a), (5c), (5d) can be combined to yield 
a+x+.sy=l. (81 
These constraints imply that only two of the differential equations in (5) 
are independent. Accordingly, we choose the pair of equations 
da 
z= -a+(a+j3-dl)y, 
.z&=a-(a+/?)y W) 
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for a and y, which are obtained by simply replacing E in (5a), (Sd) with 
1 - y. An alternate pair which has been adopted by many investigators 
consists of the equations 
(loa) 
(lob) 
These follow directly from (5c), (5d) with e and u in (5d) suppressed in 
favor of x and y. using (7) and (8). Clearly it would suffice to deal with 
Eqs. (9) hereafter, since the remaining concentrations e and x can be 
deduced from (7) and (8), respectively, once a and y are found. 
Equations such as (9) or (10) with appropriate initial conditions have 
been examined by numerous researchers. A particular mention should be 
made of the work by Heineken et al. [7] who analyzed these equations in 
the limit E + 0. It is clear from (9b) or (lob) that when E + 0, there is an 
initial transient period during which y changes very rapidly. This is 
followed by a period, usually referred to as the steady state regime, when 
the change in y is rather gradual. Heineken et al. [7] analyzed the transient 
(inner) and the steady state (outer) periods using Eqs. (9) and derived a 
composite solution for the time course of the reaction, using the method of 
matched asymptotic expansions. Among others (see, for example, [IS]), 
Laidler [9] adopted the pair of Eqs. (10) in dimensional form and 
obtained an approximate analytical solution for the transient phase of (1) 
under restrictive conditions on the various parameters. In what follows, we 
use the Adomian decomposition method to derive an approximate 
analytical solution (in the form of power series) for the transient behavior 
of Eqs. (9), for arbitrary values of ~1, p, and E. The reader is referred to the 
original work [ 1 ] for further mathematical details. 
DERIVATION OF THE POWER SERIES SOLUTION 
To use the Adomian method, Eqs. (9) are first rearranged as 
La= --a+(/?-tl)y+uy, (lla) 
LY=f(a-WUY), (lib) 
where L is simply the differential operator d/dt. We may then write 
a= -Lp’u+(j?-61)L-‘y+L-‘(uy), (12a) 
y=; [L-lu-~L-‘y-L-‘(uy)]. (12b) 
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The inverse operation L ’ means an integration with respect to t, i.e., 
L ~- IU = j u(t) df, for a given function u(t). The Adomian method consists of 
first decomposing the nonlinear term a~ into the so-called Adomian 
polynomials by writing 
uy=A,+A, +A,+A,+ .“, (13) 
where [ 1 ] 
Ao=aoYo, (14a) 
A, =aoYl +alYo, (14b) 
A2 = a0.h + a1 Yl + a2 Yo, (14c) 
A3=aoy,+a,yz+a,y,+a,y, (14d) 
and, in general, 
~,=~o~,+~,~,--,+~,~,-,+~,~,~,+ ... +~,-,yl+%lYo. (l&J 
A solution of Eqs. (11) is now sought in the form of the series of 
functions 
a=u,(t)+u,(t)+u,(t)+u,(t)+ ..., (154 
Y  = Vo(f) + v,(t) + Yz(l) + Y3(f) + .... (15b) 
Substituting the expansions (14) and (15) into the right-hand sides of 
(12a), (12b), we obtain 
u=u(O)-L-l(uo+u,+a,+ . ..)+(~-cc)L-‘(yo+y.+yz+ . ..) 
+ Lp’(Ao+A,+A,+ . ..). (16a) 
y=y(o)+~[L~‘(uo+u~+u~+ 4-pL-‘(yo+y,+y2+ ,..) 
- L-‘(Ao+A,+A2+ . ..)I. (16b) 
where we have included the quantities a(O) and y(O), which may be inter- 
preted as integration constants. Next we identify 
u,(t) = u(0) = 1, Vo(t) = Y(O) = 0. (17) 
Then it follows that 
q(t)= -L-‘a,+(/?-Lx) L-‘y,+L-‘A,=p,t, (18a) 
y,(t)=: [L-‘a,-pL~‘y,-L-‘A,]=q,t, (18b) 
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a2(t)= -L-la, + (p-a) LP’y, + L-‘A, = p2t2, 
y2(f)=~[L-la,-BL-~y~-~-lA,]=q2t’, 
a,(t)= -L-‘a,+(p-a)L-‘y2+L-‘A2=p313, 
1 
JJ3(t)=; [L-b*-j3L-‘y,-L-‘A2] fq& 
Proceeding in the same manner, we find that, in general, 
a,+,(f)= -L-‘a,+(p-a)L-‘y,,+L-‘A,=p,+,t”+’, 
y.,,(1)=~[r,-‘o,-pt-‘y~-L-1A,]=q,+,t”+’ 
with 
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(18~) 
(18d) 
(18e) 
(18f) 
(W 
(18h) 
p1= -1, 41 = w, 
P2=~~-Pl+(P-a+l)qll~ 
q2=d [P* -(B+ l)q,l, 
P3=fl-P2+(B-a+1)42+P,q,l, 
1 
q3=~[P2-(P+1)42-P,4*lr 
P1=$C-Pif(B--o+i)q3+P,q2+P2q,l, 
%I=; CP3-(P+ l)q3-PIq*-P2411~ 
WMW 
( 19c) 
(19d) 
We) 
(19f) 
(1%) 
(19h) 
Pn+l =~C--p~+(~-a+l)q~+p,q,-,+plg,-2+ ... 
+ Pn-292-t Pn-1411. (1%) 
1 
4 =-CPn-(D+1)4n-P14n-1-P2qn-2- ... n+1 (n+l)& 
-A-A-Pn-1411. (1%) 
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Therefore we can write 
a(t)=l+p,r+p,t”+p,r”+ “. +p,,+,Y’+ ‘I., (2Oa) 
y(t) = q, I +q2r2 + q3t3 + ..’ + q,,+, t”+’ + “.. VOb) 
Substituting these results in (8), the concentration of the product can be 
expressed as 
x(t)=a 
i 
t2 3 4 
q,Tfq’f+qj$+ 
,I + 1 
. . . +q.& + ... 
I 
. WC) 
It should be mentioned that the solutions (20) can be alternatively found 
by using Picard’s method of successive approximations, or by assuming 
solutions in the form of power series in t and then substituting them 
directly into the governing differential equations (9) to determine the 
various coefticients in the power series. 
ANALYSIS AND IMPROVEMENT OF THE POWER SERIES SOLUTION 
By virtue of the recurrence formulas (19i), (19j), it may be possible to 
sum the power series (20) up to as many terms as we wish. However, due 
to the complicated nature of these recurrence relations, we were unable to 
establish the convergence properties of these series analytically. Therefore, 
to test the range of validity and accuracy of the above analytical results, we 
computed a numerical solution of the nonlinear initial value problem given 
by Eqs. (9) and the associated initial conditions. The numerical scheme 
consists of a fourth-order Runge-Kutta algorithm. Using the numerical 
solutions for a and y, the product concentration may be found from (8), if 
desired. For the purpose of comparing the analytical and numerical results, 
the following parameter values are used: c( = 0.375, /I = 1.0, and E = 0.1. 
These data are taken from an experiment on hydrolysis of benzoyl- 
L-arginine ethyl ester catalyzed by trypsin [lo, 11-J. We shall present here 
only the results for the intermediate complex. 
For the above set of parameter values, the numerically obtained concen- 
tration profile of the intermediate is shown in Fig. 1. The numerical 
solution is computed using a time step of 5 x 10-5. The figure shows that in 
the initial stages, the concentration of the complex rises sharply until it 
reaches a maximum (steady state) and then falls off gradually as time 
progresses. The power series solution for the intermediate is evaluated by 
truncating the series (20b) after (i) the t*th term and (ii) the rr4th term. A 
comparison of the numerical and analytical results at three specific instants 
of time is presented in the Table I. Clearly the accuracy of the power series 
solution is considerably improved by including more terms in the series. 
I 
).a 
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FIG. 1. Comparison of the formal power series solution (A), Pad6 approximant (P), 
Shanks transformation (S) and the direct numerical solution (N) for the concentration of the 
intermediate complex. The following parameter values are used: a = 0.375, j = 1,O and E = 0.1. 
A sketch of the concentration profile of Y given by the series (20b), up to 
the t’*th term, is included in Fig. 1. It is apparent from this figure (and also 
Table I) that during the very early stage of the transient phase 
(t < t, = 0.120 approximately), the numerical solution and the power series 
solution are almost indistinguishable. Past this time, however, we find that 
the power series solution behaves rather erratically in the sense that either 
TABLE I 
Comparison of the Power Series and the Direct Numerical Solutions for the 
Concentration of the Intermediate Complex, with a = 0.375, /I? = 1.0, and E = 0.1 
Direct 
Power series solution Percent error 
numerical 
solution Terms up to ts Terms up to tt4 ‘N-yk x 100 
I YN YX Y:: YN 
Ye x 100 
0.05 0.310751 0.310727 0.310751 0.0077 0.00 
0.075 0.380089 0.379242 0.380098 0.2284 - 0.0024 
0.10 0.421519 0.411202 0.421438 2.4476 0.0192 
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the scaled substrate concentration (a) exceeds unity or the product concen- 
tration (x) becomes negative, or both (which are physically unacceptable). 
Furthermore, soon after this time, the partial sums in (20b) take on 
exceedingly large (positive and negative) values, leading to oscillations and 
exhibiting symptoms of divergence. Notice, however, as the numerical 
solution clearly indicates, the transient phase (pre-steady state) of the reac- 
tion persists far beyond t,. It appears that although the power series 
solution (with the first few terms) is extremely accurate in predicting the 
behavior of the reaction in the very early stages, its convergence must be 
accelerated in order to be used throughout the transient phase, i.e., up to 
the time when the concentration of the complex (Y) reaches a maximum, 
corresponding to the maximum rate of product formation. Note that the 
value of t, is not obtainable from the analytical solution and can only be 
ascertained from a comparison with the direct numerical solution. 
There are several ways of accelerating the convergence of the formal 
power series solution (20). Here we shall employ (i) the method of PadC 
approximants and (ii) Shanks transformation for this purpose. These two 
techniques have been extensively used by physicists and engineers for 
accelerating the convergence of a given power series. The mathematical 
details of these methods are available in [12] and the original work by 
Shanks [ 131, respectively. First we apply the Pad6 approximation. 
The method of Padt approximants consists of replacing the formal 
power series of a function, truncated at some degree (MS N), by means of 
a rational fraction which is usually denoted by [M/N]. The numerator and 
denominator of the rational fraction are polynomials of degree M and IV, 
respectively. This rational fraction, known as the Pad6 approximant, is 
found to approximate the value of the function in a region which may 
include an interval where the formal power series fails to converge. Using 
polynomials of various degrees M and N, Pade approximants of different 
orders can be constructed and a Pad& table can be formed. In particular, it 
is known that the so-called diagonal approximants (i.e., with M= N) 
possess the remarkable property of analytic continuation. It should be 
pointed out, however, that the method is often applied rather blindly with 
little regard to the analytic structure of the soiution. Without further details 
which can be found in [12], we now apply this method to the series (20b). 
Our aim here is to find a Padt approximant (of lowest possible order), 
which will be valid throughout the transient phase of the Michaelis- 
Menten reaction (1) and yield sufficiently accurate results. For this purpose, 
we consider the series (20b) with terms up to r6, namely, 
With the coefficients of this truncated series, we can construct a [3/3] Pad& 
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approximant for the concentration of the intermediate complex. This is 
given by 
M(t) 
YP(l) = c3/31=- 
N(t) 
(22) 
(the subscript P is used to denote a Pade approximant) where the cubic 
polynomials M(t) and N(t) are calculated from [ 123 
and 
41 q2 q3 q4 
M(t)=det 92 43 q4 45 
93 94 45 96 
0 q1t3 q1t2+q*t3 q,t+q,tZ+q3t3 
41 42 43 q4 
N(t)=det q2 43 q4 45 
After some simplification, we may write 
yF-(t) = 
M,+M,t+M2t2+M3f3 
No+N,t+N2t2+N3t31 
with 
M,=O, 
M, =qiNo, 
where 
Mz=q,N1+qzNo, 
MS = 41 N2 + q2N, + q3Nm 
Ni, = q1(q3qs - 4:) - qAqzq5 -cm41 + qJq2q4 - q:), 
NI = -q1(qsqa - 4445) + qAqzq6 -4345) - qdq2q4 - q:), 
N, = q,(qdh-d) - h(q2q6 - W?5) + 94(qzq5 - C?3qd, 
N3 = -q2(q4q6 - 4:) + q3(q3% - Y&5) - 4d4345 - Sit). 
(234 
(23b) 
(24) 
CW 
Wf) 
(25g) 
(25h) 
The concentration profile of the intermediate complex obtained from this 
Padi approximant is drawn in Fig. 1 which shows remarkable 
improvement over the formal power series solution. Note that the Padt- 
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accelerated solution is convergent throughout and beyond the transient 
phase and is highly accurate. Indeed, the Padir approximant and the direct 
numerical solution are almost coincident during the entire transient period. 
A comparison of the accuracy of the Padi: approximant and the Shanks 
transformation following will be given later. 
The Shanks transformations, which can be related to the Padl 
approximants, constitute a family of nonlinear transformations that are 
found to be very effective in accelerating convergence of many slowly 
convergent or even divergent series. The simplest such transformation is 
given by 
where S, is the sum of the first n terms of the series. It can be easily seen 
that an application of (26) to the first three partial sums of the power series 
such as (20) yields the [l/l] Padt approximant. By iterating this simple 
transformation, one can build a triangular array of elements and 
successively obtain improved approximations to the function represented 
by the series. The iterated Shanks transformation may, in general, be 
expressed as 
ek(S,) = ek-I(s,+,)e,-,(S,-,)-e,-,(S,)2 
ek~.,(S,+,)+e,-,(S,-,)-2e,~,(S,) 
(27) 
for k=O, 1,2, 3, . . . . with e,(S,) = S,. Here k represents the number of 
iterations for which the simple Shanks transformation is applied. For the 
truncated series (21), we shall use three iterations. The results of these 
iterations are shown in Table II, for the case with CI = 0.375, fi = 1, and 
TABLE II 
Application of Shanks Transformation to the Series (21) 
n S” 
0 0 
1 2.7 
2 - 4.95450 
3 10.04559 
4 - 13.58361 
5 19.60318 
6 - 25.34472 
e1 
0.7040417 
0.1137082 
0.8701639 
0.2184416 
0.5120882 
ez 
0.4452828 
0.5200668 
0.4208769 
e3 
0.4774293 
Nofe. Results are given for the concentration of the intermediate complex at the end of the 
transient phase (t = 0.27), corresponding to the parameter values: a = 0.375, #f = 1, and E = 0.1. 
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E = 0.1, at t = 0.27. The value t = 0.27 corresponds to the end of the 
transient (pre-steady state) phase, i.e., when the concentration of the inter- 
mediate complex reaches a maximum. 
The partial sums of the series (21) appear in the second column of the 
table. For the chosen set of parameter values, the first entry in this column 
is simply the constant term in the series, which is zero. The second entry is 
the sum of the zero (constant) and the first degree terms, namely, S1 = 
q1 t = t/~ = 2.7. Similarly, the third entry is S2 = q1 t + q2 t2 and so on. The 
column is continued up to the seventh partial sum which is the sum of the 
truncated series (21) at t =0.27. Observe the oscillatory nature of these 
partial sums. 
Starting with the first three elements in the second column, we apply the 
Shanks transformation successively using three consecutive entries in this 
column. This results in the third column of the table. For instance, we have 
e,(S,) = eo(S2) e0(S0) - eo(S,)2 
eo(S2) + eo(So) - 2eo(S,) 
s&-s: 
=sz+so-2s, 
= 0.7040417 
which is the first entry in the third column. Similarly, an application of the 
Shanks transformation to the elements of the third column leads to the 
elements in the fourth column which yield the result 0.4774293 on a sub- 
sequent application of this transformation. Notice how the wild oscillations 
of the partial sums of the power series (given in the second column) are 
smoothed out by the e,-transformation and are refined further by the e2- 
transformation. The final value of 0.4774293 agrees remarkably well with 
the direct numerical solution with an error of about 0.06%, as shown in 
Table III. For comparison, the concentration profile of Y derived from the 
TABLE III 
Comparison of Results (Obtained by the Pade Approximant and Shanks Transformation) 
for the Concentration of the Intermediate 
Direct Iterated Percent error 
numerical [3/3] Pad& Shanks 
solution approximant transformation YN-YP -xl00 Y,X I()() 
f  YN YP YS YN YN 
0.1 0.4215196 0.4216163 0.4215190 0.0849 0.0001 
0.2 0.4736569 0.4762096 0.4736814 -0.5401 -0.0052 
0.27 0.4771628 0.4851340 0.4774293 - 1.6705 - 0.0558 
0.35 0.4751820 0.4935552 0.4762122 - 3.8666 -0.2168 
Note. a = 0.375, fi = 1, and E = 0.1 are used. 
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use of the iterated Shanks transformation is sketched in Fig. 1. Once again, 
the convergence of the formal power series can be seen to have drastically 
improved, concommitant with high accuracy. In fact, as seen from the 
figure, the numerical solution and the Shank transformation are practically 
indistinguishable from the initial instant up to a time well beyond the 
transient phase. A detailed comparison of the results obtained by the Pade 
approximant, Shanks transformation, and the direct numerical solution is 
presented in Table III. 
CONCLUDING REMARKS 
It is apparent from the results obtained above that for a given power 
series such as (21), the iterated Shanks transformation is more accurate 
than the Padt approximant. On the other hand, in the method of Pade 
approximants, the final result, namely, the concentration of the inter- 
mediate complex can be expressed in a more explicit manner in terms of 
the coefficients of the original power series (see, for example, Eq. (24)). 
From a practical standpoint, the transient phase solution obtained by 
either method may be considered sufficiently accurate. 
Apart from describing the time course of the reaction, the approximate 
analytical solutions developed here can be used effectively for the purpose 
of parameter identification [14], e.g., for estimating the various rate con- 
stants of the reaction. The main advantage of the Adomian decomposition 
method, which is our starting point, lies in the ease of computability of the 
successive terms of the power series solution. A detailed parameter study of 
this problem including biochemical implications of the results will be the 
subject of another paper. 
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