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| Introduction
By now, there is hardly any infrastructure service on whose provision society is more reliant than on electricity. With increasing duration power outages not only impair production, but also start to threaten the functioning of civil life as a whole. So far, incidents of large-scale blackouts have been rare in post-war Germany. However, for situations that did occur, damage estimates of several million Euros were published. While these ex post estimates can provide detailed information on the various sorts of damages caused by observed incidents, their particularity prevents a generalization to counterfactual scenarios. Foremost, they do not tell which regions in Germany exhibit the highest potential vulnerability towards electricity outages.
Currently, this question increasingly attracts public attention. The speed of the switch in electricity generation towards renewable energies has triggered a debate on the future security of power transmission grids in Germany. There is a consensus that stability improvements through network expansion and reinforcement of existing grids are inevitable. However, opinions vary widely to what extent and in which areas such measures should be undertaken. At the heart of this debate lies an uncertainty about the societal returns to network expansion. While the cost side of projects can be reasonably assessed, the benefits are not fully quantified yet. A serious cost-benefit analysis would require determining the monetary value of increased transmission security in terms of prevented outage costs. Given the high degree of embranchment of German distribution networks, this should be done at a sufficiently disaggregated regional level.
Recently, the economic literature has developed some interesting approaches for a macroeconomic ex-ante evaluation of power outage costs. By focusing on indirect costs in the form of losses of production and electricity-dependent leisure, they allow an assessment based on national account data. Until now, these methods have been implemented for a range of countries with national and subnational data. For Germany, valuable results have already been presented for federal states. The contribution of this paper will be to extend this analysis to the more disaggregated level of counties. We start with reviewing the existing literature in this area. Then, we establish the basic methodology for cost estimation. We continue with a presentation of our results, focusing on regional differences in the value of one kilowatt hour of electricity for both households and firms. By drawing upon time profiles of electricity usage, we use these numbers to derive estimates for the costs of a one hour blackout for specific hours of the day, specific days of the week and specific months of the year. Our paper closes with discussions of the relevance of our results for the debate on supply security and of future avenues of research.
| Literature Overview
The diversity of potential effects turns an ex ante evaluation of power outages into a huge challenge for researchers. Detailed technical information is required to assess the magnitude of property damage. Apart from this physical damage, a rigorous analysis demands to address the economic dimension as well. Losses due to the interruption of production have to be accounted for. Besides, consumers face a decline in well-being which can also be viewed as part of the outage costs. In the literature, a general distinction is made between direct and indirect costs. Direct costs are losses in asset value, e.g. due to computer crashes or damages to other sensitive equipment. Indirect costs comprise all consequences of the absence of electricity as a factor of production and consumption good. In addition to a decline of output and consumer welfare, these can also include contagion effects through supply chain dependencies and changes in behavior (Wenzel & Wolf, 2013) . Given that the nature of direct costs is highly specific to the type of outage, economists have largely focused on indirect costs as a way to gauge an economy's vulnerability.
Over the years, a range of evaluation methods have been proposed and applied. Based on the kind of data used, they can be broadly classified into three types of categories: survey-based approaches, market-based approaches and production function approaches. The first two intend to determine the willingness to pay of electricity users to avoid the occurrence of blackouts. Survey-based attempts seek to ascertain this willingness in a direct manner by means of questionnaires. This has been done by letting respondents choose between monetized options in a hypothetical scenario or by asking affected people in the aftermath of real events. For instance, hypothetical scenarios are used by Beenstock et al. (1998) and Carlsson & Martinsson (2008) , while Serra & Fiero (1997) draw upon surveys undertaken after outages in Chile. Market-based approaches instead judge the value of supply security based on actual market behavior. Brown & Johnson (1969) were the first to suggest an estimate of consumer surplus on the electricity market as a proxy for outage costs. This requires estimating demand functions by observing demand sensitivities in response to changes in electricity prices. An alternative method in this direction is to observe expenditures for precautionary measures. Beenstock (1991) suggests evaluating outage costs based on investment in back-up generators. Bental & Ravid (1982) use the costs of firms for maintaining on-side reserve capacity as a similar proxy.
In contrast, production function approaches do not directly deduce outage costs from revealed preferences, but from linkages between macroeconomic figures. To determine costs at firm level, electricity is viewed as an input in local production. By postulating a certain functional relationship, production losses in response to power shortages are estimated as the capacity decline following a reduced availability of this input. Similarly, to account for outage costs of households, electricity is seen as an input in the generation of utility during leisure-time. Both ideas were originally proposed by Munashinge & Gellerson (1979) . To cope with existing data limitations, very simple functional forms for these input-output relationships are commonly adopted in the literature. The assumption of a simple proportional relationship prevails, as it merely requires calculating the ratio between period output (or period utility from leisure) and electricity consumption at an annual level. Based on this framework, de Nooij et al. (2007) To the best of our knowledge, Nick et al. (2013) is so far the only contribution that applies the dominating production function approach to an estimation of outage costs for German regions. Their framework makes optimal use of currently available official data at federal state level. Given our goal of achieving regionally disaggregated results, their work thus appears to be a natural starting point for our analysis. Precisely, we conduct our analysis at the level of counties, the next less aggregated level in Germany. In places where greater restrictions to data availability at county level prevent a direct application, we supplement the existing methodology by additional assumptions and auxiliary estimations.
| Evaluation methods

| Cost estimates at firm level
The choice of an appropriate evaluation method strongly hinges upon the duration of power cuts. For interruptions lasting no longer than a few hours, the presence of contagion effects can normally be excluded. In this case, firms without backup generators usually also lack the time to take effective measures of resilience. Indirect costs at firm level thus remain largely restricted to output losses. For blackouts of longer duration, additional contagion effects resulting from disruptions of local supply chains have to be taken into account. In addition, cost reductions through adaptive responses like a temporary switch to less electricity-dependent activities can become significant. The uncertainty involved in attempts of damage estimation is thus increasing with the time span of power cuts. In extreme cases of outages comprising several days (e.g. in the aftermath of natural disasters), lack of experience regarding the behavioral patterns of people precludes any sensible ex ante estimation.
We therefore limit our analysis to blackouts of a standardized length of one hour, as is common practice in the literature (see e.g. Bliem (2007), Reichl et al. (2013) ). As a further limitation, we merely consider indirect costs in the form output losses. As discussed by de Nooij et al. (2009) , such an approach can both be argued to over-and to underestimate the real magnitude of outage costs. An overestimation results from neglecting the existence of backup generators and catch-up effects: firms might be in the position to catch up on delayed production through overtime hours and increased stock-keeping. For the purpose of cross-regional comparisons, we consider this only a minor problem. In general, there is no reason to expect differences in the degree of preparation by firms across regions. Perhaps more serious is a potential underestimation resulting from the specific vulnerabilities of certain production processes. Most prominently, processes in the chemical and the paper industry are highly sensitive to outages lasting no longer than a fraction of a second. Even these incidents can cause complex production chains to collapse, implying that several hours can pass until processes are restarted. For our analysis, this means that the actual production losses resulting from a one hour power outage can be significantly larger than potential value added generated within that single hour. Since sensible sectors are unequally distributed across regions, this is likely to bias regional comparisons. However, on an aggregate level, there is no method yet to produce reliable ex-ante estimates of the size of these longer-term losses. We therefore merely quantify the amount of output that could have been generated during the period of power outage.
In determining this potential hourly output, we are unable to draw upon real production schedules. Hence, we require some key to distribute the annual production figures available from national accounts between the hours of a year. The literature proposes to use time profiles of electricity consumption for this task (Bliem, 2007) . In doing so, time profiles for production are generated by postulating a proportional relationship between output and electricity use. Precisely, a Leontieff production technology is assumed with a zero substitutability of electricity with other factors of production. The first step is then to describe this relationship by computing the ratio between annual output and annual electricity consumption, termed as the Value of Lost Load (VoLL):
where GVA denotes annual Gross Value Added (in Euros) of sector s in county c and EC describes annual electricity consumption (in kilowatt hours (kWh)). In general, this
VoLL tells us how much output can be traced back to the use of one kWh of electricity. In this way, it determines which sectors or regions would be most severely affected by rationing of power, e.g. in cases of network congestion. This can be used to determine production losses resulting from a blackout. To estimate the losses, information on the regular production intensity during the hour (h) of the blackout is required. Given the proportionality assumption, knowledge of total electricity consumption by firms during that time can be used to deduce total outage costs (O):
Note that this methodology presupposes that no production can take place in the course of a power outage. While this might be viewed as a reasonable approximation for many energy-intensive sectors, for others like construction and labor-intensive services it might not. On the other hand, maintaining some level of productivity during outages requires a considerable amount of reorganization (workers have to be assigned to different tasks etc.), which is costly as well. In this light, we do not expect this simplification to yield a significant bias.
| Cost estimates at the level of households
For households, the damages caused by power failures are significantly harder to quantify. An intuitive microeconomic approach would be to ask consumers about their willingness to pay for one hour of electricity access. However, people generally find it difficult to assign specific monetary value to basic goods like electricity, as their availability is often taken for granted. Moreover, answers have to be differentiated carefully according to the time of day at which an incident is imagined to happen: consumers have to worry much less about outages occurring during the night or while being at work than about outages during the evening hours. This makes it even more difficult to obtain meaningful estimates based on questionnaires.
An alternative is to watch out for observable proxies for the utility received through electricity consumption. A reasonable proxy suggested by the literature is the pleasure the households gain from electricity-dependent leisure activities. To quantify its extent, information on the average number of hours devoted to leisure as well as on the monetary worth of a single hour of leisure is needed. The former can be deduced from the average amount of working hours ( ) and the total amount of available hours ( ). A further restriction is that not all leisure activities require the use of electricity. Bliem (2005) proposes to deal with this issue by assuming that exactly 50 percent of all activities are electricity-dependent, total leisure time is thus simply halved in the calculation. To achieve comparability, we follow this assumption.
[3]
[4]
[5]
To determine the value of one hour of leisure, standard microeconomic theory is used. Labour supply is interpreted as the result of a utility maximizing decision in the light of a trade-off between consumption and leisure. The optimality condition is that at the margin the benefits of one hour of leisure equal its opportunity costs in terms of foregone labour income. Average net wages per hour ( ) thus serve as a proxy for the value of one hour (electricity-dependent) leisure time for all employed persons. 1 For unemployed persons, this approximation would seem inappropriate. Part of the reason for their unemployment could be a low potential remuneration and thus lower opportunity costs of leisure. Besides, the presence of involuntary unemployment can lead to an overestimation of the value of leisure, as leisure consumption is higher than optimal. To account for this, we follow de Nooij et al. (2007, 2009 ) in assuming that the monetary value of each hour of leisure for an unemployed person is 50 per cent of an employed person. The total value of leisure ( ) for an employed ( ) and an unemployed ( ) person in county , respectively, is calculated in the following way:
Given information on total population size ()*)& and number of employed persons ()*) ! &, the total leisure of value for all citizens of county is thus calculated as:
In analogy to the firm case, we can determine the ratio of this value to total electricity consumption of households at county level and interpret this as a Value of Lost Load for households (ℎ) in county :
This measure represents the value of leisure attributable to the consumption of one kWh of electricity. To determine outage costs, information on the time profiles of electricity use has to be added, similar to the firm level. In order to attain the losses resulting from a blackout during time span ., the VoLL is multiplied by electricity consumption of households during that period:
| Data sources and estimation
In Germany, sub-national data on electricity consumption is rather scarce, particularly at county level. At the level of federal states, annual energy balances provide information on electricity usage of different sub-sectors within manufacturing as well as on electricity consumption of households. At county level, energy balances are not regularly published. For this reason, we face a lack of precise information on the sectoral distribution of electricity usage within a county.
However, at least annual electricity usage in manufacturing and mining as a whole is published regularly at county level (Federal Statistical Office, 2013). Based on this data, an analysis of regional heterogeneity in outage costs seems worthwhile to us primarily for two reasons: the high average intensity of electricity usage within these two sectors (see figure 1) as well as the large variance of this intensity among their subsectors. Hence, a considerable share of variation in outage costs can be expected to be explained by regional differences in industry composition and overall importance of mining and manufacturing. To utilize this data for our analysis, we have to treat manufacturing and mining as one sector. Calculating its sectoral VoLLs then requires information on sectoral Gross Value Added (GVA). For reasons of data privacy, production data at county level is merely published for six aggregate sectors by official statistics in Germany. In this scheme manufacturing, mining and energy are aggregated to one sector. Consequently, we have to separate out value added of the energy sector for each single county. We do this by making use of employment data provided by the German Federal Employment Agency (2013). Since the required employment figures were not available for each county 2 , we supplement this information by data on the number of establishments offered by the Federal Statistical Office (2013). We adopt the two-stage strategy of de Nooij et al. (2009): for counties with relevant employment numbers at hand, their local share in energy sector production at federal state level is approximated by their local share in energy sector employment. In a second stage, the remaining share of energy sector production is divided among the remaining counties according to their local shares in the number of energy sector establishments at federal state level. Subtracting the resulting figures for energy sector production from the published production data provides us with estimates on GVA in mining and manufacturing for each county.
Based on this, we are in the position to calculate county-specific VoLLs for the year 2010 for the mining and manufacturing sector. This enables us to account for regional differences in energy intensity, which are partly due to specialization in certain subsectors. For all remaining sectors, the lack of data on electricity consumption implies that county-specific values cannot be created. To arrive at an aggregate cost measure for the regional economy, we therefore resort to the strategy applied by Bliem (2005) and Nick et al. (2013) at federal state level and adopt national VoLLs for the regional analysis. Remaining activities are split into three sectors: agriculture, construction and services. 3 For these aggregations, annual electricity consumption at national level is published in the national energy balances. We use this information together with national data on GVA to calculate national VoLLs for 2010, resulting in values of 1.98 €/kWh for agriculture, 118.15 €/kWh for construction and 10.16 €/kWh for services. As should be expected, ranges of these measures are all in line with the results of Nick et al. (2013) for 2007. Regional economies with a focus on service-related activities are thus likely to exhibit higher VoLLs for production in total, as an immediate implication of their lower energy intensities.
Transferring national VoLLs for the non-manufacturing sectors to the regional level causes only minor biases, as pointed out by Nick et al. (2013): differences in energy intensities between subsectors are considerably lower than within manufacturing and their overall shares in electricity consumption tend to be smaller as well. Dividing sectoral production at county level by national VoLLs provides us with estimates on sectoral electricity consumption at county level (see formula [1] ). For each county, these estimates then enter the calculation of a weighted mean of the sectoral VoLLs as sectoral weights. In this way, we obtain county-specific measures of the average monetary loss resulting from the withdrawal of one kWh of electricity from production.
Concerning the household side, we face similar obstacles regarding the determination of regional electricity consumption. Values for household consumption are only published by regional energy balances at federal state level and even there the data is incomplete. For 2010, data for the states Bavaria, Bremen, Hessen, Mecklenburg-Vorpommern and Saarland are missing. As a first step, we therefore compute the difference between national household consumption and the sum of values reported at federal state level. This residual is distributed proportionally to the regional number of households between the five states for which values are missing. Information on numbers of households for 2010 is taken from the Federal Statistical Office. Having completed household consumption data at federal state level, we distribute in a second step these consumption levels among the counties within a state proportionally to a county's population size.
To determine the household VoLLs, estimates of the individual benefits from leisure have to be added. The amount of available hours is taken from a study by the Federal Statistical Office (2002) on time use of German citizens. It estimates the time needed for essential activities like sleeping and eating to comprise 13 hours a day, leaving consumers an amount of = 13 • 365 = 4745 hours per year to allocate between work and leisure. Applying formula [3] requires additional information on numbers of employed persons as well as on average values for hourly net wages and working hours. In drawing these figures from official statistics, we have to be aware that information is required according to place of residence, not place of work: the focus is on persons actually living in a region, since they enjoy their leisure time there. Data on the number of employed persons is readily available from the regional database of the Federal Statistical Office. The number of unemployed persons is thus also easily gained by figures on population size.
Still missing are numbers for average wages and working hours according to place of residence. This data would require perfect information on bilateral commuter flows between all counties in Germany. With respect to wages, we consider this only a minor problem, since commuters do not tend to travel long distances and wage differences between neighboring counties are generally low. Therefore, we choose the average hourly net wage paid within a county in 2010 as a measure of the opportunity costs of one hour leisure time for all employed residents of that county. Following Nick et al. (2013) , this value is approximated as one half of the average hourly gross wages reported in the regional database. With respect to working hours, differences (relative to population size) between neighboring counties are more pronounced, as a direct consequence of commuter flows. For this reason, we approximate the number of working hours of residents in 2010 by computing the ratio of total working hours over number of employed persons working in a county and multiply this ratio by the number of employed persons living in that county (with data again taken from the regional database). The underlying assumption is thus that commuting residents exhibit approximately the same average number of working hours per worker as local workers. Finally, these estimates allow us to compute the Value of Lost Loads at household level according to formulae [3] and [4].
To determine the absolute costs resulting from blackouts at particular moments in time, information on time patterns of electricity use has to be added. So-called load profiles can inform about the characteristic distribution of annual electricity consumption across months, days and even single hours. In Germany, standard load profiles for different groups of users as defined by the German Association of Energy and Water industries (BDEW) are used as tools in load forecasting. Among the German network operators, E.ON publishes synthetic normalized load profiles derived from its customer data on an annual basis. Unfortunately, no regional differentiation is provided. We therefore stick to national data for all types of profiles. Regional variation in the time paths of total outage costs is thus purely driven by differences in annual sectoral consumption between regions. To achieve consistency with our data on production and value of leisure time, we choose profiles for the year 2010 for our analysis.
The task remains to assign sectors to profiles of certain user groups. For households and agricultural production, specific profiles are available. Concerning manufacturing, construction and services, we have to resort to non-sector-specific profiles for production. These profiles are, in turn, differentiated with respect to the temporal focus of production during the day. In addition to a standard commercial profile, profiles for businesses operating exclusively during day time and profiles for continuously producing businesses are published. Following Nick et al. (2013), we distinguish for our analysis between continuously and non-continuously producing industries, where the former ones include the following sectors: basic metals and fabricated metal products, chemical and petrochemical products, machinery and equipment, pulp, paper and print, transport equipment. The non-continuously producing industries are assigned the standard commercial profile. Since electricity use at county level is merely reported for total manufacturing, applying this concept requires us to estimate how annual regional electricity use is split between continuous and non-continuous production. To this end, we use an auxiliary regression: based on data at federal state level for the time span 2006-2010, we estimate the share of continuously producing sectors in electricity use as a function of total electricity use in manufacturing and mining per capita (details on estimation and test statistics are reported in Appendix A1). Fitting the model at county level provides us with estimated shares of continuously producing enterprises in electricity use (4 & for each county. Based on this information, manipulating formula [2] allows us to calculate the total costs of manufacturing firms (* ,5 6 & resulting from a power cut during hour ℎ in county in the following manner: * ,5 6 = 7 8 6 • (4 • 5 9: + (1 − 4 & • 5 : 9: &, where 5 9: and 5 : 9: denote load factors (i.e. shares of current in annual electricity consumption for continuously and non-continuously producing enterprises, respectively).
| Results for German counties
| The Value of Lost Loads for firms
As outlined above, calculating the average contribution of one unit of electricity to total production value represents an intuitive approach of evaluating output losses stemming from restrictions to power access. Comparisons of this measure at the regional or sectoral level yield information on which sectors/regions are most severely affected by a potential rationing of the power supply. Consequently, regional heterogeneity concerning this measure points at potential efficiency gains of implementing a non-randomized rationing strategy in times of supply shortage. This would imply cutting-off the least affected regions first. Leaving the largely unobservable indirect costs aside, these regions will be the ones with the highest intensities of electricity usage in production.
Comparing German counties, relatively low VoLLs in manufacturing are therefore to be expected for counties whose industrial structure is dominated by firms from segments like metal processing and chemistry. Figure 2 illustrates the spatial distribution of our estimates throughout Germany. It reveals a remarkable range from less than one to more than eight euros per kWh. Moreover, there is a clear North-South Divide to be noted. An even more evident discrepancy can be observed between South and East. VoLLs larger than 6 €/kWh are much less frequent in North and East than in South Germany. Nevertheless, the presence of local industry clusters entails that, in both North and South, a range of places exist whose vulnerability is distinct from those of their neighboring counties. As a consequence, spatial heterogeneity of VoLLs can also be observed at a small-scale level in Germany, which serves to justify our disaggregated approach. To understand the emergence of regional outliers, we need to identify the patterns of sectoral specialization. Table 1 lists the Top 5 of German counties with the highest and the lowest VoLLs in manufacturing. As it turns out, manufacturing in all of the reported counties with high VoLLs, except for Erlangen, is dominated by small to medium-size companies. In addition, total manufacturing only makes up a small share of local production. An explanation for this is the natural correspondence between size of a region and its ability to differentiate, as low levels of production are often coupled with a high degree of product specialization. In the Top 5 this is the case with products of comparatively low energy content such as wood products (Rosenheim), food and beverages (Starnberg, Neustadt) and medical engineering (Erlangen).
In contrast, local production in the counties with the lowest VoLLs for manufacturing and mining is characterized by a strong focus on mining and/or on highly energy-intensive industries. For instance, the economy of the Rhein-Erft-Kreis is shaped by the local lignite deposits, the economy of Duisburg by black coal. Altötting and the Saalekreis accommodate clusters of the chemical industry in Germany, while steel and aluminium production plays an important role in Duisburg and the Rhein-Kreis Neuss. Hence, the pattern of manufacturing VoLLs seems to be driven by a VoLL Manufacturing and Mining (€/kWh) 2010
Counties Germany
Missing values < 1,00 1,00 -2,00 2,00 -3,00 3,00 -4,00 4,00 -5,00 5,00 -6,00 6,00 -8,00 > 8,00
complex interplay of industrial history and the spatial distribution of resources in Germany. By using these estimates together with nation-wide VoLLs for agriculture, construction and services, we can determine and assess the spatial distribution of the VoLLs for total production. The local sectoral structure is here of relevance because energy intensities of services and construction are considerably lower than average intensities in manufacturing. Economies dominated by service activities thus feature larger losses per unit of electricity. Hence, given that the counties exhibiting the highest values for manufacturing tend to have low overall densities of industry, we can also expect most of them to have high VoLLs for total production. This is confirmed in table 2, where the additional counties Fürstenfeldbruck and Cottbus likewise feature low shares of manufacturing. At the bottom end, the set of counties is joined by Ludwigshafen and Salzgitter. Both economies are dominated by energy-intensive manufacturing, especially by the subsectors chemistry (Ludwigshafen) and steel (Salzgitter).
In all, while VoLLs are still quite dispersed, their range is lower than for manufacturing alone. This is mainly an effect of the consideration of the service sector. Its output-to-electricity ratio is way higher than in energy-intensive manufacturing, but is at the same time lower than in the least energy-intensive industries. Extreme values are thus smoothed by the influence of services. Figure 3 shows that the overall result is a slightly less significant divide between North and South in Germany, a general gap is nevertheless still visible. Counties Germany
Missing values < 2,00 2,00 -4,00 4,00 -5,00 5,00 -6,00 6,00 -7,00 7,00 -8,00 8,00 -10,00 > 10,00
Counties with highest VoLLs in total production 
| The Value of Lost Loads for households
Compared to results at the firm level, a comparative discussion of household VoLLs has to cope with explanatory factors of higher complexity. In general, calculated values are the outcome of the interplay of a multitude of factors: the local wage level, average working hours, the local rates of unemployment and labour market participation as well as the level of electricity consumption per capita (as influenced again by factors like household structure and population density).
A comparison of counties at the top of the list indeed suggests different explanations for different counties. For Wolfsburg, Ludwigshafen and Ingolstadt, large household losses per kWh are primarily caused by the high level of regional wages. The opportunity costs of devoting time to leisure activities are thus estimated to be very high as well, implying households to receive a likewise high marginal utility from an hour of (electricity-dependent) leisure. In case of Salzgitter, instead, a VoLL larger than 10 €/kWh is the combined result of a comparatively low number of working hours per employee and a low level of electricity consumption per capita in Lower-Saxony. For Leverkusen, the outcome is driven by a mixture of all relevant factors. The distribution depicted in figure 4 reveals that the area of low VoLLs also comprises counties from the state of Schleswig-Holstein, again largely due to high levels of electricity use. Households living in the outmost northern part of Germany are hence predicted to reap the lowest benefits from each kWh of electricity consumption. In contrast, existing zones of high VoLLs are more dispersed. We can find them both in a more concentrated form in the West and as single spots in North and South. Concerning their economic structure, they can mostly be characterized as regional agglomerations of industry activity. In general, the North-South divide noted for the assessment of firm VoLLs can partially be diagnosed here as well. However, this does not ensure that absolute costs of a one hour power outage are systematically higher in South than in North. For this, absolute electricity use and its distribution across time and sectors are relevant as well. This will be assessed in the following section. Counties Germany < 8,00 8,00 -8,50 8,50 -9,00 9,00 -9,50 9,50 -10,00 10,00 -10,50 10,50 -11,00 > 11,00
| Temporal distribution of outage costs
While VoLLs reveal the lost value per unit of electricity, it is also worthwhile to investigate the absolute costs that may emerge as a result of power outages. Such outage costs reflect the losses that would result from a complete one hour blackout in a county. The costs include production losses of firms as well as reduced leisure for individuals. Hence, counties with high GDP and large population would be expected to top an outage cost ranking. As outlined above, outage costs are calculated by means of sector-specific annual load profiles, which makes it possible to estimate outage costs for any given hour of the year. Figure 5 illustrates the characteristics of the different sectoral load profiles for the German capital Berlin. They show the changing costs of a one hour blackout at different times of the day. Costs in manufacturing are less volatile than in services. In both sectors, major peaks can be observed between 11h-12h and smaller ones between 17h-18h. The profile of the households is similar to the one for manufacturing. Nevertheless, the trough in the household profile in the afternoon is more significant and the difference between morning and evening hours is stronger. The reason is the more pronounced energy need of households in the evening hours.
These time profiles differ only in scale among counties, as we have to draw on national profiles for the single sectors. Nevertheless, regional differences in the time profiles of total costs emerge through differences in the sectoral structure. In order to illustrate the implications of this, we compare in the following Koblenz (City) and Regensburg as two characteristic examples: Koblenz has significantly higher GDP, while Regensburg has a higher number of households. First, figure 6 shows the differences in power outage costs during the day. Koblenz has higher outage costs for most of the day (0h-18h), while Regensburg has higher outage costs in the evenings (18h-24h). The simple reason for this pattern is that a dominance of production in electricity consumption during the main working hours is replaced by a dominance of consumption by households in the evening hours.
Figure 6: Regional differences in the distribution of power outage costs during the day A similar pattern can be observed when considering the average hourly outage costs across the seven days of the week, as shown in figure 7 . From Mondays to Fridays, Koblenz would experience significantly higher losses from power outages, due to its stronger economic production. On Saturdays, when economic activity is reduced, the gap between the two counties narrows. On Sundays, Regensburg has the higher outage costs as a result of its larger population and the fact that more time is spent at home. Figure 7: Regional differences in the distribution of outage costs during the week Finally, figure 8 describes the average costs of a one hour power outage for different months of the year. While Koblenz has higher outage costs across the year, it is noticeable that the gap to Regensburg grows larger in the summer months. This is mainly due to a reduction of energy consumption by households. Manufacturing, on the other hand, is less sensitive to seasonal effects. In table 4, the five counties with the highest average hourly outage costs are listed. Not surprisingly, the list consists of the five most populous cities in Germany. Frankfurt's strong economy allows it to outdo the more populous city of Cologne. This highlights the fact that power outages tend to be more costly in urban than in rural areas. For outage costs in per capita terms, this effect becomes less pronounced. In fact, the ranking is topped by the county of Munich (excluding the city), while the remainder of the Top 5 is filled with small (Coburg, Schweinfurt) and large (Düsseldorf, Frankfurt) cities. Here, a high GDP per capita is apparently a crucial driving force for high general losses. 
| Implications for supply security
In the light of past experiences in Germany, the scenario of a county-wide blackout underlying our analysis may seem unlikely. However, recent studies point to considerable dangers for network security resulting from the shift in German power supply towards renewable energies (Dena, 2010). In this regard, a major drawback of electricity generation through wind and solar energy is its dependence on current weather conditions. An ongoing expansion of these energy sources will thus cause overall power supply to become more volatile and less predictable. In general, this renders the task of balancing feed-in and consumption volumes at each point in time more difficult for network operators. This is aggravated by a spatial shift of generation capacities. Due to climate conditions, the installation of wind turbines tends to be more profitable in the northern part of Germany, especially when considering the potentials of offshore wind parks. Already today, the result is a gap in the supply potential of electricity between North and South. At the same time, high-demand areas are still concentrated in West and South. The structure of regional electricity supply and demand is summarized in figure 9 , where the ratio of installed capacity to consumption is shown. This can be considered a measure of electricity autarky at county level. 4 A North-South divide is apparent, where the north appears more saturated in terms of electricity. In the South, only a few counties have high levels of electricity saturation, which are the locations of larger conventional power plants. Considering the fact that several of the nuclear power plants, primarily located in the South, have been terminated in 2011 and the remaining are set to be shut down in 2022, the level of electricity autarky in southern Germany will further be on the decline. The consequential need for long-distance power transmission will put further pressure on transmission capacities. Additional issues in Ratio of installed capacity (2013) to electricity consumption (2010)
Counties Germany
Missing values 0,00 ≤ 1,00 ≤ 2,00 ≤ 4,00 ≤ 6,00 ≤ 10,00 ≤ 20,00 ≤ 50,00 > 50,00 this context are the restricted capability of renewables to provide the necessary reactive power and the sluggish build-up of power storages in Germany.
Simulations undertaken by comprehensive studies such as Dena I (Dena, 2005) and II (Dena, 2010) have demonstrated that these weak spots can cause regional imbalances to spread through cascade effects, resulting into significant voltage drops for a wider network region. The scenario of a large-scale blackout can thus turn into a realistic threat in case of insufficient stabilization measures. It is undisputed that an integral part of such stabilization will have to consist of capacity increases through network expansion. Nevertheless, existing projects experience significant delays due to suits filed by affected citizens. This is especially worrying at the level of distribution networks, since most renewable energy plants are connected to these low-and medium-voltage grids.
Raising public acceptance of expansion projects is thus essential for a successful switch to renewables. In order to build up trust, the greater benefits of a project should be stressed by means of a thorough cost-benefit analysis. Unfortunately, existing studies almost exclusively focus on quantifying the cost side. Benefits are not presented in the form of intuitive economic figures, but merely as the fulfillment of technical constraints required for network stability. The exception is a study by the RWTH Aachen (2012), which however only considers benefits in terms of a reduction in the costs of electricity generation. Benefits in the form of a prevention of outage costs are so far not accounted for. In this respect, our results point at the usefulness of integrating such a concept into the analysis. Given the magnitude of regional discrepancies in outage costs, this is likely to exert some influence in a comparative evaluation of expansion projects. Projects in some regions might be assessed as more beneficial on the grounds of higher potential losses. A prerequisite for this is detailed knowledge on the likelihood of certain incidents. In this regard, the German Federal Network Agency could be of help: it collects data on the lengths of actual blackouts in Germany as part of its monitoring scheme. These data are published in the summarized form of an interruption index for the single network areas (the System Average Interruption Duration Index (SAIDI)). Combining this information with our outage cost estimates could create a realistic picture of regional exposure towards power outages for Germany.
| Conclusion
The aim of this study was to quantify the costs of power outages at a regional level of Germany. In this, we were the first to derive estimates for single counties. As our main result, we could identify a considerable degree of cost heterogeneity both with respect to time and location of blackouts. A general North-South divide observed before by estimations for federal states is also visible at county level: vulnerability tends to be higher in the southern than in the northern part of the country. However, intraregional heterogeneity in both North and South is significant as well, confirming the importance of a highly disaggregated analysis. For the current debate on network expansion in Germany, this points to a need for a careful examination of the benefits from expansion projects, especially with regard to the level of avoidable outage costs.
The significant dispersion in outage costs across counties also suggests that there is an economic case to be made for rational rationing, i.e. a non-randomized allocation of scarce electricity in times of high loads. Under the current legal framework, this may be considered an unlikely scenario, but it is worth noting that the economic gains from an efficient rationing could be quite substantive. Clearly, counties with higher VoLLs would be able to yield a higher societal return from a given unit of electricity, both in terms of output and consumption-related leisure. De Nooij et al. (2009) perform such a calculation for the Netherlands and find substantive gains through efficient rationing. Given that energy security represents one of the key factors for the growth opportunities of countries, this might be an interesting field for further research. As explanatory factors, we had to choose variables which were also available at county level. As natural candidates, we chose the total VoLL for manufacturing and mining ( N 6 & as well as total electricity usage in manufacturing and mining per capita (<O 6 &. Table A1 lists coefficient estimates and test statistics of three possible model variants. t-values in parentheses; ***: significant at 1%-level; **: significant at 5%-level ; Source: own calculations Given that both information criteria AIC and BIC exhibit the lowest values for model version (3), we implemented this variant in determining the share of continuously producing enterprises for each county. 
