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論文概要
航空写真において地上の物体を正確に認識することは非常に重要な課題であり，高精度の
認識により多くの応用が期待できる．そのため数多くの航空写真における地物の認識を行う
研究がなされている．しかしながら，地上には大きさの異なる物体が数多く存在しており，
また色やテクスチャも多様であるため精度良く認識することは難しい，本稿では航空写真に
おける複数の地物を同時に画像のピクセル単位でセグメンテーションする問題に取り組む．
提案手法は全層畳み込みニューラルネットワークにもとづいており，その中間部で再帰的に
畳み込みを行う構造により画像における細かい特徴を学習し，高精度の多クラスのセグメン
テーションを実現した．またデータ拡張やモデル構造について詳細な検証実験を行い，提案
モデルの有効性を確かめた．さらに，性質の異なる複数のデータセットにおいて既存手法と
比べ最も精度が高いことを確認し，航空写真に対し汎用的に適応可能であることを示した．
i
謝辞
本研究を進めるに当たり，指導教員の石川博教授から丁寧なご指導を頂きました．エド
ガー・シモセラ専任講師，筑波大学の飯塚里志助教からは研究方針，プログラムの実装，論
文作成などで多くのご指導を頂きました. 望月義彦研究院准教授, 国立情報学研究所の杉本
晃宏教授からは研究方針についてご指導を頂きました. 石川研究室の学生の皆様にも日頃か
ら大変お世話になりました．ここに感謝の意を表します.
2019年 2月 1日
髙橋　宏輝
ii
目次
論文概要 i
謝辞 ii
目次 iii
図目次 v
表目次 vi
第 1章はじめに 1
1.1 研究背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 研究目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
第 2章関連研究 4
2.1 Convolutional Neural Network による画像認識 . . . . . . . . . . . . . . . . 4
2.2 画像のセマンティックセグメンテーション . . . . . . . . . . . . . . . . . . . . 5
第 3章提案手法 8
3.1 提案モデル . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 学習の手順 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
第 4章実験結果 18
4.1 データセット . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 評価指標 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.3 データ拡張 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.4 エンコーダ構造の検証 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.5 中間ネットワークの検証 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
iii
4.6 誤差関数の検証 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.7 既存手法との比較 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
第 5章結論 31
参考文献 32
付録A実装の詳細 37
A.1 各実験におけるハイパーパラメーターの設定 . . . . . . . . . . . . . . . . . . . 37
A.2 実験に使用した PC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
A.3 実装に際して用いたフレームワーク . . . . . . . . . . . . . . . . . . . . . . . 38
付録BNeural Network の理論 39
B.1 Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
B.2 Recurrent Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
B.3 Convolutinal Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . 48
iv
図目次
1.1 航空写真の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 研究における入出力 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
3.1 提案モデルの概要図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 中間ネットワークの構造 . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 データ拡張における処理の流れ . . . . . . . . . . . . . . . . . . . . . . . 14
4.1 各データセットのサンプル画像 . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 比較対象としたモデルの概要図 . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Vaihingen dataset の検証用セットにおける学習における誤差関数の比較
結果． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 Vaihingen dataset の検証用セットにおける既存手法との比較結果． . . . 27
4.5 Massachusetts dataset のテスト用セットにおける既存手法との比較結果 . 28
4.6 Inria dataset のテスト用セットにおける既存手法との比較結果 . . . . . . 29
B.1 ユニット 1つの構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
B.2 2層の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
B.3 多層の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
B.4 RNNの概要図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
B.5 RNN の時間方向への展開 . . . . . . . . . . . . . . . . . . . . . . . . . . 48
B.6 Convolutional Neural Network の全体図 . . . . . . . . . . . . . . . . . . 50
B.7 畳み込み処理の概要図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
B.8 畳み込み処理とプーリング処理 . . . . . . . . . . . . . . . . . . . . . . . 51
B.9 FCNの全体図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
B.10 ダウンサンプリングとアップサンプリング . . . . . . . . . . . . . . . . . 52
B.11 ResNet における残差ブロック . . . . . . . . . . . . . . . . . . . . . . . . 53
v
表目次
3.1 エンコーダの構造 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 中間ネットワークの構造 . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 デコーダの構造 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.1 実験に用いるデータセット． . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2 比較を行ったデータ拡張の概要 . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Vaihingen dataset におけるデータ拡張の違いによるセグメンテーション
結果． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.4 エンコーダの違いによる比較を行ったモデルの概要． . . . . . . . . . . . 22
4.5 Vaihingen dataset におけるエンコーダ構造の違いによるセグメンテー
ション結果． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.6 モデルの中間部の構造比較を行ったモデルの概要． . . . . . . . . . . . . . 23
4.7 Vaihingen dataset におけるモデルの中間部の違いによるセグメンテー
ション結果． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.8 誤差関数の比較を行った手法の概要． . . . . . . . . . . . . . . . . . . . . 25
4.9 Vaihingen datasetにおける誤差関数の違いによるセグメンテーション結果． 25
4.10 Vaihingen dataset の validation set を用いた既存手法の比較 . . . . . . . 27
4.11 Vaihingen dataset の test set を用いた既存手法の比較 . . . . . . . . . . 27
4.12 Massachusetts Buildings and Roads Dataset の test set を用いた既存手
法との比較 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.13 Inria dataset の validation set を用いた既存手法との比較 . . . . . . . . . 30
4.14 Inria dataset の test set を用いた既存手法との比較 . . . . . . . . . . . . 30
A.1 Vaihingen dataset の学習におけるハイパーパラメーター . . . . . . . . . 37
A.2 Massachusetts Buildings and Roads Dataset の学習におけるハイパーパ
ラメーター . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
A.3 Inria dataset の学習におけるハイパーパラメーター . . . . . . . . . . . . 38
vi
A.4 実験に使用した PC の詳細なスペック． . . . . . . . . . . . . . . . . . . 38
vii
第 1章
はじめに
1.1 研究背景
衛星写真や航空写真の解析において，地上の物体（地物）を認識することは重要な目的の
一つである．写る物体を精度よく認識することができれば，地上の様子を詳しく知ることが
でき，都市計画，土地利用調査，地図作成，環境保全などへの応用が期待できる．Landsat[2]
に代表される人工衛星や専用の航空機により，このような衛星写真や航空写真の膨大な量の
データが日々蓄積されている．しかし，大量のデータを人の目で解析するのは時間やコスト
の面から困難である．そのため，航空写真から有用な情報を得るためには自動的な解析手法
が必要である．本稿では特に航空写真をピクセル単位で意味領域分割する課題に焦点を当て
る．意味領域分割は画像のピクセルごとに，そのピクセルが属するクラスを割り当てる問題
である．
ここ数年，Convolutional Neural Network(CNN) により高精度に画像における一般物体
認識を行うことができるようになってきた [21, 35, 39, 14]．同様にして画像の意味領域分
割の課題も盛んに研究が行われており，特に全層が畳み込み層で構成されたモデルである
Fully Convolutional Neural Network(FCN) [24] は最新の意味領域分割を行う手法の礎と
なっている．しかし航空写真における高解像度画像の意味領域分割は，いくつかの点から困
難な課題となっている (図 1.1)．まず問題となるのは航空写真において同じクラスに属する
地物であっても，その大きさが著しく異なるということである．例えば建物のクラスに属す
る地物であっても，航空写真には民家や学校，工場など様々な大きさの建物が写っている．
この問題は高解像度であるほど，すなわち画像に地物が細かく写っているほど顕著になる．
また航空写真における地物は大きさだけではなく色やテクスチャが多様であり，より識別
を難しくしている．車は様々な色が考えられるし，また建物の屋根については多様なテクス
チャが存在している，そのため航空写真のセグメンテーションを高精度に行うためには，画
像における細かい特徴を考慮し地物のクラスを推定する必要がある．
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図 1.1: 本研究で対象とする航空写真の例．航空写真には様々な大きさの地物が写っており，
かつその色やテクスチャは多様であるため，高精度なセグメンテーションを行うことは困難
な課題である．
1.2 研究目的
本研究の目的は，航空写真における地物をピクセル単位で高精度にセグメンテーションす
ることである．また特定の航空写真や地域に依らず広く航空写真に対して適用可能な，セグ
メンテーションを行うためのフレームワークの構築を目標とする．本研究における入出力を
図 1.2 に示す．提案手法では航空写真を入力とし，対象地物をピクセル単位でセグメンテー
ションした画像を出力とする．提案手法においてセグメンテーションを行うモデルは Fully
Convolutional Neural Network にもとづいており，その中間部に再帰的に畳み込み演算を
おこなう層を挿入することによりモデルのパラメーター数を抑制する．なおかつ入力した航
空写真に対してより広い範囲を参照しクラスラベルの推論を行うため，高精度のセグメン
テーションが期待できる．また学習に用いるモデルの構造やデータ拡張，損失関数を比較す
ることにより，航空写真のセグメンテーションの問題に対して効果的な学習方法を提案す
る．さらに既存の研究との比較を行い，複数の航空写真のデータセットで state-of-the-art
のセグメンテーション精度となることを示す．
1.3 論文の構成
この節では本稿における構成を記述する．まず第 1 章では本研究における背景と目的に
ついて述べる．次に第 2章では本研究と関連のある研究について記述する．続いて第 3章
2
では提案手法について説明する．提案手法によるセグメンテーションのモデルを踏まえて，
第 4章では詳細な比較実験の結果を示し，提案手法の有効性を示す．最後に第 5章では本
稿の結論を述べる．実験に用いた環境については付録に記載する．
図 1.2: 本研究における入出力．左の航空写真から右のような対象地物をピクセル単位でセ
グメンテーションした画像を推定することが本研究の目的である．
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第 2章
関連研究
この章では，本研究と関連の深い研究について説明する．まず 2.1 節で提案手法の基礎
となる Convolutional Neural Network について述べる．また 2.2 節では，画像のセマン
ティックセグメンテーションの既存研究を紹介する．
2.1 Convolutional Neural Network による画像認識
2012年以降 Convolutional Neural Network (CNN) により, 画像認識の精度が飛躍的に
向上した. 特に代表的なモデルとしては, ImageNet[10] の画像分類の精度で当時トップと
なった Krizhevsky らのモデル [21]がある. Krizhevsky ら [21]の研究以降，より深い層の
CNNの構造をもつ VGG[35]や畳み込み構造を並列にもつ GoogLeNet[39]，畳み込み層の
出力に入力を直接接続するショートカット接続をもつ ResNet[14]が提案されており，画像
認識の分野において高い精度を実現している．また Ali ら [33] は, 学習済みの CNN モデル
から抽出することのできる画像の特徴量が, 他の問題に対しても利用することができ高い精
度が出ることを示した.
再帰構造をもつ畳み込みニューラルネットワークについての研究がコンピュータビジョ
ンの分野で行われている．再帰構造は複数の連続した入力を扱う際に過去の情報を保持し処
理を行うことができるため，時系列や順序にもとづくデータの処理に適していると考えられ
ている．しかしながら単一の画像を入力として扱うコンピュータビジョンの問題に対しても
再帰構造の有効性が示されている．Pedro ら [30]は，畳み込みニューラルネットワークに
再帰的な構造を組み込み，画像のピクセル単位でのセグメンテーションの精度が向上するこ
とを示した．しかしこの手法は画像全体ではなく，画像のパッチを入力としているため画像
の広範囲を考慮した推論が難しい．また画像の物体検出 [22]や超解像 [20] においても畳み
込み層の再帰構造が採用されており，画像認識の問題に対して一般的に効果があると考えら
れる．
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2.2 画像のセマンティックセグメンテーション
画像のピクセル単位のセマンティックセグメンテーションは入力画像に対しピクセル単
位で特定のクラスに分類する問題であり，コンピュータビジョンの分野の中でも多くの研究
がなされている．また近年では CNN にもとづく手法により高精度のセグメンテーション
が可能になってきた．Jonathan ら [24]は画像のセグメンテーションを行うために全層が畳
み込み層で構成されているモデル (FCN)を提案し，入力と出力をともに画像として扱い学
習をすることで PASCAL VOC 2012 のデータセットにおいてセグメンテーションの精度
を大きく向上させた．FCNは全結合層を持たない構造であるため任意の大きさの画像を入
力として扱うことができる．SegNet[5]では畳み込みにより画像の特徴を抽出するエンコー
ダー，畳み込みと補間により入力画像と同じ大きさの確率マップを出力するデコーダーで構
成されるモデルを提案し，道路の風景を扱う CamVid dataset[8]と屋内を対象とした SUN
RGB-D dataset [37]において高いセグメンテーション精度を実現している．また Chen ら
[9]は，CNN において隣接している特徴マップの画素で畳み込み演算を行うのではなく，一
定間隔あけた画素を用いて畳み込み演算を行う atrous convolution を採用したモデルで，
なおかつモデルの出力を確率場として扱いエネルギー最適化によりセグメンテーションを
行う手法を提案し，PASCAL VOC 2012 のデータセットで state-of-the-art のセグメン
テーション精度を達成した．atrous convolution は通常の畳み込み演算とパラメータ数や
計算量を変えることなく，入力画像に対してより広い範囲を考慮した推論を可能とするた
め，セグメンテーションの精度が向上すると考えられる．Lin ら [23] は ResNet[14] にもと
づくエンコーダにより得られる複数の解像度の特徴マップを統合し，異なるレベルの画像特
徴を考慮したセグメンテーションを行うモデルを提案し，複数のセグメンテーションのデー
タセットで state-of-the-art の精度を達成した．
航空写真のセグメンテーションでは，全結合層をもつ CNN は入力する画像のサイズに
制約があるため，ラベル付けを行うピクセルの周りの領域を CNN の入力として分類を行
う問題として扱われてきた．Penattiら [29]は，既存の CNNのモデルが航空写真の解析に
おいて有用であるかどうかの評価をおこない，Vakalopoulouら [40]は CNNの途中の畳み
込み層の出力を特徴ベクトルとし分類することで建物の検出を行った．また，Saitoら [34]
は CNNの全結合層の出力を確率マップとみなし，航空写真における建物と道路のセグメン
テーションにおいて有効であることを示した．しかし，パッチに対してラベルを付ける手法
では物体の詳細な位置関係を正確に学習することは難しい．Ishiiら [19]は，7チャンネル衛
星画像に CNNを用い，より高精度にメガソーラー検出する手法を提案したが，パッチで分
類訓練したネットワークの全結合層を事後的に畳み込み層として解釈し直すことにより，認
識時に任意のサイズの入力画像を処理できるようにしている．航空写真のセグメンテーショ
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ンにおいても FCNにもとづく手法が提案されており，Huang ら [16]は高解像度の航空写
真を用いて事前学習をしたエンコーダ，デコーダのネットワークに対し，別のデータセット
の RGBと NRGの色チャンネルをもつ 2つの画像を入力として再学習させることで建物の
セグメンテーションの精度が向上することを示した．Wang ら [41]の手法では，ResNet[14]
にもとづき異なる大きさをもつ特徴マップを抽出し，小さい特徴マップから順に畳込みと補
間によりセグメンテーションを行う．セグメンテーションの結果にもとづきより大きな特徴
マップと統合することで，低レベルの特徴と高レベルの特徴を共に考慮することできるので
高精度なセグメンテーションを実現している．また Panboonyuen ら [28] は FCN で得ら
れた確率マップに対し CRFによりセグメンテーションをすることで航空写真中の道路の認
識精度が向上することを示した．Sun ら [38]はエンコーダ，デコーダによって構成される
CNN のモデルにおいて，画像内の位置によって receptive ields が不均一であることから
画像の外側になるほど分類精度が悪くなるという問題を指摘した．この問題に対しモデルの
学習に用いるパッチを元の航空写真からランダムな位置でサンプリングすることで元の航
空写真における特定の領域が常に低い receptive ields で学習されることを防ぎ，さらにサ
イズの大きい画像の推論時には重複した領域をもつように分割された多数のパッチを学習
済みのモデルに入力し，その推定結果をパッチ内の receptive ields の不均一さにもとづき
重みづけを行いすべてのパッチを統合し最終的に元の大きさの画像のセグメンテーション
結果とすることで対処した．またセグメンテーションを行うモデルは ResNet[14] の構造に
もとづくエンコーダ，デコーダモデルとなっており ISPRS 2D, Vaihingen Dataset[1] にお
いて state-of-the-art のセグメンテーション精度を達成した．
画像のセグメンテーションは画像分類と同様に，クロスエントロピーを誤差関数として
最適化することによりモデルのパラメーターを学習することが多い．またセグメンテー
ションの精度を測る際には，視覚的な評価に近くまた物体の大きさの不均一性によらない
Intersection over Union(IoU) が評価指標として主に用いられている [6]．しかしながら画
像のセグメンテーションの問題において分類するクラスに属するピクセルの数はクラスご
とにばらつきがあるため，クロスエントロピーを最適化することで必ずしもセグメンテー
ションの質，すなわち IoU が最大になるわけでない．そのため IoU を直接最大化するよ
うな学習を行うことで，セグメンテーションの質を向上させるための研究がなされている．
Ranjbar ら [32]は画像の 2値のセグメンテーションを行うために，非線形である IoU を区
間的に線形近似することで最適化をする手法を提案した．また Nowozin [27]は確率モデル
によるベイジアンの枠組みで，統計的な手法で IoU にもとづく誤差関数を近似し，その関
数を最適化するためのアルゴリズムを提案した．さらに CNN によるセグメンテーションに
おいても，IoU を直接最適化する手法が提案されている．Rahman と Wang[31] は CNN
の出力するクラス確率にもとづき IoU を近似し，連続変数の枠組みで IoU を最適化する手
法を提案した．また Berman ら [6]は IoU にもとづく誤差関数が，画像において推定を誤っ
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たピクセルの集合から定めることができる集合関数であり，その集合関数が submodular
な性質を満たすことに着目し，Lov́asz 拡張 [4] を代わりに最適化することで，クロスエン
トロピーで学習する場合に比べセグメンテーションの精度が向上することを示した．
本稿では多くの既存研究において FCN により高精度な画像のセグメンテーション精度を
実現していることや，ネットワークの再帰的な構造が認識精度の向上に寄与していることを
踏まえ，エンコーダ，デコーダをもつ FCN においてその中間部に再帰的な構造をもつ新し
いモデルを提案する．また詳細な実験によりモデルの学習について考察し，航空写真のセグ
メンテーションに適した学習方法を検討する．
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第 3章
提案手法
この章では航空写真のセグメンテーションを行うために提案した手法について記述す
る． 3.1 節ではセグメンテーションを行うための新しいモデルについて説明し，次に 3.2節
でそのモデルを学習する方法について述べる．
3.1 提案モデル
3.1.1 モデルの概要
提案手法で使用するネットワークモデルの構造を図 3.1 に示す．なお Convolutinal
Neural Network における計算の詳細は付録 B に示す．このモデルは入力画像の特徴を取
り出し符号化するエンコーダ，ショートカット接続をもち再帰的な計算を行う中間ネット
ワーク，復号化と補間により入力画像と同じ大きさの確率マップを出力するデコーダの 3つ
の部分に分かれている．ネットワーク構造の詳細を表 3.1, 3.2, 3.3に示す．ここで H，W
はそれぞれ入力画像の高さと幅を表し，C はセグメンテーションをする際に分類するクラ
ス数である．また表中の upsample では特徴マップの大きさを最近傍補間により 2 倍に拡
大している．エンコーダの構造は VGG19[35] のネットワーク構造にもとづいており，畳み
込み層の重みの初期値として ImageNet[10]で学習済みの VGG19の重みを用いている．モ
デルの最終層を除き各畳み込み層の出力に対し，活性化関数として Rectiied Linear Unit
(ReLU)を用いており，最終層の出力に対してソフトマックス関数を適用することでクラス
確率に変換している．また学習を効率的に行うため，デコーダの最後の畳み込み層を除く各
畳み込み層の後に，batch normalization[18]層を挿入している．提案モデルは全層が畳み
込み層で構成されており [24]全結合層を持たないため，任意の大きさの画像を入力とする
ことができる．また入出力ともに画像を学習に用いることで，パッチに対しラベル付けを
行う手法に比べ，画像における物体の位置関係をピクセル単位で正確に学習することがで
きる．
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+中間ネットワーク
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図 3.1: 提案モデルの概要図．全層が畳み込み層で構成されているため，入力画像に対して
同じ大きさの確率マップが出力される．また，中間層はショートカット接続を利用してお
り，かつ出力される特徴マップが入力となる再帰的な構造を持つ．
3.1.2 エンコーダ
一般的に，航空写真のセグメンテーション用データセットはそのデータ数が少なく，デー
タセットの学習用データだけでは十分にモデルを学習させられない場合がある．そこで提案
モデルでは，エンコーダに一般画像認識を学習させた VGG19 [35]を用いることで，少ない
学習データでも効果的に地物のセグメンテーションを学習できるようにしている．これは，
一般画像認識の学習で抽出された特徴が航空写真のセグメンテーションにも有効であるこ
とを示している．
3.1.3 中間ネットワーク
図 3.2に示すように，中間ネットワークは一連の畳み込み層の出力に入力を直接接続する
ショートカット接続と，出力を入力に戻す再帰構造とをもつネットワークである．入力を x，
学習する一連の畳み込み層の表す関数を f(x)，それと入力の和を h(x) = h1(x) = f(x)+x
とすると，その再帰計算を k 回行った場合の出力 hk(x)は
hk(x) = (h ◦ hk−1)(x) (k > 1) (3.1)
で表される．つまり
h2(x) = f(f(x) + x) + f(x) + x
h3(x) = f(f(f(x) + x) + f(x) + x)
+ f(f(x) + x) + f(x) + x
などとなる．ショートカット接続 [14]は，h(x)の代わりに残差 f(x) = h(x)− xを学習さ
せることにより，逆伝搬時に勾配が消失・発散するという，深いネットワークがもつ問題に
対処する効果を持つと想像されている．なお，実際は再帰回数を有限とするので，重みの共
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表 3.1: エンコーダの構造
層種 カーネル ストライド 出力マップサイズ
input - - 3×H ×W
conv. 3× 3 1× 1 64×H ×W
conv. 3× 3 1× 1 64×H ×W
maxpool. - 2× 2 64×H/2×W/2
conv. 3× 3 1× 1 128×H/2×W/2
conv. 3× 3 1× 1 128×H/2×W/2
maxpool. - 2× 2 128×H/4×W/4
conv. 3× 3 1× 1 256×H/4×W/4
conv. 3× 3 1× 1 256×H/4×W/4
conv. 3× 3 1× 1 256×H/4×W/4
conv. 3× 3 1× 1 256×H/4×W/4
maxpool. - 2× 2 256×H/8×W/8
conv. 3× 3 1× 1 512×H/8×W/8
conv. 3× 3 1× 1 512×H/8×W/8
conv. 3× 3 1× 1 512×H/8×W/8
conv. 3× 3 1× 1 512×H/8×W/8
maxpool. - 2× 2 512×H/16×W/16
表 3.2: 中間ネットワークの構造
層種 カーネル ストライド 出力マップサイズ
conv. 3× 3 1× 1 512×H/16×W/16
conv. 3× 3 1× 1 512×H/16×W/16
conv. 3× 3 1× 1 512×H/16×W/16
conv. 3× 3 1× 1 512×H/16×W/16
有を持つフィードフォワードネットワークと考えることができる．再帰的な構造により畳込
みを繰り返し行うことで，より広範囲の画像構造を考慮して地物を識別でき，セグメンテー
ション精度の向上が期待される．
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表 3.3: デコーダの構造
層種 カーネル ストライド 出力マップサイズ
conv. 3× 3 1× 1 512×H/16×W/16
upsample - - 256×H/8×W/8
conv. 3× 3 1× 1 256×H/8×W/8
conv. 3× 3 1× 1 256×H/8×W/8
upsample - - 128×H/4×W/4
conv. 3× 3 1× 1 128×H/4×W/4
conv. 3× 3 1× 1 128×H/4×W/4
upsample - - 128×H/2×W/2
conv. 3× 3 1× 1 64×H/2×W/2
conv. 3× 3 1× 1 64×H/2×W/2
upsample - - 64×H ×W
conv. 3× 3 1× 1 32×H ×W
conv. 3× 3 1× 1 32×H ×W
conv. 3× 3 1× 1 C ×H ×W
output - - C ×H ×W
+
ReLU
ReLU
ReLU
ReLU
図 3.2: 中間ネットワークの構造．1つのブロックは畳み込み層と Batch normalization 層
によって構成されている．
3.2 学習の手順
提案モデルのパラメータを学習するためのアルゴリズムを手順 1 に示す．なお手順 1内
の学習に必要なハイパーパラメータは付録 A.1 に記載し，データ拡張や標準化，学習にお
ける誤差関数については以下の節で説明する，また学習したモデルによる推論のアルゴリズ
ムを手順 2 に示す．
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Algorithm 1 提案モデルの学習アルゴリズム
Require: 学習ミニバッチ数 N , ミニバッチに含まれるパッチの大きさ p
Require: ADADELTA におけるパラメータ減衰率 ρ, 定数 ǫ
Require: 検証用セットによるモデル検証の間隔 stepval
Require: 学習用セットの航空写真の集合 Xtrain，ラベル画像の集合 Ytrain
Require: 検証用セットの航空写真の集合 Xval，ラベル画像の集合 Yval
Require: Xtrain に含まれるすべての航空写真の色チャンネルごとの平均 µ, 標準偏差 σ
学習イテレーションを初期化 itrain = 1
while 学習が収束するまで do
サンプリング用の学習用セットの初期化 Xsample = Xtrain
学習用ミニバッチの初期化 X = {}, Y = {}
for n = 1, N do
Xsample からランダムに航空写真 x を選ぶ
x に対応するラベル画像 y ∈ Ytrain を正解ラベルとする
サンプリング用の学習用セットの更新 Xsample = Xsample \ {x}
x, y に対しデータ拡張を施し，それぞれ p× p ピクセルのパッチ xDA, yDA を得る
xDA を µ,σ を用いて標準化
学習用ミニバッチの更新 X = X ∪ {xDA}, Y = Y ∪ {yDA}
end for
提案モデルに X を入力し推定結果 Y˜ を計算
Y, Y˜ から誤差関数を計算
誤差逆伝搬法により誤差関数に対するモデルのパラメータの勾配を計算
ADADELTA [44] によりモデルのパラメータを更新
if itrain%stepval == 0 then
検証用セットにおける誤差関数の値を初期化 Eval = 0
for j = 1, |Xval| do
xj ∈ Xval(Xval の j 番目の画像) を µ,σ を用いて標準化
提案モデルに xj を入力し推定結果 y˜j を計算
xj に対応する yj ∈ Yval と y˜j から誤差関数 Eval,j を計算
誤差関数を加算 Eval = Eval + Eval,j
end for
end if
学習イテレーションの更新 itrain = itrain + 1
end while
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Algorithm 2 学習済みモデルによる推論のアルゴリズム
Require: モデルの学習済みのパラメータ θ
Require: Xtrain に含まれるすべての航空写真の色チャンネルごとの平均 µ, 標準偏差 σ
Require: 推論する航空写真 xtest
xtest を µ,σ を用いて標準化
学習済みパラメータをもつモデルに xtest を入力し推定結果 y˜test を計算
y˜test に対し SoftMax 関数を適用することにより y˜test をクラスごとの確率マップに変換
ピクセル単位で確率が最も高いクラスをそのピクセルのクラスと推定
3.2.1 データ拡張と正規化
学習のために航空写真と，同じ大きさでラベル付けされた正解画像から，それぞれ p× p
ピクセルの部分を切り出す．これらを N 組つくり航空写真と正解画像のミニバッチとして
学習を行う．学習用データに対する over-itting を防ぐため，学習に用いる航空写真と対応
する正解画像にデータ拡張を行う．まず航空写真，正解画像ともにランダムに回転，上下左
右反転と 0.5から 2.0 倍のスケーリングの画像処理をする．さらにモデルの入力となる航空
写真に対して，ランダムに輝度，シャープネス，カラーバランスとコントラストの調整を行
い，ガウスぼかしを施す．ガウスぼかしの処理では，ぼかしの半径を 0から 3ピクセルから
ランダムに選択し処理を行う．その他の調整については以下の式で定義される．
Iadjust = (1− α)Idegene + αIorigin, (3.2)
ここで α は調整のパラメータで, Iadjust は調整された画像, Idegene は調整の種類により定
められた画像, そして Iorigin は元画像である．輝度の調整の場合, Idegene は全ピクセルが
黒の画像で，0.5 ≤ α ≤ 1.5である. シャープネスの調整の場合, Idegene は元画像をスムー
ジング処理して得られる画像であり，−2 ≤ α ≤ 2 である. カラーバランスの調整の場合,
Idegene は元画像をグレイスケールに変換した画像であり，0.5 ≤ α ≤ 1.5である. コントラ
ストの調整の場合, Idegene は元画像をグレースケールに変換した画像の画素値の平均を画
素値にもつ画像であり，0.5 ≤ α ≤ 1.5である．これらのデータ拡張における一連の処理を
図 3.3 に示す．またモデルに入力する航空写真は，色チャンネルごとに学習用セットに含ま
れる航空写真の画素値の平均を引き，標準偏差で割るという標準化を行っている．
3.2.2 学習における誤差関数
CNN におけるモデルのパラメータの学習は，モデルの出力と正解データにもとづき誤差
関数を計算し，その誤差関数を微分することによりモデルの出力層における勾配を求める．
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図 3.3: 提案手法におけるデータ拡張の処理の流れ．航空写真，正解画像の各行の最後の赤
枠で囲んだ画像が実際に学習に使用する入力と正解の組となる．
そして出力層から入力層にパラメータの勾配を逆伝搬させ，更新規則にもとづきパラメータ
の更新を行う．画像のセグメンテーションの学習で一般的に用いられている誤差関数は多ク
ラスのクロスエントロピーである．モデルに入力するミニバッチを x, 入力に対応する正解
ラベルの画像を y，モデルのパラメータを θ としたとき誤差関数 lNLL(y,x,θ) は
lNLL(y,x,θ) = −
1
NHW
N∑
n=1
H∑
h=1
W∑
w=1
C∑
c=1
1{y(h,w)n = c} log p
(c,h,w)
n (x,θ) (3.3)
と表される．ここで y(h,w)n はミニバッチの n番目の画像のピクセル (h,w) における正解ク
ラスの番号を表し，p(c,h,w)n (x,θ) はモデルによって推定されたミニバッチの n番目の画像
のピクセル (h,w) が c 番目のクラスに属する確率を表す．また 1{·} は括弧内の条件が真
であれば 1となり，そうではない場合は 0 を返す関数である．モデルの出力に対しソフト
マックス関数を適用するため，確率 p(c,h,w)n (x,θ) は
p(c,h,w)n (x,θ) =
exp (f
(c,h,w)
n (x;θ))∑C
i=1 exp (f
(i,h,w)
n (x;θ))
(3.4)
と計算される．ここで f(x;θ) は学習したパラメータ θ を持つモデルが出力する N × C ×
H ×W 次元の特徴マップである．
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画像のセグメンテーションの評価においてよく用いられる指標は Intersection over
Union(IoU) であり，クラス数が 2値の場合以下の式で表される．
IoU =
tp
tp+ fp+ fn
(3.5)
ここで tp, fp,fn はそれぞれ true positive, false positive, false negative の略である．ま
た多クラスの場合，あるクラス cにおける IoU を IoUc とすると
IoUc =
tpc
tpc + fpc + fnc
(3.6)
tpc = acc, fpc =
C∑
c′=1
acc′ − acc, fnc =
C∑
c′=1
ac′c − acc (3.7)
となる．ここで aij はピクセル単位のセグメンテーション結果を累積した confusion matrix
を A としたときの A の (i, j) 成分であり，推定したクラスが i で正解のクラスが j である
ピクセルの総数を表す．画像のセグメンテーションの問題では，クラスによってオブジェク
トの大きさが異なり，また画像中で稀にしか現れないクラスがあるため，クラスごとに属す
るピクセル数にばらつきがある．多クラスのクロスエントロピーではクラス間のばらつきを
考慮していないため，セグメンテーションの質を測ることが困難である．そこで IoU を直
接最適化するような誤差関数により学習することで，セグメンテーションの質を向上させる
ことを考える．
IoU loss[31] はモデルの出力するクラス確率にもとづき IoU を近似することで誤差関数
を定義し学習をする．あるクラス c における IoU を IoUc は，
IoUc ≈
Ic(y,x,θ)
Uc(y,x,θ)
(3.8)
Ic(y,x,θ) =
N∑
n=1
H∑
h=1
W∑
w=1
p(c,h,w)n (x,θ) ∗ 1{y
(h,w)
n = c} (3.9)
Uc(y,x,θ) =
N∑
n=1
H∑
h=1
W∑
w=1
[
p(c,h,w)n (x,θ) + 1{y
(h,w)
n = c} − p
(c,h,w)
n (x,θ) ∗ 1{y
(h,w)
n = c}
]
(3.10)
と近似される．この近似により IoU を最大化，すなわち学習により最小化する誤差関数
lIoU (y,x,θ)は
lIoU (y,x,θ) = 1−
1
|C|
C∑
c=1
IoUc (3.11)
となる．
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Lov́asz-Softmax loss[6]では IoU にもとづく誤差関数が推定を誤ったピクセルの集合に
より計算できる集合関数であることに着目し，その Lov́asz 拡張 [4] を代わりに学習によっ
て最小化する．モデルにより推定したクラスラベルを y˜ としたとき，クラス c において推
定を誤ったピクセルの集合Mc(y, y˜) を
Mc(y, y˜) = {y = c, y˜ 6= c} ∪ {y 6= c, y˜ = c} (3.12)
と定義する．ここで {y = c, y˜ 6= c} は正解がクラス c であるが推定結果のクラスが c では
ないピクセルの集合，{y 6= c, y˜ = c} は正解がクラス c ではないが推定結果のクラスが c
であるピクセルの集合を表す．また IoUc は {y = c, y˜ = c} を正解と推定結果がともにク
ラス c であるピクセルの集合，{y = c} を正解がクラス c であるピクセルの集合としたと
きに
IoUc(y, y˜) =
|{y = c, y˜ = c}|
|{y = c} ∪Mc(y, y˜)|
(3.13)
と書けるため，誤差関数 ∆IoUc(y, y˜) は，
∆IoUc(y, y˜) = 1− IoUc(y, y˜) = 1−
|{y = c, y˜ = c}|
|{y = c} ∪Mc(y, y˜)|
=
|{y = c} ∪Mc(y, y˜)| − |{y = c, y˜ = c}|
|{y = c} ∪Mc(y, y˜)|
=
|{y = c, y˜ = c} ∪Mc(y, y˜)| − |{y = c, y˜ = c}|
|{y = c} ∪Mc(y, y˜)|
=
|Mc(y, y˜)|
|{y = c} ∪Mc(y, y˜)|
(3.14)
となる．そのため推定を誤ったピクセルの集合から誤差関数を計算するための集合関数
∆IoUc は以下のように書ける．
∆IoUc :Mc(y, y˜) ∈ {0, 1}
N×H×W 7→
|Mc(y, y˜)|
|{y = c} ∪Mc(y, y˜)|
(3.15)
ここでMc(y, y˜)に属するピクセルを 1，そうではないピクセルを 0として表している．ま
た ∆IoUc は submodular(定義 1) な集合関数であることが示されている [43]．
定義 1 ([13]). 集合関数 ∆ : {0, 1}p 7→ R(p ∈ N)が，全ての A,B ∈ {0, 1}p に対して以下
を満たすとき ∆ は submodular であるという．
∆(A) + ∆(B) ≥ ∆(A ∪ B) + ∆(A ∩ B) (3.16)
さらに submodular な集合関数 ∆IoUc を {0, 1}N×H×W 上で最小化することと，∆IoUc
の Lov́asz 拡張 (定義 2)∆IoUc を [0, 1]N×H×W 上で最小化することは同値である [4]．
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定義 2 ([4], Def. 3.1). 集合関数 ∆ : {0, 1}p 7→ R(p ∈ N,∆(0) = 0)の Lov́asz 拡張 ∆は
以下で定義される．
∆ :m ∈ Rp 7→
p∑
i=1
migi(m) (3.17)
gi(m) = ∆({π1, . . . , πi})−∆({π1, . . . , πi−1}) (3.18)
ただしpi はm の要素を降順に並び変えた際の添え字の順列である．
そのため集合関数 ∆IoUc を最小化する代わりにその Lov́asz 拡張 ∆IoUc を学習により最
小化する．∆IoUc を定義するために，モデルの出力から計算されるクラス c の確率マップ
p(c)(x,θ)にもとづきベクトルm(c) を以下のように定める．
m(h,w)n (c) =
{
1− p
(c,h,w)
n (x,θ) if c = y
(h,w)
n ,
p
(c,h,w)
n (x,θ) otherwise
(3.19)
クラス c における誤差関数は ∆IoUc の Lov́asz 拡張 ∆IoUc を用いて，
loss(p(c)(x,θ)) = ∆IoUc(m(c)) (3.20)
と書ける．クラスごとに誤差関数を計算し平均をとるため，Lov́asz-Softmax lossは以下の
ように定義される．
lLS(y,x,θ) =
1
|C|
∑
c∈C
loss(p(c)(x,θ)) =
1
|C|
∑
c∈C
∆IoUc(m(c)) (3.21)
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第 4章
実験結果
この章では提案手法の有効性を示すために行った様々な実験について記述する．実験では
まず，提案手法における様々なデータ拡張の航空写真セグメンテーションタスクにおける有
効性を検証した．さらに，モデル構造や事前学習の有無，誤差関数の違いによってセグメン
テーション精度がどのように変わるかを包括的に検証し，提案モデルの妥当性を確かめた．
最後に，それぞれのデータセットにおいて最新手法との比較を行い，提案手法の精度の高さ
を確かめた．
4.1 データセット
実験では Inria Aerial Image Labeling Dataset[25]，Massachusetts Buildings and Roads
Dataset[26] と ISPRS 2D Vaihingen Dataset[1] の 3つデータセットを用いて性能の評価
を行った．
まず Inria Aerial Image Labeling Dataset[25]は 360枚の高解像度の航空写真からなる
データセットである．航空写真はひずみのないオルソ画像*1となっており，画像の色チャン
ネルは red, green, blue の 3チャンネルである．それぞれの画像は 5000 × 5000 ピクセル
であり，分解能は 0.3 mである．データセットは 10個の都市を撮影した航空写真で構成さ
れており，人口の密集している都市部から山脈地帯まで多岐にわたる．それぞれの都市で
36枚ずつ航空写真が存在し，5つの都市についてはピクセル単位で建物であるか，そうでは
ないかの 2値のラベル付きの画像が存在する．実験ではMaggioriら [25]と同様にラベル付
き画像のうち 155枚を学習用，25枚を検証用として扱った．またラベル付きの画像が配布
されていない 5 つの都市についてはテスト用として扱い，データの提供元にセグメンテー
*1 航空機から撮影された写真はレンズの歪曲収差等の原因により写っている物体に幾何的なひずみが生じる．
このようなひずみを補正し地図と同じように真上から地上を見たような航空写真のことをオルソ画像と
呼ぶ．[3, 45]
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表 4.1: 実験に用いるデータセット．
Inria Aerial Image
Labeling Dataset
Massachusetts Buildings and
Roads Dataset
ISPRS 2D Vaihingen
Dataset
航空写真の枚数 360 151 33
ラベル画像の枚数 180 151 16
地域 アメリカ，オーストリア アメリカ ドイツ
クラス数 2 3 6
画像の大きさ 5,000 × 5,000 1,500 × 1,500 2,000 × 2,500
Ground Sample Distance 0.3 m 1 m 9 cm
航空写真の色チャンネル red, green, blue red, green, blue near infrared, red, green
ション結果を提出することで評価を行う．
Massachusetts Buildings and Roads Dataset[26] は 151 枚の航空写真からなるデータ
セットである．航空写真の色チャンネルは red, green, blueの 3チャンネルであり，1枚は
1500× 1500 ピクセルでおよそ 2.25km2 の領域を表す．それぞれの航空写真に対しピクセ
ル単位で建物，道路，背景のクラスラベル付き画像が存在する．Mnih[26] と同様にデータ
セットの 131枚を学習用，4枚を検証用，10枚をテスト用として実験を行った．
また ISPRS 2D Vaihingen Dataset[1] は 33 枚の高解像度の航空写真からなるデータ
セットである．航空写真はひずみのないオルソ画像となっており，画像の色チャンネルは
red, green, near-infrared の 3 チャンネルである．それぞれの画像はおよそ 2500 × 2000
ピクセルであり，分解能は 9 cm である．データセットに含まれる 16枚の航空写真は，ピ
クセル単位で 6 種類のクラス (impervious surface, buildings, low vegatation, tree, car,
clutter)に分類されたラベル付きの画像が存在する．実験ではラベルの存在する 16枚のう
ち 12枚を学習用，4枚 (画像番号 5,7,23,30)を検証用とした．これら 3つのデータセット
の特徴を表 4.1 と航空写真，ラベル画像の例を図 4.1 に示す．
4.2 評価指標
航空写真におけるピクセル単位のセグメンテーションを数値的に評価するために，
Intersection over Union(IoU), F1とOverall Accuracy(OA) を用いる．セグメンテーショ
ンする地物のクラスの数が C である場合，あるクラス c における IoUc，F1c と OAは以下
の式で計算される．
IoUc =
tpc
tpc + fpc + fnc
(4.1)
F1c = 2×
precisionc × recallc
precisionc + recallc
(4.2)
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図 4.1: 各データセットのサンプル画像．上段が航空写真で下段が航空写真に対応するラベ
ル画像を表す．各データセットでラベルの種類や Ground Sample Distance 等が異なる．
precisionc =
tpc
tpc + fpc
, recallc =
tpc
tpc + fnc
(4.3)
OA =
∑C
c=1 acc∑C
i=1
∑C
j=1 aij
(4.4)
tpc = acc, fpc =
C∑
c′=1
acc′ − acc, fnc =
C∑
c′=1
ac′c − acc (4.5)
ここで aij はピクセル単位のセグメンテーション結果を累積した confusion matrix を A
としたときの A の (i, j) 成分であり，推定したクラスが i で正解のクラスが j であるピク
セルの総数を表す．
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表 4.2: 比較を行ったデータ拡張の概要
拡縮 回転 上下左右反転 image processing
NoDA
scaling X
rotation X
lipping X
image proc. X
提案手法 X X X X
4.3 データ拡張
航空写真のセグメンテーションのデータセットは一般的に十分な数の学習データがない
ため，モデルが学習データに対して過学習する傾向がある．そのため，データ拡張 (data
augmentation) により学習データのパターンを増やすことが重要である．ここではデータ
拡張の方法の違いが，セグメンテーション精度にどのような影響を及ぼすのかを分析する．
データ拡張の組み合わせについてまとめたものを表 4.2 に，またそれらの組み合わせで学習
したモデルによるセグメンテーションの結果を表 4.3 に示す．それぞれのデータ拡張の手順
については 3.2 節の通りである．NoDAでは，入力画像と正解画像に対してランダムクロッ
プのみを行う．image proc. は入力画像に対し，ガウスぼかしを施し，また輝度，シャープ
ネス，カラーバランスとコントラストの調整を行っている．この比較実験では全てのデータ
拡張のパターンで，学習において同じモデル (図 3.1.)を用いており，またクロスエントロ
ピーを誤差関数とした．
表 4.3より，データ拡張として image proc. のみを行うことは航空写真のセグメンテー
ションに適していないと言える．NoDA と比較すると，画像の拡縮，回転や上下左右の反
転は建物の認識精度の向上に寄与している．総合的にみると，提案手法である全ての処理を
組み合わせたデータ拡張を用いた手法が，最も航空写真のセグメンテーションに適している
と考えられる．
4.4 エンコーダ構造の検証
提案モデルの妥当性を検証するため，モデルにおけるエンコーダの構造，事前学習の有無
による比較を行った．比較に用いたモデルの概要を表 4.4に示す．エンコーダの事前学習は
全て ImageNet を用いて行った．なお rec-nomal-pretrained 以外のモデルでエンコーダの
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表 4.3: Vaihingen dataset におけるデータ拡張の違いによるセグメンテーション結果．
Imp. Surf. Building Low Veg. Tree Car Overall Acc. Mean F1
NoDA 88.3 92.9 77.6 87.7 80.0 87.6 85.3
scaling 88.5 93.6 78.6 88.2 73.1 88.1 84.4
rotation 89.6 94.1 77.5 87.9 71.7 88.3 84.1
lipping 88.6 94.0 76.1 87.2 78.5 87.5 84.9
image proc. 87.2 91.4 75.0 86.9 70.0 86.1 82.1
提案手法 89.9 94.7 76.8 88.1 77.9 88.6 85.5
表 4.4: エンコーダの違いによる比較を行ったモデルの概要．
モデル名
エンコーダの
事前学習 エンコーダの構造
rec-nomal 9層の CNN
rec-nomal-pretrained X 9層の CNN
rec-vgg16 X vgg16
rec-vgg19 (提案手法) X vgg19
rec-ResNet50 X ResNet50
rec-ResNet101 X ResNet101
事前学習を行ったものは pytorch [12] で提供されている ImageNet の画像分類を学習済み
のモデルのパラメータによりエンコーダ部分の重みの初期化を行っている．また全てのモデ
ルにおいてネットワークの中間層で再帰構造を採用しており，式 (3.1) において k = 3 と
し，クロスエントロピーを誤差関数として学習を行った．
Vaihingen Datasetにおけるこれらのモデルのセグメンテーション結果を表 4.5 に示す．
rec-normal と rec-normal-pretrained を比べると再帰構造をもつモデルの場合であっても
エンコーダの事前学習により精度が高くなることがわかる．事前学習の有無やエンコーダの
構造などを含めて総合的に比較すると，提案モデルである VGG19 にもとづく構造をエン
コーダとした rec-vgg19 のセグメンテーション精度が最も高いことがわかり，表中で航空
写真のセグメンテーションに最も適したモデルであるといえる．
4.5 中間ネットワークの検証
提案モデルの中間部における構造の妥当性を検証するために，再帰構造やショートカット
接続の有無による精度の比較を行った．比較に用いたモデルを図 4.2と表 4.6 に示す．なお
これらのモデルのエンコーダ，デコーダは表 3.1，3.3 と同様である．また誤差関数をクロ
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表 4.5: Vaihingen datasetにおけるエンコーダ構造の違いによるセグメンテーション結果．
モデル名 Imp Surf Building LowVeg Tree Car Overall Acc. Mean F1
rec-nomal 88.3 93.5 72.5 86.4 71.0 86.6 82.3
rec-nomal-pretrained 88.9 94.0 75.0 87.2 72.5 87.5 83.5
rec-vgg16 89.4 94.5 76.9 88.0 74.3 88.3 84.6
rec-vgg19(提案手法) 89.9 94.6 76.8 88.1 77.9 88.6 85.5
rec-ResNet50 88.9 94.0 76.0 87.8 73.9 87.9 84.1
rec-ResNet101 88.2 93.2 77.8 88.2 70.3 87.7 83.5
スエントロピーとして学習を行った．
Vaihingen dataset におけるこれらのモデルのセグメンテーション結果を表 4.7 に示す．
結果を比べると提案モデルにおけるセグメンテーション結果が最も精度が高いということ
が分かる．また proposed と NR を比較すると，再帰構造によりどの種類の地物に関しても
認識精度が高くなっていることが分かり，ネットワークの中間部における再帰構造が有効で
あると言える．なお proposed と NS を比べると，ネットワークに再帰構造がある場合でも
ショートカット接続がない構造ではセグメンテーション精度が著しく悪化している．このこ
とからショートカット接続なしで再帰構造を用いると，モデルの学習が困難になると考える
ことができ，再帰構造とショートカット接続を組み合わせた提案モデルが最も航空写真のセ
グメンテーションに適していると言える．
CNN
(a) NRNS
CNN
(b) NS
+CNN
(c) NR
+CNN
(d) 提案手法
図 4.2: 比較対象としたモデルの概要図．エンコーダとデコーダはどのモデルにおいても同
様のネットワーク構造である．また各図中の CNN は表 3.2 の構造である．
表 4.6: モデルの中間部の構造比較を行ったモデルの概要．
モデル名 再帰構造 ショートカット接続
NRNS
NS X
NR X
提案手法 X X
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表 4.7: Vaihingen datasetにおけるモデルの中間部の違いによるセグメンテーション結果．
モデル名 Imp Surf Building LowVeg Tree Car Overall Acc. Mean F1
NRNS 89.5 94.5 77.5 88.1 74.4 88.5 84.8
NS 79.6 85.9 65.4 76.6 55.1 77.8 72.5
NR 89.0 94.0 75.9 87.7 76.2 87.9 84.6
提案手法 89.9 94.6 76.8 88.1 77.9 88.6 85.5
4.6 誤差関数の検証
画像のセグメンテーションを行うためのモデルの学習における誤差関数は，多クラスの
クロスエントロピーだけではなく評価指標を直接最大化することを目的として考案された
IoU loss[31]や Lov́asz-Softmax loss[6] を用いる手法が提案されている (3.2.2節)．ここで
はこれらの誤差関数による学習が航空写真のセグメンテーションにおいて有効であるかの
検証を行う．また提案手法である中間部に再帰的な構造をもつ全層畳み込みニューラルネッ
トワークを用いたモデルの学習において，学習における誤差関数の違いによるセグメンテー
ション精度の比較をする．
表 4.8にこの実験で比較を行った手法の概要を示す．再帰なし FCN のモデルはエンコー
ダとデコーダは提案モデルと同じで，中間部において再帰計算を行わない構造 (図 4.2c)で
ある．これらの手法による Vaihingen dataset の検証用セットにおけるセグメンテーショ
ン結果を表 4.9 と図 に示す．表 4.9より，クロスエントロピーで学習する場合に比べ，IoU
loss や Lov́asz-Softmax loss で学習した方が car クラスの認識精度が大幅に向上してい
ることが分かる．これは誤差関数がクロスエントロピーの場合はクラス確率の最大化，す
なわち全体の accuracy を最大化するようにモデルの学習を行うのに対して，IoU loss や
Lov́asz-Softmax loss の場合はセグメンテーションの精度を測るための評価指標にもとづい
ているため，Vaihingen dataset のように分類するクラスに含まれる物体の大きさが著しく
異なりクラスに属するピクセル数に偏りがあったとしても，どのクラスも誤差関数の計算時
に平均化されるためクラス間のばらつきの影響を受けにくいためだと考えられる．また全体
的にみて提案モデルによるセグメンテーション結果が再帰なし FCN より優れており，航空
写真のセグメンテーションにおいて提案モデルがより適していると言える．
24
表 4.8: 誤差関数の比較を行った手法の概要．
誤差関数 モデル
NLL_NR NLL loss 再帰なし FCN
NLL_proposed NLL loss 提案モデル
IoU_NR IoU loss 再帰なし FCN
IoU_proposed IoU loss 提案モデル
LS_NR Lovász-Softmax loss 再帰なし FCN
LS_proposed Lovász-Softmax loss 提案モデル
表 4.9: Vaihingen datasetにおける誤差関数の違いによるセグメンテーション結果．
Imp Surf Building LowVeg Tree Car Overall Acc. Mean F1
NLL_NR 89.0 94.0 75.9 87.7 76.2 87.9 84.6
NLL_proposed 89.9 94.6 76.8 88.1 77.9 88.6 85.5
IoU_NR 90.5 94.9 78.0 88.2 83.4 89.0 87.0
IoU_proposed 90.7 95.2 77.9 88.0 84.4 89.2 87.2
LS_NR 90.3 94.6 78.2 88.3 84.4 89.0 87.2
LS_proposed 90.3 94.5 77.9 88.0 83.8 88.9 86.9
4.7 既存手法との比較
3 つの航空写真のデータセット (4.1 節) を用いて，既存の航空写真のセグメンテーショ
ン手法との比較を行った．なお提案モデルの学習における誤差関数はクロスエントロピー
(lNLL)，IoU loss(lIoU )，または Lovász-Softmax loss(lLS) のいずれかである．
ISPRS 2D Vaihingen Datasetの検証用データに対する既存手法との比較結果を表 4.10
と図 4.4 に示す．さらにテスト用データを用いた比較結果を表 4.11に示す．なおテスト用
データは人の手によるラベル付けの曖昧性をなくすために，物体の境界のピクセルを評価指
標の計算に用いていない．表 4.10, 4.11 から，提案手法はMean F1 において最新のセグメ
ンテーションの手法を上回る精度を実現していることがわかる．特に提案モデルのパラメー
タ数は GSN [41]よりも 3000万以上少ないにも関わらず，再帰構造を組み込むことで同等
以上の精度を達成している．
Massachusetts Buildings and Roads Dataset のテスト用データに対するセグメンテー
ション結果の数値的な評価を表 4.12に，画像による結果を図 4.5に示す．Vaihingen dataset
においては提案手法は GSN [41] と比べ同等かそれ以上のセグメンテーション精度であった
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(a) Input (b) NLL_proposed (c) IoU_proposed (d) LS_proposed (e) Ground Truth
図 4.3: Vaihingen dataset の検証用セットにおける学習における誤差関数の比較結果．評
価指標を直接最大化するような誤差関数である IoU lossや Lovász-Softmax loss で学習し
たモデルによるセグメンテーション結果は，クロスエントロピーで学習した場合に比べて，
Car クラスのように学習データセット内に含まれる割合の低いクラスであっても正確に認
識できている．
が，表 4.12 より提案手法モデルは既存手法と比べ大きく精度が向上していることが分かり，
提案手法はデータセットの性質が異なっていたとしても航空写真のセグメンテーションを
する上で重要な特徴を学習できていると考えられる．また図 4.5 より提案手法における結果
は既存手法に比べて道路 (緑のピクセル)のつながりをより正確に認識できていることが分
かり，モデルの再帰構造により画像のより広い領域を考慮した推論を行っていると言える．
Inria dataset の検証用データとテスト用データを用いて，最新の航空写真における建物
のセグメンテーションの手法との比較を行った．検証用セットにおける結果を表 4.14 に，
テスト用セットにおける結果を表 4.14 と図 4.6 に示す．この結果から航空写真中の建物の
セグメンテーションにおいて，提案手法が既存の手法を大きく上回る精度を実現しているこ
とが分かる．さらに表 4.14から，学習には用いていない未知の都市の航空写真においても
高いセグメンテーション精度を達成しており，提案手法モデルは高い汎化性能をもつことが
わかる．また図 4.6 より提案手法は既存手法と比べ建物の境界や建物の形状をより正確に識
別していることが分かり，これはモデルの再帰構造に加えデータ拡張により従来の手法より
も様々なパターンの画像と建物ラベルの組を学習していることによるものだと考えられる．
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表 4.10: Vaihingen dataset の validation set を用いた既存手法の比較
手法 Imp Surf Building LowVeg Tree Car Overall Acc. Mean F1
FCN-8s[24] 87.1 91.8 75.2 86.1 63.8 85.9 80.8
SegNet[5] 82.7 89.1 66.3 83.9 55.7 82.1 75.5
DeepLab-v2[9] 88.5 93.5 73.9 86.9 84.7 86.9 83.5
ReineNet[23] 88.1 93.3 74.0 87.1 65.1 86.7 81.5
GSN[41] 89.2 94.5 74.9 87.5 79.8 87.9 85.2
提案手法 (lNLL) 89.9 94.6 76.8 88.1 77.9 88.6 85.5
提案手法 (lIoU ) 90.7 95.2 77.9 88.0 84.4 89.2 87.2
提案手法 (lLS) 90.3 94.5 77.9 88.0 83.8 88.9 86.9
(a) Input (b) GSN [41] (c) 提案手法 (lNLL) (d) Ground Truth
図 4.4: Vaihingen dataset の検証用セットにおける既存手法との比較結果．
表 4.11: Vaihingen dataset の test set を用いた既存手法の比較
手法 Imp Surf Building LowVeg Tree Car Overall Acc. Mean F1
GSN [41] 92.2 95.1 83.7 89.9 82.4 90.3 88.7
HUSTW [38] 93.3 96.1 86.4 90.8 74.6 91.6 88.2
提案手法 (lNLL) 91.6 93.9 82.6 89.2 81.7 89.5 87.8
提案手法 (lIoU ) 91.5 94.8 82.1 88.7 87.0 89.3 88.8
提案手法 (lLS) 91.6 94.3 82.7 89.2 88.8 89.5 89.3
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(a) Input (b) Ground Truth (c) GSN [41]
(d) 提案手法 (lNLL) (e) 提案手法 (lIoU ) (f) 提案手法 (lLS)
図 4.5: Massachusetts dataset のテスト用セットにおける既存手法との比較結果．提案手
法は再帰構造により，画像のより広い領域を考慮しクラスラベルの推定を行っているため，
道路のつながりを頑健に検出できていることがわかる．
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(a) Input (b) FCN+MLP[25] (c) NUS[17]
(d) 提案手法 (lNLL) (e) 提案手法 (lIoU ) (f) 提案手法 (lLS)
図 4.6: Inria dataset のテスト用セットにおける既存手法との比較結果．提案手法における
結果では既存既存手法と比べて，建物の境界を正確に認識できていることがわかる．
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表 4.12: Massachusetts Buildings and Roads Dataset の test set を用いた既存手法との
比較
手法 IoU(road) IoU(building) Overall Acc.
GSN[41] 52.90 63.14 85.74
提案手法 (lNLL) 58.77 67.87 88.16
提案手法 (lIoU ) 62.34 71.22 88.97
提案手法 (lLS) 61.81 70.94 88.89
表 4.13: Inria dataset の validation set を用いた既存手法との比較
手法 Austin Chicago Kitsap Co. West Tyrol Vienna Overall
IoU Acc. IoU Acc. IoU Acc. IoU Acc. IoU Acc. IoU Acc.
FCN+Skip[25] 57.87 93.85 61.13 90.54 46.43 98.84 54.91 96.47 70.51 91.48 62.97 94.24
FCN+MLP[25] 61.20 94.20 61.30 90.43 51.50 98.92 57.95 96.66 72.13 91.87 64.67 94.42
SegNet+MultiTask-Loss[7] 76.76 93.21 67.06 99.25 73.30 97.84 66.91 91.71 76.68 96.61 73.00 95.73
ResnetDR[36] 89.42 97.37 83.56 94.03 84.57 99.34 89.07 98.42 88.30 95.12 87.90 96.87
提案手法 (lNLL) 82.52 97.48 76.70 94.75 70.40 99.34 83.41 98.70 84.10 95.57 81.09 97.17
提案手法 (lIoU ) 80.25 97.16 72.11 93.26 69.54 99.32 82.61 98.61 80.54 84.49 77.74 96.67
提案手法 (lLS) 82.81 97.53 77.86 95.00 70.45 99.36 83.73 98.72 84.42 95.64 81.65 97.25
表 4.14: Inria dataset の test set を用いた既存手法との比較
手法 Belling. Bloom. Inns. S.Francisco East Tyrol Overall
IoU Acc. IoU Acc. IoU Acc. IoU Acc. IoU Acc. IoU Acc.
FCN+Skip[25] 52.91 95.14 46.08 94.95 58.12 95.16 57.84 86.05 59.03 96.40 55.82 93.54
FCN+MLP[25] 56.11 95.37 50.40 95.27 61.03 95.37 61.38 87.00 62.51 96.61 59.31 93.93
NUS[17] 70.74 97.00 66.06 96.74 73.17 96.75 73.57 91.19 76.06 97.81 72.45 95.90
DukeAMLL[17] 67.14 96.64 65.43 96.73 72.27 96.66 75.72 91.80 74.67 97.70 72.55 95.91
ResnetDR[36] 64.27 95.99 65.85 96.52 77.10 97.30 75.86 92.01 78.68 98.11 73.30 95.99
提案手法 (lNLL) 69.71 96.89 67.10 96.49 78.41 97.47 79.79 93.29 80.15 98.26 76.42 96.48
提案手法 (lIoU ) 57.83 94.57 74.60 97.57 76.95 97.26 78.70 93.01 79.81 98.19 74.51 96.12
提案手法 (lLS) 74.15 97.44 75.55 97.72 78.62 97.47 80.65 93.63 80.80 98.31 78.80 96.91
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第 5章
結論
本論文では航空写真における地物のセグメンテーションを高精度に行う手法を提案した．
提案モデルは全ての層が畳み込み層であるネットワークであり，エンコーダ，再帰ネット
ワーク，デコーダから構成されてる．再帰ネットワークではショートカット接続をもつ複数
の畳み込み層の出力を再び入力として扱い計算することで，モデルのパラメータを増やすこ
となく繰り返し畳み込みを行うことができる．そのため，画像中のより広い範囲を考慮しの
地上の物体の推定を行うので，認識精度が向上すると考えられる．実験結果から既存手法と
の比較においては，提案手法によりピクセル単位のセグメンテーションの精度が大きく向上
することが確認できた．さらにモデルの学習に用いていない未知の都市が写った航空写真に
おいても非常に高い認識精度を実現していることから，提案モデルが航空写真の認識の面で
高い汎化性を持つと考えられる．またエンコーダ，再帰ネットワークの構造についても，他
のモデルとの比較により地物を認識する上で提案手法における構造が優れていることを示
した．
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付録 A
実装の詳細
A.1 各実験におけるハイパーパラメーターの設定
各データセットにおける提案手法のモデルの学習におけるハイパーパラメーターを表 に
それぞれ示す．
表 A.1: Vaihingen dataset の学習におけるハイパーパラメーター
学習ミニバッチ数 N 10
ミニバッチに含まれるパッチの大きさ p 256
ADADELTA におけるパラメータ (ρ, ǫ) (0.9, 10− 6)
検証用セットによるモデル検証の間隔 stepval 500 iteration
表 A.2: Massachusetts Buildings and Roads Dataset の学習におけるハイパーパラメー
ター
学習ミニバッチ数 N 10
ミニバッチに含まれるパッチの大きさ p 256
ADADELTA におけるパラメータ (ρ, ǫ) (0.9, 1e− 6)
検証用セットによるモデル検証の間隔 stepval 500 iteration
A.2 実験に使用した PC
提案モデルの学習や，学習したモデルによる推論をするために GPU を搭載した PC で
実験を行った．表 A.4 に使用した PC の詳細なスペックを示す．
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表 A.3: Inria dataset の学習におけるハイパーパラメーター
学習ミニバッチ数 N 32
ミニバッチに含まれるパッチの大きさ p 256
ADADELTA におけるパラメータ (ρ, ǫ) (0.9, 1e− 6)
検証用セットによるモデル検証の間隔 stepval 500 iteration
表 A.4: 実験に使用した PC の詳細なスペック．
PC 名 OS CPU RAM GPU
RINGO Ubuntu 16.04 LTS Intel® Core i7-6900K 3.20GHz 64 GB NVIDIA® TITAN X(Pascal) × 1
IPANEMA Ubuntu 18.04 LTS Intel® Xeon® E5-2620 2.40GHz 128 GB NVIDIA® Tesla® K80 × 8
MAHO Ubuntu 16.04 LTS Intel® Xeon® E5-2667 3.20GHz 128 GB NVIDIA® Tesla® K80 × 8
KAWAUSO Ubuntu 18.04 LTS Intel® Xeon® E5-2637 3.50GHz 64 GB NVIDIA® Tesla® P100 × 1
A.3 実装に際して用いたフレームワーク
python により実装された機械学習フレームワーク PyTorch [12] を用いて実験を行った．
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付録 B
Neural Network の理論
B.1 Neural Network
B.1.1 Neural Networkの構造
Neural Network(NN) は生物の神経回路網を模したネットワークである. 神経細胞を模
したユニットは図 B.1のように複数の入力から 1つの出力を計算する. ユニットが受け取る
総入力 u は入力数を n としたとき各入力 xi, 入力にかかる重み wi とバイアス b を用いて
u =
n∑
i=1
xiwi + b. (B.1)
と表される. このユニットの出力 z は関数 f を用いて,
z = f(u). (B.2)
と書くことができ, この関数 f を活性化関数と呼ぶ. 図 B.2 のように層状に並べたユニット
が隣り合った層の間でのみ結合した構造を持ち, 情報の伝播が入力から出力の一方向である
ものを順伝播型ネットワークと呼ぶ [46]. 一般的には図 B.2 の入力層と出力層の間に中間
層, または隠れ層と呼ばれる層を追加し多層のネットワークとする.
図 B.3 ではネットワークの第 l − 1, l, l + 1 層目を表している. 第 l − 1 層の i 番目ユ
ニットの出力を zl−1i , 第 l − 1 層の i 番目ユニットの出力から第 l 層の j 番目ユニットの入
力への重みを wlji, バイアスを blj, 活性化関数を f とすれば, 第 l 層の j 番目ユニットの出
力 zlj は
zlj = f(
∑
i
zl−1i w
l
ji + b
l
j). (B.3)
となる.
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図 B.1: xi はユニットへの入力，wi は各入力にかかる重みである．f は活性化関数であり,
u = w1x1 + w2x2 + w3x3 + b としたときユニットの出力 z は z = f(u) である.
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図 B.2: 順伝播型ネットワークの例
活性化関数には通常, 非線形で連続な関数が用いられる. よく用いられる関数としては,
双曲線正接関数
f(x) = tanh(x). (B.4)
や, 正規化線形関数
f(x) = max(x, 0). (B.5)
がある. また正規化線形関数を活性化関数としてもつユニットを Rectiied Linear Unit
(ReLU) と呼ぶことがある.
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図 B.3: 多層のネットワークの例. wlji は第 l− 1 層の i 番目ユニットの出力から第 l 層の j
番目ユニットへの入力への重みを表す.
B.1.2 Neural Networkの学習
出力層の設計
NN はネットワークの重みを w, 入力 x としたとき, ネットワークの出力は関数 y(x;w)
で表すことができる. 入力 x に対して望ましい出力を d としたときにネットワークの出力
y(x;w) と d をいかに近づけるかが目標であり, そのために重み w を更新していく. 一般
に入出力のペア (x,d) を訓練サンプルと呼び, その集合
{(x1,d1), (x2,d2), . . . , (xn,dn)}
を訓練データと呼ぶ. また y(x;w) と d の近さを測る関数を誤差関数 (error function) と
言い, その種類は NN が扱う問題により異なる.
目標の出力が連続値であるような問題を回帰問題と言い, この場合の出力層の活性化関数
は出力の範囲によって異なる. 例えば範囲が任意の実数であれば恒等写像
f(x) = x (B.6)
が適している. 誤差関数 E(w) は平均二乗誤差 (Mean Squared Error)
E(w) =
1
n
n∑
i=1
‖di − y(xi;w)‖
2 (B.7)
を用いるのが一般的である.
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入力 x を二種類に分類する問題を考えたときに目標の出力は d ∈ {0, 1} の二値で表すこ
とができる. 問題を定式化するために, 入力 x に対しネットワークの出力が 0.5以上ならば
1, 0.5 未満であれば 0 と推定することにする. この場合出力層はユニットを 1 つのみをも
ち, 活性化関数としてロジスティックシグモイド関数
f(x) =
1
1 + e−x
(B.8)
を用いる. ネットワークの出力 y(x;w) は入力 x が与えられたとき d = 1となる事後確率
p(d = 1|x)とみなすことができ, 今回は d ∈ {0, 1} であるので事後確率 p(d = 0|x) は
p(d = 0|x) = 1− p(d = 1|x) = 1− y(x;w) (B.9)
となる. よって事後分布 p(d|x;w) は
p(d|x;w) = p(d = 1|x)
d
p(d = 0|x)
1−d
= y(x;w)
d
{1− y(x;w)}
1−d (B.10)
と表すことができる. 重み w の訓練サンプル {(x1, d1), (x2, d2), . . . , (xn, dn)} に対する
尤度 L(w) は
L(w) =
n∏
i=1
p(di|xi;w) =
n∏
i=1
y(xi;w)
di {1− y(xi;w)}
1−di (B.11)
であり, 尤度 L(w)を最大にするw と負の対数尤度を最小にするw は同じであるので誤差
関数 E(w) を
E(w) = − logL(w) =
n∑
i=1
[di log y(xi;w) + (1− di) log {1− y(xi;w)}] (B.12)
と定め最小化を行う.
確率的勾配降下法
ネットワークの重み w を更新していくことで誤差関数を最小化する. t回目の重み w を
更新するための式は
w(t+1) = w(t) − ǫ∇E(w) (B.13)
であり, E(w) は誤差関数, ǫ は学習係数と呼ばれる定数である. また式 (B.13) で重みを更
新する方法を勾配降下法という.
それに対し, 誤差関数 E(w) を訓練データの一部のみを使って計算し重みを更新する方法
は確率的勾配降下法と呼ばれる, 訓練データに含まれる訓練サンプルの数を N としたとき
n(< N) 個のサンプルを用いて誤差関数を
E(w) =
1
n
n∑
i=1
Ei(w) (B.14)
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と定める. ここで Ei(w) は i 番目の訓練サンプルの誤差を表す.また n のことをバッチサ
イズと呼ぶ.
勾配降下法の性能を上げるための方法の 1つにモメンタムがある. ∆w(t−1) ≡ w(t−1) −
w(t−2) としたとき
w(t+1) = w(t) − ǫ∇E(w)t + µ∆w
(t−1) (B.15)
を t 回目の重み更新の式とする. ここで µ は定数である. また学習係数 ǫ やバッチサイズ n
などのネットワークの学習以外で決まる数値をハイパーパラメータと呼ぶ.
学習係数を定数ではなく更新ごとに決定する手法が提案されており, ADAGRAD[11]で
は誤差関数の勾配の二乗和の逆数に基づいて学習係数を決めている. gt.i を ∇E(w)t の i
番目の成分としたとき, 重み wi の更新は
w
(t+1)
i = w
(t)
i −
ǫ√∑t
τ=1 g
2
τ,i
gt,i (B.16)
とする. ただし ǫ は定数である. ADADELTA[44]は, ADAGRADでは学習が進むにつれ
て学習係数が非常に小さくなってしまうという点を改善している. 重み wi を更新する計算
手順を手順 3 に示す.
Algorithm 3 ADADELTAによるパラメータの更新の計算
Require: 減衰率 ρ, 定数 ǫ
Require: 重みの初期値 w(0)i
変数の初期化 E[g2]0 = 0, E[∆w2]0 = 0
for t = 1, T do
勾配 gt.i を計算
勾配の重み付き和を計算 E[g2]t = ρE[g2]t−1 + (1− ρ)g2t−1.i
和の平方根を計算 RMS[∆w]t−1 =
√
E[∆w2]t−1 + ǫ
和の平方根を計算 RMS[g]t =
√
E[g2]t + ǫ
重み更新量の計算 ∆w(t)i = −RMS[∆w]t−1RMS[g]t gt.i
更新量の重み付き和を計算 E[∆w2]t = ρE[∆w2]t−1 + (1− ρ)∆w(t)i
重みの更新 w(t+1)i = w(t)i +∆w(t)i
end for
誤差逆伝搬法
B.1.2 で述べたように確率的勾配効果法でネットワークの重みを更新するためには誤差
関数を重みで微分した勾配を計算する必要がある．第 l − 1 層の i 番目ユニットの出力から
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第 l 層の j 番目ユニットへの入力への重み wlji の誤差関数に対する勾配を計算することを
考える．第 l 層の j 番目ユニットへの入力を ulj とすれば偏微分の連鎖律より勾配 ∂E∂wl
ji
は，
∂E
∂wlji
=
∂E
∂ulj
∂ulj
∂wlji
(B.17)
と書ける．バイアスを blj とすれば ulj は，l − 1 層目の出力を用いて
ulj =
∑
i
zl−1i w
l
ji + b
l
j (B.18)
であるため，
∂ulj
∂wlji
= zl−1i (B.19)
となる．また ∂E
∂ul
j
= δlj と置くことで，式 B.17は以下のようになる．
∂E
∂wlji
= δljz
l−1
i (B.20)
zl−1i はネットワークの順伝搬の際に計算済みであることから δlj について述べる．ここで第
l 層の j 番目ユニットへの入力 ulj の変化が誤差関数 E に与える影響を考えると，ulj は出
力 zlj を通じて次の層，すなわち第 l+ 1 層の各ユニット ul+1k への総入力の変化によるもの
だけであることがわかる．そのゆえ連鎖律より δlj は
δlj =
∂E
∂ulj
=
∑
k
∂E
∂ul+1k
∂ul+1k
∂ulj
(B.21)
と計算できる．また
ul+1k =
∑
j
wl+1kj z
l
j + bk =
∑
j
wl+1kj f(u
l
j) + bk (B.22)
であるので，∂u
l+1
k
∂ul
j
は
∂ul+1k
∂ulj
= wl+1kj f
′(ulj) (B.23)
となる．さらに ∂E
∂u
l+1
k
= δl+1k であることから，式 B.21より δlj は
δlj =
∑
k
δl+1k (w
l+1
kj f
′(ulj)) (B.24)
と求めることができる．式 B.24 から任意の層のあるユニットにおける δlj は，その次の層
の全てのユニットにおける δl+1k が分かっていれば計算できることがわかり，すなわち出力
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層 (第 L層)の全てのユニットの δLj を求めることができれば出力層から入力層の方向にさ
かのぼって計算が可能である．誤差関数 E は出力層の各ユニットへの入力 uLj を用いて陽
に表されるため，出力層の各ユニットにおける δLj は容易に求めることができる．そのため
式 B.24 から任意の層のあるユニットにおける δ が求めることができ，さらに式 B.20から
ネットワークにおける任意の重みの誤差関数に対する勾配が計算可能であることがわかる．
Batch normalization
Batch normalization[18] はネットワークの学習の際, ミニバッチの間で入力の正規化を
行う手法である. バッチサイズを n, ミニバッチの入力を x1, · · · , xn, Batch normalization
による変換を行った結果を y1, · · · , yn とすると,
µB ←
1
n
n∑
i=1
xi (B.25)
σ2B ←
1
m
n∑
i=1
(xi − µB)
2 (B.26)
xˆi ←
xi − µB√
σ2B + ǫ
(B.27)
yi ← γxˆi + β (B.28)
ただし ǫ は定数であり, γ と β は学習によって得られるパラメータである.
Dropout
Dropout はある層のユニットに対し確率 p で順伝搬に用いるユニットを選出し学習を行
う手法である. 順伝搬計算の際に選ばれなかったユニットは誤差逆伝搬法においても重み
が更新されない. ミニバッチを用いて学習をする場合, パラメータの更新ごとに選ばれるユ
ニットは異なる. テストの際には Dropout を用いた層においてユニットをすべて用いるが,
出力はすべて p 倍される. Dropout を用いるとパラメータの更新ごとに異なるネットワー
クを学習しているとみることができ, テストの際には多数のネットワークの推論結果を平均
する効果があると考えられている. [46]
B.2 Recurrent Neural Network
Recurrent Neural Network(再帰型ニューラルネットワーク, RNN) はニューラルネット
ワークの一種であり，音声や言語等の系列データを扱うことに適してる．RNN は系列デー
タの特徴である系列内の並び (文脈)をとらえることができる．[46]
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B.2.1 RNN の構造
RNN は中間層に自分自身の入力に対する帰還路をもつニューラルネットの総称である．
この自身への帰還路をもつ構造により，情報を一時的に記憶し出力を動的に変化させ，また
入力系列の文脈をとらえることができる．図 に RNN の概要図 B.4を示す．簡単のためこ
こでは順伝搬型ネットワークの中間層のユニットの出力がその層の入力に戻される経路を
もつモデルを考える．入力する系列データを x1,x2, . . . ,xT としたとき RNN は各時刻 t に
つき 1つの入力 xt を受け取り，1つの出力 yt を計算する．yt の計算する際には RNN の
中間層における自身の入力に戻る経路により，時刻 t 以前の全ての入力が考慮されている．
以下 RNN における順伝搬計算の説明をするにあたり入力層，中間層，出力層のユニッ
トにおけるインデックスをそれぞれ i, j, k とする．RNN の各ユニットは時刻により状態が
変化するため，時刻 t における入力を xt = (xti)，中間層のユニットへの入出力をそれぞれ
ut = (utj), z
t = (ztj)，また出力層のユニットへの入出力をそれぞれ vt = (vtk),yt = (ytk)と
表す．さらに入力層と中間層の結合重みをW (in) = (w(in)ji )，中間層から中間層自身へ戻る
経路の重みをW = (wjj′)，中間層と出力層の結合重みをW (out) = (w(out)kj ) とする．時刻
t における中間層の各ユニットの入力 utj は同時刻 t に入力層から計算されるものと，時刻
t− 1 における中間層の出力が自身に戻ってくるものの和であるため
utj =
∑
i
w
(in)
ji x
t
i +
∑
j′
wjj′z
t−1
j′ (B.29)
と表される．それゆえ中間層の活性化関数を f としたときユニットの出力は zt = f(utj)と
なる．行列形式で書けば
zt = f(W (in)xt +Wzt−1) (B.30)
となる．また出力層の時刻 t のユニットへの入力は同時刻の中間層の出力により
vtk =
∑
j
w
(out)
kj z
t
j (B.31)
と計算される．よって時刻 t における RNN の出力 yt は活性化関数 f (out) とすれば
yt = f (out)(vt) = f (out)(W (out)zt) (B.32)
と書ける．
B.2.2 勾配の計算
RNN の重みの学習は順伝搬型ネットワークと同様に確率的勾配降下法により行われる
ため，学習における誤差関数 E に対する勾配を計算する必要がある．RNN の重みの勾配
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図 B.4: RNNの概要図．ニューラルネットワークの中間層で自身へ入力する帰還路が存在
する．
を計算する方法として BPTT 法 (backpropagaation through time) [42]が知られている．
BPTT 法は RNN を時間方向に展開，すなわち各時刻において RNN の各層が別々に存在
するかのようにみなし，循環のない順伝搬型ネットワークとして考え誤差逆伝搬法により勾
配を計算する．RNN の時間方向への展開の概要を図 B.5 に示す．
時刻 t における出力層のユニット k，中間層のユニット j におけるデルタをそれぞれ
δ
(out),t
k =
∂E
∂vt
k
，δtj = ∂E∂ut
j
とする．時刻 t における中間層のユニット j は t における出力層
のユニットと t+ 1 における中間層のユニットとつながりをもつため連鎖律より以下のよう
に計算できる．
δtj =
∂E
∂utj
=
∑
k
∂E
∂vtk
∂vtk
∂utj
+
∑
j′
∂E
∂ut+1j′
∂ut+1j′
∂utj
=
∑
k
δ
(out),t
k w
(out)
kj f
′(utj) +
∑
j′
δt+1j′ wj′jf
′(utj)
=

∑
k
w
(out)
kj δ
(out),t
k +
∑
j′
wj′jδ
t+1
j′

 f ′(utj)
(B.33)
時刻 tにおける出力層のデルタ δ(out),tk はRNNの出力 yt と正解 dt により誤差関数E を
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図 B.5: RNN の時間方向への展開を表す概要図．RNN を時間方向に展開することにより，
中間層で循環のない順伝搬型ネットワークとみなすことができる，
計算することによって求めることができる．そのため式 ( B.33) を時刻 t = T, T − 1, . . . , 1
とさかのぼって計算することにより，全ての時刻 t の中間層のデルタ δtj を求めることがで
きる．したがって誤差関数 E に対する，入力層の重み w(in)ji ，中間層の重み wjj′，出力層
の重み w(out)kj による勾配は式 ( B.29) と式 ( B.31) にもとづき，それぞれ以下のように与
えられる．
∂E
∂w
(in)
ji
=
T∑
t=1
∂E
∂utj
∂utj
∂w
(in)
ji
=
T∑
t=1
δtjx
t
i (B.34)
∂E
∂wjj′
=
T∑
t=1
∂E
∂utj
∂utj
∂wjj′
=
T∑
t=1
δtjz
t−1
j′ (B.35)
∂E
∂w
(out)
kj
=
T∑
t=1
∂E
∂vtk
∂vtk
∂w
(out)
kj
=
T∑
t=1
δ
(out),t
k z
t
j (B.36)
B.3 Convolutinal Neural Network
B.3.1 CNN の基本構造
Convolutinal Neural Network(CNN) は畳み込みとプーリングを交互に繰り返す順伝搬
型のニューラルネットワークである. 図 B.6 はネットワークの全体を表す. 入力には画像を
用いて, 畳み込みを行う層とプーリングを行う層を繰り返し, 最後に全結合層を配置し, 出
力層は扱う問題に応じてユニットの数を変える.
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畳み込み
畳み込み層では入力画像に対して, フィルタを用いて畳み込みの計算を行う. ここでフィ
ルタの各要素がニューラルネットワークの重みに対応するので, 学習の際にはフィルタの各
要素を更新していくことになる. 畳み込み演算の概要を図 B.7 に示す．ここで第 l − 1層か
らW ×W の大きさのK チャンネルの画像を受け取り，第 l層においてK ×H ×H の大
きさのM 種類のフィルタによりM チャンネルの画像を計算することを考える．畳み込み
層では入力される画像の各チャンネル k についてフィルタにより畳み込み演算を行い，そ
の結果を全てのチャンネルにわたり加算する．そのため第 l − 1層における出力を zl−1 と
したとき m 番目のフィルタ hlm により計算される，第 l 層における m 番目の特徴マップ
の (i, j) 要素 ulijm は
ulijm =
K∑
k=0
H−1∑
p=0
H−1∑
q=0
zl−1i+p,j+q,khpqkm + b
l
m (B.37)
と表される．ここで blm はバイアスであり出力するチャンネルm で共通である．さらに特
徴マップに対して活性化関数 f を適用した結果
zlijm = f(u
l
ijm) (B.38)
が第 l 層目の最終的な出力となる．また畳み込みを行ったあとの出力される特徴マップは，
入力画像とフィルタの重なり合う箇所でのみ計算されるため，その大きさは入力画像より小
さくなり (W − 2⌊H2 ⌋,W − 2⌊H2 ⌋) となる. そのため入力画像と特徴マップのサイズを合わ
せることを目的としてパディングを行うことがあり, 具体的には入力画像のふちに ⌊h2 ⌋ だ
け画素を追加する. 特に画素値 0 の画素を追加することをゼロパディングをといい, また元
の入力画像の最も外側の画素値をそのままパディングに用いる方法もある. 畳み込みを行
う際には通常, 縦横に 1画素ずつ動かして計算を行うが, 動かす間隔を変化させることがあ
る. この動かす間隔のことをストライドと呼び, ストライドを s とすると, 畳み込み後の特
徴マップのサイズは (⌊H−1
s
⌋+ 1, ⌊H−1
s
⌋+ 1) となる.
プーリング
プーリング層では , 畳み込み層から出力された特徴マップに対して, 位置による感度を下
げることでプーリング層の出力が特徴の位置によらないようにするための処理を行う [46].
具体的には, 特徴マップからサイズ k× kの小領域 P を選び, P に対し 1つの画素値を決め
プーリング層の出力とする (図 B.8). 画素値の決め方としては, 小領域内の画素値の最大値
を選ぶマックスプーリングがあり, P に含まれる点の画素値をを p(i,j), 出力を hとすれば
h = max
(i,j)∈P
p(i,j). (B.39)
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⼊⼒層 畳み込み層 プーリング層 全結合層 出⼒層
図 B.6: Convolutional Neural Network の全体図. 畳み込み層とプーリング層の繰り返し
で構成される.
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図 B.7: 畳み込み演算の概要図．
となる. また式 (B.40)のように画素値の平均を用いる平均プーリングがある.
h =
1
|P |
∑
(i,j)∈P
p(i,j) (B.40)
プーリングを行うときにも畳み込みと同様にストライドを 1より大きくすることがある.
B.3.2 Fully Convolitional Network
Fully Convolutional Network(FCN)[24] は CNN による出力を拡張することで, 入出力
共に画像で学習することを可能にしたネットワークである (図 B.9 ). 従来の CNN では最
後に全結合層を含むため出力層のユニット数が問題によって決まっており, そのため入力す
る画像のサイズはネットワークで固定されていた. しかし FCN では全層が畳み込み層で
50




















  

	
 

	
図 B.8: フィルタによる畳み込み処理とプーリング処理.
構成されており, CNN によるダウンサンプリングの後に, 特徴マップの補間をすることで
アップサンプリングをする (図 B.10). サイズを大きくした特徴マップに対して再び畳み込
みを行うが, プーリングは行わず画像サイズを保つ. この操作を複数回行うことでネット
ワークの入力画像サイズと出力画像サイズを合わせる. そのためネットワークに入力する画
像のサイズは任意となる.
B.3.3 ResNet
ニューラルネットワークは多層になればなるほど，モデルのパラメータ数が多くなるた
め表現能力が向上するが適切に学習するのが困難になる．その理由の一つが勾配消失問題
であり，誤差逆伝搬法で下位の層になるほど誤差の勾配が伝わりにくという問題である．
ResNet[14] では多層の CNN において残差ブロックをもつモデルを提案し画像認識の精度
を大きく向上させた．ResNet における残差ブロックを図 B.11に示す．残差ブロックへの
入力を x，残差を学習する関数を F としたとき残差ブロックの出力 y は
y = F (x) + x (B.41)
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図 B.9: Fully Convolutional Network の全体図. [24].
プーリング
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ダウンサンプリング アップサンプリング
図 B.10: FCN におけるダウンサンプリングとアップサンプリング.
と表される．ここで複数の残差ブロックをもつモデル構造を一般的に表すと [15]．
yl = h(xl) + F (xl,Wl) (B.42)
xl+1 = f(yl) (B.43)
となる．ここで xl は l 番目の残差ブロックへの入力，F (x,Wl) は残差を学習する関数，f
は残差ブロックに対する活性化関数である．ResNet[14] の場合は f が ReLU であり h は
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図 B.11: ResNet [14] における残差ブロック
恒等写像である．f, h がともに恒等写像である場合を考えると，式 (B.43) は以下のように
書ける．
xl+1 = f(yl) = yl = h(xl) + F (xl,Wl) = xl + F (xl,Wl) (B.44)
式 ( B.44) を再帰的に適用することで第 L 番目の残差ブロックへの入力 xL は，
xL = xl +
L−1∑
i=l
F (xi,Wi) (B.45)
となる．式 (B.45) は任意の残差ブロックの入力 (L > l) について成り立つ．ここで誤差関
数 E に対する l 番目の入力 xl の勾配を計算すると，
∂E
∂xl
=
∂E
∂xL
∂xL
∂xl
=
∂E
∂xL
(
1 +
∂
∂xl
L−1∑
i=l
F (xi,Wi)
)
(B.46)
となることがわかる．式 ( B.46) から任意の l 番目の残差ブロックの入力の誤差に対する勾
配に，より出力層に近い上位のブロックの勾配 ∂E
∂xL
が直接伝わっていくことが分かり，任
意の層で重みの勾配は消失することを防ぐと考えられている．
53
