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THE ∂-EQUATION ON HOMOGENEOUS VARIETIES
WITH AN ISOLATED SINGULARITY
J. RUPPENTHAL
Abstract. Let X be a regular irreducible variety in CPn−1, Y
the associated homogeneous variety in Cn, and N the restriction
of the universal bundle of CPn−1 to X . In the present paper, we
compute the obstructions to solving the ∂-equation in the Lp-sense
on Y for 1 ≤ p ≤ ∞ in terms of cohomology groupsHq(X,O(Nµ)).
That allows to identify obstructions explicitly if X is specified more
precisely, for example if it is equivalent to CP1 or an elliptic curve.
1. Introduction
One strategy to study the ∂-equation on singular complex spaces is
to use Hironaka’s resolution of singularities in order to pull-back the
∂-equation to a regular setting, where it is treatable much easier. See
[AHL], [BiMi] or [Ha] for detailed information about resolution of singu-
larities. That strategy has been pursued already in [FOV1] and [Ru4],
where it leads to more or less imprecise results. But the method seems
to be quite promising for further investigations, because it can be im-
proved considerably. We were able to do that in this paper for homoge-
neous varieties with an isolated singularity, where the desingularization
is obtained by a single blow up. We believe that one should draw spe-
cial attention to this strategy, because there are some analogies to the
case of complex projective varieties, where we have an intimate con-
nection between the L2-cohomology of the regular part of the variety
and the L2-cohomology of resolutions (see [PaSt1]).
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For a complex projective variety Z ⊂ CPn, the Cheeger-Goresky-
MacPherson conjecture (see [CGM]) states that the L2-deRham co-
homology H∗(2)(Z
∗) of the regular part of the variety Z∗ := Reg Z
with respect to the (incomplete) restriction of the Fubini-Study metric
is naturally isomorphic to the intersection cohomology of middle per-
versity IH∗(Z) (which in turn is isomorphic to the cohomology of a
small resolution of singularities). Ohsawa proved this conjecture under
the extra assumption that the variety has only isolated singularities in
[Oh], while it is still open for higher-dimensional singular sets. The
early interest in the conjecture of Cheeger, Goresky and MacPherson
was motivated in large parts by the hope that one could then use the
natural isomorphism and a Hodge decomposition for Hk(2)(Z
∗) to put a
pure Hodge structure on the intersection cohomology of Z (cf. [CGM]).
That was in fact done by Pardon and Stern in the case of isolated sin-
gularities (see [PaSt2]). Their work includes the computation of the L2-
Dolbeault cohomology groups Hp,q(2)(Z
∗) in terms of cohomology groups
of a resolution of singularities (see [PaSt1]; also for further references).
Let us now direct our attention to the case of singular Stein spaces.
Though one would expect similar relations in this (local) situation, no
such representation of the L2-Dolbeault cohomology is known. The
best results include quite rough lower and upper bounds on the dimen-
sion of some of the L2-Dolbeault cohomology groups (see [DFV], [Fo],
[FOV1], [FOV2], [OvVa] or [Ru4]). The origin of the present work is
the attempt to compute the L2-Dolbeault cohomology groups in the
spirit of the work of Cheeger-Goresky-MacPherson, Ohsawa, Pardon-
Stern and others in terms of certain cohomology groups on a resolution
of singularities. But, in the absence of compactness, most of their ar-
guments do not carry over to the local situation and one has to develop
some new strategies.
One such tool which could be helpful for studying the ∂-equation (even
locally) on singular complex spaces is a Dolbeault complex with weights
according to normal crossings developed in [Ru6]. A short review of
this construction is contained in section 3 of this paper, the main result
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is the exactness of the complex cited here as Theorem 3.3. Weights
according to normal crossings are a natural choice because one can
achieve that the exceptional set of a desingularization consists of normal
crossings only, and the deformation of a metric under desingularization
produces singularities along the exceptional set which have to be taken
into account when we treat the ∂-equation (cf. the introduction to
[Ru6]).
Another interesting tool that we use in this paper is an integration
along the fibers of the normal bundle of the exceptional set of a desin-
gularization. This idea has been already used by E. S. Zeron and
the author in [RuZe] to construct an explicit ∂-integration formula on
weighted homogeneous varieties. The method is described in section 4.
A crucial point about both these tools is that they depend on integral
formulas. So, they allow to drop the the restriction to L2-spaces given
by the well-known Hilbert space methods.
In view of the large difficulties in computing the L2-cohomology explic-
itly, it seems reasonable to gain a broader view and better understand-
ing by also considering Lp-Dolbeault cohomology groups for arbitrary
1 ≤ p ≤ ∞. Besides the L2-results mentioned above, only the L∞-
case has been addressed in a number of publications: [AcZe1], [AcZe2],
[FoGa], [Ru2], [Ru4], [RuZe], [SoZe]. These papers treat Ho¨lder reg-
ularity of the ∂-equation provided the right-hand side of the equation
is bounded. Clearly, this implies the solution of the Cauchy-Riemann
equations in the L∞-sense. In view of those results, the present paper
is an attempt to embed the L2 and L∞-case into the broader spectrum
of an Lp-theory. In fact, by use of the Dolbeault complex with weights
and the integration along the fibers of the normal bundle, is is possible
to compute the Lp-Dolbeault cohomology groups on a homogeneous
variety with an isolated singularity Y for all p such that 2d/p /∈ Z
(where d = dimY ) and for p = 1 (see Theorem 1.1 and Theorem 1.2
below). This does not solve the L2-problem but gives a quite precise
idea what to expect for the L2-groups.
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We will now describe the results of this paper in detail. Let X be a
regular irreducible variety in CPn−1, and Y the associated homogeneous
variety in Cn which has an isolated singularity at the origin. We denote
by N the restriction of the universal bundle on CPn−1 to X . Let d =
dimY .
The regular complex manifold Y ∗ := Y \ {0} = Reg Y carries a her-
mitian structure induced by restriction of the euclidian metric of the
ambient space Cn. Let | · |Y and dVY be the resulting metric and vol-
ume form on Y ∗. Now, if U ⊂ Y ∗ is an open set, and ω a measurable
(0, q)-form on U , we set
‖ω‖p
Lp
0,q(U)
:=
∫
U
|ω|pY dVY , for 1 ≤ p <∞,
‖ω‖L∞
0,q(U)
:= ess sup
z∈U
|ω|Y (z).
We are interested in the following cohomology groups, where the ∂-
equation has to be interpreted in the sense of distributions (throughout
this paper). Due to the incompleteness of the metric, different exten-
sions of the ∂-operator on smooth forms lead to different cohomology
groups. For U ⊂ Reg Y open, let
Hq(p)(U,O) :=
{ω ∈ Lp0,q(U) : ∂ω = 0}
{ω ∈ Lp0,q(U) : ∃f ∈ L
p
0,q−1(U) : ∂f = ω}
.
We will show (giving sufficient conditions for Lp-solvability of the ∂-
equation):
Theorem 1.1. Let X, Y and N as above, D ⊂⊂ Y strongly pseudo-
convex such that 0 ∈ D, D∗ = D \ {0}, and 1 ≤ p ≤ ∞, 1 ≤ q ≤ d =
dimY . Set
a(p, q, d) :=
{
max{k ∈ Z : k < 1 + q − 2d/p} , p 6= 1,
max{k ∈ Z : k ≤ 1 + q − 2d/p} , p = 1.
Then there exists an injective homomorphism
Hq(p)(D
∗,O) →֒
⊕
µ≥a(p,q,d)
Hq(X,O(N−µ)). (1)
The right hand side in (1) is finite-dimensional because N is a negative
holomorphic line bundle. Necessary conditions are determined by:
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Theorem 1.2. Let X, Y and N as above, and let D ⊂⊂ Y be an open
set such that 0 ∈ D, D∗ = D\{0}, and 1 ≤ p ≤ ∞, 1 ≤ q ≤ d = dimY .
Set
c(p, q, d) := max{k ∈ Z : k ≤ 1 + q − 2d/p}.
Then there exists an injective homomorphism⊕
µ≥c(p,q,d)
Hq(X,O(N−µ)) →֒ Hq(p)(D
∗,O). (2)
Note that sufficient and necessary conditions coincide if 2d/p /∈ Z or
p = 1, and that c(p, q, d) = a(p, q, d)+1 in all other cases. So, there re-
mains a little uncertainness about the contribution of Hq(X,O(N−a)),
for example if p = 2.
The proof of Theorem 1.1 and Theorem 1.2 depends heavily on an
embedded desingularization of Y ⊂ Cn, which is in our situation simply
given by a single blow-up of the origin in Cn. We will study the behavior
of Lp-norms under this resolution of singularities in the next section,
while we will present the first part of the proof of Theorem 1.1 in section
3. The main tool here is a Dolbeault complex with weights according
to normal crossings that was constructed in [Ru6]. The second part of
the proof is settled by another important tool of our work, namely an
integration along the fibers of the holomorphic line bundle N , which
we will develop in section 4. This idea has been already used by E. S.
Zeron and the author in [RuZe] to construct an explicit ∂-integration
formula on weighted homogeneous varieties. In section 4, we obtain as
a byproduct:
Theorem 1.3. Let X and Y be as above, D ⊂⊂ Y an open subset,
D∗ = D\{0}, and 1 ≤ p ≤ ∞, 1 ≤ q ≤ dimY . Let ω ∈ Lp0,q(D
∗)∩ker ∂
with compact support in D. Then there exists η ∈ Lp0,q−1(D
∗) such that
∂η = ω.
Using Theorem 1.3 in case q = 1 and Hartogs’ Extension Theorem
on normal Stein spaces with isolated singularities, it is easy to deduce
vanishing of the first cohomology with compact support (see section 4):
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Theorem 1.4. Let X and Y be as above, D ⊂⊂ Y an open subset,
D∗ = D \ {0}, and 1 ≤ p ≤ ∞. Then:
H1(p),cpt(D,O) :=
{ω ∈ Lp0,1(D
∗) : ∂ω = 0, suppω ⊂⊂ D}
{ ω ∈ Lp0,1(D
∗) : ∃f ∈ Lp(D∗) : ∂f = ω, supp f ⊂⊂ D}
= 0.
We will then prove Theorem 1.2 in section 5, and discuss some examples
and applications in the last section 6. Let us mention a few of them at
this point. LetX , Y andN be as above, andD a strongly pseudoconvex
neighborhood of the origin in Y , D∗ = D\{0}. If, for example, a group
Hq(p)(D
∗,O) is vanishing, then it follows by standard techniques that
we can construct a bounded Lp-solution operator for the ∂-equation in
degree (0, q) on D∗ (see Theorem 6.1).
When we restrict our attention to the case dimY = 2, X is a compact
Riemann surface, and that allows to compute the groupsH1(X,O(N−µ))
by the Theorem of Riemann-Roch. We will do that for X ∼= CP1 or X
an elliptic curve, and deduce some consequences for Lp-solvability of
the ∂-equation on Y .
Combining an Extension Theorem for cohomology classes on complex
spaces of Scheja (Theorem 6.3) with our integration along the fibers,
we deduce that
Hq(p)(D
∗,O) = 0
for 1 ≤ q ≤ dimY − 2 (Theorem 6.4), and that in turn gives vanishing
results for some classes Hq(X,O(N−µ)) (Theorem 6.5). Similarly, we
can show easily that
Hq(CPk,O(N−µ)) = 0
for all µ ≥ q−2k, where N is the universal bundle over CPk (Theorem
6.6).
2. Behavior of Lp-norms under desingularization
Let X be a regular irreducible (connected) variety in CPn−1 of dimen-
sion d− 1 ≥ 1,
and let Y be the associated homogeneous variety in Cn (given by the
same homogeneous polynomials). So, Y is an irreducible homogeneous
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variety in Cn of dimension d, and it is regular outside the origin. We will
now investigate the embedded desingularization of Y , which is given
by blowing up the origin in Cn. Let
U ⊂ Cn × CPn−1
be given by the equations
zjwk = zkwj for all j 6= k,
where z1, ..., zn are the euclidian coordinates of C
n, and w1, ..., wn the
homogeneous coordinates of CPn−1. That is a submanifold of dimension
n in Cn × CPn−1. Let
Π : U → Cn, (z, w) 7→ z,
be the projection to the first component. Then
H := Π−1({0}) ∼= CPn−1,
but the pre-image of all points in Cn \{0} consists of exactly one point.
We have that
Π|U\H : U \H → C
n \ {0}
is biholomorphic, Π : U → Cn is the blow up of the origin. On the
other hand, consider the projection
P : U → H, (z, w) 7→ (0, w).
If {wk = 1} is a chart in H , then
P−1({wk = 1}) ∼= {wk = 1} × C.
U is in fact a holomorphic line bundle over H ∼= CPn−1. It is called the
universal bundle. Now, let
N := Π−1U\H(Y \ {0}) ⊂ U.
This is a complex submanifold of dimension d in U . Let
π := Π|N : N → Y, and E := π
−1({0}) = N ∩H ∼= X.
Then π : N → Y is a desingularization of Y (with exceptional set
E ∼= X). We will from now on identify E with X . On the other hand,
p := P |N : N → X
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is a holomorphic line bundle. It is the restriction of the universal bundle
to X , and the normal bundle of X in N at the same time. Hence, it is
a negative bundle in the sense of Grauert (see [Gr1]). So, there exists
an integer µ0 ≥ 0 such that
Hq(X,O(N−µ)) = 0 for all q ≥ 1, µ ≥ µ0,
because the dual bundle N−1 := N∗ is positive.
U is covered by n charts Uj ∼= C
n (j = 1, ..., n) defined by wj = 1.
Let us consider one such domain, say U1. Here, we have holomorphic
coordinates
z1, w2, ..., wn,
and in these coordinates
Π(z1, w2, ..., wn) = (z1, z1w2, ..., z1wn).
This implies that
Π∗dz1 = dz1 ,
Π∗dzj = z1dwj , for j = 2, ..., n.
We will now develop a similar statement on N , which is a bit more
complicated. First of all, we will choose a nice hermitian metric h on
U . For this, let h′1 be any hermitian metric on H
∼= CPn−1, say the
Fubini-Study metric, and
h1 = P
∗h′1
the pull-back to U . Furthermore, let h2 be given in the charts Uj (where
wj = 1) as
h2 =
(
|w1|
2 + · · ·+ |wj−1|
2 + 1 + |wj+1|
2 + · · · |wn|
2
)
dzj ⊗ dzj.
It is easy to see that h2 is globally well defined because zj/wj = zk/wk.
Then,
h := h1 ⊕ h2
gives a (in some sense natural) hermitian metric on U , where in a chart
Uj the coordinate zj is orthogonal to
w1, ..., wj−1, wj+1, ..., wn.
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Let
i : N →֒ U and ι : Y →֒ Cn
be the natural inclusions. This implies that
Π ◦ i = ι ◦ π.
As Y ∗ carries the hermitian structure induced by restriction (respec-
tively pull-back) of the euclidian metric of the ambient Cn, N is a
hermitian submanifold of U with the induced hermitian structure i∗h.
We denote by ‖ ·‖N the resulting norm on the Grassmannian of N , and
by dVN the associated volume form.
Let Q ∈ X be a point in the exceptional set. We can assume that
Q ∈ U1. Then there exists a neighborhood W
′
Q of Q in X ∩ U1 with
holomorphic coordinates
x2, ..., xd
on W ′Q. It follows that
t := z1, x2, ..., xd
are holomorphic coordinates on WQ := p
−1(W ′Q) ⊂ N . We identify xk
with p∗xk. It follows from the construction of the metric that t = z1 is
orthogonal to the xk.
Hence, by shrinking W ′Q a little, it follows that
i∗
∂
∂xj
=
n∑
k=2
ajk
∂
∂wk
, (3)
where
n∑
k=2
|ajk|
2 ∼ 1 (4)
on WQ for all j = 2, ..., d. We also have that
dt ∧ dt ∧ dx2 ∧ dx2 ∧ · · · ∧ dxd ∧ dxd ∼ dVN
10 J. RUPPENTHAL
on WQ. Using (3) and (4), we calculate:∥∥π∗ ∂
∂xj
∥∥2
Y
=
∥∥ι∗π∗ ∂
∂xj
∥∥2
Cn
=
∥∥Π∗i∗ ∂
∂xj
∥∥2
Cn
=
∥∥Π∗ n∑
k=2
ajk
∂
∂wk
∥∥2
Cn
=
∥∥ n∑
k=2
ajk
n∑
l=1
∂Πl
∂wk
·
∂
∂zl
∥∥2
Cn
=
∥∥ n∑
k=2
ajk
n∑
l=1
δlk · z1
∂
∂zl
∥∥2
Cn
= |z1|
2
n∑
k=2
|ajk|
2 ∼ |z1|
2
(where δlk denotes the Kronecker-δ), because
π∗
∂
∂xj
∣∣
y
∈ T 0,1y (Y \ {0})
for all y ∈ π(WQ) \ {0}, and ‖v‖Y = ‖ι∗v‖Cn on T
0,1(Y \ {0}) (since
‖ · ‖Y is the norm induced by ‖ · ‖Cn).
So, for a point y ∈ π(WQ) \ {0}, we can now calculate∥∥(π−1N\X)∗dxk∥∥Y (y) = max
06=v∈T 0,1y Y
‖v‖−1Y (y)
∣∣∣dxk((π−1N\X)∗v)∣∣∣ (π−1(y))
∼ max
j=2,...,d
∥∥π∗ ∂
∂xj
∥∥−1
Y
(y)
∣∣∣∣dxk( ∂∂xj )
∣∣∣∣ (π−1(y))
∼ max
j=2,...,d
∥∥π∗ ∂
∂xj
∥∥−1
Y
(y) ∼ |z1(y)|
−1,
because π is an biholomorphism outside X , and
dxk
(
∂
∂t
)
= 0,
since the coordinates x2, ..., xd are orthogonal to t = z1.
Since t = Π∗z1 = π
∗z1, the esimate∥∥(π−1N\X)∗dxk∥∥Y ∼ |z1|−1
also yields ∥∥(π−1N\X)∗(tdxj)∥∥Y ∼ 1.
Summing up, we conclude:
∂ ON HOMOGENEOUS VARIETIES 11
Lemma 2.1. Let Q ∈ X. Then there exists a neighborhood WQ of Q
in N with holomorphic coordinates t, x2, ..., xd such that
X ∩WQ = {t = 0},
and
α1 := (π|
−1
N\X)
∗dt,
αj := (π|
−1
N\X)
∗(tdxj), j = 2, ..., d,
are a basis of the (0, 1)-forms on π(WQ \X) ⊂ Y \ {0} with
‖αj‖Y ∼ 1.
This implies for the volume forms that
π|∗N\XdVY ∼ |t|
2d−2dVN
on WQ \ X. Hence, for a function f on π(WQ \ X) = π(WQ) \ {0},
and 1 ≤ p ≤ ∞, we have that
f ∈ Lp(π(WQ) \ {0})
exactly if
|t|
2d−2
p · π∗f ∈ Lp(WQ \X).
Let 1 ≤ q ≤ n. If ω ∈ Lp0,q(π(WQ)\{0}) is a (0, q)-form on π(WQ)\{0},
then
|t|
2d−2
p
−(q−1) · π∗ω ∈ Lp0,q(WQ \X).
On the other hand, for η ∈ Lp0,q(WQ \X) a (0, q)-form on WQ \X,
|t|
2d−2
p
−q · η ∈ Lp0,q(WQ \X)
implies that
(π|−1N\X)
∗η ∈ Lp0,q(π(WQ) \ {0}).
Proof. Only the last two statements remain to show. ω ∈ Lp0,q(π(WQ)\
{0}) has a representation∑
1≤k1<···<kq≤d
fk1···kqαk1 ∧ · · · ∧ αkq ,
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where the coefficients fk1···kd ∈ L
p(π(WQ) \ {0}), and the proof is clear
from what we have seen before. The last statement follows analogously.

3. Sufficient Conditions (Theorem 1.1)
LetD be a strongly pseudoconvex domain in Y such that 0 ∈ D, and let
D∗ := D \{0}. We can assume that D∩U = {z ∈ U : ρ(z) < 0} where
ρ ∈ C2(U) is a regular strictly plurisubharmonic defining function on
a neighborhood U of bD. Then there exists ǫ > 0 such that Dǫ :=
D ∪ {z ∈ U : ρ(z) < ǫ} is a strongly pseudoconvex extension of D. So,
it follows by Grauert’s bump method that the natural homomorphism
rq : H
q
(p)(D
∗
ǫ ,O)→ H
q
(p)(D
∗,O)
(induced by restriction of forms) is surjective (see [LiMi], chapter IV.7).
Here, we also setD∗ǫ = Dǫ\{0}. We will work with the desingularization
π : N → Y described in the previous section. So, let
G = π−1(D), Gǫ = π
−1(Dǫ), G
∗ = π−1(D∗), G∗ǫ = π
−1(D∗ǫ ),
and [ω] ∈ Hq(p)(D
∗,O) represented by ω ∈ Lp0,q(D
∗
ǫ ). We will show in
this section how ω determines a class in (5), and that [ω] = 0 if that
class vanishes. The point that a different representative of [ω] defines
the same class is postponed to the next section. We can use Lemma
2.1 to determine properties of π∗ω. It is convenient to work with the
weighted Dolbeault complexes that we introduced in [Ru6]. So, we
have to describe some concepts. Let I be the sheaf of ideals of E = X
in N . For k ∈ Z we will use the sheaves IkO which are subsheaves
of the sheaf of germs of meromorphic functions on N . It follows from
Theorem 5.1 in [Ru4] that
Hq(G, IkO) ∼= Hq(Gǫ, I
kO) ∼=
⊕
µ≥k
Hq(X,O(N−µ)) (5)
for all q ≥ 1, because G and Gǫ are strongly pseudoconvex neighbor-
hoods of the zero section of the negative holomorphic line bundle N .
Note that on the left-hand side of (5), O is the structure sheaf on N ,
while on the right O(N−µ) denotes the sheaf of germs of holomorphic
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sections in the bundle N−µ over X . So, in order to prove Theorem 1.1,
it is enough to show that there exists an injective homomorphism
Hq(p)(D
∗,O) →֒ Hq(G, Ia(p,q,d)O). (6)
What we need is a suitable fine resolution for the sheaves IkO. Let
s ∈ R, U ⊂ N open, and η a measurable (0, r)-form on U . Then, we
say that
η ∈ |I|sLp(0,r),loc(U)
if for each point z ∈ U there is a local generator fz of Iz (defined on a
neighborhood Vz of z) such that
|fz|
−sη ∈ Lp0,r(Vz).
This property does not depend on the choice of fz, and so the spaces
|I|sLp(0,r),loc(U) are well-defined.
We have to use a weighted ∂-operator, which we define locally again.
Let k ∈ Z, z ∈ N and fz a local generator of Iz defined on Vz. Then,
for a current Φ on Vz, we set
∂kΦ := f
k
z ∂
(
f−kz Φ
)
,
provided the construction makes sense. In that case ∂k is well-defined
because the construction does not depend on the choice of the gen-
erator. Now, we have to make a connection between the weighted
operators ∂k and weighted L
p-spaces defined above. We will use:
Definition 3.1. Let 1 ≤ p ≤ ∞ and s be real numbers. Then we call
k(p, s) := max{m ∈ Z : |z1|
sLploc(C) ⊂ |z1|
mL1loc(C)}
the ∂-weight of (p, s), where |z1|
tLploc(C) = {f measurable : |z1|
−tf ∈
Lploc(C)}. Now, we define for 0 ≤ q ≤ d = dimY the sheaves |I|
sLp0,r
by:
|I|sLp0,r(U) := {f ∈ |I|
sLp(0,r),loc(U) : ∂k(p,s)f ∈ |I|
sLp(0,r+1),loc(U)}
for open sets U ⊂ Cn (it is a presheaf wich is already a sheaf).
14 J. RUPPENTHAL
From now on, if an index k is not specified, it should always be the
∂-weight k(p, s), where p and s arise from the context. We need to
compute the ∂-weight of (p, s) explicitly:
Lemma 3.2. Let 1 ≤ p ≤ ∞ and s be real numbers, and k(p, s) the
∂-weight of (p, s) according to Definition 3.1. Then
k(p, s) =
{
max{m ∈ Z : m < 2 + s− 2/p} , p 6= 1,
max{m ∈ Z : m ≤ 2 + s− 2/p} , p = 1.
(7)
Proof. See [Ru6], Lemma 2.2. 
We can now cite the main results about the Dolbeault complex with
weights according to normal crossings. Adapted to our present situa-
tion, Theorem 1.5 in [Ru6] reads as:
Theorem 3.3. For 1 ≤ p ≤ ∞ and s ∈ R, let k(p, s) ∈ Z be the
∂-weight according to Definition 3.1. Then:
0→ IkO →֒ |I|sLp0,0
∂k−−→ |I|sLp0,1
∂k−−→ · · ·
∂k−−→ |I|sLp0,d → 0 (8)
is an exact (and fine) resolution of IkO.
Let us now return to ω ∈ Lp0,q(D
∗
ǫ ). If we extend π
∗ω trivially over the
exceptional set E, Lemma 2.1 implies immediately:
Lemma 3.4. Let s = (q − 1)− 2d−2
p
. Then:
π∗ω ∈ |I|sLp(0,q),loc(Gǫ).
Now, we need to find a suitable weight k such that ∂kπ
∗ω = 0. This is
in fact the ∂-weight of (p, s) in Lemma 3.4, as we will see shortly. But
before, it is the time to make the connection to Theorem 1.1:
Lemma 3.5. Let k(p, s) be the ∂-weight of p and
s = (q − 1)−
2d− 2
p
.
Then:
k(p, s) = a(p, q, d),
where a(p, q, d) is the constant from Theorem 1.1. So, Lemma 3.4 yields
π∗ω ∈ |I|sLp(0,q),loc(Gǫ) ⊂ |I|
a(p,q,s)L1(0,q),loc(Gǫ) (9)
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by Definition of the ∂-weight.
Proof. The proof is immediate, because
2 + s− 2/p = (q + 1)−
2d− 2
p
− 2/p = (q + 1)− 2d/p.

From now on, if the indices are not specified, a should always be the
constant a(p, q, d) from Theorem 1.1. We will now see that in fact
∂aπ
∗ω = 0.
This is a consequence of (9), Lemma 2.1 and the following extension
theorem for the ∂-equation, which we will show in a (for further use)
slightly more general version than needed:
Lemma 3.6. Let D ⊂ Cn be an open set, 1 ≤ P ≤ ∞ and f ∈ LP0,Q(D)
a (0, Q)-form on D such that ∂f = g in the sense of distributions on
D \ H, where H = {z ∈ Cn : z1 = 0} and g ∈ L
1
0,Q+1(D), and f has
the following structure:
f =
∑
|J |=Q
fJdzJ
(in multi-index notation) such that
|z1|
−w(P )fJ ∈ L
P (D) for all multi-indices J with 1 /∈ J,
where
w(P ) =
{
2/P − 1 , if 1 ≤ P ≤ 2,
0 , if 2 ≤ P ≤ ∞.
Then ∂f = g on the whole set D.
We will use the statement only in case P = 1 and w(P ) = 1.
Proof. The statement is local, so we can assume that D is bounded.
For r > 0, define
U(r) := {z ∈ Cn : dist(z,H) = |z1| < r}.
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Choose a smooth cut-off function χ ∈ C∞cpt(R) with |χ| ≤ 1, χ(t) = 1 if
|t| ≤ 1/2, χ(t) = 0 if |t| ≥ 2/3, and |χ′| ≤ 8. Now, let
χr(z) := χ(
dist(z,H)
r
).
Then χr ≡ 1 on U(r/2) and suppχr ⊂ U(3r/4). χr is smooth and we
have:
‖|z1|
w∇χr‖ ≤ |χ
′|rw−1 ≤ 8rw−1.
Since D is bounded, there is R > 0 such that D ⊂ BR(0). Let s =
P/(P − 1) be the coefficient dual to P . It follows that∫
D
‖|z1|
w∇χr‖
sdVCn ≤ 8
s(2R)2n−2rs(w−1)
∫
{ζ∈C:|ζ|<r}
dVC,
and we conclude:
‖|z1|
w∇χr‖Ls(D) . r
w−1+2/s = rw−1+2−2/P . 1 (10)
by the choice of w(P ). The statement remains true in case P = 1 and
s =∞. What we have to show is that∫
D
f ∧ ∂φ = (−1)q+1
∫
D
g ∧ φ (11)
for all smooth (n, n−Q− 1)-forms φ with compact support in D. By
assumption, ∂f = g on D \H . That leads to:∫
D
f ∧ ∂φ =
∫
D
f ∧ χr∂φ+
∫
D\H
f ∧ (1− χr)∂φ
=
∫
D
f ∧ χr∂φ+
∫
D\H
f ∧ ∂[(1− χr)φ]−
∫
D\H
f ∧ ∂(1− χr) ∧ φ
=
∫
D
f ∧ χr∂φ+ (−1)
Q+1
∫
D
g ∧ (1− χr)φ+
∫
D\H
f ∧ ∂χr ∧ φ.
Now, we will consider what happens as r → 0. Let us first consider∫
D
f ∧ χr∂φ and
∫
D
g ∧ (1− χr)φ.
Since |χr| ≤ 1, we have
‖f ∧ χr∂φ‖, ‖g ∧ (1− χr)φ‖ ∈ L
1(D),
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and we know that f∧χr∂φ→ 0 pointwise if r → 0, and g∧(1−χr)φ→
g ∧ φ. Hence, Lebesgue’s Theorem on dominated convergence gives:
lim
r→0
∫
D
f ∧ χr∂φ = 0, lim
r→0
∫
D
g ∧ (1− χr)φ =
∫
D
g ∧ φ.
To prove (11), only
lim
r→0
∫
D
f ∧ ∂χr ∧ φ = 0
remains to show. Because of
∂χr =
∂χr
∂z1
dz1,
we only have to consider the coefficients fJ where 1 /∈ J . So, using (10)
and the Ho¨lder Inequality, we get
lim
r→0
‖f ∧ ∂χr ∧ φ‖L1(D) = lim
r→0
‖f ∧ ∂χr ∧ φ‖L1(U(r))
≤ lim
r→0
‖f ∧ φ‖LP (U(r))‖|z1|
w∇χr‖Ls(D)
. lim
r→0
‖f ∧ φ‖LP (U(r)).
Since f ∈ LP , we conclude
lim
r→0
‖f ∧ φ‖LP (U(r)) = 0
(see for instance [Alt], Lemma A 1.16), and that completes the proof.

So, choose a point on the exceptional set E. Locally, we can assume
that this point is the origin in Cd, and that E = {z1 = 0} in a small
neighborhood V . It follows from Lemma 3.5 that
z−a1 π
∗ω ∈ L10,q(V ),
and it is clear that
∂
(
z−a1 π
∗ω
)
= 0 on V \ E
in the sense of distributions. But if we take a closer look at z−a1 π
∗ω it
follows from Lemma 2.1, that
z−a1 π
∗ω =
∑
|J |=q
fJdzJ ,
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where fJ = |z1|hJ with hJ ∈ L
1(V ) if 1 /∈ J . So, Lemma 3.6 yields
∂(z−a1 π
∗ω) = 0 on V . Thinking globally, that means nothing else but:
Lemma 3.7. If a = a(p, q, d) is the index from Theorem 1.1, then
∂aπ
∗ω = 0.
Hence, π∗ω ∈ |I|sLp0,q(Gǫ) (where s = (q − 1) −
2d−2
p
) defines a coho-
mology class
[π∗ω] ∈ Hq(Gǫ, I
aO).
Proof. Because of a(p, q, d) = k(p, s) by Lemma 3.5, ∂aπ
∗ω = ∂kπ
∗ω =
0 implies that π∗ω ∈ |I|sLp0,q(Gǫ). Hence, π
∗ω defines a cohomology
class [π∗ω] in Hq(Gǫ, I
aO) by Theorem 3.3. 
Now, assume that
[π∗ω] = 0 in Hq(Gǫ, I
aO). (12)
We will conclude this section by showing that this implies [ω] = 0 in
Hq(p)(D
∗,O). By the use of Theorem 3.3, the assumption (12) tells us
that there exists
η ∈ |I|sLp(0,q−1),loc(Gǫ) (13)
such that ∂kη = π
∗ω on Gǫ. This means that ∂η = π
∗ω on Gǫ\E = G
∗
ǫ .
Recall that
s = (1− q)−
2d− 2
p
. (14)
Let η′ := η|G. Then, (13), (14) and the last statement of Lemma 2.1
yield that
ϑ := (π|−1G\E)
∗η ∈ Lp0,q−1(D \ {0}).
Because π is a biholomorphic map outside the exceptional set, we know
that ∂ϑ = ω onD\{0} = D∗. So, it follows that [ω] = 0 inHq(p)(D
∗,O).
To complete the proof of Theorem 1.1, it remains to show that a differ-
ent representing (0, q)-form for the class [ω] ∈ Hq(p)(D
∗,O) defines the
same class in
Hq(Gǫ, I
aO) ∼= Hq(G, IaO).
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That will be done in the next section, where we can restrict our con-
siderations to the set G (no need to consider the extension Gǫ any
more).
4. Integration along the Fibers
Assume that ω˜ is another representing form for the class [ω] ∈ Hq(p)(D
∗,O),
namely that
ω˜ ∈ Lp0,q(D
∗),
such that ∂ω˜ = 0 on D∗ in the sense of distributions, and there exists
σ ∈ Lp0,q−1(D
∗) with
ω − ω˜ = ∂σ.
Here again, π∗ω˜ ∈ |I|sLp0,q(G), but unfortunately we do not have π
∗σ ∈
|I|sLp0,q−1(G). But, we can use π
∗σ to construct σ˜ ∈ |I|sLp0,q−1(G) such
that
π∗ω − π∗ω˜ = ∂aσ˜.
Let χ ∈ C∞cpt(G) be a smooth cut-off function with compact support in
G such that χ ≡ 1 in a neighborhood of the exceptional set E = X .
Now, consider
δ := π∗ω − π∗ω˜ − ∂
(
(1− χ)π∗σ
)
∈ |I|sLp0,q(G).
We will now solve the equation ∂aτ = δ with τ ∈ |I|
sLp0,q−1(G), and
then
∂a
(
τ + (1− χ)π∗σ
)
= π∗ω − π∗ω˜
will tell us that [π∗ω] = [π∗ω˜] in Hq(G, IaO).
The crucial point is that the form δ has compact support in G. That
allows us to solve the equation ∂aτ = δ by integrating over the fibers
of N interpreted as a holomorphic line bundle over E = X . That idea
has been already used by E. S. Zeron and the author in [RuZe]. We
can define that integration locally: Let Q ∈ X . Then there exists a
neighborhood UQ of Q in X with coordinates z1, ..., zd−1 such that N
is trivial over UQ:
N |UQ
∼= UQ × C.
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So, let z1, ...zd−1, t be the coordinates on VQ := N |UQ . Then, δ|VQ ∈
|t|sLp0,q(VQ) can be written uniquely as
δ|VQ =
∑
|J |=q
gJdzJ +
∑
|J |=q−1
fJdt ∧ dzJ
where all the coefficients gJ , fJ ∈ |t|
sLp(VQ) satisfy t
−agJ , t
−afJ ∈
L1(VQ). Now, we define:
τ |VQ :=
∑
|J |=q−1
(
ta
2πi
∫
C
fJ(z1, ..., zd−1, ζ)
ζa
dζ ∧ dζ
ζ − t
)
dzJ . (15)
We have to show that this construction globally defines a form τ ∈
|I|sLp0,q−1(G) such that ∂aτ = δ, where we intensively use the fact that
δ has compact support. Firstly, we remark that the operator in (15)
maps continuously
|t|sLp0,q(VQ ∩G)→ |t|
s+1−ǫLp0,q−1(VQ ∩G) ⊂ |t|
sLp0,q−1(VQ ∩G),
because a(p, q, d) = k(p, s) is the ∂-weight of (p, s) (see [Ru6], Theorem
2.1). For ∂aτ = δ, we have to show that
∂
(
t−aτ |VQ
)
= t−aδ|VQ. (16)
Here, we have to work a little, because we are dealing with weak con-
cepts. Let U ⊂ Cd−1 be an open set, 1 ≤ r ≤ d, and ω ∈ C00,r(U × C)
such that ω has compact support in the zd-direction, i.e. suppω ∩ Fa
is compact in Fa for all fibers Fa = {a} × C, a ∈ U . If
ω =
∑
|J |=r−1,
d/∈J
adJdzd ∧ dzJ +
∑
|K|=r,
d/∈K
aKdzK
(the multi-indices in ascending order), then let
Sdrω :=
∑
|J |=r−1
I(adJ) dzJ
where
If(z1, ..., zd) :=
1
2πi
∫
C
f(z1, ..., zd−1, t)
dt ∧ dt
t− zd
.
It is not hard to see that we can use these operators Sdr to construct a
∂-homotopy formula for forms with compact support in the fibers:
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Lemma 4.1. Let ω ∈ C10,q(U ×C) such that ω has compact support in
zd. Then:
ω = ∂Sdqω + S
d
q+1∂ω.
Proof. Let
ω =
∑
|J |=q−1,
d/∈J
adJdzd ∧ dzJ +
∑
|K|=q,
d/∈K
aKdzK
and
∂ω =
∑
|K|=q,
d/∈K
cdKdzd ∧ dzK + · · ·
Then we compute that:
cdK =
∂aK
∂zd
−
∑
J⊂K,
|J |=q−1
sign
(
K \ J J
K
)
∂adJ
∂zK\J
. (17)
By use of the inhomogeneous Cauchy-Integral Formula in one com-
plex variable and the assumption about the support of ω, we compute
furthermore:
∂
(
I(adJ)dzJ
)
= adJdzd ∧ dzJ +
∑
k/∈J∪{d}
I
(
∂adJ
∂zk
)
dzk ∧ dzJ .
But this leads to (summing up):
∂Sdqω =
∑
|J |=q−1,
d/∈J
adJdzd ∧ dzJ +
∑
|K|=q,
d/∈K
I
(
bK
)
dzK ,
where
bK =
∑
J⊂K
sign
(
K \ J J
K
)
∂adJ
∂zK\J
=
∂aK
∂zd
− cdK
by the use of (17). But aK has compact support in zd. So (using the
inhomogeneous Cauchy Formula again),
I (bK) dzK = I
(
∂aK
∂zd
)
dzK − I
(
cdK
)
dzK
= aKdzK − I
(
cdK
)
dzK ,
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and we are done, because
Sdq+1∂ω =
∑
|K|=q,
d/∈K
I
(
cdK
)
dzK .

Turning to L1-forms, we can deduce:
Lemma 4.2. Let R > 0 and ω ∈ L10,q(U × C) such that ∂ω = 0, and
ω has support in U ×∆R(0), where ∆R(0) is the disc of radius R at 0.
Then:
ω = ∂Sdqω
on each subset V ×∆R(0) where V ⊂⊂ U .
Proof. We simply use the assumption V ⊂⊂ U because we really do
not need to care about the boundary. Using convolution with a Dirac
sequence, there exists a sequence of smooth forms fj ∈ C
∞
0,q(V × C)
such that
lim
j→∞
fj = ω in L
1
0,q(V × C),
lim
j→∞
∂fj = 0 in L
1
0,q+1(V × C),
and we can assume that the fj have support in V ×∆R+1(0). Lemma
4.1 tells us that
fj = ∂S
d
qfj + S
d
q+1∂fj
for all j, and passing to the limit in L1-spaces proves the Lemma,
because the operators Sdq , S
d
q+1 map continuously from L
1 to L1. 
Let us return to the ∂-equation (16) which we are trying to prove. But
that is now an easy consequence of Lemma 4.2, because
t−aτ |VQ = S
d
q
(
t−aδ|VQ
)
.
It only remains to show that τ is globally well-defined. If we change
coordinates on X , that does not effect the Definition (15), but we have
to care about what happens for a different trivialization of N . So, let
w = φ(z1, ..., zd−1)t and
δ|VQ =
∑
|J |=q
gJdzJ +
∑
|J |=q−1
f˜Jdw ∧ dzJ .
∂ ON HOMOGENEOUS VARIETIES 23
Then dw = φ(z1, ..., zd−1)dt and
f˜J = φ
−1fJ .
That yields (with ξ = φζ):
ta
2πi
∫
C
fJ(z1, ..., zd−1, ζ)
ζa
dζ ∧ dζ
ζ − t
=
φ−awa
2πi
∫
C
φf˜J(z1, ..., zd−1, ξ)
φ−aξa
|φ|−2dξ ∧ dξ
φ−1(ξ − w)
=
wa
2πi
∫
C
f˜J(z1, ..., zd−1, ξ)
ξa
dξ ∧ dξ
ξ − w
,
and that shows that τ ∈ |I|sLp0,q−1(G) is globally well defined by (15).
Since ∂aτ = δ as we have seen before, we have finished the proof
that [π∗ω] = [π∗ω˜] in Hq(G, IaO), and that also finishes the proof of
Theorem 1.1.
Another interesting application of the integration along the fibers is
Theorem 1.3, namely the solution of the ∂-equation for forms with
compact support:
Theorem 1.3. Let X and Y be as in the introduction, D ⊂⊂ Y an
open subset, D∗ = D \ {0}, and 1 ≤ p ≤ ∞, 1 ≤ q ≤ dimY . Let
ω ∈ Lp0,q(D
∗) ∩ ker ∂
with compact support in D. Then there exists η ∈ Lp0,q−1(D
∗) such that
∂η = ω.
Proof. As before, let G := π−1(D) and G∗ := G \ E. Let ω ∈ Lp0,q(D
∗)
such that ∂ω = 0, and ω has support in D. Then (by Lemma 3.6)
π∗ω ∈ |I|sLp0,q(G),
where
s = (q − 1)−
2d− 2
p
,
and by Lemma 3.6 we have ∂aπ
∗ω = 0 with a = a(p, q, d) = k(p, s)
the ∂-weight of (p, s). Because π∗ω has compact support in G, we can
integrate along the fibers as before and obtain τ ∈ |I|sLp0,q−1(G) such
that ∂aτ = π
∗ω. But then
η := (π|−1G\E)
∗τ ∈ Lp0,q−1(D
∗)
by Lemma 2.1, and ∂η = ω on D∗. 
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As a consequence, we can now also prove Theorem 1.4, namelyH1(p),cpt(D
∗,O) =
0 for D ⊂⊂ Y as above. So, let ω ∈ Lp0,1(D
∗) be ∂-closed with support
in D. We can assume that
D ⊂⊂ D˜ = Y ∩ BR(0)
for R > 0 large enough, and extend ω trivially by 0 to the whole set
D˜∗ = D˜ \ {0}. By Theorem 1.3, there exists f ∈ Lp(D˜∗) such that
∂f = ω. So, f is holomorphic on D˜ \D which is connected because X
and Y are chosen irreducible.
But Y is a normal complex space, because Y is a complete intersection,
and a complete intersection is a normal space exactly if the codimension
of the singular set is ≥ 2 (see [Ab], 12.3, or [Sch2], Korollar 4).
So, f | eD\D extends uniquely to a holomorphic function F on the whole
set D˜ by Hartogs’ Extension Theorem for singular spaces (see [MePo2],
or [Ru5]), and
F ∈ O(D˜) ⊂ L∞loc(D˜).
But then
f ′ := f − F ∈ Lp(D∗)
is the desired solution of ∂f ′ = ω, because supp f ′ ⊂ suppω by the
identity theorem for holomorphic functions. That proves Theorem 1.4.
5. Necessary Conditions (Theorem 1.2)
We will now prove Theorem 1.2. So, let D ⊂⊂ Y be a bounded open
set such that 0 ∈ D, D∗ = D \ {0}, G = π−1(D) and G∗ = π−1(D∗).
We will use the exhaustion function ρ := ‖ · ‖2 ◦ π which is strictly
plurisubharmonic on N outside the zero section X . Then there exist
indices ǫ > 0 and δ > 0 such that
Gǫ ⊂⊂ G ⊂⊂ Gδ,
where
Gǫ = {z ∈ N : ρ(z) < ǫ}
and
Gδ = {z ∈ N : ρ(z) < δ}
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are smoothly bounded strongly pseudoconvex neighborhoods of the
zero section in N . We can again use the fact that⊕
µ≥c(p,q,d)
Hq(X,O(N−µ)) ∼= Hq(Gǫ, I
c(p,q,d)O)
by Theorem 5.1 in [Ru4]. We must now clearify what the Definition of
c(p, q, d) means for us:
Lemma 5.1. There exists 0 < ν < 1 such that the following is true:
Let
t = (q − 1)−
2d− 2
p
+ ν,
and k(p, t) the ∂-weight of (p, t). Then:
c(p, q, d) = k(p, t).
Proof. When we represent the ∂-weight k(p, t) by the formula in Lemma
3.2, then it is easy to see that there exists 0 < ν < 1 such that
k(p, t) = max
{
m ∈ Z : m < q + 1− 2d
p
+ ν , p 6= 1
m ∈ Z : m ≤ q + 1− 2d
p
+ ν , p = 1
}
= max{m ∈ Z : m ≤ q + 1− 2d/p} = c(p, q, d).
One just has to choose ν > 0 small enough. 
We will abbreviate c(p, q, d) by c from now on. By use of Lemma
5.1, the exact sequence in Theorem 3.3 tells us that a class [ω] ∈
Hq(Gǫ, I
cO) can be represented by a form
ω1 ∈ |I|
tLp0,q(Gǫ).
But, we will see that there also exists
ω2 ∈ |I|
tLp0,q(Gδ).
such that [ω2|Gǫ] = [ω1] = [ω] ∈ H
q(Gǫ, I
cO).
That follows from the following consideration: As in the beginning of
the proof of Theorem 1.1, Grauert’s bump method (see [LiMi], chapter
IV.7) tells us that the mapping
Hq(Gδ, I
cO)→ Hq(Gǫ, I
cO
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induced by restriction of forms is surjective. For later use, we remark
that it is in fact an isomorphism because the groups under considera-
tion are of equal finite dimension.
Now, let
s := q −
2d− 2
p
= t + (1− ν).
We will show that we can also assume
ω2 ∈ |I|
sLp0,q(G˜),
where G ⊂⊂ G˜ ⊂⊂ Gδ. This follows from the fact that we can solve
the ∂c-equation locally from
|I|tLp0,q
into
|I|t+1−νLp0,q−1 = |I|
sLp0,q−1.
That is well-known at points not on the exceptional setX = E, because
at such points we only have to solve from Lp0,q into L
p
0,q−1. At points
on the exceptional set, it follows from Theorem 2.1 in [Ru4], because
c is the ∂-weight of (p, t). So, cover a domain which is slightly smaller
than Gδ by finitely many domains {Uj}j∈J where we have solutions
∂cvj = ω2|Uj , vj ∈ |I|
sLp0,q−1(Uj).
Then, let {χj}j∈J be a smooth partition of unity associated to {Uj}j∈J ,
and define
η :=
∑
j∈J
χjvj ∈ |I|
sLp0,q−1(G˜),
where G˜ :=
⋃
Uj . Then, we calculate:
∂cη =
∑
j∈J
χj∂cvj +
∑
∂χj ∧ vj =: ω2 − ω.
Therefore [ω2] = [ω] ∈ H
q(Gǫ, I
cO) can in fact be represented by
ω ∈ |I|sLp0,q(G˜). Now, it follows from the last statement of Lemma 2.1
that
(π|−1G\X)
∗ω ∈ Lp0,q(D
∗),
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and it is clear that this form is ∂-closed in the sense of distributions
on D∗. Hence, ω determines a class in Hq(p)(D
∗,O). We have to show
that this assignment defines in fact a mapping from Hq(Gǫ, I
cO) into
Hq(p)(D
∗,O).
Because (18) is an isomorphism, we only have to consider what happens
if the class [ω] ∈ Hq(Gǫ, I
cO) is given by a different form
ω′2 ∈ |I|
tLp0,q(Gδ)
such that
ω2 − ω
′
2 = ∂cϑ
with ϑ ∈ |I|tLp0,q−1(Gδ). Now, construct ω
′ ∈ |I|sLp0,q(G˜) from ω
′
2
analogously to the construction of ω (from ω2). Then, it follows that
ω − ω′ = −∂cη + ∂cη
′ + ω2 − ω
′
2
= −∂cη + ∂cη
′ + ∂cϑ| eG = ∂c∆,
with
∆ := η′ − η + ϑ| eG ∈ |I|
tLp0,q−1(G˜).
Furthermore, we get
(π|−1G\X)
∗ω − (π|−1G\X)
∗ω′ = ∂(π|−1G\X)
∗∆,
where (π|−1G\X)
∗∆ ∈ Lp0,q−1(D
∗) by the last statement of Lemma 2.1,
because
t ≥ s− 1 = (q − 1)−
2d− 2
p
.
This shows that ω and ω′ determine the same class in Hq(p)(D
∗,O),
and hence our mapping is well-defined. It remains to show that it is
injective. That can be done by integration along the fibers. So, assume
that
(π|−1G\X)
∗ω = ∂α
on D∗ where α ∈ Lp0,q−1(D
∗). Let χ ∈ C∞cpt(D) be a smooth cut-off
function with compact support which is identically 1 in a neighborhood
of the origin. Then:
β := ω − ∂π∗
(
(1− χ)α
)
∈ |I|tLp0,q(Gǫ)
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has compact support in Gǫ and is ∂c-closed. Thus, integration along
the fibers of N as a holomorphic line bundle over X (as in section 4)
gives
γ ∈ |I|tLp0,q−1(Gǫ)
such that
∂cγ = β, and ∂c
(
γ + π∗
(
(1− χ)α
))
= ω,
where
γ + π∗
(
(1− χ)α
)
∈ |I|tLp0,q−1(Gǫ).
Here, one should recall that c = k(p, t) by Lemma 5.1. So, Theorem 3.3
yields [ω] = 0 ∈ Hq(Dǫ, I
cO), as we intended to show. That completes
the proof of Theorem 1.2.
6. Examples and Applications
As a direct consequence of Theorem 1.1, we obtain:
Theorem 6.1. Let X, Y and N be as in the introduction, D ⊂⊂ Y
strongly pseudoconvex such that 0 ∈ D, D∗ = D \ {0}, 1 ≤ p ≤ ∞,
1 ≤ q ≤ d = dimY . Set
a(p, q, d) :=
{
max{k ∈ Z : k < 1 + q − 2d/p} , p 6= 1,
max{k ∈ Z : k ≤ 1 + q − 2d/p} , p = 1,
and assume that ⊕
µ≥a(p,q,d)
Hq(X,O(N−µ)) = 0.
Then there exists a bounded linear operator
Sq : L
p
0,q(D
∗) ∩ ker ∂ → Lp0,q−1(D
∗)
such that ∂Sqω = ω.
Proof. Theorem 1.1 tells us that
Hq(p)(D
∗,O) = 0.
Now, the statement follows by a standard technique based on the
open mapping theorem (see for example [FOV1], Lemma 4.2), because
Lp0,q(D
∗) and Lp0,q−1(D
∗) are Banach spaces. 
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Let us take a look at two simple examples in the case d = dim Y = 2.
Then, X is a compact Riemann surface. Firstly, let us assume that
genus g(X) = 0, hence X ∼= CP1. Let z0 ∈ X be an arbitrary point
and D = −(z0) the associated divisor. Then it follows that
Hj(X,O(µD)) ∼= Hj(X,O(Nµ))
for all j ≥ 0 and µ ∈ Z. It is well-known (and easy to calculate by
power series) that
l(µ) := dimH0(X,O(−µD)) =
{
1 + µ , for µ ≥ −1,
0 , for µ ≤ −1,
because H0(X,O(−µD)) is the space of meromorphic functions on X
with a single pole of order µ at z0. Hence, we calculate by the Theorem
of Riemann-Roch that
− dimH1(X,O(N−µ)) = deg(−µD) + 1− g(CP1)− l(µ) =
{
0 , for µ ≥ −1,
−1 , for µ = −2.
Therefore, Theorem 1.1 and Theorem 1.2 tell us that
dimH1(p)(D
∗,O)

= 0 , if p > 4/3,
≤ 1 , if p = 4/3,
= 1 , if p < 4/3,
if D is a strongly pseudoconvex neighborhood of the origin in Y . An
important example for such a variety is Y = {(x, y, z) ∈ C3 : xy = z2}.
As a second example, we use the same construction, but assume that
X is an elliptic curve in CPn−1. Here, H0(X,O(−µD)) is the space
of elliptic functions with a single pole of order µ. So, it is well-known
that we have
l(µ) := dimH0(X,O(−µD)) =

0 , for µ ≤ −1,
1 , for µ = 0,
µ , for µ ≥ 1.
Using the Theorem of Riemann-Roch again, we calculate
− dimH1(X,O(N−µ)) = deg(−µD) + 1− g(X)− l(µ) =

µ , for µ ≤ −1,
−1 , for µ = 0,
0 , for µ ≥ 1.
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Therefore, Theorem 1.1 and Theorem 1.2 tell us that
dimH1(p)(D
∗,O)

= 0 , if p > 4,
∈ {0, 1} , if p = 4,
= 1 , if 4 > p > 2,
∈ {1, 2} , if p = 2,
= 2 , if 2 > p > 4/3,
∈ {2, 3, 4} , if p = 4/3,
= 4 , if 4/3 > p,
if D is a strongly pseudoconvex neighborhood of the origin. Examples
are the varieties Y = {(x, y, z) ∈ C3 : y2z = x3 + axz2 + bz3} for suit-
able values of a, b.
Let us return to the first example X ∼= CP1. Combining that consid-
eration with Theorem 1.2, we obtain:
Theorem 6.2. Let X and Y be as in the introduction, dimY = 2 and
D ⊂⊂ Y strongly pseudoconvex such that 0 ∈ D, D∗ = D \ {0}. Then:
H1(2)(D
∗,O) = 0 ⇔ X ∼= CP1.
Proof. By assumption, X is a compact Riemann surface. If X ∼= CP1
then H1(2)(D
∗,O) = 0 by the considerations above. Conversely, if
H1(2)(D
∗,O) = 0, then H1(X,O) = 0 by Theorem 1.2, and that im-
plies that X ∼= CP1. 
This example, namely the groups H1(2) at isolated singularities of co-
dimension two, are of special interest because of the following Extension
Theorem of Scheja (see [Sch1, Sch2]), which settles the case of higher
co-dimension:
Theorem 6.3. Let Y be a closed pure dimensional analytic subset in
Cn which is locally a complete intersection, and A a closed pure dimen-
sional analytic subset of Y . Then, the natural restriction mapping
Hq(Y,OY )→ H
q(Y \ A,OY \A)
is bijective for all 0 ≤ q ≤ dimY − dimA− 2.
Using this result, our integration along the fibers yields:
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Theorem 6.4. Let X and Y be as in the introduction, and D ⊂⊂ Y
strongly pseudoconvex such that 0 ∈ D, D∗ = D \{0}, 1 ≤ p ≤ ∞, and
1 ≤ q ≤ d− 2 = dimY − 2.
Then:
Hq(p)(D
∗,O) = 0.
Proof. As in the beginning of section 3, assume that
D ∩ U = {z ∈ U : ρ(z) < 0}
where ρ ∈ C2(U) is a regular strictly plurisubharmonic defining func-
tion on a neighborhood U of bD, and that there exists ǫ > 0 such
that
Dǫ := D ∪ {z ∈ U : ρ(z) < ǫ}
is a strongly pseudoconvex extension of D. So, it follows by Grauert’s
bump method that the natural homomorphism
rq : H
q
(p)(D
∗
ǫ ,O)→ H
q
(p)(D
∗,O) (19)
(induced by restriction of forms) is surjective (see [LiMi], chapter IV.7).
Here, we also set D∗ǫ = Dǫ \ {0}. We need to observe that Dǫ is a Stein
domain. But that follows from the fact that Dǫ is a bounded strongly
pseudoconvex domain in the Stein space Y (see [Na2]). Moreover, Y is
a complete intersection, and so Theorem 6.3 tells us that
Hq(D∗ǫ ,O) = 0. (20)
Now, let [ω] ∈ Hq(p)(D
∗,O) be represented by the ∂-closed form ω ∈
Lp0,q(D
∗). Because (19) is surjective, we can assume that
ω ∈ Lp0,q(D
∗
ǫ ).
But now (20) tells us that there exists
η ∈ Lp(0,q−1),loc(D
∗
ǫ )
such that ∂η = ω on D∗ǫ . So, choose a smooth cut-off function χ ∈
C∞cpt(D) with compact support in D such that χ is identically 1 in a
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neighborhood of the origin. It follows that [ω] ∈ Hq(p)(D
∗,O) can be
represented by
τ := ω − ∂
(
(1− χ)η
)
∈ Lp0,q(D
∗)
which has compact support in D. The integration along the fibers
which we have already used in the sections 4 and 5 tells us that we can
use the blow up of Y to produce a solution
σ ∈ Lp0,q−1(D
∗)
such that ∂σ = τ (see Theorem 1.3), and that finishes the proof. 
Combining Theorem 6.4 with Theorem 1.2 (for p = 1), we obtain im-
mediately:
Theorem 6.5. Let X, Y and N be as in the introduction, and
1 ≤ q ≤ d− 2 = dimY − 2.
Then it follows that
Hq(X,O(N−µ)) = 0
for all µ ≥ 1 + q − 2d.
Similarly, we can deduce from Theorem 1.2:
Theorem 6.6. Let N be the universal bundle over CPk for k ≥ 1, and
1 ≤ q ≤ k. Then:
Hq(CPk,O(N−µ)) = 0 for all µ ≥ q − 2k.
Proof. Note that we have at no place assumed thatX is a proper subset
of CPn−1, respectively that Y should be a proper subset of Cn. So, in
the setting of the introduction let X = CPn−1 = CPk and Y = Cn =
Ck+1. Moreover, let D be the unit ball in Y and p = 2n/(2n − 1).
Now, if ω ∈ Lp0,q(D
∗) is a ∂-closed form on the punctured ball, then
the ∂-Extension Theorem 3.2 in [Ru4] tells us that in fact ω defines
a ∂-closed Lp-form on the whole ball. So, there exists η ∈ Lp0,q−1(D)
such that ∂η = ω (see [Kr]), and it follows that Hq(p)(D
∗,O) = 0 for all
1 ≤ q ≤ k + 1. Thus, Theorem 1.2 implies that Hq(CPk,O(N−µ)) = 0
for all
µ ≥ q + 1−
2n
p
= q + 1− 2n+ 1 = q − 2k.
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