Abstract. Let H 1 , H 2 be complex Hilbert spaces and T : H 1 → H 2 be a densely defined closed operator with domain D(T ) ⊆ H 1 and T † be the Moore-Penrose inverse of T . Let S : H 1 → H 2 be a bounded operator. In this article we focus our attention on the following questions:
Introduction
Most of the problems that we encounter in many branches of Mathematics (e.g. Partial Differential Equations, Optimization Theory, Numerical Analysis etc,) and several branches in Engineering and physics end up in solving operator equations of the form
where y is a given vector in a Hilbert space, T is a linear operator (possibly unbounded). We need to find out the vector x. In case, the operator T is not invertible, the equation cannot have a solution. In such cases one alternate approach is to look for an approximate solution instead of the original solution. This is given by x = T † y, where T † is the Moore-Penrose inverse of T , provided y is in the domain of T † . In this case the equation (1.1) is solvable for all y in the domain of T † and the solution is unique.
Another important task is the stability of the solution. The solution (least square solution of minimal norm) is stable only if T −1 (or T † ) is continuous. The perturbation theory tells us that how much we can perturb the operator without loosing the desired properties of the solution.
In this article we discuss the perturbation results for the Moore-Penrose inverse of a densely defined closed operator under two different set of conditions. Let H 1 , H 2 be complex Hilbert spaces and T : H 1 → H 2 be a closed operator with dense domain D(T ) ⊆ H 1 . We prove perturbations results related to the perturbation of closed range of operators and Moore-Penrose inverses under different conditions. Here we state the results.
Let T be a densely defined closed operator.
(I) Suppose S ∈ B(H 1 , H 2 ) satisfies the following conditions:
We prove the following results:
In particular, if λ 2 = 0, we get the following error bound:
The perturbation results in (I) are the generalizations of the results in [23] from the case of rectangular matrices to the case of closed operators on Hilbert spaces. Many authors have studies these results for Moore-Penrose inverses of bounded operators on Hilbert spaces [2, 6, 7, 8] and Banach spaces [1] . The statements (1) and 2(ii) of (II), generalizes the results of Jiu Ding [9] in one direction, namely from bounded operators on Hilbert spaces to unbounded closed operators between Hilbert spaces. In fact Ding proved these statements for bounded operators on Banach spaces. Using the concept of gap between two subspaces Ding and Huang [6] proved some perturbation results for bounded operators on Hilbert spaces. These results were used to obtain perturbation results of frames in [5] . In the case of matrices the perturbation results were extensively studied by Stewart and Ben-Israel in [2, 23] and for Banach space operators by Nashed and Moore [19] . Some of these results also can be found in [4] . We have noticed that these results were not studied for unbounded operators. In this article we attempt to extend the results of Jiu Ding [9] to unbounded operators. We also prove some results which are not available in [9] . In the process we prove the reverse order law for the Moore-Penrose inverses of closed operators under some assumptions. Some perturbation results for relative bounded operators are appeared in a recent article [15] . The authors in [16] discussed perturbation of closed range operators and Moore-Penrose inverses of relative bounded operators between Banach spaces with an extra assumption that is similar to the one we considered. The article [18] contains some perturbation results for Moore-Penrose inverses of closed operators between Hilbert spaces with respect to a new topology.
We organize the paper as follows: In the second section we introduce some notations, definitions and basic results which are helpful in proving the main results. In the third section we prove perturbations results assuming a set of conditions and in the fourth section we prove the perturbation results with a different set of assumptions.
Notations and Preliminary results
Throughout the article we consider infinite dimensional complex Hilbert spaces which will be denoted by H, H 1 , H 2 etc . The inner product and the induced norm are denoted by , and ||.|| respectively. Let T be a linear operator with domain D(T ) , a subspace of H 1 and taking values in 
and T x, y = x, T * y for all x ∈ D(T ) and y ∈ D(T * ). This operator is called as the adjoint of T . Whether or not T is closed, T * is closed. By the closed graph Theorem [21, page 306] , an everywhere defined closed operator is bounded. Hence the domain of an unbounded closed operator is a proper subspace of a Hilbert space.
The space of all bounded operators between H 1 and H 2 is denoted by B(H 1 , H 2 ) and the class of all closed operators between H 1 and H 2 is denoted by C(H 1 , H 2 ).
We write B(H, H) = B(H) and C(H, H) = C(H).
If T ∈ C(H 1 , H 2 ), then the null space and the range space of T are denoted by N (T ) and R(T ) respectively and the space C(
If S and T are closed operators with the property that D(T ) ⊆ D(S) and T x = Sx for all x ∈ D(T ), then S is called the restriction of T and T is called an extension of S. Let T ∈ C(H) be densely defined. Then T is said to be
If M is a closed subspace of a Hilbert space H, then P M is the orthogonal projection P : H → H with range M and S M denote the unit sphere of M . Proposition 2.1. Let T ∈ C(H 1 , H 2 ) be densely defined. Then the following statements hold: 
⊥ and has the following properties:
This unique operator T † is called the Moore-Penrose inverse of T . The following property of T † is also well known. For every
Here any u ∈ L(y) is called a least square solution of the operator equation T x = y. 
Then the following statements are equivalent;
Theorem 2.8. [11, 12, 20, 21, 22 
3. Perturbation of Moore-Penrose inverses-I Proposition 3.1. Let T ∈ C(H 1 , H 2 ) be densely defined and have a closed range. Let S ∈ B(H 1 , H 2 ). Then
Proof. It is easy to see that
Now, for the converse part, let us assume that N (T ) ⊆ N (S). Let x ∈ D(T ). Then x = u + v, where u ∈ N (T ), v ∈ C(T ). Then
To prove (2), in view of (1), it is enough to prove that N (T + S) ⊆ N (T ). If x ∈ N (T +S), by our assumption, we have T x+ST
, we get a conclusion that T x = 0 and hence x ∈ N (T ).
Theorem 3.2. Let T ∈ C(H 1 , H 2 ) be densely defined operator with a closed range and S ∈ B(H 1 , H 2 ) be such that
Proof. Since R(T ) is closed, we have ||T x|| ≥ γ(T ) ||x|| for each x ∈ C(T ). Since C(T + S) ⊆ C(T ), by the triangle inequality, for all x ∈ C(T + S),
By Proposition 2.5 and our assumption γ(T ) − ||S|| > 0. Again by Proposition 2.5, R(T + S) is closed. Proposition 3.3. Let T ∈ C(H 1 , H 2 ) be densely defined and have a closed range. Let S ∈ B(H 1 , H 2 ). Then
Proof. If T T † S = S, then it is obvious that R(S) ⊆ R(T ). On the other hand, if R(S) ⊆ R(T ), we have T T
† S = P R(T ) S = S. To prove (2), let us assume that T T † S = S. Then by Proposition 2.7,
That is R(T + S) ⊆ R(T ).
One part of proof of (3), namely, R(T + S) ⊆ R(T ) follows from (2). The condition ||T † S|| < 1 implies that (I + T † S) −1 ∈ B(H 1 ). Hence, if y = T x for some x ∈ D(T ), then by the surjectivity of I + T † S, there exists a u ∈ D(T ) such that x = (I + T † S)u . This shows that y = T (I + T † S)u = T u + Su ∈ R(T + S).
Theorem 3.4. Let T ∈ C(H 1 , H 2 ) be densely defined and have a closed range and S ∈ B(H 1 , H 2 ) be such that
Then R(T + S) is closed.
Proof. By Proposition 3.3, R(T + S) = R(T ). Since R(T ) is closed so is R(T + S).
An analogue of the following Theorem for the case of rectangular matrices was proved by Stewart [23] . The same result for bounded operators on Banach spaces with a slight different assumption was obtained by Nashed [1] .
Theorem 3.5. Let T ∈ C(H 1 , H 2 ) be densely defined operator with a closed range. Suppose S ∈ B(H 1 , H 2 ) satisfies the following conditions:
Then (a) R(T + S) is closed and (b) (T + S)
† = (I + T † S) −1 T † = T † (I + ST † ) −1 . Hence T † = (T + S) † (I + ST † ).
Proof. First note that T + S is a closed operator with D(T + S) = D(T ).
The proof of (a) follows by showing R(T + S) = R(T ), which is proved in Proposition 3.3. It remains to deduce the formula for T † . We want to prove
We show that U satisfies all the axioms of definition of the Moore-Penrose inverse.
Note that the condition
In the fourth line of the above equations we have used the fact that
, which can be verified easily.
But by Proposition 3.3, we have R(T ) = R(T + S). The uniqueness of (T + S)
† follows from Definition 2.3. Since R(S) ⊆ R(T ), by Neumann series, we have
Remark 3.6. Proposition (3.1) and Proposition (3.3) tell us how to choose an operator S satisfying the hypotheses of Theorem (3.5). Let α be such that 0 < α < 2 ||T † || . Let S α := αT (I + T * T ) −1 . Then by Proposition 2.8,
Finally we have to verify that ||S α T † || < 1. As ||S α || < α 2 , we have
Hence the operators S α (0 < α < 2 ||T † || ) satisfy Hypotheses of Theorem 3.5.
Remark 3.7. From Theorem 3.5, the following bounds for ||(T + S)
Remark 3.8. Assume that T and S satisfy the conditions of Theorem 3.5. We can deduce the following formula.
Corollary 3.9. Let T ∈ C(H 1 , H 2 ) be densely defined and have a closed range. Assume that S n ∈ B(H 1 , H 2 ) satisfy all the conditions of Theorem 3.5 and S n → 0. Then
Proof. The proofs follow from Theorem 3.5 and Remark 3.8.
The following results which are proved in [6] , can be obtained as particular cases of the above results. 
Proof. By Proposition (3.1), (a) is equivalent to the condition T T † S = S. Since T is injective,
The other relations can be proved by using the Neumann series.
Corollary 3.11. [6, Lemma 3.4] Let T ∈ B(H 1 , H 2 ) be surjective and S ∈ B(H 1 , H 2 ) be such that
In view of Theorem 4.1, it is enough to show that
First we prove (1. For this, consider
Hence by Equation 4.1, we have that
pre multiplying Equation 4.2 by F † , we get
Taking adjoint both sides, we can conclude that
Post multiplying Equation (4.4) by G † and noting that GG † = I, we get that F = A † * G * F * F = (GA † ) * F * F . Therefore, (GA † ) * = F (F F * ) −1 , taking adjoint both sides, we get that GA † = (F * F ) −1 F * . 
Perturbation results: S-bounded operators
Theorem 5.1. Let T ∈ C(H 1 , H 2 ) be densely defined and S ∈ B(H 1 , H 2 ) be such that Proof. Proof of (1): By the triangle inequality we have that
Thus (5.2) (1 + λ 2 ) Sx + T x ≥ (1 − λ 1 ) T x .
Since, λ 1 < 1, it follows that λ 2 > 1. Now, by Equation (5.2), we have Sx + T x ≥ 1 − λ 1 1 + λ 2 T x , for all x ∈ D(T ).
Proof of (2): By (1), it follows that N (T + S) ⊆ N (T ). To prove the otherway, let x ∈ N (T ). Then By Equation (5.1), we have Sx ≤ λ 2 Sx . That is (1 − λ 2 ) Sx = 0. As λ 2 > −1, it follows that Sx = 0. This implies that x ∈ N (S) ∩ N (T ). Hence N (T ) = N (T + S).
