We consider (relaxed) additive and multiplicative iterative space decomposition methods for the minimization of suciently smooth functionals without constraints. We develop a general framework which unites existing approaches from both parallel optimization and ÿnite elements. Speciÿcally this work uniÿes earlier research on the parallel variable distribution method in minimization, space decomposition methods for convex functionals, algebraic Schwarz methods for linear systems and splitting methods for linear least squares. We develop a general convergence theory within this framework, which provides several new results as well as including known convergence results.
Introduction
In this paper we consider parallel iterative methods for the solution of the unconstrained minimization problem min x ∈ R n f(x);
(1.1)
where f(x) has Lipschitz continuous ÿrst partial derivatives in R n ; f ∈ C 1 (R n ). We also consider the application of the methods for convex f(x), and where f(x) is a quadratic functional of the form f(x) = 1 2
with the matrix A being symmetric and positive deÿnite (SPD). The functional of (1.2) has a unique minimizer x * which solves the linear system Ax = b. Equivalently, these methods are appropriate for solution of the full rank linear least-squares problem min x ∈ R n Lx − b 2 ; b ∈ R p ; L ∈ R p×n ; rk(L) = n6p:
Space decomposition methods have a long history, particularly as a means of preconditioning linear systems arising from discretizations of elliptic boundary value problems, in which context they are commonly called additive or multiplicative Schwarz preconditioners, see the monographs [7, 11, 17] , e.g. In the present paper we apply the same space decomposition principle in order to obtain (parallel) iterative methods for minimizing f. Our work is based on [15, 17] , where such iterative space decomposition methods have been studied for general strongly convex functionals, and on [4] where the parallel variable distribution (PVD) algorithm was introduced. We show that for quadratic functionals the convergence results from [15] can be extended to allow for a certain amount of over-relaxation. As a special case, our results will show that an overlapping block SOR method converges whenever the relaxation factor ! satisÿes ! ∈ (0; 2). Our results also improve earlier investigations on parallel methods for linear least squares problems considered in [10] , and they contribute a new convergence theorem to iterative multisplitting methods for solving SPD linear systems. We also give some results on the (linear) rate of convergence of these methods. Note that these results do not consider the possible beneÿts of a 'coarse grid correction' so that in this respect they are weaker than some of standard results for the additive Schwarz method for (linear) elliptic boundary value problems (see [7] , e.g.).
The remainder of this paper is organized as follows: Section 2 develops the space decomposition principle and states the two basic algorithms, additive and multiplicative. Sections 3 and 4 detail the convergence theory for the additive and multiplicative variants, respectively, while Section 5 is devoted to a discussion of the relationship of our results to previous work, particularly linear least-squares and multisplitting methods. Auxiliary required results are presented in the appendix. In a future paper we will describe the extension of this theory to include results for constrained problems, cf. [3, 4, 13] .
Space decomposition
Throughout the whole paper we denote by V i ; i= 1; : : : ; m; a collection of m (nontrivial) subspaces of V = R n which span the whole of V , i.e.
We do not assume that this sum is direct, so a vector in V may have several di erent representations as a sum of components from the V i . The V i ; i = 1; : : : ; m are termed a space decomposition of V . We consider all spaces V i , as well as V , as being equipped with the Euclidean norm · from V . With each of the spaces V i we associate the linear and injective embedding operator P i : V i → V which maps x as an element of V i on x as an element of V , and the corresponding surjective restriction R i = P T i : V → V i . The following lemma collects some useful properties of these operators: Lemma 2.1. For i = 1; : : : ; m we have
(vi) Let c(V 1 ; : : : ; V m ) be the largest possible constant c in (v) for a given space decomposition V Proof. (i) and (ii) are truly trivial. To show (iii) observe that since ker(R i ) = range(P i ) ⊥ we have x⊥ range (P i ); i = 1; : : : ; m. Due to (2.1) this implies x = 0. For (iv) we use (ii) to see that P i R i x; P i R i x = P i R i P i R i x; x = P i R i x; x . Part (v) follows by taking c as the minimum of the continuous and positive mapping x → m i=1 R i x 2 on the n-dimensional unit sphere. Finally, for (vi) suppose that S i and Q i are the restriction and embedding operators for W i , and note that Q i S i and P i R i are the orthogonal projections on W i and V i , respectively. Then, by W i 6V i ; S i x = Q i S i x 6 P i R i x = R i x for all x ∈ V , and (2.2) follows. For the W i mutually orthogonal we have (For notational convenience we do not explicitly denote the dependence of f i and y i on k.) Two iterative algorithms, one additive and the other multiplicative, for the solution of the unconstrained global minimization problem will be based on the solution of these local minimizations. Note that throughout the superscript k on any variable indicates the value at the kth iteration, while index i is associated with the corresponding subspace V k i . We always assume that the local minimization problems (2.3) admit a solution. 
End Determine k i ; i = 1; : : : ; m, form update (! synchronization)
End.
The descent condition (2.6) imposed in the synchronization step will turn out to be crucial to the convergence of the algorithm. We consider three approaches for fulÿlling (2.6) which provide three possible ways of determining suitable parameters (ii) The selection strategy. Determine t such that
Then, with k t = 1 and
iii) The convex combination strategy. For convex f form the convex update
with k i = ÿ i ; i = 1; : : : ; m. Note that with the last two strategies the synchronization step becomes particularly cheap. This may be important on parallel computers where synchronization steps can cause a bottleneck.
Algorithm 1 is closely related to many space decomposition methods in the literature which take the same space decomposition for all k. The simplest of these are the coordinate descent methods [1, 9] , which may be implemented in additive (block Jacobi) or multiplicative (Gauss-Seidel) form. The former is not guaranteed to converge because the descent condition (2.6) need not be satisÿed. The space decomposition methods for convex functionals considered in [14, 15] use the convex combination strategy (2.9). If f is restricted to be the quadratic functional (1.2), the above algorithm may be interpreted as the classical additive Schwarz iterative solver for the linear system Ax = b, see, e.g. [7] .
The PVD method of [4] which includes a "forget-me-not" term in the local minimizations can also be formulated as a special case of the above algorithm. Both the optimal and the selection strategy were considered in [4] . Note that the synchronization step in [4] 
for the forget-me-not-term in PVD as being close to optimal. This last paper also proposes a line search strategy as yet another way of satisfying (2.6).
If, instead of working in parallel, we perform the individual minimization steps one after the other, we arrive at the following multiplicative algorithm.
Here ! ∈ R is an a priori relaxation factor. The choice !=1 corresponds to a Gauss-Seidel variant. The more general term "multiplicative" follows from the terminology for the Schwarz method in preconditioning PDE solvers. For ! = 1 it is of 'SOR-type', whereas the additive variant can be considered to be of "JOR" (relaxed Jacobi) type. The multiplicative variant is not, in general, amenable to parallel execution, unless a certain degree of independence exists and hence permits a coloring (see Section 3.3) to be applied across the spatial decomposition.
Convergence theory for the additive variant
We will now give convergence results for the additive algorithm and certain variants in the case that the functional f has a Lipschitz-continuous gradient, i.e. there exists K ¿ 0 such that
We write this as f ∈ LC 1 K (V ). Note that we view the gradient primarily as a linear mapping from V to R n , i.e. as a "row vector". Whenever we need to identify f(x) with its dual from V we write f(x) T .
The additive algorithm
We start with the following general result.
for all x ∈ V and k = 0; 1; : : :
for some c ¿ 0. Then every accumulation point of the sequence {x k } generated by Algorithm 1 is stationary and lim k→∞ f(x k ) = 0.
Proof. The gradient of the auxilliary function f i , deÿned by (2.3), is related to that of f via
Now since f has a Lipschitz continuous gradient with constant K we get
which shows that f i is Lipschitz-continuous, again with constant K, since P i =1 by Lemma 2.1 (i). For i = 1; : : : ; m let z k i be the point z
Then by the second part of the Quadratic Bound Lemma A.6 (see the appendix)
By the minimization,
which, using (3.3), results in
Multiplying with ÿ i , summing up and using (3.2) we obtain
where ÿ = min m i=1 ÿ i ¿ 0. Now, by part (2.6) of the synchronization
Hence, by the Linear Convergence Lemma A.5 every accumulation point
From the Linear Convergence Lemma A.5 we directly obtain the following corollary.
Corollary 3.2. Assume that; in addition to the hypothesis of Theorem 3:1; the functional f is strongly convex with constant C. Then the sequence of iterates {x k } converges to x * ; the unique minimizer of f; at the linear root rate
This result contains, in particular, the convergence results from [14] for the space decomposition methods considered there, i.e. when the space decomposition is independent from k and the convex combination strategy (2.9) is used. Note that in this case, by Lemma 2.1 (v), condition (3.2) is trivially fulÿlled.
Within the PVD framework of [4] , i.e. where we have the special space decompositions (2.10), condition (3.2) is again fulÿlled, see Lemma 2.1 (vi). This yields the following additional corollary. k } generated by the PVD algorithm is stationary and lim k→∞ f(x k ) = 0. Moreover; if f is strongly convex; lim k→∞ x k = x * ; where x * is the unique minimizer of f.
Corollary 3.3 improves upon the convergence results given in [2, 4, 12] by showing that we can entirely dispense with an additional assumption present there, namely that the vectors R i s k ; k=0; 1; : : : from (2.11) be bounded for i = 1; : : : ; m. Moreover, it also immediately provides for the convergence result for the quadratic functional (1.2).
Inexact local solutions
In practical situations it might be di cult to solve the local minimization problems in (2.4) exactly. There might also be situations where exact local solutions will not yield the most rapidly convergent overall algorithm. Therefore results which do not assume exact local solutions are of interest. This was addressed by Solodov [12] , for the PVD algorithm with a speciÿc choice of search direction. There, local solutions are required to belong to an -stationary set of the subproblem. Here we relax this condition and observe that in the proof of Theorem 3.1 we showed that exact solutions x i; k of the local minimization problems satisfy (3.4), i.e.
which is a local su cient descent condition. This is the only property of the solutions used in that proof and, in addition, this is also the only place where we made use of the Lipschitz-continuity of the gradient. Thus, making (3.4) part of the assumption, we obtain the following new theorem. for all x ∈ V and k = 0; 1; : : : ;
for some c ¿ 0. Let ¿ 0 and assume that in Algorithm 1; instead of step (2:4) we accept "inexact" solutions x i; k to the local minimization problem whenever
Then every accumulation point of the sequence {x k } generated by the modiÿed algorithm is stationary and lim k→∞ f(x k )=0. Moreover; if f is strongly convex and its gradient is Lipschitz-continuous; then lim k→∞ x k = x * ; the unique minimizer of f.
We note that under assumption (3.5) Corollary 3.2 still applies. This is weaker than the rate of convergence result, Theorem 1 in [12] , because the dependence on the number of processors is still present in the ÿ term but at the same time the product cÿ61 for ÿ = 1=m, because c6m. On the other hand the result is less restrictive because the su cient descent condition (3.5) is all that is required for the local solutions.
As an interesting application of this theorem we are now able to state the following convergence result with under relaxation of exact local solutions for strongly convex functionals (see [14] ), and with over relaxation for quadratic functionals. 
Then lim k→∞ x k = x * ; the unique minimizer of f. (ii) In the special case of f being the quadratic functional (1:2) part (i) holds with 61 replaced by ¡ 2.
Proof. We view the new synchronization step (3.6) as a convex combination of inexact local solutions via
where ÿ i = i = ¿ 0; i = 1; : : : ; m, and x k + P k i y k i is an inexact local solution. Therefore, all we have to show is the validity of (3.5).
In case (i) let us ÿrst observe that for any convex functional, and any x; y ∈ V; ∈ [0; 1] we have
which implies
Applying this for x = x k ; y = P k i y k i and using (3.4) from the proof of Theorem 3.1 we get
This proves (3.5) (with = =K).
In case (ii) we use Lemma A.3 which directly shows
Therefore, (3.5) again holds (with = (2 − )=(2 max )).
Colorings
Part (i) of Corollary 3.5 above proves convergence in particular for the choice i = ! ∈ (0; 1=m]; i = 1; : : : ; m (! ∈ (0; 2=m) in part (ii)). As is well known from the additive Schwarz theory for linear systems (see [7] ) the admissible interval (0; 2=m) can be substantially enlarged if the subspaces V k i are chosen commensurately with the sparsity structure of the coe cient matrix. We will formulate a corresponding result for the general nonlinear case using the concept of a coloring. Taking C j = {V j }; j = 1; : : : ; m shows that, trivially, a space decomposition with m subspaces admits a coloring with m colors. In discretizations of partial di erential equations one usually obtains colorings with a ÿxed small number of colors, independently of m; see [7] . This comes from the fact that the Hessian of f is then sparsely structured. More precisely, we have the following general result.
Lemma 3.7. Let f ∈ C 2 (V ) be strongly convex and denote H (x) its Hessian at the point x. Let W 1 ; : : : ; W r be subspaces of V with corresponding embeddings Q i such that for all x ∈ V we have 
This implies
Since the subspaces represent a color, we have Q Due to W 0 = r i=1 W i this yields f(x + Q 0 y 0 )Q 0 = 0 which, since f is strongly convex, shows that y 0 is the unique solution to min z0 ∈ W0 f(x + Q 0 z 0 ).
Note that for the quadratic functional (1.2) we have H (x) = A for all x, so that (3.7) is just a sparsity condition on A. Now, assume that each space decomposition V = 
In light of Deÿnition 3.6 an iterate
where y k i solves min
(! ÿxed) can alternatively be written as
Also note that c( V with c independent of k. Let ! ∈ (0; 1=m c ] and assume further that we take
in the synchronization step of Algorithm 1. Then the iterates x k converge to x * ; the unique minimizer of f.
The following corollary for quadratic functionals follows in a similar manner as part (ii) of Corollary 3.5. We thus refrain from reproducing a proof for this result which can also be found in [7] .
Corollary 3.9. In the case of the quadratic functional (1:2); Theorem 3:8 remains valid if we take ! from the larger interval (0; 2=m c ).
Convergence theory for the multiplicative variant
We now turn to study the convergence of the multiplicative variant (Algorithm 2). We immediately consider the case of a strongly convex functional, since we cannot expect an analogue of Theorem 3.1 to hold. 
Since y
and by (4.1) this yields 
we have R 2) . By continuity of f, and using (ii), we obtain
But, by assumption,
Hence lim k→∞ f(x k ) = 0, i.e. (iii). Finally, for (iv) observe ÿrst that f(x * ) = 0, so that by strong convexity (second part of Deÿnition A.1) we have
The Cauchy-Schwarz inequality then yields
from which, using (iii), we get (iv).
The above theorem has been given in [14] for the case of minimization subject to block separable constraints on a closed convex set in V and for which the space decomposition is independent of k. To illustrate just one new result covered by our general theorem, let us note that, due to (2.10), we get convergence for the multiplicative variant of the PVD method.
As for the additive variant we can also formulate a convergence result for the multiplicative method with inexact local solutions. for all x ∈ V and k = 0; 1; : : :
for some c ¿ 0. Let ! = 1 and assume that in Algorithm 2; instead of step (2:12) we accept "inexact" solutions y k i to the minimization problem whenever 
Since lim If we interpret relaxation of exact solutions as inexact solutions, the above theorem yields the following corollary. We omit its proof since it is completely analogous to that for Corollary 3.5. (ii) f is the quadratic functional (1:2) and ! ∈ (0; 2). Part (i) of this corollary extends the results from [14] to under relaxation. Part (ii) can be found in [7] , e.g., stated in terms of the linear systems Ax = b.
Quadratic functionals
In this section we discuss our previous results for the special case that f is a (strongly convex) quadratic functional and relate them to those known from the literature. We consider two di erent iterations: Solutions of linear systems and the full rank least-squares problem.
Linear systems
Assume that we are given the linear system Ax = b with A ∈ R n×n SPD and unique solution x * =A −1 b. Then the A-norm (energy norm) of an approximate solution is given by the quadratic functional deÿned in (1.2) for which −f(x) = b − Ax is the residual of f. If W is a subspace of V = R n with embedding operator P, the solution y ∈ W to the minimization problem min z ∈ W f(x + Pz) is the solution of the projected linear system (see Lemma A.3(i))
Consequently, the iterates of the additive algorithm, Algorithm 1, are given by
Let us assume that the space decomposition does not depend on k (so that we can write P i instead of P k i etc.) If, in addition, we take all k i equal to some ! ¿ 0, (5.1) describes the standard damped additive Schwarz method (see [7] , for example). The convergence result from Corollary 3.5 (ii) then reduces to [7, Lemma 11.2.9 .b].
Similarly, Corollary 3.9 for the case of a coloring can be found as the "strengthened estimate", Lemma 11.2.4 in [7] . Note that by Theorem 3.1 we also get convergence for additive Schwarz in the case we compute the k i via the optimal strategy (2.7). In this case, the vector k = ( as developed for PVD0 in [10] .
To specialize further, assume that we ÿx a basis for V = R n and that, furthermore, the subspaces V i are all spanned by some subset of this basis. In such a situation we call the spaces V i coordinate subspaces. Then P T i AP i represents a block of the matrix A belonging to this basis, so that (5.1) becomes a damped block Jacobi iteration with overlapping blocks. Here, overlap occurs for all those components where the corresponding basis vector appears in more than one of the subspaces V i . So, again, Corollaries 3.5 and 3.9 show the convergence of the damped overlapping block Jacobi iteration with damping factor in (0; 2=m) or (0; 2=m c ), respectively. Let us also note that overlapping block Jacobi methods can alternatively also be described through multisplittings [8, 5] . For a detailed discussion see [5, 10] . Corollaries 3.5 and 3.9 are therefore to be interpreted as completing known convergence results for multisplittings of SPD matrices, see [6, 8, 16] .
It is now evident that the multiplicative algorithm, Algorithm 2, can be specialized in a similar manner, to the block SOR method with, possibly, overlapping blocks. Corollary 4.3(ii) proves convergence if !, the relaxation factor, satisÿes ! ∈ (0; 2). It is worthwhile to notice that the crucial condition (3.2) is of course satisÿed, if the set {V ; m for every other k, we ÿnd the resulting multiplicative method becomes block SSOR (symmetric SOR) with overlapping blocks, and we have again convergence for ! ∈ (0; 2). We also have convergence in the more general case where we chose some numbering anew for each iterative step k.
Linear least squares
Assume that L ∈ R p×n has full rank rk(L) = n6p and consider the linear least-squares problem deÿned by (1.3),
As before, let W be a subspace with embedding P. The local minimization problem min z ∈ W f(x+Pz) now reads which represents a full rank least-squares problem on the subspace W with matrix LP; rk(LP) = dim(W ). The local least-squares problems (5.2) will usually be solved using a standard approach such as QR-decomposition on LP.
For this class of problems the additive algorithm was considered in [10] for the special case of coordinate subspaces which do not depend on k. In [10] both the optimal strategy and a damped convex combination strategy were considered. Our Corollaries 3.5 and 3.9 improve upon the convergence analysis for the convex combination strategy presented in [10] , which assumed m i=1 i 61 (terminology of Corollary 3.5).
The very recent paper [2] also deals with the additive algorithm for linear least-squares problems. There, the space decompositions are obtained as in the PVD method. Theoretical and practical results are presented motivating the choice x k −x k−1 for the "forget-me-not" term s k in (2.11). This reference also considers a line search strategy for the synchronization step (2.6).
so that from (A.2) we get :=f(x k ) − f(x + Py)¿ 1 2 max r 2 : (A.3)
Now, for t ∈ R the function q(t) = f(x + tPy) is quadratic, having its minimum at t = 1, so that it can be expressed as q(t) = · (t − 1) 2 + f(x + Py). This shows q(0) − q(t) = t(2 − t), so that we have f(x) − f(x + tPy) = q(0) − q(t)¿ (2 − ) for t ∈ [ ; 2 − ] which, by (A.3) ÿnally yields f(x) − f(x + tPy)¿ (2 − ) 2 max r 2 :
Lemma A.4 (Uniqueness of minimum for strongly convex f(x)). Suppose that f(x) ∈ C 1 (V ) is strongly convex; then there exists a unique vector x * which minimizes f(x) over V .
Proof. For arbitrary y ∈ V the set {z ∈ V | f(z)6f(y)} is compact. This shows that f has at least one minimizer. Assume that x * and x are both minimizers. Then f(x * ) = f( x) = 0, so that (f(x * ) − f( x))( x − x * ) = 0. By strong convexity this is only possible if x * = x. for some ¿ 0; k = 0; 1; 2; : : : ; then every accumulation point x of {x k } is stationary; that is f( x) = 0.
If in addition; f ∈ LC 1 K (V ) is strongly convex with parameter C ¿ 0; then {x k } converges to the unique solution x * of min x ∈ V f(x) at the linear root rate:
Lemma A.6 (Ferris and Mangasarian [4, Quadratic bound lemma], [9] ). Let f ∈ LC 1 K (V ). Then for all x; y ∈ V f(y) − f(x) − f(x)(y − x)6|f(y) − f(x) − f(x)(y − x)|6 K 2 y − x 2 :
In particular; taking y = x − (1=K)f(x) T we have
