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RÉSUMÉ
L’imagerie médicale sur petits animaux est d’une grande utilité en recherche préclinique, 
car elle permet d’imager in vivo et en 3D l’intérieur de l’animal. Ceci sert au développement 
de nouveaux médicaments et au suivi de l’évolution de certaines pathologies. En effet, 
les techniques d’imagerie éliminent la nécessité de sacrifier les animaux, ce qui permet 
le suivi de processus biomoléculaires sur un même individu et l’obtention de données 
statistiquement plus significatives. Cependant, l’information moléculaire recueillie s’avère 
généralement de faible résolution spatiale, notamment en imagerie optique à cause de la 
diffusion de la lumière, et donc difficile à localiser dans le corps de l’animal. Le jumelage 
de modalités d’imagerie complémentaires permet donc d’obtenir des images anatomiques 
et moléculaires superposées, mais cela s’avère toutefois relativement coûteux.
Le projet présenté vise à améliorer une technique d’imagerie 2D toute optique à faible 
coût permettant d’obtenir une carte approximative 3D des organes internes d’une souris.
Cette technique devrait permettre le recalage spatial automatique d’informations molécu­
laires obtenues sur le même appareil, bien que cela n’ait pas encore été démontré. L’amé­
lioration apportée par le projet consiste à obtenir des images anatomiques 3D, plutôt que 
2D, en utilisant une caméra tournante et des techniques de vision numérique stéréo.
Pour ce faire, la technique existante est d’abord reproduite. Celle-ci consiste à injecter de 
l’ICG, un marqueur fluorescent non spécifique qui demeure confiné au réseau vasculaire 
une fois injecté, à une souris anesthésiée. De par leurs métabolismes distincts et le temps 
que met Y ICG à atteindre chacun d’eux, la dynamique de fluorescence varie entre les 
organes, mais demeure relativement uniforme à l’intérieur d’un même organe. Certains 
organes peuvent donc être segmentés par des techniques appropriées de traitement de 
signal, telles l’analyse en composantes principales et la régression par moindres carrés non 
négative.
Un système d’imagerie à caméra rotative comme le QOS® de Quidd permet d’obtenir des 
images 2D segmentées de l’anatomie interne de l’animal selon plusieurs plans de vue. Ces 
plans de vue servent à reconstruire l’information anatomique en 3D par des techniques de 
vision numérique.
La procédure pourrait être répétée avec un ou plusieurs marqueurs fluorescents fonctionna­
lisés dans le but d’obtenir des images moléculaires 3D du même animal et de les superposer 
aux images anatomiques 3D. La technique développée devrait ainsi permettre d’obtenir à 
faible coût et de manière toute optique des images 3D anatomiques et moléculaires recalées 
spatialement automatiquement.
M ots-clés : imagerie biomédicale optique, imagerie anatomique, imagerie par dynamique 
de fluorescence, imagerie in vivo, analyse en composantes principales, régression par 
moindres carrés non négative, vision numérique, calibration multi-stéréo
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CHAPITRE 1 
Introduction
1.1 Contexte
L'imagerie médicale consiste à observer l’anatomie ou les processus physiologiques d’un su­
jet de façon non invasive par l’interaction des tissus avec une forme d’énergie, par exemple 
la lumière, la radiation (X ou gamma), les ondes électromagnétiques ou les ondes acous­
tiques [35,110]. Elle pourvoit donc une aide précieuse au diagnostic et au suivi des patients, 
tout en réduisant le recours aux interventions chirurgicales.
Les techniques d’imagerie médicale sont également utilisées de façon extensive en recherche 
préclinique sur petits animaux, notamment sur les souris transgéniques [83]. Celles-ci 
servent couramment de cobayes en recherche médicale et pharmaceutique pour étudier 
la progression de maladies ainsi que pour développer et tester de nouveaux médicaments 
[111]. L’imagerie médicale élimine la nécessité de sacrifier de grandes quantités d’animaux 
et permet donc de suivre un processus biomoléculaire sur un même individu pendant plu­
sieurs semaines (suivi longitudinal). Ceci rend possible un suivi rigoureux indépendant des 
fluctuations statistiques entre animaux. De cette façon, elle mène à l’obtention de données 
statistiquement plus significatives. Elle permet aussi l’acquisition de données en temps réel 
pour des phénomènes dynamiques sur des sujets vivants [71].
L’imagerie peut fournir de l’information dite anatomique ou moléculaire, c’est-à-dire des 
images des structures anatomiques du sujet ou révélant la présence de molécules ciblées. 
La fusion de ces deux types d’images permet une interprétation optimale de l’informa­
tion moléculaire, généralement de plus faible résolution spatiale, en lui adjoignant des 
images anatomiques à haute résolution. Pour ce faire, on utilise souvent conjointement 
deux types d’imagerie complémentaires, l’une anatomique et l’autre fonctionnelle ou mo­
léculaire, comme dans le cas de la tomographie d’émission par positrons couplée à la tomo- 
densitométrie). Par exemple, cela permet de déterminer la présence de cellules cancéreuses 
et de les localiser dans un organe du patient [1, 86, 110].
Avec l’avènement des ordinateurs et l’augmentation rapide de leur puissance de calcul, 
l’imagerie médicale tridimensionnelle par tomographie a commencé à se développer au 
début des années 1970. Plusieurs types d’imagerie ont été développés depuis et sont main­
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tenant bien maîtrisés, notamment la tomodensitométrie (TDM ou tomographie par rayon 
X -  X-ray computed tomography ), la tomographie d’émission par positons (TEP -  positron 
émission tomography), la tomographie d’émission monophotonique (TEM -  single photon 
émission computed tomography) et l’imagerie par résonance magnétique (IRM -  magne- 
tic résonance imaging) [91]. Malgré cela, la recherche en imagerie médicale se poursuit, 
que ce soit pour développer de nouveaux marqueurs permettant de déceler plus finement 
des pathologies, pour augmenter la résolution et la rapidité d’une modalité ou encore 
pour développer de nouvelles modalités d’imagerie [71]. L’une des plus récentes, soit la la 
tomographie optique diffuse (TOD), consiste à éclairer le sujet avec de la lumière, préfé- 
rablement dans le proche infrarouge (PIR), et à collecter la lumière qui en émerge afin 
d’imager l’intérieur du sujet. L’intérêt d’utiliser de la lumière dans le PIR entre 650 et 1000 
nm provient de la faible absorption par les tissus biologiques de ces longueurs d’onde. En 
outre, elles ne sont pas nocives pour la santé, car elles n’affectent pas les tissus mesurés, 
contrairement aux radiations ionisantes [35, 107].
On peut également observer la fluorescence in vivo dans un petit animal en utilisant 
des marqueurs fluorescents (MF) appropriés. Ceci rend possible le suivi de l’évolution 
temporelle de la distribution d’une molécule marquée par fluorescence dans le corps de 
l’animal [38, 65, 71].
Une grande quantité de MF fonctionnalisés développés pour la microscopie peuvent être 
utilisés en imagerie moléculaire optique [71]. Pour ce faire, une molécule fluorescente est 
attachée à une autre molécule, appelée sonde. Cette dernière se lie préférentiellement à des 
cellules ou à des molécules d’intérêt, de façon à pouvoir les localiser par fluorescence [110]. 
En effet, une fois le MF excité par une source lumineuse de longueur d’onde appropriée, 
celui-ci retourne à son état de repos en réémettant de la lumière à une longueur d’onde 
plus grande, qui peut être observée pour localiser le marqueur [54].
Le Groupe de recherche TomOptUS de l’Université de Sherbrooke vise à développer un 
tomographe sans contact pour petits animaux utilisant la TOD par fluorescence (TODF) 
dans le PIR avec des mesures optiques dans le domaine temporel. L’un des buts de To­
mOptUS consiste à intégrer la TOD avec d’autres modalités d’imagerie, comme l’IRM ou 
la TEP, de façon à obtenir de l’information complémentaire lors d’une prise de mesures.
Le groupe travaille également en partenariat avec Quidd S.A.S., une entreprise française 
spécialisée en imagerie optique (IO) moléculaire. Le groupe TomOptUS a accès à un sys­
tème d’IO par fluorescence pour petits animaux QOS® de Quidd au Centre hospitalier 
universitaire de Sherbrooke (CHUS). Cet appareil permet d ’exciter plusieurs types de MF
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et de prendre des images de la fluorescence avec une caméra refroidie qui peut se déplacer 
autour de l’animal.
Le QOS® offre la possibilité de reproduire une technique d’imagerie anatomique toute 
optique développée récemment par Hillman et Moore [38] et de l’améliorer en vue d’obtenir 
des images tridimensionnelles. Cette technique consiste à injecter un MF non fonctionnalisé 
dans une souris afin qu’il se propage dans tout son corps. Une séquence d’images acquise 
avec une caméra refroidie permet d’observer in vivo la cinétique de fluorescence en tout 
point de l’animal. En analysant l’ensemble des images par des techniques appropriées 
de segmentation d’image, une image anatomique des organes internes de la souris est 
obtenue. Il appert d ’ailleurs possible avec cette méthode d’obtenir également des images 
moléculaires [110] recalées automatiquement avec l’image anatomique, et ce, à faible coût, 
en utilisant un deuxième MF fonctionnalisé [1, 38].
Comme le QOS® peut fournir des images 2D anatomiques ou moléculaires selon plusieurs 
plans de vue grâce aux déplacements de caméra, l’utilisation de techniques de vision nu­
mérique permet de reconstruire ces images en 3D. La vision numérique, un domaine de re­
cherche très actif, regroupe des dizaines d’algorithmes de vision stéréoscopique permettant 
de reconstruire une scène en 3D à partir de plusieurs vues 2D de celle-ci (25, 26,94,95,104].
1.2 Motivation
L’imagerie multimodale, où l’on cherche à recaler spatialement des images 3D anatomiques 
et moléculaires acquises avec différentes modalités d ’imagerie, prend de plus en plus d’am­
pleur en imagerie médicale [71, 86] et l’IO n’y fait pas exception [4, 17, 19, 33, 47, 70]. 
Cela s’explique par le fait que la superposition de l’information moléculaire sur une image 
anatomique permet de mieux localiser et interpréter cette information.
Ceci nécessite toutefois de recaler spatialement les images, ce qui est difficile en imagerie 
traditionnelle [1], car des repères communs doivent exister entre les images issues de cha­
cune des modalités d’imagerie utilisées. Le développement de tomographes mültimodaux, 
c’est-à-dire combinant plus d’un type de tomographie, a donc permis de faciliter le reca­
lage des images [71, 86]. Cependant, les tomographes s’avèrent des appareils coûteux, ce 
qui est d’autant plus vrai pour les appareils multimodaux [1, 110]. Il existe donc un be­
soin pour une méthode d’imagerie 3D peu coûteuse permettant de fournir de l’information 
moléculaire recalée spatialement de façon automatique sur des repères anatomiques. .
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1.3 Définition du projet de recherche
Il appert donc que l’utilisation du QOS® ou d’un système d’IO équivalent permette de 
réaliser une telle méthode d’imagerie 3D en jumelant la technique développée par Hillman 
et Moore à des techniques de vision numérique. Le projet vise donc à réaliser une preuve 
de concept pour démontrer la faisabilité d’un tel système d’IO en 3D à l’aide du QOS®.
1.4 Objectifs
L’objectif global du projet consiste à réaliser une preuve de concept de la reconstruction 
en 3D des organes internes d’une souris de manière optique. Ceci a pour but d’obtenir des 
images anatomiques 3D sur lesquelles pourrait éventuellement être superposée l’informa­
tion moléculaire obtenue à l’aide du même appareil. La résolution de cet objectif sous-tend 
les étapes suivantes :
- reproduire les procédures de Hillman et Moore (algorithmes et expériences) ;
- développer le protocole expérimental et les algorithmes nécessaires à l’obtention de 
cartes anatomiques selon plusieurs plans de vue ;
- implémenter les algorithmes de vision numérique nécessaires à la reconstruction 3D 
des images anatomiques ;
- afficher les résultats de manière à ce qu’ils soient aisément interprétables ;
- valider l’information anatomique recueillie pour s’assurer qu’elle puisse servir de 
référence pour localiser l’éventuelle information moléculaire.
1.5 Contributions originales
La preuve de concept réalisée contribue scientifiquement au domaine de l’IO par l’intégra­
tion de techniques de vision numérique à la technique de Hillman et Moore pour obtenir 
des cartes anatomiques en 3D. De plus, une contribution est apportée au domaine de la 
vision numérique avec la technique proposée de reconstruction par vision stéréo d’images 
de synthèse obtenues à partir de séquences temporelles d’images. Finalement, la technique 
de prétraitement des images utilisée permettant d’obtenir des cartes anatomiques plus 
semblables selon les différents plans constitue une innovation dans ces deux domaines.
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1.6 Plan du document
La structure du présent document va comme suit : Le chapitre 2 présente l’état de l’art 
dans les domaines pertinents au projet, c’est-à-dire la fluorescence in vivo, l’imagerie par 
dynamique de fluorescence in vivo, la segmentation d’images biomédicales et la reconstruc­
tion 3D par des techniques des vision numérique, en plus de présenter les caractéristiques 
techniques du QOS®. Le chapitre 3 contient l’article rédigé suite aux travaux de maîtrise 
et présente l’essentiel de la méthodologie et des résultats du projet. Certains détails de la 
méthodologie omis dans l’article pour fins de concision apparaissent dans un complément 
d’information présenté à l’annexe A. Une discussion, présentée au chapitre 4, situe la mé­
thodologie employée et les résultats obtenus par rapport à la littérature dans le domaine de 
l’imagerie par dynamique de fluorescence (IDF -  dynamic fluorescence imaging) optique. 
Ce chapitre traite aussi des avantages et des limitations de la méthode développée en plus 
de proposer des pistes d’améliorations pour l’avancement futur du projet. Le chapitre 5 
conclue le mémoire en revenant sur le travail accompli, les contributions originales à la 
science apportées par le projet ainsi que les perspectives d’utilisation et d’amélioration de 
la méthode d’imagerie développée. Finalement, l’annexe B présente un simulateur simple 
d’acquisition d’images de fluorescence.
CHAPITRE 1. INTRODUCTION
CHAPITRE 2 
État de l'art
2.1 Fluorescence in vivo
2 . 1.1 Principe physique
La luminescence consiste -en l’émission de lumière par une substance lorsqu’un de ses 
électrons passe à un état excité, puis retourne à l’état de repos en émettant un photon. 
La fluorescence, quant à elle, se caractérise par l’absorption par un électron d’un ou de 
plusieurs photons et par un temps de vie, soit le temps moyen pendant lequel l’électron 
demeure excité, de l’ordre de 10~8 s. Dans la majorité des cas, un électron absorbe un seul 
photon pour passer à un niveau d’énergie supérieur (figure 2.1) [105]. La transition s’ef­
fectue en un temps de l’ordre de 10-15 s. L’électron perd ensuite une partie de son énergie 
par des processus non radiatifs, c’est-à-dire non accompagnés d’émission de lumière, par 
le transfert d’énergie à des modes de rotation ou de vibration de la molécule, en environ 
10-12 s. Finalement, l’électron émet un photon pour retourner à son état fondamental. 
Étant donné les pertes énergétiques subies après son excitation, la longueur d’onde du 
photon réémis est supérieure à celle du photon absorbé. Ce phénomène s’appelle le dépla­
cement de Stokes (Stokes shift) [16, 54]. Plus le déplacement de Stokes est élevé, plus il est 
facile de ségréguer la fluorescence que l’on cherche à mesurer de la lumière d’excitation.
2.1 .2  Sondes moléculaires
Les MF sont fonctionnalisés en conjuguant des molécules fluorescentes à des sondes molécu­
laires. Celles-ci sont des molécules s’attachant à une.cible, soit une molécule d’intérêt, par 
exemple des protéines spécifiques exprimées à la surface de cellules cancéreuses [16, 109]. 
Ainsi, une fois la sonde injectée dans le milieu étudié, la présence de la cible peut être 
décelée en excitant le MF attaché à la sonde.
À l’inverse, un MF non fonctionnalisé injecté in vivo se propage de façon systémique, 
c’est-à-dire dans tout le corps, plutôt que de s’accumuler préférentiellement en des sites 
spécifiques où une cible se trouve. Les images de fluorescence ainsi obtenues sont donc 
faiblement contrastées [65, 110].
7
8 CHAPITRE 2. ÉTAT DE L’ART
LowutsingbtMdtadiUt*
Figure 2.1 Diagramme de Jablonski illustrant le processus de fluorescence. 
L’électron passe à un état excité par absorption d’énergie, perd ensuite une par­
tie de son énergie par des processus non radiatifs, puis retourne à son état initial 
par l’émission d’un photon. Reproduit de [105] avec permission de l’auteur.
2 .1 .3  Pénétration des tissus
La taille du MF, fonctionnalisé ou non, influe sur sa propagation dans le corps. En effet, 
plus la masse moléculaire est importante, plus la diffusion de la molécule est lente à travers 
les membranes, que ce soit une membrane cellulaire, épithéliale ou autre. De plus, certaines 
membranes sont imperméables aux molécules dépassant une certaine masse moléculaire
[53].
2 .1 .4  Marqueurs fluorescents PIR 
Longueurs d’onde d’intérêt
Plusieurs MF dans le PIR ont été développés récemment [71,110] et sont utilisés en 10 in 
vivo. Ceci s’explique par le fait que l’absorption et l’autofluorescence des tissus biologiques 
diminuent dans le PIR (entre 650 nm et 1000 nm). [1, 61, 107, 109, 110].
Toutefois, la lumière dans le PIR subit de la diffusion dans les tissus biologiques. Il s’agit 
d’un phénomène de déviation aléatoire des photons lorsque ceux-ci entrent en interaction 
avec de petites particules. Comme les tissus biologiques sont des milieux plus ou moins 
diffusants, selon le tissu en question, les photons changent constamment de direction de 
façon aléatoire. Cet effet s’accentue avec l’épaisseur du tissu à imager. Également, plus on 
essaie d’imager profondément dans les tissus, plus la résolution spatiale de l’IO diminue à 
cause de la diffusion [107].
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Pour cette raison, des MF sont parfois utilisés dans la plage entre 1000 nm et 1400 nm, 
appelée PIR II, car les tissus diffusent moins la lumière à ces longueurs d’onde. Il faut 
cependant compenser l’absorption accrue des tissus par une puissance d’excitation plus 
grande. On peut donc réussir à imager plus profondément dans les tissus avec un MF 
approprié, étant donné l’effet plus limité de la diffusion [112]. Cela peut toutefois nécessiter 
d’utiliser une caméra plus sensible ou d’utiliser un temps d’intégration plus grand, ce qui 
n’est pas souhaitable lorsqu’une seule caméra acquiert des images selon plusieurs plans de 
vue, car la fréquence d’acquisition pour chacun de ceux-ci est déjà limitée.
Cyanines
Les molécules de la famille des cyanines (CyX), notamment les Cy5, Cy5.5 et Cy7, sont 
parmi les plus utilisées pour la synthèse de MF dans le PIR, puisqu’elles sont facilement 
synthétisables pour plusieurs longueurs d’onde (figure 2.2) [32]. La masse moléculaire plu­
tôt faible du Cy5 en particulier, soit de 792 Da [53, 93], en fait un bon candidat pour faire 
de l’imagerie moléculaire in vivo. Les cyanines présentent cependant un déplacement de 
Stokes relativement petit de l’ordre de 30 nm, ce qui rend la ségrégation de la fluorescence 
et de la lumière d’excitation plus difficile [53]. Les cyanines sont très utilisées en imagerie 
moléculaire dans le PIR, car elles sont facilement conjugables à des sondes moléculaires
[54]. Il existe toutefois très peu de données sur la toxicité des cyanines [16].
ICG
Le vert d’indocyanine (Indocyanine Green -  ICG) est un MF très utilisé pour l’imagerie 
des petits animaux et chez les humains en ophtalmologie [16, 22, 40, 67] ainsi que dans 
l’étude du cancer du sein [65] et de la fonction hépatique [40, 53, 67]. La Food and Drugs 
Administration (FDA) des États-Unis approuve son usage sur des humains depuis 1959 
[16, 27]. Une fois injecté le sang, Y ICG se lie à l’albumine du plasma sanguin. La molécule 
résultante possède une masse moléculaire importante, de l’ordre de 67 kDa [59], ce qui 
l’empêche de traverser la barrière hémato-encéphalique. Ainsi, l’ICG se propage surtout 
à travers le réseau vasculaire jusqu’à ce qu’il soit excrété par le foie sans être métabolisé 
[16, 22, 55]. Il s’agit donc d’un agent fluorescent approprié pour l’imagerie anatomique 
[38, 65], bien que son rendement quantique (quantum yield) soit relativement faible [22]. 
Les doses typiquement utilisées en clinique sont plusieurs ordres de grandeur plus faibles 
que les doses potentiellement létales [16], à moins de réactions allergiques aiguës [40].
Le spectre d’extinction molaire de Y ICG (directement relié à son spectre d’absorption via 
la concentration) dans l’eau varie beaucoup selon la concentration (figure 2.3) [22, 55, 88]. 
Cependant, une fois injecté dans le sang, sa liaison au plasma sanguin change son spectre
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Figure 2.2 Spectre d’émission de diverses cyanines. De gauche à droite, les 
courbes du Cy3, du Cy3.5, du Cy5 et du Cy5.5 montrent leurs pics d’émission 
vers 570 nm, 590 nm, 670 nm et 690 nm respectivement. Reproduit de [32], ©
GE Healthcare — tous droits réservés.
d’absorption pour produire un pic entre 800 et 810 nm (figure 2.4) [22, 88]. Aussi, son pic 
d’émission se déplace rapidement vers les longueurs d’onde plus élevées dans les premières 
secondes après l’injection, puis redescend graduellement jusqu’à 826 nm en une heure 
environ (figure 2.5) [22]. Malgré la faible efficacité quantique relative de Y ICG dans l’eau, 
elle augmente environ d’un facteur 5 dans le sang [6].
De plus, l’effet de la concentration sur l’intensité de fluorescence change une fois l’ICG 
injecté dans l’animal et l’intensité maximale survient à une concentration C  de 80 /ig/L 
[78] (figure 2.6). Comme les souris ont un volume sanguin moyen Vaang d ’environ 0.08 
mL/g et ont une masse moyenne entre 20 et 40 g, donc =  30 g [36], la quantité 
optimale tuicg à'ICG à injecter se situe autour de
mL lia
m i c G  = V sang irim oyC iG G  =  0,08 x 30gr x 80— -  =  192fig. (2.1)
q  m L
Alternatives à Y ICG
L’une des particularités de Y ICG comme MF dans le PIR réside en son faible coût et le fait 
qu’il demeure majoritairement confiné au réseau sanguin une fois lié à l’albumine du sang. 
Il peut toutefois être avantageux d’utiliser d’autres molécules présentant des propriétés
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Figure 2.3 Spectre d’extinction molaire de V ICG dissous dans l’eau pour di­
verses concentrations. Reproduit de [22], ©  2000, avec la permission d’Elsevier.
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Figure 2.4 Spectre d’extinction molaire de l’ICG après injection intraveineuse 
pour diverses concentrations. Reproduit de [22], ©  2000, avec la permission 
d’Elsevier.
similaires, mais ayant un plus grand rendement quantique. Par exemple, l’utilisation d ’une 
sonde moléculaire réagissant avec les aminés pourrait être liée à de l’albumine de souris 
purifiée avant d’être injectée dans le sujet [42]. Entre autres, l’utilisation d’Alexa Fluor
12 CHAPITRE 2. ÉTATDELÎART
836
836
834
833
832
831
830
829
828
827
826
826
I
100 1500 50
Tbrw (min)
Figure 2.5 Évolution temporelle du pic d’émission de Y ICG après injection 
intraveineuse. Reproduit de [22], ©  2000, avec la permission d’Elsevier.
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Figure 2.6 Intensité de fluorescence de VICG selon sa concentration dans le 
sang. Reproduit de [78], ©  1998, avec la permission d’Elsevier.
790 de cette manière peut approcher le spectre de Y ICG [43]. Cette alternative s’avérerait 
toutefois beaucoup plus coûteuse.
Nanotubes de carbone
Il a été démontré que des nanotubes de carbones biocompatibles et fonctionnalisés adéqua­
tement peuvent être utilisés comme MF dans le PIRII. Toutefois, leur utilisation demande 
beaucoup plus de préparation que dans le cas d’un fluorophore commercial, en particulier 
s’il n’a pas à être fonctionnalisé [112].
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2.2 QOS®
2.2 .1  Description de l’appareil
Le QOS® (figure 2.7)de la compagnie Quidd, est un appareil d’IO destiné à la recherche 
préclinique sur petits animaux. Celui-ci permet d’utiliser une grande gamme de MF entre 
400 et 900 nm grâce à ses 16 paires de filtres d’excitation et d’émission et à sa source 
à large bande de 250 W. Une fibre optique achemine la lumière d’excitation, soit à une 
source près de la caméra de détection, soit à partir de sources périphériques plus éloignées.
Figure 2.7 Appareil QOS® d’imagerie optique pour petits animaux..
Le système permet d’acquérir des images de la fluorescence sur presque tout l’animal 
grâce à une caméra CCD refroidie à -90 °C et à des plateaux motorisés à grande précision 
permettant des mouvements répétables avec plusieurs degrés de liberté (figure 2.8). Deux 
plateaux de translation permettent de déplacer l’animal dans le plan horizontal (x  et y). Un 
plateau de translation verticale et un plateau de rotation permettent d’ajuster la hauteur 
de la caméra {z) et son angle par rapport à la verticale entre -60° et +60° (axe T  dans le 
plan yz). Avec un tel système de caméra rotative pouvant donner plusieurs plans de vue 
du même animal, le système peut fournir des images 3D de la fluorescence dans l’animal 
[71] en utilisant des algorithmes de vision stéréo. De plus, l’appareil comporte une caméra 
de profilométrie pour obtenir un modèle 3D de la topographie de l’animal. Le système 
comporte en outre un système d'anesthésie.
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Figure 2.8 Degrés de liberté du QOS® [52].
2 .2 .2  Limitations
Le QOS® est un prototype développé par Quidd en réponse à un appel d’offre de chercheurs 
du Centre d’imagerie moléculaire de Sherbrooke. L’appareil était initialement difficilement 
utilisable, car de nombreux bogues logiciels empêchaient son bon fonctionnement. La plu­
part des expériences étaient compromises par des images manquées, divers éléments ma­
tériels qui cessaient de répondre ou encore par le plantage du logiciel de contrôle. L’équipe 
de Quidd ayant travaillé au développement de l’appareil tout au long du projet, plusieurs 
modifications y ont été apportées, tant au point de vue matériel que logiciel. Notamment, 
la stabilité du logiciel a été améliorée et la caméra originale du QOS® a été remplacée par 
une caméra plus sensible.
Malgré les améliorations apportées à l’appareil, certaines limitations demeurent, pouvant 
affecter la prise de mesure selon les exigences d’utilisation spécifiques de chaque expérience.
Par exemple, la sensibilité de la caméra CCD demeure largement inférieure à celle d’une 
caméra EMCCD (electron-multiplying charge-coupled caméra). De plus, la lampe utilisée 
fournit très peu de puissance d’illumination dans la plage du PIR pouvant être imagée par 
l’appareil. Ceci oblige donc de plus longs temps d’exposition pour arriver au même niveau 
de signal dans les images de fluorescence. Aussi, la vitesse limitée de l’obturateur impose 
un temps d’exposition d’au minimum 1 s, limitant du coup la vitesse d’acquisition des 
images. La lecture et l’enregistrement des images provoquent également un temps mort 
d’acquisition de 3 s en moyenne, ralentissant davantage l’acquisition. Par comparaison, 
certains systèmes comportant une caméra EMCCD peuvent prendre des images nettes 
avec une exposition de 50 ms à une fréquence d’au moins 5 Hz [38].
Toutes ces limitations nuisent à la prise d’images de fluorescence en vue de les reconstruire 
en 3D. En effet, plus la vitesse d’acquisition diminue, plus le signal varie entre les images
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des différentes vues. Même en utilisant une caméra plus rapide et plus sensible, l’acquisition 
demeurerait limitée par le mouvement des axes de l’appareil, qui prennent typiquement 1 
s pour une acquisition sur une souris selon plusieurs points de vue.
2.3 Imagerie par dynamique de fluorescence in vivo
2.3 .1  Principe de l'imagerie par dynamique de fluorescence in vivo
L’imagerie par dynamique de fluorescence in vivo se base sur certains principes de l’image­
rie dynamique avec contraste augmenté, aussi appelée imagerie 4D. Cette dernière consiste 
à acquérir une série chronologique (SC -  time sériés) d’images suite à l’injection d’un agent 
de contraste dans un sujet vivant afin d’observer la pharmacocinétique de ce dernier. Cette 
méthode se voit utilisée dans plusieurs modalités d’imagerie, que ce soit en imagerie op­
tique [14, 38, 59, 64, 65, 112], en TEP dynamique [48, 84, 90], en IRM [5, 13, 33, 98) ou 
en TDM [5, 8, 75, 76].
Dans le cas de l’IDF, cela consiste à acquérir des images de fluorescence dans le temps, 
puis à analyser la dynamique temporelle de l’intensité des pixels ou de régions des images. 
Ceci permet de retirer davantage d’information d’images à faible résolution spatiale ou 
faiblement contrastées grâce à des techniques d’analyse de données multivariées (section
2.4.2). Dans la littérature, trois méthodes utilisant l’IDF in vivo ont été développées pour 
produire des images anatomiques segmentées d’un petit animal [38, 65, 112]. Celles-ci 
exploitent des différences de vascularisation, de perméabilité, d’absorption et de temps de 
passage du bolus de MF entre les organes ou les structures anatomiques [1, 22, 38, 65].
Outre l’absence d’effets nocifs de la radiation utilisée sur la santé du sujet [35, 107], 
l’avantage majeur de l’IO in vivo par fluorescence réside dans le fait qu’il s’agit d’une 
méthode toute optique permettant d’utiliser plusieurs MF avec le même système [58, 71]. 
Les différentes images obtenues sont donc automatiquement recalées spatialement.
2.3 .2  M éthode de Hillman e t Moore 
Description
Hillman et Moore sont les premières à avoir développé une méthode d’IDF pour produire 
une image segmentée des organes internes d’une souris de façon non invasive. Pour ce 
faire, on injecte un MF non spécifique dans une souris anesthésiée. Deux molécules ont 
été utilisées à cette fin pour comparer leurs performances respectives. V  ICG, de masse
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moléculaire de 67 000 Da une fois lié à l’albumine dans le sang [59], et le Dextran Texas Red, 
un MF dans le visible de masse moléculaire plus faible, soit de 625 Da [93]. L’ICG semble 
donner un meilleur contraste, probablement parce qu’il fluoresce dans le PIR (section 
2.1.4). Une source extérieure à l’animal excite le MF et une caméra refroidie munie d’un 
filtre optique approprié permet d’observer la fluorescence et d’acquérir une SC d’images 
à intervalles réguliers. Un système de miroirs permet en plus de voir les côtés de l’animal 
(figure 2.9) [38].
12-McoaMCCOcmm
Uqdtfiÿit
guMMtnmIftWMl
Figure 2.9 Montage expérimental de Hillman et Moore illustrant le système 
d’acquisition (caméra, filtres, objectifs), le système d’éclairage (diodes laser pour 
exciter VICG et source blanche filtrée pour exciter le DTR) ainsi que la position 
de l’animal et des miroirs latéraux. Réimprimé avec la permission de Macmillan 
Publishers, Ltd : Nature Photonics [38], ©  2007.
Hillman et Moore ont démontré la possibilité de segmenter les organes selon leur courbe de 
dynamique de fluorescence (CDF -  time-activity curve) de deux manières. La première uti­
lise la régression par moindres carrés non négative (RMCNN -  non négative least squares 
fit -  section 2.4.5) qui compare la CDF des pixels aux CDF de référence pour certains or­
ganes. Cette méthode permet l’identification ( labelling) automatique des organes, mais les 
courbes de référence doivent être extraites manuellement à partir d’images acquises avec 
le système. Ceci se fait en moyennant la CDF des pixels d’une région que l’on suppose 
faire partie d’un organe à partir de connaissances anatomiques a priori. La seconde uti­
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lise l’analyse en composantes principales (ACP -  section 2.4.3), qui permet de segmenter 
les organes automatiquement sans aucune information a priori, mais pas de les identi­
fier. Toutefois, là encore, des connaissances préalables de l’anatomie et de la physiologie 
peuvent être utilisées pour identifier a posteriori les organes auxquels les segmentations 
correspondent.
Résultats
Avec l’ACP, Hillman et Moore obtiennent des images, appelées composantes'principales 
(CP -  principal components), montrant différentes structures selon la posture de la souris 
et la fenêtre de temps analysée (figure 2.10). Avec la RMCNN, une image anatomique 
montrant neuf organes distincts identifiés par un code de couleur est obtenue (figure 2.11). 
Il semble y avoir assez peu de chevauchement entre les structures, mais les contours ne sont 
pas nets, comparativement à la TDM, par exemple. Comme il s’agit d’images obtenues de 
façon optique, il est toutefois normal que la diffusion de la lumière dans les tissus réduise 
la netteté des images. De plus, comme l’acquisition des SC d’images se fait sur plusieurs 
secondes, voire plusieurs minutes, les mouvements respiratoires amples et saccadés de 
l’animal réduisent la netteté de l’image.
Figure 2.10 Résultats de Hillman et Moore pour la segmentation des organes 
par ACP avec Y ICG. CP a) positives et b) négatives pour 5 minutes de don­
nées avec la souris allongée sur le ventre. CP c) positives et d) négatives pour 
20 secondes de données avec la souris allongée sur le dos. Réimprimé avec la 
permission de Macmillan Publishers, Ltd : Nature Photonics [38], ©  2007.
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Figure 2.11 Résultat de Hillman et Moore pour la segmentation des organes 
par RMCNN avec V ICG. a) CDF de référence extraites à partir des SC d’images, 
b) Image segmentée par RMCNN à partir des CDF de référence. Réimprimé avec 
la permission de Macmillan Publishers, Ltd : Nature Photonics [38], ©  2007.
Cette méthode a récemment été utilisée dans plusieurs travaux de recherche en IDF et en 
tomographie optique [59, 65, 112] et a été intégrée à un appareil d’IO commercial [12].
Perspectives
La méthode développée par Hillman et Moore présente plusieurs avantages et possibilités 
d’améliorations. Premièrement, puisqu’il s’agit d’une méthode tout optique nécessitant 
une seule caméra pour imager plusieurs MF, il appert possible d’obtenir à faible coût 
des images moléculaires recalées automatiquement sur les images anatomiques obtenues 
[110]. De plus, le système étant relativement simple et donnant des images d’assez bonne 
qualité, il pourrait être jumelé à une méthode d’imagerie 2D complémentaire, comme la 
radiographie, relativement facilement.
Avec l’ACP, la simple représentation des organes sur une image par des couleurs distinctes 
permettrait à un spécialiste d’identifier visuellement les organes assez facilement. Avec la 
RMCNN, l’extraction automatique des CDF de référence ou encore la création éventuelle 
d’un atlas des CDF pour tous les organes d’une souris pourrait permettre la segmentation 
et l’identification automatique des organes, et ce, sans intervention de l’opérateur.
Certaines modifications pourraient également être apportées à la méthode afin d’obte­
nir des cartes anatomiques plus complètes et séparant plus clairement les organes. Par 
exemple, Welsher et al. obtiennent des cartes anatomiques plus compactes et contras­
tées en combinant les images de CP positives et négatives sur une seule image. De plus, 
en appliquant l’ACP sur différentes plages temporelles de la SC d’images, des structures 
anatomiques supplémentaires apparaissent (figure 2.12). ,
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Figure 2.12 Résultats de Welsher et al. pour la segmentation des organes par 
ACP sur différentes plages temporelles utilisant des nanotubes de carbone fonc­
tionnalisés fluoresçant dans le PIR II. CP a) positives, b) négatives et c) com­
binées pour les 30, 50 et 110 premières secondes postinjection avec la souris 
allongée sur le ventre. Reproduit de [112], ©  2011, avec la permission de Natio­
nal Academy of Sciences.
Une autre amélioration possible consisterait à transposer le problème de manière à appli­
quer l’ACP sur les CDF de chaque pixel plutôt que sur les images de fluorescence. Ceci 
pourrait permettre d’obtenir des CDF représentatives des organes, plutôt qu’une image de 
ceux-ci (section 2.4.3). Les CDF pourraient ensuite servir de référence pour une RMCNN 
sans information a priori. Toutefois, procéder de la sorte requiert une quantité de mémoire 
beaucoup plus importante et ne s’avère donc pas réalisable en pratique pour le moment. 
Par exemple, avec 100 000 pixels utiles dans une image de 512 x 512 pixels, il faudrait 
environ 600 gigaoctets de mémoire rien que pour le stockage de la matrice de covariances.
L’utilisation d’un système de vision numérique donnant plusieurs vues de l’animal per­
mettrait aussi d’obtenir des images 3D de l’anatomie de la souris, ce qui est l’un des buts 
principaux de l’imagerie sur petits animaux [71].
Limitations
Même si Hillman et Moore prétendent que leur méthode permette d’obtenir des images 
moléculaires et que cela semble possible a priori, elles ne l’ont pas démontré [1, 38]. De
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plus, la seule validation des résultats mentionnée consiste en une comparaison avec l’atlas 
anatomique 3D de souris Digimouse [23, 38]. Une validation plus poussée pourrait être 
obtenue en utilisant un atlas anatomique en couleur plus complet, incluant des sections 
sur les plans sagittal, coronal et transverse [44], ou par une acquisition multimodale, par 
exemple une acquisition IDF et IRM ou TDM.
Finalement, l’obtention d’un modèle 3D de l’anatomie de la souris serait probablement plus 
utile qu’une image en 2D pour distinguer les organes internes de la souris et éventuellement 
combiner les images obtenues à celles d’un tomographe. Bien que le système donne trois 
vues de l’animal, celles-ci sont espacées de 90°. Il n’y a donc aucun recoupement entre les 
vues, ce qui rend impossible la reconstruction en 3D par des techniques de vision stéréo 
[28, 104].
2 .3 .3  Tomographie optique avec dynamique de fluorescence 
Description
Liu et al. ont développé un système de TODF dynamique plutôt que statique. Plutôt que 
de procéder à une seule reconstruction, ils acquièrent une SC de mesures et reconstruisent 
les images à six temps différents. Ils appliquent par la suite l’ACP sur les images 3D 
reconstruites afin d’obtenir de l’information anatomique.
Une simulation est d’abord effectuée en extrayant le torse, contenant les poumons et le 
coeur, de l’atlas anatomique 3D de souris Digimouse [23]. Chacun des organes se voit appli­
quer uniformément une CDF à six temps différents (figure 2.13). Les CDF expérimentales 
de Hillman et Moore servent de données de simulation. La propagation de la lumière et les 
mesures des détecteurs sont ensuite simulées par éléments finis, puis les coupes tomogra- 
phiques sont reconstruites. Finalement, l’ACP est appliquée sur ces coupes et les organes 
sont reconstruits en 3D.
Des mesures expérimentales d’un cas plus simple sont aussi réalisées avec 2 tubes de 
verre transparent de 3 mm de diamètre, de 6 mm de long et espacés de 2 mm placés 
dans un cylindre de verre. Ce dernier est rempli d’Intralipid®, qui agit comme milieu 
diffusant aux propriétés optiques connues pour imiter les tissus biologiques. Chacun des 
tubes simule un organe et contient une solution de concentration donnée d’ICG, puis 
des mesures sont prises afin de procéder à la reconstruction tomographique. Six séries de 
mesures avec des concentrations différentes permettent d’émuler les CDF. L’ACP sur les 
coupes tomographiques permet ensuite de reconstruire les tubes en 3D.
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Figure 2.13 Torse de la souris simulé par Liu et al. Le coeur est en rouge et les 
poumons sont en vert. Réimprimé de [65], (c) 2010, avec la permission de l’OSA.
Résultats
Les résultats de simulation correspondent bien au modèle du torse de la souris utilisé 
(figure 2.14). Les résultats expérimentaux, quant à eux, montrent que le fait d’utiliser 
l’ACP permet de mieux délimiter les structures qu’en utilisant une seule reconstruction 
TODF statique (figure 2.15).
Figure 2.14 Résultats de simulation de Liu et al. obtenus par TODF dynamique 
et ACP. Réimprimé de [65], (c) 2010, avec la permission de l’OSA.
Afin d’améliorer leurs résultats, Liu et al. ont par la suite remplacé l’ACP par l’analyse en 
composantes indépendantes (ACI -  independent component analysis -  section 2.4.4). Dans 
leur cas, l’ACI permet de séparer les SC d’images 3D obtenues à partir des reconstructions 
tomographiques en différentes images statistiquement indépendantes l’une de l’autre. Ceci 
mène à l’identification et à la séparation des structures identifiées, que ce soient des organes 
lors de simulations (figure 2.16) ou des inclusions fluorescentes lors d’expériences (figure 
2.17).
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Frame3
(a) (b) (c)
(d) (e) (£)
Figure 2.15 Résultats expérimentaux de Liu et al. obtenus par ACP. Coupes
tomographiques obtenues par a) TODF statique sans ACP, b) TODF dynamique 
avec ACP (CP positives) et c) TODF dynamique avec ACP (CP négatives). Les 
images 3D obtenues correspondantes sont montrées en d), e) et f) respective­
ment. Réimprimé de [65], ©  2010, avec la permission de l’OSA.
L’ACI permet dans ce cas d’identifier les structures séparément, comparativement à l’ACP 
où plusieurs structures peuvent être présentes sur la même CP. De plus, le coeur et les 
poumons sont segmentés séparément lorsqu’il sont ajoutés à la simulation, contrairement 
aux résultats obtenus par ACP.
Perspectives
L’application de l’ACP et de l’ACI à la TODF semble permettre d’extraire de l’informa­
tion anatomique inaccessible en TODF statique, et ce, sans ajout de matériel au système. 
De plus, cela permet d’obtenir de l’information anatomique directement en 3D. Aussi, 
l’intégration de la TODF dans un tomographe multimodal permettrait automatiquement 
l’obtention de données anatomiques permettant de mieux interpréter l’information molé­
culaire issue des deux modalités d’imagerie.
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(a) (b) (c)
(à) (e) (f)
Figure 2.16 Résultats de simulation de Liu et al. obtenus par ACI. a) Re­
construction des organes simulés obtenue par TODF statique, b), c), e), et f) 
Superposition des organes (respectivement le coeur, les poumons, le foie et les 
reins) simulés (rouge) ainsi que reconstruits et identifiés par TODF dynamique 
et ACI (vert), d) Superposition de tous les organes reconstruits et segmentés 
par TODF dynamique et ACI. Réimprimé de [64], ©  2010, IEEE.
Limitations
La prise de mesures et la reconstruction en TOD demandent beaucoup de temps ainsi que 
du matériel coûteux [110]. Or, la méthode développée par Liu et al. n’est pas encore apte à 
reconstruire des organes et nécessite plusieurs acquisitions et reconstructions successives. 
Ceci la rend moins pratique et beaucoup plus exigeante en termes de temps de mesure et 
de calcul que la méthode développée par Hillman et Moore.
En outre, la reconstruction expérimentale éventuelle des organes en utilisant leurs CDF 
risque d’être difficile, car une seule reconstruction tomographique nécessite jusqu’à 2 mi­
nutes d’acquisition. Ainsi, plusieurs dizaines de secondes pourraient s’écouler entre les 
mesures de fluorescence de tous les points d’un même organe, en particulier si l’organe 
traverse plusieurs couches tomographiques. Bien qu’une méthode de correction ait été 
proposée [63] pour prédire la fluctuation de fluorescence au cours de l’acquisition, la seg-
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(•) (b) (c)
(d) <*) (f)
Figure 2.17 Résultats expérimentaux de Liu et al. obtenus par ACI. a) Recons­
truction des inclusions fluorescentes obtenue par TODF statique, b), c), e), et 
f) Les quatre inclusions reconstruites et séparées par TODF dynamique et ACI. 
d) Superposition de tous les points segmentés par TODF dynamique et ACI. 
Réimprimé de [64], (c) 2010, IEEE.
mentation des organes risque d’en souffrir. Qui plus est, le faible nombre de reconstructions 
temporelles risque de limiter le pouvoir de discrimination entre les différentes CDF.
Qui plus est, la longueur de l’acquisition limite le nombre de reconstructions réalisables 
au cours d’une expérience, et donc le nombre d’échantillons temporels, limitant du coup 
le pouvoir de discrimination entre les différentes CDF.
De plus, dans un cas réel, les propriétés optiques exactes des différents tissus ne sont pas 
connues, ce qui détériore la qualité des coupes et ajoute du bruit de reconstruction. Or, 
l’ACP ne peut séparer le signal du bruit (section 2.4.3), ce qui pourrait encore une fois 
compromettre la segmentation des organes. Du côté de l’ACI, les images utilisées pour 
représenter chacun des organes doivent être sélectionnées manuellement parmi toutes les 
images obtenues.
Finalement, il serait plus intéressant, à l’instar de l’ACP, de transposer le problème pour 
obtenir des CDF indépendantes sous-jacentes au signal de façon à séparer chacun des
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organes. Cependant, tout comme pour l’ACP (section 2.3.2), la quantité de mémoire né­
cessaire rend cela impossible actuellement.
2.4 Segmentation d’images biomédicales
2.4 .1  Principe de la segm entation d'im ages
La segmentation d’images consiste à partitionner une image en régions où une ou plusieurs 
propriétés sont homogènes selon un ensemble de critères [100,101]. Des critères communs 
sont l’intensité, le contraste ou leur évolution temporelle [38, 48, 65, 115] ou encore la 
proximité à d’autres pixels de propriétés particulières [101].
En imagerie biomédicale, la segmentation aide à l’interprétation des images, la délimitation 
des tissus ainsi qu’à la détection de structures particulières. Les tumeurs peuvent être 
détectées ainsi, car elles peuvent présenter des propriétés différentes des tissus normaux 
dans les images [48, 100, 115, 119]. La technique de segmentation de Hillman et Moore, 
quant à elle, permet d’obtenir une image des organes de la souris. Dans le cas éventuel 
d’une reconstruction 3D à partir de plusieurs plans de vue de la souris, la segmentation 
des organes pourrait aider à établir la correspondance entre les pixels des deux images 
(section 2.5.5).
La segmentation des images biomédicales s’avère relativement difficile par rapport à la 
segmentation d’images d’objets rigides ou immobiles. En effet, les organes et les cellules 
ont des frontières déformables et peuvent bouger à cause du flux sanguin, de la respiration 
ou du rythme cardiaque [101]. De plus, la forme des objets recherchés varie entre individus 
et les images sont souvent de faible résolution spatiale et présentent du bruit ainsi que des 
artéfacts de reconstruction [100].
2.4 .2  Nature des données
Les images contenant plusieurs types de données, comme les images satellites d’un même 
endroit prises dans différentes bandes spectrales, sont appelées images multivariées [57, 
113]. On considère chaque pixel comme une variable prenant une valeur différente d’une 
image à l’autre. Des outils d’analyse d’images multivariées existent et permettent l’inter­
prétation, la segmentation et la réduction de dimension de ce type d’images.
En imagerie biomédicale, les images multivariées peuvent être issues de plusieurs recons­
tructions tomographiques successives [65, 84, 90], de SC d’images 2D [38] ou encore de
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l’utilisation de plusieurs MF en 10. Plusieurs méthodes de segmentation d’images ont été 
appliquées avec succès à des images biomédicales statiques, c’est-à-dire pour segmenter 
les structures visibles dans une seule image. Parmi ces méthodes, on retrouve la méthode 
des surfaces de niveau (level-set method), le modèle de contour actif (active contour model 
ou snake model), ou le recalage d’un atlas par des transformations non rigides ( nonrigid 
registration) [2, 101].
Comme les structures anatomiques sont mal délimitées dans les images individuelles avec 
la technique de Hillman et Moore, l’identification et la segmentation des organes ne sont 
possibles qu’en considérant l’évolution temporelle du signal. Ceci nécessite de considérer 
l’ensemble des images par des techniques d’analyse d’images multivariées particulières, 
telles l’ACP et la RMCNN [38]. Des présenrations détaillées de ces deux méthodes figurent 
donc aux sections 2.4.3 et 2.4.5.
2 .4 .3  Analyse en com posantes principales
L’analyse en composantes principales (ACP — p r in c ip a l co m p o n en t a n a ly s is )  est une tech­
nique d’analyse multivariée très répandue, que ce soit en imagerie biomédicale [38, 65, 74, 
84, 90] ou dans d’autres domaines [45, 46, 57]. Son utilité première consiste à transformer 
un ensemble de variables corrélées entre elles en un ensemble plus petit de variables non 
corrélées, appelées composantes principales (CP), qui conserve le plus possible la variance 
du signal original [45, 46, 57, 84]. Ainsi, la dimension d’un problème peut être réduite tout 
en conservant l’essentiel de l’information.
L’ACP dépend uniquement des données (data driven), c’est-à-dire qu’elle n’utilise aucun 
modèle et qu’elle consiste simplement en une transformation linéaire. Elle ne permet donc 
pas de différencier le signal du bruit et des précautions particulières doivent être prises 
en présence de bruit important [65, 84, 90]. Le développement qui suit indique le principe 
de l’ACP et la méthode pour l’appliquer à une SC d’images. Il s’agit d’un résumé du 
développement de Lay [57].
Les données sont d’abord organisées dans une matrice X, M x N ,  dont les N  colonnes sont 
les variables de dimension M. Dans le cas d’une SC d’images, chaque colonne correspond 
à un pixel et chaque rangée à un temps distinct [113]. Les variables (pixels) x„ sont donc 
arrangées sous la forme
x  = (x, x2 ■ " xN] (2.2)
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et leur moyenne x est donnée par
1 N
x = n I 2 x* (2-3)
n = l
A
L’ensemble de variables centrées (à moyenne nulle) X est donc donné par
X =  [xi x2 • • • Xjv] où x„ =  x„ -  x (2.4)
et la matrice de covariance S*, M  x M, par
S i =  j ÿ ^ X X T (2-5)
Les éléments Sij de S* sont en fait les variances (i =  j )  et les covariances (i ^  j )  des 
variables centrées X n . Le but de l’ACP consiste à appliquer un changement de variable
X =  P Y  (2.6)
afin que les rangées ym de Y  soient orthogonales entre elles et classées en ordre décroissant 
de variance. La matrice de changement de base P  est donnée par
P  =  [ui u2 ... 11m ] . (2.7)
où les um sont les vecteurs propres de S* et ordonnés de telle sorte que les valeurs propres 
correspondantes Am soient en ordre décroissant, c’est-à-dire
Ai > A2 > • • • > Ap. (2.8)
Comme S* est symétrique, on peut choisir ses vecteurs propres pour qu’ils forment une 
base orthonormée et donc que P  soit orthogonale, c’est-à-dire que P -1 =  P r . Ainsi, la 
matrice Sy de covariance des variables yn, soit les colonnes de Y, donnée par
S„ =  ^ Y Y t , (2.9)
est diagonale et les éléments de sa diagonale principale sont en ordre décroissant. La 
variance totale des données reste inchangée, c’est-à-dire que
M
tr(S*) =  tr(Sy) où tr(A) =  amm.
171=0
(2.10)
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La dimension du problème peut toutefois être réduite lorsque la variance est principalement 
due à L < M  dimensions des variables [57].
Les rangées x*, et yTO des matrices X et Y correspondent à la m-ième dimension (image) 
du système (de la SC d’images). Les ym sont les CP du système. Avec les équations 2.6 et 
2.7, on a que
ym =  t&X. (2.11)
En fixant un seuil minimal sur le pourcentage de la variance totale à conserver, on peut 
déterminer le nombre de CP ym à conserver pour représenter l’ensemble des données 
convenablement, tout en réduisant la dimension des données [46].
Dans la méthode de Hillman et Moore, les pixels sont utilisés comme variables et l’échan­
tillonnage temporel correspond à la dimension de chacune des variables. Ceci a pour effet 
de générer des CP qui sont des images complètes mettant en évidence les structures ana­
tomiques présentant des CDF différentes.
Tel que mentionné plus haut (section 2.3.2), il pourrait être intéressant de transposer le 
problème. En effet, ceci reviendrait à transposer la matrice X et mènerait à l’obtention de 
signaux (CDF) comme CP, dont quelques-uns regrouperaient la majorité de la variance des 
données. Certains de ces signaux pourraient être représentatifs des structures anatomiques 
d’intérêt, puisque celles-ci produisent des variations de signal par rapport au reste de 
l’animal.
On note toutefois que l’ACP nécessite le calcul de la matrice de covariance M  x M.  Le 
simple stockage de cette matrice dans la mémoire vive lors des calculs nécessite donc M2 
nombres de 8 octets chacun pour des nombres à virgule flottante double précision, soit 
le type utilisé par défaut dans Matlab®. Par exemple, pour 20 000 pixels utiles (sur une 
possibilité de 65 536 dans une image 256 x 256) avec 50 échantillons, la-mémoire nécessaire 
est donc de 20 mégaoctets avec la méthode de Hillman et Moore, mais de 3,2 gigaoctets 
pour le problème transposé. Comme ceci exclue toute forme de calcul, de stockage d’autres 
matrices, la résolution supérieure de la caméra du QOS® ainsi que la nécessité d’avoir plus 
d’une vue pour reconstruire les images en 3D, la mémoire nécessaire rend cette perspective 
infaisable en pratique dans le cadre du projet.
2 .4 .4  Analyse en com posantes indépendantes
L’analyse en composantes indépendantes (ACI -  independent comportent analysis) est une 
technique visant à extraire N  signaux sous-jacents et statistiquement indépendants à partir
2.4. SEGMENTATION D’IMAGES BIOMÉDICALES 29 - - •
de N  signaux. Elle sert notamment pour la séparation aveugle de sources, par exemple 
pour séparer les voix dans une conversation où plusieurs personnes parlent en même temps 
[85],
Bien que les résultats obtenus par Liu et al. [64] soient intéressants, l’ACI ne regroupe 
pas la variance du signal en quelques images seulement. Les images d’intérêt doivent donc 
être choisies manuellement parmi toutes les images obtenues, soit plusieurs dizaines dans 
le cas des SC d’images en IDF 2D. L’ACI ne convient donc pas au projet à cause du faible 
potentiel d ’automatisation de la composition des cartes anatomiques.
Comme dans le cas de l’ACP, la transposition du problème donnerait des signaux sous- 
jacents potentiellement intéressants, mais la quantité de mémoire vive nécessaire et le 
temps de calcul seraient trop importants. Ceci s’explique en partie par le fait que plusieurs 
algorithmes utilisent l’ACP comme étape de prétraitement avant d’appliquer l’ACI [41, 
46, 97], Pour ces raisons, l’expression mathématique de l’ACI est omise.
2.4 .5  Régression par moindres carrés
La régression par moindres carrés (RMC -  least squares fit) consiste à chercher la meilleure 
solution à un système d’équations linéaires surconstraint ( overconstrained), c’est-à-dire 
contenant plus d’équations linéairement indépendantes que d’inconnues, de type Ax =  b. 
Dans ce cas, Ax est vu comme une approximation de b et on cherche la solution x 
minimisant la somme des carrés de l’erreur d’approximation [57, 77]. Le développement 
qui suit s’inspire de ceux de Lay [57] et de Moler [77].
La notation généralement utilisée en régression linéaire est plutôt y  «  X/3, où y  est le vec­
teur d’observations (observation vector), X  la matrice de conception (design matrix), dont 
les colonnes sont appelés régresseurs, et (3 le vecteur de paramètres (parameter vector). 
L’approximation est donc de forme
m
(2 -12)
j=i
Il est à noter que bien que les 4>j(xi) ne soient pas nécessairement des fonctions linéaires, 
le système d’équations est linéaire en terme des /3». En posant
x,j = 4>j(x,), (2.13)
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le problème devient
Xn • • • Xim
(2.14)
\Vny  \Z n l ‘ ' ' %nmJ \P m y
On cherche donc le vecteur de coefficients /3 minimisant le résidu
l|y -  x^ll2. (2.15)
En IDF, les coefficients trouvés par régression correspondent à la contribution en termes de 
fluorescence de chacun des organes de référence pour produire le signal du pixel considéré. 
Les coefficients doivent donc être positifs, car un organe ne peut émettre de la fluorescence 
négative. Ainsi, la RMC traditionnelle ne convient pas à la segmentation d’images en IDF.
Pour cette raison, Hillman et Moore utilisent une variante de la RMC contraignant les co­
efficients à des valeurs strictement positives ou nulles, soit la RMCNN. Celle-ci consiste 
à calculer la RMC en incluant seulement un sous-ensemble des rêgresseurs. Les fij négatifs 
sont mis à 0, puis le sous-ensemble de rêgresseurs est mis à jour en retirant ceux dont le fy  
associé est nul ou négatif, puis en ajoutant le régresseur le plus susceptible de diminuer le 
résidu. Ces étapes sont répétées de façon itérative de façon à minimiser le résidu compte 
tenu de la contrainte de non négativité des fy. Pour les détails d’implémentation de l’al­
gorithme, le lecteur est référé à la littérature [56]. Une fonction Matlab® implémente la 
RMCNN [102].
2 .4 .6  Coefficient de détermination
Le coefficient de détermination R2 mesure à quel point un modèle /  avec des échantillons 
fi  parvient à prédire des observations y* [89]. Il est calculé par l’équation
R2 = 1 - E i iV i  ~  / i )2 
£i(s<< -  y)2
(2.16)
Appliqué à l’IDF, le coefficient de détermination pourrait être utilisé pour mesurer à quel 
point les CDF de pixels individuels yi ressemblent aux CDF de référence /<. Cette méthode 
pourrait donc permettre de déterminer mieux que la RMCNN les correspondances un à 
un entre les pixels et les organes de référence en comparant les CDF à chacune des CDF 
de référence individuellement.
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2.5 Reconstruction 3D par techniques de vision numé­
rique
2.5 .1  M odèle de caméra
Le modèle de caméra utilisé en vision numérique est celui de la caméra à sténopé ( pinhole 
caméra -  figure 2.18).
Dans ce modèle, on idéalise la caméra par un plan image (ou rétinal) R, correspondant à 
la surface photosensible, aux axes parfaitement orthogonaux et par un sténopé infiniment 
petit sur le plan focal F  par lequel passe la lumière de la scène observée. La position C 
du sténopé sur F , parallèle à R  et à une distance focale /  de celui-ci, s’appelle le centre 
optique. La droite passant par C  et perpendiculaire au plan R  se nomme l’axe optique (z 
sur la figure 2.18) et croise R  au point principal c. L’image m d’un point dans l’espace M  
se forme par la projection de ce dernier sur R  en passant par C.
axe optique
Figure 2.18 Modèle de caméra à sténopé avec une distance focale /  < 0 (dans 
ce cas, le plan rétinal se situe derrière le plan focal).
Dans ce modèle, la lentille, souvent utilisée en pratique, est simplement considérée comme 
un dispositif permettant de capter plus de lumière par le sténopé. En pratique, les im­
perfections de la surface photosensible et de la lentille sont tenues en compte lors de la 
calibration de la caméra (section 2.5.4).
2 .5 .2  Géométrie d ’un systèm e de vision stéréo
L’utilisation de plus d’une caméra observant la même scène selon des points de vue dif­
férents permet de reconstruire celle-ci en 3D [28]. Ceci se fait le plus souvent par vision
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stéréoscopique (ou stéréo) à l’aide de deux caméras calibrées (figure 2.19). La distance 
b entre les centres optiques des deux caméras s’appelle distance de base ( baseline). Les 
caméras sont positionnées de façon à ce que leurs axes optiques se croisent en un point 
M, appelé point de fixation (fixation point). Les caméras sont généralement placées côte 
à côte et sont donc appelées caméra de gauche et caméra de droite (correspondant res­
pectivement aux plans rétinaux Ri et R 2 sur la figure 2.19). Il en va de même pour les 
images.
M
Figure 2.19 Système de caméras stéréo et géométrie épipolaire. Les images de 
gauche et de droite sont respectivement représentées par les plans rétinaux R\ 
et i ? 2  et les centres optiques Ci et C2, avec /  >  0 (donc ici, le plan rétinal se 
situe devant le plan focal). Les points M  et P  sont imagés aux points mi et 
Pi sur Ri ainsi qu’aux points m2 et P2  sur Æ2. Comme P  se situe sur la droite 
passant par M  et C2, les deux points sont imagés au même point sur R 2 , soit 
m2 =  P2 - Il en résulte aussi que pi est sur la droite epl passant par mi et Eu 
qui correspond à l’image de C2 sur Ri. Ei et E2 sont appelés épipôles, alors 
que epi et ep2 sont appelées droites épipolaires. Géométriquement, il en découle 
que tous les points sur la droite épipolaire d’une image et visibles sur les deux 
images sont nécessairement sur la droite épipolaire de l’autre image.
La vision stéréo comporte trois grandes étapes. Premièrement, le système de caméras doit 
être calibré (section 2.5.4). Ensuite, la correspondance entre les images doit être établie 
(section 2.5.5) en imposant certaines contraintes (section 2.5.3). Puis, l’image 3D doit être 
reconstruite par triangulation à partir des correspondances trouvées et des divers parar 
mètres des caméras (section 2.5.7). Finalement, une reconstruction 3D peut être obtenue 
à partir de plusieurs reconstructions stéréoscopiques ou à partir de plusieurs plans de vue 
(section 2.5.8).
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Rectification des images
Dans le cas où les images ne sont pas coplanaires et alignées horizontalement, on peut 
leur appliquer une transformation pour qu’elles le deviennent. Ceci est possible grâce au 
procédé de rectification à partir des données de calibration et simplifie grandement le 
problème de correspondance en facilitant l’application de certaines contraintes et, subsé­
quemment, la reconstruction 3D. La rectification consiste en une reprojection des images 
sur un seul plan, en une rotation pour aligner les droites épipolaires (figure 2.19) le long 
des lignes de pixel horizontales (figure 2.20), et en une correction des images pour éliminer 
la distorsion due à l’objectif (ou lentille) de la caméra. Un module complet de rectification 
d’images stéréo existe pour Matlab®, soit le Caméra Calibration Toolbox for Matlab® [10].
M
Figure 2.20 Rectification d’une paire d’images stéréo. L’image de gauche et 
de droite sont reprojetées sur un même plan et une rotation leur est appliquée 
pour aligner les nouvelles droites épipolaires et e*2 sur des lignes de pixels 
horizontales correspondantes. Tous les points roi de Ri et m2 de R2 deviennent 
les points m f et m2 sur les images rectifiées R f et R f. La rectification produit 
des épipôles E f  et E2 à l’infini.
L’algorithme de rectification étant implémenté de façon transparente dans le Caméra 
Calibration Toolbox for Matlab®, le lecteur est référé à sa documentation fournie sur le 
Web [10] et à la littérature pour plus de détails sur les principes de son fonctionnement 
[25, 26, 37, 104].
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Carte de disparité
Une fois les images rectifiées, les plans images rectifiés R R des deux caméras sont copla- 
naires et alignés horizontalement (figure 2.21 -  noter que sur cette figure, f R < 0) de 
façon à ce que les points correspondants des deux images se trouvent sur la même ligne de 
pixels (section 2.5.3). De façon analogue à la vision humaine [28, 104], la distance z d’un 
point M  dans l’espace se traduit par un simple décalage latéral d des pixels d’une image à 
l’autre, appelé disparité [25]. La disparité d est reliée à la profondeur z  du point M  dans 
la scène par
» / R _  v  (2 1 7 )
d d i - d 2 (xf -  x$) +  (c£ -  c f )
et s’avère donc essentielle à la reconstruction stéréo (section 2.5.7). La disparité est établie 
pour le plus grand nombre de pixels possible dans l’image par des méthodes de corres­
pondance, ce qui donne la carte de disparité (CD -  disparity map). Plus celle-ci est dense 
(pleine), plus complète et meilleure peut être la reconstruction 3D de la scène.
Figure 2.21 Système de caméras stéréo coplanaires et alignées. Les positions 
de l’origine 0 R et du point principal cf, la position horizontale xR (avec i =
1,2) du point M  dans l’image ainsi que la distance focale f R sont modifiées par 
le processus de rectification. Il est à noter que les origines O f et 0 R des images 
se situe à droite pour refléter la géométrie réelle des images, c’est-à-dire qu’un 
point plus à gauche dans la scène est plus près de l’origine de l’image, qui se 
situe dans le coin supérieur gauche.
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2.5 .3  Contraintes
Plusieurs contraintes géométriques peuvent être appliquées au problème de vision stéréo, le 
plus souvent au niveau de la mise en correspondance. Leur utilisation permet soit de limiter 
l’ampleur de la recherche ou de la guider afin de trouver plus de points correspondants 
[25]. Elles permettent aussi de réduire le nombre d’erreurs en excluant certaines régions 
de l’image de la recherche [114]. Finalement, certaines contraintes peuvent être utilisées 
comme mesures de validation a posteriori de la CD pour éliminer les correspondances 
trouvées qui ne satisfont pas une contrainte.
Contrainte épipolaire
Un point dans une image indique que le point 3D observé se situe sur une droite passant par 
C\ et le point lui-même sur le plan image Ri (figure 2.19) [31]. Or, l’image de cette droite 
sur le plan Rq de la deuxième caméra correspond à une autre droite. Cette dernière passe 
par l’épipôle E2, soit l’image de Ci sur R2. Ainsi, la géométrie d’un système de caméras 
stéréo fait qu’il suffit de rechercher la correspondance du point de R x sur la droite épipolaire 
ep2 seulement. Ceci réduit la dimension de la recherche de 2D à 1D [24, 25, 28, 104]. Elle 
permet donc une réduction substantielle de temps de calcul et de possibilité d’erreurs lors 
de la correspondance.
Unicité
On considère généralement que chaque point d’une image peut avoir au plus une corres­
pondance dans l’autre image [25, 68, 114]. Bien que ceci ne soit pas nécessairement le 
cas en présence d’objets translucides ou lorsque la vergence du système a pour effet de 
condenser plusieurs points adjacents d’une image en un seul pixel sur l’autre image [72], on 
utilise généralement cette contrainte. Dans le cas où on trouve plusieurs correspondances 
pour un pixel donné, la correspondance la plus forte est conservée.
Disparités minimale et maximale
Dans le cas où la distance zm du point de fixation des caméras est beaucoup plus grande 
que la distance de base, soit Zm b, on peut imposer une disparité maximale aux pixels, 
selon la géométrie de la scène. Ceci permet de réduire davantage la région de recherche 
des pixels correspondants [24, 104}.
De plus, par inspection des images obtenues ou d’images typiques pour un système donné, 
les disparités minimale et maximale dans l’image peuvent être estimées manuellement. 
Ceci peut s’effectuer à l’aide d’un logiciel d’analyse d’images en comparant la position sur
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les deux images de points facilement identifiables faisant partie de l’arrière-plan ainsi que 
de l’objet le plus près des caméras.
L’utilisation d’une plage de disparités permet de réduire le taux d’erreur des correspon­
dances trouvées en éliminant les valeurs hors de la plage d’intérêt. Cette stratégie se voit 
notamment utilisée dans la littérature afin de comparer les algorithmes stéréo entre eux 
avec des images de référence [95].
Cohérence gauche-droite
La cohérence gauche-droite (left-rigkt consistency) consiste à s’assurer que les correspon­
dances trouvées sur l’image de droite par rapport à l’image de gauche soient les mêmes 
que celles trouvées sur l’image de gauche par rapport à l’image de droite. Cette contrainte 
peut être implicitement satisfaite, selon la méthode de correspondance utilisée. Dans le 
cas contraire, elle peut être utilisée comme mesure de validation en conservant unique­
ment les correspondances cohérentes gauche-droite afin de rendre la correspondance plus 
robuste. Ceci peut éviter la détection de fausses correspondances dans le cas d’occlusions, 
ou aider à discriminer entre plusieurs correspondances possibles [30] lors de l’application 
de la contrainte d’unicité.
La cohérence gauche-droite n’est pas toujours appliquée, en particulier lors de la com­
paraison des performances des différents algorithmes, car les CD comparées doivent être 
pleines [94].
Contraintes géométriques
Certaines contraintes peuvent être appliquées selon les spécificités géométriques des scènes 
typiques dans une application donnée. Par exemple, contraindre la scène à des surfaces 
planes, sauf aux discontinuités, peut être justifié dans une scène intérieure en robotique 
mobile à cause des murs, des planchers, des portes, etc [25].
Contrainte d'ordre
La contrainte d’ordre (ordering constraint) consiste à supposer que l’ordre des points le 
long d’une courbe 3D dans la scène est conservé sur les deux images [66]. Cela s’avère 
le cas en présence d’un seul objet convexe, mais pas lorsqu’un petit objet en occlue un 
plus gros, par exemple [25, 28, 114]. Cette contrainte ne convient donc pas à l’imagerie 
d’une souris, à cause des occlusions potentiellement causées par les oreilles, les pattes et 
la queue.
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2 .5 .4  Calibration de caméras
La calibration des caméras consiste à déterminer les paramètres intrinsèques et extrin­
sèques de celles-ci. Les paramètres intrinsèques permettent de relier la position des points 
de l’image d’une caméra à celle des points de l’espace dans le repère de la caméra. Les 
paramètres extrinsèques, quant à eux, permettent de relier le repère de la caméra à un 
repère universel en connaissant sa position et son orientation dans ce dernier [28, 114].
Plusieurs méthodes de calibration de caméras et de systèmes de caméras ont été dévelop­
pées. Certaines méthodes de calibration sont complètement automatisées, mais nécessitent 
au moins trois caméras. D’autres nécessitent de connaître précisément les coordonnées 3D 
de points de référence dans l’image ou encore d’utiliser un objet de calibration [104, 114]. 
Dans un système précis et avec une bonne répétabilité comme le QOS®, il s’avère plus 
approprié, pour des raisons de simplicité, d’utiliser une méthode utilisant un objet de 
calibration.
Pour ce faire, la position et l’orientation des caméras ainsi que la position et la longueur 
focale de leurs lentilles doivent être fixes. Un objet de calibration approprié, par exemple 
un damier de dimensions précises et connues, doit être utilisé. Des images de l’objet de 
calibration sont prises dans diverses positions et orientations. Ceci permet de déterminer 
les paramètres intrinsèques et extrinsèques des caméras. Le Caméra Calibration Toolbox 
for Matlab® [10] permet d’effectuer la calibration de caméras seules ou de systèmes stéréo 
en utilisant une telle approche.
Encore une fois, les mathématiques et les algorithmes sous-jacents à la calibration de 
caméra étant implémentés de façon transparente dans le Caméra Calibration Toolbox for 
Matlab®, le lecteur est référé à la littérature existante pour de plus amples détails [10, 25, 
26, 37, 104].
2 .5 .5  Correspondance
Le problème de correspondance en vision numérique consiste à déterminer quels pixels 
d’une image correspondent à quels pixels des autres images, donc à calculer la CD. En 
vision stéréo, la correspondance s’effectue entre l’image de gauche et l’image de droite 
[30]. Il s’agit du problème le plus difficile à résoudre en vision stéréo, car il peut y avoir 
des ambigüitês ou des pixels n’ayant pas de correspondance. Ceci peut être dû au bruit, 
à des objets translucides, à des occlusions, à des discontinuités de profondeur ou encore 
à de la distorsion photométrique ou projective dans les images [25, 30, 72, 106]. Il existe 
des dizaines d’algorithmes de mise en correspondances, qui perforaient plus ou moins bien
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selon la nature des images à reconstruire. Ceux-ci sont comparés et classés dans un outil 
d’évaluation en ligne selon la qualité des cartes de disparité obtenues [94], en utilisant des 
paires d’images stéréo standard dont les CD sont précisément connues [95].
La correspondance consiste à mesurer la similarité selon un attribut donné (par exemple 
l’intensité, souvent utilisée, comme c’est le cas ici) de pixels pris le long des droites épi- 
polaires. Elle s’effectue généralement en 4 étapes, soit le calcul du coût de correspon­
dance (matching cost computation), l’agrégation des coûts (cost aggregation), le calcul de 
disparité (disparity computation/optimization) et le raffinement des disparités (disparity 
refinement) [60, 72, 95]. L’agrégation des coûts et le raffinement des disparités sont tou­
tefois optionnels et leur utilisation varie d’une méthode à l’autre. Plusieurs contraintes 
(section 2.5.3) peuvent aussi être imposées de façon à réduire l’ampleur de la recherche de 
correspondances et à rendre celles-ci plus robustes [104].
Méthodes locales et globales
Les algorithmes de correspondance stéréo se divisent en deux catégories, c’est-à-dire les 
méthodes locales et globales. Les méthodes locales consistent généralement à agréger le 
coût de correspondance et à trouver la disparité de chacun des pixels individuellement, 
indépendamment des autres pixels. Les méthodes globales, quant à elles, minimisent une 
fonction d’énergie incluant le coût de correspondance ainsi qu’un terme de lissage ( smooth- 
ness term), par exemple par un algorithme de coupe de graphe (graph eut) [11], de pro­
pagation de croyance (belief propagation) [99] ou autre. On minimise cette fonction pour 
toute l’image et on trouve la carte de disparité pour tous les pixels à la fois [72, 95]. Les 
méthodes les plus performantes font généralement partie des méthodes globales [94], mais 
sont généralement conceptuellement plus complexes et nécessitent de plus longs temps de 
calcul. Afin de simplifier l’implémentation des algorithmes de vision stéréo, une méthode 
locale est utilisée dans le présent travail, puisque ce type de méthode est jugé suffisant 
pour une preuve de concept de reconstruction 3D des organes d’une souris à partir de 
cartes anatomiques 2D.
Calcul du coût
Autant dans les méthodes globales que locales, on établit d’abord le coût de correspondance 
pixel à pixel. Pour ce faire, on utilise une fonction de coût pour déterminer la différence ou 
la similitude entre un pixel et chacun des pixels pouvant y correspondre sur l’autre image, 
c’est-à-dire les pixels sur la droite épipolaire de l’autre image à l’intérieur de la plage de 
disparité considérée.
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Plusieurs fonctions de coût existent, les plus communes étant la somme des différences 
absolues (SAD -  sum of absolute différences), la somme des différences au carré (SSD -  
sum of squared différences), la corrélation croisée normalisée (NCC -  normalized cross- 
correlation) [24, 25, 114].
Dans le cas où l’on utilise l’intensité comme attribut, la SAD et la SSD se calculent 
individuellement pour chaque pixel (i, j)  et pour chaque valeur de disparité d, par exemple 
en utilisant l’image de gauche comme référence, de la façon suivante :
P-l*)
SSD V M  =  ( i f ,  - ( 2 . 1 9 )
La NCC, quant à elle, nécessite de choisir une fenêtre de support (support window) W  
de taille fixe sur laquelle faire la corrélation et normaliser. Lorsque l’image de gauche est 
utilisée comme référence, la NCC est calculée comme suit :
NCC{i, j ,  d, W) =   _ _ _  (2.20)
V  E y e w Æ S u ))2 E i j e i v  ( i f i j + d )  )2
Les équations 2.18 à 2.20 sont énoncées pour des images en tons de gris. Pour des images de 
couleur, les coûts sont calculés séparément pour chaque couleur, puis sommés pour chaque 
pixel [79]. Des variantes à moyenne nulle ou localement pondérées existent pour la SAD 
et de la SSD de façon à rendre ces fonctions moins sensibles aux variances d’illumination 
d’une image à l’autre, mais elles sont moins communément utilisées.
Peu importe la fonction, on calcule le coût pour chacun des pixels et pour toute la plage 
de disparité considérée, puis on le stocke dans une matrice 3D appelée image spatiale de 
disparité (ISD -  disparity space image). Pour des images M  x N  avec i = 1..M, j  = 1..JV 
et une plage de disparité D = dmax — dmin + 1, l’ISD est M  x N  x D. Aucune des 
trois fonctions de coût mentionnées ne semble performer particulièrement mieux que les 
autres dans la littérature. Cependant, on note que la NCC a l’avantage d’être insensible 
aux variations d’intensité d’illumination entre les deux images, mais elle tend à épaissir 
les contours aux discontinuités de profondeur [116]. De plus, contrairement aux autres 
fonctions, meilleure est la correspondance, plus grand est le coefficient NCC. Ainsi, pour
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cette fonction, on peut prendre le coût comme l’inverse du score NCC, ou on peut chercher 
à maximiser le coefficient NCC lorsqu’on chercherait normalement à minimiser le coût.
Il existe aussi des méthodes de transformation des images afin de rendre la corrélation 
plus robuste aux discontinuités de profondeur, mais ces méthodes sont peu performantes 
en présence de bruit [24].
Agrégation des coûts
L’agrégation des coûts consiste à sommer les coûts sur une fenêtre de support W , le plus 
souvent rectangulaire, afin d’augmenter le rapport signal sur bruit du coût et apporte ainsi 
une forme de lissage. Pour les méthodes locales, l’agrégation est absolument nécessaire pour 
obtenir des CD utilisables, mais plusieurs méthodes globales l’utilisent aussi [60, 73].
L’agrégation s’effectue sur l’ISD, pour des valeurs de disparité fixe. Dans le cas de la 
NCC et des fonctions de coût utilisant une fenêtre de support, l’agrégation s’effectue 
implicitement.
Pour une disparité donnée d, la sommation directe des coûts sur W  pour chacun des 
pixels s’avère inefficace. En effet, la somme partielle des pixels présents dans l’une et 
l’autre des fenêtres respectives de pixels adjacents est la même, donc la calculer plusieurs 
fois est inutile. Pour cette raison, on utiÜse souvent la technique des images intégrales 
{intégral images ou summed area table) [72, 79, 117]. Elle consiste à construire une image 
intégrale I1 dont chaque pixel contient la somme cumulative en y  et en x  de l’image 
Id, correspondant à la tranche de l’ISD pour la disparité d, tel que
m=i n=j
IW) =  E E W )  (2-21)
m = l n = l
Ainsi, on ne somme chaque valeur de pixel qu’une seule fois et la valeur de coût agrégée 
ijy ) d’un pixel sur une fenêtre W  de taille (2K  +  1) x (2L +  1) est donnée par
*(£#) = I(i+Kj+L) +  t f i - K - l j - L - l )  -  l ( i+ K , j -L - l )  -  (2-22)
Toutefois, la fenêtre de support inclue les pixels avoisinants au pixel d’intérêt et peut donc 
chevaucher une discontinuité de profondeur. Or, des pixels sont nécessairement occlus en 
présence d’une discontinuité de profondeur, augmentant du coup le coût de correspon­
dance, donc des erreurs peuvent survenir près de celles-ci [30]. Plusieurs techniques ont 
été développées au niveau de l’agrégation pour réduire cet effet et améliorer la fiabilité
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de la CD. Parmi celles-ci, on trouve la segmentation de la fenêtre de support utilisant les 
contours [60, 73] ou la segmentation de l’image [39, 62, 72, 117], l’utilisation de plusieurs 
fenêtres de tailles différentes [80], ou l’utilisation de plusieurs fenêtres décalées [9, 30, 95] 
pour ne garder que la fenêtre minimisant l’erreur à chaque pixel.
Pour la preuve de concept de reconstruction 3D des organes internes d’une souris par 10,
la technique d’utilisation de plusieurs fenêtres décalées a été retenue, pour sa simplicité 
d’implémentation, comparativement à celles basées sur la segmentation ou les contours 
de l’image, et sa capacité à limiter le chevauchement de la fenêtre de support sur les 
discontinuités de profondeur, contrairement à la technique utilisant une plusieurs fenêtres 
de tailles différentes.
Le principe des fenêtres décalées (sh iftab le  W indow s) consiste, pour un pixel donné Iy ,  
à calculer le coût agrégé pour chacune des positions possibles de la fenêtre de support 
W  incluant le pixel Iy ,  tel qu’illustré à la figure 2.22. Ceci vise à ce que, idéalement, au 
moins une des fenêtres ne chevauche pas de discontinuité de profondeur. Le coût agrégé 
final attribué au pixel est le minimum de tous ceux calculés, en présumant que le coût
choisi soit celui d’une fenêtre ne chevauchant pas de discontinuité de profondeur.
Figure 2.22 Illustration des fenêtres de support décalées pour une fenêtre de 
taille 3 x 3 .  Toutes les positions possibles de fenêtre de support sont utilisées 
pour l’agrégation de coût pour un pixel donné. Le coût agrégé du pixel est choisi 
comme étant le plus petit des coûts agrégés de toutes les fenêtres décalées.
En pratique, le coût agrégé de chacune des fenêtres décalées est calculé par la fenêtre 
de support centrée de chacun des pixels avoisinants. La méthode des fenêtres décentrées 
s’implémente donc efficacement en utilisant la technique des images intégrales décrite plus 
haut et en appliquant un filtre minimum (m in -f ilte r) avec la même taille de fenêtre sur 
l’image résultante [95]. Une implémentation efficace en Matlab® du filtre minimum est 
d’ailleurs disponible en ligne [18].
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Calcul de disparité
Pour les méthodes locales, le calcul de disparité d se fait individuellement pour chaque 
pixel. Pour chaque vecteur ISD(ij )ti=c/tnjn..efm(lI) correspondant aux coûts agrégés pour un 
pixel en fonction de la disparité, on trouve la disparité correspondante dans la CD CD(4)J) 
menant au coût minimal (méthode du Winner-take-all -  WTA), soit
CD(<j) =  axgmin (IS D p j,* ^ ,,..^ ,)) . (2.23)
d
2 .5 .6  Raffinement de la carte de disparité
Une fois la CD obtenue, plusieurs étapes de raffinement peuvent être utilisées, mais celles- 
ci sont en quelque sorte indépendantes des images et purement appliquées sur les CD 
obtenues.
Interpolation subpixelique
Comme les images stéréo utilisées sont discrétisées en pixel, la CD ne contient généralement 
que des disparités entières. Comme la profondeur d’un point reconstruit par rapport aux 
caméra dépend linéairement de la disparité (équation 2.17), la scène est reconstruite sur 
une série de plans discrets.
Pour cette raison, l’interpolation subpixelique de la disparité ( sub-pixel disparity estima­
tion) par ajustement de polynôme (polynomial fit), répandue dans la littérature, permet 
d’augmente la résolution de profondeur de la scène reconstruite. Une fois la disparité obte­
nue par WTA, on ajuste un polynôme d’ordre N  (typiquement N  =  2) pour passer par les 
coûts associés à la disparité trouvée ainsi qu’aux N  disparités voisines. L’abscisse du mi­
nimum du polynôme est ensuite trouvée et attribuée comme disparité au pixel [72, 79, 95] 
(figure 2.23).
L’utilisation de l’interpolation subpixelique demande beaucoup de temps de calcul par 
rapport au calcul de disparité, donc peut ne pas être justifiée, en particulier si la géométrie 
du système produit une plage de disparité importante par rapport à la profondeur d’intérêt 
de la scène à reconstruire.
Combinaison de plusieurs CD
Plusieurs CD peuvent être obtenues pour la même paire d’images stéréo, par exemple en 
trouvant une CD pour chacun des canaux d’une paire d’images en couleur ou en utilisant 
des fonctions de coût différentes. Comme chacune des CDs peut contenir des trous suite
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disparité disparité
Figure 2.23 Schématisation de la technique d’interpolation subpixelique de la 
disparité, a) Pour un pixel donné, une méthode de correspondance locale trouve 
la disparité d associée au coût minimal, b) Pour l’interpolation subpixelique, les 
coûts associés à d ainsi qu’aux N  disparités adjacentes sont utilisés pour ajuster 
un polynôme de degré N. L’emplacement du minimum du polynôme donne la 
disparité interpolée dsp. Le cas typique N  = 2 est illustré.
à la vérification de la cohérence gauche-droite, leur combinaison peut mener à l’obtention 
d’une CD plus pleine. De plus, les disparités provenant de plus d’une CD pour un même 
pixel peuvent être comparées aux fins de validation et ainsi rejeter les disparités différentes 
pour un même pixel [108].
Filtrage
L’utilisation d’une méthode locale tend à produire des CD bruitées par des disparités 
aberrantes ( outliers), puisque la disparité d’un pixel se calcule sans égard aux disparités 
des pixels voisins. Afin de les éliminer sans affecter significativement le temps de calcul, 
l’application d’un filtre médian à la CD est très répandue dans la littérature. Ainsi, chacun 
des pixels se fait attribuer la disparité médiane dans une fenêtre W ^d  de taille Nmed x Nmed 
[79, 95]. Par contre, l’application d’un tel filtre tend à rendre les contours plus flous [24]. De 
plus, les disparités remplacées par le filtre ne sont pas nécessairement cohérentes gauche- 
droite, même dans le cas où la CD de départ l’était.
Interpolation
On cherche généralement à reconstruire la scène en 3D le plus complètement possible, 
même si certains points ne respectent pas la cohérence gauche-droite. Lorsque la CD n’est 
pas pleine, on remplace les disparités manquantes par la disparité voisine le long de la 
droite épipolaire ou par interpolation ( inpainting) à l’aide des valeurs voisines [95]. Un 
code d’interpolation d’images pour Matlab® est disponible en ligne [21].
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2 .5 .7  Reconstruction stéréoscopique
La reconstruction 3D de la scène à l’aide de la CD serait assez simple si le système était 
exempt de bruit et si les pixels étaient infiniment petits. En effet, comme la calibration 
donne l’orientation de la caméra de référence, le point 3D correspondant à un pixel se 
situerait le long d’une droite partant du pixel et passant par le centre optique de la caméra, 
à une profondeur donnée par la disparité d [28] (figure 2.21), selon l’équation 2.17. Une 
autre méthode pour reconstruire le point consisterait à trouver le point de croisement des 
droites issues de l’image de gauche et de l’image de droite [28].
En réalité, étant donné que les pixels ont une taille finie, ce qui cause une incertitude 
d’échantillonnage, les points 3D ne se situent pas sur une droite, mais dans une pyramide 
à base rectangulaire (centre optique forme le sommet et la pyramide passe par les côtés 
du pixel). Toutefois, on prend généralement une droite passant le centre du pixel et par 
le centre optique pour des fins de simplicité. De plus, le bruit dans l’image, incluant le 
bruit de quantification lié à la taille finie des pixels, fait que les droites issues de l’image de 
gauche et de droite ne se croisent pas en général. On choisit donc le point 3D équidistant 
aux deux droites à l’endroit où celles-ci sont le plus rapprochées [104]. On reconstruit 
ainsi chacun des points de l’image pour former un nuage de points en 3D. Le Caméra 
Calibration Toolbox for Matlab® [10] permet d’effectuer la reconstruction 3D basée sur la 
triangulation à partir de la carte de disparité, ainsi que des données de calibration et de 
rectification des images.
2 .5 .8  Reconstruction multiscopique
L’utilisation de plus de deux vues d’une même scène pour la reconstruire en 3D s’appelle 
la vision multiscopique. Ceci peut être fait en utilisant toutes les vues simultanément 
pour établir et vérifier les correspondances ou en fusionnant plusieurs reconstructions 3D 
partielles pour des sous-ensembles de caméras, par exemple des paires stéréo de caméras.
Dans le premier cas, toutes les images peuvent être rectifiées et utilisées pour trouver les 
correspondances. Une image de l’inverse de la distance, plutôt que de la disparité qui varie 
d’une image à l’autre, peut être générée pour chacune des images [81]. Dans un système 
à trois caméras, la recherche de correspondance et la reconstruction s’effectue à l’aide de 
deux images, alors que la troisième sert à valider que le point reconstruit tombe près d’un 
point sur celle-ci [28]. Par contre, cette approche ne convient pas à un système de caméras 
à forte vergence, car les points occlus sur l’une ou l’autre des caméras empêchent la mise 
en correspondance des points.
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Une autre approche consiste à utiliser le tenseur trifocal ( trifoccd tensor), qui synthétise 
toutes les contraintes géométriques propres à un triplet de caméras et relie algébriquement 
les coordonnées de lignes ou de points de l’espace dans les trois images [26]. Ces méthodes 
sont toutefois assez complexes mathématiquement et se complexifient davantage lorsque 
d’autres vues sont ajoutées.
Dans le deuxième cas, les vues 3D partielles sont reconstruites en nuages de points, puis 
combinées ensemble. Dans un système où l’on ne connaît pas la position relative des paires 
de caméras stéréo l’une par rapport à l’autre, ceci peut nécessiter un recalage, par exemple 
avec l’algorithme Itérative Closest Point (ICP) [15]. Celui-ci consiste à trouver les points 
les plus rapprochés de deux nuages de points, que l’on suppose représenter les mêmes 
points de la scène, et à trouver de façon itérative la transformation à appliquer sur l’un 
des repères pour qu’ils deviennent aussi rapprochés que possible, pour ainsi les recaler 
[28, 92, 118]. Plusieurs implémentations Matlab® de Y ICP appropriées pour l’application 
à des nuages de points sont disponibles en ligne [7, 49, 50], la plus rapide étant celle de 
Kjer et Wilm [49].
Une méthode permettant de réaliser une reconstruction multiscopique sans trouver expli­
citement les correspondances est la vision par sculpture (space by carving). Elle consiste 
à utiliser plusieurs caméras calibrées dont les vues se recoupent largement et placées de 
façon arbitraire mais connue l’une par rapport à l’autre. L’espace entre les caméras est 
voxelisé et la scène est sculptée de l’extérieur vers l’intérieur en retirant les voxels pour 
lesquels l’intensité ou la couleur déduite selon les différentes vues s’avère incohérente. Par 
contre, cette méthode requiert beaucoup de vues, surtout en présence d’occlusions (selon 
la scène, de quelques vues à une centaine de vues sont utilisées). De plus, elle ne recons­
truit généralement pas parfaitement la surface de la scène, mais plutôt une coque plus 
ou moins serrée autour des objets, selon la géométrie de la scène ainsi que le nombre de 
caméras et leur emplacement. [51, 69]. Pour ces raisons, la vision par sculpture n’est pas 
jugée appropriée pour l’application envisagée ici.
2.5 .9  Filtrage des nuages de points
Les nuages de points obtenus lors de la reconstruction peuvent contenir des points aber­
rants. Plusieurs techniques de filtrage existent, incluant les filtres bilatéraux, l’exclusion 
des points à l’extérieur d’une forme arbitraire ainsi que le filtrage par K  plus proches voi­
sins (K  nearest neighbours). Plusieurs de ces techniques sont implémentées dans la librairie 
Point cioud iibrary en C++ [87]. Par contre, seule une implémentation du filtrage par K  
plus proches voisins s’avère disponible en Matlab® est . Elle consiste à établir un critère
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de densité de points autour d’un point donné en dessous duquel celui-ci est jugé aberrant. 
Par exemple, les points ayant moins de K  voisins dans un rayon R  sont rejetés. Pour des 
détails de l’implémentation Matlab®, le lecteur est référé à la littérature [29, 103].
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Résumé français :
L’imagerie dynamique avec contraste augmenté par fluorescence (Dynamic fluorescence 
contrast-enhanced imaging -  DFCEI) est une méthode toute optique développée récem­
ment qui produit des cartes anatomiques des organes internes d’une souris. En appliquant 
l’analyse en composantes principales (ACP) ou la régression par moindres carrés non néga­
tifs (RMCNN) à des séries chronologiques d’images de fluorescence du vert d’indocyanine 
(ICG), des cartes anatomiques 2D peuvent être obtenues. Toutefois, des cartes 3D sont 
préférables afin d’améliorer la localisation spatiale des organes ainsi que de l’information 
anatomique éventuelle. Pour accomplir la DFCEI en 3D, nous utilisons le QOS® (Quidd 
S.A.S., France), un appareil novateur d’imagerie optique pour petits animaux comportant 
une caméra CCD tournante afin d’acquérir des séries chronologiques d’images de fluores­
cence selon 5 vues autour de la souris. Ensuite, les images sont interpolées temporellement
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et mosaïquées avant d’y appliquer l’ACP ou la RMCNN afin de produire des cartes anar 
tomiques 2D similaires selon tous les plans de vue. À partir des 5 vues, 4 paires d’images 
stéréo sont obtenues via une calibration multi-stéréo. Finalement, des algorithmes de vi­
sion stéréo permettent la reconstruction en 3D. Nos travaux démontrent la possibilité 
d’obtenir des cartes anatomiques 3D de souris par une amélioration de la DFCEI en utili­
sant une caméra tournante et la vision stéréo. De plus, l’utilisation d’une caméra EMCCD 
plus rapide et plus sensible, jumelée à des algorithmes de vision stéréo de pointe, pourrait 
améliorer la résolution spatiale de la reconstruction.
Résumé anglais :
Dynamic fluorescence contrast-enhanced imaging (DFCEI) is an all-optical technique de- 
veloped recently that produces maps of the internai organs of mice. By applying principal 
component analysis (PCA) or non-negative least squares fitting (NNLSF) to time sériés 
of fluorescence images of Indocyanine Green (ICG), 2D anatomical maps can be obtained. 
However, 3D maps are désirable to improve spatial localization of organs, and of eventual 
molecular information. To achieve 3D DFCEI, we use the QOS® (Quidd S.A.S., France) 
a novel small animal optical imaging system with a rotating CCD caméra to acquire time 
sériés of ICG fluorescence images from 5 views around the mouse. We then temporally 
interpolate and mosaic the images prior to applying PCA or NNLSF to produce similar 
2D anatomical maps for each view. From the 5 views, 4 stereo pairs of images are obtai­
ned via multi-stereo calibration. Finally, 3D reconstruction is achieved using stereo vision 
algorithms. Our work demonstrates the possibility of obtaining 3D anatomical maps of 
mice by improving on DFCEI using a rotating caméra and stereo vision. Moreover, using 
a faster and more sensitive EMCCD caméra and state-of-the-art stereo vision algorithms 
could improve spatial resolution.
Note :
L’article présenté ici diffère de celui soumis pour publication par l’intégration des figures 
dans le corps du texte, par l’intégration de la bibliographie à celle du mémoire et par 
l’ajout de notes en bas de page pour référer aux sections pertinentes de l’annexe A.
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3.2 Introduction
Dynamic contrast-enhanced (DCE) imaging, also called 4D imaging, is a médical imaging 
framework that consists in the acquisition of time sériés of images following injection of a 
contrast agent in a living organism. It 'allows measuring the pharmacokinetics of the injec- 
ted agent used to enhance contrast in médical imaging. It has seen use in multiple imaging 
modalities, such as optical imaging (14, 38, 59, 64, 65,112], dynamic positron émission to- 
mography (PET) [48, 84, 90], magnetic résonance imaging (MRI) [5,13, 33, 98] and X-ray 
computed tomography (CT) [5, 8,75]. This type of imaging has the added benefit of provi- 
ding information on the uptake, metabolism and washout of the contrast agent [34]. From 
an image reconstruction perspective, it also allows exploiting the redundancy and consis- 
tency in time sériés of images. However, due to the added time dimension, data analysis 
of sériés of images or reconstructed volumes becomes more complex and time-consuming.
To this end, dimension réduction techniques, such as principal component analysis (PCA), 
can be resorted to in order to make the data more manageable and more readily analyzable. 
PCA is a multivariate analysis technique consisting in a change of basis of the input data 
that maximizes the variance in a small number of variables, called principal components 
(PCs) [45, 46].
In DCE preclinical optical imaging, PCA has been used as a means to producé anatomical 
maps [38]. To do so, a mouse is injected intravenously with a non-specific fluorophore, 
such as Indocyanine Green (ICG), and a time sériés of images is acquired to capture the 
dynamics of fluorescence in the whole body. Since functional structures such as organs differ 
in their üptake and washout rates of the contrast agent, they exhibit différent fluorescence 
time-activity curves (FTACs) [34]. Using PCA on the mean-subtracted data, most of the 
signal variance, which is related to the FTACs of each pixel, is summed up in 3 PC 
images which are combined in a single RGB color image. This image translates FTACs 
différences into color contrast, thus outlining certain functional structures and producing 
an anatomical map.
Non-negative least squares fit (NNLSF) can also produce anatomical maps based on 
FTACs différences, with the added benefit of labeling the outlined structures. In NNLSF, 
FTACs of interest are compared with a set of reference FTACs from a reference tissue, 
which requires a priori knowledge of the fluorescence dynamics of the targeted organs 
prior to performing the fit [38].
This ail optical technique, which will be called here dynamic fluorescence contrast enhanced 
imaging (DFCEI), could allow automatically co-registering an anatomical map of a mouse
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subject to functional images obtained with another fluorescent probe via multispectral 
imaging on the same optical imaging apparatus. The principles of DFCEI can also be 
applied in the context of fluorescence diffuse optical tomography (FDOT) in order to 
improve 3D reconstruction resolution [64, 65].
Although methods such as DFCEI produce anatomical maps of internai organs in a mouse 
via PCA or NNLSF, their use is somewhat limited since they are often two-dimensional, 
rather than three-dimensional such as with CT and MRI. To partially overcome this 
limitation, mirrors are used as a simple and efficient way to show orthogonal views of the 
mouse and the outlined anatomical structures. Indeed, anatomical maps obtained in this 
way show that organs are labeled with the same colora on ail views, regardless if PCA or 
NNLSF is used [14, 38, 59, 112]. However, a 3D anatomical map obtained optically is of 
even greater interest. Indeed, it would allow better spatial localization of anatomical as 
well as molecular information obtained with separate fluorescent agents without having to 
resort to expensive scanners from other imaging modalities such as PET and MRI.
Computer vision is a very active research field [95] for which powerful stereo vision algo­
rithms were developed to obtain 3D models from multiple views of a scene [25, 26, 104]. 
This most commonly requires to assemble a pair of caméras on a rigid structure and to 
precisely compute the geometry and optical properties of this System by intrinsically and 
extrinsically calibrating the stereo rig. Then, matching pixels are found in both stereo 
images (which is dubbed the correspondence problem) before performing stereo recons­
truction to recover depth information using the known caméra geometry and triangulation 
algorithms [25].
Herein, we présent an adaptation of the DFCEI technique developed by Hillman and 
Moore to obtain 3D anatomical maps of mice by optical imaging of ICG dynamics and 
PCA combined with image processing and stereo vision algorithms. This is made possible 
through the availability of a novel molecular optical imaging system (the QOS® imager, 
Quidd S.A.S., France) that allows acquisition of fluorescence images accurately and stably 
from différent angles, thereby allowing émulation of a stereo caméra rig.
In section 3.3, we describe the ICG injection procédure, the optical imaging system used, 
an acquisition scheme to efficiently emulate multiple stereo rigs from a single caméra, 
and the CT scan parametere used for validation. We also présent the signal processing 
algorithms based on PCA and NNLSF, as well as temporal interpolation and mosaicking 
methods to produce similar anatomical maps across views. We then describe the stereo 
vision algorithms and filtering techniques used to produce 3D anatomical maps using the
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2D maps of each view. In section 3.4, we présent the experimentally optimized acquisition 
sequence, the obtained 2D anatomical maps for ail views as well as the reconstructed 
3D anatomical maps of the mouse. In section 3.5, the proposed method and the results 
obtained are discussed and compared to those found in the literature. Future system 
developments are also proposed. Finally, section 3.6 concludes the paper.
3.3 Materials and Methods
3.3 .1  Animal M odels
Experiments were conducted on 1-year-old nude mice (nu/nu homozigous female mice, 
Charles River, U.S.A.). Expérimental procédures on the subject mice were approved by 
the animal ethics committee of the Université de Sherbrooke.
3.3 .2  Animal Préparation
A total of 3 experiments1 were conducted on mice anesthetized under 1.5% isoflurane. 
The température of the animal was kept at 37°C using a warming pad. Mice were injec- 
ted manually in the tail vein with a solution of 50 //g of ICG (IR 125 pure laser grade, 
Acros Organics, Belgium) in 50 fih phosphate buffered saline (PBS). The injection vo­
lume contained, 2% of dimethyl sulfoxide (DMSO), which was üsed for initial fluorophore 
dilution2.
3 .3 .3  Imaging System
For imaging purposes, the QOS® small animal optical imaging system (Quidd S.A.S., 
France) with 4 degrees of freedom for mouse and caméra motion is used (Fig. 3.1). Exci­
tation can be provided by filtered light from a halogen lamp delivered by an optical fiber 
bundle to an illumination ring around the caméra objective. Images are acquired with 
a 1 megapixel, 12-bit charge-coupled device (CCD) caméra thermo-electrically cooled to 
-70°C (Andor Technology, U.K.).
A programmable logic controller drives the 2 translation stages (X and Y axes) for the 
mouse platform as well as the translation (Z axis) and rotation stages (T axis) for the 
caméra. This allows automating axes motion during experiments to emulate stereo rigs 
with a single caméra.
1Des expériences préliminaires ont également été réalisées (section A. 1.1).
2L’injection de fiuorophore est décrite en détails en annexe (section A.1.2).
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Figure 3.1 a) Interior of the QOS® imager. b) Degrees of freedom for axes 
motion. The animal plate can move in X and Y, while the caméra can move in Z 
and rotate in T. With controlled axes movement, the caméra can rotate around 
the animal from the animal’s perspective.
In our experiments, a separate laser illumination module made up of two 50 mW, 780 
nm laser diodes (APCD-780-50, Roithner Lasertechnik, Austria) was used instead of the 
illumination ring (Fig. 3.2). Two diverging lenses ( /  =  -5 0  mm) are positioned in front 
of the laser diodes to achieve whole mouse illumination. This module serves to increase 
the illumination power in the excitation band of ICG, which has a low quantum yield 
[6]. It also provides a light source that moves rigidly with the animal, regardless of axes 
movement, as opposed to the illumination ring which is affixed to the caméra module and 
therefore moves around the animal. Static animal illumination is désirable to ensure that 
a given point on the mouse body exhibits fluorescence dynamics that are not affected by 
illumination changes on différent views for the purpose of stereo reconstruction.
3 .3 .4  CT imaging
Computed tomography was performed for validation3 using a Flex Triumph Pre-Clinical 
Imaging System (Gamma Medica Ideas, U.S.A.). Acquisition was conducted in fly mode 
with 1 frame, 512 projections, 60.05 kVp tube voltage, 230.02 (jlA tube current and 128 s 
exposition time. The volume was reconstructed in 512 x 512 x 512 voxels of 0.185 mm. 
The animal bodily température was kept at 37°C, and anesthesia was maintained using 
isoflurane (1.5%).
3Une acquisition IRM a également été faite afin de valider les résultats (section A.1.3), mais n ’a 
finalement pas été utilisée.
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Figure 3.2 Laser illumination system added to the animal plate of the QOS® 
to increase illumination power in the excitation band of ICG. It is made up of 
two identical modules each comprising of a 50 mW, 780 nm laser diode module 
with two diverging lenses ( /  =  —50 mm) that expand the beam enough to 
illuminate the whole mouse. The laser illumination system placement is dictated 
by mechanical constraints and preventing collisions during axes motion.
3.3 .5  Fluorescence Acquisition Schem e  
Stereo Rig
To emulate multiple stereo rigs, the Y, Z and T axes are moved so that the caméra rotâtes 
around the mouse. Ideally, acquisitions over the full angular range must be used to obtain a 
3D mouse anatomical map which is as complété as possible. However, the larger the angle 
between views, the more occlusions are présent in stereo image pairs. This is detrimental 
to stereo matching, since features only visible in one image usually resuit in false stereo 
matches or in incomplète 3D reconstructions.
While a circular rig is in no way necessary to achieve stereo reconstruction, it is used for 
two reasons. First, centered views obtained with a circular rig allow aiming the caméra 
approximately perpendicular to the mouse, which maximizes the number of useful pixels 
in each image as well as the incident light on the CCD. Second, it reduces the number of 
viewpoints needed, as the center views can be used in two stereo pairs ; in fact, adjacent 
views can be seen as a stereo pair.
Fluorescence Imaging
Prior to injecting the fluorophore into the mouse, a brightfield image is acquired for ail 
viewpoints using the émission filters for ICG along with white light illumination from the
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lamp. The lamp is then tumed off and the laser illumination powered on to acquire a back- 
ground image. This is followed by injection and fluorescence acquisition for approximately 
20 minutes.
PCA and NNLSF produce anatomical maps based on différences in FTACs between or­
gans. Because of this, temporal resolution must be maximized to obtain optimal 2D ana­
tomical maps. To do so, caméra intégration time must be minimized, while maintaining 
an adéquate signal-to-noise ratio (SNR). Finally, successive images must also be acquired 
close enough in time to capture the relevant dynamic information of the FTACs. Moreover 
acquisition cycles, each comprising a single acquisition from ail views, must be done as 
quickly as possible to minimize downtime and sample the FTACs at approximately the 
same time on ail views.
3.3 .6  Image Processing
The whole software was written in Matlab® (Mathworks, LLC., U.S.A.) to facilitate and 
accelerate signal-processing and stereo reconstruction algorithm development4. The soft­
ware is ran on a laptop computer (2.53 GHz Intel Core 2 Duo processor and 4 Gb of 
memory).
Preprocessing
Several preprocessing steps are necessary prior to applying image processing algorithms5. 
The background image is subtracted from ail fluorescence images to separate autofluo­
rescence and excitation bleed-through from the ICG signal. Negative-valued pixels which 
arise in low-signal régions after subtraction are set to 0.
Digital image masking is applied in order to limit signal processing to useful pixels only. 
This allows speeding up computations as well as removing the influence of background 
pixels on the results of PCA, as background pixels do not participate to the statistics of 
FTACs. The mask images are produced by automatic segmentation of the mouse body by 
intensity thresholding [82] the brightfield images using the Matlab® functions graythresh, 
im2bw, and bwareaopen. For multimodal experiments, manual inspection and correction 
of the masks must be conducted, since the transparent bed and médical tape needed 
to maintain the animal’s posture from one imaging scanner to the next prevent fully 
automated mask image génération.
4Des détails sur le développement des algorithmes sont donnés à la section A.2.2. De plus, la section 
A.2.4 décrit l’utilisation du coefficient de détermination (section 2.4.6) pour obtenir des cartes anato­
miques, malgré que cela ne soit pas présenté dans l’article.
BUne étape de prétraitement additionnelle est présentée à la section A.2.2.
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Finally, images are binned using a 2x2 window to speed up computation and lessen com­
puter memory requirements, resulting in images of 512x512 pixels.
Principal Component Analysis
Once preprocessing is done, PCA is performed using the Matlab® princomp function. The 
first PC is generally omitted [14, 38, 59, 64, 65, 112], since it mostly outlines the mouse 
body and produces lower contrast on the anatomical maps. The second, third and fourth 
PCs are then respectively combined as the red, green and blue layers of a color image.
The resulting PCs contain both positive and négative pixels, which are separated to obtain 
the positive and négative PC images, respectively. Since positive and négative pixel régions 
show very little overlap for a given PC, both RGB PC images are summed and renormalized 
into a single image to obtain a more compact représentation and further increase contrast 
[112] (Fig. 3.3).
Figure 3.3 Results of PCA applied to the 0° view, a) Positive PC image, b) 
Négative PC image, c) Composite image made up of the sum of the positive and 
négative PC images. The composite image shows the structures visible in both 
the positive and négative PC images in a more compact représentation.
Régions of Interest
Another method used for creating the anatomical maps is to compare ail FTACs to a set of 
reference FTACs to find matches [38]. The references must be known a priori or obtained 
by averaging the FTACs in régions of interest (ROIs) previously selected in areas known 
to belong to individual organs or structures of interest.
In the présent case, ROIs were selected based on PCA images, the Digimouse digital atlas 
[23] and a mouse atlas showing coronal, sagittal and transverse sections of cryogenized 
mice [44].
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Non-Negative Least Squares
NNLSF consists in a least square fit of each pixel FTAC to a set of reference FTACs 
with the added constraint that coefficients must ail be positive or zéro. This constraint is 
justified by the physical impossibility for an organ to emit négative fluorescence light. For 
a given pixel, this amounts to decomposing its FTAC as a positive weighted sum over a set 
of reference FTACs. To some extent, this indicates the degree to which the pixel behaves 
like each of the ROIs, thus allowing organ labeling. To implement NNLSF, the lsqnonneg 
function of Matlab® was used.
As a resuit, most if not ail references obtain nonzero coefficients for each pixel since NNLSF 
simply minimizes the error (in a least squares sense), regardless of the physical likelihood of 
a large number of organs contributing to a given pixel FTAC. Thresholds are thus applied 
to get rid of small coefficients to obtain a sparser solution6. In effect, this reduces the 
number of useful FTAC references for each individual pixel. Therefore, a second NNLSF is 
applied using the reduced sets of references to obtain a better fit considering the reference 
FTACs available.
For display purposes, each organ is attributed a unique color. Results are displayed in 
a single color image in which pixel values represent a sum of the reference FTAC colora 
weighted by the corresponding coefficients (Fig. 3.4).
Image Mosaicking
PCA processing, and its resuit, dépend on the signal from ail pixels, implying that the 
color of a pixel on the PC images dépends not only on its own FTAC, but also on those 
of ail non-masked pixels in the image. As a resuit, corresponding pixels in a stereo pair 
of 2D anatomical maps may differ in color due to the différent sets of FTACs présent on 
the views comprising the stereo pair. This is highly undesirable, because intensity or color 
contrast is the chief information source for finding the necessary pixel correspondences in 
stereo images to perform 3D reconstruction [104].
For this reason, the images for ail views of a given rotation cycle are mosaicked in a single 
image7. This also helps the sélection of ROIs since ail views are visible at once. The PCA 
results show that colore are more similar on différent views after mosaicking (Figs. 3.5 and 
3.6).
eLa technique de seuillage est présentée plus en détails à la section A.2.3.
7Certains détails d ’implémentation du mosaïquage des images sont présentés à la section A.2.5.
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Figure 3.4 Results of NNLSF applied to the 0° view, a) ROIs selected on the 
composite PCA resuit of Fig. 3.3. Targeted organs are the brain (green), the liver 
(yellow), parts of the small intestine (pink) and the spleen (cyan). b) Reference 
FTACs obtained by averaging the FTACs of pixels in the corresponding ROIs. 
c) Anatomical map obtained by fitting ail pixels to the reference FTACs using 
NNLSF.
Temporal Interpolation
The acquisition delay between images of successive caméra positions obviously causes 
stereo images to sample FTACs at différent times. This is undesirable since PCA trans- 
forms différences between FTACs into color contrast, potentially causing variations in 
color across views for a given point on the animal.
Moreover, in the case of NNLSF segmentation, a reference FTAC should ideally serve for 
ail views. Otherwise, ROI sélection must be repeated on ail views, making the process even 
more tedious and error prone. It is also désirable to be able to select a given ROI on the 
view showing the most pixels of the targeted organ so as to obtain a more représentative 
average FTAC as reference. Furthermore, using the same reference FTACs for ail views 
allows obtaining similar color information and contrast to produce better 3D reconstructed 
models.
To achieve this, ail FTACs are interpolated to an arbitrary common time base using bili- 
near temporal interpolation. Again, PCA results show the improvement in color homoge- 
neity from one view to the next when using image mosaicking and temporal interpolation, 
as opposed to image mosaicking only (Figs. 3.6 and 3.7).
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Figure 3.5 Results of PCA applied to each view separately. The five views 
are, from left to right, +30°, +15°, 0°, -15° and -30° from the vertical and are 
mosaicked together for display purposes only. Variations of color between views 
are visible, such as the pink and blue tints in the head. Similar artifacts appear 
in the legs, tail and part of the back in one or more of the three leftmost images. 
There is also a bright yellow, rather than orange, spot on the right side of the 
mouse in the liver région on the -30° image that is not visible in the -15° image.
3.3 .7  Computer Vision 
Stereo Calibration and Rectification
Stereo calibration consista in finding the intrinsic and extrinsic parameters of the stereo 
rig. The former relate to the optical parameters spécifie to the caméra (focal length, lens 
distortions,...), whereas the latter relate to the position and orientation of the caméras 
in space [25, 26, 104]. In our setup, this must be done for each pair of adjacent views. 
Images required for caméra calibration are obtained by the standard process of acquiring 
multiple images of a checkerboard pattem of known dimensions in various positions and 
orientations relative to the immobile caméra8 [10, 25, 26, 104]. Stereo calibration also calls 
for an image from ail views of the calibration pattem in a fixed position. In ail cases, the 
brightfield parameters are used.
Stereo rectification is a transformation applied on the stereo images to emulate a perfectly 
aligned and parallel stereo pair of caméras with no lens distortion, which greatly simplifies 
stereo correspondent and reconstruction9 [26, 37]. In our case, it is applied to the PC 
images or the results of NNLSF.
8De plus amples détails sur la calibration sont fournis à la section A.3.1.
9Certains détails d'implémentation liés à l’utilisation d ’images mosaïquées sont fournis à la section 
A.3.2.
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Figure 3.6 Results of PCA applied to the mosaicked images. The five views 
are, from left to right, +30°, +15°, 0°, -15° and -30° from the vertical. Results 
are more uniform than without mosaicking, although color variations are still 
présent, mainly on the +15° and 0° views. On these views, the head and back 
color présent a more yellowish hue, while the left side of the mouse around the 
liver région shows additional blue, green and magenta strips.
Both stereo calibration and rectification are performed with the Complété Caméra Cali­
bration Toolbox for Matlab® by Jean-Yves Bouguet [10], which has been adapted for our 
spécifie stereo rig geometry.
Stereo Correspondence
As described earlier, 3D reconstruction from stereo vision relies on pixel matches found 
in both images of a stereo pair. The process of finding these matches is called stereo 
correspondence [30].
To do this, we implemented the widely used winner-take-all approach based on normalized 
cross-correlation of pixel Windows10 [24, 60, 79, 95]. In rectified images, corresponding 
pixels always lie on the same horizontal pixel line and the différence in horizontal pixel 
position in one image relative to the other is called disparity [25]. Stereo correspondence 
aims to compute the disparity map, an image of the disparities for ail pixels. Stereo 
reconstruction uses this map as input, which must be as dense and as accurate as possible, 
to avoid holes and reconstruction errors in the 3D model.
Several post-processing steps can be applied to refine the disparity map to achieve this. In 
our case, the disparities are median-filtered to remove spurious noise due to false matches 
and then interpolated to fill holes resulting from occlusions or lack of texture. Since a 
disparity map for both images (often called the left and right images) can be produced, 
a simple validation can be applied after each refinement step by discarding pixel matches
l0Une autre technique de correspondance basée sur l’approche WTA a été développée dans le cadre du 
projet, mais les résultats sont pratiquement identiques (voir la section A.3.3).
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Figure 3.7 Results of PCA applied to the temporally interpolated mosaicked 
images. The five views are, from left to right, +30°, +15°, 0°, -15° and -30° from 
the vertical. Results are much more consistent from one view to the next when 
compared to the results obtained without temporal interpolation or mosaicking.
The remaining color variations are mostly concentrated on the left side of the 
mouse around the liver or left lung région with a lighter stripe on the +15° 
image and a magenta stripe on the 0° image.
which are not attributed the same disparity on both maps. This is a standard procédure 
called the left-right consistency check [30].
3D reconstruction
Individual stereo pairs of images are reconstructed in 3D with the aforementioned Matlab® 
toolbox, using the disparity maps, the stereo calibration parameters as well, and the stereo 
triangulation algorithms. Since ail the équivalent stereo rigs are immobile relative to one 
another, ail reconstructed point clouds are automatically co-registered and can be merged 
easily11. The resulting point cloud is then projection filtered by reprojecting it on ail the 
caméra image planes and applying the image masks on each view, in a manner similar to 
vision by carving [51, 69]. Points masked away are guaranteed to be outliers, since images 
are masked prior to performing stereo reconstruction.
Further filtering is carried out by discarding isolated pixels having too few neighbors in a 
set radius (Sect. 3.4.3). This is motivated by the relatively high resolution of the images 
and the merger of multiple stereo models which yields a high density of points. Finally, the 
point cloud is voxelized in order to display the 3D color anatomical model12. Voxels are 
attributed the mean color of ail the points they encompass, which in tum  are attributed
11 Ceci est expliqué à la section A.3.4.
12L’effet du filtrage par projection, du filtrage par K  plus proches voisins et de la voxélisation sont 
montrés à la section A.3.5. De plus, le choix de la voxélisation pour l’affichage des cartes anatomqiues 3D 
est justifié à  la section A.3.6.
CHAPITRE 3. DYNAMIC FLUORESCENCE CONTRAST-ENHANCED IMAGING
AND MULT1-VIEW STEREO VISION FOR 3D ANATOMICAL MAPS OF ORGAN
62 SURFACES IN  MICE
the average color of the 2 corresponding pixels on the stereo anatomical maps they are 
reconstructed from13.
3 .3 .8  Validation
To validate the 2D and 3D anatomical maps, as well as to check the stereo reconstruction 
accuracy, one experiment below includes a CT acquisition in addition to optical imaging. 
For this experiment, the mouse is attached to a transparent acrylic bed with médical 
tape to maintain its position from one imaging modality scanner to the next (Fig. 3.2). 
Structures outlined on the PCA images are identified with the help of a small animal 
imaging specialist as well as two mouse atlases [23, 44]. Co-registration and visualization 
of CT data are conducted using Amide [3], a free médical imaging data viewing and 
analyzing software.
3.4 Results
3.4 .1  Acquisition
With the combination of optical components necessary to obtain a sufficient depth of 
field and margin on focus adjustment to obtain sharp images regardless of viewing angle 
and émission filter, the practical limit in caméra angle is ±30° for whole body imaging. 
To obtain a good compromise between the number of views and occlusions over the full 
60° rotation span, we use 5 viewpoints spaced 15° apart. The 5 caméra positions and 4 
resulting stereo pairs of caméras are shown in Fig. 3.8.
Axes movement between two successive viewpoints take approximately 1 s. Due to current 
hardware limitations, the minimum intégration time is 1 s and each rotation cycle over the 
full 60° takes an average of 24 s, which amounts to 4.8 s between successive images. This 
delay is too large to capture usable images during automated injection of the fluorescent 
agent, because images vary too greatly between views and yield anatomical maps unsui- 
table for stereo matching. Therefore, acquisition starts immediately after injection. For 
temporal interpolation, the time vector of the 0° view is arbitrarily chosen as the common 
time base (Sect. 3.3.6).
Due to mechanical constraints and the necessity to avoid collisions with the caméra and 
occlusions in its field of view during axes motion, the laser system placement is suboptimal
13L’attribution des couleurs des points reconstruits est détaillée à la section A.3.6.
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Figure 3.8 Stereo acquisition setup. The dotted lines represent the 5 viewing 
angles from which images are acquired along with their position on the rotation 
(T) axis of the QOS®. The resulting 4 stereo pairs of caméras obtained are 
shown.
and créâtes inhomogeneous illumination on the mouse body. This can be seen on the PCA 
results in Fig. 3.9 where darker régions around the nose and neck can be seen.
3.4 .2  2D Anatom ical Maps
Using temporal interpolation along with image mosaicking and PCA or NNLSF, 2D maps 
are obtained showing distinct anatomical structures. With the help of the aforementioned 
atlases [23] and small animal imaging specialist, we could identify the brain, liver, small 
intestine, spleen as well as parts of the spine of the mouse (Fig. 3.9).
In the case of PCA, the resulting PC timecourses shown in Fig. 3.10 validate our choice 
of PCs to construct the 2D anatomical maps. The first PC effectively shows little signal 
variation and mostly outlines the mouse body as opposed to spécifie anatomical structures. 
The second, third and fourth PCs show fluorescence changes of greater speed and magni­
tude, while containing much more signal variance than the remaining PCs. Therefore, the 
second, third and fourth PCs are selected to produce the anatomical maps.
For NNLSF, normalizing each FTAC by its maximum improves segmentation results. This 
might be caused by the variation in illumination due to the laser system and by the différent 
orientation of the caméra over the course of a rotation cycle when imaging a given point.
Four ROIs are selected for the brain, liver, spleen and small intestine (Fig. 3.11). Although 
the spine is easily distinguishable, other tissues show similar FTACs, resulting in unsatis- 
factory segmentation. Other features on the PCA image are not selected as ROIs because 
they cannot be labeled or are deemed too small to be located approximately on brightfield
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Figure 3.9 Anatomical maps of a mouse attached to a transparent bed with 
médical tape obtained by combining the positive and négative PC images of ICG 
fluorescence dynàmics. The five views are, from left to right, +30°, +15°, 0°, -15° 
and -30° from the vertical. Labeled organs are identified with the help of a CT 
scan, anatomical mouse atlases and a small animal imaging specialist. Régions 
presenting occlusion and low texture, identified with arrows, are detrimental to 
stereo reconstruction. Darker régions are observed along the tape and hind legs 
due to the removal of illumination light reflections, while darker régions around 
the neck région and front of skull are due to inhomogeneous laser illumination.
images without the use of PCA. The resulting reference FTACs are shown on Fig. 3.12 
and the NNLSF results sure shown on Fig. 3.13.
Signal pollution is présent on the front and hind legs of the mouse due to the presence of 
médical tape. Also, parts of the eyes and ears are wrongly labeled as brain and a small 
isolated circular région in the back is labeled as spleen in the +15° and -15° views.
3 .4 .3  Reconstructed Model
Due to the overlapping views in the stereo pairs and stereo calibration, the position of 
each rectified caméra pair is known relative to the others. For this reason, registration of 
the point clouds is not necessary. In fact, applying Itérative Closest Point (ICP) [15], a 
widespread registration algorithm, dégradés our results.
On the merged PCA point cloud, points having less than 25 neighbors in a 1 mm radius 
and less than 50 neighbors in a 2 mm radius are discarded as outliers. These filtering 
parameters have been optimized through visual inspection of the results. In the case of 
NNLSF, the minimum number of neighbors for the same radii are respectively reduced to 5 
and 10, to account for the lower density of the associated point cloud. For the multimodal 
experiment, the resulting point clouds contain approximately 150,000 and 30,000 points for
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Figure 3.10 Timecourses of the first four PCs. The l rt PC mostly outlines the 
mouse body and shows little signal variation. The 2nd, 3rd and 4th PCs are used 
to generate the anatomical maps since they evidence structures which display 
greater fluorescence fluctuations with time than the l 8t PC while representing 
much more signal than the remaining PCs.
PCA and NNLSF respectively. In both cases, the volume is voxelized to 0.25 x 0.25 x 0.25 
mm3 cubic voxels for display purposes (Figs. 3.14 and 3.15).
Due to current technical limitations for multimodal experiments, co-registration with the 
CT data is performed manually using anatomical eues which are easily visible both modar 
lity images. Fig. 3.16 shows the 3D PCA anatomical map co-registered with the CT data. 
Note that although the PCA map appears to differ from Fig. 3.14, this is solely due to the 
3D display tool being designed for CT density images rather than optical images.
3.5 Discussion
The method we propose clearly succeeds in obtaining a partial 3D reconstruction of the 
mouse anatomy. This is achieved via fluorescence imaging of ICG in a live mouse, signal 
Processing algorithms, such as PCA and NNLSF, as well as stereo vision algorithms, 
namely stereo calibration of a rotating caméra to emulate multiple stereo rigs, a normalized 
cross-correlation-based winner-take-all approach to stereo correspondence as well as stereo 
reconstruction and point cloud filtering. We also automatically generate mask images to 
exclude background pixels from PCA to directly obtain positive and négative PC images, 
as opposed to the usual background subtraction performed in the literature [14, 38, 59, 65, 
112]. These masks also made possible filtering out outlier points in the stereo reconstructed 
3D point clouds.
CHAPITRE 3. DYNAMIC FLUORESCENCE CONTRAST-ENHANCED IMAGING
AND MULTI-VIEW STEREO VISION FOR 3D ANATOMICAL MAPS OF ORGAN
66 SURFACES IN  MICE
Figure 3.11 Régions of interest selected on the 5 mouse views based on eues 
from anatomical atlases and the results of PCA. The green, yellow, cyan and 
pink ROIs respectively target the brain, liver, spleen and small intestine.
Compared to previously published works [14, 38, 59,112], our System achieves lower FTAC 
sampling frequency, due to axes movement, hardware limitations and the use of a single 
caméra for 5 views. Because of this, some critical information, such as the initial steep rise 
in fluorescence during and immediately after injection as well as the time at which the 
maximum in fluorescence occurs, could not be captured.
Even though it reduces FTACs sampling rate in our setup, multiple viewpoint acquisition 
is necessary, since reconstruction from orthogonal views such as those obtained with the 
mirror scheme adopted in the literature [14, 38, 59,112] is not possible due to the absence 
of overlap on the différent views [28, 104]. In fact, even with mirrors positioned so that 
the angle between views would be lessened, stereo calibration would prove impractical and 
the reconstruction région would be limited due to the fractioning of the field of view for 
multiple viewpoints.
Also, the lack of illumination on the front of skull and neck of the mouse are detrimental to 
the identification of organs in these régions, such as the lungs, heart and parts of the brain. 
Nevertheless, most of the mouse body is properly illuminated, allowing the identification 
of thoracic organs.
The combination of lower FTACs sampling rate and sub-optimal illumination might ex- 
plain the différences in anatomical map sharpness and définition between our results and 
those published in the literature, for both PCA and NNLSF images. In particular, our 
system does not highlight the lungs and heart and make difficult telling apart organs in
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Figure 3.12 FTACs corresponding to the selected ROIs. The FTACs in a gi- 
ven ROI are normalized to their own maximum and averaged to produce the 
référencé FTACs shown.
close proximity, such as the stomach and spleen. However, here we are able to obtain 3D 
information.
Since only pixels of interest are processed due to masking, no background subtraction is 
necessary on the obtained PCs. This is made possible by the automatic mouse segmenta­
tion and background removal, which are probably easier to implement without mirrors in 
the images.
Nevertheless, our 2D maps convey sufficient anatomical information to demonstrate the 
feasibility of a 3D reconstruction of anatomical maps of the internai organs of mice using 
stereo vision and signal processing, such as PCA or NNLSF. Moreover, even though the 
stomach, pancréas and kidneys could not be unambiguously identified on the PCA results, 
some signal is présent in their général location (Fig. 3.9). Since these régions are properly 
illuminated, this hints that improvements to the temporal resolution of the system could 
make identification of these organs possible, as is the case in the literature.
The approach presented here allows reconstructing the surface of organs in 3D, but not 
their interior. Moreover, the reconstructed organ ail appear nearby the mouse’s surface 
(Fig. 3.16). This is to be expected, since locating points by triangulation, which is inhérent 
to any stereo algorithm, can only capture the visible surface of an object. Also, most organs 
of a mouse are only a few millimeters deep under the animal’s surface.
Having access to organ surfaces in 3D by an all-optical method as described here will 
prove very useful when used in conjunction with molecular imaging in order to localize 
biomolecular events with respect to the anatomy, and this, without having to resort to
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Figure 3.13 Anatomical maps of a mouse attached to a transparent bed with 
médical tape obtained by NNLSF using ROIs that serve to define reference 
FTACs of ICG fluorescence dynamics. The five views are, from left to right, 
+30°, +15°, 0°, -15° and -30° from the vertical. The brain, liver, spleen and 
small intestine are labeled in green, yellow, cyan and pink respectively. Parts of 
the eyes and ears are wrongly labeled as brain and a small isolated circular région 
in the back is labeled as spleen in the +15° and -15° views. The forelegs and 
hind legs are partly labeled as liver due to signal pollution caused by reflections 
on the tape holding the mouse.
another imaging modality such as CT or MRI. While DCE-FDOT, a tomographic DFCEI 
technique, is being currently developed and could provide full 3D mouse anatomical maps, 
it is still at an early stage of development and at this time has only been validated with a 
few fluorescent inclusions in a cylindrical homogeneous medium [64, 65]. Furthermore, it 
involves longer acquisition and processing times than the présent method (the reconstruc­
tion discussed here can typically be carried in 1 s (NNLSF) to 10 s (PCA) in Matlab®). 
Finally, as shown in the présent paper, the technique presented here has been validated 
in vivo.
The holes présent in the reconstructed 3D maps are due to the 3D information not visible 
on the limited ±30° angle covered by the caméra and to the lack of texture or occlusions 
poorly handled by the chosen stereo matching algorithm (Fig. 3.9). Much more elaborate 
and accurate stereo matching algorithms have been developed over the years. They are, 
however, usually much more involved and computationally expensive to implement [39,62]. 
Our approach was chosen in order to ease the establishment of our proof of concept as 
well as to reduce computation time, since our software is written in Matlab®, which is 
known to be slower than low level coding such as C++. However, since the correspondence
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Figure 3.14 3D reconstruction of the 5 PCA 2D anatomical maps voxelized to 
0.25 x 0.25 x 0.25 mm3 cubes. Holes in the model are attributable to occlusions, 
lack of texture or lack of angular coverage. The left, center and right images are 
the -15°, 0° and +15° views, respectively.
algorithm is applied in the final step of our analysis, it does not influence other portions 
of our method and, as such, can be chosen arbitrarily.
3.5 .1  Future System  D evelopm ent
The issue of mouse illumination could be addressed by coupling the lasers to optical fibers 
affixed to the animal plate or by carefully placing mirrors to redirect the excitation light 
appropriately. As for achieving faster FTAC sampling rate, the use of a faster and more 
sensitive electron-multiplying CCD (EMCCD) caméra could improve results by reducing 
intégration time while providing a better signal-to-noise ratio. Moreover, choosing a caméra 
with faster CCD reading and image transfer would reduce caméra downtime between 
acquisitions.
Another means of improving the sampling rate would be to either use more caméras or 
reduce the number of views. While the former would be idéal, it would increase system 
cost and complexity, while the latter would resuit in less complété 3D reconstructions.
3.6 Conclusion
We demonstrated the feasibility of obtaining 3D surface anatomical maps of a mouse using 
a rotating caméra for in vivo fluorescence imaging of ICG from multiple viewpoints, PCA 
or NNLSF image processing and stereo vision algorithms. Doing so, the location of the 
brain, liver, spleen and small intestine could be reconstructed in 3D on the mouse surface.
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Figure 3.15 3D reconstruction of the 5 NNLSF 2D anatomical maps voxelized 
to 0.25x0.25x0.25 mm3 cubes. Holes in the model are attributable to occlusions, 
lack of texture or lack of angular coverage. Isolated voxels are mostly caused by 
false organ labeling or noise in the signal due to the presence of médical tape 
and reflections on the acrylic glass bed near the hind legs. The left, center and 
right images are the -15°, 0° and +15° views, respectively.
Future work will focus on improving our acquisition system to obtain more homogeneous 
illumination and increase sampling frequency of the fluorescence dynamics on each view 
as well as implementing state-of-the-art stereo correspondence algorithms to improve 3D 
reconstruction quality. These improvements will serve to obtain better defined 2D anato­
mical maps outlining more organs and to achieve better 3D maps with improved spatial 
accuracy and définition. Moreover, experiments will be conducted with targeted fluores­
cent probes as well as ICG to co-register 3D molecular information on the 3D anatomical 
map.
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Figure 3.16 Voxelized 3D reconstruction of PCA anatomical maps co-registered 
on a CT scan of the same mouse showing the position of some structures high- 
lighted by PCA relative to the skeleton. This eases the identification of the 
structures as parts of the lungs, brain, small intestine and spleen. The left, 
center and right images are the -15°, 0° and +15° views, respectively.
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CHAPITRE 4 
Discussion
4.1 Méthode développée
L’article faisant l’objet du chapitre 3 présente la méthode développée au cours du projet 
de maîtrise comme preuve de concept pour la reconstruction en 3D in vivo des organes 
internes d’une souris par 10. Pour y arriver, des SC d’images 2D de fluorescence d’ICG 
injecté par intraveineuse sont acquises en faisant tourner la caméra du QOS® autour de 
l’animal pour obtenir cinq points de vue espacés de 15°. Les données acquises subissent un 
prétraitement d’image, soit la soustraction du bruit de fond, le masquage automatique des 
pixels à l’extérieur du corps de la souris, l’interpolation des SC d’images des différentes 
vues sur une base temporelle commune, l’élimination des images aberrantes ainsi que le 
mosaïquage des SC d’images pour regrouper l’information des différentes vues.
Une fois le prétraitement terminé, les SC d’images mosaïquées sont traitées par ACP ou 
par RMCNN, puis synthétisées en une seule image mosaïquée afin d’obtenir une carte 
anatomique 2D approximative de certains organes de l’animal selon tous les plans de vue.
Comme le système est préalablement calibré, soit intrinsèquement pour la caméra et ex­
trinsèquement pour chacune des paires de vues successives, le système peut fournir des 
reconstructions stéréo partielles pour les quatre paires de vues utilisées. La carte ana­
tomique 2D de chaque vue est donc extraite une à une de la mosaïque, puis rectifiée 
pour chacune des paires stéréo auxquelles elle appartient à partir des données issues de la 
calibration.
Les correspondances sont ensuite trouvées par un algorithme local, bien que le choix d’al­
gorithme soit arbitraire et modifiable pour obtenir la CD. Par la suite, l’application d’un 
filtre médian et l’interpolation de la CD permettent de la raffiner. La CD obtenue respecte 
les contraintes épipolaire, d’unicité et de cohérence gauche-droite.
Chacune des CD sert ensuite à reconstruire en 3D par triangulation un nuage de points 
correspondant aux paires de vues formées des cartes anatomiques 2D. Les nuages de points 
de chacune des paires stéréo étant automatiquement recalés à cause de la calibration et de 
l’utilisation des vues intermédiaires dans plus d’une paire stéréo, ils peuvent être fusionnés 
sans procédure de recalage particulière.
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Le nuage de points obtenu est ensuite filtré de deux manières, soit par masquage et par 
la méthode des K  plus proches voisins. La première consiste à éliminer les points qui ne 
tombent pas à l’intérieur du corps de la souris une fois reprojetés sur le plan image de 
chacune des vues de la caméra tournante. La deuxième retire les points isolés, susceptibles 
d’être aberrants. Une fois filtrés, les nuages de points sont voxélisés et colorés de façon 
appropriée pour afficher l’information anatomique reconstruite en 3D.
L’ensemble du logiciel et des algorithmes développés comporte plus de 4000 lignes de code 
en langage Matlab®, excluant les commentaires, les lignes vides ainsi que le code écrit par 
des tiers. Le Caméra Calibration Toolbox for Matlab® [10] constitue la principale source 
de code tiers utilisé dans le projet (environ 14 000 lignes de code). En effet, malgré que des 
modifications y aient été apportées, il a été utilisé pour la calibration, la rectification et la 
reconstruction 3D par triangulation. Bien que des fonctions prédéfinies dans Matlab® ou 
disponibles sur Internet soient utilisées dans le reste du code, celles-ci ne constituent pas 
l’essentiel des algorithmes développés.
Finalement, une expérience multimodale et l’utilisation de deux atlas de souris ont permis 
de valider partiellement la reconstruction obtenue par la méthode proposée.
4.2 Comparaison avec la littérature
4.2 .1  M asquage
À cause du masquage, seuls les pixels d’intérêt sont utilisés lors du traitement d’image. 
Ainsi, le temps de calcul s’en trouve réduit. De plus, dans le cas de l’ACP, les CP positives 
et négatives sont obtenues directement, sans nécessiter de soustraction de bruit de fond, 
comme c’est le cas dans la littérature [14, 38, 59, 65, 112].
4 .2 .2  Information spatiale recueillie
Les résultats obtenus montrent bien la possibilité d’obtenir les cartes anatomiques par 
ACP ou RMCNN en 3D avec la méthode proposée. La portion des organes reconstruite 
ne représente toutefois que leur surface la plus rapprochée de celle de l’animal. Or, avec 
des algorithmes de vision stéréo, on s’attend à ne reconstruire que la surface externe des 
organes. Ceci s’explique par le fait que les points de cette surface occluent les points de 
l’organe situés plus profondément dans l’animal. Ces derniers ne sont donc pas visibles et 
ne peuvent être reconstruits par vision stéréo.
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La reconstruction des organes près de la surface de l’animal uniquement limite l’infor­
mation de profondeur obtenue comparativement à des données tomographiques obtenues 
par IRM, TDM, PET ou autre. La méthode développée se compare toutefois avantageu­
sement aux techniques d’IO anatomique actuelles, qui ne fournissent que de l’information 
2D [14, 38, 59, 112). Également, bien que l’approche en TODF de Liu et al. puisse éven­
tuellement mener à une reconstruction 3D complète des organes par ACP ou RMCNN, 
les algorithmes de reconstruction sont présentement limités à quelques sources ponctuelles 
dans un milieu homogène cylindrique [64, 65]. De plus, les temps d’acquisition et de re­
construction tomographique d’une telle méthode sur un animal risquent d’être beaucoup 
plus importants que pour la méthode d’IO 3D développée.
La diffusion de la lumière dans les tissus explique probablement que la reconstruction soit 
limitée près de la surface de l’animal. En effet, la diffusion cause un flou limitant la capacité 
à déterminer la provenance exacte de la lumière ainsi que la profondeur sur laquelle on 
peut imager dans le corps de la souris. Cet effet s’accentue d’autant plus que la profondeur 
augmente. La localisation de l’information moléculaire 3D reconstruite à partir d ’images 
d’un MF fonctionnalisé devrait donc être limitée de la même façon à cause de la diffusion.
Plusieurs organes étant près de la surface de la souris, il n’est toutefois pas exclu que 
leur surface puisse tout de même être reconstruite correctement. La précision de la re­
construction 3D actuelle ne suffit cependant pas pour déterminer s’il s’avère possible de 
le faire.
4 .2 .3  Résolution tem porelle e t qualité des cartes anatom iques 2D
Bien que les cartes 2D obtenues dans le présent ouvrage contiennent de l’information 
anatomique significative, elles sont beaucoup moins nettes et montrent moins d ’organes 
que celles publiées dans la littérature [14, 38, 59, 112].
Ceci s’attribue probablement au moins bon échantillonnage des CDF du système. En effet, 
le temps mort d’acquisition lors du mouvement des axes et l’utilisation d’une seule caméra 
pour les cinq vues réduit nettement le taux d’échantillonnage maximal des CDF. L’utilisa­
tion de plusieurs vues demeure toutefois nécessaire, car les vues latérales obtenues avec des 
miroirs dans les autres systèmes sont orthogonales et n’offrent donc pas le recoupement 
nécessaire à la vision stéréo. Des miroirs pourraient être positionnés de manière à obtenir 
plusieurs vues moins espacées, mais le système serait difficile à calibrer et le champ de vue 
serait d’autant plus limité que le nombre de vues serait élevé.
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De plus, le QOS® est muni d’une caméra CCD, beaucoup moins rapide et sensible que 
les caméras EMCCD utilisées dans la littérature. Par exemple, l’intégration des images se 
fait sur 1 s, comparativement à 50 ms dans le cas de Hillman et Moore [38].
Ces deux facteurs jumelés font réduisent grandement le taux d’échantillonnage des CDF 
et le rendent insuffisant pour bien capturer la montée initiale ainsi que l’emplacement 
du maximum dans les CDF des différents organes. Or, ceux-ci sont probablement es­
sentiels pour différencier les CDF, en particulier avec la RMCNN, puisque celles-ci sont 
normalisées lors du traitement. Également, plus le temps entre deux acquisitions pour une 
même vue est long, plus l’interpolation temporelle utilisée est susceptible d ’introduire des 
erreurs, nuisant du coup à la recherche de correspondances stéréo. De plus, la période 
d’intégration prolongée augmente les probabilités que l’animal respire pendant la prise 
de chaque image. Si un système de synchronisation respiratoire ( respiratory gating) était 
utilisé, l’échantillonnage des CDF serait davantage réduit qu’avec une caméra EMCCD.
L’inhomogénéité du système d’éclairage laser constitue un autre facteur limitant la quan­
tité d’information anatomique recueillie. En effet, des zones d’ombre sont présentes, surtout 
au niveau du cou et du museau, à cause de l’emplacement de la source par rapport au corps 
de la souris. Combiné à l’échantillonnage relativement faible des CDF, ceci peut expliquer 
l’absence de certains organes, comme les poumons et les reins, et la difficulté à séparer les 
organes rapprochés l’un de l’autre, comme le pancréas et la rate, comparativement aux 
cartes anatomiques obtenues dans la littérature [14, 38, 59, 112].
Somme toute, les cartes anatomiques 2D obtenues démontrent tout de même la faisabilité 
d’obtenir de l’information anatomique selon plusieurs plans de vue afin de la reconstruire 
en 3D. Étant donné les limitations de rapidité d’acquisition et d’illumination auxquelles 
le système fait face, les résultats obtenus laissent croire que des améliorations apportées à 
ces égards permettraient d’obtenir des résultats similaires à ceux de la littérature.
4 .2 .4  Validation de l’information anatom ique
Malgré que les techniques publiés antérieurement mènent à l’obtention de cartes anato­
miques 2D plus nettes et complètes, celles-ci n’ont pas été validées adéquatement. La va­
lidation des cartes anatomiques, autant 2D que 3D, s’avère pourtant primordiale, puisque 
l’une des principales perspectives liées à celles-ci est de pouvoir y superposer de l’informa­
tion moléculaire et de la localiser dans le corps de l’animal. Pour ce faire, il faut donc que 
les organes soient positionnés et reconstruits correctement.
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La seule mesure de validation trouvée dans la littérature consiste en la comparaison à l’atlas 
de souris Digimouse par Hillman et Moore. Bien que la plupart des organes présents dans 
cet atlas soient facilement identifiables sur les cartes anatomiques obtenues, on ne connaît 
généralement pas l’emplacement réel des organes dans la souris utilisée expérimentalement.
Pour cette raison, des mesures additionnelles ont été utilisées pour valider les résultats 
obtenus dans le cadre du projet. Premièrement, un deuxième atlas plus complet com­
prenant des coupes sagittales, transversales et coronales de souris cryogénisées [44] a été 
utilisé. Celui-ci permet de mieux voir la position des organes par rapport au squelette et 
la déformation subie par les organes selon la posture de l’animal.
Ensuite, l’acquisition multimodale optique, IRM et TDM faite sur un animal a permis de 
valider davantage les résultats. La superposition de la carte anatomique 3D à la surface 
de l’animal obtenue par TDM montre que la surface de la souris est bien reconstruite. 
Cette superposition permet également de voir l’emplacement des organes reconstruits par 
rapport au squelette aux fins de comparaison avec l’atlas sectionnel utilisé et les données 
IRM. Toutefois, la comparaison directe entre le modèle 3D reconstruit et les données IRM 
s’avère difficile à cause d’erreurs dans les paramètres de prise de mesure IRM. Ainsi, les 
tranches ont été acquises dans le plan transverse plutôt que coronal, ce qui aurait faci­
lité la superposition avec la surface reconstruite optiquement, et les données contiennent 
beaucoup de bruit.
Finalement, les zones d’ombre sur l’animal, la profondeur de certains des tissus ainsi que 
le flou sur les cartes obtenues par ACP et les régions incomplètes trouvées par RMCNN 
font que les organes ne sont pas représentés intégralement sur les cartes anatomiques. Par 
exemple, la section identifiée comme l’intestin ne couvre pas tout l’intestin de l’animal. 
De plus, la rate (figure 3.9 et région cyan sur la figure 3.13) ne peut être identifiée hors 
de tout doute, malgré que les données IRM et l’atlas sectionnel laissent croire qu’il s’agit 
bien de cet organe.
4 .2 .5  Systèm e d ’illumination laser
Le système d’illumination laser pourrait être amélioré en couplant les lasers utilisés à des 
fibres optiques fixées sur le plateau de l’animal. Les lasers pourraient donc être placés 
ailleurs dans le QOS®, ce qui réduirait l’espace requis pour le système d’éclairage sur 
le plateau de l’animal. Il serait donc possible d’obtenir un éclairage provenant des deux 
côtés de la souris sans heurter les parois du QOS® lors du mouvement du plateau et 
donc d’éliminer les zones d’ombres causées par l’emplacement des sources lumineuses par
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rapport au corps de la souris. Une autre façon d’y parvenir serait de garder le système 
actuel, mais d’installer des miroirs sur les côtés de l’animal pour rediriger la lumière 
incidente.
4 .2 .6  Injection de fluorophore
La quantité d’ICG injectée dans l’animal ne correspond pas à celle maximisant le signal. 
En supposant que la concentration d'ICG  dans le sang de la souris soit 4 fois plus faible 
que la concentration optimale (50 /zg injecté, contre 200 /zg calculé à la section 2.1.4; les 
raisons pour cela sont détaillées à la section A. 1.2), il devrait être possible d’obtenir une 
augmentation de signal de l’ordre de 150%, selon la figure 2.6. Le temps d’intégration 
pourrait donc être réduit du même facteur si la limitation mécanique de l’obturateur était 
éliminée.
L’utilisation d’un fluorophore avec un meilleur rendement quantique que YICG, tel que 
YAlexa Fluor 790, lié à de l’albumine de souris et injecté dans l’animal pourrait aussi 
mener à une augmentation du signal et à une diminution du temps d’intégration.
Advenant que la fréquence d’échantillonnage des CDF devienne suffisante pour bien cap­
turer la montée initiale de fluorescence et l’emplacement des pics des CDF selon tous les 
plans de vue, des améliorations pourraient être apportées à la technique d’injection. La 
plus simple consisterait à faire une injection automatisée et à commencer l’acquisition au 
tout début de l’injection. La progression du fluorophore dans le corps pourrait mener à 
une carte anatomique 2D plus complète et nette, car le temps d’arrivée du fluorophore va­
rie dans chacun des organes. Pour y arriver, il faudrait cependant échantillonner les CDF 
beaucoup plus rapidement, car le temps moyen pour un cycle de circulation sanguine est 
approximativement de 15 s [20].
Une technique plus évoluée consisterait à fractionner l’injection de fluorophore au cours 
de l’expérience. Par exemple pour une injection de 200 /zg, une première injection de 
50 /zg pourrait être faite normalement. Une fois le pic de fluorescence passé et les CDF 
suffisamment distinctes (par exemple après 15 minutes, selon la figure 2.11 a) ), une seconde 
injection de 50 /zg aurait lieu, et ainsi de suite. Cette technique d’injection pourrait faciliter 
la différenciation des tissus par traitement de signal à cause des montées et des pics de 
signal de fluorescence répétés.
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4 .2 .7  Synchronisation respiratoire
L’intégration d’un système de synchronisation respiratoire ( respiratory gating) au QOS® 
pourrait servir à rendre les cartes anatomiques obtenues plus nettes, peu importe la fré­
quence d’échantillonnage des CDF. Celui-ci viserait à détecter les respirations de l’animal 
de manière à limiter l’acquisition entre les respirations ou du moins reprendre les images 
lorsqu’une respiration serait détectée pendant l’intégration. L’effet de flou causé par le 
mouvement thoracique sur les images pourrait ainsi être évité. L’efficacité du système 
serait d’autant augmentée que la fréquence d’échantillonnage des CDF serait élevée.
4 .2 .8  V itesse d ’échantillonnage des CDF
Plusieurs possibilités d’améliorations existent pour augmenter la cadence d’échantillonnage 
des CDF. Avec le système actuel, une image est prise toutes les 4-5 s, donc une CDF est 
échantillonnée toutes les 20 à 25 s pour une vue donnée. Le délai entre deux images 
s’explique par le temps d’intégration (~1 s), de mouvement des axes (~1 s) et par un 
temps mort lié à la lecture du CCD ainsi qu’au transfert et à la sauvegarde de l’image 
(~2-3 s).
Tout d’abord, le remplacement de la caméra CCD par une caméra EMCCD diminuerait 
significativement le temps d’intégration nécessaire. Sinon, des modifications pourraient être 
apportées à l’obturateur de la caméra pour réduire le temps minimum d’intégration de la 
caméra de manière à pouvoir profiter d’une augmentation de la quantité de fluorophore 
injectée ou de l’utilisation d’un fluorophore avec un plus grand rendement quantique.
L’accélération du mouvement des axes entre les prises de vue diminuerait aussi le temps 
mort entre les images. Les accélérations doivent toutefois être suffisamment douces pour 
éviter un déplacement de la souris lors des expériences. Des modifications au QOS® de­
vraient également permettre d’accélérer l’échantillonnage, par exemple en bougeant les 
axes lors de la lecture et du transfert de l’image, en utilisant un lien de communication 
plus rapide ou en choisissant une caméra avec une vitesse de lecture plus rapide. Ultime­
ment, l’utilisation de plus d’une caméra ou de moins de vues réduirait le temps perdu en 
déplacement et augmenterait la fréquence d’échantillonnage pour chaque vue.
Toutes ces modifications viseraient l’obtention de cartes anatomiques 2D plus nettes et 
contenant plus d’information, à l’instar de celles publiées dans la littérature. De plus, la 
réduction du délai entre les images de deux vues successives devrait produire des cartes 
anatomiques plus semblables entre elles, facilitant du coup la recherche de correspondances 
stéréo et augmentant ainsi la qualité de la reconstruction 3D.
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4 .2 .9  Systèm e de vision numérique
Malgré la densité relativement élevée des nuages de points reconstruits, en particulier 
lorsque l’ACP est utilisée, certaines régions contiennent des trous, comme le montre la 
figure 3.14. Plusieurs facteurs peuvent influencer leur présence. Premièrement, le manque 
local de texture (figure 3.9) peut mener à des correspondances moins fiables pouvant 
être rejetées lors du filtrage de la CD, de l’application de la contrainte de cohérence 
gauche-droite ou du filtrage des nuages de points. Ensuite, les trous les plus importants 
se retrouvent sur les côtés de l’animal, qui sont partiellement ou complètement occlus sur 
plusieurs vues et souvent seulement visibles avec une vue plongeante sur les autres vues. 
Ceci s’explique par le fait que les cinq vues utilisées sont concentrées à ±  30° autour de 
la verticale et donc que les vues des côtés sont moins bonnes.
4 .2 .10  Segm entation des images
Au niveau de la segmentation des images, il serait intéressant d’appliquer l’ACP ou l’ACI 
spatialement, plutôt que temporellement, c’est-à-dire de manière à ce que les CP ou les 
composantes indépendantes soient des CDF, plutôt que des images, représentatives de la 
fluorescence mesurée. Cela demandant des quantités de mémoire vive très importantes, il 
faudrait donc s’assurer que ce soit faisable, possiblement avec une seule vue et des images 
plus petites ou sur une portion restreinte de l’image. Selon les quantités de mémoire 
requises, le traitement d’images pourrait être fait sur un ordinateur plus puissant ou sur 
un superordinateur.
4 .2 .11  Sélection de seuils pour la NNLSF
Du travail reste à faire quant à la sélection de seuils constants d’une expérience à l’autre ou 
d’un organe à l’autre. La nécessité de varier les seuils pour chacun des organes et chacune 
des expériences découle possiblement de la variation du signal due à la respiration (section 
A.2.3).
Si tel est bien le cas, l’utilisation de synchronisation respiratoire et la modification du 
montage et de la séquence d’acquisition de façon à mieux capturer les variations rapides 
de signal pendant et juste après l’injection devraient uniformiser le signal et ainsi tendre 
à uniformiser les seuils. Autrement, il serait intéressant de trouver une technique pour 
déterminer les seuils automatiquement à partir des données afin de réduire la quantité 
d’ajustements nécessaires pour traiter les données.
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4 .2 .12  Reconstruction 3D
Des algorithmes de vision stéréo plus performants pourraient être utilisés pour la recherche 
de correspondances entre les images. En effet, l’algorithme stéréo développé donne des CD 
similaires à une méthode de type WTA avec agrégation de coût par fenêtres décalées 
(section 2.5.5). Malgré que des étapes supplémentaires de raffinement de la CD aient été 
utilisées pour la comparaison, soit l’application de la cohérence gauche-droite, le filtrage 
médian et l’interpolation, la méthode de base se classe 121ième en terme d’erreurs de corres­
pondance dans l’outil en ligne de classification des algorithmes modernes [94]. L’utilisation 
d’une méthode globale plus évoluée pourrait donc permettre de réduire significativement 
le taux d’erreurs en plus de rendre la surface reconstruite plus lisse.
4 .2 .13  Recalage d'information moléculaire
Finalement, des expériences utilisant des fluorophores fonctionnalisés appropriés devraient 
être faites sur le QOS® afin d’obtenir de l’information moléculaire et de tenter de la super­
poser sur les cartes anatomiques obtenues, autant en 2D qu’en 3D. Ce type d’expérience 
permettrait de valider le recalage des images entre elles ou de mettre en évidence les pro­
blèmes à surmonter pour y arriver, en plus de déterminer l’utilité éventuelle de l’ACP et 
de la RMCNN pour synthétiser l’information moléculaire en une seule image.
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CHAPITRE 5 
Conclusion
5.1 Synthèse
L’objectif principal du projet, soit de réaliser une preuve de concept de la reconstruction 
en 3D des organes internes d’une souris de manière optique, est atteint. Les multiples défis 
liés à l’acquisition et à l’utilisation de données expérimentales sur de vraies souris ont pu 
être relevés. Toutefois, la reconstruction des organes s’effectue près de surface de l’animal 
seulement, à cause de l’effet de la diffusion de la lumière dans les tissus et de l’utilisation 
d’algorithmes de vision stéréo pour procéder à la reconstruction 3D.
L’atteinte de cet objectif a premièrement nécessité la reproduction de la méthode d’IDF 
in vivo développée par Hillman et Moore pour l’obtention de cartes anatomiques 2D, 
c’est-à-dire la procédure d’acquisition d’images de fluorescence de l’ICG (sections 3.3.3 et 
3.3.5) et de traitement d’image (sections 3.3.6 et A.2.3). Ensuite, le protocole expérimental 
d’acquisition de SC d’images de fluorescence de Y ICG selon plusieurs plans de vue avec 
une caméra tournante (section 3.3.5) ainsi que les algorithmes de traitement d’images ap­
propriés (sections 3.3.6 et A.2.2) ont été développés pour obtenir des cartes anatomiques 
2D similaires selon ces plans de vue. L’utilisation d’algorithmes de vision stéréo a per­
mis de calibrer le système de caméra tournante utilisé, de rectifier les différentes cartes 
anatomiques 2D, de trouver les pixels correspondants entre celles-ci, de raffiner les CD 
obtenues, puis de reconstruire les nuages de points en 3D correspondant à chacune des 
paires de vues (sections 3.3.7 et A.3.1 à A.3.4). Finalement, les nuages de points ont été 
fusionnés et filtrés et le volume 3D a été voxélisé pour afficher l’information anatomique 
en 3D (sections 3.3.7, A.3.5 et À.3.6).
Bien que l’acquisition d’information moléculaire 3D obtenue de façon similaire n’ait pas 
été tentée, la calibration du système de caméra devrait faire en sorte que l’information 
ainsi obtenue soit automatiquement superposée à l’information anatomique, à l’instar des 
nuages de points obtenus pour chacune des vues.
En somme, les objectifs du projet sont atteints, mais la facilité à superposer de l’informar 
tion moléculaire aux cartes anatomiques obtenues sur le même appareil reste à prouver.
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5.2 Contributions
Le projet réalisé apporte des contributions originales à la science de trois façons. Première­
ment, l’utilisation de techniques de vision numériques en imagerie optique, plus particuliè­
rement pour la jumeler à la technique de Hillman et Moore afin d’obtenir de façon optique 
de l’information anatomique 3D, est innovante. Jusqu’à présent, l’IO de fluorescence était 
principalement limitée à de l’information 2D.
Ensuite, l’application d’algorithmes de vision stéréo à des images obtenues par traitement 
de SC d’images pour exprimer l’information temporelle de façon compacte constitue une 
innovation dans le domaine de la vision numérique.
Finalement, la technique de prétraitement d’images par mosaïquage et interpolation tem­
porelle de manière à maximiser la similitude des images de synthèse selon plusieurs plans 
de vue contribue scientifiquement à l’IO et à la vision numérique.
5.3 Perspectives
Plusieurs améliorations à la technique développée sont envisageables afin de rendre le 
système plus performant et convivial.
Du côté matériel, l’utilisation d’une caméra EMCCD plus rapide et l’accélération des 
déplacements de la caméra et du plateau de l’animal du QOS® devraient accélérer l’ac­
quisition et ainsi permettre d’obtenir des cartes anatomiques 2D plus nettes et montrant 
plus d’organes. L’utilisation d’un système de synchronisation respiratoire devrait égale­
ment améliorer la netteté des organes et la précision de leur localisation. De plus, utiliser 
un système de profilométrie laser, comme celui du QOS®, et y projeter une ou plusieurs 
cartes anatomiques 2D devrait mener à une représentation plus précise de la surface de 
l’animal, en éliminant toutefois toute possibilité d’imager sous la surface de la souris.
Au niveau du protocole expérimental, le nombre de vues utilisé pourrait être réduit, en 
fonction de la région d’intérêt à imager. Le signal pourrait aussi être augmenté en injectant 
davantage à.’ICG dans l’animal. De plus, un autre fluorophore ayant un meilleur rendement 
quantique pourrait être lié à de l’albumine de souris et injecté dans l’animal au lieu de 
VICG afin d’augmenter le signal. Toutes ces améliorations viseraient l’augmentation de la 
fréquence d’échantillonnage des CDF afin d’améliorer la netteté des cartes anatomiques 
2D obtenues.
5.3. PERSPECTIVES 85
L’injection automatisée du MF, possiblement combinée au fractionnement de l’injection en 
plusieurs doses en cours d’expérience, pourrait améliorer la discrimination des organes et 
l’apparition d’autres organes, tels les poumons, sur les cartes anatomiques. Pour ce faire, 
il faudrait cependant que la vitesse d’acquisition augmente suffisamment pour permettre 
de capturer les changements rapides de signal pendant et immédiatement après l’injection 
du fluorophore.
Du côté logiciel, le traitement d’image pourrait être davantage automatisé pour rendre le 
système plus convivial et fournir des cartes anatomiques plus semblables d’une expérience 
à l’autre avec les mêmes paramètres. De plus, l’utilisation d’algorithmes de vision stéréo 
plus performants devrait permettre d’obtenir une carte anatomique 3D plus précise et 
complète.
Avec de telles améliorations, la preuve de concept développée pourrait être intégrée au 
QOS® afin de le rendre plus versatile et de permettre l’acquisition toute optique à faible 
coût d’information en 3D, en plus d’offrir des possibilités de recalage automatique avec de 
l’information moléculaire obtenue lors avec le même système sur un même animal.
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ANNEXE A
Informations complémentaires pour l’article
A .l Méthodologie expérimentale 
A .1.1 Expériences préliminaires
Plusieurs expériences préliminaires ont été menées afin d’obtenir des données expérimen­
tales nécessaires au développement des algorithmes de traitement d’image ainsi qu’à la 
détermination des paramètres d’acquisition optimaux, tels que l’objectif à utiliser, l’ou­
verture numérique, la distance de la caméra ainsi que. les différents emplacements de la 
caméra.
Entre autres, une expérience a été menée en injectant du Cy5 à une souris placée entre 
deux miroirs à angle de 45° afin de valider que les résultats d’ACP sont semblables sur 
l’animal selon plusieurs plans de vue. La figure A.l, qui montre le montage ainsi que les 
résultats d’ACP obtenus, indique que c’est bien le cas.
b)
Figure A.l a) Montage de l’expérience avec Cy5 et miroirs à 45° (image 
blanche) et b) résultats d’une version préliminaire du code de traitement d’image 
par ACP. Les miroirs montrent que les couleurs dans l’image composite issue de 
l’ACP sont semblables pour les régions présentes sur plus d’une vue, à l’instar 
des résultats obtenus dans la littérature [38].
Comme le contraste obtenu dans l’animal est inférieur à celui obtenu avec l’ICG, le Cy5 
n’a pas été utilisé dans les expériences finales.
87
88 ANNEXE A. INFORMATIONS COMPLÉMENTAIRES POUR L’ARTICLE
A .1.2 Injection de fluorophore
Le volume d’injection finalement choisi est de 50 (iL et la quantité d’ICG de 50 /xg, soit le 
même volume avec une concentration 5 fois plus grande que dans l’expérience de Hillman 
et Moore. Le volume n’a pas été augmenté pour éviter de rallonger l’injection, ni diminué 
pour éviter d’augmenter l’incertitude sur le volume injecté, à cause du volume mort dans le 
cathéter. La quantité d'ICG  retenue n’a pas été augmentée davantage, malgré la quantité 
d’environ 200 /xg déterminée à la section 2.1.4 pour maximiser le signal de fluorescence, afin 
d’éviter la saturation de la caméra lors de l’acquisition. En effet, une limitation mécanique 
de l’obturateur de la caméra du QOS® ne permet pas de prendre des images nettes en 
intégrant moins de 1 s.
L’injection automatisée a été tentée, mais n’était pas utile à cause de la lenteur du sys­
tème d’acquisition. En effet, un cycle de circulation sanguine prend environ 15 s [20], soit 
moins de temps qu’un cycle d’acquisition. Le temps nécessaire à l’acquisition ne permet 
donc pas d’obtenir des images similaires de la progression de VICG dans le corps de la 
souris selon tous les plans de vue. Ainsi, l’interpolation temporelle des images pendant 
l’injection fonctionne mal, à cause de la trop grande variation de signal et les images en 
cours d’injection sont inutilisables.
A . l . 3  IRM
Une acquisition IRM a également été effectuée sur l’animal lors de l’acquisition multimo- 
dale afin de valider l’emplacement des organes reconstruits par la méthode toute optique 
développée. Toutefois, des erreurs dans les paramètres d’acquisition ont provoqué un ni­
veau de bruit très élevé sur plusieurs tranches (slices) et une variation importante de signal 
entre les tranches successives. Ceci rend les résultats difficilement affichables et interpré­
tables. De plus, les tranches ont été prises dans le plan transverse, alors que des tranches 
dans le plan coronal auraient facilité la superposition et l’interprétation des images ana­
tomiques 3D obtenues de façon optique. Les données IRM n’ont donc finalement pas été 
utilisées.
A.2 Traitement d’images
A .2.1 D éveloppem ent des algorithmes
Les algorithmes de traitement d’image ont été développés et raffinés tout au long du 
projet, entre autres avant d’avoir physiquement accès au QOS®. Un simulateur de données 
expérimentales simple a donc été réalisé dans le but de fournir des données pour guider 
le développement initial des algorithmes. Malgré qu’il n’ait ultimement pas été utilisé, le 
fonctionnement et l’utilité potentielle du simulateur sont décrits à l’annexe B.
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A .2.2 Prétraitem ent des im ages
Un autre outil de prétraitement des images utilisé non décrit dans l’article consiste à 
retirer les images dont le signal de fluorescence moyen diffère trop de celui des autres 
images. La présence d’artéfacts sur les images segmentées par ACP dus à ces différences 
motive l’utilisation de ce prétraitement.
Pour y arriver, la moyenne de chacune des images est calculée afin de produire des courbes 
du signal de fluorescence dans le temps pour chacune des vues. Chacune de ces courbes est 
normalisée par son intégrale et pour chaque cycle, l’intensité moyenne normalisée de cha­
cune des vues est comparée. Si la différence d’intensité dépasse un certain seuil, toutes les 
images du cycle d’acquisition sont rejetées. Les variations de signal suffisamment impor­
tantes pour causer le rejet des images sont généralement dues au mouvement thoracique 
de la souris lors de la respiration ou encore aux fluctuations de signal pendant ou juste 
après l’injection.
A .2.3  Régression par moindres carrés non négative
Afin d’améliorer la netteté des images obtenues par RMCNN, un seuillage de coefficient 
est effectué pour chacun des organes individuellement. Ceci est justifié par la plus grande 
variation du signal d’une image à l’autre dans certaines régions de la souris, principalement 
causée par la respiration.
En effet, le mouvement thoracique dû à la respiration cause un déplacement des organes, 
le plus notable étant celui du foie, comme le montre la figure A.2. En cours d’expérience, 
les souris anesthésiées respirent toutes les 2 à 3 secondes, pendant moins d’une seconde, 
soit le temps d’intégration de la caméra. Ainsi, la respiration affecte les images de façon 
variable d’un cycle à l’autre et d’une vue à l’autre, et ce, différemment pour chacun des 
organes.
Il en résulte que l’efficacité de chacune des CDF de référence pour prédire précisément les 
CDF de chacun des organes varie et donc que les coefficients de régression varient d’un 
organe à l’autre. L’utilisation de seuils distincts pour chacun des organes mène ainsi à des 
cartes anatomiques plus nettes et donc plus propices à la reconstruction en 3D.
De plus, les coefficients pour certains organes varient d’une expérience à l’autre, possible­
ment à cause des effets différents de la respiration sur les organes selon la physionomie et 
la posture de l’animal. Les coefficients utilisés pour les trois expériences menées avec les 
paramètres expérimentaux finaux sont présentés dans le tableau A.l.
Tableau A.l Seuils des coefficients de RMCNN utilisés pour chaque organe de 
référence selon l’expérience.
Expérience Cerveau Foie Intestin Rate
1 0,99 0,25 0,5 0,99
2 0,99 0,25 0,9 0,97
3 0,99 0,25 0,95 0,99
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Figure A.2 Effet du mouvement thoracique dû à la respiration sur la fluo­
rescence. a) Image prise entre deux respirations, b) Le mouvement thoracique 
cause des artéfacts dans l’image, comme le changement de taille apparente du 
foie montré par la flèche.
Finalement, la fonction kqnonneg de Matlab® a été vectorisée de façon à accélérer le 
traitement des données.
A .2.4  Coefficient de détermination
Le coefficient de détermination n’est finalement pas utilisé pour l’obtention de cartes ana­
tomiques, car les organes sont mal segmentés. En effet, malgré l’utilisation de seuils comme 
avec la RMCNN, cette méthode ne parvient qu’à isoler des parties d’organes et plusieurs 
trous sont visibles parmi ceux-ci, comme le montre la figure A.3, comparativement à la 
figure 3.13.
Comme le projet consiste en une preuve de concept de reconstruction 3D des cartes anar 
tomiques obtenues, les méthodes de segmentation finalement utilisées se limitent à des 
méthodes déjà utilisées dans la littérature, c’est-à-dire l’ACP et la RMCNN.
A .2.5  M osaïquage des im ages
Lors du mosaïquage des SC d’images, les images sont rognées ( cropped) pour enlever une 
partie des pixels inutilisés à cause du masquage. Ceci sert simplement à réduire la taille 
des matrices en mémoire. Pour simplifier la rectification, les images de chacune des vues 
sont rognées aux mêmes dimensions et l’alignement vertical est conservé entre les images.
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Figure A.3 Résultats de segmentation par coefficient de détermination (i?2). 
Plusieurs trous sont présents dans les organes segmentés, notamment sur le foie 
(en jaune).
A.3 Vision numérique 
A .3.1 Calibration des caméras
Normalement, chacune des caméras est calibrée intrinsèquement de façon indépendante, 
puis la calibration extrinsèque est réalisée avec quelques paires d’images stéréo. Pour uti­
liser une seule caméra tournante, il faut donc la calibrer intrinsèquement et considérer 
que le système comprend deux caméras avec des paramètres intrinsèques identiques avant 
d’effectuer la calibration extrinsèque.
Afin de limiter l’erreur sur les paramètres intrinsèques des caméras trouvés, une trentaine 
d ’images de damier sont utilisées. Pour la calibration stéréo, une seule paire d’images est 
utilisée pour chacune des paires stéréo. Une image du damier est donc acquise selon tous 
les plans de vue, puis les paires d’images successives sont utilisées pour la calibration stéréo 
des paires de vues correspondantes.
Aussi, comme chacun des filtres d’émission du QOS® ont un indice de réfraction, une 
épaisseur et une orientation possiblement différents par rapport à la caméra, la calibration 
doit être effectuée pour chacun des filtres d’émission utilisés.
A .3.2 Rectification des im ages
La segmentation des images produit une mosaïque de 5 cartes anatomiques, soit une pour 
chaque vue. Les cartes anatomiques sont rectifiées par paires d’images stéréo, donc les 
trois vues centrales sont rectifiées de 2 façons différentes. Les pixels retirés lors du rognage 
doivent être considérés, car la position en pixels du point principal c (section 2.5.1) et la 
disparité dépendent des coordonnées en pixels dans l’image.
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A .3 .3 Algorithme de correspondance
Dans un algorithme de type WTA, le calcul de la disparité menant au coût le plus faible 
pour chaque pixel d’une image se fait de façon indépendante. Malgré sa simplicité, cette 
méthode n’applique pas la contrainte d’unicité (section 2.5.3) et produit de grandes quanti­
tés de conflits de disparités. Malgré que l’application de la contrainte de cohérence gauche- 
droite puisse éliminer les disparités incohérentes, plusieurs correspondances sont alors éli­
minées, il en résulte une carte de disparité moins dense.
Afin d’obtenir une carte de disparité plus dense, tout en conservant un algorithme concep- 
tuellement simple et facile à implémenter, une modification à l’algorithme WTA a été faite 
au niveau du calcul de disparité. Elle vise à prioriser les correspondances les plus fiables 
sur chacune des droites épipolaires et à trouver autant de correspondances que possible 
en intégrant directement les contraintes d’unicité et de cohérence gauche-droite.
Pour y arriver, le calcul de l’ISD s’effectue de la même façon que pour une méthode 
locale calculant la disparité par WTA, mais la recherche de correspondances se fait une 
droite épipolaire à la fois. Pour chaque droite épipolaire, une matrice de correspondance 
2D contenant le coût de correspondance le long des lignes de pixels correspondantes dans 
l’image de gauche et l’image de droite est construite (figure A.4).
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Figure A.4 Construction de la matrice de correspondance pour des images 
N  x  6 et une plage de disparité de 0 < d < 4. Les coûts de correspondance le 
long d’une droite épipolaire provenant de l’ISD sont réarrangés dans une matrice 
indiquant le coût selon la position les lignes de pixels horizontales sur les images 
de droite et de gauche.
La position du minimum de la matrice, qui indique la meilleure correspondance, est d’abord 
trouvée, puis la ligne et la colonne du minimum sont éliminées de la matrice. Les autres 
correspondances sont trouvées une par une selon la même méthode de façon itérative jus­
qu’à ce que toutes les correspondances soient établies. Ceci respecte la contrainte d’unicité, 
car chaque pixel est choisi au plus une seule fois.
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La contrainte de cohérence gauche-droite s’applique aussi implicitement de par la symétrie 
du calcul de l’ISD et de la construction de la matrice de correspondance. En effet, le coût, 
agrégé ou non, pour une disparité donnée d est le même pour les pixels de gauche et de 
droite aux positions xq — a +  d et xd =  a, sauf pour les pixels dont la correspondance à 
une disparité d tomberait en dehors de l’image
La figure A.5 illustre ceci en montrant les sous-matrices identiques qui composent l’ISD 
de droite et de gauche. Ainsi, les matrices de correspondance construites à partir de l’ISD 
de gauche et de droite sont identiques, comme le montre la figure A.6. Le calcul d’une CD 
cohérente gauche-droite ne requiert donc qu’une seule ISD.
ISO gauche KO droite
Figure A.5 Illustration de la symétrie des ISD de gauche et de droite et des 
sous-matrices identiques qui les composent.
Bien que l’algorithme développé soit nouveau, aucune tentative de publication n’a été 
faite, par manque d’intérêt pour la communauté scientifique. En effet, sur les images stan­
dard utilisées pour comparer les algorithmes entre eux, il donne de légèrement moins bons 
résultats qu’une méthode de type WTA jumelée à l’agrégation de coût par fenêtres déca­
lées décrite à la section 2.5.5, qui s’avère déjà l’une des méthodes les moins performantes 
évaluées en ligne [94J. De plus, le temps de calcul nécessaire sous Matlab® est approxima­
tivement 10 fois plus long.
Par contre, avec les images issues des expériences menées avec les souris, les résultats 
des deux méthodes sont très similaires, voire indiscernables à l’oeil nu. Ceci s’explique 
possiblement à la plus forte vergence du système par rapport aux images standards et 
donc à un plus grand nombre d’occlusions qui pourrait égaliser la performance des deux 
algorithmes. De plus, la différence de temps de calcul est éclipsée par les autres étapes du 
traitement d’images, de calcul de l’ISD et de reconstruction 3D.
A .3 .4  Reconstruction 3D
La calibration stéréo fournit la transformation nécessaire au changement de système de 
coordonnées d’une caméra à l’autre alors que la rectification fournit la même information
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Figure A.6 Illustration de l’égalité des matrices de correspondance de gauche 
et de droite pour des images N  x 6 et une plage de disparité de 0 < d < 4.
pour passer du système de coordonnées de chaque caméra à celui de la caméra rectifiée 
correspondante. Comme chaque paire stéréo est calibrée et que chacune des paires stéréo 
comporte une caméra en commun avec chaque paire stéréo adjacente, la position relative 
de chacune des paires stéréo rectifiée est connue.
Ainsi, chacun des nuages de points reconstruit dans le système de référence d’une caméra 
rectifiée d’une paire stéréo peut être ramené dans un système de coordonnée commun 
arbitraire pour les recaler dans le but de les fusionner. Le système de référence commun 
correspond à celui de la caméra à 0°.
A .3.5 Raffinement des nuages de points
Les critères de filtrage par K  plus proches voisins ont été établis expérimentalement de 
façon à réduire les points aberrants tout en gardant le nuage de points aussi dense que 
possible. La figure A.7 illustre l’effet du filtrage par masquage et par K  plus proches voisins 
sur les nuages de points.
A .3.6  Affichage de la carte anatom ique reconstruite en 3D
Pour une paire stéréo donnée, chacun des points reconstruits est nécessairement visible 
sur les cartes anatomiques de droite et de gauche. Chaque point se voit donc attribuer
la moyenne des couleurs des deux pixels correspondants. La couleur RGB moyenne C  est 
simplement définie composante par composante selon l’équation
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Bien que les nuages de points soient facilement affichables, ceux-ci ne permettent pas 
d’afficher adéquatement l’information anatomique issue de la segmentation par ACP ou 
par RMCNN. Pour qu’elle soit facilement visible, la couleur associée aux organes doit 
être appliquée sur des surfaces produites à partir des points reconstruits. Deux méthodes 
permettent d’y arriver, soit la triangulation de la surface et la voxélisation du volume.
Triangulation
La triangulation consiste à créer une surface à maillage triangulaire passant par tous les 
points reconstruits. Comme l’information anatomique reconstruite se trouve près de la 
surface de l’animal, la triangulation créerait un maillage ayant une forme près de celle 
de la souris et chacun des triangles pourrait être coloré selon la couleur des 3 points qui 
forment ses sommets. Par contre, comme la souris n’est pas convexe, la triangulation est 
difficile à réaliser et aucune fonction Matlab® ne permet de le faire. Ceci est d’autant 
plus vrai que les erreurs de reconstruction font qu’il est difficile de déterminer quels points 
se situent vraiment près de la surface de la souris lorsque lçs 4 nuages de points ne se 
superposent pas bien localement.
Voxélisation du volume
La méthode choisie est donc de voxéliser le volume, pour sa simplicité. Elle consiste à 
diviser le volume occupé par les nuages de points en voxels cubiques de taille définie. La 
taille de cube choisie, soit 0,25 mm de côté, vise à maximiser la résolution de la carte 
anatomique 3D reconstruite sans exiger trop de mémoire pour les calculs et l’affichage. La 
couleur attribuée aux surfaces d’un cube correspond à la couleur moyenne de chacun des 
points qu’il englobe. Les voxels ne contenant aucun point sont transparents, ce qui permet 
de visualiser l’extérieur du volume voxélisé (figure A.7).
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Figure A.7 Filtrage et voxélisation des nuages de points, a) Superposition des 
nuages de point de chacune des vues mis ensemble pour l’expérience multimo- 
dale segmentée par ACP. Les paires stéréo (-30°, -15°), (-15°, 0°), (0°, 15°) et 
(15°, 30°) correspondent aux nuages de points rouges, verts, bleus et noirs res­
pectivement. Le nombre total de points est de 176 493. b) Nuages de points 
après le filtrage par masquage contenant un total de 170 402 points, c) Nuages 
de points après filtrage par masquage et par K  plus proches voisins contenant 
un total de 148 503 points, d) Voxélisation des nuages de points et affichage de 
la carte anatomique en 3D à partir des nuages de points filtrés.
ANNEXE B 
Simulation de données expérimentales
B .l But
Un simulateur simple de données expérimentales a été développé afin de fournir des don­
nées pour aider le développement des algorithmes de traitement d’images et de vision 
stéréo avant que des expériences ne puissent être menées sur le QOS®. Le but du simula­
teur était donc de fournir des SC d’images semblables à celles obtenues en faisant tourner 
la caméra du QOS® autour de l’animal. Bien qu’il n’ait finalement pas été utilisé, ce si­
mulateur pourrait être utile dans le cadre d’un autre projet. Son fonctionnement est donc 
détaillé plus bas.
B.2 Fonctionnement
La fluorescence n’est pas simulée en 3D dans l’animal, parce que la diffusion et l’absorption 
des tissus rendraient le simulateur beaucoup trop complexe par rapport au but visé. Le 
modèle 3D de souris Digimouse [23] est donc projeté sur le plan rétinal d’une caméra à 
sténopé idéale dont la distance focale / ,  la position et l’orientation sont ajustables. Comme 
les organes et la surface de Digimouse sont segmentés, les nuages de points composant les 
organes et la surface sont projetés un à un. On trouve ensuite le contour de l’ensemble 
de points en 2D correspondant à chaque organe à l’aide d’un code Matlab® disponible en 
ligne [96]. Comme les organes sont projetés sur un plan, il y a une perte d’information de 
profondeur. Celle-ci s’avère toutefois volontaire afin de simplifier le simulateur. Lorsque 
des organes se superposent, l’un d’eux est choisi comme étant celui du dessus et ceux du 
dessous sont ignorés.
Une image est ensuite produite en pixélisant le plan et en trouvant tous les pixels à 
l’intérieur de chacun des contours d’organes. Les images sont ensuite mosaïquées ensemble 
et une CDF est ensuite attribuée à chacun des pixels des organes considérés dans une 
simulation pour obtenir une SC d’images de fluorescence simulées. Les CDF utilisés pour 
la simulation sont obtenues par un modèle à double exponentielle à 4 paramètres, soit
CDF(t) =  Aie- 01‘ -  A2e~a2t, (B.l)
couramment utilisé dans la littérature [34]. Les CDF produites visent à ressembler quar 
litativement à celles publiées par Hillman et Moore, sans nécessairement les reproduire 
fidèlement. En effet, le but premier consiste à reproduire approximativement la forme des 
courbes ainsi que la relation entre celles-ci, par exemple l’emplacement relatif des m a r i  m a 
et l’espacement entre les courbes lors de la décroissance de fluorescence. En ajoutant du
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bruit gaussien sur chacune des courbes indépendamment, on obtient des courbes assez 
semblables qualitativement, comme le montre la figure B.l.
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Figure B.l CDF utilisées en simulation, a) CDF publiées par Hillman et Moore 
(réimprimé avec la permission de Macmillan Publishers, Ltd : Nature Photonics
[38], ©  2007). b) CDF reproduites par le modèle à double exponentielle et c) 
avec du bruit gaussien ajouté.
Bien que chacune des CDF corresponde à un organe en particulier, celles-ci peuvent être 
attribuées à n’importe quel organe de Digimouse, qui ne correspondent d’ailleurs pas 
nécessairement aux mêmes organes que ceux segmentés par Hillman et Moore.
La dernière étape pour produire les images simulées consiste à les bruiter. Du bruit de 
type et de niveau variable peut être ajouté à chacun des pixels avec la fonction imnoise 
pour introduire une différence dans les CDF des pixels d ’un même organe. Ensuite, un 
moyennage par bloc (block averaging) utilisant la fonction imfilter rend l’image plus floue 
afin d’imiter l’effet de la diffusion de la lumière.
B.3 Résultats
Une simulation avec le cerveau, les poumons, le foie, la rate et les reins (figure B.2) a été 
effectuée pour montrer le fonctionnement du simulateur. Les images ont été bruitées avec
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du bruit blanc gaussien à moyenne nulle et de variance équivalant à 0,1% de celle des 
images, puis rendues floues en les moyennant avec une fenêtre 5 x5 (figure B.3).
♦ ♦ ♦ ♦ ♦ 
A A A A A
Figure B.2 Image de référence pour la simulation montrant les organes utilisés 
pour générer les SC d’images synthétiques. Le cerveau apparaît en bleu foncé, 
les poumons en bleu pâle, le foie en rouge, la rate en rose et les poumons en 
mauve, suivant le code de couleur de la figure B.l.
Figure B.3 Agrandissement d’une image simulée au niveau du foie (haut), de 
la rate (gauche) et des reins (bas) montrant le niveau de bruit dans l’image.
Les résultats de l’ACP et de la RMCNN appliquées à ces images sont présentés aux figures 
B.4 et B.5. Ceux-ci montrent que l’outil de simulation permet de tester les algorithmes 
sur des données simulées. Cet outil pourrait être utile pour déterminer la faisabilité de 
segmentation d’images utilisant d’autres fluorophores dont les CDF seraient publiées dans 
la littérature pour différentes parties de l’animal. Le simulateur pourrait donc servir dans 
l’étude préliminaire d’un projet, avant de commettre des ressources à l’achat de fluorphores 
et d’animaux.
100 ANNEXE B. SIMULATION DE DONNÉES EXPÉRIMENTALES
Figure B.4 Résultats de simulation avec segmentation par ACP.
Figure B.5 Résultats de simulation avec segmentation par RMCNN.
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