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Abstract
In this paper we consider the Lavrentiev regularization method for obtaining stable approximate solution to nonlinear ill-posed operator equations F (x) = y where F : D(F ) ⊆ X −→ X is a nonlinear monotone operator defined on a real Hilbert space X. We assume that only a noisy data y δ ∈ X with y − y δ ≤ δ are available. Under the assumption that F is Lipschitz continuous, the iteration x δ n,α converges to the unique solution x δ α of the equation F (x) + α(x − x 0 ) = y δ (x 0 := x δ 0,α ). It is known that (Tautanhahn (2002) ) x δ α converges to the solutionx of F (x) = y. The convergence analysis and the stopping rule are based on a suitably constructed majorizing sequence. Under a general source condition on x 0 −x we proved that the error x δ n,α −x is of optimal order. We show that the adaptive scheme considered by Perverzev and Schock (2005) for choosing the regularization parameter can be effectively used here for obtaining order optimal error estimate.
Introduction
Let F : D(F ) ⊆ X → X is a nonlinear monotone operator defined on a real Hilbert space X with inner product ., . and norm . Recall that F is monotone operator if it satisfies the relation F (x) − F (y), x − y ≥ 0, ∀x, y ∈ D(F ).
We are interested in obtaining a stable approximate solution for nonlinear ill-posed operator equation
when the data y is not known exactly. Further we assume that:
• Instead of an exact right-hand side y we are given only its perturbation y δ ∈ X, such that
where δ is the known noise level.
• The equation (1) has a solutionx (which need not be unique).
• The operator F possesses a locally uniformly bounded Fréchet-derivative F (·) in B r 0 (x) ⊆ D(F ) ⊆ X, r 0 ≥ x 0 −x and x 0 is the initial guess for the solution.
The numerical treatment of nonlinear ill-posed problems equation (1) in which the solution does not depend continuously on the data requires the application of special regularization methods.
Again (1) is ill-posed, then the problem of recovery ofx ∈ D(F ) from a known noisy equation F (x) = y δ can cause large deviation in the solution. Since F is monotone, one can use the Lavrentiev regularization method (See [12] , [18] ) for solving (1) . In this method the regularized approximation x δ α is obtained by solving the operator equation
It is known (cf. [18] , Theorem 1.1) that the equation (3) has a unique solution
for any α > 0 which called the regularization parameter, and x 0 is the initial guess for the solution x δ α .
In practice, usually one has to deal with some sequence (x δ n,α ) ∞ n=1 converging to the solutionx of (1) . In order to obtain stable approximate solutions, iteratively regularized methods are used (see [3] , [4] , [6] , [8] , [9] , [10] , [11] , [12] and [7] ) with structural assumptions such as monotonicity or invertibility of
An iteratively regularized Lavrentiev method:
) and (α k ) is a sequence of positive real numbers such that lim k→∞ α k = 0, has been considered as an approximate solution for (1) in [2] . In fact, in [2] Bakushinsky and Smirnova considered a general discrepancy principle, namely
> 1 has been considered for choosing the stopping index k δ and showed that x δ k δ →x as δ → 0 under the assumptions:
• There exists p > 0 such that
However no error estimate for x δ k δ −x has been given in [2] . Later in [12] , Mahale and Nair considered the method (4) and obtained an error estimate for x δ k δ −x , under weaker condition than (6) . Precisely they choose the stopping index k δ as the first nonnegative integer such that x δ k in (4) is defined for each k ∈ {0, 1, 2, ..., k δ } and
In [12] , Mahale and Nair showed that x δ k δ →x as δ → 0 and obtained an optimal order error estimate for x δ k δ −x , under the following assumptions: Assumption 1.1 There exists r > 0 such that B r (x) ⊆ D(F ) and F is Fréchet differentiable at all x ∈ B r (x). Assumption 1.2 There exists a constant k 0 > 0 such that for every x, u ∈ B r (x) and v ∈ X, there exists an element Φ(x, u, v) ∈ X satisfying
for all x, u ∈ B r (x) and v ∈ X. ϕ(λ) = 0 and v ∈ X with v ≤ 1 such that 
Note that the condition (7) is weaker than (6)(see [12] ). This paper is an attempt to reduce the assumptions used by Mahale and Nair in [12] and Bakushinsky and Smirnova in [2] by modifying the iteratively regularized Lavrentiev method (4) .
One of the advantage of the proposed method is that the analysis is based on a majorizing sequence and the stopping rule (which is different from the classical discrepancy principle (c.f. [2] , [4] , [11] , [12] )) is independent of the proposed method. More precisely, the proposed stopping rule, depends only on the choice of a real number q ∈ (0, 1), which depends on the the starting point of the iteration. We provide an optimal order error estimate under a general source condition on x 0 −x. Moreover we shall use the adaptive parameter selection procedure suggested by Pereverzev and Schock in [15] , for choosing the regularization parameter α in (x δ n,α ). The plan of this paper is as follows. In section 2, we introduce the iteration method and prove the convergence of the method and in section 3, we give error bounds under source conditions. Section 4 deals with starting points and algorithm. Finally, we give some concluding remarks in section 5.
The Method and its Convergence Analysis
Motivated by iteratively regularized Lavrentiev method (see [2] , [12] ), we consider the method
where β > 0 and x 0 := x δ 0,α is a starting point of the iteration, for solving the nonlinear equation (1) . The main goal of this section, is to provide sufficient conditions for the convergence of method (8) to the unique solution x δ α of (3) and obtain an error estimate for x δ α − x δ n,α . We use a majorizing sequence for proving our results. Recall (see [1] , Definition 1.3.11) that a nonnegative sequence (t n ) is said to be a majorizing sequence of a sequence (x n ) in X if
During the convergence analysis we will be using the following Lemma on majorization, which is a reformulation of Lemma 1.3.12 in [1] .
x n exists and
Proof. Note that
so (x n ) is a Cauchy sequence in X and hence (x n ) converges to some x * . The error estimate in (9) follows from (10) as m −→ ∞.
The next Lemma on majorizing sequence, is used to prove the convergence of the method (8).
Lemma 2.2 Assume there exist nonnegative numbers R, β, η and q ∈ (0, 1) such that for all n ≥ 0,
Then the sequence (t n ), n ≥ 0, given by t 0 = 0, t 1 = η,
is increasing, bounded above by t * * := η 1−q and converges to some t * such that 0 < t
and
Proof.
the estimate (13) follows from (12) . Further observe that
Hence the sequence (t n ), n ≥ 0 is bounded above by
This completes the proof of the Lemma.
To prove the convergence of the sequence (x δ n,α ) defined in (8) we introduce the following notations.
• Suppose that the Lipschitz condition is satisfied for the operator F , namely there exists a constant R > 0 such that
Note that condition (15) can be simplified. It turns out that it is enough to require that (15) should hold only for all x from some ball around x. For simplicity, in this paper we will consider that condition (15) is satisfied for all x, y ∈ D(F ). Let
Note that with the above notation, G(x 
Proof. Let G be as in (18) .
Also we have,
Thus by equation (15) we have
Now we shall prove that the sequence (t n ) defined in Lemma 2.2 is a majorizing sequence of the sequence (x δ n,α ) and x δ n,α ∈ B t * (x 0 ), for all n ≥ 0. Note that
for some k. Then
So, x δ i+1,α ∈ B t * (x 0 ) for all i ≤ k, and hence, by (23) and (24),
Thus by induction x δ n+1,α − x δ n,α ≤ t n+1 − t n for all n ≥ 0 and hence (t n ), n ≥ 0 is a majorizing sequence of the sequence (x δ n,α ). In particular x δ n,α − x 0 ≤ t n ≤ t * , i.e., x δ n,α ∈ B t * (x 0 ), for all n ≥ 0. So by Lemma 2.1 (x δ n,α ), n ≥ 0 is a Cauchy sequence and converges to some x δ α ∈ B t * (x 0 ) ⊂ B t * * (x 0 ) and
This completes the proof of the Theorem.
Error Bounds Under General Source Conditions
The objective of this section is to obtain an error estimate for x δ n,α −x under some source condition that x 0 −x = ϕ(F (x))v, v ∈ X.
We will be using the error estimates in the following Proposition, which can be found in [18] , for our error analysis. Proposition 3.1 (cf. [18] ,Proposition 3.1) Letx ∈ D(F ) be a solution of (1) and let F : D(F ) ⊆ X → X be a monotone operator in X. Let x α be the unique solution of
and x δ α be the unique solution of (3). Then
Let us introduce the following operators,
Then by the Mean Value Theorem in Integral Form we have
In this paper instead of Assumption 1.1 , Assumption 1.2 and Assumption 1.3 we consider the following Assumptions:
There exists a constant L > 0 such that for every x, u ∈ B r 0 (x) and v ∈ X, there exists an element Φ(x, u, v) ∈ X satisfying ϕ(λ) = 0 and v ∈ X with v ≤ 1 such that
Remark 3.5 It can be seen that functions
for p ≥ 0 satisfy the Assumption 3.4 (see [14] ).
Now we shall give an example that satisfies the Assumption 3.3.
Example 3.6 (see [16] , section 4.2) Let F :
where B(u) := 1 0 e −|s−t| u(t)dt. Then since the function u −→ u 3 is defined on the dense subset
Again since e −|x| =
Thus the operator F is monotone. The Fréchet derivative of F is given by
e −|s−t| w(t)dt
where
The following Theorem gives an estimate for x α −x . Theorem 3.7 Let x α be the unique solution of (25). Let the assumptions in Theorem 2.3, Proposition 3.1, Assumptions 3.2, 3.3 and 3.4 be satisfied. Then we have the following;
Proof. Since F (x α ) + α(x α − x 0 ) = y; for any α > 0, by (30) we have
So,
the last step follows from Assumption 3.3. Therefore by Proposition 3.1, Assumptions 3.2, 3.3 and 3.4 we have,
Combining the estimates in Proposition 3.1, Theorem 2.3 and Theorem 3.7 we obtain the following; Theorem 3.8 Let x δ n,α be as in (8) and let the assumptions in Proposition 3.1, Theorem 2.3 and Theorem 3.7 be satisfied. Then we have the following;
Let
and let
Theorem 3.9 Let x δ α be the unique solution of (3) and x δ n,α be as in (8) . Let the assumptions in Theorem 3.8 be satisfied. Let C be as in (34) and n δ be as in (35). Then we have,
A priori Choice of the Parameter
Note that the quantity ϕ(α) + δ α in (36) attains its minimum for α := α δ such that ϕ(α δ )α δ = δ. Now using the function ψ(λ)
). In view of the above observations and (36) we have the following; Theorem 3.10 Let ψ(λ) := λϕ −1 (λ) for 0 < λ ≤ b, and let the assumptions in Theorem 3.9 holds. For δ > 0, let α := α δ = ϕ −1 (ψ −1 (δ)). Let n δ be as in (35). Then x δ n δ ,α −x = (ψ −1 (δ)).
An adaptive choice of the parameter
To achieve optimality in the considered method, we propose to choose an appropriate regularization parameter according to the balancing principle [15] . In practice, the regularization parameter α is often selected from some finite set
where µ > 1 and M is big enough but not too large. It is known that for the optimal accuracy of the regularization method the index function ϕ should be covered by the qualification of the regularization method. For the Lavrentiev regularization method under consideration, denote the qualification by ρ(α).
The theory states that the considered method has a low qualification in the case of ϕ(λ) = λ ν , 0 < ν ≤ 1, namely ρ(α) := α ν , 0 < ν ≤ 1. Thus, if 0 < ν ≤ 1, then the accuracy of the method is bounded by the value (δ ν ν+1 ), but in the case of a sufficiently smooth solution, i.e., ν > 1, one obtains only an order of accuracy (δ
Then for i = 0, 1, · · · , M, we have
and hence by (20).
. The parameter choice strategy that we are going to consider in this paper is that, we selects α = α i from D M (α) and operates only with corresponding x i , i = 0, 1, · · · , M.
Theorem 3.11 Assume that there exists
. Let assumptions of Theorem 3.9 and Theorem 3.10 hold and let
Then l ≤ k and
where c = 6Cµ.
Proof. To see that l ≤ k, it is enough to show that, for each i ∈ {1, 2, · · · , M },
For j ≤ i, by (36) we have
Thus the relation l ≤ k is proved. Next we observe that
This completes the proof of the theorem.
Implementation of adaptive choice rule
The main goal of this section is to provide a starting point for the iteration approximating the unique solution x δ α of (3)and then to provide an algorithm for the determination of a parameter fulfilling the balancing principle (40). The choice of the starting point x 0 and the stopping index n M involves the following steps:
• Choose 0 < α 0 < 1, q ∈ (0, 1) and µ > 1.
•
where β < min{
• Choose M big enough but not too large and α i := µ i α 0 , i = 1, 2, · · · , M.
• Choose n M such that n M = min{n : q n ≤ δ α M
}.
Finally the adaptive algorithm associated with the choice of the parameter specified in Theorem 3.11 involves the following steps:
Algorithm
• Set i ← 0.
• Solve x i := x δ n M ,α i by using the iteration (8).
• If x i − x j > 4C √ δ µ j , j ≤ i, then take k = i − 1.
• Set i = i + 1 and return to step 2.
Concluding Remarks
In this paper we considered a modified iteratively regularized Lavrentiev method for solving the nonlinear ill-posed operator equation (1) .
Note that, in the iteratively regularized Lavrentiev method for approximately solving the nonlinear ill-posed equation (1) with a monotone operator F from a Hilbert space X to itself involves finding an x (2), with a decreasing sequence (α n ), (cf. [12] ). By comparing the method (8) with the above method one can see that (8) for β > 0 . Further observe that, there is no monotonic decreasing sequence (α n ) involved in the method, like in the iteratively regularized Lavrentiev method. We use a majorizing sequence to prove the convergence of the method, but the stopping rule depends only on an upper bound of the monotonic increasing majorizing sequence. We choose the stopping index n M as the first n such that q n < δ α M where q ∈ (0, 1). The method gives the optimal order O(δ ν ν+1 ) under the assumption x 0 −x = (F (x)) ν z (i.e., ϕ(λ) = λ ν ) with z ≤ 1, 0 < ν ≤ 1.
