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Forecasting of Carbon Price Based on Big Data
Wang Na
Abstract:This paper analyzes the effect of structured data and unstructured information on carbon price forecasting in
order to learn if big data can help us predict carbon price． We choose international carbon spot price，carbon futures price
and exchange rate as structured data，Baidu search index and media index as unstructured information． Considering that it
is not reasonable when there are a lot of explanatory variables by taking every variables equally，we proposes network
autoregressive distributed lag(ADL)model，taking variables as a network when we estimate parameters and choose
variables． The empirical results show that network ADL model is better than other models，which can get high accuracy，
and it is more suitable for predicting based on big data．





2013 年 6 月 18 日，深圳启动了首个碳排放权交易
试点，随后，上海、北京、广东、天津、湖北、重庆等省
市也先后启动了碳排放权交易试点，截止 2015 年 7
月底，全国共启动了 7 个碳排放权交易试点，累计成
















型结合，预测了 5 个试点 2016 年以后的碳价，为建
设统一碳交易市场提出了一个价格参考区间，文章
给出每吨 CO2 当量的价格参考区间为 30 ～ 50 元。
然而，这些文献都忽略了大数据因素对碳价的影响。
Armah(2013)［3］指出，大数据是指巨大多样的




















































的碳排放权价格，记为 yt。解释变量包括 yt的 P阶滞
后，结构化的官方统计指标 z1j，t，j = 1，…，N1 的 P 阶














































β j } (2)
其中，N = (1 + N1)× P，目标函数的第 1 项为
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(二)Lasso-ADL模型 2
令:

































l，t －p + εt (3)
本模型在 Lasso-ADL 模型 1 的基础上，加入非
结构化信息，主要考察非结构化信息是否能够帮助
预测碳价，此模型简称为“ADL 模型 2”，同样使用



















ω j β j } (4)
其中，N = N2 × P，这是对 Lasso-ADL模型 2 的










向量的计算方法。记 ADL模型 2 解释变量的所有 p




N2，t －p)，其中，p = 1，…，P，
把 xpt 中的所有元素作为网络的节点，共N2个，构建 p
阶滞后复杂网络的基本步骤［13］如下:






= | ρij |，得到相似矩阵 S，显然，S(i，j)∈［0，1］。
2． 引入参数 b，对 S 进行如下变化:aij = S
b(i，
j)，得到邻接矩阵 a，a 展示了网络中两个节点的连
接方式。对于节点 xpj，t(j = 1，…，N2)，定义影响强
度:kj = ∑
u≠j



































网络结构 ADL 模型同样需要借助 LAＲS 算法
实现，网络结构 ADL模型的实现方法如下:
1． 计算网络结构权重向量 ω^;
2． 定义:x*j = xj / ω^ j，j = 1，2，…，N;
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β^ j = β^












































息的 ADL模型 2 进行对比，本文将此模型简称为





重庆 7 个试点从启动日至 2016 年 5 月 10 日的每日
碳价。其中，深圳碳交易试点启动最早，其样本数据
为 2013 年 6 月 18 日至 2016 年 5 月 10 日的每日碳



















































使用第二部分列出的 4 个模型对 6 个试点的碳











平稳性变换公式为:ln(xt /Xt － 1)。
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ADL模型 3 选择的最优模型中未选入任何变量，所
以表 2 只列出了前 3 个模型的详细实证结果。








深圳 ySZA1、CEＲF1 0. 9577 1. 8477
上海 0 0. 3538 0. 4266
北京 yBEA1、CEＲF2 0. 3302 1. 2422
广东 yGDEA1、yGDEA2、Ecarbix1、
EUAF1、EUAF2、CEＲF1、CEＲF2
0. 4916 0. 8454
天津 yTJEA1、EUAF2、CEＲF1、CEＲF2 0. 1524 0. 0026
湖北 0 0. 0591 0. 1855
Lasso-ADL
模型 2
深圳 ySZA1、CEＲF1 0. 9577 1. 8477
上海 0 0. 3538 0. 4266
北京 yBEA1、CEＲF2 0. 3302 1. 2422
广东 yGDEA1、yGDEA2、Ecarbix1、
EUAF1、EUAF2、CEＲF1、CEＲF2
0. 4916 0. 8454
天津 yTJEA1、EUAF2、CEＲF1、CEＲF2 0. 1524 0. 0026
湖北 BS31(低碳经济)、BM11 (环保) 0. 0560 0. 1762
网络结构
ADL模型
深圳 ySZA1、CEＲF1 0. 9577 1. 8477
上海 0 0. 3538 0. 4266
北京 yBEA1、CEＲF2、BS311 (碳交易) 0. 3257 1. 2394
广东 yGDEA1、yGDEA2、Ecarbix1、
EUAF1、EUAF2、CEＲF1、CEＲF2
0. 4916 0. 8454
天津 yTJEA1、EUAF2、CEＲF1、CEＲF2 0. 1524 0. 0026
湖北 BS22(低碳)、BS231(节能)、
BS311(碳交易)、BM11 (环保)
0. 0549 0. 1639
注:变量尾数 1，2，…分别表示滞后 1 期，滞后 2 期，…，比如，ySZA1 表示
深圳试点滞后 1 期的碳价。对于百度指数，括号里给出了变量对应的关键词。
表 2 中 Lasso-ADL模型 1 的解释变量为试点碳
价的自身滞后和官方统计指标，采用 Lasso 进行模







计算 6 个试点训练集 MSE的平均，作为模型的训练
集 MSE均值，同样的方法产生预测集 MSE 均值，详
见表 3。
表 3 所有模型的实证结果 (%)
模型 训练集 MSE均值 预测集 MSE均值
Lasso-ADL模型 1 0. 3908 0. 7583
Lasso-ADL模型 2 0. 3903 0. 7568
网络结构 ADL模型 0. 3894 0. 7552
Lasso-ADL模型 3 0. 4219 0. 8398
对表 2 和表 3 进行分析，得出如下结论:
1．非结构化信息有助于提高碳价预测能力。
从总体上看，Lasso-ADL 模型 2 训练集 MSE 均
值和预测集 MSE 均值都低于 Lasso-ADL 模型 1，网




从细节上来看，Lasso-ADL 模型 2 训练集和预












Lasso-ADL模型 2、网络结构 ADL模型和 Lasso-
ADL模型 3 的解释变量是相同的，均包括了被解释
变量的自身信息、结构化信息和非结构化信息，但是
预测效果却不同。Lasso-ADL 模型 3 平等对待所有
变量，导致没有一个变量被选入最终模型，从而取得
了非常差的预测效果，甚至不如没有考虑非结构信








Lasso-ADL模型 2、网络结构 ADL模型和 Lasso-
ADL模型 3 都是基于大数据的预测模型。
从总体上看，网络结构 ADL模型在所有模型中
表现最好，因为其训练集 MSE 均值和预测集 MSE
均值最小。
从细节上来看，Lasso-ADL 模型 3 的最优模型
中没有选入任何变量，是所有模型中表现最差的。
Lasso-ADL模型 2 使湖北试点选了 2 个百度指数变
量，提高了湖北试点的预测能力，优于 Lasso-ADL 模
型 3。不过，此模型没有考虑变量之间的网络关系，



















表 4 滚动窗口实证结果 (%)
模型 滚动训练集 MSE均值 滚动预测集 MSE均值
Lasso-ADL模型 2 0. 3520 1. 0461
网络结构 ADL模型 0. 3519 1. 0452
Lasso-ADL模型 3 0. 3794 1. 1288
若用 MSEnet 来表示使用网络结构 ADL 模型得
到的 MSE，MSE2 表示使用 Lasso-ADL模型 2 得到的










图 1 是所有滚动窗口训练集和预测集 ratio2 的
直方图，图 2 是所有滚动窗口训练集和预测集 ratio3
的直方图。
接下来，利用表 4、图 1 和图 2 对 3 个基于大数
据的预测模型进行对比分析。
1．网络结构 ADL 模型与 Lasso-ADL 模型 2 的
比较分析。
表 4 中网络结构 ADL 模型的滚动训练集 MSE
均值和滚动预测集 MSE 均值都小于 Lasso-ADL 模
型 2，说明总体上，网络结构 ADL模型更优。
图 1 训练集 ratio2 出现小于 1 的次数多于出现
大于 1 的次数。预测集 ratio2 出现小于 1 的次数也
图 1 滚动窗口训练集和预测集 ratio2 的直方图
图 2 滚动窗口训练集和预测集 ratio3 的直方图










从表 4 中可以看出，网络结构 ADL 模型的滚动训练
集 MSE均值和滚动预测集 MSE 均值都远远低于
Lasso-ADL模型 3，从图 2 中可以看出，所有的 ratio3























网络结构 ADL模型的优越性，对 Lasso-ADL模型 2、
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