Abstract-Face recognition system is one of the robust means of authentication. It involves comparing the faces of an individual against a set of images in the training database. Thus the security issues pertaining to the training database is very critical. This paper aims at providing security to the images in the training database by empowering the encryption algorithms using a secure Random Number Generator (RNG). To facilitate this, the seismic waves are used as seeds to drive the PseudoRandom Number Generators (PRNGs). The efficiency of seismic waves as a True Random Number Generator (TRNG) was evaluated using two statistical suites. Also, the proposed TRNG is compared against other existing RNGs. It was found that the degree of randomness rendered by the proposed system was in good agreement like the other existing generators. The proposed system was found to be cost-effective, portable and easy to maintain.
I. INTRODUCTION
Face recognition systems are one of the powerful means of authentication when compared to the other existing authentication techniques [1, 2] . It is basically a biometric based authentication system. The main challenge encountered in this is the security of the faces stored in the training database. Though there are many well known encryption algorithms available, the generation of secure keys is the most challenging issue. This phase is very crucial and the proper generation of highly unpredictable keys is very vital. Hence the usage of RNGs is encouraged here.
The generation of keys is generally achieved using RNGs. In scientific terminology, a RNG is one, that produces infinite sequences of perfect independent and identically distributed (iid) symbols, which can be viewed as a finite probabilistic state machine where the generation of a bit is independent of its ancestor bits, nor the number of bits generated determine the current bit [3] . The applications of random numbers have augmented radically with time, especially in areas of complex financial and scientific model simulations, gambling and lotteries, security related applications [4, 5] , mathematical equation solving, piracy detection in integrated circuits [6] , graphics and animations, etc. RNGs fall in two categories with respect to its architecture, properties and qualities of implementation, etc. They are PRNGs and TRNGs. PRNGs are mathematical algorithms that get initiated with an externally supplied seed and bequeath long and asymmetrical random-like series. They provide excellent results in terms of distribution if its design schema is complex [7] . As per the celebrated saying of John von Neumann (1951), -Anyone who considers arithmetical methods of producing random digits is, of course, in a state of sin‖, this is true because, their periodicity and repeatability have curtailed their applications where security is of paramount importance. The seed selected is the only factor on which the entire randomness is based. This urges the need to rely on TRNGs.
TRNGs on the other hand, are hardware to generate random numbers. TRNGs can be designed to work using atmospheric noise, radioactive decay, bio-signals, etc. Persaud [8] had concluded that humans can consciously generate random number sequences. But the same experimentation procured drastic results which violated the hypothesis rendered by Persuad [9] . Studies reveal that subjects with mental disorders have prejudicial ability to generate random numbers [10, 11, 12] .This should not result in drawing conclusions which adhere that healthy humans are good sources of random numbers. Biometric signals acquired from human galvanic skin responses and an animal neurophysiologic brain response has been used exclusively in this regard [13] . Telegraph noises of a contact-resistive RAM can also be used to implement a TRNG as in [14] . TRNGs are inefficient when compared to PRNGs in terms of producing streams of uniform distribution. Also they consume lots of time in generating longer sequences and their cost of maintenance is high. [15] , are used as a random seed generator and this in turn is used to drive the PRNGs. The amplitude values of seismic waveforms were taken in time domain for the experimentation.
The rest of the paper is organized as follows. Section II briefs face recognition. The implementation details are briefed in Section III. The hardware and software details are also discussed here. Section IV deals with the results and discussions of the experimentation carried out. The conclusion and future scope of the study are given in Section V and VI respectively.
II. FACE RECOGNITION
Face recognition is a non-intrusive form of identifying a given image of face and comparing it against a set of faces present in the database, in order to uniquely identify a person [16] . The system is currently gaining wide acceptance in spite of the major hurdles posed by variations in facial images due to age, illumination, pose, facial hair, cosmetics, facial expressions, etc. The reason for its success can be attributed to its advantages over other biometric based authentication methodologies, which are as follows: 1) Accumulation of germs and impurities on the sensor devices is a common scenario in most of the existing biometric based techniques. However, face recognition is devoid of this shortcoming since the camera is placed at a distance and hence is not in contact of the user.
2) The devices used in face recognition systems are cheaper when compared to the sensor devices used in other biometric techniques.
The basic components involved in a typical face recognition system are as shown in Fig. 2 . Firstly the face images are preprocessed for extracting features accurately and then they are stored as a particular template in the database. After this, the face images under test undergo the same sequences except for getting stored in the database. Instead, they are checked for similar images in the database. Popular algorithms like Principal Component Analysis [17] , Linear Discriminant Analysis, Support Vector Machines [18, 19] , etc. have helped considerably in making face recognition an attainable process.
A. Details of the face database used
Face images used for the study were taken from the AR face database. This dataset was created in the year 1988 in the Computer Vision Center (CVC) at the U.A.B. by Aleix Martinez and Robert Benavente. It was the first face database to include occlusion. The database provides provisions for variation in frontal poses, eye glasses, illumination, expressions, scarves, etc. [20] . In a 2-week interval, the subject's face images were captured twice by subjecting them to 13 different conditions. Fig.1 . shows samples taken from the AR Face Database. 
III. IMPLEMENTATION
The proposed system is an addition to the existing face recognition systems. Fig. 2 shows the block diagram of the face recognition system along with the proposed system. The proposed system is built over the database containing the face images in the existing systems. The design of the proposed system consists of two main divisions. The first being the assessment of seismic signals and the next part dealt with the encryption methodology of the faces in the training database. Apart from this, the study initially tested the seismic waves for randomness using the Runs test and the Correlation test. The details of the results returned by these two tests are given in the results and discussion section.
A. Hardware and Software details A.1 Hardware used
The Seismo-meter used here is Geode Ultra-Light Exploration Seismograph (Fig. 3) . It consists of ultraportable 3 to 24 channel seismic recorders that attaches to the laptop. There is provision to connect several Geodes together to build systems up to 1000 channels. The Geode is suitable for reflection, refraction, downhole, VSP and monitoring applications. 
A.2 Software used
Windows Visual C 2010 IDE was used for compiling the source code, parse the seismic waves acquired using seismograph and to make the executable file which can then be directly executed. MYSQL database was used to store the random numbers generated using PRNG. Matlab was used for face image encryption.
B. PRNG used
The PRNG used is the Linear Congruential Generator (LCG) due to their rapidness and least memory requirement (around 32 to 64 bits) to maintain a particular state. It was developed by Lehmer in 1951 and since then, it is the most widely used algorithm in random number generation. It produces random streams between zero and m-1 using the following recursive relationship: 
where X 0 is the initial number called seed, a is the multiplier, c is the increment and m is the modulus. The period is m and it can get lesser for some values of a. To have a maximum period for all the seeds, the following criterion should be met:
1) a-1 is divisible by all prime factors of m.
2) c and m are relatively prime.
3) a-1 is a multiple of 4 if m is a multiple of 4. The values for m, a and c for various compilers is as shown in Table 1 : The proposed implementation uses the standards adopted by Microsoft Visual/Quick C/C++.
C. Design schema
The entire system design can be observed from Fig. 2 . The seismograph was used to read the seismic waves. This was read in digital format and the numbers were used as seeds to drive a PRNG. The implementation of the PRNG was done using C++ program. The generated random numbers were stored in the database and a direct communication link was set up to the application program to use these numbers. These numbers were used as keys to encrypt the face images.
A simple encryption algorithm is run by using the seismic-signals as seeds to the LCG algorithm. Any other encryption algorithms can be considered by making use of the random numbers generated. The algorithm used in this regard is given in Section III.C.1.
C.1 Algorithm
Algorithm: Face image encryption using seismic-signals. Input: Seismic signals and the data to be encrypted. Output: Encrypted data and decrypted data.
Procedure:
1. Setup the seismograph device connectivity. 2. Read amplitude values of the waveform. 3. Use these amplitude values as seeds to the LCG. 4 . Generate the desired number of random numbers.
For i=0 to sizeof(face image)
Subtract each random number from each numerical value of the image. Output it as encrypted data. 6. For i=0 to sizeof(face image) Add each random number to each numerical value of the image. Output it as decrypted data.
IV. RESULTS AND DISCUSSIONS

A. Comparison of RNGs
Four RNGs were used for comparison, among which one was a PRNG and the rest were TRNGs. Quantum RNG [21, 22] , RNG using Atmospheric Noise [23] and Seismic waves are the TRNGs while the Excel rand function was the PRNG used for the comparison. They were subjected to two tests, the Runs test and the Correlation test. For the testing purpose, numbers were generated from 4 different sources for 7 times. In every iteration, 100 numbers were extracted. The details of the two tests are as given below:
A.1 Runs Test
Runs test is used to determine randomness. Procedures for evaluating randomness are mainly based upon the nature and number of runs present in the data under investigation. A run is a sequence of like events, symbols or items that has been followed and preceded by an event, symbol or item of a different type, or by none at all. Randomness is doubted when there are too many or too few runs.
The underlying hypothesis in the runs test is as follows: Let, H 0 : The observations in the sample are random. 
A.2 Correlation Test
This test is used to test the dependency among the datasets. It is a method for evaluating the extent of linear relationship that exists between two quantities under test. It was formulated by Karl Pearson in 1895. The term correlation coefficient signifies the measure of linear association between the two numbers. The results of this test can range between +1 to -1. A result of +1 signifies perfect positive correlation whereas -1 specifies perfect negative correlation. The test was conducted in Microsoft Excel using the correl() API. The closer the result is to +1 or -1, the stronger is the relationship between the two series.
This test is used exclusively in statistical analysis, pattern recognition and image processing. Fig. 4 shows the graph of the total number of Runs obtained by running the Runs test. The numbering of the data on the X-axis corresponds to the type of RNG used. It is in the following order: 1) Quantum RNG. 2) RNG using Atmospheric Noise. 3) Excel rand function (PRNG). 4) Seismic waves. The numbering sequence for the RNGs is same for the Fig. 5 and 6 . Each bar on the X axis represents the iteration of the data acquisition. Y axis on Fig.4 represents the total number of runs. As per the runs test, for a sequence to be random, the total number of runs should not be too high or too low when compared to the total number of numbers under test. This is evident from the results obtained. Fig. 5 represents the value of Z for the data samples. The numbering of the data on the X-axis corresponds to the type of RNG used. Each bar on the X axis represents the iteration of the data acquisition. Y axis corresponds to the value of Z. For a good RNG, the value of Z is anticipated to lie in the range of -1.96 and +1.96, which is evident in most of the cases in the obtained results. Fig. 6 represents the value of the Correlation Coefficients for the data streams. The numbering of the data on the X-axis corresponds to the type of RNG used. Each bar on the X axis represents the iteration of the data acquisition. Y axis corresponds to the value of the Correlation Coefficient. It can be observed from Fig. 6 that the data samples are independent. The data from the PRNG is in good agreement with this test when compared to the TRNGs. However, this benefit is at the cost of security. Hence the proposed system combines the TRNG with PRNG, thereby eliminating the drawbacks of both the generators.
From all these results, it can be seen that the randomness of seismic waves is similar to the randomness rendered by other existing RNGs. Hence the amplitude values of seismic waves were fed to a PRNG to get a large set of numbers in a short span of time which are uniformly distributed. Fig. 7 shows the original face image, the encrypted face image and the decrypted face image taken from the AR Face Database. The image encryption was done using the algorithm mentioned in Section III.C.1. 
V. CONCLUSION
The study dealt with assessing the seismic signals to be used as seeds to drive the PRNG. This in turn was used as keys to encrypt the face images in the training database of the face recognition system. To prove the robustness of the security rendered, the seismic signals were tested for randomness using the Runs test and the Correlation test. The signals were also tested against three other existing RNGs and it was found that it is similar in functionality when compared to the rest, and hence can be used like other existing RNGs. A sample face image was encrypted using the generated random numbers as keys to an encryption algorithm. The proposed methodology of generating random streams using seismic waves is easy and feasible to use as it makes use of portable, cost-effective devices when compared to the other TRNGs.
VI. FUTURE SCOPE
The underlying hypothesis of availing the random streams from seismic-signals can ensure a robust level of security to real time applications. Rigorous research can be carried out to study the complexity of the layers of the earth, which culminates in the generation of random impulses in the form of seismic waves. This could then be used to deploy efficient systems which run using random numbers. 
