Abstract. The computational difficulties occurred when we use a conventional support vector machine with nonlinear kernels to deal with massive datasets. The reduced support vector machine (RSVM) replaces the fully dense square kernel matrix with a small rectangular kernel matrix which is used in the nonlinear SVM formulation to avoid the computational difficulties. In this paper, we propose a new algorithm, Systematic Sampling RSVM (SSRSVM) that selects the informative data points to form the reduced set while the RSVM used random selection scheme. This algorithm is inspired by the key idea of SVM, the SVM classifier can be represented by support vectors and the misclassified points are a part of support vectors. SSRSVM starts with an extremely small initial reduced set and adds a portion of misclassified points into the reduced set iteratively based on the current classifier until the validation set correctness is large enough. In our experiments, we tested SSRSVM on six public available datasets. It turns out that SSRSVM might automatically generate a smaller size of reduced set than the one by random sampling. Moreover, SSRSVM is faster than RSVM and much faster than conventional SVM under the same level of the test set correctness.
Introduction
For the binary classification problems, SVMs are able to construct nonlinear separating surface (if it is necessary) which is implicitly defined by a kernel function [1, 9] . Nevertheless, there are some major computational difficulties such as large memory usage and long CPU time in generating a nonlinear SVM classifier for a massive dataset. To overcome these difficulties, the reduced support vector machine (RSVM) [5] was proposed. The RSVM replaces the fully dense square kernel matrix with a small rectangular kernel matrix which is used in the nonlinear SVM formulation to avoid the computational difficulties. This reduced kernel technique has been successfully applied to other kernel-based learning algorithms [3, 4] .
In this paper, we use a systematic sampling mechanism to select a reduced set which is the most important ingredient of RSVM and name it as Systematic Sampling RSVM (SSRSVM). This algorithm is inspired by the key idea of SVM that the SVM classifier can be represented by support vectors and the misclassified points are a part of support vectors. The SSRSVM randomly selects an extremely small subset as an initial reduced set. Then, a portion of misclassified points are added into the reduced set iteratively based on the current classifier until the validation set correctness is large enough. We tested SSRSVM on six public available datasets [2, 8] . The SSRSVM can generate a smaller reduced set than RSVM without scarifying the test set correctness.
A word about our notations is given below. All vectors will be column vectors unless otherwise specified or transposed to a row vector by a prime superscript ′ . For a vector x ∈ R n , the plus function x + is defined as (x) + = max {0, x}. The inner product of two vectors x, z ∈ R n will be denoted by x ′ z and the p-norm of x will be denoted by x p . For a matrix A ∈ R m×n , A i is the ith row of A which is a row vector in R n . A column vector of ones of arbitrary dimension will be denoted by e. For A ∈ R m×n and B ∈ R n×l , the kernel K(A, B) maps
is an m × m matrix. The base of the natural logarithm will be denoted by ε.
This paper is organized as follows. Section 2 gives a brief overview of t he reduced support vector machines and discusses some related work. In section 3, we describe how to select the reduced set systematically from the entire dataset. The experimental results are given in section 4 to show the performance of our method. Section 5 concludes the paper.
An Overview of the Reduced Support Vector Machines
We now briefly describe the RSVM formulation, which is derived from the generalized support vector machine (GSVM) [7] and the smooth support vector machine (SSVM) [6] . We are given a training data set {(
, where x i ∈ R n is an input data point and y i ∈ {−1, 1} is class label, indicating one of two classes, A − and A + , to which the input point belongs. We represent these data points by an m × n matrix A, where the ith row of the matrix A, A i , corresponds to the ith data point. We denote alternately A i (a row vector) and x i (a column vector) for the same ith data point. We use an m × m diagonal matrix D, D ii = y i to specify the membership of each input point. The main goal of the classification problem is to find a classifier that can predict the label of new unseen data points correctly. This can be achieved by constructing a linear or nonlinear separating surface, f (x) = 0, which is implicitly defined by a kernel function. We classify a test point x belong to A + if f (x) ≥ 0, otherwise x belong to A − . We will focus on the nonlinear case which is implicitly defined by a Gaussian kernel function. The RSVM solves the following unconstrained minimization problem
where the function p(x, α) is a very accurate smooth approximation to (x) + [6] , which is applied to each component of the vector e − D(K(A,Ā ′ )v − eγ) and is defined componentwise by
The function p(x, α) converges to (x) + as α goes to infinity. The reduced kernel matrix
whereĀ is the reduced set that is randomly selected from A in RSVM [5] . The positive tuning parameter ν here controls the tradeoff between the classification error and the suppression of (v, γ). Since RSVM has reduced the model complexity via using a much smaller rectangular kernel matrix we will suggest using a larger tuning parameter ν here. A solution of this minimization problem (1) forv and γ leads to the nonlinear separating surface
The minimization problem (1) can be solved via the Newton-Armijo method [6] directly and the existence and uniqueness of the optimal solution of this problem are also guaranteed. We note that the computational complexity of solving problem (1) is depended on the size of the reduced set which is user prespecified in RSVM [5] . Moreover, the value of K(A,Ā ′ ) ij in (3) can be interpreted as the similarity between examples A i andĀ j . Hence the rectangular kernel matrix which is generated by a reduced set records the similarity between the entire training set and the reduced set. It seems indicate that if we had a more representative reduced set we should have a better classifier. In the next section, we describe how to generate a representative reduced set and apply it to RSVM.
Systematic Sampling for RSVM
We now propose a new algorithm to generate the reduced set which is consisting of the informative data points. This algorithm is inspired by the key idea of SVM, the SVM classifier can be represented by support vectors and the misclassified points are a part of support vectors. Instead of random sampling the reduced set in RSVM, we start with an extremely small initial reduced set and add a portion of misclassified points into the reduced set iteratively based on the current classifier. We note that there are two types of misclassified points and we select them respectively. We showed this idea in Fig. 1 . The new reduced kernel matrix can be updated from the previous iteration. We only need to augment the columns which are generated by the new points in the reduced set. We stop this procedure until the validation set correctness is large enough. 
Then, choose one point from each subset and add these points intoĀ 0 to generate a new reduced set in place ofĀ 0 . (6) Repeat Step (2) ∼ (5) until the validation set correctness has arrived at the threshold which is user pre-specified. (7) Output the final classifier, f (x) = 0.
We showed the numerical results to demonstrate the efficiency of our algorithm in the next section. 
Experimental Results
All our experiments were performed on a personal computer, which utilizes a 1.47 GHz AMD Athlon(tm)XP 1700 PLUS processor and 256 megabytes of RAM. This computer runs on Windows XP operating system, with MATLAB 6 installed. We implemented the SSRSVM algorithm using standard native MATLAB codes. We used the Gaussian kernel in all our experiments. We test SSRSVM on six public available datasets which five from UC Irvine repository [8] and one from MIT CBCL [2] . In order to give a more objective comparison, we run tenfold cross-validation on each dataset. All parameters in our experiments were chosen for optimal performance on a tuning set, a surrogate for a test set.
The experimental results demonstrated that SSRSVM not only keeps as good test set correctness as SSVM, RSVM and LIBSVM but has less size of reduced set than RSVM. In addition, the results showed, when processing massive datasets, SSRSVM is faster than the other three methods. Table 1 summarizes the numerical results and comparisons of our experiments. It shows a comparison on the testing correctness and time cost among SSRSVM, RSVM, SSVM and LIB-SVM algorithms. Observing this table, to run SSRSVM algorithm, the testing correctness is as good as RSVM.
In this paper, we propose a Systematic Sampling RSVM (SSRSVM) algorithm that selects the informative data points to form the reduced set while the RSVM used random selection scheme. This algorithm is inspired by the key idea of SVM, the SVM classifier can be represented by support vectors and the misclassified points are a part of support vectors. SSRSVM starts with an extremely small initial reduced set and adds a portion of misclassified points into the reduced set iteratively based on the current classifier until the validation set correctness is large enough. In our experiments, we tested SSRSVM on six public available datasets. It turns out that SSRSVM might automatically generate a smaller size of reduced set than the one by random sampling. Moreover, SSRSVM is faster than RSVM and much faster than conventional SVM under the same level of the test set correctness.
