The class of nonlinear systems described by a discretetime state equation containing a diagonal nonlinear term as in recurrent neural networks is considered. Sufcient conditions are derived for the stability and induced norm of such systems using positive de nite diagonally dominant Lyapunov functions or storage functions, satisfying appropriate Linear Matrix Inequalities. Preliminary results are also presented for model reduction errors for such systems.
Introduction
In this paper we consider the discrete-time nonlinear system described by x + = A (x) + Bu (1) y = C (x) + Du (2) (superscript + denotes time-shift) where u 2 IR m , x 2 IR n , y 2 IR p , (x) 2 IR n , (x) = properties of the system, namely the stability, the`2-`2 induced gain, the observability function and the controllability function are presented, and so is a proposition analogous to the balanced model reduction result for linear systems. Note that a discrete-time recurrent arti cial neural network is simply a special case of (1, 2, 3) , where is the activation function of the neuron.
When the function for each state is not necessarily identical, i.e. . . .
and satis es 8s 2 IR; j i (s)j jsj (5) the system has been studied by Kaszkurewicz and Bhaya 1] . They used a diagonal Lyapunov function to prove the global stability of the system (1, 2, 4, 5) . This is very powerful if i are interpreted as statedependent perturbations. Since then they have also realized the system's close connection to arti cial neural networks 2, 3]. However, if the system is interpreted as a neural network, the activation function of each neuron is usually chosen to be the same, and therefore a diagonal Lyapunov function should be too restrictive. In this paper (3) instead of (4) is assumed. In fact, if is invertible, the system (1,2,3) is (input-output) equivalent to x + = (Ax + Bu) (6) y = Cx + Du (7) which is the neural network that has been studied by Albertini and Sontag et al., who have already published some results on the identi ability, the minimality, the observability 4, 5, 6] and the forward accessibility 7] based on di erent assumptions on . (In their papers the symbol has been used instead of here. However, the authors have also been working on the model reduction of the system in concern and will be used to denote the Hankel singular value in future publications.) 2`2-`2 Induced Gain 
Then if P is pdd, P will satisfy 8x; (x) P (x) ? x Px 0:
Remark 1 (8) is equivalent to the condition that is odd (by putting t = ?s) and 1-Lipschitz: 8s; t 2 IR; j (s) ? (t)j js ? tj (10) (by putting t = ?t). So for example, the semilinear, the hyperbolic tangent (the most popular activation function used in neural networks) and the sine function all fall in the class. Certainly (8) implies (5).
Proof of Lemma 1: (8, 10) The proof is omitted since we shall outline the proof of Proposition 3.
From now on we assume that the system (1,2,3,8) is globally asymptotically stable. Notation 2 We write l , dd and d to denote the smallest such that (13) is satis ed by a positive denite P, a pdd P and a positive diagonal P respectively.
Then l is actually the`2-`2 induced gain of the corresponding linear system, i.e. when = the identity, and d is actually extending Kaszkurewicz and Bhaya's idea of a diagonal Lyapunov function to deducing an upper bound of the`2-`2 induced gain.
Computing l or d is obviously a minimization of a linear objective subject to a Linear Matrix Inequality (LMI) constraint. (For a general reference of LMI, see 8] .) The important fact is that so is computing dd , since we can specify a matrix to be pdd by a set of LMI whose \size" only grows reasonably with n.
(See Lemma 4 below for the precise statement.) Hence Lemma 1 and all the propositions are guaranteed to be useful both theoretically and practically. Note that if is locally the identity at the origin ( 0 (0) = 1), then the actual`2-`2 induced gain of the system (1, Therefore a method has to be developed to handle the situation when certain i are known to be identical, and our solution is to introduce a (block-diagonal) pdd u and apply Lemma 1.
The above two propositions are related to the observability function and the controllability function de ned in 10], which generalize the observability gramian and the controllability gramian for linear systems to nonlinear systems.
Proposition 7 Let G be a system of the form (1, 2, 3, 8) with n states, and Q, P ?1 satisfy (14), (16) Then dd and hence the`2-`2 induced gain of the error system G ? G r 2.
Remark 2 The condition that P ?1 + Q P ?1 ? Q P ?1 ? Q P ?1 + Q is pdd is stronger than the condition that both Q and P ?1 are pdd as required in Proposition 5 and 6. In fact, it is equivalent to the condition that the matrix being composed of the smaller diagonal entries and the larger o -diagonal entries of Q and P ?1 is still pdd.
Proof of Proposition 7:
The proof is a little bit long and therefore only an outline is given. Since T is block-triangular, the r-state system G r is (inputoutput) equivalent to the n-state systemĜ r being com- 
then T, may be partitioned as in Proposition 7 with T 12 = 0.
The authors have developed a model reduction algorithm based on Proposition 7 and Lemma 8 and the study of its performance can be found in 11]. In brief, not for all 22 random systems in Section 2 a satisfactory reduced-order model can be found. Only for 7 systems a reduced-order model with a relative error less than 10 percent can be obtained (6 with r = 3 and 1 with r = 2). It is possibly because the system (1, 2, 3, 8) is nonlinear after all and the chance of doing model reduction for it is far smaller than a linear system in essence.
It should be realized that, for nonlinear systems of the form (1,2,3,8) , a system being composed of (A; B; C; D; ) is by no means inputoutput equivalent to the system being composed of (T AT ?1 ; TB; CT ?1 ; D; ) in general. As pointed out by Albertini and Sontag, the \realizations" of such systems are in fact very limited. For linear systems we do model reduction via an input-output equivalent balanced realization. Proposition 7 points out that, although we do not have such an \intermediate" equivalence for our system in concern, we can still arrive at a reduced order model in a similar fashion.
Discussion
In this section we add a few remarks.
Remark 3 Our results do not depend on the exact form of but only require that it satis es (8) . Therefore it may be a little bit conservative when is exactly known but robust when is uncertain (for example, interpreted as an uncertain activation function of the neuron or state-dependent perturbations of a linear system). In fact we can allow to be time-varying (or even dynamic; see 11] for details).
Remark 4 Although dd is typically tight for the random systems in Section 2 it may not be tight in all cases. If is exactly known one may wish to consider (9) directly instead of the su cient condition that P is pdd. The authors have developed an ellipsoid algorithm-like algorithm to handle (9) directly but it is computationally very expensive and much less reliable.
(See the appendix in 11].) Remark 5 Our approach is not restricted to the case that all i must be identical. When certain but not all i are identical (for example the situation mentioned at the beginning of Section 3), we may just use a blockdiagonal P, with each block pdd corresponding to each set of identical i , to deduce similar results. If certain i are the identity, the corresponding block can be made simply positive de nite instead of pdd.
Remark 6 may be regarded as a diagonal nonlinear operator on the vector x, and the system (1,2,3,8 
Conclusions
It has been shown that solving the standard inducednorm LMIs with pdd matrices gives an e ective method to determine a bound on the gain of this class of nonlinear systems. The situation in model reduction is less straight-forward but an algorithm has been developed along the lines of the \balance and truncate" result of Section 3.
