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Abstract
This paper resolves a common complexity issue in the Bethe approximation of statistical
physics and the Belief Propagation (BP) algorithm of artificial intelligence. The Bethe
approximation and the BP algorithm are heuristic methods for estimating the partition
function and marginal probabilities in graphical models, respectively. The computational
complexity of the Bethe approximation is decided by the number of operations required to
solve a set of non-linear equations, the so-called Bethe equation. Although the BP algorithm
was inspired and developed independently, Yedidia, Freeman and Weiss (2004) showed that
the BP algorithm solves the Bethe equation if it converges (however, it often does not). This
naturally motivates the following question to understand limitations and empirical successes
of the Bethe and BP methods: is the Bethe equation computationally easy to solve?
We present a message-passing algorithm solving the Bethe equation in a polynomial
number of operations for general binary graphical models of n variables where the maximum
degree in the underlying graph is O(log n). Our algorithm can be used as an alternative to
BP fixing its convergence issue and is the first fully polynomial-time approximation scheme
for the BP fixed-point computation in such a large class of graphical models, while the
approximate fixed-point computation is known to be (PPAD-)hard in general. We believe
that our technique is of broader interest to understand the computational complexity of the
cavity method in statistical physics.
1 Introduction
In recent years, graphical models (also known as Markov random fields) defined on graphs have
been studied as powerful formalisms modeling inference problems in numerous areas includ-
ing computer vision, speech recognition, error-correcting codes, protein structure, networking,
statistical physics, game theory and combinatorial optimization. Two central problems, com-
monly addressed in these applications involving graphical models, are computing the marginal
distribution and the so-called partition function. It is well-known that inference problems are
computationally hard in general [5]. Due to such a theoretical barrier, efforts have been made
to develop heuristic methods.
The sum-product algorithm, also known as Belief Propagation (BP), and its variants (e.g.,
Survey Propagation) are such heuristics, driven by certain experimental thoughts, for computing
the marginal distribution, where BP was first proposed by Gallager [12] for error correcting codes
and Pearl [20] for artificial intelligence. Their appeal lies in the ease of implementation as well
∗The preliminary version of this paper was presented at International Conference on Artificial Intelligence and
Statistics (AISTATS) 2012.
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as optimality in tree-structured graphical models (models which contain no cycles). BP (and
message-passing algorithms in general) can be thought as an updating rule on a set of messages:
mt+1 := f
(
mt
)
,
where mt is the multi-dimensional vector of messages at the t-th iteration, and f describes
the updating rule (or BP operator). Two major hurdles to understand such a message-passing
algorithm are its convergence (i.e., does mt converge to m∗?) and correctness (i.e., is m∗ good
enough?). It is known that the BP iterative procedure always has a fixed-point m∗ due to the
Brouwer’s fixed-point theorem. However, BP can oscillate far from a fixed-point in models with
cycles, and only sufficient convergence conditions [28, 24, 14, 15] have been established in the last
decade. More importantly, BP can have multiple fixed-points, and even when the fixed-point is
unique, it may not be the correct answer. Significant efforts [14, 27, 29] were made to understand
BP fixed-points, while the precise approximation qualities and the rigorous understandings on
their limitations still remain a mystery. Regardless of those theoretical understandings, the
BP algorithm performs empirically well in many applications [11, 19]. For example, the highly
successful turbo decoding algorithm [3] can be interpreted as BP [18] and decisions guided by
BP are also known to work well to solve satisfiability problems [21].
The Bethe approximation [2, 29] and its variants (e.g., Kikuchi approximation [9]), originally
developed in statistical physics of lattice models, are currently used as powerful approximation
schemes for computing the (logarithm of the) partition function in many applications. The Bethe
approximation suggests to use the following quantity as an approximation for the logarithm of
the partition function:
F (y∗) where ∇F (y∗) = 0.
Here, F , ∇F (y∗) = 0 and y∗ are called the (minus) Bethe free energy function, Bethe equation
and Bethe equilibrium, respectively. The statistical physics prediction suggests its asymptotic
correctness in random sparse graphical models, and several rigorous evidences in particular
models are known [1, 8, 4]. Efforts have also been made to estimate and characterize its error
[6, 22, 23]. However, the error still remains uncontrollable for models with many cycles.
Yedidia, Freeman and Weiss [29] established a somewhat surprising connection between the
BP algorithm and the Bethe approximation: if BP converges, it solves the Bethe equation.
Equivalently, the BP fixed-point equation f(m∗) = m∗ is in essence equivalent to the Bethe
equation ∇F (y∗) = 0. This naturally leads to the following common computational question
for both: is the BP fixed-point computation computationally easy? Formally speaking,
Q. Given ε > 0, is it possible to design a deterministic iterative algorithm findingm∗ satisfying
(1− ε) f(m∗) ≤ m∗ ≤ (1 + ε) f(m∗), 1
in a polynomial number of bitwise operations with respect to 1/ε and the dimension of
the vector m∗?
Such an algorithm can be used as an alternative to BP with provably fast convergence rate (i.e.,
fixing the convergence issue of BP) and eliminates a need for the convergence analysis of BP. Even
1Inequalities are with respect to all coordinates of vectors m∗, (1− ε)f(m∗) and (1 + ε)f(m∗). Note that it is
impossible to compute the exact solution m∗ with f(m∗) = m∗ since it is irrational in general.
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though it may not converge to the precise answer, rough estimations on marginal probabilities
are sometimes enough to solve hard computational problems (see [21], for example). Further,
it justifies that the Bethe approximation is a polynomial-time scheme since m∗ satisfying the
above inequality provides y∗ with ‖∇F (y∗)‖ ≤ ε. Efforts to design such algorithms were made
[25, 30], but no rigorous analysis on their convergence rates is known. The authors in [4] provide
an algorithm with provable polynomial convergence rate, but the work is for a very specific
graphical model (i.e., the uniform distribution on independent sets of sparse graphs). It is far
from being clear whether such a poly-convergence algorithm exists for more general graphical
models. This is primarily because the Bethe function is usually neither convex nor concave
(cf., [26]) and computing a local minimum (or a fixed-point) approximately are known to be
believably (PPAD- or PLS-)hard in general [7].2
1.1 Our Contribution
The main result of this paper is the following answer A (see Theorem 2 in Section 3) for the
question Q for the BP operator f and general sparse binary graphical models of which potential
functions are bounded above and below by some positive constants. To state it formally, we let
n be the number of nodes and ∆ be the maximum degree in the underlying graph, respectively.
A. Given ε > 0, there exists a deterministic iterative algorithm finding m∗ satisfying
(1− ε) f(m∗) ≤ m∗ ≤ (1 + ε) f(m∗)
in 2O(∆)n2ε−4 log3(nε−1) iterations.
In this paper, we call the message m∗ satisfying the above inequality an ε-approximate BP
fixed-point. In what follows, we explain the algorithm in details.
The known equivalence [29] between the BP fixed-point equation and the Bethe equation
implies that the question Q is equivalent to the following.
Q′. Given ε′ > 0, is it possible to design a deterministic iterative algorithm finding y∗ satisfying
‖∇F (y∗)‖ ≤ ε′,
in a polynomial number of bitwise operations with respect to 1/ε′ and the dimension of
the domain D of the Bethe free energy function F?
However, we remind the reader that it is still far from being obvious whether it is computationally
‘easy’ to find such a near-stationary point or an approximate local minimum (or maximum).
Natural attempts are gradient-descent algorithms to find a local minimum or maximum of F :
iteratively update y(t) as
y(t+ 1) := y(t) + α∇F (y(t)),
where α ∈ R is the (appropriately chosen) step-size. The main issue here is that the gradient-
descent algorithm may not find a near-stationary point if y(t) hits the boundary of D in one
of its iterations (and a projection is required). Hence, the main strategy in [4] to avoid the
2PPAD and PLS are computational classes capturing the hardnesses of finding fixed-points and locally optimal
solutions, respectively. They have gained much attention in the field of algorithmic game theory in the last decade
under the connection with the computational complexity of Nash equilibria.
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hitting issue lies in (a) understanding the behavior of the gradient ∇F close to the boundary of
D and (b) designing an appropriate small step-size in the gradient-descent algorithm based on
the understanding (a).
Now we give an overview of our technical contributions. The main challenge to apply the
strategy to general binary graphical models (beyond the specific model in [4]) is on (a). The
main observation used in [4] is that the domain D can be reduced to
[
0, 12
]n
in the uniform
independent-set model. In general, the dimension of D is is much larger than n (i.e., the
number of nodes) since the parameter y of the Bethe function F represents not only node
marginal probabilities but also edge (i.e., pairwise) ones. However, in independent-set models,
pairwise marginal probabilities are decided by node marginal probabilities, which allows to
reduce the dimension of D to n. The proof strategy in [4] crucially relies on D =
[
0, 12
]n
and
immediately fails even for a non-uniform independent-set model whose domain D is reduced to
[0, 1]n 6⊂ [0, 12]n. Furthermore, in general binary graphical models, such a dimension reduction
in D is impossible and it is not hard to check that any similar approaches with [4] fail without
it. To overcome such a technical issue, we first observe that at stationary points of F , pairwise
marginal probabilities should satisfy certain quadratic equations in terms of node marginal
probabilities in binary graphical models. Hence, one can express the Bethe free energy again in
terms of node marginal probabilities (i.e., a dimension reduction in D is possible) for the purpose
of obtaining a (near-)stationary point of F . Now we study this ‘modified’ Bethe expression F ∗
to avoid the hitting issue, which we end up with an appropriate small step-size in the gradient-
descent algorithm. Moreover, we eliminate a need to decide such a small step-size explicitly in
the algorithm, by designing a time-varying projection scheme.
We later realize that the ‘modified’ Bethe expression F ∗ was already proposed by Teh and
Welling [25], where they suggested gradient algorithms to minimize F ∗ using sigmoid functions.
The main difference in our work is that we study the behavior of the gradient ∇F ∗ close to
the boundary of its domain and guarantee that the gradient-descent algorithm does not hit the
boundary of the underlying domain D, i.e., we do not use sigmoid functions. The success of our
rigorous convergence rate analysis, which was missing in the work of Teh and Welling (2001),
primarily relies on this difference. It is also crucial to extend the algorithm design to non-binary
graphical models as we describe in Section 4.
One can observe that our gradient-descent algorithm is implementable as a ‘BP-like’ iterative,
message-passing algorithm: each node maintains a message at each iteration and passes it to its
neighbors. If potential functions in binary graphical models are bounded above and below by
some positive constants (i.e., their values are Θ(1)), we prove it terminates in 2O(∆)n2ε−4 log3(nε−1)
iterations until it finds an ε-approximate BP fixed-point (see Theorem 2 in Section 3). In a
complexity point of view, the only remaining issue is that each node may require to maintain
irrational messages (of infinitely long bits). We further show that a polynomial number (with
respect to 1/ε, n and 2∆) of bits to approximate each message suffices, and hence the algo-
rithm consists of only a polynomial number of bitwise operations in total. Namely, it is a fully
polynomial-time approximation scheme (FPTAS) to compute an approximate BP fixed-point
for sparse binary graphical models where ∆ = O(log n). Finally, we note that our ‘quadratic’
running-time guarantee (i.e., 2O(∆)n2ε−4 log3(nε−1)) is merely a theoretical bound, and far from
being tight. In our experimental results reported in Section 5, we observe that our algorithm
sometimes converges faster than the standard BP algorithm.
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1.2 Organization
In Section 2, we provide backgrounds for graphical models, Belief Propagation and Bethe approx-
imation. In Section 3, we describe our algorithm and its time complexity for binary graphical
models. In Section 4, we discuss, at a high level, how to extend the result to non-binary graph-
ical models. From our discussion in Section 4, one can observe that it is not hard to obtain
the similar convergence rate result for such graphical models as well. But, we omit the further
details in this paper. Experimental results are reported in Section 5.
2 Graphical Models
We first introduce a class of joint distributions defined with respect to (undirected) graphs,
which are called pairwise Markov random fields (MRFs) [17].3 Specifically, let G = (V,E)
be an undirected graph with vertex set V where |V | = n, and edge set E ⊆ (V2) denoting
a set of unordered pairs of vertices. The vertices of G label a collection of random variables
x = {xv | v ∈ V }. Our primary focus in this paper is on binary random variables, i.e., xv ∈ {0, 1}
for all v ∈ V .
Now consider the following joint distribution on {0, 1}n that factors according to G:
p(x) =
1
Z
∏
v∈V
ψv(xv)
∏
(u,v)∈E
ψu,v(xu, xv) for x ∈ {0, 1}n.
Here, ψu,v for (u, v) ∈ E and ψv for v ∈ V are non-negative functions on {0, 1}2 and {0, 1},
respectively. These local functions are called potential functions or compatibility functions. The
normalizing factor Z is called the partition function:
Z =
∑
x∈{0,1}n
∏
v∈V
ψv(xv)
∏
(u,v)∈E
ψu,v(xu, xv). (1)
Finally, some notations. Let N (v) be the set of neighbors of a vertex v ∈ V , dv := |N (v)|
be the degree of v ∈ V , and ∆ := maxv dv be the maximum degree in the graph G. Further, we
define
|ψ| := max
(u,v)∈E,xu,xv∈{0,1}
{
e| lnψv(xv)|, e| lnψu,v(xu,xv)|
}
.
We primarily focus on the case |ψ| < ∞, which excludes the case ψu,v(·, ·) = 0. However, this
does not hurt the generality of the results in this paper too much since one can consider tiny
perturbations to such ‘zero’ potential functions so that the distribution remains almost the same.
2.1 Belief Propagation
The BP algorithm has messages {mtu→v(·),mtv→u(·)} := {mtu→v(xv),mtv→u(xu) : (u, v) ∈ E, xv, xu ∈
{0, 1}} at the t-th iteration and it updates them as
mt+1u→v(xv) ∝
∑
xu∈{0,1}
ψu,v(xu, xv)ψu(xu)
∏
w∈N (u)\v
mtw→u(xu),
3We note that for any (directed or undirected) graphical model, there exists an equivalent pairwise MRF.
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where
∑
xv∈{0,1}m
t+1
u→v(xv) = 1. This is equivalent to the following updating rule on (reduced)
messages {mtu→v,mtv→u}.
mt+1u→v := fu→v

 ∏
w∈N (u)\v
mtw→u

 ,
where mtu→v := mtu→v(1)/mtu→v(0) and the function fu→v : R+ → R+ is defined as
fu→v(x) :=
ψu,v(0, 1)ψu(0) + ψu,v(1, 1)ψu(1) · x
ψu,v(0, 0)ψu(0) + ψu,v(1, 0)ψu(1) · x.
The initial messages at the first iteration can be chosen arbitrarily as positive real numbers,
where the standard choice is m1u→v = m1v→u = 1 for all (u, v) ∈ E.
Now the BP fixed-point of messages {mu→v,mv→u} can be naturally defined as
mu→v = fu→v

 ∏
w∈N (u)\v
mw→u

 , ∀ (u, v) ∈ E. (2)
If |ψ| <∞, one can easily argue the existence of such a (finite) fixed-point using the Brouwer’s
fixed-point theorem. This motivates the following notion of ε-approximate BP fixed-point.
Definition 1 The set of messages {mu→v,mv→u : (u, v) ∈ E} is called an ε-approximate BP
fixed-point if ∣∣∣∣∣∣
mu→v
fu→v
(∏
w∈N (u)\vmw→u
) − 1
∣∣∣∣∣∣ ≤ ε, ∀ (u, v) ∈ E. (3)
The BP estimates for node and edge marginal probabilities based on messages, denoted by
τv(·), τu,v(·) for v ∈ V, (u, v) ∈ E, are defined as
τv(xv) ∝ ψv(xv)
∏
u∈N (v)
mu→v(xv)
τu,v(xu, xv) ∝ ψu(xu)ψv(xv)ψu,v(xu, xv)

 ∏
w∈N (u)\v
mw→u(xu)



 ∏
w∈N (v)\u
mw→v(xv)

 ,
where
∑
xv
τv(xv) = 1 and τv(xv) =
∑
xu
τu,v(xu, xv).
2.2 Bethe Approximation
The Bethe approximation [29] is an approximation to the logarithm of the partition function
(i.e., lnZ), given by
∑
v∈V
∑
xv
τv(xv) [lnψv(xv)− ln τv(xv)] +
∑
{u,v}∈E
∑
xu,xv
τu,v(xu, xv)
[
lnψu,v(xu, xv)− ln τu,v(xu, xv)
τu(xu)τv(xv)
]
,
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where τv(·), τu,v(·) are marginal estimates at a BP fixed-point. Under the constraints
∑
xv
τv(xv) =
1 for all v ∈ V and τv(xv) =
∑
xu
τu,v(xu, xv) for all v ∈ V, xv ∈ {0, 1}, this expression can be
written as a function of y = [yv, yu,v] where yv = τv(1) and yu,v = τu,v(1, 1).
F (y) :=
∑
v∈V
yv(lnψv(1)− ln yv) + (1− yv)(lnψv(0)− ln(1− yv))
+
∑
(u,v)∈E
[
(1− yu − yv + yu,v)
(
lnψu,v(0, 0) − ln 1− yu − yv + yu,v
(1− yu)(1− yv)
)
+(yu − yu,v)
(
lnψu,v(1, 0) − ln yu − yu,v
yu(1− yv)
)
+(yv − yu,v)
(
lnψu,v(0, 1) − ln yv − yu,v
(1− yu)yv
)
+yu,v
(
lnψu,v(1, 1) − ln yu,v
yuyv
)]
, (4)
where −F is called the Bethe free energy function [29]. The gradient ∇F (y) =
[
∂F
∂yv
, ∂F∂yu,v
]
can
be obtained as
∂F
∂yv
= Ψ(v) + ln
1− yv
yv
+
∑
u∈N (v)
ln
(
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v
)
(5)
∂F
∂yu,v
= Ψ(u,v) + ln
(
yu − yu,v
1− yu − yv + yu,v ·
yv − yu,v
yu,v
)
, (6)
where
Ψ(v) := ln
ψv(1)
ψv(0)
+
∑
u∈N (v)
ln
ψu,v(0, 1)
ψu,v(0, 0)
and Ψ(u,v) := ln
ψu,v(0, 0)ψu,v(1, 1)
ψu,v(1, 0)ψu,v(0, 1)
. (7)
It is known that there is a one-to-one correspondence between BP fixed-points and zero
gradient points of F . In particular, one can obtain the following lemma whose proof can be
done easily using the algebraic expressions (5) and (6) of gradients.
Lemma 1 Given ε ∈ [0, 1), suppose y = [yv, yu,v] satisfies ‖∇F (y)‖∞ ≤ ε. Then, the set of
messages {mu→v,mv→u : (u, v) ∈ E} is a 6ε-approximate BP fixed-point if it is given as
mu→v =
ψu,v(0, 1)
ψu,v(0, 0)
· 1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v . (8)
The proof of Lemma 1 is presented in Appendix A. For somewhat ‘non-intuitive’ formula (8),
we also provide some intuition in Appendix B.
3 Algorithm for Computing BP Fixed-Points
In this section, we present the main result of this paper, a new message-passing algorithm for
approximating a BP fixed-point. From the (algebraic) relationship between approximate BP
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fixed-points and near-stationary points of the Bethe free energy function F in Lemma 1, it is
equivalent to compute a near-stationary point y, i.e., ‖∇F (y)‖2 ≤ ε.
Our algorithm, described next, for finding such a point is essentially motivated by the stan-
dard (projected) gradient-descent algorithm. The non-triviality (and novelty) lies in our choice
of an appropriate (time-varying) ‘projection [·]∗’ with respect to the (time-varying) ‘step-size
1√
t
’ at each iteration and subsequent analysis of the rate of convergence.
Algorithm A
1. Algorithm parameters:
ε ∈ (0, 1) and yV (t) = [ yv(t) ∈ (0, 1) : v ∈ V ] at the t-th iteration.
Initially, yv(1) = 1/2 for all v ∈ V .
2. yV (t) is updated as:
yv(t+ 1) =
[
yv(t) +
1√
t
(
Ψ(v) + ln
1− yv(t)
yv(t)
+
∑
u∈N (v)
ln
(
1− yv(t)− yu(t) + yu,v(t)
1− yv(t) ·
yv(t)
yv(t)− yu,v(t)
))]
∗
,
where the projection [·]∗ at the t-th iteration is defined as
[x]∗ :=


x if 0.1
t1/4
≤ x ≤ 1− 0.1
t1/4
0.1
t1/4
if x < 0.1
t1/4
1− 0.1
t1/4
if x > 1− 0.1
t1/4
,
and yu,v(t) > 0 is computed as the unique solution satisfying
eΨ
(u,v) · yu(t)− yu,v(t)
1− yu(t)− yv(t) + yu,v(t) ·
yv(t)− yu,v(t)
yu,v(t)
= 1 and yu,v(t) < min{yv(t), yu(t)}.
3. Compute messages {mu→v,mv→u} as
mu→v =
ψu,v(0, 1)
ψu,v(0, 0)
· 1− yv(t)− yu(t) + yu,v(t)
1− yv(t) ·
yv(t)
yv(t)− yu,v(t) .
4. Terminate if {mu→v,mv→u} is an ε-approximate BP fixed-point.
The algorithm is clearly implementable through message-passing where each node u sends
yu(t) to all of its neighbors v ∈ N (u) at each iteration. We also note that solving the second
step for computing yu,v(t) can be done efficiently since it is solving a quadratic equation whose
coefficients are decided by yv(t) and yu(t).
This algorithm has several variations:
◦ The initial value for [yV (1)] can be chosen arbitrarily as other values, e.g., yv(1) = 0.7.
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◦ The step-size 1√
t
can be replaced by any quantity of the same order, e.g., 0.1√
t
, 1√
t+100
.
◦ 0.1
t1/4
in the the projection can be replaced by any quantity of same order, e.g., 1
t1/4+100
.
In particular, we recommend to use a smaller step-size than 1√
t
(such as 1√
t+100
) for practical
purposes. With these variations, the algorithm may find a different approximate BP fixed-point,
but the following running time guarantee of the algorithm always holds.
Theorem 2 Algorithm A terminates in (|ψ|+ 2)O(∆)n2ε−4 log3(nε−1) iterations.
For the reader’s convenience, we recall the definitions of symbols used in the above theorem.
◦ |ψ| is for the range of potential functions, i.e.,
|ψ| := max
(u,v)∈E,xu,xv∈{0,1}
{
e| lnψv(xv)|, e| lnψu,v(xu,xv)|
}
.
◦ n is the number of nodes and ∆ is the maximum degree in the underlying graph.
◦ ε is a parameter which decides the quality of the produced approximate BP fixed-point.
The proof of Theorem 2 is presented in the following section. Note that the algorithm may
require to maintain irrational messages or rational messages of long bits. In Section 3.2, we
present a minor modification of the algorithm to fix the issue, which leads to a fully polynomial-
time approximation algorithm (FPTAS) to compute an approximate BP fixed-point.
3.1 Proof of Theorem 2
We first define F ∗ on (0, 1)n: for yV = [yv] ∈ (0, 1)n, let
F ∗(yV ) := F (yV ,yE),
where F is the (original) Bethe free energy function defined in (4) and the additional vector
yE = [yu,v] ∈ (0, 1)|E| is defined as the solution satisfying
Ψ(u,v) + ln
(
yu − yu,v
1− yu − yv + yu,v ·
yv − yu,v
yu,v
)
= 0 and yu,v < min{yv, yv}. (9)
Observe that each yu,v is a function of yu, yv, i.e., yu,v = yu,v(yu, yv), and we can write F
∗(yV ) =
F (yV ,yE(yV )). One can check that the gradient of F
∗ is given by (10), which is the same as
that of F in (5).
∂F ∗
∂yv
= Ψ(v) + ln
1− yv
yv
+
∑
u∈N (v)
ln
(
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v
)
, ∀ v ∈ V, (10)
where we recall that yu,v is decided in terms of yu, yv from (9). This implies that the updating
procedure of yV (t) in the algorithm is simply
yV (t+ 1) :=
[
yV (t) +
1√
t
∇F ∗(yV (t))
]
∗
. (11)
Based on this interpretation, we start to prove the running time of the algorithm by stating
the following key lemma.
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Lemma 3 Define δ > 0 as the largest real number that satisfies the following conditions.
δ ≤ 1/2|ψ|6∆+2 + 1 and δ ln
1
δ
≤ 1
400
.
Then, it follows that
yV (t) ∈ D := [δ, 1 − δ]n, ∀ t ≥ t∗ := 0.0001
δ4
.
Proof. First observe that yV (t∗) ∈ D due to our choice of projection [·]∗ and 0.1
t
1/4
∗
= δ. Hence,
it suffices to establish the following three steps: for all v ∈ V and t > t∗,
∂F ∗
∂yv
≤ 0 if yv ≥ 1− 2δ and y ∈ D, (12)
∂F ∗
∂yv
≥ 0 if yv ≤ 2δ and y ∈ D, (13)
1√
t
∣∣∣∣∂F ∗∂yv
∣∣∣∣ ≤ δ2 if y ∈ D. (14)
From (11), (12), (13) and (14), it clearly follows that yV (t) ∈ D for all t ≥ t∗.4
Proof of (12). We first provide a proof of (12). To this end, if yV = [yv] ∈ (0, 1)n, we have
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v =
1
1 +
yu−yu,v
1−yv−yu+yu,v
· yv
yv − yu,v
=
1
1 + e−Ψ(u,v) · yu,vyv−yu,v
·
(
1 +
yu,v
yv − yu,v
)
≤ max
{
1, eΨ
(u,v)
}
≤ |ψ|4, (15)
where we use the definition (9) of yu,v. Using this, (12) follows from
∂F ∗
∂yv
= Ψ(v) + ln
1− yv
yv
+
∑
u∈N (v)
ln
(
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v
)
≤ 2(∆ + 1) ln |ψ|+ ln 2δ
1− 2δ +∆ ln |ψ|
4
= ln
|ψ|6∆+2
1
2δ − 1
≤ 0,
where the last inequality follows from our choice of δ ≤ 1/2|ψ|6∆+2+1 .
4In fact, one can show stronger inequalities: 3δ/2 ≤ yv(t) ≤ 1− 3δ/2 for all v ∈ V, t ≥ t
∗.
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Proof of (13). Second, we provide a proof of (13). Similarly as we did in (15), we have
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v ≥ min
{
1, eΨ
(u,v)
}
≥ 1|ψ|4 . (16)
Hence, (13) follows as
∂F ∗
∂yv
= Ψ(v) + ln
1− yv
yv
+
∑
u∈N (v)
ln
(
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v
)
≥ −2(∆ + 1) ln |ψ|+ ln 1− 2δ
2δ
+∆ ln
1
|ψ|4
= ln
1
2δ − 1
|ψ|6∆+2
≥ 0,
where the last inequality follows again from our choice of δ ≤ 1/2|ψ|6∆+2+1 .
Proof of (14). Finally, we provide a proof of (14). Using (15) and (16), we obtain∣∣∣∣∂F ∗∂yv
∣∣∣∣ ≤ ∣∣∣Ψ(v)∣∣∣+
∣∣∣∣ln 1− yvyv
∣∣∣∣+ ∑
u∈N (v)
∣∣∣∣ln
(
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v
)∣∣∣∣
≤ 2(∆ + 1) ln |ψ| + ln 1− 2δ
2δ
+∆ ln |ψ|4
≤ ln 1− δ
δ
+ ln
1− 2δ
2δ
≤ 2 ln 1
δ
≤ δ
2
· √t∗,
where the last inequality follows from our choices of δ, t∗ which imply
√
t∗ =
0.01
δ2
≥ 41
δ
ln
1
δ
.
Therefore, 1√
t
∣∣∣∂F ∗∂yv
∣∣∣ ≤ δ2 ·
√
t∗
t ≤ δ2 for t ≥ t∗. This completes the proof of Lemma 3. 
Using the above lemma, we will obtain the running-time guarantee of Algorithm A. We first
explain why it suffices to show the following:
T∑
t=t∗
ct · ‖∇F ∗(yV (t))‖22 =
(|ψ| + 2)O(∆) n log T√
T
, where ct = ct(t
∗, T ) :=
t−1/2∑T
t=t∗ t
−1/2 . (17)
The above equality suggests that we can choose T = (|ψ| + 2)O(∆)n2ε−4 log3(nε−1) such that
T∑
t=t∗
ct · ‖∇F ∗(yV (t))‖22 ≤
(ε
6
)2
.
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From
∑T
t=t∗
ct = 1, there exists t ∈ [t∗, T ] such that ‖∇F ∗(yV (t))‖2 ≤ ε/6. Further, we have
‖∇F (yV (t),yE(t))‖2 = ‖∇F ∗(yV (t))‖2 ≤ ε/6,
where the first equality follows from
∂F
∂yv
(yV (t),yE(t)) =
∂F ∗
∂yv
(yV (t)) from (10) and
∂F
∂yu,v
(yV (t),yE(t)) = 0 from (9).
Then, Lemma 1 implies that the computed messages at the t-th iteration is an ε-approximate
BP fixed-point since ‖ · ‖∞ ≤ ‖ · ‖2.
Now we proceed toward establishing the desired equality (17). The important implication
of Lemma 3 is that the algorithm does not need the projection [·]∗ after the t∗-th iteration. In
other words, from (11), we have that
yV (t+ 1) = yV (t) +
1√
t
∇F ∗(yV (t)), ∀ t ≥ t∗.
In what follows, we will assume t ≥ t∗ and yV (t) ∈ D, where t∗ and D are defined in Lemma 3.
Doing a Taylor series expansion of F ∗ around yV (t), we have
F ∗(yV (t+ 1)) = F ∗
(
yV (t) +
1√
t
∇F ∗(yV (t))
)
= F ∗(yV (t)) +∇F ∗(yV (t))′ · 1√
t
∇F ∗(yV (t))
+
1
2
1√
t
∇F ∗(yV (t))′ ·R · 1√
t
∇F ∗(yV (t)), (18)
where R is a n× n matrix such that
|Rvw| ≤ sup
[yv]∈B
∣∣∣∣ ∂2F ∗∂yv∂yw
∣∣∣∣ ,
and B is a L∞-ball in Rn centered at yV (t) ∈ D with its radius
r = max
v∈V
∣∣∣∣ 1√t ∂F
∗
∂yv
(y(t))
∣∣∣∣ .
From (14), we know that r ≤ δ2 . Hence, yv ∈ [δ/2, 1 − δ/2] for yV = [yv] ∈ B. Using this with
δ = (|ψ| + 2)−O(∆), one can check that
sup
y∈B
∣∣∣∣ ∂2F ∗∂yv∂yw
∣∣∣∣ =
{
(|ψ| + 2)O(∆) if v = w or (v,w) ∈ E
0 otherwise
.
Therefore, using these bounds, the equality (18) reduces to
F ∗(yV (t+ 1)) ≥ F ∗(yV (t)) + 1√
t
‖∇F ∗(yV (t))‖22 −
O
(
(|ψ|+ 2)O(∆)|E|
)
t
≥ F ∗(yV (t)) + 1√
t
‖∇F ∗(yV (t))‖22 −
O
(
(|ψ|+ 2)O(∆)n
)
t
,
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since |E| ≤ ∆ · n. If we sum the above inequality over t from t∗ to T − 1, we have
F ∗(yV (T )) = F ∗(yV (t∗)) +
T−1∑
t=t∗
F ∗(yV (t+ 1))− F ∗(yV (t))
≥ F ∗(yV (t∗)) +
T−1∑
t=t∗
1√
t
‖∇F ∗(yV (t))‖22 −O
(
(|ψ|+ 2)O(∆)n
) T−1∑
t=t∗
1
t
.
Since |F ∗(yV )| = O(∆n) for yV ∈ D, we obtain
T−1∑
t=t∗
1√
t
‖∇F ∗(yV (t))‖22 ≤ O(∆n) +O
(
(|ψ| + 2)O(∆)n
) T−1∑
t=t∗
1
t
.
Thus, we finally obtain the desired conclusion (17) as follows.
T∑
t=t∗
ct · ‖∇F ∗(yV (t))‖22 =
1∑T
t=t∗
1√
t
T∑
t=t∗
1√
t
‖∇F ∗(yV (t))‖22
≤ 1∑T
t=t∗
1√
t
(
O(∆n) +O
(
(|ψ| + 2)O(∆)n
) T∑
t=t∗
1
t
)
=
(|ψ| + 2)O(∆)n log T√
T
,
where we recall that t∗ = O(δ−4) = (|ψ|+ 2)O(∆). This completes the proof of Theorem 2.
3.2 Modification to FPTAS
In this section, we provide a minor modification of Algorithm A in Section 3, to establish a fully
polynomial-time approximation scheme (FPTAS) for the BP fixed-point computation. We will
show a polynomial number of significant bits in each message yv(t) is enough for the performance
of the algorithm. To this end, we define the following function gt = [gtv] which describes the
updating rule (at the t-th iteration) of Algorithm A, i.e.,
yV (t+ 1) = g
t(yV (t)) under Algorithm A.
We propose the following algorithm.
Algorithm B
1. Algorithm parameters:
k ∈ N, ε ∈ (0, 1) and z(t) = [ zv(t) ∈ (0, 1) : v ∈ V ] at the t-th iteration,
where zv(1) = 1/2 and zv(t) has k bits (i.e., 2
kzv(t) ∈ Z) for all t ≥ 1, v ∈ V .
2. z(t) is updated as: ∣∣∣∣∣zv(t+ 1)− gtv(z(t))
∣∣∣∣∣ ≤ 12k .
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3. Compute a set of messages {mu→v,mv→u} satisfying
mu→v =
ψu,v(0, 1)
ψu,v(0, 0)
· 1− zv(t)− zu(t) + zu,v(t)
1− zv(t) ·
zv(t)
zv(t)− zu,v(t) ,
where zu,v(t) > 0 is computed to satisfy∣∣∣∣Ψ(u,v) + ln
(
zu(t)− zu,v(t)
1− zu(t)− zv(t) + zu,v(t) ·
zv(t)− zu,v(t)
zu,v(t)
)∣∣∣∣ ≤ ε6 .
4. Terminate if {mu→v,mv→u} is an ε-approximate BP fixed-point.
We note that each step in the above algorithm is executable in a polynomial number of bitwise
operations with respect to ∆, 1/ε, k and n. Step 2 to compute gtv consists of O(∆) arithmetic
operations, logarithm, division, addition, square root and multiplication. Furthermore, the
equations in Step 3 to compute {mu→v,mv→u} can be solved in a polynomial number of bitwise
operations with respect to 1/ε and k.
Now we state the following theorem, which shows that one can choose k as a polynomial in
terms of n, 1/ε and |ψ|∆. This implies that Algorithm B is an FPTAS for such a choice of k as
long as ∆ = O(log n) and |ψ| = O(1). We note that one can obtain the explicit bound of k in
terms of ∆, |ψ|, n and ε via explicitly calculating each step in our proof.5
Theorem 4 There exists a k = (|ψ|+ 2)O(∆)n2ε−4 log4(nε−1) such that Algorithm B terminates
in (|ψ|+ 2)O(∆)n2ε−4 log3(nε−1) iterations.
Proof. To begin with, one can check that gt is (|ψ| + 2)O(∆)-Lipschitz in [δ/2, 1 − δ/2]n where
δ = (|ψ| + 2)−O(∆) is the constant in Lemma 3. Formally speaking, for all t ≥ 1, y1,y2 ∈
[δ/2, 1 − δ/2]n,
‖gt(y1)− gt(y2)‖1 ≤ L · ‖y1 − y2‖1,
where L = (|ψ| + 2)O(∆). Let yV (t) and z(t) be variables of Algorithm A and B, respectively.
Initially, yV (1) = z(1). Then, if yV (t), z(t) ∈ [δ/2, 1 − δ/2]n,
‖yV (t+ 1)− z(t+ 1)‖1 ≤ ‖gt(yV (t))− gt(z(t))‖1 + n
2k
≤ L · ‖yV (t)− z(t)‖1 + n
2k
= h (‖yV (t)− z(t)‖1) , (19)
where we define h(x) := L · x + n
2k
. From Lemma 3, we know that yV (t) ∈ [δ, 1 − δ]n for all
t ≥ 1. Hence, for t ≥ 1 with h(t−1)(0) ≤ δ/2,6 we have that yV (t), z(t) ∈ [δ/2, 1 − δ/2]n and
‖yV (t+ 1)− z(t+ 1)‖1 ≤ h (‖yV (t)− z(t)‖1) ≤ h(t) (‖yV (1)− z(1)‖1) = h(t)(0).
Further, using h(t)(0) < (L+ 1)t · n/2k, it follows that
‖yV (t)− z(t)‖1 ≤ γ, for t ≤ T :=
log
(
2kγ/n
)
log(L+ 1)
+ 1, (20)
5Another naive way to avoid such an explicit choice of k is to run Algorithm B ‘polynomially’ many times by
increasing k (as well as the number of iterations) until it succeeds.
6h(t) is the function composing h ‘t times’, i.e., h(t) = h ◦ h(t−1) and h(1) = h.
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where γ < δ/2 will be specified later on.
Now it is not hard to see that for t ≤ T (i.e., yV (t), z(t) ∈ [δ/2, 1−δ/2]n and ‖yV (t)−z(t)‖1 ≤
γ), if ‖∇F ∗(yV (t))‖∞ ≤ γ, then ‖∇F ∗(z(t))‖∞ ≤ γ · (|ψ| + 2)O(∆). Observe that one can
choose γ = ε/(|ψ| + 2)O(∆) and k = (|ψ| + 2)O(∆)n2γ−4 log4(nγ−1) so that Algorithm A has
‖∇F ∗(yV (t))‖∞ ≤ γ in T iterations, and hence Algorithm B has ‖∇F ∗(z(t))‖∞ ≤ ε/6 in the
same number of iterations. Therefore, the conclusion of Theorem 4 follows from Lemma 1. 
4 Extension to Non-Binary Graphical Models
In this section, we discuss how to design a similar algorithm to those in the previous section for
non-binary graphical models. Here we provide a high-level description, but one can check the
further details based on the identical arguments to the binary case in Section 3.
Consider non-binary random variables {xv} in the graphical model described in Section 2,
i.e., xv ∈ [Q] = {0, 1, . . . , Q − 1} for some Q ≥ 3. Hence, the potential functions ψu,v and
ψv are functions on [Q]
2 and [Q], respectively. We remind the reader that the essential goal
is to find a near-stationary point of the following Bethe approximation under the constraints∑
xv
τv(xv) = 1 for all v ∈ V and τv(xv) =
∑
xu
τu,v(xu, xv) for all v ∈ V, xv ∈ [Q].
∑
v∈V
∑
xv
τv(xv) [lnψv(xv)− ln τv(xv)] +
∑
{u,v}∈E
∑
xu,xv
τu,v(xu, xv)
[
lnψu,v(xu, xv)− ln τu,v(xu, xv)
τu(xu)τv(xv)
]
.
First, for every pair (p, q) ∈ [Q]2 with p 6= q, one can define F ∗p,q on yV = [yv] ∈ [0, 1]n
similar to F ∗ in Section 3.1, by (a) fixing variables except for {τv(xv) : xv ∈ {p, q}, v ∈ V } and
{τu,v(xu, xv) : xv, xu ∈ {p, q}, (u, v) ∈ E}, (b) setting yv = τv(p), and (c) considering the con-
straints
∑
xv
τv(xv) = 1 and τv(xv) =
∑
xu
τu,v(xu, xv). Now the algorithm for a non-binary
graphical model maintains variables{
τ tv(xv) : v ∈ V, xv ∈ [Q]
}
and
{
τ tu,v(xu, xv) : (u, v) ∈ E, (xu, xv) ∈ [Q]2
}
,
at the t-th iteration. At each round, it picks a pair (p, q) ∈ [Q]2 with p 6= q in a round-robin
fashion and updates the vector
{
τ tv(p)
}
as
τ t+1v (p) =
[
τ tv(p) +
1√
t
∇F ∗p,q
({
τ tu(p) : u ∈ V
})]
∗
.
This is equivalent to
τ t+1v (p) =
[
τ tv(p) +
1√
t
(
Ψ(v)p,q + ln
ctp,q − τ tv(p)
τ tv(p)
+
∑
u∈N (v)
ln
(
ctp,q − τ tv(p)− τ tu(p) + τ tu,v(p, p)
ctp,q − τ tv(p)
· τ
t
v(p)
τ tv(p)− τ tu,v(p, p)
))]
∗
,
(21)
where ctp,q := 1−
∑
xv 6=p,q τ
t
v(xv) and τ
t
u,v(p, p) > 0 is always the unique solution satisfying
eΨ
(u,v)
p,q · τ
t
u(p)− τ tu,v(p, p)
ctp,q − τ tu(p)− τ tv(p) + τ tu,v(p, p)
· τ
t
v(p)− τ tu,v(p, p)
τ tu,v(p, p)
= 1 and τ tu,v(p, p) < min{τ tv(p), τ tu(p)}.
(22)
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In the above, Ψ
(v)
p,q ,Ψ
(u,v)
p,q can be defined in an analogous way to (7) using p, q in places of 1, 0.
Once τ t+1v (p) and τ
t+1
u,v (p, p) are updated as per (21) and (22), τ
t+1
v (q), τ
t+1
u,v (p, q), τ
t+1
u,v (q, p)
and τ t+1u,v (q, q) can be also updated as follows:
τ t+1v (q) = c
t
p,q − τ t+1v (p)
τ t+1u,v (p, q) = τ
t+1
u (p)− τ t+1u,v (p, p)
τ t+1u,v (q, p) = τ
t+1
v (p)− τ t+1u,v (p, p)
τ t+1u,v (q, q) = 1− τ t+1v (p)− τ t+1u (p) + τ t+1u,v (p, p).
The convergence rate analysis of this updating rule for non-binary graphical models is almost
identical to what we did in Section 3.1. We omit the further details in this paper.
5 Experimental Results
In this section, we report experimental results comparing Algorithm A in Section 3 and the
standard BP algorithm, where we consider a grid-like graph G = (V,E) of 100 nodes such that
V = {(i, j) : 0 ≤ i, j ≤ 9} E = {((i, j), (i′ , j′)) ∈ V × V : (i− i′)2 + (j − j′)2 = 1 mod 10}.
For the choice of potential functions, two popular MRFs are studied: (1) hard-core model and
(2) Ising model. We also note that as we mentioned in Section 3, we choose the step-size 1√
t+100
(instead of 1√
t
) for Algorithm A.
Hard-core Model. The hard-core model has its origin as a lattice gas model with hard
constraints in statistical physics [13], but it has also gained much attention in the fields of
communication networks, combinatorics, probability and theoretical computer science. In this
model, the potential functions are defined to be
ψv(1) = λ ψv(0) = 1 ψu,v(1, 1) = 0 ψu,v(0, 0) = ψu,v(0, 1) = ψu,v(1, 0) = 1,
where λ > 0 is called ‘fugacity’ (or ‘activity’). Since Algorithm A requires ψ(·, ·) > 0 (see Section
2), we consider ψu,v(1, 1) = 0.001 instead of ψu,v(1, 1) = 0.
The simulation results are reported in Figure 1 for the hard-core model with λ = 1, 2. When
λ = 1, both algorithms converge: the standard BP algorithm needs at least 20 iterations to
converge, while Algorithm A converges faster, namely in not more than 9 iterations. When
λ = 2, the standard BP algorithm does not converge, while Algorithm A still converges in 15
iterations.
Ising Model. The Ising model, which is named after the physicist Ernst Ising [16], is a popular
mathematical model in statistical mechanics. In this model, the ‘edge’ potential functions are
decided as
ψu,v(1, 1) = ψu,v(0, 0) = e
βJu,v ψu,v(0, 1) = ψu,v(1, 0) = 1,
where β > 0 and Ju,v are called ‘inverse temperature’ and ‘interaction’, respectively. For the
‘node’ potential functions, we choose ψv(1) uniformly at random in [1/2, 2] independently for
each v ∈ V and set ψv(0) = 1 deterministically.
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Figure 1: Comparisons of the standard BP and our new algorithm, Algorithm A, in hard-core
models. In both figures, x-axis and y-axis are for the number of iterations and for the BP
estimation of the marginal probability at node (0, 0), respectively. The left and right figures are
for λ = 1 and λ = 2, respectively. In both cases, our algorithm converges faster than BP.
We report the simulation results for the Ising model in Figure 2, where the left and right
figures are obtained for eβJu,v = 2 (ferromagnetic) and eβJu,v = 1/2 (anti-ferromagnetic) for all
(u, v) in E, respectively. In both cases, we observe that the standard BP algorithm converges
faster than Algorithm A. However, we note that we did not make any significant efforts to choose
a better step-size in Algorithm A so that it converges faster.
Figure 2: Comparisons of the standard BP and our new algorithm, Algorithm A, in Ising models.
In both figures, x-axis and y-axis are for the number of iterations and for the BP estimation of
the marginal probability at node (0, 0), respectively. The left and right figures are for eβJu,v = 2
and eβJu,v = 1/2, respectively. In both cases, our algorithm converges slower than BP.
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6 Conclusion
In the last decade, exciting progress has been made on understanding computationally hard
problems in computer science using a variety of methods from statistical physics. The belief
propagation (BP) algorithm or its variants are among them and suggest to solve certain ‘re-
laxations’ of hard problems. In this paper, we address the question whether the relaxation is
indeed computationally easy to solve in a strong sense. We believe that our rigorous complexity
analysis of the BP-relaxation is an important step to guarantee the complexity of BP-based
algorithms.
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A Proof of Lemma 1
To simplify notation, we use a = b · e±ε to mean b · e−ε ≤ a ≤ b · eε. Now from
∣∣∣ ∂F∂yv
∣∣∣ ≤ ε and∣∣∣ ∂F∂yu,v
∣∣∣ ≤ ε (i.e., the assumption ‖∇F (y)‖∞ ≤ ε in Lemma 1), we have
ψu(1)
ψu(0)
· ψu,v(1, 0)
ψu,v(0, 0)
· 1− yv − yu + yu,v
yu − yu,v ·
∏
w∈N (u)\v
mw→u = e±ε.
eΨ
(u,v) · yu − yu,v
1− yu − yv + yu,v ·
yv − yu,v
yu,v
= e±ε.
Using the above inequalities, the desired conclusion of Lemma 1 follows as
mu→v =
ψu,v(0, 1)
ψu,v(0, 0)
· 1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v
=
ψu,v(0, 1)
ψu,v(0, 0)
·
1 +
yu,v
yv−yu,v
1 +
yu−yu,v
1−yv−yu+yu,v
=
ψu,v(0, 1)
ψu,v(0, 0)
·
1 + e±ε · eΨ(u,v) · yu−yu,v1−yu−yv+yu,v
1 +
yu−yu,v
1−yv−yu+yu,v
=
ψu,v(0, 1)
ψu,v(0, 0)
·
1 + e±2ε · eΨ(u,v) · ψu(1)ψu(0) ·
ψu,v(1,0)
ψu,v(0,0)
·∏w∈N (u)\vmw→u
1 + e±ε · ψu(1)ψu(0) ·
ψu,v(1,0)
ψu,v(0,0)
·∏w∈N (u)\vmw→u
= e±3ε · ψu,v(0, 1)
ψu,v(0, 0)
·
1 + eΨ
(u,v) · ψu(1)ψu(0) ·
ψu,v(1,0)
ψu,v(0,0)
·∏w∈N (u)\vmw→u
1 + ψu(1)ψu(0) ·
ψu,v(1,0)
ψu,v(0,0)
·∏w∈N (u)\vmw→u
= e±3ε · fu→v

 ∏
w∈N (u)\v
mw→u


= (1± 6ε) · fu→v

 ∏
w∈N (u)\v
mw→u

 .
B Intuition for Lemma 1
We provide some intuition for (8) under assuming that G is a tree graph. Since the BP marginal
estimates τv(·), τu,v(·), or equivalently the Bethe stationary points yv, yu,v, are exact for tree
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graphs, we have that
1− yv − yu + yu,v
1− yv ·
yv
yv − yu,v =
Pr(xu = 0, xv = 0)
Pr(xv = 0)
· Pr(xv = 1)
Pr(xu = 0, xv = 1)
=
Pr(xu = 0 | xv = 0)
Pr(xu = 0 | xv = 1) .
Hence, (8) is equivalent to
mu→v =
ψu,v(0, 1)
ψu,v(0, 0)
· Pr(xu = 0 | xv = 0)
Pr(xu = 0 | xv = 1) =
ψu,v(0, 1)
ψu,v(0, 0)
· PrT (xu = 0 | xv = 0)
PrT (xu = 0 | xv = 1) ,
where T be the subtree of G cutting all branches attached to v except for that including u and
PrT (·) denotes the probability distribution defined by the natural induced graphical model on T
(using same potential functions). Furthermore, it is easy to check that BP fixed-point messages
satisfy ψv(1)ψv(0) ·mu→v =
PrT (xv=1)
PrT (xv=0)
since G,T are trees. Therefore, it follows that
(8) ⇔ mu→v = ψu,v(0, 1)
ψu,v(0, 0)
· PrT (xu = 0 | xv = 0)
PrT (xu = 0 | xv = 1)
⇔ ψv(0)
ψv(1)
· PrT (xv = 1)
PrT (xv = 0)
=
ψu,v(0, 1)
ψu,v(0, 0)
· PrT (xu = 0 | xv = 0)
PrT (xu = 0 | xv = 1)
⇔ ψv(0)
ψv(1)
· ψu,v(0, 0)
ψu,v(0, 1)
=
PrT (xu = 0, xv = 0)
PrT (xu = 0, xv = 1)
.
In the above, the last equality can be verified easily using the fact that v is a leave of tree T .
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