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MARGHERITA BENZI 
Strada Maggiore 51, l-40125 Bologna, ltalia 
For some decades F. P. Cantelli (1875-1966) was one of the most prominent Italian 
contributors to the mathematical theory of probability. Although his name is frequently 
connected with the name of E. Borel, Cantelli’s approach to probability is very different 
from that of Borel. This paper looks at F. P. Cantelli’s contributions to the development of 
the caiculus of probability during the years of the earlier axiomatic formulations, with 
particular emphasis on Cantelli’s point of view on the foundations of probability. After a 
brief biographical sketch, I emphasize the relation between Cantelli’s papers of the years 
1916-1917 and the debate among some Italian mathematicians about the possibility of defin- 
ing probability in terms of relative frequencies. Some of the most important mathematical 
results are recalled and related to other researches on the calculus of probability during the 
period 1920-1930. Cantelli’s conception of the foundations of probability is analyzed and 
compared with that of R. von Mises, as presented in 1936 during a debate published in 
the Giornale dell’lstituto Italiano degli Attuari. o 1988 Academic press. hc. 
Einige Jahrzehnte lang war F. P. Cantelli (1875-1966) einer der bedeutendsten italieni- 
schen Wahrscheinlichkeitstheoretiker. Obwohl sein Name haufig mit dem Namen E. Borels 
verbunden wird, unterscheidet sich sein Zugang zur Wahrscheinhchkeit erheblich von dem 
Borels. Der vorliegende Aufsatz erortert Cantellis Beitrage zur Entwicklung der Wahr- 
scheinlichkeitsrechnung wlhrend der Jahre der ersten axiomatischen Formulierungen. Ein 
besonderes Interesse gilt Canteilis Ansichten iiber die Grundlagen der Wahrscheinlichkeit. 
Nach einer kurzen biographischen Skizze wird die Beziehung zwischen Cantellis Aufsatzen 
aus den Jahren 1916/17 und der Diskussion unter einigen italienischen Mathematikem iiber 
die Moglichkeit untersucht, Wahrscheinlichkeit mit Hilfe relativer Hgufigkeiten zu defi- 
nieren. Einige der wichtigsten mathematischen Ergebnisse werden herangezogen und in 
Beziehung zu anderen Forschungen zur Wahrscheinlichkeitsrechnung des Zeitraumes 1920 
bis 1930 gesetzt. Cantellis Auffassung von den Grundlagen der Wahrscheinlichkeit wird 
analysiert und mit dejenigen R. v. Mises verglichen, wie sie 1936 im Giornale dell’ Zstituto 
Italian0 degli Attuari dargelegt wurde. 0 1988 Academic Press, Inc. 
Per alcune decadi Francesco Paolo Cantelli (1875-1966) fu uno dei pih importanti probabi- 
hsti itahani. Nonostante il suo nome venga generalmente associate a quell0 di E. Bore1 (per 
il cosiddetto “Lemma di Borel-Cantelli”), il suo approccio alla probabihta si differenzia 
notevolmente da quell0 de1 matematico francese. Quest0 articolo ricorda i contributi di F. P. 
Cantelli al progress0 de1 calcolo delle probabilita durante gli anni delle prime formulazioni 
assiomatiche, prestando particolare attenzione alle opinioni di Cantelli in merit0 ai fonda- 
menti della probabilita. Dopo avere tracciato un breve profdo biograIico di Cantelli, cer- 
chiamo di mettere in lute la relazione tra i suoi lavori de1 biennio 1916-17 e la discussione 
avvenuta negli stessi anni in Itaha sulla vahdita della definizione della probabilita come 
limite di frequenze relative. Successivamente, alcuni dei principali risultati matematici di 
Cantelli sono ricordati e inseriti nel quadro delle ricerche probabilistiche de1 period0 1920- 
30. Trattiamo intine la posizione assunta da Cantelli nel dibattito sui fondamenti della proba- 
bilita dopo la pubblicazione della sua “teoria astratta della probabilita”. A quest0 proposito 
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ricordiamo la sua discussione con R. von Mises, pubblicata nel 1936 sulle pagine del 
Giornak dett’lstituto ffahano degti Attuari. 0 1988 Academic PESS, I X  
AMS 1980 subject classifications: OlA60, 60-03. 
KEY WORDS: Probability, foundations, F. P. Cantelli, E. Bore], R. von Mises, random variables, 
relative frequencies. 
PREMESSA 
Francesco Paolo Cantelli (18751966) si laurel nel 1899 in matematica pm-a 
all’Universit8 della sua citta natale, Palermo, discutendo una tesi di meccanica 
celeste. Fino al 1903 frequentb 1’Osservatorio astronomico di Palermo, dove, 
ancora studente, era stato ammesso come assistente. Successivamente vinse un 
concorso per attuari bandit0 da1 Minister0 de1 Tesoro e si trasferi a Roma. Da 
allora egli riusci ad affiancare all’attivita professionale un’intensa attivita di ri- 
cerca, the gli apri le Porte dell’insegnamento universitario. Ottenuta nel 1922 la 
libera docenza in “Calcolo delle probabilita e sue applicazioni”, insegnb a Catania 
da1 1923 al 1925, quindi a Napoli fino al 1931, ed infine a Roma, dove aveva 
contribuito alla fondazione, nel 1927, della Scuola di Scienze statistiche ed at- 
tuariali. 
Nel 1922 ottenne la medaglia d’oro per la matematica offerta dalla Societa 
Italiana delle Scienze; nel 1928 gli fu assegnato dalla Accademia dei Lincei il 
Premio per il Calcolo delle Probabilita e applicazioni. 
Nel 1928 contribui all fondazione dell’ktituto Italian0 degli Attuari, de1 quale fu 
Segretario generale e successivamente Presidente. Egli fu inoltre fondatore e 
direttore de1 Giornale dell’lstituto Italian0 degli Attuari, rivista the pate ospitare 
importanti contributi di autori italiani e stranieri grazie all’impegno e al prestigio 
internazionale di Cantelli. 
La produzione scientifica di Cantelli denota una notevole vastita di interessi; 
comprende, tra l’altro, numerosi lavori dedicati a questioni di astronomia; un 
articolo [1915] sul problema, gia trattato da Peano, dei resti delle formule di 
quadratura, alcune note sulla teoria della relativita. 
Tra gli statistici Cantelli & noto soprattutto per avere introdotto il cosiddetto 
“metodo delle aree”, presentato in una memoria dedicata alla perequazione ana- 
litica di una serie di misure e osservazioni [1905]. Sono inoltre considerati impor- 
tanti una nota [1914] dove e presentata una formula generale per determinare la 
probabilita the un individuo sia eliminato da una collettivita per una causa pura 
rispetto ad altre cause, e l’articolo [1918] sullo schema lexiano della dispersione 
ipemormale . 
Accanto ai contributi maggiormente tecnici apportati alla matematica attuariale 
e finanziaria-tra i quali possiamo ricordare i lavori dedicati alla teoria degli 
accumuli e alla legge di capitahzzazione [ 1924]-compaiono le ricerche relative ai 
fondamenti teorici di queste discipline, come le memorie dedicate alla relazione 
tra calcolo delle probabilita e matematica attuariale [1927; 19301 e ai fondamenti 
matematici della teoria delle assicurazioni [ 19301. 
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I risultati piu noti ottenuti da Cantelli rimangono quelli nel campo de1 calcolo 
delle probabilita; meno nota appare invece la sua visione globale dei fondamenti 
della probabilita, anche se essa giocb un ruolo non irrilevante nell’orientare le 
ricerche matematiche de1 nostro autore. Alla concezione della probabilita di Fran- 
cesco Paolo Cantelli saranno in gran parte dedicate le concezioni the seguono. 
Esse verteranno quasi esclusivamente sui contributi e sulla figura di quest0 
autore; ci asterremo invece da1 fornire in questa sede una ricostruzione dettagliata 
de1 contest0 scientific0 entro il quale Cantelli era inserito. Al dibattito italiano sui 
fondamenti della probabilta nel period0 compreso fra le due guerre mondiali con- 
tiamo infatti di dedicare ulteriori ricerche. 
1. LE VARIABILI CASUAL1 E IL PROBLEMA DE1 FONDAMENTI 
La questione dei fondamenti della probabilita fu affrontata per la prima volta da 
Cantelli nel 1905, in un articolo di carattere divulgativo [cfr. 1958, xv] volto a 
mostrare the i fondamenti de1 Calcolo possono essere stabiliti mediante opportuni 
postulati di carattere empirico. In una successiva trattazione [ 1910~1, anch’essa di 
tipo divulgativo, erano presentati nuovi contributi, tra i quali la dimostrazione 
rigorosa de1 principio di additivita delle speranze matematiche. 
A questi primi contributi faceva seguito un’importante memoria [1910b] con- 
tenente interessanti generalizzazioni de1 teorema noto come “diseguaglianza di 
Bienayme-Chebychev”. 
Nel biennio 1916-17 sia l’interesse di Cantelli nei confronti dei teoremi limite, 
sia l’interesse per i fondamenti della probabilita trovarono nuovi stimoli in un 
dibattito tra alcuni eminenti matematici italiani, tra i quali Cantelli stesso ricor- 
der% Paolo Medolaghi e Guido Castelnuovo. 
La discussione trovava origine in un trattato pubblicato nel 1915 da un profes- 
sore dell’Istituto Superiore di Scienze Economiche e Commerciali di Roma, Tullio 
Bagni [Bagni 19151. 
Nell’introduzione, Bagni rilevava con stupore the “11 Bruns e il Montessus 
(Lecons tle’mentaires sur le calcul des probabilite’s, Paris 1908) sono, credo, i soli 
trattatisti the abbiano dichiarato poggiare il calcolo delle probabilita sopra una 
proposizione di carattere sperimentale” [Bagni 191.5, x]. 
La meraviglia de1 Bagni, il quale condivideva l’impostazione adottata da Bruns 
e da Montessus, riguardava il fatto the la maggior parte dei trattati presentava la 
teoria delle probabilita come un sistema logico-deduttivo: 
E come si pub accettare the una costruzione logico-aritmetica conduca alla dimostrazione 
della esistenza di certe forme nella ripetizione dei fatti fisici? [Bagni 1915, x] 
Egli sosteneva pertanto la necessita di una chiara distinzione tra una teoria della 
probabilita intesa come calcolo logic0 di frequenze relative e “una teoria della 
probabilit2 considerata in complesso, quindi nel suo contenuto” [Bagni 1915, x], 
disciplina, quest’ultima, empirica, in quanto branca della “Statistica generale”. 
L’esigenza di chiarezza affermata da Bagni non trovava tuttavia conforto nella 
definizione di probabilita the egli stesso forniva: 
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La misura della probabilita, o la probabilita senz’altro di un evento normale e il rapporto tra 
il numero dei casi favorevoli all’evento e il numero dei casi possibili, o meglio: la frequenza 
dei casi favorevoli all’evento nella classe dei casi possibili, o infine: il limite verso il quale 
tende la frequenza dell’evento in una successione di s prove donde l’evento pub derivare, con 
l’aumentare indefinito di S. [Bagni 1915, xi] 
La definizione esplicita della probabilita come limite della frequenza relativa era 
a quel tempo inusuale, in quanto la maggior parte dei trattati privilegiava effettiva- 
mente la tradizionale definizione classica; gli studiosi italiani the si occupavano di 
probabilita furono pertanto indotti a discutere questioni quali la relazione tra 
definizione classica e frequenze, l’esatto significato de1 teorema di Bernoulli, la 
distinzione tra “concetti empirici” e “concetti astratti” in probabilita. 
Tra le questioni poste vi erano le seguenti, ricordate da Cantelli molti anni dopo 
in una conferenza all’Institut Henri Poincare. Se v e il numero di occorrenze 
dell’evento E in IZ prove e p la probabilita, supposta costante, di E: 
1” Le theoreme de Bernoulli, dans sa forme connue, tel qu’il resulte de la theorie, est-il 
compatible ou non, avec la formule 
lim 5 = p? 
n+m n Ll.11 
2” Peut-on demontrer, dans le cas general, m&me en renoncant A ecrire la formule prece- 
dente, qu’il est possible de trouver une suite de nombres positifs c,, a,,+, , . , tendant vers 
zero, et tels que la probabilite de la coexistence des inegalites, en nombre infini 
“?I I / --p <En. n 
Ii ’ VIZ+1 --p <&+I. n+l [I .21 
I . . 
dans laquelle v,/n, v,,+]l(n + I), , representent des frequences dependantes, soit aussi 
proche de l’unite qu’on le desire? [1935, 361-3621 
L’esame di quest0 genere di problemi condusse gli studiosi italiani, in partico- 
lare Cantelli e Castelnuovo, a tracciare una netta distinzione tra la teoria astratta 
delle probabilita e le sue applicazioni. Queste ultime si fondano su una serie di 
“postulati empirici”, la cui natura non viene chiarita, se non mediante esempi. 
Sembra comunque the essi possano essere intesi come generalizzazioni di osser- 
vazioni. 11 fatto, comunemente osservato, the una certa frequenza relativa corri- 
sponda a un valore approssimato di probabilita e the tale approssimazione riesca 
ordinariamente migliore se maggiore e il numero delle prove effettuate b un “po- 
stulato empirico”, nel quale il termine “ordinariamente” non pub essere sosti- 
tuito se non da espressioni altrettanto vaghe e indeterminate. “Quest0 postulato 
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non pub essere sostituito dal teorema di Bernoulli, nC da altre proposizioni de1 
Calcolo astratto delle probabilita” [Cantelli 1916b, 1751. 
Per quanto riguarda invece la teoria astratta delle probabilita, l’approccio di 
Cantelli avviene mediante quella the egli stesso chiama “teorica delle variabili 
casual?‘. Quest’ultima e fondata sulla nozione di “variabile casuale”, una no- 
zione volta a precisare la nozione di “numero casuale”, o “quantita casuale”, gia 
adottata dai probabilisti, in particolare di scuola russa. 
La prima definizione di variabile casuale presentata da Cantelli e la seguente 
[1916a, 1901. 
Limitandoci a considerare, da principio, una uariabile casuale reale discontinua X, possiamo 
dire the essa e una grandezza the pub assumere uno dei valori, reali e disrinti, 
. ) x-n, x-n+,, . ,x0,. . ,x,-,,X”, . [I.31 
the supponiamo ordinati per valori crescenti, second0 the si presenti uno degli eventi, 
escludentisi a vicenda, 
3 E-,, En+,, . , . , Eo, . . . , En-,, En; 
rispettivamente di probabilita ben definite, 
L1.41 
. 3 P-It> P-.+1, . 1 PO, 1 pn-I. p., . L1.51 
soddisfacenti alla condizione 
cpi= 1 [1.61 
Una variabile casuale pub assumere forme equivalenti qualora nella succes- 
sione [1.4] vi siano eventi the possono scomporsi in gruppi di eventi dotati di 
probabilita la cui somma sia pari alla probabilita degli eventi originari. 
Successivamente Cantelli forniva la definizione di variabile casuale nel case piu 
generale [1916b, 1771: 
Una variabile casuale x i: una grandezza variabile the pub assumere uno dei valori com- 
presi nell’intervallo (x0, x1) [inclusi, per fissare le idee, gli estremi e qualunque siano i valori 
reali the si assegnano ax,,, x,, essendo x, > x0], oppure uno dei valori esterni all’intervallo (x0, 
x,), second0 the si presenti uno dei due eventi (giudizi), escludentisi a vicenda: 
ax,, XI), E’bO? Xl) u.71 
cui corrispondono, rispettivamente, le probabilita ben definite: 
KG, Xl)> P’ko, Xl) Ll.81 
the sempre soddisfano la condizione 
P(xo, XI) + P’CXO, XI) = 1 [I.91 
poiche si ammette the I’uno o I’altro dei due eventi Il.71 debba sempre presentarsi. 
Un allievo di Cantelli, G. Ottaviani, avrebbe in seguito sottolineato la preoccu- 
pazione di Cantelli per la chiarezza linguistica [Ottaviani 1966, 183-1841: 
Cantelli insisteva spesso [. . .] sulla mancanza di precisione nel linguaggio di qualche 
studioso di Calcolo delle probabilita di quel period0 e sottolineava il fatto the allora il 
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concetto di variabile casuale-per semplicitA consider0 il case di una variabile casuale i cui 
valori possibili sono in numero finito-era presentato come quell0 di una grandezza the 
assume il valore x, con probabilita p, , . , il valore x. con probabilit& p., senza collegare 
esplicitamente tale concetto con quell0 di un sistema di eventi incompatibili tra loro E,, 
. . . , E,, ai quali competono le probabilitB p,. . . . , p. e tali the la grandezza assuma il 
valore x1 se e solo se si verifica I’evento E, e cosi via. 
Una volta data la definizione di “variabile casuale”, Cantelli poteva esaminare 
il significato della “tendenza a un limite nel senso de1 Calcolo delle probabilit8”: 
Diciamo the una successione di variabili casuali 
x,,xz.. ,x,, [l.lO] 
tende, nel sense de1 Calcolo delle probabilit8, ad un assegnato numero N, se, indicando con 7) 
un numero positivo qualunque prefissato, la probabilita pn the la variabile casuale X, assuma 
un valore dell’intervallo (N - 7, N + v), ciok la probabilita P, delle ineguaglianze: 
N-r)SXsN+r) [I.111 
t tale the 
[1916b, 1781 [I.121 
La tendenza verso un limite di una successione di variabili casuali si riduce a 
quella ordinaria quando tale successione si identifica con una successione di nu- 
meri cui corrispondono probabilith costantemente uguali a uno. I?ertanto, “I 
teoremi the potranno valere per la tendenza a un limite nel senso de1 Calcolo delle 
probabilitk, e dipendenti soltanto dalla definizione di essa, saranno pure validi per 
la ordinaria tendenza a un limite, mentre non si pub affermare la proposizione 
reciproca?’ [1916b, 1791. 
L’articolo prosegue con la dimostrazione di alcuni teoremi sulla convergenza in 
probabilitk, quali il teorema dell’unicitk de1 limite di una successione di variabili 
casuali, valida anche nel case di sottosuccessioni illimitate. Contiene inoltre la 
definizione di “funzione di una variabile casuale” come “una quantita y la quale 
ha un valore unico e determinato in corrispondenza a ciascuno dei valori the PUG 
assumere la variabile casuale x” [1916b, 1811 e la nozione di “coppia di variabili 
casuali formanti sistema” [l]. Tale definizione avrebbe costituito la base per lo 
studio di quelle variabili casuali the sono funzioni di pih variabili casuali. 
L’articolo si conclude con una generalizzazione della legge dei grandi numeri, 
considerata come “un teorema the enuncia delle condizioni sufficienti perch6 una 
speckle successione di variabili casuali tenda a un limite [1916b, 1861. 
Alla legge dei grandi numeri, esposta in varie forme, Cantelli aveva gi8 dedicate 
l’articolo [1916a]. 
Nel linguaggio della “teorica delle variabili casuali”, la legge dei grandi numeri 
trovava la seguente formulazione: 
Sia X,, X,, . . , X, una successione illimitata di variabili casuali, sia MI il valor medio di 
una variabile casuale X,: 
E(X,) = M,. [I.131 
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Ammessa l’esistenza della successione: 
X(n) x, + x, + . ’ + x. -= (n = 1, 2, 3, . .) n n 
e supposto the 
C Mi 
lim E ‘0 = lint i=l = M. 
n-+30 c 1 n n+p n 
[l.lS] 
[. . .] t noto come si soglia dimostrare, nel case the X,, X2, . . X,, siano indipendenti, 
soddisfacenti a certe condizioni, e in base al teorema di Bienaymt-Thchebycev precedente- 
mente indicate, la tendenza, nel sense de1 Calcolo delle probabilita, per n crescente ad 
infinito, della [38] [ciot della [1.14]-N.d.A.1 versa il limite M. [1916a, 1981 
A quel tempo la dimostrazione della legge dei grandi numeri era fondata sulla 
premessa dell’indipendenza, anche se Markov [ 19061, aveva dimostrato alcuni 
casi di validita della legge in condizioni di dipendenza. Cantelli dimostrava ora la 
validita della legge dei grandi numeri nel case di successioni di variabili casuali 
dipendenti e non correlate e di variabili casuali negativamente correlate. A parere 
di Cantelli, questa estensione “si presenta spontanea per chi usufruisca dei primi 
concetti della teoria della correlazione, sulla utilita pratica e teorica della quale 
rimandiamo ad un lavoro di Udni Yule [1912] e alla letteratura sull’argomento da 
questi citata” [1916a, 199; corsivo nostro]. 
Un altro aspetto di particolare interesse in [1916a] e dato dall’insistenza sul 
carattere astratto, puramente matematico, della “teorica delle variabili casuali”: 
Avvertiamo invece fin da ora the quando, in seguito, parleremo della esistenza di una 
variabile casuale soddisfacente a determinate condizioni, intendiamo dire, in modo generale e 
per quanto riguarda quest0 scritto, the essa possa logicamente costruirsi second0 le leggi de1 
Calcolo delle probabilita. [1916a, 1901 
2. LA “LEGGE FORTE DE1 GRAND1 NUMERI” 
Nel 1917 Cantelli pubblicava un’altra importante estensione della legge dei 
grandi numeri [1917a]. Per illustrarne la portata, egli si serviva della descrizione di 
una situazione sperimentale. Sian0 E ed E’ due eventi contrari (quali l’estrazione 
di una biglia bianca e l’estrazione di una biglia nera da un’uma contenente biglie 
bianche e nere). Se X, e il rapport0 tra il numero E delle biglie bianche estratte e il 
numero n delle estrazioni effettuate, p la probabilita, supposta costante in ogni 
estrazione, di estrarre una biglia bianca e E un numero maggiore di zero, il teorema 
di Bernoulli afferma the la probabilita dell’ineguaglianza: 
lx, - PI > E P. 11 
e prossima a zero quando n cresce indefinitamente. 
Consideriamo una serie di estrazioni successive alla n-esima: 
x n+l, xn+2, . . . > &+k; 
sianoivaloriXi(i=n,n+ 1,. . . , n + k) le frequenze delle biglie bianche 
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estratte rispettivamente in 12, IZ + 1, . . . , it + k estrazioni. Per ciascuna Xi potra 
affermarsi the vale una formula analoga alla [2. I]. I1 teorema di Bernoulli non 
legittima tuttavia l’affermazione the per tutti i valori di Xi, simultaneamente 
consider&, valga un’ineguaglianza analoga all [2.1]; il teorema non e cioe suffi- 
ciente per stabilire the i valori di Xi nel torso di una successione infinita di prove 
formano una successione the tende verso il limite p. In quest0 case intervengono 
infatti “condizioni di dipendenza non contemplate nella dimostrazione de1 citato 
teorema.” Cantelli riusci a dimostrare, nel case bernoulliano e in alcuni casi pih 
generali, il teorema per cui le variabili casuali X,+, , Xn+2, . . . , Xn+kr simulta- 
neamente considerate, convergono verso p con probabilita pari a 1. 
E’ questa la nota “legge forte”, o “legge uniforme” dei grandi numeri. Ne 
ricorderemo per sommi capi la dimostrazione data in [1917a]. 
Si considerino la successione illimitata di variabili casuali indipendenti 
x, ( x*, . . . ) x,, . . . . 
e la successione illimitata di variabili casuali dipendenti: 
X(l), . . . , X(2), . . * 3 &I,, . . . . 
Sia: 
P.21 
[2.31 
&rt) = 
x1 + x2 + . . . + x, 
n 12.41 
Date le uguaglianze: 
J%m = M”, 
si deduce: 
EGG - MtJ2 = ~2.n, J%‘& - Mid4 = ~4,n WI 
Et&,1 = 
M, + M2 + . . . + M, 
n = M(n) 
EKn, - Md2 = c2.1 + g2.2 + * * . + fl2.n _ Qn) n n 
E[X(n) - MctiJ4 = $ (2 c4.i + 3 i 2 r2.r . ~2,s). 
r=l s=l 
LW 
Supponendo the la successione MC,, (con s = 1,2, . . . , n) tenda verso un limite 
M e posto: 
&I * %X,,, - M(J4 = an P.71 
dove A,, e un numero positivo, Cantelli ricorda un case particolare di un teorema 
gia dimostrato [1916b, 2181. 
Un confine superiore della probabilita the non sia: 
-a, - (M(n) - Ml 5 (M - &,I 5 Q, + b%) - Ml w31 
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‘. e. 
1 -. 
h;f 
]2.91 
L’ultima eguaglianza della formula [2.6] pub essere scritta nel modo seguente: 
[2.10] 
Cantelli ricorda a quest0 punto un teorema di G. Boole [1854, 3071 per cui la 
probabilita the n eventi compatibili i, , i2, . . . , i,, si verifrchino simultaneamente 
e maggiore o uguale all’unita meno la somma delle probabilita relative al verifi- 
carsi di ciascuno degli eventi el , e2, . . . , e,, dove el = -ii, e2 = -i2, e cosi 
via. 
Sulla base di [2.6], [2.7], e [2.9] e de1 teorema di Boole, Cantelli deduce the un 
confine inferiore della probabilita L(,,, della coesistenza delle seguenti inegua- 
glianze: 
-ff, - IM(n) - Ml 5 M - X(n) 5 ff, + IM(,) - MI 
. . . 
-(Y,,+k - Ih&+k) - MI 5 M - &+k) 5 ffn+h + IMcn+k) - MI [2.1 I] 
. . . 
e dato da: 
f74,(n+i) 
’ - ~ (y~+i . (n + j)3 - 3 C i1 - ~) ~“(n-i) ’ n + i a:+; * (n - i)2 
[2.12] 
i=O 
Cantelli conclude the “e prossima all’unita quanto si vuole la probabilita the le 
variabili casuali della successione 
assumano valori the tendono, nel senso ordinario, al limite M” [1917a, 2191. 
3. LA TEORIA ASTRATTA DELLA PROBABILITA’ 
Con i lavori de1 biennio 1916-17 le fondamenta della “teorica delle variabili 
casuali” erano stata poste: era stata tracciata una netta distinzione tra 
la “teoria empirica”, e la “teoria astratta” e il calcolo delle probabilita appariva 
chiaramente come un ramo dell’analisi matematica. Cantelli riteneva tuttavia 
the esso possedesse alcuni caratteri di peculiarita, legati alla non riducibilita 
della “convergenza in probabilita” alla convergenza ordinaria. 
I risultati di Cantelli furono presto noti in Italia, anche perch6 furono incor- 
porati nel celebre trattato di calcolo delle probabilita di G. Castelnuovo [1919]. 
Negli anni successivi furono pubblicati molti lavori su argomenti affini a quelli 
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trattati da Cantelli [1917a; 1917b], tra i quali possono essere ricordati G. Polya 
[1921], E. Slutsky [1925], A. Khinchin [1924; 19271, A. Kolmogorov [1929], P. 
Levy [ 19301. Nel frattempo, lo scenario entro il quale tali ricerche si collocavano 
andava radicalmente cambiando: in quegli anni veniva progressivamente messa in 
lute la profonda affinita tra calcolo delle probabilita e teoria della misura. Quest0 
slittamento concettuale era accompagnato, e nel contempo causato, da una vera e 
propria rinascita dell’interesse dei matematici “puri” nei confronti de1 calcolo 
delle probabilita. Tra i fattori the promossero quest0 “ritorno alla probabilita” vi 
fu, come b nolo, l’articolo di E. Bore1 [1909], lavoro the viene generalmente 
considerato come il moment0 fondamentale dell’incontro tra il calcolo delle pro- 
babilita e la teoria della misura. 
In tempi recenti J. Barone e A. Novikoff [ 1977; 1977-781, hanno sostenuto the 
nel 1909 Bore1 presentava la sua “teoria delle probablita numerabili” consideran- 
dola come un’alternativa, piuttosto the come una riformulazione dell’approccio 
alla probabilita in termini di teoria della misura. I1 punto di vista di Bore1 in merit0 
alla relazione tra teoria della probabilita e teoria della misura e stato sucessiva- 
mente chiarito in un esauriente articolo di E. Knobloch [ 19871. 
“On distingue generalement-affermava Bore1 nell’introduzione [ 1909, 247]- 
dans les problemes de probabilites, deux categories principales, suivant que le 
nombre de cas possibles est fini ou infini: la premiere categoric constitue ce qu’on 
appelle les prubabititCs discontinues, ou probabilites dans le domaine du discon- 
tinu, tandis que la seconde categoric comprende les probabilitks continues ou 
probabilitks ge’ome’triques. Une telle classification apparait comme incomplete 
lorsque l’on se reporte aux resultats acquis dans la theorie des ensembles; entre la 
puissance des ensembles finis et la puissance du continu se place la puissance des 
ensembles denombrables. Je me propose de montrer brievement l’interet qui s’at- 
tache aux questions de probabilites dans Yenonce desquelles interviennent de tels 
ensembles; je les appellerai, pour abreger, probabilite’s dhombrables. 
I principali risultati contenuti in Bore1 [ 19091 sono la Legge Zero-Uno, la Legge 
Forte dei grandi numeri ed il Teorema della frazione continuata. In questa sede 
ricorderemo molto brevemente i primi due. 
Data un’infinita numerabile di successive prove binomiali-ciob con due soli 
possibili risultati ciascuna-dove pn e la probabilita di successo della n-esima 
prova e qn = 1 - pn la probabilita di insuccesso nella stessa prova, Bore1 si 
propone di determinare la probabilita the l’esito “successo” si produca infinite 
volte. Egli dimostrava the tale probabilita e pari a uno quando la serie xp,, & 
divergente, pari a zero quando xpn e convergente (Legge Zero-Uno). A quest0 
proposito, egli sottolineava il fatto the nel case delle probabilita numerabili come 
in quell0 delle probabilita continue, probabilita zero non equivale alla impossibi- 
lita logica e probabilita uno non equivale alla certezza. 
Nel second0 capitol0 di [1909], Bore1 prende in considerazione delle frazioni 
decimali comprese tra zero e uno, cioe delle espressioni della forma xE=r a,/lO” 
nelle quali le a, sono numeri inferiori a 10. Egli si propone di “Ctudier la probabi- 
lite pour qu’une fraction decimale appartienne a une ensemble don& en suppo- 
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sant que: 
I” les ciffres decimaux sont independants; 
2” chacun d’eux a une probabilite Cgale a l/q (dans le cas de prendre chacun 
des cas possibles: 0, 1, 2, . . . , q - 1)” [Bore1 1909, 2581. 
Considerando in un primo tempo, per brevita di scrittura, lo sviluppo diadico di un 
numero x preso a case nell’intervallo [0, I], Bore1 dimostrava the se chiamiamo 
“frequenza della cifra uno” il valore limite de1 quoziente per n de1 numero degli 
uno tra le prime n cifre dello sviluppo diadico di x, la probabilita the la frequenza 
della cifra uno sia uguale a + ha per valore l’unita (Legge Forte dei Grandi Nu- 
meri) . 
Negli anni successivi alla pubblicazione di Bore1 119091 contributi fondamentali 
alla unificazione di calcolo della probabilita e teoria della misura furono apportati 
da vari autori, tra i quali ricordiamo Bernstein [191 I] e Hausdorff [1914]. 
Quest’ultimo in particolare anticipb, come hanno mostrato Barone e Novikoff 
[1977-781 i risultati di Cantelli [1917a, 1917b] accostando esplicitamente il linguag- 
gio della probabilita a quell0 della misura di Lebesgue. 
Dopo la pubblicazione dei lavori di Cantelli un altro autore, M. Frechet [1921] 
otteneva in maniera indipendente risultati analoghi a quelli di Cantelli, in un 
lavoro scritto allo scope di “comparer entre elles diverses facons modernes d’en- 
visager la notion de convergence” [193.5, 1721. Come avrebbe ricordato anni dopo 
[1935], tale comparazione gli aveva suggerito la possibilita di sostituire ciascuna 
funzione numerabile f(x) di una variabile x con una funzione numerica X,, de1 
risultato R di una prova, e di far giocare alla probabilita il ruolo della misura 
lineare. Pertanto egli era stato “naturalmente condotto” [1935, 1721 ad estendere 
al calcolo delle probabilita la nozione di “convergenza in misura”, di “con- 
vergenza quasi dappertutto” e di “convergenza uniforme quasi dappertutto”. 
Nel 1923, infine H. Steinhaus, in un lavoro dedicate alla relazione tra probabi- 
lit& numerabili e teoria della misura, avrebbe presentato un sistema di postulati in 
grado di consentire “une fois pour toutes de passer dune interpretation a l’autre 
dans les recherches de ce genre” [ 1923, 2861. 
Non intendiamo naturalmente tentare in questa sede una ricostruzione della 
storia della probabilita nel ventennio 1910-1930. Possiamo tuttavia affermare the 
essa e resa piu interessante dalla constatazione the in quel period0 coesistevano 
notevoli differenze di linguaggio e di impostazione. Ne e un esempio la produzione 
di Cantelli de1 biennio 1916-17 nella quale manta ogni riferimento non solo alla 
teoria della misura, ma anche a Bore1 [1909], nonostante quest0 fosse stato pubbli- 
cato nei “Rendiconti de1 Circolo matematico di Palermo” . 
Cantelli avrebbe citato Bore1 soltanto diversi anni dopo [1933, 3071 sottoli- 
neando il fatto the Bore1 aveva trattato il case della serie divergente, case the 
invece non era stato preso in considerazione da Cantelli nella dimostrazione della 
legge uniforme dei grandi numeri. Queste osservazioni lasciano pensare the negli 
anni 1916-1917 Cantelli non avesse presente Bore1 [1909]. 
Negli anni seguenti egli venne a conoscenza degli importanti progressi the si 
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stavano affermando nel campo della probabilita, e si senti in dovere di affinare la 
propria “teorica delle variabili casual? tenendo conto dei nuovi contributi, ma 
senza rinunciare al proprio approccio prettamente probabilistico. 
Nel 1932 pubblicb una “Teoria astratta della probabilita” con I’intento di- 
chiarato di vincere la diffidenza di quei “matematici puristi the intendono rifug- 
gire da ogni applicazione” [1932]. A costoro Cantelli presentava una teoria aliena 
da qualsiasi riferimento a concetti empirici, quali quelli di “evento” o “probabi- 
lita di un evento”. A giudizio dello stesso autore, essa rappresentava la prima 
traduzione completa della teoria della probabilita nel linguaggio della teoria degli 
insiemi misurabili. 
A tale proposito affermava [ 1932, 2891: 
Di un Autore, de1 quale non ho potuto rintracciare il nome, ricordo di aver letto come 
alcune delle proposizioni fondamentali de1 Calcolo delle probabihta possano trasportarsi nel 
campo della teorica di un insieme di punti. Non ricordo perb di aver visto ancora sull’argo- 
mento la trattazione di una teoria astratta de1 Calcolo delle probabihta. Cib specialmente sia 
detto con riguardo al significato the assumono, da1 punto di vista della teoria degli insiemi di 
punti, le variabili casuali e tutte le interpretazioni su di esse. 
Successivamente egli avrebbe precisato il proprio ruolo nel modo seguente: 
Si parla promiscuamente di probabilita e di misura degh insiemi, ma senza porre in evi- 
denza il legame tra il Calcolo delle probabilita e la teoria degli insiemi misurabili, cosicche un 
teorema della teoria degli insiemi non pub essere considerato un teorema di Calcolo delle 
probabilita. Comunque i risuhati del Borel, ai quali si ricollegano alcune considerazioni 
dell’Hausdorff, non hanno carattere generale di proposizioni de1 Calcolo delle probabilita. 
Va alla scuola italiana it merit0 principale di aver richiamato e diffuso anche all’estero i 
procedimenti delta scuola russa e di avere iniziato un lavoro di revisione de1 Calcolo delle 
probabilita [1940, 3741. 
La sfumatura nazionalistica de1 brano precedente, cosi come l’insistenza sul 
ruolo della “scuola italiana” della quale non sono indicati gli esponenti, sono 
molto legate al “clima dell’epoca” e al tipo di pubblicazione (la Societa Italiana 
per il Progress0 delle Scienze era notevolmente legata al regime fascista); in altri 
lavori Cantelli cita frequentemente G. Castelnuovo, B. de Finetti, P. Medolaghi, 
T. Bonferroni e l’allievo G. Ottaviani; in [1940] sembra tuttavia alludere princi- 
palmente alle proprie ricerche. 
La teoria astratta proposta da Cantelli nel 1932 si fonda sulla considerazione di 
un insieme misurabile di punti di una superfkie la cui misura, finita e non nulla, e 
presa uguale all’unita. Cantelli denomina “aree parziali” gli insiemi di punti costi- 
tuiti da aree, connesse o no, appartenenti a tale superficie. 
Siano E un’area parziale, B l’area complementare di E, m(E) la misura di E. Si 
avra allora: 
0 5 m(E) I 1 l3.11 
m(E) + m(E) = 1. WI 
Siano El, E2 due aree parziali della superticie unitaria, e m (El), m (~5) le rispet- 
tive misure. Se El e E2 non hanno parti in commune, si ha: 
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m(E, + E2) = m(E,) + m(E2). i3.31 
Se El e E2 hanno una parte in comune, b: 
m(El + E2) = m(E,) + m(EJ - m(E,E*). t3.41 
Cantelli definisce II aree parziali “moltiplicabili” se la misura dell’area comune 
a tali aree 2 uguale al prodotto delle misure delle n aree parziali. Dalla relazione 
[3.4] i? ricavabile il teorema di Boole gi8 “riscoperto” da Cantelli nel 1917. Pas- 
sando a considerare una successione illimitata di aree parziali: 
En, &+I, . . . , JZ,+,, . . . . E3.51 
Cantelli ricorda the la successione: 
mWz), ~EJL+IL . . . , ~E&+I . . . En+,) . . . L3.61 
6 decrescente, o almeno non crescente, e tende pertanto verso un limite. 
Se la serie: 
i: mEi) i3.71 
i=n 
& convergente, da1 gig citato teorema di Boole si ricava: 
mE,E,+I . . .) 2 1 - 2 m(E;). 
i=fl 
13.81 
Se la serie [3.7] & divergente e le aree parziali della successione [3.5] moltiplica- 
bili, si avr&: 
m(E,J = m(E,E,+, . . .) = 0; 13.91 
m(E, + En+, + . . .) = 1. [3. IO] 
In un lavoro successive [ 1933, 3071, Cantelli riconoscerA a Bore1 il merit0 di 
avere per primo dimostrato le disuguaglianze [3.9] e [3.10]. Egli introduceva in- 
oltre la nozione di “variabile ponderata”: qualora la supetficie unitaria sia intera- 
mente coperta dalle k aree parziali E; , E$, . . . , EL, una funzione X, the assuma 
nell’area Ei il valore x; (i = 1, 2, . . .) 6 detta variabile ponderata. La somma di 
due variabili ponderate X e Y costituisce una variabile ponderata the assume gli hk 
valori: 
Xi + & (i = 1, . . . , h; j = I, . . . , k) [3.11] 
nei punti delle hk aree parziali: 
EiEj’ (i = 1, . . . , h; j = I, . . . , k). [3.12] 
Una volta enunciati i principi della teoria, Cantelli affermava the essi consen- 
tono “di pervenire per via puramente astratta ai teoremi pih fondamentali della 
teorica delle probabilita” e presentava la dimostrazione di alcune delle leggi dei 
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grandi numeri, tra le quali quella ottenuta da Khinchin [1924], the costituiva 
un’importante precisazione della “legge forte” di Cantelli. 
11 legame tra teoria delle funzioni misurabili e teoria delle probabilita era stabi- 
lito. 
4. IL PROBLEMA DE1 FONDAMENTI RIVISITATO 
Nel torso delle conferenze tenute nel 1933 all’lnstitut Henri Poincare, Cantelli 
forniva una esposizione aggiornata dei propri contributi matematici alla teoria 
della probabilita e affrontava ancora una volta la questione dei fondamenti. 
Rispetto ad alcune posizioni apertamente filosofiche presentate negli anni pre- 
cedenti, quali quelle di Keynes [1921], Ramsey [193lJ, e, soprattutto, di de 
Finetti, il quale, a partire da 119311 avrebbe sempre piu approfondito la “conce- 
zione soggettiva” della probabilita [si veda, ad. es., [de Finetti 193711, Cantelli si 
asteneva da1 prendere posizione, limitandosi ad affermare [1935, 3351 di essere al 
corrente de1 fatto the R. von Mises aveva proposto una nuova teoria della proba- 
bilita fondata sulla nozione di “frequenza relativa.” 
II punto di riferimento filosofico di Cantelli rimane piuttosto H. Poincare. Can- 
telli dichiara di accoglierne la distinzione dell soluzione di un problema probabili- 
stico in in due fasi: “la prima, per cosi dire, metafisica” [ 1935, 3501, matematica la 
seconda. 
Da un punto di vista metafisico, la probabilita “est une notion empirique, elle 
n’est nullement une notion abstraite. De meme que toutes les notions empiriques 
(c’est une question de mesure) elle ne se prete pas a une definition rigoureuse” 
[1935, 3501. Da un punto di vista empirico, la probabilita e lo strumento the 
consente di trarre previsioni affidabili sull’andamento di frequenze relative. Per- 
tanto, ogni determinato contest0 sperimentale richiede una adeguata definizione 
di probabilita in quel contesto, la quale viene determinata mediante opportune 
convenzioni. 
La definizione classica, laplaciana, della probabilita come rapport0 tra il nu- 
mero dei casi favorevoli a un evento e il numero dei casi possibili, supposti 
ugualmente possibili,’ assume anch’essa un carattere convenzionale, poiche e in 
forza di conuenzioni the determiniamo, volta per volta, lo schema originario dei 
casi ugualmente possibili. Supponiamo, afferma Cantelli, the il contest0 speri- 
mentale consista in un’urna contenente un numero b di biglie bianche e un numero 
r di biglie rosse. 
Le rapport bl(b + r), et le rapport Il(b + r), qu’on appelle respectivement probabilite 
d’extraire dans une tfpreuve une boule blanche et probabilitk d’extraire dans une epreuve une 
boule determinee constituent une prkvision de la frequence relative avec laquelle on extraira 
une boule blanche ou une boule dtWrmin6e dans un grand nombre d’epreuves faites dans les 
conditions prkciskes ci-dessus. J’appellerai les cas qui se rapportent & I’extraction d’une 
boule determinte des cas t4galement possibles. [1935, 3511 
Se l’applicazione dei principi fondamentali de1 calcolo delle probabilita, il prin- 
cipio delle probabilita totali e il principio delle probabilita composte a probabilita 
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definite sperimentalmente nel modo appena indicate conduce a previsioni affida- 
bili di frequenze relative, la definizione adottata pub essere applicata ad altri casi 
analoghi, per esempio, ad altre urne. Qualora le previsioni ottenute non siano 
soddisfacenti, nt i principi delle probabilita totali e delle probabilita composte, nC 
gli altri principi della teoria astratta (cioe de1 calcolo) delle probabilita possono 
essere messi in questione. E’ invece necessario modificare le convenzioni the 
avevano guidato la definizione sperimentale della probabilita in quel contesto. In 
conclusione, second0 Cantelli, la soluzione di un problema di probabilita, 
comporte trois Ctapes: 
1”. Recherche de la signification exp&imenta/e de la notion de probabilite et de celle de cas 
egalement possibles; justification exph-imentale des principes des probabilites totales et com- 
posees, appliques a une classe don&e d’evenements. 
2” Elaboration de la theotie abstraite fondee sur ces deux principes, appliquees a la classe 
d’evenements que I’on considtre. La theorie ainsi obtenue est independante de la notion 
physique de probabilite comme cela resulte des developpements precedents; elle repose 
uniquement sur des conventions relatives a I’application des principes des probabilites totales 
et compostes. 
3” Si l’application de ces principes est conforme aux faits experimentaux, les probabilites 
deduites de la thtorie peuvent servir effectivement pour prevoir les frequences relatives des 
Cvtnements considerees. [1935, 3631 
Quale esempio di definizione inadeguata della probabilita Cantelli ricordava 
quella di probabilita come limite nel senso ordinario di una frequenza relativa; egli 
mostrava inoltre alcuni casi di contraddizione tra tale definizione e il teorema di 
Bernoulli. Proprio dal rifiuto di tale definizione avevano preso le masse le ricerche 
de1 biennio 1916-17. 
5. CONCEZIONE NEOCLASSICA VS. CONCEZIONE FREQUENTISTA 
Queste ultime considerazioni fomirono lo spunto per una Nota di R. von Mises 
[ 19361, pubblicata sui Giot-nale dell’lstituto Italiano degli Attuari insieme con la 
risposta di Cantelli, the della rivista era a quel tempo direttore. 
Nell’affermare la incompatibilita tra il teorema di Bernoulli e la definizione della 
probabilita come limite, ordinariamente inteso, della frequenza relativa, Cantelli 
aveva ricordato come a tale conclusione fossero pervenuti quei “probabilisti” the 
avevano discusso tali questioni dopo la pubblicazione de1 trattato di Bagni [1915]. 
Von Mises [19361 affermava the effettivamente “si arriva ad una contraddizione 
incontestabile se si accetta da una parte la definizione della probabilita come limite 
delle frequenze relative e se, d’altra parte, si da contemporaneamente alla parola 
probabilita, the figura nell’enunciato stesso de1 teorema di Bernoulli, una in- 
terpretazione non avente riguardo a questa definizione” [1936, 2351. Nondimeno, 
egli sosteneva the era errato dedurre da tale constatazione l’impossiblita di fon- 
dare la teoria della probabilita sulla nozione di frequenza relativa. Egli stesso 
aveva infatti presentato una nuova teoria, nella quale il termine “probabilit8” 
mantiene sempre lo stesso significato di “limite della frequenza relativa in un 
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collettivo”. All’interno di tale teoria. la formula: 
li*i : = p, 15.11 
non soltanto e compatibile con il teorema di Bernoulli, ma vale appunto come 
definizione di probabilita. 
In [1936] non illustrava i principi della teoria da lui proposta. Si limitava invece, 
rimanendo su un piano puramente aritmetico, a mostrare the esistono diversi tipi 
di successioni illimitate di cifre 0 e 1 the ammettono un limite delle frequenze 
relative, alcune delle quali non sono compatibili con il teorema di Bernoulli. Von 
Mises affermava the gli assiomi della teoria da lui proposta sono tali da escludere 
quelle successioni the ammettono un limite nel sense dell’analisi e non obbedi- 
scone al teorema di Bernoulli. La teoria di von Mises ammette infatti the si possa 
legittimamente parlare di probabilita soltanto in relazione a particolari tipi di 
successione, denominati “collettivi”. Le successioni the non soddisfano i re- 
quisiti necessari per essere degli autentici collettivi vengono escluse dal dominio 
della teoria. L’articolo [I9361 prosegue con la discussione di altre questioni parti- 
colari ricordate da Cantelli [1935]. Di particolare interesse b la illustrazione della 
diversa interpretazione della legge uniforme dei grandi numeri da1 punto di vista di 
Cantelli e da1 punto di vista di von Mises [1936]. 
La risposta di Cantelli [ 19361 iniziava con alcune precisazioni. NC Cantelli, ne 
gli altri studiosi the intorno al 1916 avevano esaminato il rapport0 tra probabilita e 
limiti delle frequenze relative avevano escluso a priori la possibilita di costruire 
una teoria della probabilita fondata sulle frequenze relative. Von Mises aveva 
appunto realizzato tale possibilita, presentando una nu~ua teoria, non una corre- 
zione della vecchia. 11 problema principale de1 dibattito 1915-16, nuovamente 
affrontato da Cantelli nelle sue conferenze parigine, era piuttosto la questione se 
la legge uniforme dei grandi numeri, sia nella sua formulazione astratta, sia nell’in- 
terpretazione classica de1 calcolo delle probabilita, consenta di derivare l’ugua- 
glianza [.5.1], dove il limite venga inteso nel sense ordinario dell’analisi. 
La risposta di Cantelli e in entrambi i casi negativa. La teoria astratta ha come 
proprio oggetto funzioni additive positive di insiemi di punti. Essa non fornisce 
alcuna definizione empirica della probabilita, bensi una sua rappresentazione 
come misura di un insieme di punti. Dal punto di vista della teoria astratta, la 
successione illimitata di frequenze: 
VII VII+1 VIZ+2 --- 
n’n+l’n+2”” 
pub assumere qualunque sistema di valori Senza alcuna restrizione. 
Qualora il Calcolo delle probabilita-la “teoria astratta” di Cantelli-sia in- 
terpretato second0 la definizione classica la formula [5.1] risulta, second0 Can- 
telli, ugualmente inaccettabile. Si prenda, ad esempio, una situazione sperimen- 
tale quale la seguente. Si compiano estrazioni con reimmissione da un’urna 
contenente una pallina bianca e una pallina nera: pur essendo costantemente pari 
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a 4 rispetto a ciascuna estrazione la probabilita di estrarre una pallina bianca, non 
si pub escludere totalmente l’ipotesi the si presenti sempre pallina bianca, o the 
l’esito ‘bianca’ si alterni all’esito ‘nera’ 
in un predeterminato ordine e in modo the la frequenza relativa la pahina bianca compare 
nelle prime n prove, non tenda ad alcun limite al crescere indefmito di n”. [1936, 2631 
A questa ipotesi va infatti assegnata una “impossibilita fisica”, non una impossibi- 
lita “matematica” (logica). Tale impossibilita “fisica” e rappresentata, nella 
teoria astratta, da un insieme di misura nulla ma non vuoto. 
La differenza tra la concezione della probabihta di von Mises e quella di Cantelli 
appare in tal modo chiarita: von Mises acetta una ed una sola interpretazione della 
probabilita, quella di limite della frequenza relativa in un collettivo (anche se la 
nozione di collettivo subira co1 tempo svariate modifiche e precisazioni). Questa 
scelta gli impone di escludere preventivamente da1 dominio della teoria quelle 
successioni the non presentato la proprieta di essere dei collettivi. Per Cantelli il 
punto di partenza non & una definizione della probabilita, bensi la sua rappresenta- 
zione astratta come misura di un insieme di punti: cib gli consente di attribuire a 
priori uguale status a tune le possibili successioni. Da quest0 punto di vista, la non 
coincidenza tra convergenza in analisi e convergenza in probabilita e ben chiara. 
Dal punto di vista empirico, determinare valori di probabilita significa prevedere 
frequenze relative; anche da quest0 punto di vista, Cantelli non intende escludere 
a priori determinate successioni improbabili, ma pur sempre possibili; rifiuta per- 
tanto l’identificazione tra probabilita e limite di una frequenza relativa nel senso 
dell’analisi e ammette la definizione classica, sottolineandone tuttavia il carattere 
convenzionale e la “non rigidita”: lo schema dei casi ugualmente possibili 6 
qualcosa the va determinato volta per volta; in altri termini, esso dipende da1 
contesto. 
Cantelli inoltre non afferma mai the l’interpretazione classica sia l’unica accet- 
tabile: egli ammette la possibilita di interpretazioni alternative. 
Cantelli non rifiuta la definizione classica, laplaciana, della probabilita, ma la 
inserisce in un contest0 teorico radicalmente mutato ripetto a quell0 tipico 
dell’Ottocento e dei primissimi anni de1 Novecento. Quest0 giustifica in parte la 
definizione, attribuita a lui e ad altri autori quali Borel, Castelnuovo e Kolmo- 
gorov, di autore “neoclassico” [Popper 19831 o di “esponente della teoria classica 
modernizzata”. 
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NOTE 
1. La definizione di “sistema di variabili casuali” fomita da Cantelli era la seguente: 
Diciamo the due variabili casuali, X, Y costituiscono sistema se possono fissarsi le relazioni 
necessarie, second0 la teoria fonnale delle probabilita, perch6 resti ben definita la probabilita 
p(xO, x, , yO, y,) the, simultaneamente considerate, la X assuma un valore dell’intervallo (x0, 
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xi) e la Yun vaiore dell’intervallo (yO, yi); e cib quahmque siano i valori x0, xi (xi > x0) e yO, y, 
(YI ’ Y,). W16b, 1831 
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