There are two ways to predict and evaluate decision-makers' route choice behavior: random utility maximization (RUM) and random regret minimization (RRM). In this paper, the main purpose is to use the characteristics of regret weight in GRRM to get a hybrid RUM-RRM model. To illustrate the asymmetry of RRM model, this paper uses a route choice case to interpret three main properties of RRM-based model: independence of irrelevant alternatives, semi-compensatory and compromise effect. Then the same scenario is used to interpret why and how the hybrid model can be obtained from the regret weight. What's more, the current empirical studies only used a stated preference survey to test and estimate the model. So GPS-based big data in Guangzhou is used to test the aforementioned models, which can get rid of the weakness of using the stated survey data. The result shows that although the RUM model outperforms most of the RRM models, using regret weight to get the hybrid model, it can also find better model fitness and coefficients consistent with our understanding of attributes. Finally, a value is used to help traffic designers choose a better position of U-turn on the road. INDEX TERMS Route choice, random utility, random regret, hybrid model, regret weight, big data.
I. INTRODUCTION
In transportation, route choice modeling should deal with the problems of facing many attributes, how decision makers choose which way to go from origins to destinations [1] - [3] . From this extensive overview of car route choice modeling [4] , we find it always thinks that decision makers use utility-based rules to choose, which may be unrealistic in a specific situation when people are more likely to compare attributes of different alternatives [5] - [7] . Here is the literature review of different decision rules.
Since the introduction of random utility maximization (RUM [8] ), the interest in discrete choice models that provide behavioral alternatives to it is increasing because it is considered as appropriate on an attribute decision rule. This utilitarian category of the discrete choice model has been most used and earned the main developer a Nobel Prize. While
The associate editor coordinating the review of this manuscript and approving it for publication was Baozhen Yao . in recent years, Chorus et al. [9] put forward a new decision rules called random regret minimization (RRM), which is a counterpart of the RUM model. It is a tractable, parsimonious model form and consumes no more parameters than RUM models, says, user-friendly. And according to its notion that choices are driven by the wish to minimize anticipated regret, which caused by the demand to balance the change of other attributes of alternatives, a lot of new structures of RRM models have been proposed [10] , [11] , using log sum [12] and considering opt-out alternatives [13] . While others also consider the error terms in the function [14] , [15] .
For now, there are two different decision rules to determine the corresponding attributes. There are three ways for us to combine them: the first one is to use latent classes. It is assumed that decision makers are divided into two classes [16] . One class of them only consider utility rules, while another class of them only consider regret rules. The second one assumes that in each alternative, some of the attributes are processed in RUM rules, others are done in RRM rules, which called hybrid models [17] . The third one is to use a regret weight to evaluate the RRM (RUM) property of attributes [10] .
Several types of research have used these three models to explain and predict various choices and used different types of data to test them, covering multiple transportation areas, such as traffic mode choice, route choice, car-sharing choice, park and ride choice and evacuation behavior [18] , [19] . However, the limitation of driver route choice, to the best of our knowledge, is that most of the researches considering route choice just uses stated preference survey on the virtual platform or just uses man-made data [20] , [21] . In real traffic situations, perceived attributes may generate different choices. What's more, most previous researches find their data are more suitable to regret rules. According to the literature [22] , whether the RRM-based model outperforms the RUM-based model or not depends on the data and specific situation.
To overcome this drawback, big data is used in this study from real-time GPS devices in Guangzhou of China [23] . Firstly regret weight is used to figure out which rules the attribute to use, and then hybrid models are estimated and evaluated, which is the connection of the aforementioned second and third methods. More precisely, the contributions this paper makes are as follows: (1) use a case to illustrate properties of RRM-based models; (2) use large scale data to test when basic RRM-model is outperformed by RUM-model and analyze car driver behavior; (3) put forward value to help decide U-turn position.
The remaining part of this paper is organized as follows. Section 2 presents the methodology of this paper. Section 3 describes the data used in this study. In section 4, the detailed model specifications are proposed. Finally, we conclude and address directions for future study.
II. METHODOLOGY
In this section, the method will be proposed in this research. Subsection 2.1 introduces basic utility-based and regretbased decision rules and PSL-based probability structure. In subsection 2.2, a case is used to interpret three main properties of RRM-models. Finally, subsection 2.3 introduces G-RMM and hybrid models and uses the same case to show why it is reasonable to deduce from the former one to the latter.
A. RANDOM REGRET MINIMIZATION
To better understand the regret-based model, firstly its linearadditive counterpart RUM model is introduced in brief, which has dominated the field of choice modeling and transportation research for decades.
Assuming the choice situation: a decision maker labeled n, faces a set of J route options, each route alternative i being described in terms of m attributes. In the utility-based choice model, the utility of each alternative will be calculated separately so that there is no correlation among different routes. Here is the commonly used linear-additive utility function, that is:
where U ni is the random utility of route i perceived by decision maker n, V ni is the deterministic part, ε ni is the unobserved term representing analyst's imperfect knowledge on the decision maker utility perceptions. β m denotes the estimable parameter associated with attribute x m , and x nim denotes the value associated with attribute x m for the considered alternative i by decision maker n. Then these decision makers are assumed to choose the alternative with the highest utility, and the probability of route i is chosen by decision maker n is shown as follows:
where J denotes the route choice set of individual i including all the route j. In contrast, the regret-based model postulates that decision makers compare the considered route with each of other routes in terms of attributes, who wish to get rid of the situation when the chosen route may be outperformed by others on one or more attributes which can generate regret. And based on the intuition [22] , the RRM model can be formulated as follows:
where RR ni denotes the random regret associated with a considered alternative i by decision maker n, R ni and ε ni denotes observed and unobserved regret associated with i, respectively, β m denotes the estimable parameter associated with attribute x m , x njm and x nim are the values of the attribute m for route j, i selected by decision maker n. When choosing a route, decision makers anticipate and aim to minimize the regret, so similar to the RUM model, the probability of route i is chosen by decision maker n is shown as follows:
Here it should be noted that both RUM and RRM-based probability can be calculated by multinomial logit, path-size logit, C-logit and any other GEV models [24] , [25] , for the main purpose of this research (to make sure that whether using either utility or regret to calculate the perceived value of each attribute) and the data which has obtained the path size of each route, in the rest of the research, PSL-based probability structure is used as follows [26] : (5) where PS ni and PS nj are the path sizes of route i and j, which can be calculated by Eq. (6) respectively. The path size expresses the weight corresponding to the part of path impedance as the ratio of the link and route lengths and the number of paths using this link. And β ps is a parameter to be estimated.
B. CASE STUDY OF CHARACTERISTICS OF RRM
Here, in order to illustrate the characteristics conveniently and directly, a three-alternative route choice scenario is put forward, as Table 1 shows. The way to design experiments is illustrated in brief. First, the property of independence of irrelevant alternatives should be checked when one of the attributes in route III is changed under the two decision rules. Therefore, the target used here is the ratio of the probability of choosing the remaining two routes. Second, the tradeoff between two attributes within the same function should be checked under regret rules. Therefore it adds and subtracts one term to cost and time in the route I to test the changes of regret. Third, in between effect is also the significant property of RRM comparing to RUM. In this scenario, route II acts as the compromise choice, whose attributes located in the middle of the range. The cost of it is changed to capture the influence of the compromise effect. The functions of utility and regret in RRM are given as follows:
Then MNL-based form-probability formulation is used in the analysis because of no information on path size. Fig. 1 shows the three subplots to illustrate the corresponding characteristics between the RUM and RRM route choice models. Here three main properties of RRM models are illustrated.
1) INDEPENDENCE OF IRRELEVANT ALTERNATIVES (IIA)
It means that the ratio of any two alternatives choice probability is not affected by changing the performance of any other alternatives attribute in the same choice set. It is easy to know from the Eq. (1) that only the attributes in the same alternative are used to calculate the utility of the alternative, while all the attributes of each route in the whole choice set should be used when calculating the regret. Mapping this property to our life, instead of focusing on the attributes of their own choice, people always compare different alternatives when faced with which route to choose (although they just compare not all but the first three or four rich-performance attributes). In Fig. 1(a) , the time of route III is changed from 30 minutes to independent variable t a , and the ratio of the choice probability of route I and II can be found. It should be noted that RUM models exhibit the IIA-property, while the RRM models do not.
2) SEMI-COMPENSATORY
The linear-additive RUM model has full compensatory, which means that for the same important attributes (same taste parameter), an improvement of one attribute can offset an equally large decline of another attribute [27] . In Fig. 1(b) , the red line indicates the changes of RRM-based choice probability of route I as the additive part t b1 on the cost varies from -25 to 25, while the blue one shows that changes of RRM-based choice probability of route I as the subtracted part t b2 on the time varies from -25 to 10. To make the same change on the regret of route I (say the improvement of 2.5 for the time part and the deterioration of 2.5 for the cost part), it can be found that the ratio of t b1 with t b2 does not equal to the ratio of reverse corresponding taste parameter (-0.1/ -0.2 = 0.5). What's more, it can be found that when the twochanging parts are small, the ratio of them approaches to 1. Consequently, the level of compensation depends on the initial performance of relevant attributes among the alternatives.
3) COMPROMISE EFFECT
It is also called in-between effect. Firstly the 'compromise' alternative should be defined, each of whose attributes do not show the richest nor poorest performance [28] . In this scenario, it can be found that route II is the 'compromise' alternative. Fig. 1(c) shows when adding an independent variable t b to its cost, the choice probability of route II will change. And the results from RUM and RRM models can be found, which show that the latter one gets more shares from the change than the former one to some degree. When acting as a decision maker not the analyst, people can perceive that having poor performance on one attribute causes much regret, while having a rich performance on another attribute does not necessarily compensate for the poor one (see the second property). Therefore, it is more likely to choose the 'compromise' alternative, which can generate a modest level of regret relative to any other alternatives. Although the in-between alternative may not have the minimum value of regret, RRM models predict that it can get more choice probability than RUM models, which can also as the decision rules of our life in some cases.
C. G-RRM AND HYBRID RUM-RRM MODELS
To capture which decision rule is more efficient about each attribute, research [10] put forward the generalized RRM model, by replacing the fixed constant one with the attributespecific regret function called regret weight. The equation is defined as:
where γ m denotes the regret weight of each attribute. Fig. 2 shows that the different plots vary with the stepwise changes in γ m . Firstly, it should be noted that the regret weight lies within 0 and 1. For the negative values, it will generate undefined regret function under the situation where the regret approaches to a constant larger than zero if the considered alternative outperforms any other one. Secondly, it is more important to know that the (estimated) regret weights are correspondent with the decision rules with their attributes. For this, the binary logit model is used here to set the limit of the regret weight:
δ m can be treated as a function of some other variables when regret weight is close to 1, the attribute may be more accurate to use the RRM model, and regret weight closing to 0 means that the attribute should be calculated by the RUM model.
For reasons of space limitations, to better illustrate this property intuitively, for one thing, see the arrow on Fig. 2 . Along this arrow, γ m varies from 1 to 0 and the characteristic of asymmetry is going to vanish. Taking those three properties of RRM-model into consideration, the presence of semi-compensatory decision-making and the generation of the compromise effect will be less and less pronounced. When γ m is equal to 0, the G-RRM model generates the same choice behavior analysis as the linear-additive RUM model. Considering the IIA-property, the function can be simplified to the linear-additive attributes differences between alternatives. When calculating the ratio of choice probability between two alternatives, other alternative attributes can be eliminated by the subtraction in exp ( * ).
For another, the scenario in Table 1 is used again by changing its corresponding parameter (regret weight from 1 to 0). The following results are shown in Fig. 3 . In Fig. 3(a) , it can be found that as the change of the third route time, the ratio between the other route will not change using either RUM model or RRM model. So the IIA-property can be obtained. From the other two subplots, whether the attribute of the considered alternative has strong or poor performance, it has the same influence on the regret of the alternative because the asymmetry has been vanished (comparing the slope of the curve in Fig. 2 ). What's more, the semi-compensatory turns to full-compensatory, according to the importance between the attributes determined by the taste parameters, while the compromise effect is also vanishes. What's more, it should also be noted that although these effects vanish when regret weight is approaching 0, the probability of each alternative can also generate differences. Therefore the value of the final likelihood may not be the same as the RUM-model.
So the decision rules of each attribute can be found, and the hybrid RUM-RRM model according to the regret weight is shown as follows [17] :
where Q denotes the number of attributes presenting properties of utility, M -Q denotes the number of attributes presenting properties of regret. The former part is decided by RUM rules, while the latter by RRM rules.
III. DATA
A. DATA SOURCE GPS data of taxis in Guangzhou is used here to analyze the route choice behavior. Guangzhou is one of four first-tier cities in China. The resident population is near 15 million and the urbanization rate of it is near 90 percent. It has eleven districts. This study uses only main urban area of Guangzhou, covering nearly 500 square kilometers, as shown in Fig. 4 . The data was collected from four weeks in 2014 with GPS devices being used for monitoring and management but not for navigation. Here a total of 2489 observations from 292 OD pairs are used. The statistics on the attributes are shown in Table 2 . For more information about the data, please check the previous research [23] .
B. ROUTE CHOICE SET GENERATION
Here the heuristic enumeration method is used to generate alternative routes between OD pairs. Then the maximum size of the choice set is limited to 40 considering the vehicle travelers' ability to process route choice information. Then, the maximum, minimum and average numbers of trips observed between an OD are 35, 5 and 9, respectively, and the maximum, minimum and average numbers of different routes observed between an OD are 14, 1 and 4, respectively.
C. DATA DESCRIPTION
It should be noted that the unit of Length is km, while the unit of time is s. Artery Road means that the ratio of the length of the arterial road compared to the total length of route. Reuse Rate denotes the ratio of the reused road(link) number compared to the total road(link) of route, for example, if the sequence of a route is '1-2-3-4-3-2', reuse rate is 0.33 (2/6), if the sequence of another route is '100-101-200-100-101-200', reuse rate is 0.50 (3/6). The average road reuse rate is nearly three percent, which is not very high. However, the maximum of it is fifty percent. There are two main reasons for drivers to encounter repetitive roads. The first is to find suitable parking spaces in the urban area and the second is under the situation when drivers drive past the destination and have to double back.
It is obvious that different origins and destinations can generate different choice sets. And for different people in line with this situation, they may be faced with different available routes. And because of the unobserved trips on the route, the concrete data can be obtained. The trips observed from OD are used to calculate the utility/regret function.
What's more, Fig. 5 shows that nearly 25% decision makers chose the shortest path, while nearly 75.3% decision makers chose the route no more than 1.5 times longer than the shortest path. From the above values, it can be found that although a large part of the observations chose modest level of routes in terms of length, there is a small group people chose much longer route than the shortest one. Even some are 10 or 20 times, so the behavior of these observations which are not confined to an attribute should be focused on.
The GPS data was collected from taxis, where there is a situation that some of the taxi drivers like to use their own experience to choose the route, while some of them use the navigation of some companies. So here the hybrid RUM-RRM model is assumed to better interpret and analyze their behavior on route choice.
IV. MODEL SPECIFICATION
According to the proposed models shown in Section 2, and the data described in 
where y ni is equal to 1 if the alternative i is chosen by decision maker n, and 0 otherwise. All of these estimations in this study are done in MATLAB. The estimation results of these models are shown in Table 3 , including estimates, t-values and final log-likelihoods. It should be noted that travel time is correlated with route length to a certain extent, which is the reason that for the first four models, the travel time is not significant. However, if the different properties either utility or regret considered by adding attribute specific terms, both time and length have a 95 percent degree of significance, which shows one of the preponderances of GRRM model. From the perspective of model fits, according to the results of the first two models, it can be found RUM model outperforms most of RRM models, which is in line with the theoretical propositions of Chorus [29] . The conventional RRM model is the data-based one, which is one of the purposes of this research to find a useful way to put forward another one. The result implies that decision makers are more likely to perceive different alternatives through utility-based rules.
What's more, when γ is equal to 0, the final likelihoods between GRRM model and RUM model are different because the alternative routes of different people of OD pairs in this data set may be unobserved. It means that the trips obtained from the data may not cover all the routes connecting the origin and destination.
According to the final log-likelihood and BIC, these four RRM models can be sorted to perform model fits: conventional RRM<GRRM (δ_generic) < GRRM (γ = 0) <GRRM (δ m ). Once again it can be found that utility rules are preferred by the decision makers. For the generic δ, the γ m can be figured out near one (exp (2.85)/1+exp (2.85)), which means all these attributes using regret rules, which can be reflected by the comparison between these five coefficients and t-values with conventional RRM model. For the attributespecific δ, some of the attributes change to the RUM rules, so that it performs well than the generic one. For the model of 'γ equals 0', although it is not the same as RUM models, it is the nearest one among these RRM models.
From the perspective of decision makers behavior, according to the coefficients, the signs of each attribute are the same at least. Here it should be noted that although parameter signs reflect whether higher or lower values of corresponding attributes are preferred, besides the absolute difference reflects the importance of attributes, the true meaning of RUM parameters and RRM parameters can be distinct. The former one means the magnitude variation of utility with changings of attributes, the latter one shows how important the differences in attribute values to the regret. It is obvious that much longer the route is, less likely it is to be accepted by decision makers. In terms of the link property of the route, decision makers prefer to the main road with fewer traffic lights, because these routes are always the first choice in their daily life (i.e., the shortest path or just drive towards the direction of destination). What's more, people don't want to drive on one road many times (i.e., turn around frequently), according to the negative signs of the reuse rate of each road. For the positive coefficient of Path_Size, the large value of the route is preferred, which means that the overlapping level of this route is relatively small. And then drivers may avoid much traffic congestion.
Finally, to get the hybrid model, the values of attribute specific δ should be focused on. From the section 2, when δ is a (large) positive value of the corresponding attribute (i.e., Traffic_Light, Reuse_Rate and Time), RRM rules can be used to modeling, when δ is a (large) negative value of the corresponding attribute (i.e., Length and Artery_Road), RUM rules should be applied. Then the hybrid function can be generated as Eq. (12) shows:
To prove the performance of regret weight, thirty-two (the fifth power of two) models of different permutations and combinations within five alternatives are estimated and evaluated, either using utility rule or regret rule. The results are shown in Fig. 6 .
The left-hand panel shows the RRM property of each attribute, which can be calculated by the Eq. (8) . The value of regret weight approaching 1 is equivalent to use RRM model and vice versa. The right hand one shows each of the thirty-two models final log-likelihood compared with the RUM model. Because the maximum likelihood equation is used to estimate parameters, positive results are preferred. It can be found that four prominent positive values, which are the combinations of the three variables: Time, Reuse_Road and Traffic_Light. So the effect of the regret weight can be proved preliminarily. What's more, Table 4 shows the final selected hybrid model estimation results.
It can be seen that the signs of these parameters are the same as the above models, while the magnitude of coefficient and t-value are also similar to their counterparts (say, Traffic_Light, Reuse_Rate, Time corresponding to RRM and Length, Artery_Road corresponding to RUM). Therefore, the analysis of decision makers behavior is the same as our interpretation. However, this combination generates much lower BIC value than all the above models, representing the best of model fits.
After the 'best-fit' model is generated, there are some counterpart variables, such as Length versus Reuse_Rate. And the relationship between them among different decision rules is also an interest for the analysts, such as a unit increase of one attribute can offset how much decline (increase) of another one when the whole regret holds. Both signs of the parameter are negative, meaning that shorter routes and lower reuse rates are preferred. The following equations are used to calculate the connections:
LRR (Length versus Reuse_Rate) means that for a percent of route reuse rate increase, people can accept how long the length of route declines. Here three models are compared with each other, RUM-based model, RRM-based model and the above hybrid model. Different parts should use corresponding equations. Fig. 7 shows the distribution of value LRR of different models. According to the above equation, RUM model just gets a constant, so the 95% confidence interval of two parameters is used to calculate the 'distribution', while for RRM and hybrid models, 2489 observations from the data are used to get distribution. The mean value of route length decline compared with a percent of road reuse rate increase, respectively, 346, 401 and 325. In real life, when people enter a long road with a bad traffic situation, which is one of the links of his previous route, he may choose U-turn if possible. And then the road will be reused. Here the length of route is the focus regardless of traffic situation, time and so on. This value means for a certain increase in reuse rate, decision maker whether to choose to turn or not depends on the length of the new route after decreasing compared with the previous one. If the decline of new route length gets the threshold, decision maker is more likely to choose U-turn and vice versa. For the above analysis and model fit, the third value is preferred. In traffic planning and construction, managers can also decide the position of U-turn along the main road based on it.
V. CONCLUSION AND DISCUSSION
In this paper, the main method is to use the characteristics of regret weight in GRRM to get the hybrid RUM-RRM model, which generates a bridge connecting the canonical linear-additive random utility maximization model and the random regret minimization model. To better know the transformation, a route choice case is used to interpret three main properties of RRM-based model: independence of irrelevant alternatives, semi-compensatory and compromise effect. Then the same scenario is shown again to interpret how the hybrid model can be obtained from the regret weight. It is because when γ m varies from 1 to 0, the asymmetry of regret function is going to vanish, which leads to the main properties of RRM model gone. This case study is the first contribution of this research.
What's more, GPS-based big data in Guangzhou is used to test the aforementioned models, which can get rid of the weakness of using the stated survey data. And in this data set, RUM model outperforms most of RRM-models, which gives a new sight on the regret decision rules. The coefficients are consistent with our basic understanding that drivers are more likely to choose the shorter path, main road with fewer traffic lights and they don't want to use the same road many times in a trip, however, they prefer lower levels of overlapping links and roads. From the results of GRRM (δ m ), according to the five attribute-specific values, it can be found which attribute should be treated as the utility part and which should be as the regret part. Then the best-performed hybrid model results can be got, comparing to the different permutations and combinations of five attributes models, which proves once again the powerful function of regret weight.
And finally after getting the results, LRR is proposed which means that when road reuse rate increase within a percent of the current value, the degree of new route length should decline [5] , [30] . The calculation is the same as VoT (value of time [31] , VoD (value of damage [32] and WtP (willingness to pay [12] . This value can be used in traffic planning of the main road to choose the position of its U-turn.
For the future research, one direction is that when putting forward a new structure of the RRM-model, one should consider the behavior interpretation, that is to say, using behavior analysis and demand to guide us, such as change absolute difference of attributes to relative difference or add a power term on the regret function. The error term should also be precisely interpreted as the characteristic of unobserved heterogeneity. Finally, in this study, PSL-based structure is used to calculate the probability of each alternative, which is a type of MNL-modification structure. Researches can also use some other models in discrete choice models, such as C-logit, paired combinatorial logit, (cross) nested logit, Weibit and so on according to the type of data and questions.
