Like any company that manages its resources with an eye on profitability, a cell regulates its constituent biomolecules, compensating for changes in internal function, external conditions, and sector or organismal trends. This issue's Select focuses on new findings that reveal broad insights into how dynamic changes in RNAs and proteins are made and how those changes impact cellular function and fitness.
Hello, I Must Be Going
Messenger RNAs are largely of low abundance with limited lifetimes. Combating the experimental challenge of measuring RNAs in living cells, Miller et al. (2011) apply a combination of experimental and computational approaches to look at mRNA synthesis and decay in yeast with minimal perturbations to the cells. The trick, which has been previously applied in cells from other organisms, is to induce the cells to incorporate a nucleoside analog, 4-thiouridine, to enable selective isolation of newly synthesized transcripts. Microarray analysis of the selected mRNAs from more than 4000 yeast genes enables quantitative analysis of mRNA synthesis over time, and this information, coupled with decay rates, provides a cellular view on the dynamics of mRNA biogenesis and stability. The results confirm the general idea that most mRNAs are fleeting members of the cellular community, with only a few copies of each mRNA being made in a given cell cycle. The authors also find that transcription and decay can recur for a given sequence repeatedly during the cell cycle. Not unexpectedly, the two processes are uncoupled under basal conditions. However, the pattern changes during a stress response. For example, osmotic shock leads to a transient coregulation between the processes. During the first stage of the cellular response, both mRNA synthesis and decay are repressed as the cells hunker down to protect the resources that they have, followed by a increase in both synthesis and decay as response genes ride to the rescue in a short-term response and are then hustled away to make way for a return to homeostasis. Analysis of these cell-wide patterns also highlights new factors that are involved in the osmotic stress response and suggests candidate protein-protein interactions between transcription factors driving the response. The general utility of the approach will pave the way for similar analyses in diverse cell types, enabling a fine-scale dissection of mRNA dynamics in response to a variety of conditions. Miller, C., et al. (2011). Mol. Syst. Biol. 7, 458. 
What Goes Up Must Come Down
Gene expression is tailored to modulate the levels of proteins available to support cellular processes and pathways under both homeostatic and perturbed conditions. As seen for mRNA levels, which need to be modulated by decay pathways, proteins need to be removed from the cell, and different proteins have different half-lives. Eden et al. (2011) look at two broad mechanisms of protein removal-degradation and dilution-and provide an overview of how these processes influence protein dynamics in human cells. To examine changes in protein half-lives, the authors develop a noninvasive approach, termed bleach-chase, which utilizes a library of fusion proteins tagged with yellow fluorescence protein. They examine individual proteins by bleaching a subset of the expressed fusions and then monitoring the changes in the fluorescent population, allowing them to calculate the decay kinetics for the bleached (and therefore invisible) pool. Looking at 100 proteins, they found a distribution of lifetimes ranging from just less than an hour to slightly less than a day, the latter representing the average time for cell division in the human cancer cells studied. Degradation and dilution effects could be separated by varying the growth conditions and revealed distinct, functionally related subsets of the proteome that are principally dependent on the two mechanisms.
Perturbing growth rate, for instance with drugs or serum starvation, led to changes in protein half-lives, even when what we think of as standard avenues for degradation like the proteasome were not affected directly. Surprisingly, proteins with longer half-lives were preferentially stabilized, whereas short half-lives remained relatively constant. These findings suggest that drugs used for growth arrest may impact fast growing cells, like cancer cells, in part by knocking the expressed proteome off kilter. Eden, E., et al. (2011) . Science 331, [764] [765] [766] [767] [768] 
Meddling in Your Neighbor's Expression Pattern
The mechanisms controlling stability of biomolecules can be broadly categorized, as for proteins in the bleach-chase analysis, or can be finely parsed. Xu et al. (2011) offer insight into a mechanism for fine-tuning mRNA stability that relies on long noncoding RNAs. The authors study budding yeast and show that, under conditions of both genetic and environmental variability, genes whose loci also transcribe noncoding RNAs on the opposite strand-that is, in an antisense orientation-show a greater dynamic range of expression. Interestingly, the range extends to lower expression levels. Mechanistically, it appears that, when transcripts overlap opposing promoters, there is a greater opportunity for the antisense transcript to influence sense expression, particularly when the latter is low, creating a threshold effect. The antisense transcript, in effect, tamps down leaky expression of the sense transcript. However, when transcription is stimulated, the ''off switch'' set by the antisense transcript can be flipped ''on'' to allow efficient gene expression. The authors test this proposed model for the SUR7 transcript. The SUR7 gene lies adjacent to the GAL80 gene, and its antisense transcript shares a bidirectional promoter with GAL80. Mutations in the Gal4-binding site found within the promoter not only disrupt GAL80 expression (as expected), but also deregulate the antisense transcript and, as a consequence, SUR7 expression. This observation suggests that studies aimed at making mutations in gene promoter regions may also have effects on upstream genes through changes to antisense transcripts. This type of coregulation not only has implications for studies in more complex eukaryotes, including mouse models, but also impacts studies in synthetic biology, in which the design of many gene circuits centers on promoter-based feedback loops. Xu, Z., et al. (2011). Mol. Syst. Biol. 7, 468. 
Fruit Flies as Network Engineers
Although complex and interesting on their own, transcriptional regulation, mRNA dynamics, and protein stability ultimately serve to control intricate and integrated cellular processes. Translating these kinds of genome-wide or large-scale information resources into a blueprint for control in a physiological setting remains a significant challenge-one in which computational or engineering principals have informed recent steps forward. A recent paper from Afek et al. (2011) flips that around, taking a tip from biology to solve the longstanding question in distributed computing of how to best select a maximal independent set (MIS). Appropriate selection of an MIS is key for creating the backbone for wireless networks, setting up routers, and running network protocols. In a computational setting, an MIS is a subset of processors or nodes within a larger network. Every node is either in the MIS or is connected to a node in the MIS. If a node is in the MIS, it cannot be directly connected to another node within the MIS, leading to maximal independence and accelerated processing. Afek and colleagues noted that an analogous task is solved during the development of the Drosophila neural sensory organ precursor cells (SOPs). These cells behave as an MIS in that every cell is either a SOP or physically touches a SOP, and no two SOPs are adjacent to each other. The authors use real-time imaging and molecular modeling to study the molecular networks by which potential SOPs (candidates) are selected from clusters of seemingly equivalent precursor cells and how candidates keep neighboring cells from taking an identical path. The results indicate that candidate SOPs are selected by a random self-nomination process. Once candidacy is declared, perhaps by reaching a critical threshold of a particular protein (such as Delta), the candidate suppresses any potential competition from neighboring cells. The high cell surface levels of Delta activate the Notch pathway in adjacent cells, turning off the SOP gene expression program. Moving from SOP selection in flies back to distributed computing, the authors develop a computational algorithm for MIS selection. The fly-derived algorithm requires fewer assumptions and is more energy efficient than methods currently used by engineers. These findings show that lessons from biological information processing can be used to address computational and engineering challenges. Afek, Y., et al. (2011) . Science 331, [183] [184] [185] .
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Nerve cells self-select to become sensory organ precursors (SOPs, arrows). These cells block neighboring cells from becoming SOPs, causing them to activate the Notch protein (red). Image courtesy of O. Barad.
