Abstract. We investigate the collocation of linear one-dimensional strongly elliptic integro-differential or, more generally, pseudo-differential equations on closed curves by even-degree polynomial splines. The equations are collocated at the respective midpoints subject to uniform nodal grids of the even-degree ß-splines. We prove quasioptimal and optimal order asymptotic error estimates in a scale of Sobolev spaces. The results apply, in particular, to boundary element methods used for numerical computations in engineering applications. The equations considered include Fredholm integral equations of the second and the first kind, singular integral equations involving Cauchy kernels, and integro-differential equations having convolutional or constant coefficient principal parts, respectively.
1. Introduction. In this paper we investigate the asymptotic convergence of the collocation method using even-degree polynomial splines applied to strongly elliptic systems of pseudo-differential equations on closed curves with convolutional principal part. The collocation here employs the Gauss points of one-point integration as collocation points which corresponds to the usual boundary element collocation in applications [5] , [12] , [17] , [19] , [26] , [31] , [34] . This is in contrast to the method investigated by G. Schmidt in [29] where one collocates at the break points of even-order splines.
The asymptotic convergence properties for the standard Galerkin method with splines of arbitrary orders are well-known [22] . For the collocation method, however, asymptotic convergence, up to now, has been shown for strongly elliptic systems only in the case of odd-order splines by D. N. Arnold and W. L. Wendland [7] .
Collocation with even-order splines at the Gauss points has been investigated only for Fredholm integral equations of the second kind [27] . Here we investigate the much wider class of strongly elliptic systems and we show asymptotic convergence of optimal order for even-order spline collocation.
These approximations are widely used in engineering numerical analysis as boundary element methods for two-dimensional stationary or time-harmonic interior and exterior boundary value problems as well as transmission problems. The corresponding boundary integral operators belong to various different classes. However, the Fourier transform became an appropriate tool and now the theory of pseudo-differential operators provides the framework for a unifying mathematical analysis. Since this modern part of analysis is rather new, it is not yet general knowledge, although it provides the common basic properties of differential as well as integral operators including the whole variety arising in the boundary-value problems of many engineering applications.
Our convergence results assure, in particular, optimal asymptotic convergence for piecewise constant spline collocation for equations of negative order as, e.g., Symm's integral equation of the first kind [31] and its generalizations [15] , [19] , [20] , [21] , [26] , [34] , [35] . For this equation preliminary convergence results can be found in [1] , [2] , [5] , [14] and [33] . Our strongly elliptic systems with convolutional principal part contain, in addition, systems of integro-differential equations [3] (see [7] ) with constant coefficients, certain singular integral equations, in particular, those of plane elasticity [7, Appendix] , [24] , [25] , [26] , [34] , Fredholm integral equations of the second kind [6] , [8] , [11] , [12] , [13] , [17] , [27] , [35] , and also the integro-differential operator of Prandtl's wing theory [16] , [17] , [18] , [24] , [35] .
Our rigorous error estimates cover the case of even-order splines left open in [7] for the above subclass of strongly elliptic equations. Our analysis is based on the reformulation of the collocation equations as equivalent Galerkin-Petrov equations with different splines as test and trial functions. In order to secure the Babuska stability conditions with the help of strong ellipticity, we now need to assign an appropriate test spline of degree d + 1 to any choice of trial spline of degree d. The construction of this mapping Q was suggested by the ellipticity condition in connection with the finitely Fourier transformed splines.
The general pseudo-differential operators on closed curves have a particularly simple action on Fourier series [4] , [28] . Therefore, we shall restrict our formulation to the corresponding manipulations with the Fourier coefficients, avoiding the close connections to the general theory. In this case our assumptions can be formulated without the theory of pseudo-differential operators solely in terms of the action on Fourier series, and the inexperienced reader can start with property (2.10) and Section 3. However, the theory for elliptic pseudo-differential operators is behind the ideas of our proofs and will be decisive for an extension of the convergence results from the present case of constant coefficients to the more general equations involving variable coefficients.
Our analysis is performed in the space of Fourier series; we first analyze the Fourier series of the spline functions finding periodic recurrence relations for their Fourier coefficients. This analysis, with an appropriate choice of spline bases interpolating trigonometric polynomials, allows us to define the above-mentioned mapping Q, which provides, in combination with strong ellipticity, the Babuska stability conditions. The latter yields optimal-order convergence in the associated energy norm. In addition, we apply the Aubin-Nitsche duality arguments as in [7] to obtain super approximations. For simplicity, we develop this analysis first for just one equation and then extend our results to systems in Section 3.2.
The authors want to thank Prof. Dr. D. N. Arnold and the referee of the first version for their helpful remarks.
2. Applications. The range of applications of our result already covers a relatively large set of integro-differential equations, singular integral equations, etc., acting on functions which are defined on closed smooth curves in the two-dimensional space. Our convergence proof is based on an explicit Fourier representation (formula (2.10)) of the operators in question, which is assumed in this work, and whose validity for pseudo-differential operators is given in [4] and [28] (Theorem 2.1). In most applications this representation can also be obtained by direct computations. For classical pseudo-differential operators, only the principal symbol a(£) [30] , [32] needs to be known in order to have the Fourier representation. Here, our main results are formulated without referring to pseudo-differential operators. But because of the above-mentioned connection we mention the main types of applications and for our analysis we need to write out the corresponding principal symbols.
The equations to be discussed are of the form
where the vector-valued function u = (ux,...,up) and the vector « g C denote desired unknowns, and/ = (fx,...,fp), as well as ß g C, are given. Moreover, A is a system of integro-differential operators or singular integral operators or, in general, pseudo-differential operators, respectively. B and A are matrices of appropriate functions or functionals, respectively, B: Cq -» (H1')p and A: (H'2)p -* C, where H'> denote Sobolev spaces to be specified later on; see [35] , For the convergence of the collocation method, our main assumption for the operator A will be strong ellipticity and that the principal part is a pure convolution. In the framework of pseudo-differential operators this means that the principal symbol a = o(£) depends only on the Fourier transformed variable £, and that there exist a regular complex-valued p X p matrix 0 and a constant a0 > 0, such that 
where f = zx(t) + iz2(r), A0, C0 are constant p X p matrices, and where s, respectively T, denotes the arclength on T. The principal symbol of this operator is given by the matrix-valued function [3] aU) = nmi[A0 + c0M foriei> i-2.1.1. The Case of Even m. In the case when m is even, a -m/2 is a nonnegative integer and the strong ellipticity condition (2.2) now reads (2.4) (-l)aRer0K±CoK>a-|2, which must hold for both signs and is equivalent to det(A0 + XC0)*0 forallXe [-1,+1].
Note that this condition precludes the possibility that det A0 = 0.
In the special case C = 0 and L = 0 the operator in (2.3) reduces to a system of ordinary differential operators of even order 2a. The ellipticity condition is définite-ness of the leading coefficient matrix A0, and our results provide new error estimates for the collocation of periodic ordinary differential equations with periodic side conditions by even-degree splines provided the principal part of the differential equations has constant coefficients.
Singular integral equations. In the case a = m = 0, (2.3) reduces to a system of singular integral equations with Cauchy kernel. Up to now for these equations only collocation by splines of odd degree has been investigated [7] . But note that G. Schmidt [29] proves optimal-order convergence results with even-degree spline collocation at the break points for Eqs. occur, e.g., in plane elasticity [7, (2.3.7) ], [24] , [25] , [26] , [34] .
Fredholm integral equations of the second kind. A further specialization of (2.3) to the case m = a = 0, A0 = I, C0 = 0, yields the Fredholm integral equations of the second kind
The principal symbol a is here the identity matrix, so the equations are trivially strongly elliptic and our results apply. However, they can be obtained in this case from well-known results [6] , [13] in combination with approximation estimates (3.25) as in [27] . For the numerical treatment and further convergence results see [8] and
[11].
Our error estimates apply, in particular, to the method in [12] for C'-piecewise quadratic splines (i.e., third-order splines), if T is smooth and either the Dirichlet or the Neumann problem is solved for the Fredholm integral equations of the second kind in acoustics (see [35] and references given there).
The Case of Odd m.
Here, let us recall the presentation in [7] and turn to systems involving operators of the form (2.3) with odd order m. Then a -\ = (m -l)/2 is a nonnegative integer and instead of (2.4) the strong ellipticity condition is (2.5) (-ir-1/2Re/re(±^0 + C0)í>a0|¿f, which again must hold for both signs. Condition (2.5) is equivalent to
Hence, in this case of odd order m, det C0 cannot vanish. An example is given by the normal derivative of the double-layer potential, that is, the operator defined by
z = z(s) and f = z(t) on T, which plays an important role in classical potential theory. Equations of the form
r Au = ß, f = z(r) on I\ have been used more recently in acoustics and electromagnetic fields and corresponding numerical treatments, [16] , [17] , [18] , [35] . Employing the Cauchy-Riemann equations and integration by parts, (2.6) can be rewritten as whose principal part is given bỹ
which is the famous Prandtl integro-differential operator of wing theory; [24] and [25] . From (2.8) we see that (2.7) is a specialization of (2.3) to the case A0 = 0, C0 = -/, m = 1 and the principal symbol is |||. Hence (2.7) is strongly elliptic and 0 in (2.5) can be taken to be the identity.
Fredholm Integral Equations of the First Kind With Logarithmic Principal Part.
A large class of interior and exterior boundary-value problems in two dimensions can be reduced to systems of the form
where the kernel L is smoother than the logarithmic principal part. For this operator the order is 2a = -1, and the principal symbol is a(£) = \£\~XI, so the operator is strongly elliptic (and 0 = /). Applications with (2.9) can be found in potential theory [1] , [19] , [20] , [31] , flow problems [15] , [20] , [21] , acoustics [17] , [34] and elasticity [7] , [26] , [34] .
Our convergence results assure for the first time the convergence of the numerical methods in [31] , where piecewise constant trial functions have been used, and in [19] and [26] , where piecewise quadratic splines have been used for (2.9).
2.3. Fourier Series Representation. Let z=(zx(6),z2(6))^zx(6) + iz2 (6) be a regular parametric representation of T, where z is a 1-periodic function of the real variable 0 with \dz/d0\ + 0. Then every function on T can be identified with its 1-periodic image depending on 6. More generally, for a system of mutually disjoint Jordan curves T = Uy=1 Ty we may parametrize each of them and identify functions on T with L vector-valued 1-periodic functions of 0. Hence, without loss of generality, we may consider systems (2.1), where all functions, respectively, distributions, are 1-periodic depending on 6. Of course, Theorem 2.1 applies also to systems of pseudo-differential operators of the common order 2a. d>2a.
(Although this condition seems to be rather natural, it often is too restrictive for practical computations.) For our error analysis we shall now write the collocation equations in the form of modified Petrov-Galerkin equations with different test and trial functions. Theorem 2.1.1 in [7] yields: Clearly, the equations (3.4) are modified equations of a Galerkin-Petrov method to find wA g Sj(A) such that In order to prove the assertions (3.6) we shall investigate the Fourier coefficients of the splines. The combination of the convolutions in (3.7) with Fourier transformation provides us with the property (^)"^=(^)i/+1(ö/)" for«#0moduloA.
Therefore, we find for any natural / and any v g Sd(A) that In the same way we estimate the second sum E~ in (3.17) Since the family of meshes is uniform we also have the Inverse property.
(3.27) ||y||o < c/iT-°||u||T, v^Sd(A) for every t < o < d 4-1/2. This will be needed to achieve the error estimates with respect to the norms higher than; + a -1/2. and B*: H2'-' -> H2j~s is bounded. If K: Hs ->• H' is compact, then the/-adjoint K*: H2'-' -+ H2J-S is also compact. Now we are able to show the Babuska stability conditions (3.6) also for the more general operator A as given in (2.10). and h0 such that for every 0 < h < h0 the inequality (3.6) is valid.
Proof. We first note that the /-adjoint A* = A*0 + K*: HJ+a+1/2 -» HJ-a+1/2 is an isomorphism since it is one-to-one and has the Fredholm index zero. By the same reason one verifies that the mapping / -(A*ylK*: HJ+a+1/2 -* HJ+a+1/2 also is an isomorphism. Let Ph be the orthogonal projection Ph: Hj+a+l/2 -» Sd+X(A). For a given element v e Sd(A) there exists, by Theorem 3.2, an element (¡> G Sd+X(Ä), such that These are uniformly bounded with respect to the discretization parameter 0 < h < 1 [7] . Thus, the sesquilinear forms (AAu, <t>)j for (u, <f>) G HJ+a~x/2 X HJ-"-x/2 are uniformly bounded. Moreover, we can show By using the Aubin-Nitsche duality argument we can show higher-order convergence for the error measured by the norms of lower order than j + a -1/2. The proof is analogous to that of [7, Theorem 2.1.6] , and therefore will be omitted. As in [7] we say that an isomorphism B: HJ+a+x/2 -» HJ~a+1/2 is j-regular, j>/ + a + 1/2, if B~l maps Hs'2a continuously onto Hs. Then, we have 
