Abstract. A second order accurate interface tracking method for the solution of incompressible Stokes ow problems with moving interfaces on a uniform Cartesian grid is presented. The interface may consist of an elastic boundary immersed in the uid or an interface between two di erent uids. The interface is represented by a cubic spline along which the singularly supported elastic or surface tension force can be computed. The Stokes equations are then discretized using the second order accurate nite di erence methods for elliptic equations with singular sources developed in a previous paper (SIAM J. Numer. Anal., 31(1994), pp. 1019{1044). The resulting velocities are interpolated to the interface to determine the motion of the interface. An implicit quasi-Newton method is developed that allows reasonable time steps to be used.
1. Introduction. In this paper we develop an interface tracking method for the solution of incompressible Stokes ow problems with moving interfaces on a uniform Cartesian grid. The interface may consist of an elastic boundary immersed in the uid, as in the model problem of Tu and Peskin 49] , or an interface between two di erent uids, as in the study of bubbles or free surfaces.
The method we use is based on the Immersed Interface Method (IIM) for elliptic problems developed in our previous paper 22] and the second author's thesis 26] . This is a second order accurate Cartesian grid method for solving elliptic equations whose solutions are not smooth across some interface, due to discontinuous coe cients or singular source terms in the equation. The main idea is to incorporate the known jumps in the solution or its derivatives into the nite di erence scheme, obtaining a modi ed scheme whose solution is second order accurate at all points on the uniform grid even for quite arbitrary interfaces. This approach has also been applied to parabolic equations 28 52 ] and other references below. Such methods are becoming increasingly popular for problems with very complex geometries or moving interfaces where more standard \body-tted" or unstructured grid approaches can run into di culties.
Our motivation for the present work was the goal of ultimately developing a second order accurate version of Peskin's Immersed Boundary Method, a very robust algorithm for solving the full incompressible Navier-Stokes equations with moving boundaries. This method was originally developed for studying blood ow in a beating heart 38], 39], 40 ], but has also been used in a wide variety of other problems (e.g., 6], 13], 14], 51]) particularly in biomechanics since these problems often involve complex geometries and are di cult to model with more standard approaches. The physical domain is embedded in a rectangular region and the Navier-Stokes equations are solved on a uniform Cartesian grid. The boundary is modeled by a singular forcing term which, computationally, is then approximated by a set of discrete delta functions which spread the force from the boundary to the nearby Cartesian grid points. This is described further in the context of Stokes ow in 49] . See 39] for complete details. The spreading of forces via discrete delta functions appears to limit Peskin's method to rst order accuracy. Our approach will, we hope, lead to second order accurate methods for the Navier-Stokes equations.
In this paper we consider the simpler Stokes equations which are still of physical interest in many applications. The Stokes equations model the creeping ow of a highly viscous uid, in the limit where the Reynolds number goes to zero and both the inertial acceleration and convection terms are dropped from the Navier-Stokes equations. We will concentrate on describing the algorithms in two space dimensions. In Section 11 we brie y discuss what is involved in extending them to three space dimensions.
In two dimensions the Stokes equations take the form p x (x; y; t) = (u xx (x; y; t) + u yy (x; y; t)) + F 1 (x; y; t) (1.1a) p y (x; y; t) = (v xx (x; y; t) + v yy (x; y; t)) + F 2 (x; y; t) (1.1b) u x (x; y; t) + v y (x; y; t) = 0 (1.1c)
Hereũ (u; v) is the velocity vector, p is the pressure, is the viscosity, andF (F 1 ; F 2 ) is the external force. We also use the notationx = (x; y) below with respect to x, (1.1b) with respect to y, and adding the equations together gives r 2 p = r F (1.2) where r 2 is the Laplacian. Since the right hand side is known, this is a Poisson problem for the pressure. Once p is known, the equations (1.1a) and (1.1b) are independent Poisson problems for u and v respectively.
Note that the time evolution of the ow is governed entirely by the time-dependence of the forcesF. IfF is known at a given instant in time, then the system (1.1) is elliptic and the solution (u; v; p) is determined independently of the past history of the ow. This is a re ection of the fact that there is no inertia in the system, i.e., the convective and time-derivative acceleration terms have been dropped from the momentum equations. This allows us to use the techniques developed in 22] directly, once we have determined the appropriate jump conditions on the solutions. We assume that the reader is familiar with that paper.
The jumps in the solution result from the fact that the forceF is singular and is supported only along the interface (resulting from the elastic force or surface tension). This singular force in (1.1a) and (1.1b) leads to jumps in the rst derivatives of u and v across the interface. Since the Poisson problem (1.2) for p involves derivatives ofF , and hence a dipole source, the pressure will be discontinuous, along with its derivatives.
The singular force can be written as (s; t) (X(s; t)) ds:
In practice we eliminate the singular source term from the right hand side of (1.2) and instead solve r 2 p = 0
together with speci ed jump conditions across the interface, using the techniques of 22]. This is described in more detail in Section 4.
We rst consider the model problem used by Tu and Peskin 49] , an immersed elastic band in a uid with the same uid properties on each side. In Section 10 we extend our approach to study an interface between two di erent uids, with surface tension providing the force at the interface rather than an elastic band.
The elastic band problem is the two-dimensional analog of an elastic balloon in a highly viscous uid (with the same uid inside and out). In equilibrium, an ideal balloon would have a spherical shape, with zero velocity everywhere and uniform pressure both inside and out, but with a jump in pressure across the elastic membrane. The magnitude of this jump depends on how far the membrane is stretched from its resting con guration. In two space dimensions the analog is an elastic band, or more physically the cross section of an impermeable cylindrical elastic tube, which contains an incompressible uid and is stretched to a diameter greater than its resting diameter. The equilibrium con guration is a circle with a jump in pressure that balances the elastic force exerted by the stretched membrane in a manner made clear in Section 3.
Note that we make an important distinction between the equilibrium con guration and the resting con guration. By the equilibrium con guration we always mean the steady state solution with a given quantity of uid inside the elastic band, which will typically be stretched like an in ated balloon since the uid cannot escape. By the resting con guration we mean the shape that would ultimately be obtained if a small leak were introduced, allowing the band to de ate until there is no force exerted by the elastic membrane and no pressure di erence across it. The length of the elastic band in this unstretched state will be called the resting length, L 0 , and the radius of the corresponding circle will be denoted by r 0 = L 0 =2 . An in ated band, at equilibrium, will have some equilibrium length L e and radius r e = L e =2 which depend solely on how much uid is trapped inside.
If we perturb an in ated band from its equilibrium position, analogous to squeezing an in ated balloon, it will return to an equilibrium circular shape. Our goal is to simulate this motion. We specify an initial position of the boundary (some simple closed curve) and simulate its motion to a circle. The area A enclosed by the band must be invariant with time and the equilibrium radius must be r e = p A= . We will parametrize the location of the band at any time t byX(s; t) = (X(s; t); Y (s; t)), where s is arclength along the unstretched band, 0 s L 0 , measured from some arbitrary but xed origin. The material particle at (X(s; t); Y (s; t)) is the same particle that would lie a distance s from the origin if the band were cut at the origin and allowed to relax. The force exerted by the band atX(s; t) is given by (1.3) with strength f(s; t) = describes the elastic properties of the band, which are assumed to be uniform along its length, though this is not necessary. The larger T 0 , the sti er the elastic band and the greater the force induced by a stretching of the band. The tension given by (1.7) is a linear Hooke's law relation, which could easily be replaced by a more general nonlinear relation in our algorithm. The force density can be computed directly from the location of the interfaceX at time t. We will see in Section 3 that it is possible to determine the jump conditions for u; v and p directly fromf(s; t). This in turn allows us to apply the immersed interface method to solve for u; v and p at all points on a uniform Cartesian grid at time t.
The interface at each time is represented by a cubic spline passing through a given set of control points along the interface, as described in the next section, and hence the location of the interface is completely determined by the location of the control points. Taking a time step requires also moving the interface, which is accomplished by moving the control points using the additional constraint that the interface must move with the uid. The velocityũ will be continuous across the interface and we have the di erential equation @ @tX (s; t) =ũ(X(s; t); t):
The velocities computed on the Cartesian grid are interpolated to the control points, which are then moved with this velocity over a time step of length t. In practice an implicit method must be used in order to take reasonable time steps, and a quasi-Newton method has been developed to accomplish this in an e cient manner, as described in Section 7. This completes an overview of our method. Each of these steps will be described in greater detail in the remainder of the paper.
Our approach di ers from that of Tu and Peskin in several ways. The fundamental di erence is our use of jump conditions to derive second order accurate nite di erence schemes, rather than using discrete delta functions (which appear to limit the accuracy to rst order). But there are other di erences as well.
Using a relatively small number of control points to specify the interface rather than the denser set typically used with the Immersed Boundary Method has great advantages in solving the implicit system of equations. This approach could be carried over to the Immersed Boundary Method too, as described in Section 8.
We also use a sequence of three Poisson problems as described above, whereas Tu and Peskin discretize the Stokes equations (1.1) directly as a coupled system, which is necessary in using the Immersed Boundary Method since the right hand side of (1.1) involves delta function forces, whereas the right hand side of (1.2) has dipoles, which are even more di cult to discretize accurately. Our approach, on the other hand, could also be applied to the coupled system directly, incorporating the jump conditions for u; v, and p simultaneously.
This has also been implemented and details are presented in 26]. We have found, however, that the approach presented here gives slightly better results. It also yields the pressure p at all grid points, which may be of interest, whereas discretizing the coupled system and solving by fast Fourier transforms, as done in 49], does not yield p due to zero divisors in the transformed equations. Finally, the approach based on three Poisson problems allows the direct use of software already developed for the general Poisson problem with jumps across an interface, a problem that also arises in many other contexts. However, decoupling the problem into three Poisson problems depends on the fact that periodic boundary conditions are used. Some comments are made in Section 11 on handling other boundary conditions.
Another approach to solving Stokes ow problems is to solve a biharmonic equation for the stream function instead of the three Poisson problems used here. Mayo 31] has developed a method based on this approach and techniques from 32] that is similar in spirit to our method.
Boundary integral methods are also very popular for Stokes ow, since this linear problem can be reduced to an integral equation along the interface, reducing the dimensionality of the problem. For a description of this approach and some references, see e.g., 42 ]. This approach does not appear to extend to nonlinear problems such as the full Navier-Stokes equations, however, whereas the Immersed Boundary Method does. We expect that our method can also be extended, and work is now underway to do so.
2. Representation of the interface and forces. The location of the interface at time t n is represented by a nite set of control points (X n k ; Y n k ) for k = 0; 1; ; : : :; N b .
Since the boundary is always a simple closed curve in the model problem, we assume (X n 0 ; Y n 0 ) = (X n N b ; Y n N b ). The kth control point gives an approximation to (X(s k ; t n ); Y (s k ; t n )), where s k = kL 0 =N b . Based on these control points, we determine a continuous curve (X n (s); Y n (s)) by computing some interpolants X n (s) through the points X n k and Y n (s) through the points Y n k . The computations presented here were all computed using periodic cubic splines for X n (s) and Y n (s). The force exerted by the elastic interface, given by (1.6), can also be represented by cubic splines. From the splines (X n (s); Y n (s)) we can compute @X=@s and hence the tension T(s; t n ). Multiplying by the tangent vector and di erentiating again gives an approximation to (1.6). We now evaluate this function at each of the control points to obtain valuesf n k and then interpolate these values by a new cubic splinef n (s) to obtain the representation of the force all along the interface. The reason for introducing a new cubic spline at this point is that the jump conditions discussed in the next section depend on further derivatives of the force along the interface.
Other representations of the interface are possible. We have also experimented with using a Fourier series representation, which is quite convenient for the smooth closed curves considered here since X and Y are both periodic in s. With this approach it is easy to compute the necessary derivatives and also apply ltering to remove high frequency oscillations of the interface. In some problems this has been found to improve stability properties.
A level set representation (e.g., 36], 47]) could also be considered. In this approach the interface is represented by the (x; y; t) = 0 contour of some smooth function that advects with the uid velocity. For the surface tension problems discussed in Section 10, this could be used since the surface tension force depends only on the curvature of the interface, which can be determined directly from . However, for the elastic band problem the force depends on the manner in which the band is stretched and not just its location, and hence it seems necessary to explicitly track control points on the interface.
Jump conditions across the interface. In order to use the Immersed Interface
Method, we need to know the jump conditions for each of the three Poisson problems (for p; u, and v). We need to know both the jump in the function and the jump in its normal derivative at each point along the interface. (See 22] for details on how the jump conditions are used to derive second order accurate di erence formulas.)
The velocity components u and v are both continuous across the interface. Certainly the normal velocity must be continuous and a discontinuity in the tangential velocity is also ruled out by the presence of viscosity and a no-slip boundary condition between the elastic band and the uid on each side. The normal derivative of all three variables will, however, be discontinuous in general, as will the pressure itself. The jump conditions are then given by p](s) =f 1 (s; t) (3.12a) p n ](s) = @ @sf 2 (s; t); (3.12b) u n ](s) =f 2 (s; t) sin ; (3.12c) v n ](s) = ?f 2 (s; t) cos : (3.12d) These are derived in the Appendix. Note that in the equilibrium case we expect there to be no tangential component to the force, i.e.,f 2 = 0, since in equilibrium the tension T(s; t) will be constant in s and sõ f(s; t) will be the derivative of a constant-length tangent vector, and hence will point in the normal direction. The only nonzero jump will then be that given by (3.12a), as we expect since u = v = 0 and p is piecewise constant in this case.
The jump conditions can be determined at any point on the interface by applying (3.12) to the cubic spline functionf n (s) representing the force. Alternatively, we could calculate the jump conditions at each control point and then interpolate these by cubic splines. 4 . Solving the Poisson problem for p. Given the location of the interface at time t n , and the jump conditions for p across it from (3.12a) and (3.12b), we wish to solve the Poisson problem (1.5) with these speci ed jump conditions. We solve a di erence equation of the form 1 h 2 (p i+1;j + p i?1;j + p i;j+1 + p i;j?1 ? 4p ij ) = C ij (4.13)
on a uniform Cartesian grid, where the right hand side C ij is determined using the techniques of 22] based on the jump conditions. The value C ij will be nonzero only at \irregular" grid points, those for which the 5-point stencil includes points from both sides of the interface. These values can be thought of as giving a spreading of the dipole source in ( ] to solve the perturbed equation (4.14) and set p 00 = 0 to get a particular solution.
5. Solving for u and v. Next we need to solve the Poisson problems (1.1a) and (1.1b) for u and v. These are essentially identical and we will explain the procedure for the solution of (1.1a) to obtain u. The forcing term F 1 is singular along the interface, but is a delta function singularity rather than a dipole, leading to a jump in the normal derivative of u but not in u itself. Also note that, since p is discontinuous across the interface, p x will contain a delta function singularity. The strength of the jump in the normal derivative u n depends on both these e ects, and is given by (3.12c 6. Moving the interface | an explicit method. The interface should move at the local uid velocity, which can be accomplished by moving each control point (X n k ; Y n k ) at velocity (U n k ; V n k ), determined by interpolating the velocity elds u ij and v ij to the kth control point. This interpolation is complicated by the fact that u and v are not smooth across the interface, and so the known jumps in their normal derivatives must be used in the interpolation formulas. There are various ways in which this can be done. Here we give one example based on using 3 nearby points to perform linear interpolation, modi ed to incorporate the jump conditions at the interface.
Dropping superscripts and subscripts for simplicity, let (X; Y ) be an arbitrary point on the interface and consider the problem of interpolating from the u ij to obtain the xcomponent U of the velocity at (X; Y ).
First we choose the rst three grid points (x i1 ; y j1 ), (x i2 ; y j2 ), and (x i3 ; y j3 ) closest to (X; Y ). Then we form a linear combination of the grid values at these points plus a correction term to approximate U U = 1 u i1;j1 + 2 u i2;j2 + 3 u i3;j3 ? C (6.20) We use Taylor expansion about (X; Y ) to get the equations for the coe cients 's so that we have a second order approximation: This gives a linear system of equations for the 's which can be solved to yield
We can use the same coe cients i and a new correction term based on the jumps in v to nd the y-component V of the velocity at (X; Y ). These velocities (U; V ) can then be used to move the interface at the control point (X; Y ).
Applying this procedure at each control point (X n k ; Y n k ) gives the velocities (U n k ; V n k ). The simplest explicit method is forward Euler, in which we move the interface by shifting each control point according to
This completes the description of an explicit immersed interface method for the Stokes equations. In the next time step the whole process is repeated. To review, the process consists of:
1. Use the location of the interface, as determined by the control points, to determine the forces and jump conditions.
2. Solve three Poisson problems, using these jump conditions, to determine u n ij and v n ij on the uniform grid.
3. Interpolate to determine U n k and V n k at the control points.
4. Move the control points at these velocities for time t.
There are two obvious di culties. One is that Euler's method is only rst order accurate in time. A more serious di culty is that the system is very sti (for reasonable values of T 0 ), and very small time steps must be taken to maintain stability, time steps over which there is barely any discernable motion of the interface. The problem is that small perturbations in the smoothness of the interface can lead to large forces, resulting in large transient velocities that amplify the perturbations catastrophically if used over too large a time step. This di culty is discussed in detail by Tu and Peskin 49] . (See also 18], 34].) In order to take reasonable time steps, we must use an implicit method, as described in the next section.
7. Moving the interface | an implicit method. Steps 1 through 3 of the procedure described in the previous section can be used to de ne an operator U that maps a set of control pointsX = (X 1 ;X 2 ; : : :;X N b ) to the resulting velocitiesŨ = (Ũ 1 ;Ũ 2 ; : : :;Ũ N b ) at the control points. We writeŨ = U(X): Applying U toX requires computing forces and jumps along the interface, solving three Poisson problems, and interpolating the resulting velocities back to the control points. The Forward Euler method of the previous section can now be written succinctly as X n+1 =X n + t U(X n ):
Instead we wish to use an implicit method, such as the Trapezoidal method X n+1 =X n + 1 2 t (U(X n ) + U(X n+1 )):
This means that the distance each control point moves should be determined by the average of its velocity based on the old interface location and its velocity based on the new interface location. This is second order accurate and also eliminates most stability problems, but of course it is much more di cult to apply. At time t n ,X n is known and soŨ n = U(X n )
can be computed as before. But thenX n+1 must be determined from the implicit system g(X n+1 ) = 0, where g(X) =X ? 1 2 t U(X) ? X n + 1 2 tŨ n :
Normally a Newton-like method must be used with the Trapezoidal method in order to obtain convergence of the iteration with reasonable size time steps. Newton's method requires the Jacobian matrix J(X) g 0 (X) = I ? 1 2 t U 0 (X): The e ciency of this method is enhanced by the fact that we have a very similar system to solve in each time step. Since the interface moves only a small amount from one time step to the next, the approximate Jacobian from one time step is still a good approximation in the next time step. In each time step we begin with the nal approximate B from the previous time step as our initial B. Of course we also have a good initial guess for the solutionX n+1 to the system g(X) = 0. We can useX n as our initial guess, or even an extrapolated value such as 2X n ?X n?1 . We nd that we need only 2 or 3 iterations of the quasi-Newton method to converge toX n+1 .
The above comments are valid once the process is going. In the very rst time step, fromX 0 toX 1 , we do not yet have a previous approximation to the Jacobian. In the rst step we initialize B to the identity matrix, which is reasonable since from (7.22) we see that J = I + O( t). (This seems to work in spite of the fact that, in the sti case, we want to take t for which t may be large for some eigenvalures of U 0 .) In the rst few time steps, before a good approximate Jacobian has been built up, more iterations are required than indicated above (5 or 6, typically).
Comparison with the Immersed Boundary Method. The original Immersed
Boundary Method can also be applied to Stokes ow, as has been done by Tu and Peskin 49] . We have already explained the primary di erences between the two algorithms and, in particular, how we expect to achieve second order accuracy rather than rst order accuracy by using jump conditions rather than discrete delta functions. These expectations are con rmed in the numerical results presented in the next section.
There is another fundamental di erence in approach that is worth discussing further since we believe it could also be used to good e ect in connection with the standard Immersed Boundary Method. In Peskin's approach the Lagrangian points de ning the boundary are also the points where the discrete delta functions are centered in the process of transfering the singular sources from the interface to the neighboring grid points. Since the diameter of the support of these delta functions is O(h), where h is the uniform grid spacing, this requires a fairly dense set of points along the interface. Typically the distance between marker points on the interface is roughly h. With an implicit method, this can give a very large system of equations to solve for the new position of the interface in each time step.
By contrast, we use a much smaller set of control points to mark the interface, and interpolate by cubic splines to determine intermediate locations or forces. If the interface is smooth it is possible for the distance between these control points to be quite large relative to h with no e ect on the accuracy. This leads to a much smaller system of equations to solve and allows us to use a fully implicit method quite e ciently.
Presumably improvements could be made to a code based on Peskin's approach by using a hybrid method, in which the boundary is represented by a smaller set of control points for the purpose of identifying its location (and hence in the implicit system to be solved). One could then use cubic splines to interpolate forces to a denser set of points along the interface where the discrete delta functions are applied for the purpose of spreading forces and interpolating velocities. In essence this is what we do, since we also need to know the forces and jump conditions at a denser set of points in the process of calculating the C ij in the systems (4.13) and (5.15).
There are other advantages to solving for a smaller set of control points besides the obvious e ciency gained by having a smaller system of equations. Reducing the number of degrees of freedom in the interface position also leads to a much better conditioned system in many cases. Beyer 5] , 6] used the Immersed Boundary Method to model the motion of the basilar membrane in the inner ear and implemented an implicit method to deal with the rigid walls of the cochlea. He found that the system of equations was extremely illconditioned and had to resort to a singular value decomposition to obtain good results, at considerable expense. We suspect that using a much smaller set of control points would eliminate the bulk of this ill-conditioning and lead to a much more e cient method for handling rigid walls. Similar issues are also discussed in 18]. 9 . Numerical results. In this section we present the results from some sample calculations on the Stokes equations with immersed elastic boundaries. We compare with results obtained using the Immersed Boundary Method where the equations (1.1) are discretized directly using a discrete delta function for the singular forces. This is the method used by Tu and Peskin 49] and we have attempted to implement the method exactly as described in that paper. For brevity we refer to that method as the IBM and to our Immersed Interface Method as the IIM.
The main interest in 49] was in studying the issue of explicit versus implicit methods for moving the interface in the context of a relatively simple test problem. While their emphasis was not on obtaining optimal accuracy for this particular problem, we feel that the comparison is appropriate since we hope to extend our method to the full incompressible Navier-Stokes equations. It is important to verify that at least on this special case we are able to obtain better results than the existing Immersed Boundary Method.
Example 9.1. This example is taken from Tu and Peskin 49] . The initial interface (the solid line in Fig. 1 ) is an ellipse with major and minor axes a = 0:75; b = 0:5, respectively. The unstretched interface (the dash-dot line in Fig. 1 ) is a circle with radius r 0 = 0:5. Due to the restoring force, the ellipse will converge to an equilibrium circle (the dashed line in Fig. 1 ) with radius r e = p ab 0:61237; this is larger than the unstretched interface because of the incompressibility of the enclosed uid. So the interface is still stretched at the equilibrium state, and the non-zero boundary force is balanced by a nonzero jump in the pressure (Fig. 2(b) ).
We begin by computing the velocities and pressure at time t = 0 based on the initial elliptical interface, before the interface has moved at all. Figure 2 shows u and p over the uniform grid. As expected, p is discontinuous across the interface while u is continuous but not smooth. Figure 3 shows this more clearly, displaying cross sections of u and p along the line y = ?0:4. In Figure 3(b) we see that the discontinuity in pressure is captured very sharply by the immersed interface approach.
In Figure 3(a) we have also plotted the cross section of the velocity u that was computed using our implementation of the IBM on the same grid. This gives a similar result except near the interface, where it is quite smeared out with the sharp peak in velocity being lost. Since it is the velocity right at the interface that is used to move the interface, this can be expected to have a substantial impact on the overall performance of the algorithm. (We cannot directly compare the accuracy of the pressure from the two algorithms, since this is not available from Tu and Peskin's method.) Table 1 shows the results of a grid re nement study on the IIM where the values on points and displayed along with the ratios of successive errors. Since we are comparing to a computed solution on a grid that is not very much ner, we do not expect the standard error ratios of 2 for a rst order method or 4 for a second order method. In particular, when going from N = 80 to N = 160 we expect a qth order accurate method to produce a ratio kp 80 ? p 320 k kp 160 ? p 320 k C(1=80) q ? C(1=320) q C(1=160) q ? C(1=320) q = 4 q ? 1 2 q ? 1 rather than the ratio 2 q . For q = 1 this ratio is 3 while for q = 2 it is 5. Table 1 shows the nal ratio to be betwen 5 and 6 for all three variables, indicating second order accuracy. Table 2 shows results for the IBM, for the velocity components only. Now the nal ratios are roughly 3, indicating the expected rst order accuracy.
We now consider the error at later times, after the interface has moved. Comparing the solution at all the uniform grid points is di cult, since the interface may lie to one side of a given point in one calculation, but slightly to the other side in a di erent calculation. Instead we will focus on the interface location as a measure of the accuracy, which is appropriate since this is often what we are most interested in. These measure the smallest and greatest distance from the origin to the interface. Note that since we expect the interface to converge to a circle centered at the origin (by symmetry and the positioning of the original ellipse), we expect that r n min ! r e and r n max ! r e as n ! 1. Table 1 The errors in the computed p, u, and v at t = 0 using the IIM method via three Poisson equations. Second order accuracy can be observed. Table 2 The errors in the computed u and v at t = 0 using the IBM. First order accuracy can be observed. Another interesting phenomena we can observe from Fig. 6 is that the number of control points N b on the interface plays an important role in the IBM. When we re ne the uniform grid but keep the number of control points N b on the interface xed, the errors obtained with their approach gradually cease to decline even as we re ne the grid because the error in expressing the interface will dominate. Then a re nement of the interface grid will lead to a relatively large fall in the error as we can see in Fig. 6 . There is a sharp drop in the error with the IBM when N b changes from 40 to 80 and from 80 to 160. As expected, we must re ne the grid for the domain and the interface simultaneously with this approach. In our approach, as we mentioned in Section 2, we can take fewer control points on the interface with little e ect on the accuracy with our method, as we can see from Fig. 6 , where we have the same sequence of grids. The jumps in the error when N b is increased are much less pronounced. Example 9.2. We now change the example slightly and perturb a circular interface that is initially the resting circle, with r e = r 0 . There is still a restoring force that should bring the interface back to a circular shape, but this force now vanishes as the equilibrium (= resting) state is reached. Asymptotically there is no force exerted by the interface and no jump in pressure. With both methods, the interface will stop moving before an exact circle is reached, once the error in the discretization dominates the force. The deviation from circularity of the nal numerical equilibrium gives an indication of the accuracy of the method. In Fig. 7 we have again plotted r min and r max , the minimum and maximum distance from the origin to the interface, for both methods on a sequence of grids. It is clear that our method is more accurate and it has been con rmed that r max ? r min = O(h 2 ) for large t, whereas with the Immersed Boundary Method, r max ?r min = O(h) asymptotically. circle with the radius r 0 = 0:3. We present results only for N = 160 and N b = 160. The problem is very sti and we need to take a fairly small time step even with the implicit method. We started with t = O(h 2 ), but could increase the time step at later times. A comparison with the IBM reveals a similar behavior as in Example 9.1. We will not give detailed numerical results but instead present only the location of the interface at several times in Fig. 8 . 10. Multi-uid ows and surface tension. The method developed in the previous section can be easily adapted for the interface between two di erent uids, with surface tension providing the singular force rather than an elastic membrane.
The force strengthf(s; t) is now given bỹ f(s; t) = @ 2 @s 2X (s; t) (10.24) where the constant depends on physical properties of the two uids, and s is arclength along the interface. The vector @ 2X =@s 2 is normal to the interface with magnitude equal to the curvature.
The main new feature that we need to include is the e ect of gravity, which is important in most applications since the two uids may have di erent densities. If gravity is directed in the negative y direction, we need only modify equation (1.1b) to read p y = (v xx + v yy ) + F 2 ? g (10.25) where g is the gravitational constant and is the density, which we assume has the constant value 1 in one uid and 2 in the other. The Poisson problem for p then becomes p xx + p yy = r F ? g y :
Since is piecewise constant, the term g y gives only an additional delta function source along the interface, which contributes to the jump in the normal derivative p n across the interface. In fact this is the only contribution to this jump, since the force (10.24) is normal to the interface and sof 2 (s; t) = 0 in (3.12). So we have p n ](s) = g ] sin ;
where the sin term arises from the fact that the delta function source is directed vertically, and hence at angle to the interface. The jump conditions for p, u n , and v n are still given by (3.12) withf 1 = f andf 2 = 0. Note that the velocity is now continuously di erentiable across the interface, simplifying the procedure for interpolation to the interface that was presented in Section 6. Even if 1 = 2 , the addition of gravity will induce a hydrostatic pressure gradient that is linear in y. This means that periodic boundary conditions are no longer reasonable. We consider a rising bubble of uid with density 1 = 1 inside the bubble and density 2 = 2 outside. We take the same viscosity in both uids, 1 = 2 = 1, though this is not necessary (see Example 10.2 below). Figure 9 shows experiments with 4 di erent values of the surface tension coe cient = 10; 1; 0:5, and 0. In each case the bubble was initialized to an elliptical shape, X = 0:5 cos( ); Y = 0:3 sin( ) ? 2:2.
When is large, the surface tension is su ciently strong to bring the bubble back to a nearly circular shape even as it rises. For smaller values of , the bubble is distorted. For su ciently small values, the bubble would eventually split into pieces. Our current code cannot handle this change in topology. (See, e.g., 47] for such a calculation.)
This behavior agrees qualitatively with the known behavior of axisymmetric threedimensional bubbles, the case most frequently treated in the literature. (See for example 3, 10, 46].) Our computations, however, are purely two-dimensional, which corresponds to the cross-section of a cylindrical bubble in three dimensions. The additional curvature e ects in the more realistic axisymmetric case are known to have an e ect on the shape of bubbles (e.g., 35]) and so a direct comparison is not possible.
We also note that if we start with a circular bubble, rather than an ellipse, the bubble remains circular (to reasonable accuracy) for all values of . This also agrees with expected behavior 10]. Figure 10 shows the results with = 2 outside and = 1 inside, and for comparison also the computation with = 1 everywhere. As expected, the bubble moves more slowly in the more viscous uid. In this example we have also changed the boundary condition relative to the previous example, and impose u = v = 0 at the top and bottom, due to limitations in our current code for the discontinuous coe cient Poisson problem. This explains why the bubble with = 1 everywhere rises more slowly than the corresponding bubble in Figure 9 .
These examples demonstrate that our technique is capable of dealing with discontinuities in density and viscosity as well as singular forces at the interface. The ability to handle discontinuous coe cients as well as singular forces is another advantage of our approach over the standard Immersed Boundary Method, with which the discontinuities are typically smeared over some region of width O(h), e.g., 47], 51].
11. Extensions. Although we have presented our method in the context of twodimensional ows, the ideas extend quite simply to three space dimensions. The Immersed Interface Poisson solver for three-dimensional problems is described by Li 25] , 26] and can be used directly. The main di culty is in representing the interface, which is now a surface, by a nite set of control points. Various techniques are currently under consideration and we hope to develop a three-dimensional code in the future.
The special case of axisymmetric ow can be solved as a two-dimensional problem, if the Laplacian operator is suitably modi ed. In (r; y) coordinates, the Laplacian is r 2 = @ rr + 1 r @ r +@ yy and this must be used in each of the three Poisson problems solved with our approach. The jump conditions must also be modi ed to incorporate the three-dimensional curvature e ects. As noted in the introduction, decoupling the problem into three Poisson problems depends on the fact that periodic boundary conditions are used. With other boundary conditions, e.g., no-slip conditions at solid walls, we would know u and v but not p along the boundary, and hence would not have a boundary condition for the Poisson problem for pressure. If arbitrary boundary conditions are speci ed for p and the three Poisson problems solved as described above, then the divergence will satisfy Laplace's equation r 2 (u x + v y ) = 0; but this guarantees that u x +v y 0 only if we also impose the boundary condition u x +v y = 0 along the boundary. This is the correct additional boundary condition which must be used to uniquely de ne the pressure. This creates a troublesome coupling between the Poisson problems.
One possibility is to introduce the values of p along the boundary as another set of unknowns, with a discrete form of the divergence boundary condition as another set of equations to be solved via the quasi-Newton procedure along with the new locations of the control points. This would give a much larger nonlinear system. Another possibility is to revert to solving the coupled system of equations (1.1) directly as done by Tu and Peskin. Results reported in 26] indicate that other aspects of the immersed interface method presented here can be carried over directly to solving the coupled system.
In this paper we have considered only Stokes ow in the zero Reynolds number limit of creeping ow, where the inertial time derivatives of the velocity can be neglected. We are currently working on a version that includes these inertial terms in the momentum equations (1.1a) and (1.1b). The techniques presented here can be used to compute the time derivative of the velocities at both time t n and t n+1 , and then a Crank-Nicolson time di erencing can be used to achieve a second order accurate method in time. Again the quasi-Newton method can be used to solve for the new interface location as part of this updating process. The primary new di culty arises from the fact that the time derivative will not be smooth in time at any Cartesian grid point crossed by the interface during the time step. This can be accounted for by including additional terms in the Crank-Nicolson algorithm to correct for these jumps. Such techniques have been successfully used for onedimensional problems in 7], 27] and should carry over to multi-dimensional problems. This work will be reported on elsewhere.
12. Appendix | Derivation of jump conditions. Here we present a brief derivation of the jump conditions (3.12). We let (x) be the two-dimensional delta function as de ned in (1.3) and (1.4), and let (x; y) be an arbitrary twice continuously di erentiable test function de ned on an appropriate region .
For a vector functionG = G 1 (x; y); G 2 (x; y) ] T , by using Green's integral theorem, we This completes the derivation of (3.12).
