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ABSTRAK 
 
Diabetes Mellitus (DM) merupakan penyakit yang terjadi akibat kadar 
glukosa yang tinggi dalam darah, dalam penelitian ini data yang didapatkan dari 
Rumah Sakit Muhammadiyah Lamongan terdapat 2.021 data original yang 
didalamnya terdapat 5 jenis penyakit DM atau target kelas. Kemudian pada data 
tersebut dilakukan pemrosesan berupa normalisasi dan penanganan missing 
values untuk selanjutnya dilakukan proses klasifikasi dan pengujian. Hasil 
pengujian algoritma Random Forest memiliki hasil akurasi yang lebih unggul 
dibanding dengan J48 pada pengujian data original dan data yang telah melalui 
proses normalisasi dan penanganan missing values. Pada data original pengujian 
menggunakan confusion matrix pada algoritma Random Forest memiliki akurasi 
98,51% sedangkan J48 95,05%. Dan pada data yang telah diproses dengan 
normalisasi dan penanganan missing values algoritma Random Forest memiliki 
akurasi 97,52% sedangkan J48 94,76%. Untuk perbandingan data yang 
digunakan data original memiliki akurasi yang lebih baik dibandingkan dengan 
data yang telah diproses.  
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ABSTRACT 
 Diabetes Mellitus (DM) is a disease that occurs due to high glucose levels 
in the blood. in this research, data obtained from Muhammadiyah Lamongan 
Hospital is 2.021 original data and there are 5 types of diabetes mellitus or target 
class therein. Then the data is processed using normalization method and 
handling missing values for classification and testing process. Random Forest 
algorithm test results have superior accuracy results compared with J48 in the 
original data test and data normalization and handling of missing values. In the 
original data, the test with confusion matrix on the Random Forest algorithm has 
an accuracy of 98.51% and J48 is 95.05%. And on the data has been through the 
process of normalization and handling of missing values Random Forest 
algorithm accuracy is 97.52% and J48 is 94,,76%. The original data test results 
have better accuracy than the data that has been processed. 
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