On the use of augmenting chains in chain packings  by de Werra, D. & Roberts, F.S.
Discrete Applied Mathematics 30 (1991) 137-149 
North-Holland 
137 
On the use of augmenting chains 
in chain packings 
D. de Werra 
Swiss Federal Institute of Technology in Lausanne, Switzerland 
F.S. Roberts 
Department of Mathematics and Rutgers Center for Operaiions Research, Rutgers University, 
New Brunswick, NJ 08903, USA 
Received 3 October 1988 
Revised 31 January 1989 
Abstract 
De Werra, D. and F.S. Roberts, On the use of augmenting chains in chain packings, Discrete Ap- 
plied Mathematics 30 (1991) 137-149. 
In a graph G=(X,E), we assign to each node u a positive integer b(o)cdc(u), where C&(U) is 
the degree of v in G. Let P be a collection of edge-disjoint chains such that no two chains in P 
have a common endpoint and such that in the partial graph H = (X, E(P)) formed by the edge 
set E(P) of P we have dH(u)s b(u) for each node u. P is called a chain packing. 
We extend the augmenting chain theorem of matchings to chain packings and we find an 
analogue of matching matroids. We also study chain packings by short chains, i.e., chains of 
lengths one or two. We show that we may restrict ourselves to packings by short chains when we 
want to find a packing containing a maximum number of chains. We show that the use of 
augmenting chains fails in general to produce a new short chain packing from an old one, even 
for bipartite graphs, but that it does do so for the special case of trees. For the case of trees, we 
also find a min-max result for packings by short chains. 
1. Introduction 
The purpose of this paper is to present results on the extension of the theory of 
matchings in graphs to generalized edge packings, in particular packings by chains. 
A matching in a graph is a collection of edges or complete 2-node subgraphs 
which have no common endpoints. In many applications, we are interested in pack- 
ing into a graph as many such complete 2-node graphs as possible. Various authors 
have studied packings into a graph using graphs other than complete 2-node graphs. 
For instance, Hell and Kirkpatrick [7] have studied packings by cliques and cycles 
and Hell and Kirkpatrick [8] have studied packings by complete bipartite graphs. 
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For references to papers on packings by other types of graphs, see [7] or [8]. In 
[ 10,12-141, packings using odd length chains have been studied. In particular, an 
odd chain packing (ocp) is defined to be a collection of edge-disjoint chains of odd 
length (i.e., with an odd number of edges) such that all endpoints of these chains 
are distinct. (By the definition given below in this paper, the edges of a chain are 
distinct, but the nodes are not necessarily distinct. Moreover, in an ocp, two chains 
are not necessarily node disjoint. For results on node-disjoint chain packings, see 
for example [2,15] .) In [ 141, various analogues of the well-known results about mat- 
chings were obtained for ocp’s. In particular, it was shown that the augmenting 
chain theorem was still valid with a slightly more complicated type of augmenting 
chain. (Other augmenting chain techniques can be found in [4].) Furthermore, an 
analogue of matching matroids was found and a min-max result was obtained. 
Here, we shall be interested in chain packings of arbitrary parity and we shall 
show that many properties of matchings are still present in this situation. In par- 
ticular, we shall obtain an augmenting chain result and a matroid result. We shall 
also study chain packings by short chains, chains of lengths one or two, and show 
that for any chain packing P in a graph, a chain packing P’ by short chains and 
having the same cardinality as P can be found. We shall observe that the use of 
augmenting chains fails to produce a new short chain packing from an old one, even 
for bipartite graphs. However, we shall show that it does do so for trees. For the 
case of trees, we also find a min-max result for packings by short chains. 
2. Chain packings 
We shall assume that all graphs G = (X, E) are finite, loopless multigraphs: They 
are unoriented, they may have parallel edges, but they have no loops. All graph- 
theoretical terms not defined here can be found in Berge [ 11. 
A chain in a graph is a sequence [ui, ~~1, [uz, us], . . . , [z.Q_~, u,] of distinct edges. 
(Note that this is what Berge calls a simple chain.) A chain is called a cycle if 
u1 = uk and it is called elementary if the nodes ur, . . . , uk are distinct. 
A chain packing (cp) P in G = (X, E) is a collection of edge-disjoint chains such 
that the endpoints of these chains are all distinct. The curdinulity IP1 of P is the 
number of chains in P. If all chains in P have length one, then we get a matching. 
We are interested in finding a maximum cp P in a graph, i.e., a cp with maximum 
cardinality. 
Clearly the union of all edges in a cp P forms a partial graph H= (X, E(P)) of G 
where exactly 2 IPl nodes u have odd degree dH(u). (An isolated node has even 
degree.) Conversely, if we are given such a partial graph H we may reconstruct the 
chains of a cp P. This reconstruction is not unique, but all cp’s obtained from a 
given H will have the same cardinality, namely half the number of nodes of odd 
degree. Such a chain packing is obtained by constructing an “Eulerian decomposi- 
tion” of H, i.e., a decomposition of the edge set of H into a minimum number of 
chains. (Cf. Berge [l, Chapter 111.) 
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A connected component C of a graph G will be called odd (respectively even) if 
C has an odd (respectively even) number of nodes. We notice immediately that in 
a graph G= (X,E) with p odd components, the maximum cardinality of a cp is 
+( 1x1 -p): It is always possible to find a partial graph H such that in every even 
component all degrees dH(u) are odd and in every odd component all degrees dH(u) 
but one are odd. It is interesting to observe that such an H can be constructed step- 
wise by using an elementary augmenting chain technique. Whenever two nodes a 
and b in a component C of G have even degree in H, we take any chain K between 
a and b in C and we interchange along K the edges of H and the edges which are 
not in H. Clearly this does not change the parity of the degrees in H of the inter- 
mediate nodes of K while a and b get an odd degree. 
Sometimes it is useful to define chain packing more generally, much as Tutte [l l] 
defines a more general notion of matching called a b-matching. Assume that for 
each node U of G we are given a positive odd integer b(u)ldo(u). A cp P will be 
asked to satisfy the additional requirement that if H=(X,E(P)) is defined by the 
edges of P, then for each node U we must have dH(u) I b(u). If b(u) = 1 for each 
node u, we get a matching. From now on, we shall study chain packings under this 
more general definition. 
It is not difficult to see that the assumption that all values b(u) are odd is not a 
restriction if we are interested in maximum cp’s. Consider a maximum cp P 
represented by a partial graph H and assume that we have dH(u) = b(u) > 0 for 
some node u with dH(u) even. We construct a chain C of edges of H starting at u 
and ending at some node w with dH(w) odd. (This is possible since every node u of 
positive degree in H must be in a connected component of H with at least two odd 
nodes.) We remove the edges of C from P and we get a cp P’ with IP’ j = IPI since 
we still have a partial graph H’ with 2 jP1 nodes of odd degree. At each node x, 
d,,(x)Sd,(x)l b(x), and in particular at u, we now have dH’(u)sdH(u) - 1. Thus 
we may replace b(u) by b(u) - 1. 
As is the case for matchings, we shall define as saturated those nodes which are 
endpoints of some chain in P (i.e., nodes u with d*(u) odd). The other nodes will 
be called exposed. 
Notice that for any cp P in G we can find a cp P’ with I P’ 1 = /PI (in fact saturating 
the same nodes) where all chains are elementary. 
We shall now describe the augmenting chain technique which may be used to in- 
crease the cardinality of a cp. 
3. Augmenting chains 
Suppose we have a cp P in a graph G = (X, E). Let chain C meet consecutively 
nodes uo, ul, . . . , uq. We say that node u has an irregular crossing (by chain C) if 
U=Ui,someO<i<q,andedges[U;_l,Ui]and[Ui,Ui+l]ofCareeitherbothinPor 
both out of P. Node u has a regular crossing (by chain C) otherwise, i.e., if u = ui, 
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some 0 < i < q, and one of edges [Ui_l, vi] and [ui, Di+ r] is in P and the other is out 
of P. A (regular or irregular) crossing of u is positive (respectively negative) if o = Ui 
and the entering edge [ui_t, oil is in P (respectively out of P). For instance, in the 
chain packing of Fig. 1, node f has a negative regular crossing by chain a, f, b; a 
positive regular crossing by chain b, f, a; a negative irregular crossing by chain a, 
f, e; and a positive irregular crossing by chain b, f, c. We say that C is an augment- 
ing chain with respect to P if C has the following properties: 
(i) u,,, uq are distinct exposed nodes, both adjacent to exactly one edge of C, 
(ii) each node Ui, 0 < i < q, is saturated and has one of the following charac- 
teristics: 
l one irregular crossing and no regular crossing (by chain C); 
l one regular crossing and no irregular crossing (by chain C); 
l one negative regular crossing (by chain C) followed by one positive regular 
crossing, and no other crossings; 
(iii) if node u has a negative irregular crossing (by chain C), then dH(u) I 
b(u) - 2, where H is the partial graph generated by the edges of P. 
One reason for listing the various conditions in (ii) is that, as we shall observe 
below, augmenting chains need not be elementary. However, the conditions show 
that each node is crossed at most twice in an augmenting chain. We shall also 
observe below that some of these conditions can be eliminated. Note that if a node 
u has one negative regular crossing followed by one positive regular crossing, then 
the same thing holds if we reverse the order of the edges along the chain C. 
It is now easy to see that if there exists in G an augmenting chain C with respect 
to P, then the cardinality of P can be increased. Interchanging in C the edges of P 
and the edges which are not in P will create two new nodes (II, and uq) with odd 
degree in the new partial graph H. The parity of the other degrees will be unchanged 
and we will still have dH(u)s b(u) for all nodes: The nodes Ui (0 < i < q) whose 
degree is increased are the nodes ui which have a negative irregular crossing; but 
a b e a b e 
a cp P with IPI =2 
(edges of P are shown in dark) 
a cp P’ with IP’I =3 
obtained from the augmenting 
chain a,f,c,d,f,e 
Fig. 1. 
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(ii) and (iii) take care of these nodes. Furthermore, nodes u. and uq may have an 
increased degree, but since they were exposed and since b(u) is odd for each node, 
we will still have dH(Ui) I b(vi) for i = 0, q. 
Remark. Note that neither condition (i) nor condition (ii) is needed in its entirety 
to make the argument above. Rather, it suffices to replace (i) by the condition 
(i)’ 00, vq are distinct exposed nodes; 
and to replace (ii) by the condition 
(ii)’ each node Ui (0 < i < q) has at most one negative irregular crossing. 
We shall observe below that there is an augmenting chain if and only if there is a 
chain satisfying (i)‘, (ii)‘, and (iii). 
Theorem 3.1. Let G= (X, E) be a graph where each node v is associated with a 
positive (odd) integer b(v). Then a cp P is maximum in G iff there is no augmenting 
chain with respect to P in G. 
Proof. We only have to show that if P is a cp which is not maximum, then there 
is an augmenting chain with respect to P in G. So let P’ be a cp in G with 1 P’ / > 1 PI. 
We represent P by a vector XE (0, l} P where x,= 1 if edge e is in P and x,=0 
otherwise. Similarly x’ represents P’ and we set y=x’-x. We shall say that edges 
e with ye = 1 (respectively ye = - 1) are positive (respectively negative). Let F be the 
set of edges of E which are in exactly one of P and P’ and N be the set of nodes 
of X which are saturated in exactly one of P and P’. Thus, note that 
and 
u EN H d&u) is odd, 
where dF(u) is the number of edges in F which are adjacent to u. 
(*) 
We shall now decompose the collection of edges of F into chains (and possibly 
cycles) using an “Eulerian decomposition”, but doing so under a special require- 
ment that when a chain or cycle enters a node, it leaves the node with an edge of 
opposite sign if at all possible. The rest of this paragraph makes this construction 
more precise. As long as edges of F remain in the graph, we pick up one such edge 
and we try to extend a chain from its endpoints as far as possible in both directions, 
by using the following rule. If we reach a node u by using an edge e, we try to leave 
it with an edge of opposite sign. If there is no such edge, we try to leave u with an 
edge of the same sign as e. Finally, if e is the only edge from F left at node u, the 
chain C has an endpoint in u. If the other endpoint of C has already been deter- 
mined, then we remove the edges of C from the graph. Notice that in some cases, 
both endpoints of C will be the same node (one of the nodes of the original edge 
chosen) and so this will give cycles. If edges of F remain, we repeat the process, 
using only edges of F which are still present. 
By (*), all chains C arising from the above construction and which are not cycles 
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will begin and end in a node of N and all cycles C arising from the construction will 
begin and end in nodes not in N. Moreover, every node in N will be an endpoint 
of exactly one chain C in our decomposition. Now since (P’ 1 > (PI, P’ will 
saturate at least 2 ) P ( + 2 nodes of G (while P saturates 2 1 P 1 nodes). Thus, it is not 
possible for every chain C arising from our construction and starting at a node 
saturated in P’ and not in P to end in a node saturated in P but not in P’. Hence, 
in our collection of chains there will be at least one, say C, whose endpoints are 
distinct and both saturated in P’ and exposed in P. 
Let C be given by uo, ul, . . . , uq. If Uir i # 0, q, is exposed in P, then let C be either 
UO,Ul,..-, ui or u~,u~+~, . . . . uq. By repeated applications of this process, we may 
assume that C is uo, ui, . . . , uq with u. and uq distinct exposed nodes in P and 
Ul,UZ, -.-, u~_~ saturated in P. Now C may not be elementary, i.e., it may contain 
cycles. We will remove some cycles of C in order to get a chain satisfying (i), (ii), 
and (iii). 
Remove any cycles at u. and uq. For each node ui (0 < i < q), if there are no 
cycles through Us, then (ii) holds. Thus, suppose there are cycles through Ui and let 
ei be the edge with which we enter node Ui for the first time and let ei be the edge 
with which we leave node Ui for the last time. If ej and/or ei is in P, then remove 
all cycles at ui. In the resulting chain, there is exactly one crossing at ui (one which 
is not negative irregular), and so (ii) holds. Now suppose neither ei nor ei is in P, 
i.e., they are both in P’. Let f;i and A$ be the first and last edges of the jth cycle 
through Ui. If xj and AG are both in P for some j, then remove any other cycles 
(leaving the jth). Then we have exactly two crossings at Ui, one negative regular 
crossing followed by one positive regular crossing, and (ii) holds. If for all j, JY 
and hj are not both in P, then we have 
(a) _$ in P and fi;. not in P or 
(b) fij not in P and fin ot in P. 
We cannot have fY not in P and JG in P because by the way we constructed C, as 
long as a neighbor of Ui in P remains, we go to it when we leave Ui. We now remove 
all cycles through Ui. Then we have only one irregular crossing at Ui, a negative one, 
and no regular crossings. Again, (ii) holds. 
We will now show that the chain C* constructed to satisfy (i) and (ii) also satisfies 
(iii). Suppose that Ui is a node in C* with a negative irregular crossing. Thus, i#O, 
q. By the above discussion, either Ui was on no cycles in C or it originated from the 
case where ei and ei were not in P and all cycles through ui satisfy (a) or (b) above. 
In both cases, Ui has no neighbors in P but not in P’ except those in the cycles of 
C. This holds by the construction of C. Thus, we have 
C (X,: eEBH(Ui)) 5 C (Xl: eEaH,(Ui))-2 I b(Uj)-2, 
where H and H’ are the partial graphs corresponding to P and to P’ respectively, 
and aH(u) is the collection of edges adjacent to node u in H, and similarly for 
6&u). Thus, (iii) follows, and so C* is an augmenting chain with respect to P. 0 
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Remark. Note that we can find an augmenting chain if and only if we can find a 
chain satisfying (i)‘, (ii)‘, and (iii). For trivially (i) implies (i)’ and (ii) implies (ii)‘. 
Conversely, if we can find a chain satisfying (i)‘, (ii)‘, and (iii), then we can find 
one satisfying (i), (ii), and (iii). For, by the Remark above Theorem 3.1, one can 
show that if there is a chain satisfying (i)‘, (ii)‘, and (iii), then one can “augment” 
with it and find a larger packing; hence, by Theorem 3.1, there is a chain satisfying 
(i), (ii), and (iii). (Alternatively, one can prove this directly using the technique of 
the proof of Theorem 3.1.) Since one can find a chain satisfying (i)‘, (ii)‘, and (iii) 
if and only if one can find an augmenting chain, and since one obtains a larger chain 
packing from a chain satisfying (i)‘, (ii)‘, and (iii) in the same way that one obtains 
a larger packing from an augmenting chain, we could have taken (i)‘, (ii)‘, and (iii) 
as the definition of augmenting chain. The alternative definition is more useful in 
finding larger packings (since such chains are easier to find); the definition we have 
used is more useful in showing that a packing is maximum (since it is easier to show 
that no augmenting chains as we have defined them can exist). 
Remark. Even if all chains in P are elementary, one may have to use a non- 
elementary augmenting chain for increasing IPI. An example is given in Fig. 1. 
Here, the only augmenting chains are a, f, c, d, f, e and a, f, d, c, f, e and their 
reversals. 
4. Chain packings and matroids 
In a graph G = (X, E), a subset S of nodes is called saturable if there exists a cp 
which saturates all nodes in S. It is well known that if b(u) = 1 for each node u (i.e., 
if we restrict our cp’s to matchings), the saturable sets are the independent sets of 
a matroid. This is also true for ocp’s [14]. 
Theorem 4.1. The saturable sets in a graph are the independent sets of a matroid. 
Proof. We will show that if S, S’ are saturable sets in G = (X, E) with IS’ ) = 1 S I+ 1, 
there is a node u ES’- S such that SU (01 is saturable. 
Consider a cp P which saturates S and a cp P’ which saturates S’ and represent 
these cp’s by vectors x and x’ as in the proof of Theorem 3.1. If P saturates any 
node o in S’- S, then SU {u} is saturable. Thus, suppose P saturates no nodes of 
S’- S. Consider a decomposition into chains and cycles exactly as in the proof of 
Theorem 3.1. Since any u E S’- S is saturated by P’ but not by P, it follows that at 
each node u of S’-S we have exactly one chain in the decomposition which starts 
at u. Also, no chain in the decomposition (other than a cycle) may have an endpoint 
in 90 S since for each node u in s’n S, we have u $ iV. Since IS’ ( > IS I, we have 
IS’-sj > /S-S’/, so there must be a chain C in the decomposition which starts at 
some node UES’---S and ends at some node u$S. Note that by the proof of 
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Theorem 3.1, C is not a cycle since o EN. Suppose node w has r negative irregular 
crossings in C relative to P. According to our rule of construction of the chains, this 
means that 
b(w)2 C (XL: eEij(w))L C (x,: eE6(w))+2r, 
where 6(w) is the collection of edges adjacent to node w in G. It follows that by in- 
terchanging in C the edges in P and the edges not in P we obtain a cp P. Clearly 
P saturates SU {u}. (It was necessary to have u g S to draw this conclusion, since 
if u ES, u is not saturated in p.) 0 
5. Packing short chains 
We shall now restrict our attention to cp’s where all chains are short, i.e., have 
lengths one or two. A cp with this property will be called a short chain packing (scp). 
In a graph G, m(G) will be the number of edges of G and o(G) the number of 
odd nodes (nodes of odd degree). We can now give a characterization of scp’s in 
a graph G. If H is a partial graph in G, we shall use the loose terminology H is an 
scp to mean that H is the partial graph corresponding to some scp. 
Theorem 5.1. Let G= (X,E) be a graph and H a partial graph in G. Suppose 
b(v) 1 dH(v) for all v. Then the following statements are equivalent: 
(1) H is an scp in G. 
(2) Every connected component H’ of H satisfies m(H’) I o(H’). 
(3) Every connected component of H is either a tree with at most one even node 
or a graph with exactly one cycle and all nodes odd. 
Proof. (1) 3 (2). If H is an scp, consider a connected component H’ formed by 
chains of the scp. If there are p chains, H’ has 2p odd nodes. The number of edges 
m(H’) satisfies m(H’) I 2p = o(H‘) since each chain in the scp has at most two 
edges. 
(2) =) (3). Let H’ be a connected component of H and n(H’) the number of 
nodes in H' . We have 
n(H’) - 1 5 m(H’) 5 o(H’) I n(H’). 
This implies that there is at most one even node in H’. If m(H’) = n(H’) - 1, then 
H’ is a tree. If m(H’) = n(H’), then we have also o(H’) = n(H’) and H’ is a graph 
containing exactly one cycle and no even nodes. 
(3) * (1). Since b(v) 2 dH(v), it suffices to prove that H is an scp independent 
of the b(v) restrictions. We shall use induction on the number n = n(H). The result 
is true for n = 1 or 2. Let H be a graph with n nodes which satisfies (3) and assume 
that the implication is true for all graphs having at most n - 1 nodes. If H is not 
connected, then the result follows by the inductive hypothesis since it holds for each 
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connected component of H. Thus, suppose His connected. Suppose first that H has 
exactly one cycle and all nodes of H are odd. Thus, H has a pendant node, i.e., a 
node of degree 1. Let x be a pendant node whose distance from the cycle is max- 
imum and let y be the neighbor of x. Let R be the chain from x to the cycle. If y 
is not on the cycle, then since y has odd degree, y has a neighbor z different from 
x and from the node following y on the chain R. By choice of x, z is also pendant. 
Then removing the edges in C= { [x,y], [y,z]} and the isolated nodes x and z gives 
a connected graph H’ which has a cycle and no even nodes and has 
n(H’) = n(H) - 2. By the induction hypothesis, H’ is an scp. If y is on the cycle and 
y has a neighbor z not on the cycle, then again z is pendant and we build an scp 
H’ as before. If y is on the cycle and has no neighbor off the cycle, let z be one 
of y’s neighbors on the cycle. Now removing the edges in C above and the isolated 
node x gives a connected graph H’ with no cycles and one even node, z, and with 
n(H’) = n(H) - 1. Again by the inductive hypothesis, H’ is an scp. In all of the cases, 
since neither z nor x are odd nodes of H’, H’ together with the chain C will form 
an scp. Thus, His an scp. 
Suppose finally that H has no cycle and so is a tree with at most one even node. 
Then we have several cases to consider. First, if H has no even node, we may find 
a pendant node x and its neighbor y. Let C= { [x,y]). After removal of the edge of 
C and of any resulting isolated nodes, we get a connected graph H’ with 
m(H’) = m(H) - 1 = n(H) - 2 = o(H) - 2. Node x has been removed. Node y could 
not become isolated, since n(H) > 2. Thus, node y is even in H’. Thus, we have a 
tree H’ with one even node and fewer nodes than H. By inductive assumption, H’ 
is an scp. Since y is not an odd node of H’ and x is not a node of H’, it follows 
that by combining C with H’ we get an scp, H. 
We may now assume that His a tree with exactly one even node y. Let x and z 
be two neighbors of y and take C= {[x, y], [y, z]}. After removal of the edges of C, 
we get connected components which are trees having one even node (x, y, and z are 
now even nodes). Each such tree H’ has n(H’) <n(H), so by the induction 
hypothesis, each one is an scp. Together these trees H’ form an scp also. None of 
the chains in the scp H’ will have an endpoint in x or z, so one can add C to H 
to get an scp. Thus, His an scp. 0 
We now show that when a cp with maximum cardinality has to be found in a 
graph, it is sufficient to consider short chains. 
Theorem 5.2. Let P be a cp in a graph where each node v is associated with a 
positive (odd) integer b(v). Then there exists an scp P’ such that 
(a) IP’I 2 (PI, 
(b) E(F) c E(P). 
Proof. Let H be the partial graph generated by the edges of P. Thus H has 2 1 PI 
odd nodes. 
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If H contains a cycle C, we remove the edges of C from E(P); we repeat this as 
long as cycles can be found. We end up with a graph H* which has exactly the same 
odd nodes as H and which is a forest. 
If a connected component H’ of H* contains two even nodes x, y, we remove 
from H* the unique chain of H’ which links x and y. This increases the number of 
odd nodes in H* by two. We repeat this until all connected components of H* have 
at most one even node. Note that the edges of the resulting graph H** are contained 
in E(P), and so dH**(u) 5 dH(u) 5 b(o). Thus, by Theorem 5.1, H** is an scp for 
G. The cardinality of this scp is at least IP1 since the number of odd nodes in H** 
is at least 2/P\. 0 
6. Augmenting chains for short chain packings 
Given an scp which is not maximum, we know from Theorem 3.1 that there exists 
an augmenting chain with respect to this scp. However, if we use such an augmen- 
ting chain, it may turn out that the new chain packing is not an scp (some chains 
may have length larger than 2). We can always transform the resulting cp into an 
scp by the method of Theorem 5.2. However, it might be more practical to see if 
we can find an augmenting chain with respect to the scp which gives a new chain 
packing which is an scp right away. Such an augmenting chain will be called accep- 
table. In this section we study acceptable augmenting chains. 
In Fig. 2, assume b(u)=d,(u) for each node u. The chain packing shown is an 
scp and has IP / = 8. Consider the augmenting chain C visiting nodes a, b, c, d (a 
and d are exposed). The new chain packing P’ obtained from this augmenting chain 
contains all edges of the graph. It satisfies 1 P’ 1 = 9, but it is not an scp since it con- 
tains 19 > 18 edges. So it follows that C is not acceptable. Here there is no accep- 
table augmenting chain. (The only augmenting chains are a, b, c, d and d, c, b, a.) 
l---Y b C 
an scp without an acceptable augmenting chain 
Fig. 2. 
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This example shows that even for bipartite graphs, such a chain may not exist. 
Observe however that there is an scp of cardinality 9 (see Fig. 3). Notice that we 
may obtain it from P by using a more complicated type of augmenting “chain”: 
An edge may be used several times by C; we leave it alone if it is used an even num- 
ber of times and we interchange it otherwise. 
The next result shows that we can always find an acceptable augmenting chain 
if the bipartite graph is a tree. 
an scp of cardinality 9 for the graph of Fig. 2 
Fig. 3. 
Theorem 6.1. Let G be a tree, let b(v) be a positive (odd) integer associated with 
node v, and let P be an scp which is not maximum. Then there exists an acceptable 
augmenting chain with respect to P. 
Proof. If P is not maximum, then by Theorem 3.1, there exists an augmenting chain 
C between two exposed nodes x and y. These nodes are even nodes in H, the partial 
graph corresponding to P, and they belong to different connected components of 
H (since each connected component has at most one even node). 
Since G is a tree, C will be nonacceptable (by Theorem 5.1) if and only if after 
we augment with it, the new cp will contain connected components having more 
than one even node. 
Hence, if C is nonacceptable, we modify it as follows. Let H’ be the connected 
component of H containing node x. We know that C will intersect a second compo- 
nent with an even node. Start from x and follow the edges of C. As soon as C 
reaches a node z which belongs to some connected component H”#H’ of H and 
having one even node w, leave C and follow the unique chain in H” from z to w; 
this will give a chain C’ from x to w. Note that C’ is an augmenting chain. To see 
why, note that w is exposed; wfx since x and w are in different connected com- 
ponents; and x is adjacent to exactly one edge of C’ since C is augmenting and w 
is adjacent to exactly one edge of C’ by definition of C’. Thus, (i) holds. Next, note 
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that all nodes between z and w are saturated (the components H’ and H” each have 
only one even node). The rest of (ii) follows since it holds for C in H’ and since in 
H”, we are in an elementary chain. Thus, (ii) holds. Note that between z and w, 
there are no nodes which have negative irregular crossings. Thus, (iii) for C’ follows 
from (iii) for C. 
After augmenting with the augmenting chain C’, we obtain a cp with partial 
graph K. Let A consist of all nodes whose connected components in H have a node 
in C between x and z, and let B consist of all remaining nodes. The subgraphs of 
K and of H generated by nodes in B are identical, and moreover in K as in H there 
is no edge joining a node in A to a node in B. Now by assumption all connected 
components of K consisting of nodes in B have at most one even node. It suffices 
to observe that the subgraph of K generated by nodes of A has no even nodes. This 
follows because nodes x and w are the only nodes of A which are even in H. 0 
As a consequence of the proof, we have a polynomial algorithm for constructing 
an acceptable augmenting chain from a nonmaximum scp in a tree. We examine all 
pairs of exposed nodes and we choose one pair such that the unique augmenting 
chain between them does not meet on its way another connected component having 
an even node. A simple way of doing this is to define a distance in a tree between 
two connected components of an scp each containing an even node: It is the 
minimum number of edges in an augmenting chain of the tree linking a node of one 
component to a node of the other, and it is undefined if there is no such augmenting 
chain. We then simply take two even nodes whose components are at minimum 
distance to get the augmenting chain. 
7. A min-max result 
In closing, we remark that even for bipartite graphs, we have not seen how to use 
network flow techniques [5,9] to get a min-max property. However, for trees a min- 
max formula can be obtained. Fix a tree T. Call a subtree H of T which could be 
the connected component of an scp a candidate subtree. Candidate subtrees are 
those which have degrees dH(u) 5 b(u) for all nodes u and have at most one even 
node. Give each candidate subtree a weight equal to the number of odd nodes. Fin- 
ding a maximum scp is equivalent to a maximum weight packing problem: find a 
collection of (vertex-) disjoint candidate subtrees of T with a maximum sum of 
weights. Now the (vertex) intersection graph of the collection of candidate subtrees 
of T is easily seen to form a triangulated (chordal) graph G. (See Golumbic [6, 
Theorem 4.81.) Using this graph, the maximum weight packing problem can be for- 
mulated as a linear programming problem in 0, 1 variables: 
maximize C WjXi, 
subject to c aj;Xi I 1, all maximal cliques Kj of G, 
,&=O or 1. 
(**) 
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Here, wi is the weight of vertex i (candidate subtree i), aji is 1 if vertex i belongs 
to maximal clique Kj, and 0 otherwise. Thus, the constraint matrix of the LP (**) 
is the maximal clique-node incidence matrix of the graph G. Since G is triangulated 
and therefore perfect [6], it follows from a well-known result of Chvatal [3] that 
the LP without the restriction Xi = 0 or 1 has an integer optimal solution. This must 
be a 0, 1 solution by the nature of the constraints. The dual LP (which may or may 
not have an integer optimal solution) gives the min-max formula. 
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