severe. An additional and more relevant criterion (with regard to this investigation) for the adequate definition of risk-taking behavior is that it be perceived and reported as such by the target individual or group of individuals.
However, different definitions and conceptualizations about what constitutes risk taking and what underlies it have resulted in a literature that has little commonality, particularly with regard to assessment techniques and instruments. Furthermore, the existing research is dominated by studies that have focused on a select and limited number of risks, usually determined by the researcher (Moore & Gullone, 1996) . Thus, little is known about the structure of risk-taking behavior. Determining the structure of risk behaviors is important given some indication from the data available that certain risk behaviors appear to be related with others. Thus, determining the structure of risk will enable the investigation of mechanisms and processes underlying related risk behaviors (Irwin, 1993) .
The work of Lavery et al. (1993) represents one of the few studies to investigate different categories of adolescent risk-taking behavior within one study. Using a Q-sort technique, 23 behaviors were classified by 10 graduate students into five categories, including criminal (e.g., shoplifting, driving after drinking, vandalism), vehicle (e.g., accepting a ride with a stranger, driving or riding without a seat belt, riding with a drunk driver), health (e.g., having sex, bingeing/purging, having sex without a condom, crash dieting, sunbathing), status (e.g., running away from home, cheating on an exam, physical fights with peers, cutting school), and drug use (e.g., drinking alcohol, smoking marijuana, getting drunk, smoking cigarettes). The resulting scale was reported to have good test-retest reliability. The authors also reported a negative relationship between risk-taking involvement and risk perception.
A second study that attempted to determine factors or categories of adolescent risk taking is the one by Alexander et al. (1990) . These researchers also noted the potential limitations of applying adult conceptualizations of risk to the study of adolescent behavior. They argued that, given the different social contexts experienced by adults and adolescents, it cannot be assumed that behaviors defined by adults as risky are necessarily perceived in the same way by adolescents. Alexander et al. (1990) report the development of a six-item scale to measure adolescent risk taking based on adolescent reports of risk-taking behaviors. The adolescents in their sample lived in rural areas and were between 13 and 14 years of age. When the sample was in eighth grade, factor analysis of the scale items formed two factors, the first of which was described as antisocial behaviors (e.g., stealing, sneaking out, riding with a dangerous driver) and the second of which was described as characterizing physical feats (e.g., racing on a bike or boat). In ninth grade, risk behaviors factored into thrillseeking and deviant behaviors.
Using quite a different focus, Arnett's work has been based on researcher-defined reckless behaviors. According to Arnett (1992) , reckless behaviors during the adolescent years are most likely to be driven by increased levels of testosterone and monoamine-oxidase inhibitors (MAO), particularly for boys. This rise in testosterone and MAO, in turn, leads to an increase in sensation-seeking behaviors. Arnett (1996) investigated his proposals through the administration of a questionnaire that he developed and reported as being psychometrically adequate (i.e., has a good 3-month testretest reliability; most of the questionnaire items were found to correlate moderately with aggression and sensations seeking). Representative items include drunken driving, speeding, racing, sex with and without contraception, and the use of illegal drugs. Arnett (1996) concluded that his research has provided support for the proposal that sensation seeking is part of the developmental basis for reckless behavior. He also claimed support for the proposal that reckless behavior is hormonally driven through his finding that such behavior was more common among boys than girls and in later adolescence as compared to early adulthood. Arnett's work has made a significant contribution to the adolescent risk-taking literature, but it is limited by the fact that the risk behaviors assessed relate only to the reckless category.
Despite the existence of questionnaires such as those reported above, the assessment of adolescent risk taking remains largely idiosyncratic across individual studies. Such a state of affairs can only impede the development of our understanding in this area. It is not surprising, given the nature of existing instruments, that they have not been widely used. Several limitations are evident, including the fact that procedures implemented for developing the instruments have been far from optimal. For example, in addition to the narrow focus (i.e., only reckless risk behaviors) of Arnett's (1996) questionnaire, its items were researcher nominated. Although Alexander et al. (1990) acknowledged the need to base the content of their questionnaire on adolescent reports of risk taking, their sample was limited to rural and younger adolescents (those who are less likely to engage in high levels of risk-taking behavior). Furthermore, their questionnaire, being only six items in length, was not sufficiently comprehensive. Lavery et al.'s (1993) instrument appears to be much broader. Unfortunately, however, these researchers fail to report its psychometric properties.
Clearly, there is a need for an adolescent risk-taking measure that is based on the conceptualization of risk taking held by a broadly based sample of adolescents, particularly with regard to age and gender, given that such variables have been noted to be central in predicting levels of engagement in risky behavior. Furthermore, to be widely applicable and therefore promote some consistency across studies, any measure of risk taking needs to be comprehensive in its coverage. This study reports on the development and psychometric evaluation of such a risk-taking instrument.
METHOD Participants
Two independent samples of participants were involved in this study. The first sample, which was involved in Phase 1 of this study (i.e., the development of the Adolescent Risk-Taking Questionnaire [ARQ]), was composed of 570 school-based adolescents (291 boys, 279 girls) between 12 and 17 years of age. This sample was recruited from six co-educational government secondary schools in Melbourne, Australia. Schools were deliberately selected to obtain a representative sample with regard to socioeconomic status; hence, schools from both working-and middle-class areas were included (for more details regarding this sample, see Moore & Gullone, 1996) .
The second sample, which was involved in Phase 2 of the study (i.e., the psychometric evaluation of the ARQ), was composed of 925 (460 boys, 461 girls, 4 with unspecified gender) adolescents (age: M = 14.56 years, SD = 1.61 years). Younger adolescents between 11 to 14 years of age totaled 450 (238 boys, 211 girls, 1 with unspecified gender), and older adolescents between 15 to 18 years of age totaled 472 (221 boys, 248 girls, 3 with unspecified gender). There were 3 adolescents for whom age was unspecified. Data for this sample were collected from eight secondary government schools and one primary school in Melbourne.
The schools for both study phases were systematically selected to approximate a representative sample of Melbourne adolescents attending regular schools, particularly with regard to geographic location. Thus, although specific sociodemographic information (e.g., ethnicity, socioeconomic status) was not obtained, the consideration given to school location, to some extent, reduced the probability of sociodemographic bias.
The classes to be involved in the research were determined by the school administration, including the principal, school counselor, year-level coordinators, and classroom teachers. A parent consent form was distributed to students for completion by their parents. Approximately 1,100 questionnaires were distributed, resulting in an approximate overall response rate of 86%. In addition, approximately 20 questionnaire sets with significant portions of missing responses were discarded.
One-week retest data for the ARQ were collected from 156 of the 925 adolescents in the second sample (84 boys, 72 girls). The retest sample was recruited from two of the eight secondary schools and ranged in age from 12 to 18 years. There were 72 adolescents 12 to 14 years of age and 84 15 to 18 years of age.
Procedure
In developing the instrument (Phase 1), we strived to ensure that it was a comprehensive measure of adolescent risk taking. In addition, we attempted to devise a measure that constituted an accurate reflection of adolescent notions of risk-taking behavior.
As part of a larger study (Moore & Gullone, 1996) , a questionnaire was distributed to the first sample of respondents, requiring that they nominate up to four behaviors that they believed to be risky. This procedure generated more than 2,000 different responses. These responses were examined for conceptual overlap by the researchers and collapsed accordingly. For example, "car racing" and "stock car racing" were collapsed into one item-"car racing," and responses including "picking on people," "teasing people," and "being mean to people" were collapsed into one item-"teasing people." To further cull the list, only those items that had been nominated by at least five adolescents were included as items in the initial version of the ARQ. This procedure yielded 77 risk items.
To enable the assessment of adolescents'perceptions regarding the risk of, and their level of engagement in, the 77 different behaviors, a two-part questionnaire was constructed. For one part, participants evaluated the level of risk associated with each of the 77 items, hereafter referred to as perceptions, on a 5-point Likert scale, ranging from 0 (not at all risky) to 4 (extremely risky). For the second part, participants estimated the frequency with which they engage in each of the 77 items (i.e., behavior) on a 5-point scale, ranging from 0 (never) to 4 (very often).
Phase 2 of the study involved administering these two parts of the questionnaire to the second sample of students in counterbalanced order so that approximately half the sample first endorsed their risk perceptions for each of the 77 items followed by their behaviors and the other half completed the ratings in reverse order. Students were grouped according to their regular school classes. To fulfil university ethics requirements and to minimize social desirability in responding, questionnaire completion was voluntary and anonymous. Data were collected by two registered psychologists, with some assistance from the classroom teachers. For each item on the questionnaire, the adolescents were directed to select the response that most accurately rep-resented themselves. Any questions that arose were clarified by the administering psychologist. It was emphasized to the adolescents that there were no right or wrong answers and that, in responding to each item, they should not be concerned with other students'responses. Indeed, the sharing of responses was firmly discouraged.
Given that the information was obtained anonymously, it was necessary to match test-retest questionnaires on the basis of other information. All respondents were required to indicate their school, class, date of birth, and gender. This information, in conjunction with handwriting, was used to match questionnaires.
RESULTS
To ascertain the factor structure that underpins the ARQ, two phases were undertaken. First, two principal components analyses were undertaken. One of these analyses corresponded to the behaviors, and the other analysis corresponded to the perceived risk of these behaviors. The output of these procedures was then substantiated with a confirmatory factor analysis. Before undertaking these analyses, respondents who disregarded more than 20% of the items were discarded. Eleven respondents satisfied this criterion. All other instances of missing data were interpolated using linear regression. On average, each item was answered by about 99% of the respondents.
Only 47 of the original set of 77 items were subjected to the principal components analysis. The remaining items were discarded for a variety of reasons. For instance, items in which the degree of skewness exceeded 2 or the degree of kurtosis exceeded 5 were rejected. In addition, items that were disregarded by more than 2% of the respondents were deleted. These items may not have been fully comprehended by all of the participants. Moreover, items that seemed to correlate inordinately with other items were also discarded to ensure that the factors would be unidimensional. Finally, items in which the corrected item-total correlation was less than .4 were also discarded.
Principal Components Analysis
The entire sample was split into two parts. The first subsample was composed of 269 participants (age: M = 14.7 years, SD = 1.6 years). The data derived from these individuals were used for the principal components analysis. The second subsample was composed of 645 participants (age: M = 14.7 years, SD = 1.6 years). These data were subjected to the confirmatory factor analysis.
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An initial principal components analysis was then undertaken using the 47 selected items. Components in which the eigenvalues exceeded 1 were subjected to an oblimin rotation, and delta was set to -1. This preliminary analysis was conducted for the behaviors and then the perceptions. On the basis of these analyses, a further 25 items were deleted. Specifically, items in which the communality was below 0.4 were discarded. Furthermore, items that generated two or more coefficients above 0.32 in the pattern matrix were deleted. Likewise, items that yielded no coefficients above 0.32 were deleted. Finally, items that exhibited a different pattern across behaviors and perceptions were rejected. For instance, the running-away-and-leaving-home behavior related to one set of items, whereas the running-away-and-leaving-home perception of risk related to another set of items.
The final 22 items were then subjected to another pair of principal components analyses, with one pertaining to the behaviors and the other pertaining to the perceptions. Again, an oblimin rotation was implemented. For the ratings of behavior, four factors in which the eigenvalue exceeded 1 were generated. These factors explain more than 50% of the variance in the items. Table 1 displays the pattern matrix that emerged from this analysis. The final column relates to the confirmatory factor analysis and will be addressed later. To enhance readability, coefficients that do not exceed 0.32 are omitted. The four factors are respectively designated as thrill-seeking behaviors, rebellious behaviors, reckless behaviors, and antisocial behaviors. These factors will be delineated more precisely in a later section.
The ratings of risk perception also generated four factors. Taken together, these factors explained 53% of the variance. Table 2 presents the pattern matrix that was generated. The pattern of loadings associated with risk perception mirrors the pattern of loadings associated with behaviors. The only complication concerns the item "sniffing gas or glue." This item appears to pertain to both reckless behaviors and antisocial behaviors. For the ensuing analyses, however, this item was categorized as an antisocial behavior, partly to equate the breadth of each factor; this decision is vindicated by the confirmatory factor analysis below.
Confirmatory Factor Analysis
To substantiate the reliability of these factors, the data generated by the second subsample of respondents were subjected to confirmatory factor analysis. This process was first applied to the ratings of behaviors. For these items, four models were assessed in sequence. First, an independence model was examined. This model assumes that all of the items are uncorrelated and 238 JOURNAL OF ADOLESCENT RESEARCH / March 2000 is the standard control in confirmatory factor analysis. Second, a one-factor model, which presupposes that all of the items pertain to the same factor, was assessed. Third, a four-factor orthogonal model was scrutinized. This model assumes the pattern of loadings that emerged from the principal components analysis, except the factors are designated as independent of one another. a. This column presents the standardized coefficients that emerged from the confirmatory factor analysis (CFA). b. This item has a loading of greater than .3 on a factor other than that to which it belongs.
Finally, a factor-factor oblique model was examined, which, unlike the orthogonal model, allows intercorrelation among the factors. Generalized least squares was the method used to estimate the parameters. Three indices were invoked to assess the efficacy of these models, including the goodness-of-fit index (GFI), the adjusted goodness-of-fit index a. This column presents the standardized coefficients that emerged from the confirmatory factor analysis (CFA). b. This item has a loading of greater than .3 on a factor other than that to which it belongs.
(AGFI), and the root mean square (RMS) of the standardized residuals. Models were deemed as reasonable when the GFI and AGFI exceeded 0.9 and the RMS was below 0.05 (Arbuckle, 1997; Browne & Cudeck, 1993) . In addition, the Akaike Information Criterion (AIC) was used to help identify the best model, where lower values represent a better representation of the data. Note that chi-square values were not used to assess the models; the sample size is relatively large, and hence, the null hypothesis will almost inevitably be rejected. Table 3 presents the fit indices associated with each model. Only the fourfactor oblique model surpasses the criteria of a reasonable model. The fourfactor orthogonal model generated a reasonable GFI, but an inadequate AGFI and RMS. Accordingly, the oblique model was deemed as preferable. The standardized coefficient associated with each item is given in the final column of Table 1. All of these coefficients exceed 0.5, providing additional support for the efficacy of this model.
The same process was then applied to the ratings of risk perception. Unfortunately, the four-factor orthogonal model could not be estimated successfully, perhaps reflecting the inadequacy of this representation. Table 4 displays the fit indices associated with the remaining models. Again, only the four-factor oblique model fulfils the criteria of a reasonable model. The standardized coefficient that pertains to each item is provided in the final column of Table 2 . All of the coefficients exceed 0.4; indeed, apart from the item "overeating," all of the coefficients exceed 0.5.
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Factor Structure Across Gender and Age
Unfortunately, the sample size was not sufficient to repeat this process with each gender and age group in sequence. Instead, a principal components analysis was applied to all the boys and then all the girls. In addition, this analysis was applied to all the young adolescents (11-to 14-year-olds) and then all the older adolescents (15-to 18-year-olds). The behavior and risk perception ratings were subjected to separate analyses. In general, the same factor structure emerged in each group. The only exceptions concerned five instances in which the item loaded on more than one factor. These results are encouraging, but they need to be replicated with larger samples before the invariance of this factor structure can be confidently proclaimed. Because of space restrictions, the details of these analyses are not reported here, but they can be obtained from the authors on request.
To reiterate, the previous analyses uncovered four factors or subscales of the ARQ associated with the behavior ratings. Four analogous subscales associated with the ratings of risk perception were also identified. For each of the eight subscales, the ratings associated with the constituent items were averaged within participants. These averages represented the participants' scores on each subscale and were used in subsequent analyses.
The next set of analyses establishes the reliability and validity of these subscales. First, Cronbach's coefficient alpha was computed for each subscale to assess internal consistency. Second, a subset of respondents was reassessed to establish test-retest reliability. Third, the correlation between behaviors and risk perceptions was undertaken. Finally, the degree to which these subscales vary across age and gender was investigated.
Reliability
To evaluate the internal consistency of each subscale, Cronbach's alpha was computed for males, females, young adolescents, older adolescents, and the entire sample, yielding 40 (8 × 5) coefficients. Only two of these coefficients were less than 0.7: antisocial behaviors in girls (0.66) and antisocial perceptions in older adolescents (0.67). For the antisocial subscales, Cronbach's alpha ranged from 0.7 to 0.79. For the remaining subscales, Cron-242 JOURNAL OF ADOLESCENT RESEARCH / March 2000 bach's alpha generally exceeded 0.8. These coefficients are promising, especially when the small number of items is considered.
To assess test-retest reliability, a subset of the participants was retested 1 week later (n = 156). Pearson's correlation was then computed as an index of the test-retest reliability of each subscale. Again, this process was applied to males, females, young adolescents, older adolescents, and the entire sample. All of the coefficients significantly exceed 0 at the .001 level. Two of the coefficients were less than 0.5: thrill-seeking perception in girls (0.35) and reckless perception in girls (0.44). The remaining coefficients exceed 0.5, with the vast majority ranging from 0.6 to 0.8. Hence, these findings suggest that all of these subscales are reasonably, but not exceptionally, stable.
Correlations Between Risk Perceptions and Risk Behaviors
Next, the correlation between each behavior subscale and the corresponding perception subscale was ascertained. This process was undertaken for each gender and age group and for the entire sample. For the thrill-seeking subscales, the behaviors and perceptions were positively correlated, these coefficients varying from 0.59 to 0.74. For the remaining subscales, the behaviors and perceptions were always inversely related. In particular, the correlations associated with the rebellious subscales varied from -.51 to -.57. For the reckless subscales, the correlations ranged from -.2 to -.38, and for the antisocial subscales, the correlations ranged from -.14 to -.19. All of these correlations significantly differed from 0 at the .01 level.
Age and Gender Differences for the Risk Subscales
Finally, the extent to which these subscales vary across age and gender was examined using a MANOVA. The eight subscales were designated as the dependent measures; age group (11 to 14 years old vs. 15 to 18 years old) and gender were designated as the independent factors. The Pillais criterion was used to generate an approximate F value for each effect.
The effect of age on the subscales did not significantly differ between the two genders. Nonetheless, the main effect of age attained significance, F(8, 893) = 17.64, p < .001. A series of univariate tests revealed that all of the subscales significantly differed between the age groups at the .001 level. Table 5 reveals the mean scores on each subscale as a function of age and gender. Relative to the young adolescents, the older adolescents were more likely to undertake the various behaviors. In addition, the older adolescents regarded the thrill-seeking behaviors as more risky, but the other behaviors as less risky, than the younger group.
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The main effect of gender also reached significance, F(8, 893) = 13.46, p < .001. Univariate tests revealed that only four of the subscales differed between males and females: thrill-seeking behaviors, F(1, 900) = 7.49, p < .01; reckless behaviors, F(1, 900) = 42.76, p < .001; antisocial behaviors, F(1, 900) = 9.85, p < .01; and perceptions of reckless behaviors, F(1, 900) = 42.57, p < .001. As Table 5 reveals, and it is concordant with past studies, boys are more likely to undertake these behaviors. In addition, boys perceive the reckless behaviors as less risky.
DISCUSSION
The Structure of Adolescent Risk-Taking Perceptions and Behavior
One of the major aims of this investigation was to identify the underlying structure of adolescent risk-taking behavior. Given the nature of the ARQ scales, it was possible to determine whether the same structure could be found for adolescent-reported risk behaviors and for perceptions of risk related to those same behaviors. In fact, almost identical factor solutions were found for the two sets of ratings. Specifically, our data yielded four factors, which we have referred to as (a) thrill-seeking behaviors, (b) rebellious behaviors, (c) reckless behaviors, and (d) antisocial behaviors. The thrillseeking behavior factor clearly is composed of behaviors that could otherwise be referred to as positive risk-taking behaviors because they are generally socially accepted. In addition, for these behaviors, the possible negative consequences are usually not as severe. For instance, the most likely negative consequence of entering a competition is the loss of pride. Other behaviors in this factor represent challenging, or possibly anxiety-arousing, activities such as inline skating and parachuting, where risks are managed to some extent through safety constraints. The second factor, referred to as the rebellious risks factor, and the fourth factor, referred to as the antisocial risks factor, both are composed of behaviors for which adverse social or legal consequences would be most likely, rather than consequences of a life-threatening nature. In contrast, the third factor, referred to as reckless risks, includes behaviors that best fit stereotyped notions of risk taking, such as speeding, stealing cars and going for joy rides, and having unprotected sex, and are those for which the most dangerous outcomes are likely. Other researchers (e.g., Arnett, 1992 Arnett, , 1996 have also referred to such behaviors as reckless. The robustness of the risk structure that our data yielded was demonstrated via the confirmatory factor analysis and the factorial invariance of each solution across age and gender groups. In addition to being encouraging with respect to the psychometric properties of the instrument, these findings have implications for the conceptualization of adolescent risk taking, as they indicate a strong correspondence between the perceptual structure that adolescents hold for the risks depicted in the ARQ and their actual behavior. Such findings suggest that adolescent behaviors are, to some extent, cognitively and rationally guided rather than being largely impulsively driven, hormonally driven, or both.
The confirmatory factor analysis revealed that these subscales are intercorrelated. This finding is not surprising given past findings and theoretical proposals about risk taking. For example, Irwin (1993) noted that there appears to be an association between risk-taking behaviors. Similarly, Dryfoos (1993) has reported that young people who engage in one form of delinquent behavior are very likely to engage in them all. Dryfoos also argues that the overlap between high-risk behaviors is reportedly substantial. Consistent with the above claims, Chassin, Presson, and Sherman (1989) have proposed that young people who engage in negative forms of risk taking may also be more likely to engage in, or at least have the potential for engaging in, more positive or constructive forms of risk taking that promote independence. They argue that traits such as impulsivity and sensation seeking (cf. Arnett, 1996) may provide the link between adaptive (positive) and maladaptive (negative) forms of risk-taking behavior. these findings is evident through their consistency with the accident statistics presented in the introduction of this article (e.g., Irwin, 1993; Quadrel et al., 1993) , which show that older adolescents and adolescent boys are involved in a higher frequency of accidents. These findings are also consistent with past research (e.g., Irwin, 1993; Quadrel et al., 1993; Smith & Rosenthal, 1996) .
CONCLUSIONS
This study reports on the development and psychometric evaluation of a questionnaire that enables the assessment of adolescent risk-taking behaviors in addition to perceptions of the risk of these behaviors. In contrast to the overwhelming majority of investigations in this area, the ARQ is composed of behaviors nominated by adolescents themselves. The information obtainable through the ARQ is not only consistent with the adolescent perspective, it is also more comprehensive than has typically been the case in past research of this nature. Most studies have selected between one and a small number of related behaviors for investigation. This restriction has prevented a sound investigation of the structure of adolescent risk taking. Previous research has also been limited in its ability to determine the ways in which different types of risk taking relate with each other. In contrast, as it has been demonstrated in this paper, the comprehensive content of the ARQ provides the data to make such analysis possible. In addition, the factor structure of this instrument was shown to be robust, as demonstrated via confirmatory factor analysis, invariance across sample age and gender groups, and the concordance between behaviors and perceptions. Moreover, not only is the ARQ able to provide a wealth of information relating to adolescent risk taking, it has also been demonstrated to be reliable and valid.
Also of significance, this study has indicated that risk-taking behavior is most likely to occur when the risks are not perceived as being too great. This supposition was most clearly demonstrated through the inverse relationships between risk perception and behavior for all subscales with the exception of the thrill-seeking behaviors subscale.
Although the questionnaires were completed anonymously, the adolescents may have been concerned about confidentiality, given that they completed the questionnaires in their classroom with peers close by and with the administrator supervising them. This problem may have distorted the findings slightly, particularly if students who were concerned about revealing their behavior were those engaging in high levels of risk. On the other hand, the number of adolescents falling into this category would not be expected to be high. Given the large size of the remaining sample, it is unlikely that the overall results were significantly affected. Second, some adolescents may have felt that certain items were not applicable to them, particularly the younger adolescents or girls (e.g., leaving school, stealing cars and going for joyrides, drinking and driving). It is also important to note that conclusions about the validity of the ARQ scales are limited. To strengthen claims about validity, studies need to be conducted in which the instrument is validated against some other measure (i.e., convergent validity) or construct known to be related with risk-taking behavior. This process is certainly recommended for future research.
Despite its limitations, this study is the first to report the systematic development and psychometric evaluation of a comprehensive adolescent risktaking instrument. A major aim of the researchers in developing the instrument was that it be widely applicable in future studies investigating adolescent risk taking. Convergence on assessment instruments and methods is required so that findings can be validly compared across investigations and so that significant advances can be made.
Future research should focus on determining patterns of responding on the ARQ scales that relate with adolescent psychological well-being. Such research would be invaluable in providing information about adaptive versus maladaptive patterns of adolescent risk taking and, as such, would provide some direction with regard to the focus of intervention strategies aimed at reducing reckless and dangerous risk-taking behaviors in adolescents.
