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Abstract
The wave function in the quantum theory of the O(N) extended su-
persymmetric particle model describes a massless free field with spin
N/2. This quantum theory is here exactly solved in terms of gauge
fields in arbitrary even dimensions using only the basic quantum oper-
ators which include graded external differentials, trace operators, index
structure operators and their duals. The resulting equations for the
gauge fields are of first (N odd) or second order (N even) and are shown
to be generalized (Fang)-Fronsdal equations which are fully gauge in-
variant since they include compensator fields in a natural way. Local
gauge invariant actions are first derived in analogy with the derivation
by Francia and Sagnotti in the symmetric case. Then a minimal formu-
lation is given within which it is easy to set up gauge invariant actions
and here appropriate actions for the above equations are proposed.
In a second part it is shown that there exist projection operators
from the states of the field strengths (wave functions) to Weyl states
(Weyl tensors) expressed only in terms of the trace operators and their
duals for integer spins or in terms of the gamma trace operators and
their duals for half-integer spins. These Weyl states are not just fully
gauge invariant but also invariant under generalized Weyl transforma-
tions. If one lets the equations be determined by the actions defined to
be the squares of these Weyl tensors then the theory is conformally in-
variant and the equations are of order N for the gauge fields defined as
in the exact theory. In d=4 this higher order conformal theory fits into
the framework for conformal higher spin theories set up by Fradkin,
Tseytlin and Linetski.
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2
1 Introduction
In this paper I show that the properties of free field theories for massless
particles of arbitrary spins may be derived from the O(N)-extended super-
symmetric particle model [1, 2, 3]. This includes the first and second order
(Fang)-Fronsdal equations [4, 5] in antisymmetric form as well as the later
discovered fully gauge invariant first and second order equations also in an-
tisymmetric form. Fully gauge invariant Lagrangians are then first derived
in analogy with the ones by Francia and Sagnotti [6] in the symmetric case.
Then I give a minimal formulation within which it is easy to give manifestly
gauge invariant Lagrangians and here the forms of the appropriate actions
are given. In a second part I then further develop the free conformal higher
order field theories presented in [7] which are extracted from the O(N)-
extended supersymmetric particle model. Here the actions determine the
equations which then are both fully gauge invariant and Weyl invariant un-
der generalized Weyl transformations. In d = 4 these conformal theories fit
into the general framework set up by Fradkin, Tseytlin and Linetski [8,9,10]
apart from the use of a different but equivalent representation.
In part I I treat the exact quantum theory of the O(N) extended super-
symmetric particle model. That the quantized wave function of the O(N)-
extended supersymmetric particle model satisfies field equations for particles
with spin s = N/2 (in d = 4) were independently proposed in [1, 2, 3]. (A
representation independent proof is given in [11].) The treatment here is a
direct continuation of the treatment of the O(N)-particle given in [3] except
that I here will make use of an equivalent Dirac quantization. Further-
more, I generalize the d = 4 treatment in [3] to arbitrary even dimensions
d. It turns out that the quantum treatment of [3] provides for a powerful
compact notation which essentially is a multilinear form language applied
to flat Minkowski space. In addition it contains also duality transforma-
tions in a simple fashion. (This language may be compared to the one
in [12, 13, 14, 15, 16, 17].) Anyway the main advantage of this formulation
is that it allows for a detailed treatment without writing down any ten-
sor equations. The equations for the wave functions are here easy to solve
in terms of equations for gauge fields, where the latter are first or second
order equations which are fully gauge invariant by means of compensator
fields which appear naturally. (Compensator fields were directly derived
in [18,19,6] but previously they appeared as e.g. something extracted from
string theory [20,21,22].) The initial part of the derivation here is inspired
by the one performed in [23] although the actual formulas look different (cf
also [24, 25, 15, 17] and the papers above). Notice that only in d = 4 do I
have purely symmetric gauge fields. The corresponding equations for the
dual gauge fields are obtained in a simple fashion. Fully gauge invariant
actions in terms of gauge fields, general compensator fields and Lagrange
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multipliers are derived following the derivation of the minimal actions in [6]
within the symmetric formulation and for symmetric gauge fields. However,
it is doubtful that they without modifications yield the correct equations.
I define therefore a minimal formulation where the compensator fields have
their most simple form allowed by complete gauge invariance. Here it is easy
to set up fully gauge invariant actions. Within a natural class of actions I
then propose the appropriate ones for the above equations in their minimal
form.
In part II I treat a higher order conformal field theory which is extracted
from the exact quantum theory in part I by retaining the original gauge
invariant wave functions (field strengths) and their tensor properties but
removing all equations of motion. It was presented in [7]. The key objects
here are generalized Weyl tensors or Weyl states. These states are just
projections from the original gauge invariant states and here the explicit
form of these projection operators are given. Such Weyl states are defined for
both integer and half-integer spins generalized to arbitrary even dimensions.
They are expressed in terms of generalized traceless Weyl tensors. This is
one property of the projected Weyl states. Another is that they also are
invariant under generalized Weyl transformations. Conformally invariant
actions may be defined as the scalar product of these Weyl states (the square
of the Weyl tensors). However, the equations from these actions are not
the same as the equations removed to start with. Instead of being of first
or second order they are of order N = 2s for any spin s in arbitrary even
dimensions. That the equations are of higher order is a drawback which also
blurs the spin concept. However, the actions are fully gauge invariant and
possible to quantize although it remains to find consistent unitary solutions.
The main motivation for this formulation is that it definitely seems to allow
for conformally invariant interactions in a Lagrangian form. (The evidence
so far is the results of the papers [9,10,26].) The treatment here generalizes
[7] in the following aspects: The forms of the Weyl tensors (states) are
given for both integer and half-integer spins in arbitrary even dimensions.
Furthermore, duality properties are given and many new details.
The paper is organized as follows: In part I section 2 I present the
quantum O(N) extended supersymmetric particle model given in [3]. In
section 3 I show then how some equations are naturally solved in terms of
gauge states (fields). There are also dual equations which may be solved
in terms of dual gauge states (fields). Then I show that the remaining
equations are solved by gauge invariant second order equations for the gauge
fields, or their duals in the integer spin case. In the half-integer spin case
the corresponding equations are of first order. In section 4 I derive some
properties of these equations which in essence are similar to what have been
obtained in other formulations. The (Fang)-Fronsdal limit shows agreement
with the expected properties in d = 4 although the formulation is different.
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In section 5 I give gauge invariant actions which are of (first) second order
in the gauge fields in the (half-)integer spin case and which also contains
general compensator fields and Lagrange multiplier fields. (These actions
have a similar structure to the actions given by Francia and Sagnotti in [6]
for the symmetric case.) However, without modifications they seem not
to yield the correct equations here. In section 6 the minimal formulation
is presented in which manifestly gauge invariant expressions are easy to
write down. Here the forms of the appropriate Lagrangians are proposed.
In section 7 I then discuss the BRST-quantization of the O(N) extended
supersymmetric particle model. I end part I with some remarks in section
8. In part II I treat and considerably expand the higher order theory given
in [7]. In section 9 I outline the results of the following sections 10 and 11,
sections in which I give a rather detailed derivation of the Weyl states for
integer and half-integer spins. This includes also their duality properties.
In section 12 I give the conformally invariant actions and then I end part
II by some final remarks in section 13. In section 14 I compare the two
theories presented in part I and II. In appendices A and B I derive the
duality properties from the quantum theory, and in appendix C some of the
Lagrangian equations in section 5 are displayed.
Part I
The exact quantum theory
2 The Lagrangian of the O(N) extended supersym-
metric particle model and its quantum proper-
ties
The Lagrangian of the massless O(N) extended supersymmetric particle
model may be written as follows (repeated indices are summed over) [1,2,3]
L(τ) =
1
2v
(
x˙− iλjψj
)2
+
1
2
iψj · ψ˙j − 1
2
ifklψk · ψl, (2.1)
where x is the spacetime coordinate, ψj , j = 1, . . . , N, are real odd Grass-
mann variables, and λj , fkl(= −flk), v are real Lagrange multipliers where λj
is Grassmann odd and fkl, v are Grassmann even. (There is a Lagrangian for
each integer value of N . However, since I describe the theory for a generic N
I suppress this N dependence in the Lagrangian (2.1) and the Hamiltonian
below.) The Hamiltonian formulation of (2.1) determines the quantization,
and it gives rise to the following constraints (H = caχa):
χa = 0, χa ≡
{
p2, p · ψj , ψk · ψl
}
, (2.2)
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where p is the momentum. After quantization the operators x, p, and ψˆj
satisfy the (anti)commutation relations (hats on x and p are suppressed)
[xµ, pν ]− = iδ
µ
ν ,
[ψˆj , ψˆk]+ = η
µνδjk, (2.3)
where η is the Minkowski metric. A straightforward Dirac quantization
yields the equations
χˆa| 〉 = 0, (2.4)
where χˆa are the corresponding operators to χa in (2.2). ((2.4) are the
corresponding quantum constraints to the classical ones in (2.2).) Since√
2ψˆj are naturally represented as γ-matrices, the wave functions from (2.4)
are multispinors (cf the treatment in [1, 2]). In order to get tensor fields
one has to follow the procedure in [3] and define fermionic creation and
annihilation operators by
bµr ≡
1√
2
(
ψˆµr + iψˆ
µ
r+n
)
,
r = 1, . . . , n ≡ [s], (2.5)
where [s] is the integer part of the spin s ≡ N/2. These b-operators satisfy
the anticommutation relations
[bµr , b
†ν
q ]+ = η
µνδrq,
[bµr , b
ν
q ]+ = [b
†µ
r , b
†ν
q ]+ = 0. (2.6)
Notice that b-operators only exist for s ≥ 1.
For integer spins s (even N) the general ansatz for a quantum state has
the form (the sum is over all possible values of the integers nj, 0 ≤ nj ≤ d,
where d is the dimension of spacetime)
|F 〉 =∑
nj
Fµ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns (x)|0〉
µ1 ···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns
(p) ,
(2.7)
where
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns(p) =
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns |0〉(p),
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns ≡ 1√
n1!n2! · · · ns!
×
bµ1†1 · · · b
µn1 †
1 b
ν1†
2 · · · b
νn2†
2 b
ρ1†
3 · · · b
ρn3 †
3 · · · · · · bλ1†s · · · bλns†s |0〉,
bµj |0〉 = 0, pµ|0〉(p) = 0. (2.8)
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F...(x) are arbitrary fields (wave functions). Reality of F s not required by
the quantum theory but may be imposed. Some basic properties of states
like (2.7) are given in appendix A. (For s = 0(N = 0) F is a scalar. (2.1) is
the Lagrangian of a scalar particle.)
For half-integer spins s (odd N) the general ansatz is
|Ψ〉 =∑
nj
Ψαµ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s]
(x)|0〉µ1 ···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s]α ,
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s]α (p) =
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s] |α〉|0〉(p),
(2.9)
where α is a spinor index. Notice that for half-integer spins one has apart
from the b-operators (2.5) one remaining ψˆ-operator satisfying (2.3). The
latter may be decomposed to yield the spinor state |α〉 satisfying the scalar
product (see appendix in [3] which trivially is generalizable to arbitrary even
dimensions)
〈α|β〉 = γ0αβ. (2.10)
√
2ψˆ is then represented by a γ-matrix as follows
γµαβ = γ
0
αγ〈γ|
√
2ψˆµ|β〉. (2.11)
That the states |F 〉 and |Ψ〉 in (2.7) and (2.9) depend on s is suppressed.
However, this s dependence becomes explicit in the index structure of the
corresponding wave functions which are
Fµ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns (x) =
= µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns 〈x|F 〉,
Ψ
µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s]
α (x) =
=
µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s]
α〈x|Ψ〉,
(2.12)
where
|x〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s] = |0〉µ1 ···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s] |x〉,
|x〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s]α = |x〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λn[s] |α〉,
(2.13)
where |x〉 is an eigenstate to the operator x.
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The quantum theory of the O(N) extended supersymmetric particle
model is determined by the conditions (2.4) with the above ansa¨tze for the
states. After replacing ψˆ-operators by b-operators according to (2.5) and
(2.6) χˆa is naturally decomposed as follows
χˆa =
{
p2, dr, d
†
r, Trq, T
†
rq, Irq
}
, r, q = 1, . . . , s,
(2.14)
for integer spins s (even N), and
χˆa =
{
p2, dr, d
†
r, Trq, T
†
rq, Irq, p/, τr, τ
†
r
}
, r, q = 1, . . . , [s],
(2.15)
for half-integer spins s (odd N), where the operators in the curly brackets
are defined as follows (I use a different notation here as compared to [3])
dr ≡ p · br, Trq ≡ br · bq,
Irq ≡ 1
2
(
b†r · bq − bq · b†r
)
= b†r · bq − d/2 δrq ,
p/ ≡ p · ψˆ = p/†, τr ≡ ψˆ · br. (2.16)
Notice that
T †rq = −b†r · b†q, Trq = −Tqr,
I†rq = Iqr, τ
†
r = −ψˆ · b†r, d†r = p · b†r. (2.17)
T and T † only exist for s ≥ 2 due to their antisymmetry.
The algebra of these operators are (cf.(4.2) and (5.2) in [3]) (the nonzero
(anti)commutators)
[dq, d
†
r]+ = p
2δqr,
[Tqr, T
†
tu]− = δrtIuq − δqtIur + δquItr − δruItq,
[Iqr, Ttu]− = δqtTur − δquTtr,
[Iqr, Itu]− = δrtIqu − δquItr,
[Tqr, d
†
t ]− = δrtdq − δqtdr,
[Iqr, dt]− = −δqtdr,
[p/, p/]+ = p
2,
[τq, τr]− = −Tqr,
[τ †q , τr]− = Iqr,
[τq, p/]− = dq,
[τq, d
†
r]− = −δqrp/,
[τq, Irt]− = δqrτt,
[τq, T
†
rt]− = δqrτ
†
t − δqtτ †r . (2.18)
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Notice that p/ and dr are odd operators. This quantum algebra implies in
particular
(p/)2 =
1
2
p2, (dr)
2 = 0 r = 1, . . . , [s]. (2.19)
For integer s (even N) the quantum conditions (2.4) become (from (2.14)
and where |F 〉 is the ansatz (2.7))
(1) p2|F 〉 = 0,
(2) dr|F 〉 = 0,
(3) d†r|F 〉 = 0,
(4) Trq|F 〉 = 0,
(5) T †rq|F 〉 = 0,
(6) Irq|F 〉 = 0, (2.20)
for r, q = 1, . . . , s. Condition (1) is the Klein-Gordon equation, (2) and
(3) are differential conditions, (4) and (5) are trace conditions, and (6) is
an index structure condition. The notation is chosen in accordance with
these properties: dr is a graded external differential operator, T is the trace
operator, and I is the index operator. (For s = 0 only condition (1) exists,
and for s = 1 only (1)-(3) and (6) exist.)
For half-integer s (odd N) one gets the conditions (2.20) with |F 〉 re-
placed by the general ansatz |Ψ〉 in (2.9) and for r, q = 1, . . . [s], together
with the additional conditions
(7) p/|Ψ〉 = 0,
(8) τr|Ψ〉 = 0,
(9) τ †r |Ψ〉 = 0, (2.21)
for r = 1, . . . , [s]. Condition (7) is the Dirac equation, and (8) and (9)
are gamma trace conditions (τ is the gamma trace operator). Notice that
the conditions in (2.21) imply the conditions in (2.20) through the algebra
(2.18). Eqs.(2.21) are therefore sufficient to determine the properties of the
half-integer spin states. (For [s] = 0 only condition (7) exists.)
According to the duality properties derived in appendices A and B also
the states |F˜ 〉 and |Ψ˜〉 satisfy (2.20) and (2.21) if the states |F 〉 and |Ψ〉 do,
where F˜ and Ψ˜ are the dual fields to F and Ψ. For this reason it is allowed
to impose (anti)self duality on F and Ψ. In addition, the equations (2.21)
are invariant under chiral transformations since
√
2ψˆµ may be represented
by either γµ or γ¯γµ (γ¯2 = −1) both yielding the same equations. This in
turn allows for chiral projections.
It is now straight-forward to write down the corresponding wave equa-
tions from the ansa¨tze (2.7) and (2.9). For integer spins s the wave function
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representation of conditions (1)-(6) in (2.20) is as follows: First the index
condition (6) implies that F in (2.7) is a tensor field of rank sd/2 consisting
of s groups of antisymmetric sets of d/2 indices:
Fµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x), (2.22)
i.e. the integer nj for all j in (2.7) is required to be d/2 which in turn requires
d to be even. Furthermore, the condition (6) on the ansatz (2.7) implies that
F is symmetric under interchange of any two groups of antisymmetric indices
and that it satisfies the properties
F[µ1···µd/2;µd/2+1]ν2···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0. (2.23)
Obviously, the condition (6) determines the index structure. The remaining
conditions in (2.20) imply
(1) ✷Fµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0,
(2) ∂µ1Fµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0,
(3) ∂[µ1Fµ2···µd/2];ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0,
(4)&(5) ηµ1ν1Fµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0. (2.24)
According to appendices A and B condition (5) requires the dual of F to
be traceless. (Use the relations (B.9) and (B.10) in appendix B.) This is
satisfied, however, if F itself is traceless as required by condition (4).
For half-integer spins one finds wave functions Ψ which are spinors with
tensor indices. The index condition (6) requires the spinor Ψ to be a tensor
field of rank [s]d/2 consisting of [s] groups of antisymmetric sets of d/2
indices:
Ψµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x), (2.25)
i.e. the integer nj for all j in (2.9) is required to be d/2 which in turn requires
d to be even. Furthermore, the condition (6) in (2.20) on (2.9) implies that
Ψ must be symmetric under interchange of any two groups of antisymmetric
indices and that it satisfies the properties (cf (2.23))
Ψ[µ1···µd/2;µd/2+1]ν2···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0. (2.26)
The conditions in (2.21) imply
(7) ∂/Ψµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0,
(8) γµ1Ψµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0,
(9) γ[µ1Ψµ2···µd/2+1];ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0. (2.27)
Notice that (9) is the γ-trace condition of the dual of Ψ (see (B.9), (B.10)
in appendix B).
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3 Gauge fields and their equations
3.1 Definitions of gauge fields
From the algebra (2.18) it is easily seen that condition (3) in (2.20) is solved
by
|F 〉 = Π|φ〉,
|Ψ〉 = Π|ρ〉, (3.1)
where
Π ≡ Π[s]r=1d†r ≡ d†1d†2 · · · d†[s]. (3.2)
(The d†-operators anticommute. Π is odd for odd [s].) The states |φ〉 and
|ρ〉 represent gauge fields. (|ρ〉 is a spinor state.) The states in (3.1) satisfy
the index condition (6) in (2.20) if the gauge states satisfy
I(1)rq |φ〉 = 0, I(1)rq |ρ〉 = 0, I(1)rq ≡ Irq + δrq. (3.3)
These conditions are consistent since it follows from the algebra (2.18) that
I
(n)
rq defined by
I(n)rq ≡ Irq + nδrq (3.4)
for any value of n satisfies
[I(n)qr , I
(n)
tu ]− = δrtI
(n)
qu − δquI(n)tr . (3.5)
The algebra (2.18) makes |F 〉 and |Ψ〉 in (3.1) invariant under the following
transformations of the gauge states (|ξr〉 are spinor states)
|φ〉 −→ |φ〉+
s∑
r=1
d†r|εr〉,
|ρ〉 −→ |ρ〉+
[s]∑
r=1
d†r|ξr〉, (3.6)
which also satisfy the conditions (3.3) provided
I(1)rq |εt〉 = −δrt|εq〉, I(1)rq |ξt〉 = −δrt|ξq〉. (3.7)
These conditions determine the index structure of |εr〉 and |ξr〉. Eq.(3.6) are
gauge transformations and εr and ξr are gauge parameters.
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I turn now to the corresponding wave function expressions of the above
relations. First the relations (3.1) may be written as (constant factors and
spinor indices are suppressed)
Fµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) =
= ∂[λ1 · · · ∂[ρ1∂[ν1∂[µ1φµ2···µd/2];ν2···νd/2];ρ2···ρd/2];··· ;λ2···λd/2](x),
Ψµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) =
= ∂[λ1 · · · ∂[ρ1∂[ν1∂[µ1ρµ2···µd/2];ν2···νd/2];ρ2···ρd/2];··· ;λ2···λd/2](x),
(3.8)
where φ and ρ are of rank (d/2 − 1)[s]. They are antisymmetric within
each index block {µk}d/2−1k=1 , {νk}
d/2−1
k=1 , {ρk}
d/2−1
k=1 · · · , and symmetric under
interchange of any two of these antisymmetric blocks. They also satisfy the
identities
φ[µ1···µd/2;ν1]ν2···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0,
ρ[µ1···µd/2;ν1]ν2···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) = 0, (3.9)
from (3.3) above. The expression (3.8) are invariant under the gauge trans-
formations
φµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) −→
φµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) +
+
∑
sym 1,...,s
∂[µ1εµ2···µd/2];ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x),
ρµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) −→
ρµ1···µd/2;ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x) +
+
∑
sym 1,...,[s]
∂[µ1ξµ2···µd/2];ν1···νd/2;ρ1···ρd/2;··· ;λ1···λd/2(x), (3.10)
from (3.6) above. Ψ, ρ and ξ are spinors. The (vector) index structure of
the functions ε and ξ are determined by (3.7). They are antisymmetric in
each numbered block and symmetric under interchange of any two blocks.
For integer spins these relations are well-known and were e.g. given in [7].
In the following I will not write down the corresponding field expressions
with all the indices. The above examples should be a sufficient guide how
to do it.
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3.2 Definitions in terms of dual gauge fields
It is clear that instead of solving condition (3) in (2.20) by (3.1) one may
solve condition (2) by
|F 〉 = Π†|Φ〉,
|Ψ〉 = Π†|R〉, (3.11)
where (see (3.2))
Π† = Π
[s]
r=1dr ≡ d[s]d[s]−1 · · · d2d1. (3.12)
The states |Φ〉 and |R〉 (a spinor state) represent new gauge states which
have the dual properties to the previous ones in (3.1) (see below). The states
in (3.11) satisfy the index condition (6) in (2.20) provided these gauge states
satisfy
I(−1)rq |Φ〉 = 0, I(−1)rq |R〉 = 0, I(−1)rq ≡ Irq − δrq. (3.13)
which are consistent due to (3.5). |F 〉 and |Ψ〉 in (3.11) are obviously in-
variant under the following transformations of the dual gauge states
|Φ〉 −→ |Φ〉+
s∑
r=1
dr|Er〉,
|R〉 −→ |R〉+
[s]∑
r=1
dr|Xr〉, (3.14)
which satisfy the conditions (3.13) provided
I(−1)rq |Et〉 = −δqt|Er〉, I(−1)rq |Xt〉 = −δqt|Xr〉, (3.15)
which determines the index structure of |Et〉 and |Xt〉.
In fact, the present solutions of conditions (2) and (6) in (2.20) have dual
properties compared to the previous solutions of conditions (3) and (6) in
(2.20). To be more precise I define duality here by the exchange b†µs ←→ bµs
together with a corresponding exchange of the vacuum states for the b-
operators. The relation between the vacuum states are given in appendix A
and the general duality properties are written down in appendix B. These
properties applied to the equations (1)-(9) in (2.20) and (2.21) imply that
the dual fields F˜ and Ψ˜ satisfy the same equations as F and Ψ. It follows
then that one may impose (anti)self-duality on the fields F and Ψ. From
appendix B it follows also that (3.1) implies
|F˜ 〉 = Π˜|φ˜〉, |Ψ˜〉 = Π˜|ρ˜〉, (3.16)
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and since the dual of Π is defined to be Π with b and b† interchanged one
has
Π˜ = (−1) [s]([s]−1)2 Π†. (3.17)
Thus, apart from signs the gauge fields Φ and R in (3.11) may be identified
with the dual gauge fields to φ and ρ in subsection 3.1 in the case of (anti)
self-duality. Also E and X are then duals to ε and ξ. Thus, in this case one
may make the following identifications
Φ = φ˜, R = ρ˜, Er = ε˜r, Xr = ξ˜r, (3.18)
disregarding signs. By inspection one finds then that (3.13), (3.14) and
(3.15) are dual relations to (3.3), (3.6) and (3.7) according to the general
duality properties in appendix B.
3.3 General equations for the gauge fields
In subsection 3.1 the conditions (3) and (6) in (2.20) were solved by express-
ing the original fields in terms of gauge fields. Consider now condition (4),
the trace condition. For integer spins I find from (3.1)
Trq|F 〉 = Π′′rqTrqd†rd†q|φ〉 = −Π′′rq|E(rq)φ,λ 〉, |E(rq)φ,λ 〉 ≡ p2|φ〉 − d†rdr|φ〉 −
−d†qdq|φ〉 − d†rd†qTrq|φ〉+
∑
k 6=r,q
d†k|λk〉, (3.19)
where Π′′rq is equal to the operator Π in (3.2) without the factors d
†
r and d
†
q.
The sign is defined by the equality Π = Π′′rqd
†
rd
†
q. |λk〉 are arbitrary states.
It follows that
Trq|F 〉 = −Π′′rq|Eφ,λ〉, (3.20)
where
|Eφ,λ〉 ≡ p2|φ〉 −
s∑
r=1
d†rdr|φ〉 −
−1
2
s∑
r,q=1
d†rd
†
qTrq|φ〉+
1
6
s∑
r,q,t=1
d†rd
†
qd
†
t |λrqt〉, (3.21)
where |λrqt〉 is an arbitrary antisymmetric state. Since the equality (3.20)
is valid for arbitrary r and q, condition (4) in (2.20) is solved by
|Eφ,λ〉 = 0, (3.22)
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which is a second order equation for |φ〉. (In fact, the corresponding man-
ifestly conformal theory requires that |φ〉 satisfies a second order equa-
tion [26].) In order for |Eφ,λ〉 to satisfy
I(1)rq |Eφ,λ〉 = 0 (3.23)
as required by (3.3), |λrqt〉 must have the index structure determined by
I(1)rq |λtuv〉 = −δrt|λquv〉 − δru|λtqv〉 − δrv |λtuq〉. (3.24)
Since (3.1) also implies
dr|F 〉 = (−1)s−1Π′rdrd†r|φ〉 = (−1)s−1Π′r
(
p2 − d†rdr
)
|φ〉 =
= (−1)s−1Π′r|Eφ,λ〉, (3.25)
it follows that condition (2) in (2.20) is also solved by (3.22). (Π′r is Π in
(3.2) without the factor d†r and where the sign is determined by the equality
Π = Π′rd
†
r.) Obviously, also (1) is solved by (3.22) since
p2|F 〉 = Πp2|φ〉 = Π|Eφ,λ〉. (3.26)
In fact, even condition (5) in (2.20) is solved by (3.22). To see this one may
notice that (see appendix B)
T †rq|F 〉 = 0 ⇔ Trq|F˜ 〉 = 0, (3.27)
and since the trace of the dual of F is zero when the trace of F is zero it
follows that condition (5) is satisfied by (3.22). Thus, conditions (1)-(6) are
solved by the equation (3.22) provided the gauge field φ is defined by (3.1)
and has the index structure (3.3).
The conditions (1)-(6) in (2.20) are gauge invariant. Also (3.22) is gauge
invariant if the states |λrqt〉 transform in a particular way. To see this let
the gauge transformation (3.6) be combined with
|λrqt〉 −→ |λrqt〉+ δ|λrqt〉. (3.28)
Then a gauge transformation of |Eφ,λ〉 is
|Eφ,λ〉 −→ |Eφ,λ〉+ δ|Eφ,λ〉,
δ|Eφ,λ〉 ≡ −1
2
s∑
rqt=1
d†rd
†
qd
†
tTrq|εt〉+
1
6
s∑
r,q,t=1
d†rd
†
qd
†
tδ|λrqt〉.
(3.29)
Obviously δ|Eφ,λ〉 = 0 if
δ|λrqt〉 = Trq|εt〉+ cycle(rqt). (3.30)
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(For |λrqt〉 = 0 (3.22) reduces to the (generalized) Fronsdal equations [4].
See subsection 4.2 below.)
For half-integer spins the decomposition (3.1) yields
τr|Ψ〉 = Π′rτrd†r|ρ〉 = −Π′r|E(r)ρ,λ〉,
|E(r)ρ,λ〉 ≡ p/|ρ〉 − d†rτr|ρ〉+
∑
k 6=r
d†k|λk〉, (3.31)
where Π′r as above is equal to the operator Π in (3.2) without the factor
d†r and where the sign is determined by the equality Π = Π′rd
†
r. |λk〉 are
arbitrary spinor states. It follows that
τr|Ψ〉 = −Π′r|Eρ,λ〉, (3.32)
where
|Eρ,λ〉 ≡ p/|ρ〉 −
[s]∑
r=1
d†rτr|ρ〉+
1
2
[s]∑
r,q=1
d†rd
†
q|λrq〉, (3.33)
for arbitrary r where |λrq〉 is an arbitrary antisymmetric state. Obviously
condition (8) in (2.21) is solved by
|Eρ,λ〉 = 0. (3.34)
In order for |Eρ,λ〉 to satisfy the index condition
I(1)rq |Eρ,λ〉 = 0 (3.35)
as may be inferred from (3.3), |λrq〉 must satisfy
I(1)rq |λtu〉 = −δrt|λqu〉+ δru|λqt〉, (3.36)
which determines the index structure of |λrq〉. Since
p/|Ψ〉 = (−1)[s]Πp/|ρ〉 = (−1)[s]Π|Eρ,λ〉, (3.37)
it follows that (3.34) also solves condition (7) in (2.21). Also condition (9)
in (2.21) should be solved by (3.34), but I have no proof. Notice that the
property
τ †r |Ψ〉 = 0 ⇔ τr|Ψ˜〉 = 0 (3.38)
has no consequence here other than that condition (9) is obviously satisfied
by (3.34) if (anti)self-duality is imposed on Ψ. If conditions (7)-(9) are
solved by (3.34) then it follows by consistency that also (1)-(6) are solved
by (3.34). Now, conditions (1)-(6) are actually solved by (3.34). To see this
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one may notice that the above analysis implies that conditions (1)-(6) are
solved by
|Eρ,λ′〉 = 0, (3.39)
where |Eρ,λ′〉 has the form (3.21) with φ and λ replaced by ρ and λ′ both
with a spinor index. The expression (3.33) implies on the other hand
(
2p/−
[s]∑
r=1
d†rτr
)
|Eρ,λ〉 =
(
p2 −
[s]∑
r=1
d†rdr −
1
2
[s]∑
r,q=1
d†rd
†
qTrq
)
|ρ〉+
+
1
6
[s]∑
r,q,t=1
d†rd
†
qd
†
t |λ′rqt〉, (3.40)
where λ′ is
|λ′rqt〉 ≡ −
(
τr|λqt〉+ τt|λrq〉+ τq|λtr〉
)
. (3.41)
If λ′ in (3.39) is chosen to be this expression then (3.40) is equal to |Eρ,λ′〉
and (3.39) follows from (3.34). (Equation (3.39) is except for the spinor part
the equation for a spin [s] = s− 1/2 particle.) In conclusion, conditions (1)-
(8) are solved by (3.34), and probably condition (9) as well. (It is at least
solved if (anti)self-duality is imposed on Ψ.) All this provided the gauge
fields ρ have the index structure (3.3).
The gauge transformation
|ρ〉 −→ |ρ〉+
[s]∑
k=1
d†k|ξk〉 (3.42)
implies that |Eρ,λ〉 in (3.33) transforms as follows
δ|Eρ,λ〉 = −
[s]∑
r,q=1
d†rd
†
qτr|ξq〉+
1
2
[s]∑
r,q=1
d†rd
†
qδ|λrq〉, (3.43)
where δ|λrq〉 is the gauge transformation of |λrq〉. |Eρ,λ〉 is therefore gauge
invariant if
δ|λrq〉 = τr|ξq〉 − τq|ξr〉. (3.44)
(For |λrq〉 = 0 (3.34) reduces to the (generalized) Fang-Fronsdal equations
[5]. See subsection 4.2.) Notice that (3.44) implies for (3.41)
δ|λ′rqt〉 = Trq|ξt〉+ cycle(rqt), (3.45)
which makes (3.39) gauge invariant (cf (3.30)) as is obvious from (3.40).
The derivations in (3.20) and (3.32) are similar to previous derivations
(see e.g. [24,25,15,23,16,17]), and in fact they were inspired by the deriva-
tions in [23] where the same field representation is used.
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3.4 General equations for the dual gauge fields
In subsection 3.2 the original gauge invariant fields were expressed in terms
of dual gauge fields when I solved conditions (2) and (6) in (2.20). Consider
now the dual trace condition (5). For integer spins I find from (3.11)
T †rq|F 〉 = −(Π′′rq)†T †rqdrdq|Φ〉 = −(Π′′rq)†|G(rq)Φ,Λ〉,
|G(rq)Φ,Λ〉 ≡ p2|Φ〉 − drd†r|Φ〉 − dqd†q|Φ〉 − dqdrT †rq|Φ〉+
∑
k 6=r,q
dk|Λk〉,
(3.46)
where Π† = −(Π′′rq)†drdq. ((Π′′rq)† is equal to the operator Π† in (3.12)
without the factors dr and dq.) It follows that
T †rq|F 〉 = −(Π′′rq)†|GΦ,Λ〉, (3.47)
where
|GΦ,Λ〉 ≡ p2|Φ〉 −
s∑
r=1
drd
†
r|Φ〉 −
1
2
s∑
r,q=1
dqdrT
†
rq|Φ〉+
+
1
6
s∑
r,q,t=1
drdqdt|Λrqt〉, (3.48)
where |Λrqt〉 is an arbitrary antisymmetric state. Thus, condition (5) is
solved by
|GΦ,Λ〉 = 0. (3.49)
In order for |GΦ,Λ〉 to satisfy
I(−1)rq |GΦ,Λ〉 = 0 (3.50)
as may be inferred from (3.13), |Λrqt〉 must satisfy
I(−1)rq |Λtuv〉 = δqt|Λruv〉+ δqu|Λtrv〉+ δqv|Λtur〉, (3.51)
where I(−1) is defined in (3.4). These conditions determine the index struc-
ture of Λtuv. Since
d†r|F 〉 = (−1)s−1(Π′r)†d†rdr|Φ〉 = (−1)s−1(Π′r)†
(
p2 − drd†r
)
|Φ〉 =
= (−1)s−1(Π′r)†|GΦ,Λ〉, (3.52)
it follows that condition (3) in (2.20) is also solved by (3.49). ((Π)† =
(−1)[s]−1(Π′r)†dr. Thus, (Π′r)† is Π† in (3.12) without the factor dr.) Con-
dition (1) is solved by (3.49) since
p2|F 〉 = Π†p2|Φ〉 = Π†|GΦ,Λ〉. (3.53)
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Also condition (4) is solved by (3.48) since the equivalence (3.27) is still
valid. Thus, conditions (1)-(6) are solved by the equation (3.48) provided
the gauge field Φ is defined by (3.11) and has the index structure (3.13).
The conditions (1)-(6) in (2.20) are gauge invariant. Also (3.48) is gauge
invariant if the states |Λrqt〉 transform in a particular way. Let the gauge
transformation (3.14) be combined with
|Λrqt〉 −→ |Λrqt〉+ δ|Λrqt〉. (3.54)
Then a gauge transformation of |GΦ,Λ〉 is
|GΦ,Λ〉 −→ |GΦ,Λ〉+ δ|GΦ,Λ〉,
δ|GΦ,Λ〉 ≡ −1
2
s∑
rqt=1
drdqdtT
†
qr|Et〉+
1
6
s∑
r,q,t=1
drdqdtδ|Λrqt〉.
(3.55)
Obviously δ|GΦ,Λ〉 = 0 if
δ|Λrqt〉 = −T †rq|Λt〉+ cycle(rqt). (3.56)
For half integer spins the decomposition (3.11) yields
τ †r |Ψ〉 = (−1)[s]−1(Π′r)†τ †rdr|R〉 = (−1)[s]−1(Π′r)†|G(r)R,Λ〉,
|G(r)R,Λ〉 ≡ p/|R〉+ drτ †r |R〉+
∑
k 6=r
dk|Λk〉, (3.57)
where (Π′r)
† is defined as above, i.e. it is equal to the operator Π† in (3.12)
without the factor dr. It follows that
τ †r |Ψ〉 = (−1)[s]−1(Π′r)†|GR,Λ〉, (3.58)
where
|GR,Λ〉 ≡ p/|R〉+
[s]∑
r=1
drτ
†
r |R〉+
1
2
[s]∑
r,q=1
drdq|Λrq〉, (3.59)
where |Λrq〉 is an arbitrary antisymmetric spinor state. Thus, condition (9)
in (2.21) is solved by
|GR,Λ〉 = 0. (3.60)
In order for |GR,Λ〉 to satisfy the index condition
I(−1)rq |GR,Λ〉 = 0 (3.61)
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as may be inferred from (3.13), |Λrq〉 must satisfy
I(−1)rq |Λtu〉 = δqt|Λru〉 − δqu|Λrt〉, (3.62)
which determines the index structure of |Λrq〉. Since
p/|Ψ〉 = (−1)[s]Π†p/|R〉 = (−1)[s]Π†|GR,Λ〉, (3.63)
it follows that (3.60) also solves condition (7) in (2.21). Also condition (8)
should be solved by (3.60) but I have no proof. It is satisfied if (anti)self-
duality is imposed on Ψ. Conditions (1)-(6) are solved by (3.60). This
follows since (1)-(6) are solved by
|GR,Λ′〉 = 0, (3.64)
where |GR,Λ′〉 is equal to (3.48) with Φ and Λ replaced by R and Λ′ both
with the same index structure except that the latter also have a spinor index.
Notice that
(2p/+ drτ
†
r )|GR,Λ〉 =
(
p2 −
[s]∑
r=1
drd
†
r +
1
2
[s]∑
r,q=1
drdqT
†
rq
)
|R〉+
+
1
6
[s]∑
r,q,t=1
|Λ′rqt〉, (3.65)
where
|Λ′rqt〉 = τ †r |Λqt〉+ τ †q |Λtr〉+ τ †t |Λrq〉. (3.66)
If Λ′ in (3.64) is chosen to be the expression (3.66) then (3.64) follows from
(3.60) since (3.65) then is equal to |GR,Λ′〉 in (3.64).
The gauge transformation
|R〉 −→ |R〉+
[s]∑
k=1
dk|Xk〉 (3.67)
makes |GR,Λ〉 in (3.59) to transform as follows
δ|ER,Λ〉 =
[s]∑
r,q=1
drdqτ
†
r |Xq〉+
1
2
[s]∑
r,q=1
drdqδ|Λrq〉, (3.68)
where δ|Λrq〉 is the gauge transformation of |Λrq〉. |GR,Λ〉 is therefore gauge
invariant if
δ|Λrq〉 = τ †q |Xr〉 − τ †r |Xq〉. (3.69)
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These transformations imply that Λ′ in (3.66) transform as (3.56) with |Λt〉
replaced by |Xt〉.
According to the duality rules in appendix B one has the duality prop-
erties
˜|GΦ,Λ〉 = |EΦ˜,Λ˜〉, |˜GR,Λ〉 = |ER˜,Λ˜〉, (3.70)
where Φ˜, R˜ and Λ˜ have the same index structure as φ, ρ and λ. Thus,
the solutions here are equivalent to the solutions in the previous subsection.
They are identical if (anti)self-duality is imposed on F and Ψ. If (up to
signs), as required by (anti)self-duality,
Φ = φ˜, Λrqt = λ˜rqt, R = ρ˜, Λrq = λ˜rq, (3.71)
then one finds by inspection that (3.48), (3.50), (3.51), (3.55), (3.56), (3.59),
(3.65), (3.66), (3.61), (3.62), (3.67), (3.68), (3.69) are the dual relations to
(3.21), (3.23), (3.24), (3.29), (3.30), (3.33), (3.40), (3.41), (3.35), (3.36),
(3.42), (3.43), (3.44) respectively.
4 Properties of the equations for the gauge fields
From now on and until the end of part I repeated indices are summed over.
4.1 Identities and auxiliary conditions
From the expressions (3.21) and (3.33) for |Eφ,λ〉 and |Eρ,λ〉 in the equations
of motion (3.22) and (3.34) one may derive the following identities.(
dr − 1
2
d†tTtr
)
|Eφ,λ〉 ≡ 1
12
d†kd
†
qd
†
t |Ckqtr〉, (4.1)
(
dr + p/τr − 1
3
d†t(Ttr + τrτt)
)
|Eρ,λ〉 ≡ −1
6
d†td
†
k|Ztkr〉, (4.2)
where
|Ckqtr〉 ≡
(
TkqTtr + TqtTkr + TtkTqr
)
|φ〉 −
−dk|λqtr〉+ dq|λtrk〉 − dt|λrkq〉+ dr|λkqt〉 −
−1
2
d†u
(
Tkr|λuqt〉+ Tqr|λutk〉+ Ttr|λukq〉
)
+
+
1
2
d†u
(
Tkq|λurt〉+ Tqt|λurk〉+ Ttk|λurq〉
)
+
+
1
2
d†u
(
Tuk|λqtr〉 − Tuq|λtrk〉+ Tut|λrkq〉 − Tur|λkqt〉
)
,
(4.3)
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|Ztkr〉 ≡
(
Tkrτt + Trtτk + Ttkτr
)
|ρ〉+
(
dk|λrt〉+ dr|λtk〉+ dt|λkr〉
)
−
−p/
(
τk|λrt〉+ τr|λtk〉+ τt|λkr〉
)
+
+d†q
(
Tkr|λqt〉+ Trt|λqk〉+ Ttk|λqr〉
)
+
+d†qτq
(
τk|λrt〉+ τr|λtk〉+ τt|λkr〉
)
. (4.4)
These expressions are totally antisymmetric and also fully gauge invariant.
Imposing the equations of motion
|Eφ,λ〉 = 0, |Eρ,λ〉 = 0 (4.5)
requires then |Ckqtr〉 and |Ztkr〉 to be of the form
|Ckqtr〉 = d†kd†q|Atr〉+ d†qd†t |Akr〉+ cycle(qtr),
|Ztkr〉 = d†td†k|Ar〉+ cycle(tkr), (4.6)
where |Atr〉 = −|Art〉. Since |Ckqtr〉 and |Ztkr〉 are gauge invariant also
|Atr〉 and |Ar〉 must be gauge invariant. However, there seem to be no
(local) gauge invariant states |Atr〉 and |Ar〉 that are nonzero when (4.5) are
imposed. (There seem also to be no gauge invariant |Atr〉 and |Ar〉 consistent
with the conformal properties of |Ckqtr〉 and |Ztkr〉.) Effectively, (4.5) seems
therefore to require
|Ckqtr〉 = 0, |Ztkr〉 = 0. (4.7)
In fact, there are further identities:(
TkqTtr + TqtTkr + TtkTqr
)
|Eφ,λ〉 ≡ 2p2|Ckqtr〉 − d†udu|Ckqtr〉 −
−dtd†u|Curqk〉+ drd†u|Cuqkt〉 − dqd†u|Cuktr〉+ dkd†u|Cutrq〉 −
−1
2
d†ud
†
vTuv|Ckqtr〉, (4.8)
(
Tkrτt + Trtτk + Ttkτr
)
|Eρ,λ〉 ≡
(
2p/− d†uτu
)
|Zkrt〉+ 1
2
d†uτ[u|Ztkr]〉,
(4.9)
where the last antisymmetric expression may be written as follows
τ[u|Ztkr]〉 ≡ τu|Ztkr〉 − τt|Zkru〉+ τk|Zrut〉 − τr|Zutk〉. (4.10)
The identities (4.8) and (4.9) restrict the expressions (4.6) further. (They
are, however, trivially satisfied for s < 4 and s < 7/2 respectively.)
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From (3.40) it follows that the identities in (4.1) and (4.8) are also satis-
fied if |Eφ,λ〉 is replaced by (2p/− d†rτr)|Eρ,λ〉. However, the resulting |Ckqtr〉
is then given by (4.3) with |φ〉 replaced by |ρ〉, and with |λkqt〉 replaced by
|λ′kqt〉 given in (3.41). This |Ckqtr〉 may also be expressed in terms of |Zkrt〉
as follows: |Ckqtr〉 = 12τ[k|Zqtr]〉.
In the present formulation the antisymmetric products in (4.3), (4.4),
(4.8) and (4.9), i.e.
(TT )kqtr ≡
(
TkqTtr + TqtTkr + TtkTqr
)
,
(Tτ)krt ≡
(
Tkrτt + Trtτk + Ttkτr
)
= (τT )krt, (4.11)
should be interpreted as the double trace operator and the product of the
trace and gamma trace operator respectively. Notice also the antisymmetric
triple gamma trace operator
(τττ)krt ≡ τkτrτt + τrτtτk + τtτkτr − τrτkτt − τkτtτr − τtτrτk =
= −(Tτ)krt, (4.12)
and the antisymmetric quadruple gamma trace operator
(ττττ)utkr ≡ τu(τττ)tkr − τt(τττ)kru + τk(τττ)rut − τr(τττ)utk =
= −2(TT )utkr. (4.13)
One may notice the following correspondences between the expressions
given here and the expressions given in the symmetric case in [6] (in d = 4
they should be equivalent).
|Eφ,λ〉 ←→ A in (2.4)
|Eρ,λ〉 ←→ W in (2.43)
(4.1) ←→ (2.6)
(4.2) ←→ (2.45)
|Ckqtr〉 in (4.4) ←→ C in (2.12)
|Ztkr〉 in (4.7) ←→ Z in (2.50)
(4.8) ←→ (2.15)
(4.9) ←→ (4.15).
The equation numbers on the right-hand side refer to section 2 in [27] ex-
cept for the last one which refers to [6] (the last identity is not written down
in [27]).
4.2 Relations to the (Fang)-Fronsdal equations
The generalized (Fang)-Fronsdal equations follow from (4.5) when the com-
pensator fields are set to zero, i.e.
|λkq〉 = 0, |λrqt〉 = 0. (4.14)
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In this case (4.5) reduces to
|Fφ〉 = 0, |Fφ〉 ≡
(
p2 − d†rdr −
1
2
d†rd
†
tTrt
)
|φ〉,
|Fρ〉 = 0, |Fρ〉 ≡
(
p/− d†rτr
)
|ρ〉. (4.15)
From these expressions and the relation
(
2p/− d†kτk
)(
p/− d†rτr
)
= p2 − d†rdr −
1
2
d†rd
†
tTrt. (4.16)
it follows that |ρ〉 for spin s satisfies the same equation as |φ〉 for spin s−1/2.
(This is a special case of (3.40).) From (4.14) it follows furthermore that
the gauge invariance is restricted to those in which the gauge parameters
satisfy the trace conditions (for all q, t, r)
Trq|εt〉+ Tqt|εr〉+ Ttr|εq〉 = 0,
τr|ξt〉 − τt|ξr〉 = 0 (4.17)
from (3.30) and (3.44). It is easy to see that these restrictions are trivially
satisfied for s ≤ 2 and s ≤ 3/2 respectively, and that they are nontrivial
for s ≥ 3 in the integer spin case, and for s ≥ 5/2 in the half-odd integer
case. The restrictions (4.7) imply also from (4.3) and (4.4) that the gauge
fields satisfy the double trace conditions which here have the form (for all
k, q, t, r)
(TT )kqtr|φ〉 = 0, (Tτ)krt|ρ〉 = 0, (4.18)
where the totally antisymmetric expressions (TT ) and (Tτ) are defined in
(4.11). It is easily seen that they are trivially satisfied for s ≤ 3 and s ≤ 5/2
respectively, and nontrivial for s ≥ 4 and s ≥ 7/2 respectively. The above
results should be sufficiently convincing that the restricted equations (4.15)
for d = 4 indeed are equivalent to the (Fang)-Fronsdal equations, and that
their restrictions on the gauge parameters and gauge fields are exactly (4.17)
and (4.18) for d = 4. (Only in d = 4 do I have symmetric gauge fields.)
For even dimensions d > 4 (4.15)-(4.18) are generalized (Fang)-Fronsdal
equations.
Notice that even the restricted case satisfies identities like (4.1), (4.2)
and (4.8),(4.9):
(
dr − 1
2
d†tTtr
)
|Fφ〉 = 1
12
d†kd
†
qd
†
t(TT )kqtr|φ〉,(
dr + p/τr − 1
3
d†t(Ttr + τrτt)
)
|Fρ〉 = −1
6
d†td
†
k(Tτ)krt|ρ〉, (4.19)
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and
(TT )kqtr|Fφ〉 ≡ 2p2(TT )kqtr|φ〉 − d†udu(TT )kqtr|φ〉 −
−dtd†u(TT )urqk|φ〉+ drd†u(TT )uqkt|φ〉 −
−dqd†u(TT )uktr|φ〉+ dkd†u(TT )utrq|φ〉 −
−1
2
d†ud
†
vTuv(TT )kqtr|φ〉,
(Tτ)krt|Fρ〉 ≡
(
2p/− d†uτu
)
(Tτ)krt|ρ〉+ 1
2
d†uτ[u(Tτ)tkr]|ρ〉, (4.20)
where the totally antisymmetric expressions (TT ) and (Tτ) are defined in
(4.11), and where
τ[u(Tτ)tkr] ≡ τu(Tτ)tkr − τt(Tτ)kru + τk(Tτ)rut − τr(Tτ)utk =
= 2(TT )utkr. (4.21)
The identities (4.19) and (4.20) follow from the operator equalities
(
dr − 1
2
d†tTtr
)(
p2 − d†udu −
1
2
d†ud
†
vTuv
)
=
1
12
d†kd
†
qd
†
t(TT )kqtr,(
dr + p/τr − 1
3
d†t(Ttr + τrτt)
)(
p/− d†uτu
)
= −1
6
d†td
†
k(Tτ)krt,
[(TT )kqtr, p
2 − d†udu −
1
2
d†ud
†
vTuv]− =
(
p2 − dud†u
)
(TT )kqtr,
[(Tτ)krt, p/− d†uτu]− = p/(Tτ)krt + d†u(TT )ukrt, (4.22)
obtained from the quantum algebra (2.18).
5 Gauge invariant actions for the wave functions
I shall now look for actions which reproduce the gauge invariant equations
above. Such actions must be gauge invariant. A natural real ansatz for the
actions of the equations (3.22) and (3.34) (or equivalently (4.5)) are
S01 ≡ 〈φ|Eφ,λ〉+ 〈Eφ,λ|φ〉, S02 ≡ 〈ρ|Eρ,λ〉+ 〈Eρ,λ|ρ〉, (5.1)
where the gauge fields |φ〉, |ρ〉 only are restricted by their index structure,
i.e. the conditions in (3.3) must be satisfied. Now, there is a problem with
the gauge invariance of these actions. Although |Eφ,λ〉 and |Eρ,λ〉 are gauge
invariant, a gauge transformation (3.6) of the actions (5.1) yields
S01 −→ S01 + 〈εk|dk|Eφ,λ〉+ 〈Eφ,λ|d†k|εk〉,
S02 −→ S02 + 〈ξk|dk|Eρ,λ〉+ 〈Eρ,λ|d†k|ξk〉. (5.2)
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Gauge invariance of the actions (5.1) requires therefore
dk|Eφ,λ〉 = 0, dk|Eρ,λ〉 = 0, k = 1, . . . , [s]. (5.3)
However, these conditions are not satisfied for s > 1. I find
dk|Eφ,λ〉 =
(
− d†rdrdk + p2d†rTrk −
1
2
d†rd
†
qTrqdk
)
|φ〉+
+
1
2
p2d†rd
†
q|λrqk〉 −
1
6
d†rd
†
qd
†
tdk|λrqt〉,
dk|Eρ,λ〉 = −
(
p/dk + p
2τk − d†rτrdk
)
|ρ〉+
+p2d†r|λkr〉+
1
2
d†rd
†
qdk|λrq〉. (5.4)
Obviously gauge invariant actions must contain more terms than those in
(5.1). In fact, since the gauge invariance of |Eφ,λ〉 and |Eρ,λ〉 requires gauge
transformations of the compensator fields (the |λ〉-states), also the λ-fields
must be dynamical, i.e. they must be either expressed in terms of the gauge
fields or they must be treated as independent auxiliary fields. Here I choose
to treat the compensator fields as independent fields. Thus, the actions not
only yield the equations (3.22) and (3.34) (or equivalently (4.5)) but also
equations that should either determine the compensator fields in terms of
the gauge fields or leave them redundant. Inspired and guided by the cor-
responding construction for symmetric gauge fields by Francia and Sagnotti
in [6] (see also section 2 of [27]) I was finally able to arrive at the follow-
ing gauge invariant actions: (I am thankful to Dario Francia for carefully
explaining the derivation in [6, 27])
S1 ≡ 1
2
〈φ|
(
1− 1
4
T †utTut
)
|Eφ,λ〉+ 1
8
〈αutr|Tutdr|Eφ,λ〉+
+
1
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〈βuqtr|Cuqtr〉+ c.c.,
S2 ≡ 1
2
〈ρ|
(
1− τ †kτk +
1
3
τ †kτ
†
q (Tqk + τkτq)
)
|Eρ,λ〉+
+
1
2
〈αkr|
(
drτk +
1
3
p/(τkτr + τrτk)
)
|Eρ,λ〉 −
−1
6
〈αkr|τ †q (Tqk + τkτq)dr|Eρ,λ〉 −
1
12
〈βtkr|Ztkr〉+ c.c., (5.5)
where I apart from the gauge fields have introduced the independent auxil-
iary fields α and β. They are defined below.
In the integer spin case α is required to transform as
δ|αutr〉 = Tut|εr〉 (5.6)
under gauge transformations. The compensator field λ in |Eφ,λ〉 is then
defined in terms of α as follows
|λutr〉 ≡ |αutr〉+ cycle(utr). (5.7)
26
α is only antisymmetric in the first two indices and have the index structure
I(1)rq |αtuv〉 = −δrt|αquv〉 − δru|αtqv〉 − δrv|αtuq〉. (5.8)
The auxiliary field βkqtr is totally antisymmetric with the index structure
I
(1)
ab |βkqtr〉 = δa[k|βqtr]b〉 ≡ δak|βqtrb〉 − δaq|βtrkb〉+
+δat|βrkqb〉 − δar|βkqtb〉, (5.9)
which is the same index structure as that of |Ckqtr〉. Under gauge transfor-
mations it is required to transform as
δ|βuqtr〉 = 1
4
(
dudqdt|εr〉+ cycle(uqtr)
)
. (5.10)
(This cycle contains signs.)
In the half-integer case the auxiliary field αkr is required to satisfy the
index structure
I(1)rq |αtu〉 = −δrt|αqu〉 − δru|αtq〉. (5.11)
and to determine the compensator field λkr in |Eρ,λ〉 through the relation
|λkr〉 ≡ |αkr〉 − |αrk〉. (5.12)
Under gauge ransformations it is required to transform as
δ|αkr〉 = τk|ξr〉, (5.13)
which is consistent with the relation (5.12). The auxiliary field βtkr is totally
antisymmetric with the index structure
I
(1)
ab |βtkr〉 = −δa[t|βkr]b〉 ≡ −δat|βkrb〉 − δak|βrtb〉 − δar|βtkb〉, (5.14)
which is the same as the index structure of |Ztkr〉. Under gauge transforma-
tions βtkr is required to transform as
δ|βtkr〉 = 1
3
(
dtdk|ξr〉+ cycle(tkr)
)
. (5.15)
The gauge invariance of the actions in (5.5) follow from the transforma-
tion formulas (5.6), (5.10), (5.13), (5.15) and the relations
dr
(
1− 1
4
T †utTut
)
= dr − 1
2
d†uTur −
1
4
T †utTutdr,
dr
(
1− τ †kτk +
1
3
τ †kτ
†
q (Tqk + τkτq)
)
= dr + p/τr − 1
3
d†k
(
Tkr + τrτk
)
−
−τ †k
(1
3
p/(τrτk + τkτr) + τkdr − 1
3
τ †q (Tqk + τkτq)dr
)
, (5.16)
together with the identities (4.1) and (4.2).
Compared to the ingredients of the previously derived equations, (3.22)
and (3.34), the α and β fields are new objects although part of the α fields
are related to the compensator fields λ. Below it will be shown that the new
fields act like Lagrange multipliers in the actions (5.5).
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5.1 Remarks on the Lagrangian equations of motion from
(5.5)
Since the actions S1 and S2 in (5.5) are gauge invariant it follows that their
equations of motion are gauge invariant.
A variation of βuqtr in S1 and a variation of βtkr in S2 yield trivially
|Cuqtr〉 = 0,
|Ztkr〉 = 0, (5.17)
respectively, where C and Z are defined in (4.3) and (4.4). These equations
are gauge invariant. They were also argued for in subsection 4.1 and they
yield the (Fang)-Fronsdal double trace conditions (4.18) in the limit (4.14).
In order to analyse the equations that follow from a variation of α it is
convenient to decompose α in terms of independent fields as follows
|αkrt〉 = 1
3
(
|λkrt〉+ |γkrt〉 − |γrkt〉
)
,
|αrt〉 = 1
2
(
|λrt〉+ |γrt〉
)
, (5.18)
where the compensator fields λ are given by (5.7) and (5.12), and where
|γkrt〉 ≡ |αkrt〉+ |αtrk〉,
|γrt〉 ≡ |αrt〉+ |αtr〉. (5.19)
Since |Eφ,λ〉, |Eρ,λ〉, |Cuqtr〉, and |Ztkr〉 are independent of these γ fields, it
follows that γ acts as a Lagrange multiplier in the actions (5.5). It is easily
seen that a variation of the γ’s yields the equations(
Tutdr + Trtdu
)
|Eφ,λ〉 = 0,(
drτk + dkτr +
2
3
p/(τrτk + τkτr)
)
|Eρ,λ〉 −
−1
3
τ †q
{
(Tqk + τkτq)dr + (Tqr + τrτq)dk
}
|Eρ,λ〉 = 0, (5.20)
which are gauge invariant. The variations of the gauge fields φ, ρ and the
compensator fields λ are more involved. The straight-forward expressions
are given in appendix C. To check whether or not (5.17), (5.20) and the
equations in appendix C reduce to
|Eφ,λ〉 = 0, |Eρ,λ〉 = 0. (5.21)
is highly nontrivial. (This check is complicated even in the symmetric case
[6].) The reason is that in order to reduce the equations one has apart from
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using the algebra of operators in (2.18) also use the properties (valid for
k = 1, . . . , [s])
(Ak)
d/2|φ〉 = 0, (ak)d/2|ρ〉 = 0, (5.22)
where the operators Ak and ak represent any of the following operators
Ak = dk, Tjk any j, ak = dk, τk, Tjk any j. (5.23)
Thus, in e.g. d = 4 (symmetric gauge fields) the product of any two operators
given in (5.23) yields zero on the gauge states. Apart from these difficulties
one should at least be able to rewrite the equations in appendix C in terms
of a set of elementary gauge invariant states as is done in the symmetric
case [6, 27]. In order to do so one has first to find a sufficient number of
different elementary gauge invariant states. However, so far I have only
given the following gauge invariant states: |Eφ,λ〉, |Eρ,λ〉, |Cuqtr〉, |Ztkr〉 in
(3.21), (3.33), (4.3) and (4.4) respectively. Guided by the similarity to the
treatment of the symmetric case in [6, 27] I find also the following gauge
invariant states
|Buqtr〉 ≡ |βuqtr〉 − 1
12
|Kuqtr〉, (5.24)
|Bqrt〉 ≡ |βqrt〉 − 1
6
|Yqrt〉, (5.25)
where
|Kuqtr〉 ≡ d[udqTtr]|φ〉 − d†kd[udq|αtr]k〉 − p2d[u|λqtr]〉,
|Yqrt〉 ≡ d[qTrt]|ρ〉 − d†ud[qτr|αt]u〉+ p2τ[q|λrt]〉, (5.26)
where in turn the antisymmetric expressions may be written as
d[udqTtr] ≡ dudqTtr − dqdtTru + cycle(qtr),
d[udq|αtr]k〉 ≡ dudq|αtrk〉 − dqdt|αruk〉+ cycle(qtr),
d[u|λqtr]〉 ≡ du|λqtr〉 − dq|λtru〉+ dt|λruq〉 − dr|λuqt〉,
d[qTrt] ≡ dqTrt + cycle(qrt),
d[qτr|αt]u〉 ≡ dq(τr|αtu〉 − τt|αru〉) + cycle(qrt),
τ[q|λrt]〉 ≡ τq|λrt〉+ cycle(qrt). (5.27)
|λqtr〉 and |λrt〉 are given by (5.7) and (5.12). The above expressions (5.24)
and (5.25) may be compared to B and Y in the symmetric case given by
(2.13) and (2.50) in [27]. In the symmetric case the equations of motion are
possible to express in terms of the gauge invariant states A, C,B (integer
spins s) and W,Z,Y (half-integer spins s). I have now what looks like the
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corresponding gauge invariant states (see table at the end of subsection 4.1
and above). A further similarity to the symmetric case is that the actions
S1 and S2 involve the gauge invariant states(
1− 1
4
T †utTut
)
|Eφ,λ〉,(
1− τ †kτk +
1
3
τ †kτ
†
q (Tqk + τkτq)
)
|Eρ,λ〉, (5.28)
which correspond to the symmetric expressions
A− 1
2
ηA′, W − 1
2
ηW ′ − 1
2
γW/ (5.29)
in (2.7) and (2.47) in [27]. The gauge invariant states (5.28) enter also the
equations of motion for φ and ρ in appendix C which is also the case for
(5.29) in the symmetric case.
Now the question is whether or not there are further elementary gauge
invariant states here than those suggested by the symmetric case. One
indication for this is the presence of the γ-fields in the actions. There is
nothing like the γ-field in [6] and there are no equations like (5.20). The γ-
fields enter here already for s ≥ 3/2 in general. However, in d = 4 they enter
at the same level as the compensator fields λ due to the relations (5.22). All
this makes me believe that the Lagrangians contain redundant degrees of
freedom that either have to be fixed by gauge fixing conditions or by further
gauge invariant conditions which then may be imposed by means of gauge
invariant Lagrange multipliers, or they may be transformed away in some
way.
If the Lagrangian equations can be written in a manifestly gauge invari-
ant form using only |Eφ,λ〉, |Eρ,λ〉, |Cuqtr〉, |Ztkr〉 and the |B〉-states (5.24)
and (5.25) as suggested by the corresponding analysis in the symmetric case
in [6], then it follows that the β-fields and the γ-fields only enter the gauge
invariant states (5.24) and (5.25). In other words they enter only in the
combinations allowed by these expressions, i.e.
|βuqtr〉+ 1
36
d†kd[udq
(
|γtrk〉 − |γrtk〉
)
,
|βqrt〉+ 1
12
d†ud[qτr|γt]u〉. (5.30)
This implies that the γ-states are pure gauge states: transformations of the
form |γ〉 → |γ〉 + |θ〉 may be compensated by transformations of |β〉. It
follows then that one may transform away the |γ〉-states completely and
replace the |β〉-states by
|β′uqtr〉 = |βuqtr〉+
1
36
d†kd[udq
(
|γtrk〉 − |γrtk〉
)
,
|β′qrt〉 = |βqrt〉+
1
12
d†ud[qτr|γt]u〉. (5.31)
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However, removing the |γ〉-states in the actions and replacing the |β〉-states
by the above |β′〉-states yields new actions which seems far from equivalent
with the original actions which should be the case if the starting assumption
is right. It follows then that there must exist further gauge invariant states
than those constructed so far. In fact, examples of additional gauge invariant
states are
|Hkqtru〉 ≡ Trk|λuqt〉+ Trq|λutk〉+ Trt|λukq〉+ Tkq|λurt〉+ Tqt|λurk〉+
+Ttk|λurq〉+ Tuk|λqtr〉+ Tqu|λtrk〉+ Tut|λrkq〉+ Tru|λkqt〉 −
−2T[kq|αtr]u〉,
|Htkrq〉 ≡ Tkr|λqt〉+ Trt|λqk〉+ Ttk|λqr〉+
+τq
(
τk|λrt〉+ τr|λtk〉+ τt|λkr〉
)
+ T[tk|αr]q〉, (5.32)
where the first states are antisymmetric in kqtr and the second in tkr. If
|H〉 = 0 is imposed as suggested by the following treatment then |λ〉 and |γ〉
will be related contrary to the previous treatment.
In conclusion the results here cast some doubts that the actions (5.5)
without modifications actually yield the required equations. Since the re-
duction in terms of manifestly gauge invariant states is very difficult to do
here, much more difficult than in the symmetric case in [6], which is far from
easy, I turn now to the somewhat simpler minimal formulation. (This for-
mulation has several ingredients with similar structures as the ingredients in
the extended symmetric treatment in [28,29]. There are e.g. corresponding
relations to (5.32).)
6 The minimal formulation
The previous compensator fields appeared in the general solutions of the
equations of motion, solutions which in turn are equations for the gauge
fields. However, in order for the latter equations to be fully gauge invariant
one does not need the most general form of the compensator fields that
have been considered so far. There is in fact a much simpler minimal form
that reproduce the same gauge transformations. To see this I rewrite the
previous compensator fields as follows (cf (1.3) in [28], and (2.11) in [29])
|λrqt〉 = Trq|Xt〉+ Tqt|Xr〉+ Ttr|Xq〉,
|λrq〉 = τr|Ξq〉 − τq|Ξr〉, (6.1)
where |X〉 and |Ξ〉 are the minimal compensator fields which have an index
structure determined by the conditions
I(1)qr |Xt〉 = −δqt|Xr〉, I(1)qr |Ξt〉 = −δqt|Ξr〉. (6.2)
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The required gauge transformations (3.30) and (3.44) follow if one demands
that |X〉 and |Ξ〉 transform as
δ|Xr〉 = |εr〉,
δ|Ξr〉 = |ξr〉, (6.3)
where |εr〉 and |ξr〉 are the gauge parameters. The gauge transformations
of |X〉 and |Ξ〉 are therefore trivial. Notice that the new auxiliary fields α
introduced in the actions (5.5) have the following simple form in terms of
|X〉 and |Ξ〉,
|αutr〉 = Tut|Xr〉,
|αkr〉 = τk|Ξr〉. (6.4)
In terms of |X〉 and |Ξ〉 one may now define new gauge invariant states a´ la
Stu¨ckelberg: (cf (2.15) in [28], and (2.14) in [29])
|φ¯〉 ≡ |φ〉 − d†k|Xk〉,
|ρ¯〉 ≡ |ρ〉 − d†k|Ξk〉, (6.5)
which are consistent with the index structure (3.3), i.e.
I(1)qr |φ¯〉 = 0, I(1)qr |ρ¯〉 = 0. (6.6)
Indeed inserting (6.1) into the |E〉-states in the equations of motion, i.e.
(3.21) and (3.33), I find
|Eφ,λ〉 = |Fφ¯〉 ≡
(
p2 − d†rdr −
1
2
d†rd
†
tTrt
)
|φ¯〉,
|Eρ,λ〉 = |Fρ¯〉 ≡
(
p/− d†rτr
)
|ρ¯〉, (6.7)
where |F 〉, |F〉 are the Fronsdal states (4.15). (Notice that |Fφ¯〉 = |Fφ〉 for
s = 1, 2, and |Fρ¯〉 = |Fρ〉 for [s] = 1.) These states are now trivially gauge
invariant due to (6.5). All identities in section 4 are still valid when (6.1)
is inserted. Notice that |C〉 and |Z〉 in (4.3) and (4.4) reduce to (cf (2.20)
in [28], and (2.17) in [29])
|Ckqtr〉 = (TT )kqtr|φ¯〉,
|Zkrt〉 = (Tτ)krt|ρ¯〉, (6.8)
which are manifestly gauge invariant due to (6.5).
Also the |β〉-fields in the actions (5.5) have corresponding gauge invariant
expressions like (6.5). They are
|β¯uqtr〉 ≡ |βuqtr〉 − 1
4
d[udqdt|Xr]〉,
|β¯qrt〉 ≡ |βqrt〉 − 1
3
d[qdr|Ξt]〉, (6.9)
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which are consistent with the index structures (5.9) and (5.14),i.e.
I
(1)
ab |β¯kqtr〉 = δa[k|β¯qtr]b〉, I(1)ab |β¯tkr〉 = −δa[t|β¯kr]b〉. (6.10)
Notice that the gauge invariant states |B〉 in (5.24) and (5.25) reduce to the
following expressions (these operators also satisfy (6.10))
|Buqtr〉 = |β¯uqtr〉 − 1
12
d[udqTtr]|φ¯〉,
|Bqrt〉 = |β¯qrt〉 − 1
6
d[qTrt]|ρ¯〉, (6.11)
(The antisymmetric operator expressions are given explicitly in (5.27).) The
gauge invariant states |H〉 in (5.32) reduce simply to zero when (6.1) is
inserted.
The actions S1 and S2 in (5.5) become after insertion of (6.1) the follow-
ing manifestly gauge invariant actions
S1 =
1
2
〈φ¯|
(
1− 1
4
T †utTut
)
|Fφ¯〉+
1
24
〈β¯uqtr|(TT )uqtr|φ¯〉+ c.c.,
S2 =
1
2
〈φ¯|
(
1− τ †kτk +
1
3
τ †kτ
†
q (Tqk + τkτq)
)
|Fρ¯〉 −
− 1
12
〈β¯qrt|(Tτ)qrt|ρ¯〉+ c.c.. (6.12)
The manifestly gauge invariant equations from these actions are easy to
derive. From a variation of β¯ one finds
(TT )uqtr|φ¯〉 = 0,
(Tτ)qrt|ρ¯〉 = 0, (6.13)
and a variation of |φ¯〉 and |ρ¯〉 yield
(
1− 1
4
T †utTut
)
|Fφ¯〉+
1
24
(T †T †)uqtr|β¯uqtr〉 −R1 = 0(
1− τ †kτk +
1
3
τ †kτ
†
q (Tqk + τkτq)
)
|Fρ¯〉 − 1
12
(T †τ †)qrt|β¯qrt〉 −R2 = 0,
(6.14)
where R1 is given in (6.38), and R2 in (6.42) below. However, even within
this simple minimal formulation it is not easy to reduce these equations to
a simple form.
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6.1 Proposals for appropriate actions within the minimal
formulation
As an ansatz for the appropriate gauge invariant actions I propose the fol-
lowing generic forms
S¯1 =
1
2
〈φ¯|Q|Fφ¯〉+
1
24
〈Buqtr|(TT )uqtr|φ¯〉+ c.c.,
S¯2 =
1
2
〈φ¯|Q|Fρ¯〉 − 1
12
〈Bqrt|(Tτ)qrt|ρ¯〉+ c.c., (6.15)
where the gauge invariant states |B〉 have the generic forms
|Buqtr〉 = |β¯uqtr〉+Auqtr|φ¯〉,
|Btkr〉 = |β¯tkr〉+Atkr|ρ¯〉, (6.16)
where in turn the gauge invariant |β¯〉-states are defined in (6.9). The A-
operators are arbitrary apart from being totally antisymmetric and that
they satisfy
[I
(1)
ab , Auqtr] = δa[uAqtr]b,
[I
(1)
ab , Atkr] = −δa[tAkr]b, (6.17)
which follows since the |B〉-states (6.16) must satisfy (6.10). Obviously
|B〉 = 0 for s ≤ 3. (The previous |B〉-states (6.11) are special examples of
(6.16).) The Q(Q)-operators have the general form (cf the ansa¨tze for the
projection operators (9.5) in the following higher order theory)
Q ≡ 1 +
M∑
n=1
∑
i
bni(T
†)n(i)(T )
n
(i),
Q ≡ 1 +
M∑
n=1
∑
i
cni(τ
†)n(i)(τ)
n
(i), (6.18)
where T is the trace operator and τ the gamma-trace operator in (2.16). b
and c are real parameters determined by the conditions below. Indices are
summed over pairwise, one index on T (τ) and one index on T †(τ †) and for
each order n there are different ways to do the summation as indicated by
the index i. For each finite value of the spin s there is a finite integer L such
that
(T )L|Fφ¯〉 = 0, (τ)L|Fρ¯〉 = 0 (6.19)
due to the properties (5.22), (5.23). The maximal order M in (6.18) is
therefore finite for each finite value of s.
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Variations of φ¯ and ρ¯ in the actions (6.15) yield the equations of motion
Q|Fφ¯〉+ (T †T †)uqrt|B′uqrt〉 = R|φ¯〉,
Q|Fρ¯〉+ (T †τ †)qrt|B′qrt〉 = R|ρ¯〉, (6.20)
where the |B′〉-states also are of the form (6.16) except that the A-operators
might be different (A′). The operators R and R are given by the expressions
(∆A ≡ A′ −A)
R =
1
2
[d†kdk, Q] +
1
4
(
T †rqdqdrQ+Qd
†
qd
†
rTrq
)
− 1
24
(T †T †)uqtr∆Auqtr,
R = −1
2
[p/,Q]− 1
2
(
Qd†rτr − τ †rdrQ
)
+
1
12
(T †τ †)tkr∆Atkr, (6.21)
which are nonzero in general (see the explicit calculations below). In addi-
tion, the actions (6.15) yield the equations (6.13) from variations of β¯ for
s > 3.
The constant parameters b and c in the ansa¨tze for the Q(Q)-operators
are now proposed to be determined by the following conditions:
1) Q(Q) must be hermitian.
2) Q(Q) is required to satisfy the properties
[(TT )qrtk, Q]|Fφ¯〉 =Mqrtk;abcd(TT )abcd|Fφ¯〉,
[(Tτ)qrt,Q]|Fρ¯〉 = Nqrt;abc(Tτ)abc|Fρ¯〉, (6.22)
where M and N are operator matrices.
3) Q(Q) should be chosen such that
R|φ¯〉 = 0, R|ρ¯〉 = 0, (6.23)
i.e. the right-hand side in the equations (6.20) should vanish. To obtain the
equalities (6.23) one should also use equations (6.13) and the freedom to
choose |B′〉 (explicit in (6.21)).
If there are Q(Q)-operators satisfying the above conditions then I ex-
pect that the equations of motion (6.20) from the actions (6.15) yield the
equations
|Fφ¯〉 = 0, |Fρ¯〉 = 0, (6.24)
and
|B′uqtr〉 = 0, |B′qrt〉 = 0. (6.25)
The latter conditions determine the β-fields. The actual form of the A′-
operators are irrelevant.
35
The reduction of the Lagrangian equations (6.13) and (6.20) to (6.24)
and (6.25) is expected to proceed as follows: First one multiplies (6.20) by
(TT ) and (Tτ) respectively. Then the identities (4.8) and (4.9) together
with the properties 2) and 3) above make the equations (6.20) reduce to
(TT )abcd(T
†T †)uqrt|B′uqrt〉 = 0,
(Tτ)abc(T
†τ †)qrt|B′qrt〉 = 0. (6.26)
These expressions may also be written as
|B′abcd〉+ αT †krT[ab|Bcd]kr〉+ β(T †T †)uqrt(TT )abcd|B′uqrt〉 = 0,
|B′abc〉+ ατ †kτ[a|B′bc]k〉+ βT †krτ[aτb|B′c]kr〉 = 0. (6.27)
I expect then that by applying T and τ operators up to the limit allowed by
(5.22),(5.23) it is possible to prove that (6.26) reduce to (6.25). However,
this remains to be proven. (The corresponding properties are proved in the
symmetric case [6].) Anyway, if this is so it follows that the equations (6.20)
reduce to
Q|Fφ¯〉 = 0, Q|Fρ¯〉 = 0. (6.28)
I expect then that there exist operators Q′ and Q′ of the same form as the
ansa¨tze for Q and Q in (6.18) which satisfy the properties
Q′Q|Fφ¯〉 = |Fφ¯〉, Q′Q|Fρ¯〉 = |Fρ¯〉. (6.29)
By means of these Q′(Q′)-operators the equations (6.28) then reduce to the
wanted equations (6.24). For each finite s and finiteM in (6.18) there should
be no problem to construct a Q′(Q′) of finite order satisfying (6.29) due to
the properties (6.19) following from (5.22), (5.23).
Notice that exactly the same procedure applied to the actions (6.15) in
the (Fang)-Fronsdal limit φ¯→φ, ρ¯→ρ yields the generalized (Fang)-Fronsdal
equations (4.15), i.e.
|Fφ〉 = 0, |Fρ〉 = 0, (6.30)
provided the procedure works. A partial indication that this is the case is
given below.
6.2 Some explicit calculations
Here I shall consider some actions with definite explicit forms of the Q(Q)-
operators in (6.18). Since it looks like the order M in (6.18) is determined
by N or equivalently the spin s = N/2 the expansions in the Q(Q)-operators
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in (6.18) should always be finite for a finite spin. I consider therefore the
above formulations for increasing orders M in the Q(Q)-operators. (The
order M is denoted with an index in the following: QM ,QM , RM , RM and
similarly for the corresponding actions: (S¯1)M , (S¯2)M .)
To start with I consider the actions (6.15) with the zeroth order Q(Q)-
operators, i.e. for Q0 = 1 and Q0 = 1. The actions (6.15) become then
(S¯1)0 =
1
2
〈φ¯|Fφ¯〉+
1
24
〈Buqtr|(TT )uqtr|φ¯〉+ c.c.,
(S¯2)0 =
1
2
〈φ¯|Fρ¯〉 − 1
12
〈Bqrt|(Tτ)qrt|ρ¯〉+ c.c.. (6.31)
The equations of motion are (6.13) and
|Fφ¯〉+
1
24
(T †T †)uqtr|Buqtr〉 = R|φ¯〉,
|Fρ¯〉 − 1
12
(T †τ †)qtr|Bqtr〉 = R|ρ¯〉, (6.32)
where
R0 =
1
4
(
T †rqdqdr + d
†
rd
†
qTqr
)
, R0 = 1
2
(
τ †r dr − d†rτr
)
. (6.33)
The conditions (6.23) are only satisfied for s ≤ 1 in d = 4. Indeed, for s = 1
in d = 4 (6.31) reduces to
(S¯1)0 =
1
2
〈φ¯|Fφ¯〉+
1
2
〈Fφ¯|φ¯〉 = 〈F |F 〉, (6.34)
which is the conventional spin one action (F is the original field strength
according to (3.1)). Notice that |Fφ¯〉 = |Fφ〉 and d1|Fφ〉 = 0. (There are no
|B〉-states here.)
Consider then the action (6.15) for the first order Q(Q)-operators
Q1 = 1− 1
4
T †utTut, Q1 = 1− τ †r τr. (6.35)
These expressions satisfy conditions 1), hermiticity and 2), (6.22). The
actions (6.15) become S1 in (6.12) and
(S¯2)1 =
1
2
〈φ¯|
(
1− τ †kτk
)
|Fρ¯〉 − 1
12
〈β¯qrt|(Tτ)qrt|ρ¯〉+ c.c.. (6.36)
The equations of motion are (6.13) and
Q1|Fφ¯〉+
1
24
(T †T †)uqtr|Buqtr〉 = R1|φ¯〉,
Q1|Fρ¯〉 − 1
12
(T †τ †)qtr|Bqtr〉 = R1|ρ¯〉, (6.37)
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where
R1 = − 1
16
(
T †utT
†
rqdqdrTut + d
†
rd
†
qT
†
utTutTqr
)
,
R1 = 1
2
(
τ †r d
†
rτkτr − τ †r τ †kdrτk
)
. (6.38)
Condition 3), (6.23), is satisfied for for s ≤ 2 in d = 4, and for s ≤ 1 in
d = 6, for R1. For R1 it is satisfied for s = 1/2 in arbitrary even dimensions
d, and for s ≤ 3/2 in d = 4. (|B〉 = 0 for these s values.)
Consider then the action (6.15) for the second order Q(Q)-operators
Q2 = 1− 1
4
T †utTut −
1
24
T †abT
†
cdTadTcb,
Q2 = 1− τ †r τr +
1
3
τ †kτ
†
q (Tqk + τkτq). (6.39)
These expressions satisfy conditions 1), hermiticity, and 2), (6.22). The
actions (6.15) become
(S¯1)2 =
1
2
〈φ¯|Q2|Fφ¯〉+
1
24
〈Buqrt|(TT )uqrt|φ¯〉+ c.c., (6.40)
and S2 in (6.12). The equations of motion are (6.13) and
Q2|Fφ¯〉+
1
24
(T †T †)uqtr|B′uqtr〉 = R2|φ¯〉,
Q2|Fρ¯〉 − 1
12
(T †τ †)qtr|Bqtr〉 = R2|ρ¯〉, (6.41)
where
R2 =
1
192
T †abT
†
cd
(
T †rqdqdr + d
†
qd
†
rTrq
)
TabTcd,
R2 = 1
6
τ †r τ
†
kτ
†
q dr
(
2τkτq − τqτk
)
− 1
6
(
2τ †kτ
†
q − τ †q τ †k
)
d†rτkτqτr.
(6.42)
This value of R2 is obtained for the following value of A
′ (cf (6.11)):
A′abcd = Aabcd −
1
12
d[adbTcd], (6.43)
where the right-hand side is explicitly given in (5.27). (R2 also contains
terms of the type Cabcd(TT )abcd which vanish in (6.41) due to (6.13).) Here
condition 3), (6.23), is satisfied for spins s ≤ 5 in d = 4, and s ≤ 3 in d = 6
(R2), and for s ≤ 3/2 in d = 4, 6, and s ≤ 5/2 in d = 4 (R2).
Condition 3) (6.23), is obviously satisfied for higher and higher spins
when higher and higher order Q(Q)-operators are used. Whether or not it
will end for a finite order M is unclear.
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7 BRST quantization
The quantization chosen here is a straight-forward Dirac quantization. How-
ever, this quantization agrees completely with the BRST quantization in [3],
which was the starting point. The reason for this equivalence is that the
BRST quantization in [3] was performed on bilinear forms.
A proper BRST quantization should be performed on an inner product
space. In fact, the path integral formulation requires such a formulation.
The path integrals may on the other hand always be expressed within the
operator formulation which provides for some deeper insights. First, a BRST
quantization on an inner product space requires the number of unphysical
variables to contain a factor four: there must be equally many odd as even
unphysical variables, and half of each must be quantized with indefinite
metric states. This is the generic case. In order to make sure that the number
of unphysical variables contain a factor four one needs the extended BRST-
BFV charge which contains dynamical Lagrange multipliers and antighosts.
(Only the minimal BRST-BFV charge was used in [3].)
In BRST quantizations one usually considers canonical theories in which
one requires that every constraint may be gauge fixed classically. (This con-
cept was introduced in [30].) However, the O(N)-extended supersymmetric
particle model contain the O(N) constraints ψk · ψl in (2.2) which are of
a non-canonical type. There are no gauge fixing variables to ψk · ψl which
in turn is connected to the fact that there are no Newton-Wigner position
operators [31] for massless particles with spin s ≥ 1. In the quantum the-
ory here these non-canonical constraints are given by (4), (5), (6) in (2.20)
(traces and index structures), and (8), (9) in (2.21) (gamma traces).
In the quantum theory there is no problem to impose the non-canonical
conditions in a BRST-invariant form without affecting the inner product
properties. This operator formulation for path integral for particles with
spins s = 1, 1/2, 1 were investigated in [32]. The above rules for unphysical
variables were shown to be valid, but it leaves some freedom. There are
basically two options: one may either choose time to be represented by a
positive metric state space in which case the results should be very much the
same as here. However, there is also the option to let time be represented by
an indefinite metric state space. In this case the wave functions are defined
on a Euclidean space and a BRST quantization leads to propagators (see [32]
for details). The spin one case is non-canonical and shown to require the
treatment above. In fact, the conventional path integral treatment of the
O(N)-extended supersymmetric particle model given in [33] for arbitrary
spins are in agreement with the above results. (In [33] propagators are
derived.)
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Now one should be able to perform a BRST quantization
Q|F〉 = 0, (7.1)
where Q is the extended BRST-BFV charge operator and where |F〉 is a
general state belong to an inner product space which depends on ghosts,
antighosts and Lagrange multipliers. In this case time must be chosen with
real eigenvalues in order for (7.1) to have solutions. The physical states are
contained in the states with ghost number zero. I expect the solutions of
(7.1) to be in agreement with the Dirac quantization here. The equation
(7.1) should be possible to imbed in an action principle by means of an
action of the form
S =
∑
n
〈Fn|Q|F−n−1〉, (7.2)
where n is the ghost number. (Q has ghost number one and S must have
ghost number zero.) Alternatively one could have
S = 〈F−1/2|Q|F−1/2〉, (7.3)
as in string field theory if Q is in a minimal form or a gauge fixed form.
Notice that these actions are of second order. To be precise one should
insert an index s on Q and F to indicate that there is a specific BRST
charge Q and an ansatz |F〉 for each spin s. A more general action is then
S =
∑
s
〈Fs|Q|Fs〉, (7.4)
where the summay be chosen over any set of different spins. (Ghost numbers
may be chosen according to (7.2) or (7.3).) Eq.(7.1) and the above actions
are just suggestions. In order to find out whether these possibilities could
be realized one has to do a detailed analysis. Anyway all actions (7.2)-(7.4)
are gauge invariant under the transformations
|F〉 −→ |F〉+Q|χ〉, (7.5)
where |χ〉 is an arbitrary state with ghost number one less than |F〉.
Now the gauge transformations (7.5) are not the gauge transformations
treated before but essentially the O(N)-extended supersymmetry transfor-
mations. The reason is that the gauge fields are hidden in the above BRST
quantization. Therefore the equation (7.1) probably only describes the gauge
invariant field strengths, and the path integrals in [33,32] are probably only
propagators for the field strengths (explicitly stated in [33]). This BRST
approach is therefore perhaps not what one is looking for here.
BRST quantization has otherwise been used in the higher spin theory
for a very long time. However, it has then mainly been string inspired
treatments using bosonic oscillators. (See e.g. the recent reviews [34,35].)
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8 Further remarks on the exact quantum theory
I have derived free higher spin field theories from the O(N) extended super-
symmetric particle model. One may wonder if it is possible to do a similar
derivation from another spinning particle model leading to an irreducible
representation of the Poincare´ group. This cannot be excluded. (Bosonic
oscillator models have e.g. been the dominant ingredients in higher spin field
theory.) However, in my opinion the O(N) model is by far the most natural
geometrical model on the market. There seems to exist no simple alterna-
tive model [11]. On the other hand, it is doubtful whether the exact theory
here can be used to find interacting higher spin theories. Probably one has
a better chance if one then starts from a multiplet model. Strings are, of
course, very geometrical multiplet models for which interactions have been
demonstrated to exist.
Still further remarks are given in section 13.
Part II
The higher order quantum theory
9 Outline of the main results for the higher order
quantum theory
The higher order theory defined in [7] is a conformal theory in which the
gauge fields for s ≥ 2 satisfy equations of higher order than two. In d = 4
this theory was also to a large degree shown to fit into the framework pro-
posed by Fradkin,Tseytlin and Linetski [8,9,10], a relation which is further
strengthened here. (The index structure is different but equivalent [7].)
Higher order equations are of course bad but the main motivation to con-
sider these conformal theories is due to the fact that they seem to allow for
interactions: Such fields are e.g. allowed as external fields in d = 4 [26],
and Fradkin and Linetski have even constructed cubic interactions in a La-
grangian form in d = 4 [9,10]. The higher order theory in [7] was extracted
from the quantum O(N) extended supersymmetric particle model in [3],
i.e. exactly the model considered in the first part here. The starting point
is to define a field with the same index structure as before, i.e. the index
condition (6) in (2.20) is retained:
Irq|F 〉 = 0, Irq|Ψ〉 = 0, r, q = 1, . . . , [s]. (9.1)
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The ansa¨tze for |F 〉 and |Ψ〉 are still given by (2.7) and (2.9) respectively.
Gauge fields may be introduced by solving condition (3) in (2.20)
d†r|F 〉 = 0, d†r|Ψ〉 = 0, r = 1, . . . , [s], (9.2)
or (2) in (2.20)
dr|F 〉 = 0, dr|Ψ〉 = 0, r = 1, . . . , [s], (9.3)
as in subsections 3.1 and 3.2. The conditions in (9.2) are solved by (3.1),
and (9.3) is solved by (3.11). As before these two solutions are dual to each
other according to the rules in appendix B. The conditions (9.1) are then
solved by (3.3) and (3.13) respectively.
By means of the states |F 〉 and |Ψ〉 I define the Weyl states |C〉 and |C〉
by
|C〉 ≡ P |F 〉, |C〉 ≡ P|Ψ〉, (9.4)
where the hermitian projections operators P and P have the structure
P ≡ 1 +
M∑
n=1
∑
i
αni(T
†)n(i)(T )
n
(i),
P ≡ 1 +
M∑
n=1
∑
i
βni(τ
†)n(i)(τ)
n
(i), (9.5)
where T is the trace operator and τ the gamma-trace operator in (2.16). α
and β are real parameters determined by the conditions (9.7) below. For
each order n there are different ways to do the summation as indicated by
the index i. The maximal order M is finite since for each finite value of s
there is a finite integer L such that
(T )L|F 〉 = 0, (τ)L|Ψ〉 = 0. (9.6)
The parameters α and β in (9.5) are determined by the conditions
Trq|C〉 = 0, τr|C〉 = 0, r, q = 1, . . . , [s], (9.7)
which implies that the corresponding Weyl tensors to |C〉 and |C〉 are trace-
less and gamma traceless respectively. The Weyl states (9.4) are also re-
quired to be of such a form as to satisfy the index condition (6) in (2.20),
i.e.
Irq|C〉 = 0, Irq|C〉 = 0, r, q = 1, . . . , [s]. (9.8)
It is suggested that the forms (9.4) satisfying (9.7) and (9.8) also satisfy the
conditions
T †rq|C〉 = 0, τ †r |C〉 = 0, r, q = 1, . . . , [s]. (9.9)
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TheWeyl states satisfy therefore three of the six conditions in (2.20), namely
(4)-(6), and for half-integer spins also two of the three conditions in (2.21),
namely (8),(9). The duals of the Weyl states satisfy the same conditions.
Furthermore, the Weyl states satisfy a generalized Weyl invariance which
is an additional gauge invariance. Some details are given in sections 9 and
10 below. Conformally invariant actions are essentially the scalar products
of the Weyl states. These actions which define the higher order theory are
given in section 11.
10 The Weyl states for integer spins
10.1 The projection operator P for the Weyl states |C〉 in
(9.4)
For integer spins I start with the field F with the index structure that follows
from (9.1). Then I introduce the Weyl tensor C by (9.4). The precise form
of the projection operator P in (9.5) is then up to fourth order (P = 1 for
s ≤ 1.)
P = 1 + α1
∑
r1r2
T †r1r2Tr1r2 + α21
∑
r1r2r3r4
T †r1r2T
†
r3r4Tr3r4Tr1r2 +
+α22
∑
r1r2r3r4
T †r1r2T
†
r3r4Tr1r4Tr2r3 +
+α31
∑
r1...r6
T †r1r2T
†
r3r4T
†
r5r6Tr5r6Tr3r4Tr1r2 +
+α32
∑
r1...r6
T †r1r2T
†
r3r4T
†
r5r6Tr5r6Tr2r3Tr4r1 +
+α33
∑
r1...r6
T †r1r2T
†
r3r4T
†
r5r6Tr6r1Tr4r5Tr2r3 +
+α41
∑
r1...r8
T †r1r2T
†
r3r4T
†
r5r6T
†
r7r8Tr7r8Tr5r6Tr3r4Tr1r2 +
+α42
∑
r1...r8
T †r1r2T
†
r3r4T
†
r5r6T
†
r7r8Tr8r5Tr6r7Tr4r1Tr2r3 +
+α43
∑
r1...r8
T †r1r2T
†
r3r4T
†
r5r6T
†
r7r8Tr7r8Tr5r6Tr4r1Tr2r3 +
+α44
∑
r1...r8
T †r1r2T
†
r3r4T
†
r5r6T
†
r7r8Tr7r8Tr6r1Tr2r3Tr4r5 +
+α45
∑
r1...r8
T †r1r2T
†
r3r4T
†
r5r6T
†
r7r8Tr8r1Tr2r3Tr4r5Tr6r7 +O((T
†)5T 5).
(10.1)
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The terms in this expansion is determined by the conditions P = P † and
that all indices are summed over in the following fashion: Each index appears
in pairs: one index is on a T † and one on a T . The maximal order N is
determined by the property
(Ta·)
d/2+1|F 〉 = 0 (10.2)
for any fixed index value a (the dot denotes any other index value which
may be different for each factor in the product)
I believe there are three ways to determine the α-parameters in P : 1) C
is traceless, 2) C is invariant under generalized Weyl transformations, 3) P
is a projection operator. I start with the first way
Proposal 1: The real parameters αki in (10.1) are determined by
the conditions
Tqr|C〉 = 0, q, r = 1, . . . , s. (10.3)
Note that this property implies that the Weyl tensor C is traceless.
By means of the algebra (2.18) I find to lowest orders
Tqr|C〉 =
(
1 + 4α1(s − 1)
)
Tqr|F 〉+
+
(
α1 + 8α21(s− 1)− 4α22
)( s∑
t,u=1
T †tuTtu
)
Tqr|F 〉 −
−
(
4α21 − 2(2s − 3)α22
) s∑
t,u=1
T †tu(TqtTur − TquTtr)|F 〉 +
+O
(
(T †)2T 3
)
|F 〉. (10.4)
Hence, conditions (10.3) yields
α1 = − 1
4(s− 1) ,
α21 =
2s − 3
32(s − 1)Cs ,
α22 =
1
16(s − 1)Cs ,
Cs ≡ (2s − 3)(s − 1)− 1. (10.5)
These results are valid in any even dimension for s > 2. However, (10.5) is
not valid for s = 2, since C2 = 0 then. The reason for this is that for s = 2
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the two second order terms in P are equal. Notice that there is only one
trace operator T for s = 2 (T12). I find here
T12|C〉 =
(
1 + 4α1
)
T12|F 〉+
+2
(
α1 + 6α2
)
T †12(T12)
2|F 〉+O
(
(T †12)
2(T12)
3
)
|F 〉, (10.6)
where
α2 ≡ 2α21 − α22. (10.7)
For s = 2 the condition (10.3) yields therefore
α1 = −1
4
, α2 =
1
24
(10.8)
up to order two. For d = 4 this is the maximal order due to (10.2).
In [1] the Weyl tensors were explicitly calculated up to s = 4 in d = 4.
The ansatz there should be equivalent to the ansatz (10.1) here. For s = 2, 3
they seem to be the same. Notice that the maximal order is two even for
s = 3 due to the equality
T12T13T23|F 〉 = 0, (10.9)
which follows since the total trace for odd spins always yields zero. (This
expression is a total trace of F since all indices appear twice.) This implies
that the maximal order is s − 1 for odd s, and s for even s in d = 4. Now
for even s not all terms are different in the maximum order as was shown
for s = 2 above. For s = 4 in d = 4 there are formally 11 parameters in P .
However, like for s = 2 it is natural to expect that not all terms are different
in the maximum orders. Comparisons with the explicit expression in [7]
reveal that the relation to P above is even more complex than that. In fact,
it seems as if P in (10.1) makes two of the parameters in the second order
in [7] dependent. Furthermore, only two parameters in P in the 4th order
are independent and only two of the three parameters in the third order.
Thus, for s = 4 in d = 4 P contains only 7 independent parameters to be
determined by (10.3). For s = 5 in d = 4 there are at most 11 independent
parameters from the expression (10.1) since the fourth order is the maximal
order even here.
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10.2 The generalized Weyl invariance
Proposal 2: The Weyl state satisfying (10.3) is also invariant under
the generalized Weyl transformation
|F 〉 −→ |F 〉+
s∑
q,r=1
T †qr|ζqr〉, (10.10)
where the antisymmetric state |ζqr〉 has the index structure
Iqr|ζtu〉 = δqt|ζur〉 − δqu|ζtr〉. (10.11)
Vice versa if |C〉 is invariant under (10.10) then |C〉 satisfies (10.3).
I find up to second order (cf (10.4))
s∑
r,q=1
PT †rq|ζrq〉 =
(
1 + 4α1(s− 1)
) s∑
r,q=1
T †rq|ζrq〉+
+
(
α1 + 8α21(s− 1)− 4α22
)( s∑
t,u=1
T †qrT
†
tuTtu
)
|ζrq〉 −
−
(
4α21 − 2(2s − 3)α22
) s∑
t,u=1
(T †qtT
†
ur − T †quT †tr)Ttu|ζrq〉+
+O
(
(T †)3T 2|ζ〉
)
, (10.12)
which vanishes for the values (10.5).
10.3 The index structure
Theorem 1: The projection operator P satisfies the property
[Iqr, P ] = 0, q, r = 1, . . . , s. (10.13)
Proof: Consider the transformation of one index pair (t)
[Iqr,
∑
t
· · ·T †tu · · ·Ttv · · · ] =
∑
t
{
− δrt(· · ·T †uq · · ·Trv · · · ) + δqt(· · · T †uq · · ·Trv · · · )
}
+ · · ·
= 0 + · · · , (10.14)
46
where the last dots represent terms coming from the transformation of all
the other index pairs apart from t. Since one pair yields zero all pairs yield
zero •
It follows that
Iqr|C〉 = 0, (10.15)
since Iqr|F 〉 = 0. Thus, the Weyl tensor C has the same index structure as
F for arbitrary even d. (For d=4 this was given as a proposal in [7].)
10.4 P as a projection operator
From the form of P in (10.1) and the property (10.3) it follows that
P |C〉 = |C〉. (10.16)
P should therefore satisfy the projection property
P 2 = P +
s∑
r,q=1
( )
rq
Irq. (10.17)
However, this relation when applied to the ansatz (10.1) is not useful to
determine the α’s, since (10.17) is nonlinear in the α-parameters. (One
solution of (10.17) is of course also P = 1.)
10.5 The dual projector P˜
The dual to P , P˜ , is according to appendix B equal to P with the replace-
ment T ↔ −T †, which implies that P˜ has the structure (cf (9.5))
P˜ ≡ 1 +
N∑
n=1
∑
i
αni(T )
n
(i)(T
†)n(i). (10.18)
Proposal 3: The Weyl state |C〉 in (9.4) may also be written as
|C〉 = P˜ |F 〉. (10.19)
This property requires that∑
[(T †)n, T n] =
∑
q,r
( · · · )
qr
Iqr (10.20)
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for each term in P (P˜ ), which I have checked up to second order.
P˜ should then also be a projector
P˜ |C〉 = |C〉. (10.21)
A consequence of the relation (10.19) is that the α-parameters are also
determined by the conditions (cf (10.3) and (10.12))
T †qr|C〉 = 0, q, r = 1, . . . , s,
s∑
r,q=1
PTrq|ζ˜rq〉 = 0, (10.22)
where ζ˜ is the dual of ζ. The index structure is
Iqr|ζ˜tu〉 = δrt|ζ˜qu〉 − δru|ζ˜qt〉. (10.23)
The last equation in (10.22) is the dual generalized Weyl invariance of |C〉
under the transformations
|F 〉 −→ |F 〉+
s∑
q,r=1
Tqr|ζ˜qr〉. (10.24)
From the relation (10.19) it follows that the dual of |C〉 satisfies the
same properties as |C〉. Thus, as on |F 〉 one may impose (anti)self-duality
conditions on |C〉 (if F is (anti)self-dual C is (anti)self-dual).
10.6 The Weyl states in terms of gauge fields
So far the Weyl states |C〉 are expressed in terms of the field strengths |F 〉:
|C〉 = P |F 〉. However, in [7] the Weyl tensors were expressed in terms of
gauge fields. Using the results of part I I define the gauge states |φ〉 through
the relation (3.1) i.e.
|F 〉 ≡ Π|φ〉, Π ≡ d†1d†2 · · · d†s. (10.25)
This implies then
|C〉 = P |F 〉 = PΠ|φ〉. (10.26)
It follows that |C〉 is invariant under the general gauge transformations (3.6),
i.e.
|φ〉 −→ |φ〉+
s∑
k=1
d†k|εk〉. (10.27)
48
The generalized Weyl transformations (10.10) may then be given the form
|φ〉 −→ |φ〉+
s∑
q,r=1
T †qr|ηqr〉, (10.28)
where |ηqr〉 is defined through
|ζqr〉 = Π|ηqr〉 (10.29)
from (10.25). The index structure of |ηqr〉 is determined by
I(1)qr |ηtu〉 = δqt|ηur〉 − δqu|ηtr〉 (10.30)
from (10.11).
In d = 4 (10.28) is equivalent to the generalized Weyl transformations
given by Fradkin and Tseytlin in [8]. There is no transformation of the
gauge fields |φ〉 that yields the dual Weyl transformations (10.24).
10.7 The Weyl states in terms of dual gauge fields
Instead of expressing |F 〉 in terms of gauge fields |φ〉 one may express it in
terms of the dual gauge fields |φ˜〉 according to (ignoring the sign factor in
(3.17))
|F 〉 = Π†|φ˜〉, Π† = ds · · · d1. (10.31)
The properties of |φ˜〉 is given in subsection 3.2. |C〉 is then invariant under
the gauge transformations
|φ˜〉 −→ |φ˜〉+
s∑
k=1
dk|ε˜k〉. (10.32)
and the dual generalized Weyl transformations follow then from (10.24)
|φ˜〉 −→ |φ˜〉+
s∑
q,r=1
Tqr|η˜qr〉, (10.33)
where |η˜qr〉 is defined through
|ζ˜qr〉 = Π†|η˜qr〉. (10.34)
The index structure of |η˜qr〉 is determined by
I(−1)qr |η˜tu〉 = δrt|η˜qu〉 − δru|η˜qt〉 (10.35)
from (10.23). There is no transformation of the dual gauge fields |φ˜〉 that
yields the Weyl transformations (10.10).
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11 Weyl states for half-integer spins
11.1 The projection operator P for the Weyl states |C〉
For half-integer spins I start with a spinor field Ψ with the index structure
according to condition (6) in (2.20):
Iqr|Ψ〉 = 0, r, q = 1, . . . , [s]. (11.1)
The corresponding Weyl state |C〉 is defined in (9.4). The precise form of
the projection operator P in (9.5) is up to third order (P = 1 for s = 1/2)
P = 1 + β1
n∑
r=1
τ †r τr + β21
n∑
q,r=1
τ †q τ
†
r τrτq + β22
n∑
q,r=1
τ †q τ
†
r τqτr +
+β31
n∑
q,r,t=1
τ †q τ
†
r τ
†
t τtτrτq + β32
n∑
q,r,t=1
τ †q τ
†
r τ
†
t τrτtτq +
+β33
n∑
q,r,t=1
τ †q τ
†
r τ
†
t τrτqτt + β34
n∑
q,r,t=1
τ †q τ
†
r τ
†
t τqτrτt +
+β35
n∑
q,r,t=1
τ †q τ
†
r τ
†
t (τtτq + τqτt)τr +O((τ
†)4τ4), (11.2)
where n ≡ [s]. The conditions for this expansion is 1) hermiticity P = P†, 2)
all indices are summed over. 3) indices are always twice repeated: one index
on a τ and one on a τ †. (The special form of the β35-term is determined by
hermiticity.) The maximal order M is determined by the property
(τa)
d/2+1|Ψ〉 = 0 (11.3)
for any fixed index value a.
Proposal 4: The real parameters βki in (11.2) are determined by
the conditions
τq|C〉 = 0, q = 1, . . . , [s]. (11.4)
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By means of the algebra (2.18) I find to lowest orders (n ≡ [s])
τr|C〉 =
(
1 + β1n
)
τr|Ψ〉+
+
(
β1 + β21n+ β22(n + 1)
) n∑
r,t=1
τ †t τrτt|Ψ〉+
+
(
β21(n+ 1) + β22n
) n∑
r,t=1
τ †t τtτr|Ψ〉+
+O
(
(τ †)2τ3
)
|Ψ〉. (11.5)
Hence, condition (11.4) yields (n ≡ [s])
β1 = − 1
n
,
β21 = − 1
2n+ 1
,
β22 =
n+ 1
n(2n + 1)
. (11.6)
This solution is valid for all even dimensions and all [s] ≥ 1.
Notice that conditions (11.4) imply
Tqr|C〉 = 0, q, r = 1, . . . , [s], (11.7)
from the algebra (2.18).
11.2 The generalized Weyl invariance
Proposal 5: The Weyl state satisfying |C〉 = P|Ψ〉 is also invariant
under the transformation (n ≡ [s])
|Ψ〉 −→ |Ψ〉+
n∑
r=1
τ †r |ζr〉, (11.8)
where the state |ζr〉 has the index structure
Iqr|ζt〉 = −δqt|ζr〉. (11.9)
Vice versa if |C〉 is invariant under (11.8) then |C〉 satisfies (11.4).
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Up to second order I find (n ≡ [s])
n∑
r=1
Pτ †r |ζr〉 = (1 + β1n)
n∑
r=1
τ †r |ζr〉+
+
(
β1 + β21n+ β22(n+ 1)
) n∑
r,t=1
τ †t τ
†
r τt|ζr〉+
+
(
β21(n+ 1) + β22n
) n∑
r,t=1
τ †r τ
†
t τt|ζr〉+O
(
(τ †)3τ2|ζ〉
)
, (11.10)
which vanishes for the values (11.6).
11.3 The index structure
Theorem 2: The projection operator P satisfies the property
[Iqr,P] = 0, q, r = 1, . . . , [s]. (11.11)
Proof: Consider the transformation of one index pair (t)
[Iqr,
∑
t
· · · τ †t · · · τt · · · ] =
∑
t
{
· · · (δstτ †r ) · · · τt · · · ) + · · · τ †t · · · (−δrtτs) · · · )
}
+ · · ·
= 0 + · · · , (11.12)
where the dots represents the terms coming from the transformation of all
the other index pairs apart from t. Since one pair yields zero all pairs yield
zero •
It follows that
Iqr|C〉 = 0, (11.13)
since Iqr|Ψ〉 = 0. Thus, the Weyl tensor C has the same index structure as
Ψ for arbitrary even d.
11.4 P as a projection operator
From the form of P in (11.2) and the property (11.4) it follows that
P|C〉 = |C〉. (11.14)
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P should therefore satisfy the projection property
P2 = P +
[s]∑
r,q=1
( )
rq
Irq. (11.15)
Since this relation is nonlinear in the β-parameters, it is not useful to deter-
mine the β’s by the ansatz (11.2). (One solution of (11.15) is of course also
P = 1.)
11.5 The dual projector P˜
The dual to P, P˜ , is according to appendix B equal to P with the replace-
ment τ ↔ −τ †, which implies that P˜ has the structure (cf (9.5))
P˜ ≡ 1 +
N∑
n=1
∑
i
βni(τ)
n
(i)(τ
†)n(i). (11.16)
Proposal 6: The Weyl state |C〉 in (9.4) may also be written as
|C〉 = P˜|Ψ〉. (11.17)
This property requires that∑
[(τ †)n, τn] =
∑
q,r
( · · · )
qr
Iqr (11.18)
for each term in P (P˜), which I have explicitly checked up to second order.
P˜ should also be a projector
P˜|C〉 = |C〉 (11.19)
satisfying
P˜2 = P˜ +
[s]∑
r,q=1
( )
rq
Irq. (11.20)
A consequence of the relation (11.17) is that the α-parameters are also
determined by the dual conditions to (11.4) and (11.10)
τ †r |C〉 = 0, r = 1, . . . , [s],
[s]∑
r=1
Pτr|ζ˜r〉 = 0. (11.21)
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The last property follows from the invariance of |C〉 under the dual general-
ized Weyl transformations
|Ψ〉 → |Ψ〉+
[s]∑
r=1
τr|ζ˜r〉, (11.22)
where
Iqr|ζ˜t〉 = δrt|ζ˜q〉. (11.23)
From the relation (11.17) it follows that the dual of |C〉 satisfies the
same properties as |C〉. Thus, as on |Ψ〉 one may impose (anti)self-duality
conditions on |C〉.
11.6 The Weyl states in terms of gauge fields
In order to express the Weyl states |C〉 in terms of gauge fields I make use
of the definition (3.1) i.e.
|Ψ〉 = Π|ρ〉, Π ≡ Π[s]r=1d†r ≡ d†1d†2 · · · d†[s]. (11.24)
From (9.4) it follows then that
|C〉 ≡ P|Ψ〉 = PΠ|ρ〉 (11.25)
is invariant under the gauge transformations (3.6)
|ρ〉 −→ |ρ〉+
[s]∑
r=1
d†r|ξr〉. (11.26)
Furthermore, from (11.25) and (11.8) it follows that |C〉 is invariant under
the generalized Weyl transformations
|ρ〉 −→ |ρ〉+
[s]∑
r=1
τ †r |ηr〉, (11.27)
where |ηr〉 satisfies
|ζr〉 = Π|ηr〉, I(1)qr |ηr〉 = −δqt|ηr〉, r = 1, . . . , n. (11.28)
Thus, (11.27) implies the generalized Weyl transformations (11.8). In d =
4 (11.27) is equivalent to the generalized Weyl transformations given by
Fradkin and Tseytlin in [8]. There is no transformation of |ρ〉 that yields
dual generalized Weyl transformations (11.22)
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11.7 The Weyl states in terms of dual gauge fields
If I express |Ψ〉 in terms of dual gauge fields |ρ˜〉 as in (3.11) using (3.18) i.e.
|Ψ〉 = Π†|R〉, Π† = Π[s]r=1dr ≡ d[s]d[s]−1 · · · d2d1, (11.29)
then
|C〉 = P|Ψ〉 = PΠ†|ρ˜〉 (11.30)
is invariant under the generalized gauge transformations (3.6)
|ρ˜〉 → |ρ˜〉+
[s]∑
r=1
dr|ε˜r〉, (11.31)
and the dual generalized Weyl transformations
|ρ˜〉 → |ρ˜〉+
[s]∑
r=1
τr|η˜r〉, (11.32)
where
|ζ˜r〉 = Π†|η˜r〉, (11.33)
which makes (11.32) equivalent to (11.22). Relations (11.32) and (11.33)
requires the index structure
I(−1)rq |η˜t〉 = δtq|η˜r〉. (11.34)
There is no transformation of |ρ˜〉 that yields generalized Weyl transforma-
tions (11.8).
12 Gauge invariant actions and equations for the
wave functions
The theory considered so far have no equations of motion. The equations
of the exact theory, i.e. (1)-(3),(7) in (2.20),(2.21), were removed from the
start. Instead the appropriate equations are here introduced as Lagrangian
equations derivable from actions for the wave functions. These actions are
simply
S1 ≡ 〈C|C〉, S2 ≡ 〈C|p/|C〉. (12.1)
(Insertion of p/ in S2 is dictated by conformal invariance.) These actions are
gauge invariant under (3.6) when written in terms of the gauge fields φ and
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ρ according to (3.1). In addition, they are invariant under the generalized
Weyl transformations (10.28) and (11.27). The expressions in (12.1) yield
S1 ≡ 〈C|C〉 = 〈F |P †|C〉 = 〈F |P |C〉 = 〈F |C〉 = 〈φ|Π†|C〉,
S2 ≡ 〈C|p/|C〉 = 〈Ψ|P†p/|C〉 = 〈Ψ|Pp/|C〉 = (1 + [s])〈Ψ|p/|C〉 =
= (1 + [s])〈ρ|Π†p/|C〉, (12.2)
where I have used the properties of the projection operators P and P and
the definitions (3.1) of the gauge fields φ and ρ. Thus, the equations of
motion are (see (3.12))
Π†|C〉 = d1d2 · · · ds|C〉 = 0,
Π†p/|C〉 = p/d1d2 · · · d[s]|C〉 = 0, (12.3)
which means that the order of the equations for the gauge fields φ and ρ are
2s. (These equations differ from those of the exact theory for s > 1.) The
above results are valid irrespective of the reality of the basic fields φ and
ρ. For real fields the action S1 in (12.1) and the corresponding equations of
motion in (12.3) agree with the results for integer spins s in [7]. One may
of course also express the Weyl states in terms of dual gauge fields in which
case the equations are (12.3) with dk replaced by d
†
k. The actions (12.1)
when written in a standard form are (I drop a factor
√
2 in S2 from (2.19))
S1 =
∫
dx C2(x),
S2 = i
∫
dx C¯(x)∂/C(x), (12.4)
where C(x) and C(x) are the corresponding Weyl tensors to |C〉 and |C〉
respectively. In d = 4 S1 and S2 seem to be in agreement with the actions
proposed by Fradkin and Linetski in [9,10]. Notice, however, that the index
symmetry of C and C are different here as compared with [9, 10], but they
are at the same time equivalent as explained in section 6 in [7].
13 Final remarks on the higher order theories
The compact treatment of the higher order theory given here elucidate and
further extend the results of [7]. Firstly, I have treated half-integer spins
here which was lacking in [7]. Secondly, the treatment here is valid in any
even dimension d and not just d = 4 which was the main part of [7]. Thirdly,
the duality properties given here are also new. Notice that
|C〉 = P |F 〉, |C〉 = P|Ψ〉, (13.1)
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implies
|C˜〉 = P˜ |F˜ 〉, |C˜〉 = P˜|Ψ˜〉, (13.2)
according to appendix B. From (10.19) and (11.17) it follows then that |C˜〉
and |C˜〉 satisfy the same properties as |C〉 and |C〉 since |F˜ 〉/|Ψ˜〉 satisfy the
same properties a |F 〉/|Ψ〉. Thus, also the Weyl tensors may be chosen
to be (anti)self-dual like F and Ψ. Fourthly, the index structure of the
Weyl tensors which was only conjectured for d = 4 in section 6 in [7],
are proved here for any even dimension d and for both integer and half-
integer spins in subsections 9.3 and 10.3. This proves the proposal 4 in [7]
in general. This means that the higher order theories given here are in d = 4
in agreement with the general framework proposed by Fradkin,Linetsky and
Tseytlin in [8, 9, 10] although the Weyl tensors here are in a different but
equivalent representation as explained in appendix A in [7].
14 Comparison between the exact and the higher
order theories
The exact theory is a second order theory for the gauge fields in the integer
spin case and a first order one in the half-integer case if one ignores the
fact that compensator fields involve higher orders. The limiting (Fang)-
Fronsdal Lagrangians are strictly of (first) second order. The fact that the
compensator fields satisfy higher order equations (fourth and third orders)
is probably no problem in itself. However, there is perhaps another problem
with the introduction of compensator fields and Lagrange multipliers: What
is the very meaning of their presence in the actions? At best they provide for
an extended gauge symmetry. However, they may also imply the presence of
second class constraints. If this is the case they must be solvable in a Lorentz
covariant way. If not the Lagrangians cannot be used in a standard covariant
quantization. It is therefore urgent to perform a constraint analysis of all
Lagrangians for free higher spin fields to determine whether or not there are
second class constraints and/or additional gauge invariances. Maybe not all
forms yield the same result. Apart from [6, 28, 29] and the form here there
has recently appeared a different form in [36]. A good free Lagrangian is
prerequisite to the much more difficult task to find interactions.
The Lagrangians for the higher order theories have no auxiliary vari-
ables and cannot involve any second class constraints. They are extended
gauge theories containing apart from the full gauge invariance also gener-
alized Weyl invariance. However, they are of higher order. Even though
higher order gauge theories may be quantized in a formally consistent way
they do in general involve indefinite metric states in the physical spectrum.
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It is urgent to clarify this point. Furthermore, it remains to determine
what they actually describe since only the exact theory describes precisely
massless particles with definite spins (in d = 4). On the other hand, the
advantage of the higher order theory is that it allows for interactions within
a Lagrangian scheme. At least there are definite signs of this: the consistent
cubic interactions in [9,10], and the consistent external field coupling in [26].
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A Duality properties of the basic Fock space
Consider one set of odd b-operators as defined in (2.5). They satisfy the
anticommutation relations
[bµ, b†ν ]+ = η
µν ,
[bµ, bν ]+ = [b
†µ, b†ν ]+ = 0, (A.1)
according to (2.6). For these oscillators it is possible to define two different
vacuum states:
bµ|0〉 = 0,
b†µ |˜0〉 = 0. (A.2)
These vacua may be related as follows
D|˜0〉 = |0〉,
D ≡ C 1
d!
εµ1µ2···µdbµ1bµ2 · · · bµd , (A.3)
where C is a complex constant and where ε is the totally antisymmetric
tensor satisfying ε012···d−1 = 1. D is an even operator for even dimensions
d. In the following |˜0〉 will be referred to as the dual vacuum state to |0〉. A
straight forward calculation yields
DD†|0〉 = CC∗
(
Πd−1k=0ηkk
)
|0〉 = −CC∗|0〉,
D†D|˜0〉 = −CC∗|˜0〉, (A.4)
if a Minkowski metric ηµν is used. (A Euclidean metric yields a plus sign.)
The second line and (A.3) yield then
〈0|0〉 = −CC∗〈˜0|0˜〉. (A.5)
Thus, the vacuum and its dual have opposite norms. It is natural to require
the dual of the dual vacuum to be the original vacuum, i.e.
|˜0〉 = |0〉. (A.6)
The relation (A.5) requires then
CC∗ = 1, ⇔ 〈0|0〉 = −〈˜0|0˜〉. (A.7)
From (A.3) it is natural to define a dual operator to D by
D˜|0〉 = |˜0〉. (A.8)
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This together with (A.3) yields
DD˜|0〉 = |0〉, D˜D|˜0〉 = |˜0〉. (A.9)
From (A.4) one finds then (using (A.7))
D˜ = −D†. (A.10)
The Fock states are defined by
|0〉µ1···µk ≡
1√
k!
b†µ1b
†
µ2 · · · b†µk |0〉. (A.11)
If
ν1···νk〈0| ≡
(
|0〉ν1···νk
)†
, 〈0|0〉 = 1, (A.12)
then
ν1···νk〈0|0〉µ1 ···µk =
1
k!
∑
antisym µ′s
ηµ1ν1 · · · ηµkνk =
= −(d− k)!
k!
εν1···νdεµ1···µdη
νk+1µk+1 · · · ηνdµd . (A.13)
Thus, if F is a tensor operator which is independent of the b-operators then
ν1···νk〈0|F 〉 = Fν1···νk ,
|F 〉 ≡ Fµ1···µk |0〉µ1···µk . (A.14)
There is also a dual Fock space expressed in terms of the dual vacuum state
|˜0〉. I find the basic states to be
|˜0〉µ1···µk ≡
1√
k!
bµ1bµ2 · · · bµk |˜0〉 = −
1
C
fd,k εν1···νd−kµ1···µk |0〉νd−k ···ν1 ,
|0〉µ1···µk ≡
1√
k!
b†µ1b
†
µ2 · · · b†µk |0〉 = Cfd,k εµk ···µ1νk+1···νd |˜0〉
νk+1···νd
,
(A.15)
where
fd,k ≡ 1√
k!(d − k)! . (A.16)
This implies the following relations for a general state
|F 〉 ≡ Fµ1···µk |0〉µ1···µk = Cfd,kFµ1···µkεµk ···µ1νk+1···νd |˜0〉
νk+1···νd
,
|˜F 〉 ≡ Fµ1···µk |˜0〉µ1···µk = −
1
C
fd,kF
µ1···µkεν1···νd−kµ1···µk |0〉νd−k ···ν1 = |F˜ 〉.
(A.17)
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It would be natural to define dual fields F˜ by
|F 〉 ≡ |˜F˜ 〉, or |˜F 〉 ≡ |F˜ 〉, (A.18)
which are explicitly given by
Fµ1···µk |0〉µ1 ···µk ≡ F˜µ1···µk |˜0〉µ1···µk
Fµ1···µk |˜0〉µ1···µk ≡ F˜µ1···µk |0〉µ1···µk . (A.19)
The first definition implies
F˜ν1···νd−k = Cfd,kF
µ1···µkεµk ···µ1ν1···νd−k , (A.20)
while the second definition yields
F˜ν1···νd−k = −
1
C
fd,kF
µ1···µkενd−k···ν1µ1···µk , (A.21)
from (A.17). Notice, however, that the second definition coincide with the
first if F is replaced by F˜ according to (A.18). Both expressions (A.20) and
(A.21) yield the same dual field F˜ if the constant C is chosen to be (two
choices)
C = ±i(−1) d(d−1)4 , (A.22)
which is consistent with the condition (A.7). In the above definition F˜ is
not required to be real when F is real. In fact, F and F˜ may be both real
only in dimensions d = 4n+ 2. (For d = 4n reality requires ˜˜F = −F .)
The index operator (3.4) is here given by
I(n) ≡ 1
2
(
b† · b− b · b†
)
+ n = b† · b+ (n− d/2). (A.23)
The vacuum states (A.2) satisfy
I(d/2)|0〉, I(−d/2) |˜0〉 = 0, (A.24)
which are consistent with (A.3) and (A.8) since
[I(n),D] = −dD, [I(n), D˜] = dD˜ (A.25)
for any value of n. The base states (A.15) satisfy
I(d/2−k)|0〉µ1···µk = 0, I(k−d/2) |˜0〉µ1···µk = 0. (A.26)
The above expressions make it natural to define the dual index operator to
(A.23) by
I˜(n) ≡ −1
2
(
b† · b− b · b†
)
+ n = −I(−n), (A.27)
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which is consistent with the general definitions of dual operators in appendix
B.
In the text a set of [s] b-operators are used. In this case one has to define
a total vacuum state by
|0〉 ≡ Π[s]k=1|0〉k, |˜0〉 ≡ Π[s]k=1|˜0〉k. (A.28)
(Even various mixtures are possible.) The above vacua are related by
D|˜0〉 = |0〉, D ≡ Π[s]k=1Dk, 〈0|0〉 = (−1)[s]〈˜0|˜0〉. (A.29)
The general Fock space is then spanned by
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns ≡ 1√
n1!n2! · · · ns!
×
bµ1†1 · · · b
µn1 †
1 b
ν1†
2 · · · b
νn2†
2 b
ρ1†
3 · · · b
ρn3 †
3 · · · · · · bλ1†s · · · bλns†s |0〉,
|˜0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ;λ1···λns ≡ 1√
n1!n2! · · · ns!
×
bµ11 · · · b
µn1
1 b
ν1
2 · · · b
νn2
2 b
ρ1
3 · · · b
ρn3
3 · · · · · · bλ1s · · · bλnss |˜0〉. (A.30)
B General duality properties
The dual operators to the basic operators in the quantum supersymmetric
particle model considered in the text are defined as follows:
b˜µk = b
†µ
k , b˜
†µ
k = b
µ
k , x˜ = x, p˜ = p, ψ˜ = ψ. (B.1)
For an arbitrary operator G the dual operator G˜ is required to satisfy
˜˜G = G, (B.2)
which is satisfied by the operators in (B.1). As a general rule I propose that
dual operators are simply defined by interchanging b and b†, i.e.
bµk ←→ b†µk . (B.3)
When this rule is applied to the basic index operator(2.16) I find
I˜rq =
1
2
(
br · b†q − b†q · br
)
= −Iqr. (B.4)
For the more general index operator in (3.4) I have then
I˜(n)rq = −Iqr + nδrq = −I(−n)qr , (B.5)
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which agrees with (A.27) for r = q = 1. Notice that I˜ is not even linearly
related to the hermitian conjugate of I. Dual operators can therefore not
be defined by simply hermitian conjugation. Notice also that the operator
D˜ defined in appendix A is also obtained from D by the rule (B.3). In the
main text apart from (B.1) and (B.5) the following dual operators are used
d˜r = d
†
r,
T˜rq = −T †rq,
τ˜r = −τ †r , (B.6)
all obtained from the rule (B.3).
For the states duality simply means the interchange of the two vacua
in (A.2) apart from the above rule. For general states it is also natural to
require
|˜A〉 = |A〉. (B.7)
For general states like the ansa¨tze (2.7) and (2.9) I require
|˜F 〉 = |F˜ 〉, |˜F˜ 〉 = |F 〉,
|˜Ψ〉 = |Ψ˜〉, |˜Ψ˜〉 = |Ψ〉, (B.8)
which is consistent with what was found in appendix A. Notice that relations
like
G1|F 〉 = 0, G2|Ψ〉 = 0, (B.9)
are equivalent to the relations
G˜1|F˜ 〉 = 0, G˜2|Ψ˜〉 = 0, (B.10)
from (B.7) and (B.8). This is used in the main text to relate equations for
the dual fields to the equations for the fields.
C The gauge invariant Lagrangian equations in
the exact case with general compensator fields
The action S1 in (5.5) yields the first equations in (5.17) and (5.20) together
with
1
2
(
1− 1
4
T †utTut
)
|Eφ〉+ 1
2
(
p2 − d†rdr −
1
2
T †rqdqdr
)(
1− 1
4
T †utTut
)
|φ〉+
+
1
8
(
p2 − d†rdr −
1
2
T †rqdqdr
)
d†vT
†
ut|αutv〉+
1
24
(T †T †)uqtr|βuqtr〉 = 0
(C.1)
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from the variation of φ, and
1
8
(
Tqtdr + Ttrdq + Trqdt
)
|Eφ〉 − 1
6
d†k|βkqtr〉 −
− 1
24
T †ku
{
2du|βkqtr〉+ dr|βkuqt〉+ dq|βkutr〉+ dt|βkurq〉
}
−
− 1
12
dqdtdr
{(
1− 1
4
T †ukTuk
)
|φ〉+ d†vT †uk|αukv〉
}
= 0 (C.2)
from the variation of λqtr.
The action S2 in (5.5) yields the second equations in (5.17) and (5.20)
together with
1
2
(
1− τ †kτk +
1
3
τ †kτ
†
q (Tqk + τkτq)
)
|Eρ〉+
+
1
2
(p/− τ †r dr)
{(
1− τ †kτk +
1
3
(T †qk + τ
†
q τ
†
k)τqτk
)
|ρ〉+
+
(
τ †kd
†
r +
1
3
(τ †r τ
†
k + τ
†
kτ
†
r )p/
)
|αkr〉 − 1
3
d†r(T
†
qk + τ
†
q τ
†
k)τq|αkr〉
}
−
− 1
12
(τ †T †)tkr|βtkr〉 = 0 (C.3)
from the variation of ρ, and
(
dtτr +
1
3
τ †q (Tqt + τtτq)dr − (r ↔ t)
)
|Eρ〉+
+dtdr
(
1− τ †kτk +
1
3
(T †qk + τ
†
q τ
†
k)τqτk
)
|ρ〉+
+dtdr
(
τ †kd
†
u +
1
3
(τ †uτ
†
k + τ
†
kτ
†
u)p/
)
|αku〉 − 1
3
dtdrd
†
u(T
†
qk + τ
†
q τ
†
k)τq|αku〉+
+d†k|βrtk〉+ τ †kp/|βrtk〉 − τ †kτ †qdq|βrtk〉+
1
2
T †kq
(
dt|βrkq〉 − dr|βtkq〉
)
= 0
(C.4)
from the variation of λrt.
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