The linear action of SL(n, Z + ) induces lattice partitions on the (n−1)-dimensional simplex ∆ n−1 . The notion of Farey partition raises naturally from a matricial interpretation of the arithmetical Farey sequence of order r. Such sequence is unique and, consequently, the Farey partition of order r on ∆ 1 is unique. In higher dimension no generalized Farey partition is unique. Nevertheless in dimension 3 the number of triangles in the various generalized Farey partitions is always the same which fails to be true in dimension n > 3. Concerning Diophantine approximations, it turns out that the vertices of a n-dimensional Farey partition of order r are the radial projections of the lattice points in
Introduction
The Farey or intermediate fractions are our motivation. We introduce the notion of matricial Farey tree, where matrices of the unimodular group replace the fractions. The matricial approach generalizes to higher dimension the so called Farey sequence of order r (Hardy and Wright [HW] , p. 23).
For r ∈ N = {1, 2, . . .}, the Farey sequence of order r is the ascending sequence of irreducible fractions between 0 and 1 whose denominators do not exceed r p 0 q 0 = 0 two consecutive intervals have a common point. Throughout the paper, a partition of Ω means a collection of subsets, Ω i , whose interiors are pairwise disjoint and ∪ i Ω i = Ω. The aim of our n-dimensional generalization is to derive partitions of the (n−1)−dimensional simplex ∆ n−1 = {(x 1 , . . . , x n ) ∈ R n + : x 1 +· · ·+x n = 1} defined by matrices of Γ n = SL(n, Z + ), the monoid of n × n matrices with entries in Z + = {0, 1, . . .} whose determinant equals 1.
For n > 2, partitions of ∆ n−1 defined by Γ n are not necessarily pointwise convergent. The intersection of all subsimplexes containing a point does not necessarily reduce to the point. The Poincaré algorithm is an example where pointwise convergence fails, see Poincaré [P] and [N1] . Sometimes this weak convergence holds only for almost every point. We exhibit partitions which converge everywhere. Usually in a partition, there is a huge distortion among the lengths of the sides of a subsimplex. We are able to control this distortion for certain partitions. We stress that, for n ≥ 3, Farey partitions are not achieved by multidimensional continued fractions (see Schweiger ).
The matricial Farey sequence of order 2 will induce a partition on the simplex ∆ 1 which corresponds to extend the Farey sequence of order r to the interval R + = [0, ∞). The starting point is the identity matrix 1 0 0 1 .
We obtain, adding its first column to the second one, the elementary matrix E 12 = 1 1 0 1 and, adding its second column to the first one, the matricial Farey tree, denoted by F 2 , is the set of matrices obtained under this process. Let n = {(p 1 , . . . , p n ) ∈ Z n + : p 1 , . . . , p n are relatively prime}. We set n (r) = n ∩ [0, r] n and v n (r) = | n (r)|, where |Ω| means the cardinality of the set Ω. For completeness, we prove in Section 6 Lemma 1.1 The elements of F 2 are pairwise distinct and consist of the entire Γ 2 . Moreover, (i) all vector p q ∈ 2 ∩ N 2 which appears as column of a matrix of F 2 , appears exactly twice at the same level;
We define the norms (a ij ) = max a ij , for every matrix (a ij ) ∈ Γ n , and X = max x i (i.e., the sup norm) and s(X) = x 1 + · · · + x n (i.e., the 1 norm), for every X = (x 1 , . . . , x n ) ∈ R n + . We call F 2 r = {A ∈ F 2 : A ≤ r < AE 12 = AE 21 } = {A 1 , . . . , A k } the matricial Farey sequence of order r which is ordered as follows: The next lemma relates the sets F 2 r and 2 (r).
, where ζ(.) is the Riemann-zeta function.
A proof of Lemma 1.2 can be found in [HW] (Theorem 331) and [N2] .
Definition 1.3
The Farey partition of order r is the partition of ∆ 1 into closed segments given by P r = {A(R 2 + ) ∩ ∆ 1 : A ∈ F 2 r }.
Turning to Diophantine approximation, the sequence (P r ) r satisfies the following: Let X ∈ ∆ 1 and, for every r, let J r (X) ∈ P r be a segment which contains X, then ∩ r J r (X) = {X}. This pointwise property is called weak convergence.
The definition of F 2 can be extended to all dimension. In dimension 3, the Farey graph is denoted by generates six matrices AE 12 , AE 13 , AE 21 , AE 23 , AE 31 and AE 32 . We call F 3 Farey graph since there are relations among its elements, in particular E 12 E 23 = E 13 E 23 E 12 . In dimension n ≥ 3, the graph will not generate all matrices of Γ n . In particular,   1 1 1 1 2 0 1 0 3   and the even permutations of its columns or rows do not occur in F 3 . As in dimension 2, the definition of the Farey sequence of order r stands still: F 3 r = {A ∈ F 3 : A ≤ r < AE , ∀ elementary matrix E}. We remark that AE ij = AE ji , for all A ∈ Γ 3 and i = j.
Although F 3 r does not define a partition of ∆ 2 , suitable subcollections of F 3 r define partitions of ∆ 2 . As example, we give three subcollections of F 3 1 which induce partitions on ∆ 2 Figure 1 and Figure 2 , where every vertex V is being identified to its radial projection on ∆ 2 , V s(V ) . (1,0,1) (0,1,1) (1,1,1) Definition 1.4 A partition P of ∆ 2 is a Farey partition of order r, if there exists a subset P ⊂ F 3 r such that P = {A(R 3 + ) ∩ ∆ 2 : A ∈ P }.
We notice that there is a 1 − 1 correspondence between P and P whose elements are triangles. Example of Farey partitions. There are seven Farey partitions of order 1 on ∆ 2 . Three of them are in Figure 1 and Figure 2 , the others are obtained by rotating clockwise the two triangles in Figure 2 by the angles 2π 3 and 4π 3 , respectively, keeping the vertices fixed. They are presented in Figure 3 . All seven Farey partitions of order 1 have the same vertices, the radial projections on ∆ 2 of (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1), Theorem 1.5 assures that this is not a coincidence. Another remark is that in every triangle of a partition, there exists a coordinate 1 ≤ i ≤ 3 such that v i = 1 for every vertex (v 1 , v 2 , v 3 ) of the triangle. This assertion fails to be true in dimension n ≥ 4.
Partitions of ∆ n−1 induced by Γ n have been used to define multidimensional continued fraction algorithms, although sometimes this fact is hidden, which we refer to Poincaré [Po] , Brentjes [Bre] , , Rauzy [R] , Veech [V1] , Arnoux and Nogueira [AN] , Baladi and Nogueira [BaN] , [N1] and [N3] . Roughly speaking the idea is to consider a collection of suitable partitions which allows to define a map on ∆ n−1 or on finitely many copies of it. The algorithms motivate an alternative approach to study ergodic properties of the linear action of the group SL(n, Z) (see [N2] , [N4] and [N5] ). Section 5 is devoted to multidimensional continued fractions.
The notion of n-dimensional Farey partition is defined in Section 2, where we establish that these partitions detect all vectors in n (r). Theorem 1.5 Let P be an n-dimensional Farey partition of order r, then the set of all vertices of P equals V s(V )
: V ∈ n (r) .
Theorem 1.5 yields that all tridimensional Farey partitions of order r have the same number of triangles. Theorem 1.6 Let t(r) be the number of triangles in a tridimensional Farey partition of order r, then t(r) = 2v 3 (r) − 3v 2 (r) + 1 and lim
The proof is left to Section 2 where we also show that in dimension n > 3 there is no result analogue to Theorem 1.6. Section 3 is concerned with Diophantine approximations. We introduce the notion of sequence of n-dimensional Farey partitions (P r ) r , where P r+1 refines P r , and prove there Theorem 1.7 Every sequence of tridimensional Farey partitions converges pointwisely.
In Section 4 we construct a sequence (Q r ) r of n-dimensional partitions such that the following theorem holds Theorem 1.8 Let X ∈ ∆ n−1 and Ω r (X) be a simplex of Q r containing X, for every r, then ∩ r Ω r (X) = {X}.
The pertinence of Theorem 1.7 is emphasized in Section 5. There we present a sequence of partitions, (P r ) r , of ∆ 2 , defined by matrices of Γ 3 such that the set of vertices of
and P r+1 refines P r , for all r. Let X ∈ ∆ 2 and Ω r (X) ∈ P r be the sequence of subsimplexes containing X. Nevertheless, by [N1] for Lebesgue almost every
There is an extensive literature on Farey fractions. For a historical account and survey on the subject, we refer to Bruckheimer and Arcavi [BruArc] and Lagarias and Tresser [LT] .
Multidimensional Farey partitions
Let (V 1 | · · · |V n ) denote the n × n matrix whose ith column is the vector V i , 1 ≤ i ≤ n. The identity matrix writes (e 1 | · · · |e n ), where e 1 , . . . , e n is the canonical basis of R n . For 1 ≤ i, j ≤ n, i = j, let V j = e j + e i , and otherwise
an elementary matrix of SL(n, Z). As before, the Farey graph F n has the identity matrix as starting point and every vertex A ∈ F n generates n(n−1) vertices AE ij , where i = j. Let F n r = {A ∈ F n : A ≤ r < AE , ∀ elementary matrix E} be the n-dimensional Farey sequence of order r which will be used to define Farey partitions.
Definition 2.1 Let P ⊂ F n r and P = {A(R n + ) ∩ ∆ n−1 : A ∈ P }. If P is a partition of ∆ n−1 , we call it a Farey partition of order r.
An element of P is a subsimplex of ∆ n−1 . Farey partitions of order r have the following property: Let P and P be Farey partitions of order r, if P refines P , then P = P .
Proof of Theorem 1.5. It suffices to prove that the radial projection on ∆ n−1 of every point of n (r) is a vertex of a simplex of P. Let V ∈ n (r) and (V 1 | · · · |V n ) be a matrix which defines a simplex of P contain-
. We assume that the columns V 1 , . . . , V n are ordered such that
We define an extension of the additive Euclidean algorithm on Z n + , for X = (x 1 , . . . , x n ) ∈ Z n + with at least two nonzero coordinates,
+ , V = 0 and d be the greatest common divisor of x 1 , . . . , x n , then there exists m ≥ 1 such that F m (V ) ∈ {de 1 , . . . , de n }.
This property means that, if (x 1 , . . . , x n ) / ∈ {e 1 , . . . , e n }, there exists a nontrivial partition of the triangle defined by the matrix (
as a vertex. Since P is an n-dimensional Farey partition of order r, at least one coordinate of V is strictly larger than r which contradicts the fact that V ∈ n (r). We conclude that the radial projection of all point of n (r) on ∆ n−1 appears as a vertex of P. 2
Now we use Theorem 1.5 to prove Theorem 1.6.
Proof of Theorem 1.6. Let P be a tridimensional Farey partition of order r. Let v, s and t be, respectively, the numbers of vertices, sides and triangles appearing in P. As our partition is a triangulation, according to the Euler characteristic formula, the following identity holds
Let s 1 be the number of sides belonging to only one triangle and s 2 the number of those belonging to two triangles, then s = s 1 + s 2 . The sides belonging to only one triangle are those lying on the border of the simplex ∆ 2 . Their endpoints are radial projections on ∆ 2 of points of the form (p, q, 0), (p, 0, q), (0, p, q) ∈ 3 (r), and they amount to s 1 = 3(v 2 (r) − 1), since (p, q) ∈ 2 (r). On the other hand there is a geometric relation among the quantities s, t and v 2 (r):
We conclude 3t = 2(v + t − 1) − 3(v 2 (r) − 1), so t = 2v − 3v 2 (r) + 1. By Theorem 1.5, we have v = v 3 (r), therefore the number of triangles in a Farey partition of order r is always the same. We deduce t(r) = 2v 3 (r)−3v 2 (r)+1.
2 Next we show that in dimension n > 3 there is no result analogue to Theorem 1.6. It suffices to give two examples of 4-dimensional Farey partition of order 1 with different numbers of tetrahedrons. In Γ 4 , there are 12 elementary matrices E ij , where 1 ≤ i, j ≤ 4 and i = j. Let
Although |P | = 24 and |Q| = 36, both P and Q define Farey partitions of order 1.
Sequences of Farey partitions
Let P r be an n-dimensional Farey partition of order r.
Definition 3.1 The sequence (P r ) ∞ r=1 is said to be a sequence of Farey partitions if P r+1 refines P r , for all r.
Next we prove Diophantine properties of sequences of Farey partitions. Here all propositions are stated under the following assumption. Let (P r ) r be a sequence of n-dimensional Farey partitions and Ω r ∈ P r a sequence of nested simplices,
The first lemma describes the dynamics of the partitions. Thus, as r → ∞, V (r) k → ∞, for at least n − 1 indices k. Let i be fixed. We assume that the sequence ( V
i , there exist j = i and a 1 , . . . , a n ∈ Z + such that V
which contradicts the definition of Farey partition of order s. Therefore V
Let r > r, the next lemma hints how the Farey partition P r splits a simplex Ω ∈ P r .
j , then a = 0 or 1; (iii) there exists an s such that for r ≥ s and i = 1, . . . , n, either V
Proof. We fix r and set u = u r , Ω = Ω r and V k = V (r) k , for k = 1, . . . , n. A nontrivial partition of Ω results of the right multiplication of M r by elementary matrices, i.e., for t > r, then M t = M r or M r E 1 · · · E m , where E 1 , . . . , E m are elementary matrices. Therefore, if P t gives a nontrivial partition of Ω, there exists Ω ∈ P t , Ω ⊂ Ω, such that the matrix M which defines Ω has V i + V j as a column, where i = j and u = V i + V j . It implies that, if P t defines a nontrivial partition of Ω, then t ≥ u. This proves the first claim.
As Ω ∈ P r , V i ≤ r < V i + V j , for i, j = 1, . . . , n, i = j, thus V i + V j < V i + aV j , for a > 1. This proves the second claim.
It remains to prove that, for r sufficiently large, V
on the other hand, by the definition of u, we have
We assume k ≥ 3 and write
Next we show that i, j, k are pairwise distinct. If i = j, thus b i = 0 and, consequently, W 1 < u = a i ≤ W 1 which is a contradiction. We conclude
has at least one null entry less than the column-vector V (r)
has at most the same number of null entries as V (r) j . Therefore M u has at most one null entry less than M r . As the number of entries is n 2 , there exists s such that the number of columns of M s with a null entry is at most two. On the other hand, it is necessary to have at least three columns with null entries in order V , or there exists 1 ≤ j ≤ n, j = i, where
. Moreover for at least one index i the last happens.
Proof. By Lemma 3.3, for t = r, . . . , u − 1, V
n , where a 1 , . . . , a n ∈ Z + . Thus V
We assume that there exists 1 ≤ k ≤ n such that a k > 0. Thus
> u, by Lemma 3.3, which contradicts the definition of P u . We conclude that, for i = 1, . . . , n , V
Now we consider the case where a column of the sequence of (M r ) r is ulteriorly fixed.
Lemma 3.5 Let t ∈ N, 1 ≤ k ≤ n and, for all r ≥ t, V
, for all 1 ≤ j < l ≤ n, j = k = l. Then, for r > t and l = 1, . . . , n, l = k,
Proof. Without loss of generality let k = n. Let u = u t and V i = V (t)
i , for i = 1, . . . , n. By the definition of a Farey partition of order t, V i + V j > t, for all i, j = 1, . . . , n, i = j. Let u = min{ V i + V n : i = 1, . . . , n − 1}, by our hypothesis u < V j + V k , for 1 ≤ j < k ≤ n − 1. By Lemma 3.3, we have M r = M t , for r = t, . . . , u − 1.
Let π ∈ S n−1 be a permutation such that there exists m < n, where V πi +V n = u, for i = 1, . . . , m, and V πj +V n > u, for j = m+1, . . . , n−1. We notice that, for k = 1, . . . , n − 1 ,
Next we show that the matrix M u satisfies the hypothesis of the lemma. Let m < n − 1, we have by definition V (u)
for 1 ≤ i < j ≤ n − 1. Otherwise m = n − 1 and we have
We have showed that the assumption of the lemma holds for all r ≥ s , by recurrence the claim is proved.
2
The above lemma says that in the sequence (V
n ) the kth column is ulteriorly fixed. Next we obtain that the claim of Theorem 1.8 holds in the particular case of Lemma 3.5.
Corollary 3.6 Under the assumption of Lemma 3.5,
Proof. By Lemma 3.2, at most one vertex is ulteriorly fixed, according to
be the fixed vertex, where
k . Thus by
→ ∞, as r → ∞. By Lemma 3.5, there exist t and a i (r) ∈ N, for i = 1, . . . , n, i = k, such that a i (r) → ∞, as r → ∞, and V
Now we consider the remaining case.
Proof. By the definition of the Farey partition of order r, V
for at least n − 1 indices k. For simplicity we assume that, for an s sufficiently large, we have V 
We conclude that, for infinitely many r, r 2 ≤ V (r) k ≤ r, for k = 1, . . . , n. This proves the lemma.
2 In order to prove Theorem 1.7 and Theorem 1.8, we need a technical lemma which uses the Euclidean norm
Lemma 3.8 Let V and W be two vectors in R n + such that 0 < W ≤ c V for some constant c > 0, then
Proof. First we note that since s(V + W ) = s(V ) + s(W ), we have the identity
.
On the other hand, X ≤ s(X) ≤ n X for all vector X, so that s(V ) ≥ V ≥ W /c ≥ s(W )/nc, which implies the desired inequality since
We are now ready to establish
Proof of Theorem 1.7. Let Ω 1 ⊃ Ω 2 ⊃ · · · be a sequence of nested triangles given by a sequence of Farey partitions. Let w
We recall that there exists 1 ≤ i 0 ≤ 3 such that v
(1)
This implies that, for every r and k = 1, 2, 3, V
, for all i, j. The sequence (diameter(Ω r )) r is nonincreasing. We will prove that infinitely often the diameters are contracted by a factor bounded by a constant. The diameter of a triangle equals its longest side.
If we are under the assumption of Lemma 3.5, the claim holds according to Corollary 3.6. Otherwise, we have that V (r) k → ∞, as r → ∞, for k = 1, 2, 3, i.e., we are under the hypothesis of Lemma 3.7. So, for infinitely many r, r
We will prove that there is a constant < 1, such that for every such time r, up to time 4r, the diameter is contracted, by a factor less than the fixed constant, with respect to the diameter of Ω r . So, for every such r, there exists a permutation i, j, k of 1, 2, 3, such that
Therefore at time u the vector-columns are V
k . If the first or the second
, according to Lemma 3.8,
as n = 3 and c = 2. Therefore, with respect to time r, the diameter has been contracted by a coefficient bounded by a fixed constant. It remains to consider the third case, there we have
. So we must have that, at the next time after time u r when a column changes, the columns become
With respect to time r, in both cases the diameter has been contracted by a coefficient bounded by a fixed constant. 2
Pointwise convergent sequence
We define a sequence of n-dimensional Farey partitions, denoted by Q r and prove that it satisfies Theorem 1.8. Our recipe can be used to define others pointwise convergent sequences. The first partition is associated to every permutation on n letters σ ∈ S n where every E i is an elementary matrix, then V = v n ≥ 1, and therefore
The sequence is defined by recurrence. Let Q r be the rth partition and
n ) a matrix which defines a simplex in it. There is only one permutation π = π r ∈ S n which arranges the norms of the columns in ascending order V (r) π1
and if an equality happens, V
π(i+1) , we take πi < π(i + 1).
π2 . At time u, the simplex defined by M r is splitted into two subsimplexes given by matrices whose columns are, respectively, V
We recall that u(r) > r and M t = M r , for t = r, . . . , u − 1.
In Figure 4 and Figure 5 , Q 1 , Q 2 and Q 3 are described in dimension 3, restricted to the subsimplex defined by the matrix Partition Q 3 Figure 5 Proof Theorem 1.8. For every r, let Ω r ∈ Q r and the sequence be nested
n ) be the matrix which defines Ω r . We consider the sequence π r 1. If there exists t such that π r 1 = π t 1, for every r ≥ t, then Theorem 1.8 reduces to Corollary 3.6.
We assume that for every t there exists r > t such that π r 1 = π t 1. We write the sequence of times the inequality π r 1 = π t 1 happens. Let
At time r = 1, we have V
(1) i = 1, for i = 1, . . . , n. We assume that, for every r and π = π r , V
At the consecutive time, either the norms do not change, otherwise they are, in ascending order,
π2 . In any case, let π = π r+1 , if π = π which means M r+1 = M r , then the claim holds. Otherwise
≤ 2, and the claim also holds. We have established that for every r
≤ 2.
For k = k 2 , k 3 , . . ., let π = π k−1 and π = π k , we have that π 1 = π2, π n = π1 and π i = π(i + 1), for i = 2, . . . , n − 1, which imply
≤ 2, for every 1 ≤ i, j ≤ n, which also holds for k = k 1 = 1.
We are considering the case where for more than one index 1 ≤ i ≤ n, the set {r : π r 1 = i} is infinite. Let j 1 , . . . , j m be the indices such that the set {r : π r 1 = j} is infinite, for j = j 1 , . . . , j m , so 2 ≤ m ≤ n, and, for any other i, the set {r : π r 1 = i} is finite.
For every r and every j = j 1 , . . . , j m , there exist r 2 > r 1 ≥ r such that π r 2 1 = π r 1 1 = j and {π t 1 : t = r 1 , . . . , r 2 } = {j 1 , . . . , j m }.
There exists t such that for r ≥ t the subsimplexes that the vectors V 
Finite partitions
The n-dimensional Poincaré algorithm ( [Po] and [N1] ) uses a finite partition of ∆ n−1 which generates a sequence of nested partitions, but it can not be defined as a sequence of Farey partitions. The algorithm is defined by the repeated iteration of the matrices
Geometrically, the simplex ∆ n−1 is splitted into n! simplices by the matrices A σ . By recurrence each simplex is partitioned into n! simplices by the same matrices, and so on. We call them Poincaré partitions.
We consider a suitable analytical version of the Poincaré algorithm. Let X = (p 1 , . . . , p n ) ∈ Z n + and π be the permutation on n letters which lists p 1 , . . . , p n in ascending order: p π1 ≤ · · · ≤ p πn and if i < j and p i ≤ p j , then πi < πj. We set p π1 = p π1 and p πi = p πi − p π(i−1) , for i = 2, . . . , n. Finally we define F (X) = X = (p 1 , . . . , p n ). In [N1] , instead of F the following analytical version is used
Therefore, they are equal up to a permutation.
For every m, let P m ⊂ F n be finite and define a partition of ∆ n−1
we say (P m ) ∞ m=1 is a sequence of partitions, if (i) P m+1 refines P m , for every m;
(ii) the set of vertices occurring in
Next we give an example of sequences of partitions.
Lemma 5.1 The Poincaré partitions define a sequence of partitions.
Proof. We recall that the vertices occurring in the partitions form the set
where F is the analytical version of the Poincaré algorithm. We write
i ) k is decreasing and has 0 as a lower bound, let i be its limit. Let X = (p 1 , . . . , p n ) = 0, we claim that every i > 0, for at most one index i. The proof is by absurd. Let i = j. First we assume that i < j . Let k be sufficiently large such that p r . We conclude that j . There exists r = j such that
which gives a contradiction. We deduce that j > 0 for at most one j. Let V ∈ n , therefore there exists k ∈ N such that F k (V ) ∈ {e 1 , . . . , e n }.
This establishes that
is a vertex of all partitions of the sequence, but finitely many. 2
By [N1] , the tridimensional Poincaré algorithm is not weakly convergent. Let X ∈ ∆ 2 and Ω m (X) be a sequence of nested triangles containing X, then, for Lebesgue almost every X, Nonergodic minimal interval exchanges are considered by Sataev [Sa] , Keane [K2] and Masur and Smillie [MSm] .
6 F 2 and Γ 2
Proof of Lemma 1.1. We have F 2 ⊂ Γ 2 . Let A = a 11 a 12 a 21 a 22 ∈ Γ 2 , A = I. We will prove that either AE . By recurrence, if A (m) = I, we define the matrix A (m+1) ∈ Γ 2 . There are finitely many matrices C = (c ij ) ∈ Γ 2 such that c ij ≤ a ij , for every i, j. This implies that, if A = I, there exist m ≥ 1 and E i ∈ E = {E 12 , E 21 }, for 1 ≤ i ≤ m, such that A = E 1 · · · E m . Let F be the bidimensional Poincaré algorithm defined in Section 5 and
then we have, for 1 ≤ i < m,
This proves that the decomposition given by the Farey tree is unique. Therefore, there is a bijection between the vertices of F 2 and Γ 2 . Moreover, we have established the bijection of the map 
