Abstract-Compression of deep neural networks (DNNs) for memory-and computation-efficient compact feature representations becomes a critical problem particularly for deployment of DNNs on resource-limited platforms. In this paper, we investigate lossy compression of DNNs by weight quantization and lossless source coding for memory-efficient inference. Whereas the previous work addressed non-universal scalar quantization and entropy coding of DNN weights, we for the first time introduce universal DNN compression by universal vector quantization and universal source coding. In particular, we examine universal randomized lattice quantization of DNNs, which randomizes DNN weights by uniform random dithering before lattice quantization and can perform near-optimally on any source without relying on knowledge of its probability distribution. Entropy coding schemes such as Huffman codes require prior calculation of source statistics, which is computationally consuming. Instead, we propose universal lossless source coding schemes such as variants of Lempel-Ziv-Welch or the Burrows-Wheeler transform. Finally, we present the methods of fine-tuning vector quantized DNNs to recover the performance loss after quantization. Our experimental results show that the proposed universal DNN compression scheme achieves compression ratios of 124.80, 47.10 and 42.46 for LeNet5, 32-layer ResNet and AlexNet, respectively.
INTRODUCTION
D EEP neural networks (DNNs) have advanced to show the state-of-the-art performance in many of computer vision applications, such as image classification [1] , [2] , [3] , [4] , object detection [5] , [6] , [7] , [8] , semantic segmentation [9] , [10] , [11] , and super resolution [12] , [13] , [14] , [15] . The recent impressive progress of DNNs comes with deep and over-parameterized multi-layer architectures, which enable DNNs to extract useful feature representations of data automatically when trained with very large datasets. Although over-parameterization is advantageous in training on very large datasets, it is not always necessary for accurate inference. Compression of DNNs is to develop compact DNN models for memory-and computation-efficient feature representations in inference. DNN compression not only lowers memory requirements but also reduces computational costs. Hence, it is desirable to compress DNNs in deployment particularly for resource-limited devices, e.g., battery-powered mobile or wearable devices.
In this paper, we focus on finding memory-efficient DNN models. In particular, we investigate DNN model size compression by weight quantization and lossless source coding. Compression of DNNs by weight quantization and lossless coding was first examined by Han et al. in [16] , where kmeans clustering is used for scalar quantization of DNN weights (parameters) and it is followed by Huffman coding for entropy source coding. We further explored the weight quantization problem for DNN compression in our previous work [17] , where Hessian-weighted k-means clustering is proposed and analytically shown to minimize the approximate quantization loss in DNNs. Our experimental results in [17] confirmed that Hessian-weighted k-means clustering yields better accuracy-compression trade-off than vanilla kmeans clustering.
• Yoojin Choi In this paper, we further investigate DNN compression by entropy coded scalar quantization (ECSQ). In particular, we elaborate on two ECSQ solutions for DNN weight quantization, i.e., uniform quantization and an iterative solution derived from [18] . It is interesting to see that simple uniform quantization is very efficient when combined with entropy coding. However, it is generally impossible to achieve Shannon's rate-distortion lower bound with scalar quantization (e.g., see [19, Section 9.9] ). Therefore, we extend our focus to vector quantization.
Vector quantization reduces the gap to the rate-distortion bound by jointly quantizing multiple symbols. Using vector quantization, Shannon's limit is achievable asymptotically as the dimension increases, but the computational complexity of searching for the optimal vector quantizer becomes prohibitive as the dimension increases [20] . Iterative algorithms have been successful in finding good unstructured vector quantizers at reasonable computational complexity. For example, the Linde-Buzo-Gray (LBG) algorithm in [21] provides an empirical extension of Lloyd's algorithm [22] for vector quantization, and Chou et al. in [18] altered the LBG algorithm with an entropy constraint to find the best entropy coded vector quantization (ECVQ) iteratively.
Although iterative vector quantization algorithms have demonstrated improved compression efficiency over scalar quantization, the computational complexity required to associate an input vector with the best reconstruction vector in the codebook is still significant for unstructured quantizers when the dimension is large. In a different way of designing simple and efficient vector quantizers, it has been suggested to impose structural constraints on the quantization codebook. Examples of structured quantization are tree quantization, trellis coded quantization, and lattice quantization [23] .
Since conjectured by Gersho in [24] , lattice quantization has been presumed to be the most efficient ECVQ in the high resolution regime asymptotically as the rate goes to infinity and the distortion diminishes [23] . Therefore, we examine lattice quantization for DNN compression. Another reason for our choice of lattice quantization is that very fast, simple, and memory efficient algorithms have been proposed, e.g., in [25] , for encoding by taking advantage of the structure of lattice codes. Though lattice quantizers are simple and empirically shown to perform well even at finite rates, their efficiency depends on source statistics. Hence, we moreover consider universal quantization that provides near-optimal performance for any sources [26] . Of particular interest is randomized lattice quantization, where uniform random dithering makes the distortion independent of the source, and the gap of its rate from the rate-distortion bound at any distortion level is provably no more than 0.754 bits per sample for any finite dimension and no more than 0.5 bits per sample asymptotically as the dimension grows for any sources [27] .
We establish a universal DNN compression framework by combining universal quantization with a universal lossless source code such as Lempel-Ziv-Welch [28] , [29] , [30] and the Burrows-Wheeler transform [31] , [32] . On the one hand, Huffman codes achieve the entropy bound within 1 bit when source symbols are independent and identically distributed [33] . On the other hand, Huffman coding requires knowledge of true source statistics. Given a specific neural network, empirical approximation of the source statistics can be obtained by computing weight histograms, but it is time-consuming, inaccurate, and inapplicable to other networks or even to the same network if the weight distribution changes after fine-tuning. In contrast, universal source codes asymptotically achieve the optimal performance for each source belonging to a broad class of sources, without needing to know its statistics.
Another method we consider to improve DNN compression is weight pruning. Weight pruning curtails redundant parameters completely from neural networks so that one can even skip computations for pruned weights. A number of highly successful weight pruning schemes have been proposed recently in [34] , [35] , [36] , [37] . Moreover, it is shown in [38] how both weight pruning and weight quantization can be achieved together in one (re-)training procedure by soft weight sharing, originated from [39] . In this paper, we first reduce the DNN model size by weight pruning and then further compress remaining unpruned weights by the proposed universal compression algorithm.
In order to recover any performance loss resulting from weight quantization, we propose algorithms for fine-tuning shared quantized values in neural networks. We present the fine-tuning algorithms for vector quantized DNNs in both cases with and without randomization before quantization. The gain of fine-tuning gets larger as the dimension of vector quantization increases, due to the fact that the number of shared quantized values that are tunable (trainable) in a quantized model increases as the dimension increases.
We note that matrix/tensor decomposition and low-rank approximation have been studied in [40] , [40] , [41] , [42] , [43] , [44] , [45] , [46] , [47] to find compact representation of weight matrices/tensors in neural networks and consequently to save computations as well. Moreover, for efficient hardware implementation, low-precision DNNs have been examined in [48] , [49] , [50] , [51] , [52] . Some extremes of low-precision DNNs consisting of binary or ternary weights can be found in [53] , [54] , [55] , [56] , [57] , [58] , [59] , [60] , [61] . These are different types of DNN compression techniques, which can be employed on top of each other.
The rest of the paper is organized as follows. We first review lossy data compression by entropy coded quantization in the following section. Then, we propose entropy coded DNN quantization schemes in Section 3. In particular, we focus on scalar quantization in Section 3.2 and we explore vector quantization in Section 3.3. The universal DNN compression framework is discussed in Section 4. Furthermore, we present the methods of fine-tuning quantized DNNs in Section 5. Finally, experimental results and conclusion can be found in Section 6 and Section 7, respectively.
LOSSY COMPRESSION
Lossy compression (lossy source coding) is one of fundamental problems well studied in information theory. Comparing to lossless compression, it trades off two competing costs: rate and distortion. Rate-distortion theory establishes information theoretic bounds for lossy compression (e.g., see [33, Section 10] ). On top of this theoretical foundation, practical compression techniques have been extensively investigated in the last decades particularly for multimedia data such as speech, images, high-quality audio and video (e.g., see [62] ). One of practical and widely-used lossy compression techniques is entropy coded scalar/vector quantization (e.g., see [19, Section 9.9 and Section 17.7]).
Entropy coding
There is a set of optimal codes that achieve the minimum average codeword length for a given source. Entropy is the theoretical limit of the average codeword length per symbol that we can achieve by lossless data compression, proved by Shannon (e.g., see [33, Section 5.3] ). It is known that optimal codes achieve this limit with some overhead less than 1 bit when only integer-length codewords are allowed. So optimal coding is also called as entropy coding. Huffman coding is one of entropy coding schemes commonly used when the source distribution is provided or can be estimated (e.g., see [33, Section 5.6] ). Arithmetic coding is another well-known entropy coding scheme (e.g., see [33, Section 13.3] ). It has similar characteristics to Huffman coding, i.e., it explicitly utilizes source statistics and suffers from mismatch in source statistics if present.
Entropy coded scalar/vector quantization
Assuming entropy coding after quantization, scalar/vector quantizers can be optimized by minimizing the distortion for a fixed entropy, which is the rate achievable with entropy coding (e.g., see [19, Section 9.9] ). Scalar/vector quantization followed by entropy coding is called as entropy coded scalar/vector quantization (ECSQ/ECVQ). There have been three main thrusts in the investigation of ECSQ/ECVQ:
• Iterative solution: Finding the optimal quantizer given an entropy constraint is in general intractable. However, there have been some attempts to solve this optimization problem directly by iterative algorithms [18] , [63] , [64] , [65] , [66] . In particular, Chou et al. in [18] employed the method of Lagrangian multipliers and provided an iterative algorithm for ECSQ/ECVQ, which is similar to Lloyd's algorithm for k-means clustering, while the distortion measure is altered to include both the quantization error and the entropy cost.
• High-resolution approximation: In high-resolution quantization theory, which is originated from [67] , the optimal quantizers are analytically derived in the asymptotic regime as the quantization resolution goes to infinite, i.e., as the rate goes to infinite. For ECSQ/ECVQ, uniform scalar quantization is first proved to be the optimal highresolution ECSQ in [68] . This result is later extended to vector quantization. The optimal high-resolution ECVQ is conjectured to have a lattice codebook in [24] . Some lattices are shown to be more efficient than the others and the most efficient lattice quantization cell shapes are determined for some dimension values in [25] , [69] .
• Randomization: In finite resolutions, in order to guarantee universally good performance close to the optimum within a fixed gap for any sources at any rates, it is proposed to randomize the source with uniformly distributed random dithers [26] , [27] . In particular, it is shown in [26] that the expected distortion due to randomized lattice quantization is determined only by the quantization Voronoi cell size, given that random dithers are drawn uniformly over the polytope congruent to the quantization Voronoi cells. From this universal property, it is established that randomized lattice quantization performs near the optimal ECVQ within a fixed gap, which is the same for all sources at any distortion levels. Due to this universal performance bound, randomized quantization is named as universal quantization.
In the following sections, we show how these classical lossy compression techniques can be adopted to compress DNNs consisting of a large number of parameters.
ENTROPY CODED DNN QUANTIZATION
In this paper, it is of interest to compress network parameters (weights) given a pretrained DNN. Following the entropy coded quantization methodology, DNN compression is achieved in two steps: (1) weight quantization and (2) entropy coding. Furthermore, the performance loss due to quantization is compensated by fine-tuning shared quantized values at the end. Consider a general non-linear neural network consisting of N network parameters, denoted by w 1 , w 2 , . . . , w N . We let the values for these N network parameters be the source data to compress. The DNN model definition such as the number of layers, layer types, and the number of parameters in each layer is assumed to be stored separately. The DNN size is dominated by network parameters and the information for the model definition is ignored in counting the total DNN size.
Weight quantization partitions network parameters into clusters and let parameters in the same cluster share their quantized value, which is the representative value (i.e., cluster center) of the cluster they belong to. After quantization, entropy coding follows to compress quantized parameters into binary codewords that are stored instead of actual parameter values. For decoding, we additionally need to store binary codewords and corresponding quantized values in a lookup table, which is called as codebook.
Compression ratio
The compression ratio is defined as the ratio of the total number of bits for original network parameters to the number of bits for compressed parameters and their codebook, i.e., the compression ratio is given by
where b is the number of bits per network parameter before quantization,b is the average binary codeword length per network parameter after compression, and C denotes the codebook storage size, which is the additional overhead for compressed models that we need to take into account. For example, considering scalar quantization and Huffman coding, we havē
where k is the number of clusters in quantization, C i is the set of network parameters in cluster i and b i is the number of bits of the codeword assigned to the parameters in cluster i for 1 ≤ i ≤ k; the codebook stores k binary codewords of b i bits for 1 ≤ i ≤ k and corresponding quantized values (b bits for each). Entropy coding closely achieves the lower limit of the average source code length, i.e., entropy, and thus we havē
where H is the entropy of quantized network parameters. If the codebook storage size is much smaller than the total number of bits for compressed network parameters, then
From (2) and (3), the compression ratio in (1) satisfies
Hence, assuming that entropy coding follows after quantization, the compression ratio is approximately maximized when the entropy of the quantization output is minimized. A quantization scheme designed to minimize its output entropy is called as entropy coded scalar/vector quantization (ECSQ/ECVQ).
Entropy coded scalar quantization (ECSQ)
In this subsection, two efficient heuristic solutions of ECSQ are proposed for DNN quantization, i.e., uniform quantization and an iterative solution similar to Lloyd's algorithm for k-means clustering.
Uniform quantization
It is shown in [68] that the uniform quantizer is the optimal high-resolution entropy coded scalar quantizer regardless of source statistics for the mean square error criterion, implying that it is asymptotically optimal in minimizing the mean square quantization error as the quantization resolution becomes infinite, i.e., as the rate goes to infinite, for any random source with a reasonably smooth density function. This asymptotic result leads us to come up with a simple but efficient DNN quantization scheme as follows:
1) We set uniformly spaced cell boundaries and divide network parameters into clusters. 2) After determining clusters, shared quantized values (cluster centers) are obtained by taking the mean of network parameters in each cluster.
The cell size for uniform quantization is a design parameter that we select given compression ratio or accuracy requirements. To meet the requirements, we search the minimum cell size by experiments with a validation dataset. Note that the compression ratio increases while the accuracy degrades as the uniform quantization cell size grows. Uniform quantization is a straightforward method, but it has never been shown before in the literature that it is actually one of the most efficient scalar quantization schemes for DNN compression when entropy coding follows. Recall that k-means clustering combined with Huffman coding is proposed in [16] . However, in this paper, it is identified that simple uniform quantization outperforms k-means clustering when its output is encoded with any of entropy codes such as Huffman or arithmetic codes. Uniform quantization is not always good. It is inefficient for fixed-rate coding, and it is also first shown in this paper for DNNs.
Although uniform quantization is known to be the optimal high-resolution ECSQ for continuous random sources, we observed from our experiments that it still yields good performance when employed for DNN weight quantization where the source is discrete and the quantization resolution is finite. On the other hand, as we pointed out in Section 2.2, iterative solutions have been also successful in finding good entropy coded quantizers at reasonable complexity. Thus, we further investigate an iterative ECSQ algorithm for DNN compression in the next subsection. Iterative algorithms can find better ECSQ solutions than uniform quantization, as long as they are not stuck in bad local optima, since they solve the ECSQ problem directly with no high-resolution approximation.
Iterative algorithm for ECSQ
An iterative algorithm that solves the general ECVQ problem is provided in [18] . We derive a similar iterative algorithm to solve the ECSQ problem for DNN quantization. Although this iterative solution is more complicated than the uniform quantization discussed in Section 3.2.1, it finds one of local optima for given discrete source data.
The quantization distortion D is defined as the average mean square quantization error, given by
where C i is the index set of network parameters in cluster i for 1 ≤ i ≤ k and c i is the shared quantized value (cluster center) for parameters in cluster i after quantization. Under the assumption that quantized parameters are independent and identically distributed, the entropy H is given by
where p i = |C i |/N for 1 ≤ i ≤ k, which is the ratio of the number of network parameters in cluster i to the number of all network parameters (i.e., the source distribution). We optimize ECSQ by minimizing the quantization distortion D subject to entropy constraint H ≤ Γ for some constant Γ. To this end, we define a Lagrangian cost function as follows:
.
The second equality in (6) stems from (4), (5) and
The distortion D is defined as in (4) so that the Lagrangian cost function can be represented by the average of individual Lagrangian costs, denoted by d λ (i, j) in (6), for network parameters.
The entropy coded scalar DNN quantization problem is then reduced to find k clusters C 1 , C 2 , . . . , C k that minimize the Lagrangian cost function as follows:
In this optimization problem, note that we have two hyperparameters, i.e., the Lagrangian multiplier λ and the number of (initial) clusters k.
• The multiplier λ controls the entropy constraint and solving this optimization with different values of λ results in quantization solutions under different entropy constraints. For example, using a larger value of λ, we effectively give more penalty for entropy H, and consequently it leads us to minimize the distortion under a smaller entropy constraint. Recall that the entropy constraint is related to the compression ratio while the distortion determines the performance loss. Hence, solving this optimization problem for different values of λ, we can obtain a trade-off curve between the compression ratio and the performance.
• The number of (initial) clusters k in the problem (7) is not equal to the number of remaining non-empty clusters after optimization since some clusters may end up being empty due to the entropy constraint. We note that as long as k is big enough, the optimization result is not impacted much by the value of k since solving this problem with an entropy constraint automatically optimizes the number of non-empty clusters as well. In practice, we choose one value for k that is big enough and solve the optimization for different values of λ. It will provide a curve that shows the achievable performance of Initialize k cluster centers: c
Initialize the proportions of k clusters (set all of them to be the same initially):
Assignment: 6: for all network parameters j = 1 → N do 7: Assign w j to the cluster i that minimizes the individual Lagrangian cost as follows:
end for 9: Update: 10: for all clusters i = 1 → k do 11: Update the cluster center and the proportion of cluster i:
end for 13: n ← n + 1 14: until Lagrangian cost function J λ decreases less than some threshold quantized models for different compression ratios. From this curve, we can find the quantized model that meets our target performance and/or compression ratio. We propose compressing DNN parameters of all layers together at once, rather than layer-by-layer compression as in [16] . For layer-by-layer compression to maximize the overall DNN compression ratio, we need to search the optimal compression ratios jointly across all individual layers, It requires exponential time complexity with respect to the number of layers because the total number of possible combinations of compression ratios for individual layers increases exponentially as the number of layers increases. Recent DNNs are getting deeper and deeper, e.g., see [3] , [4] , [70] . For such DNNs, layer-by-layer compression optimization is generally intractable. Instead, quantizing DNN parameters of all layers together is straightforward and more practical since we can avoid layer-by-layer compression rate optimization.
A heuristic iterative algorithm that solves (7) is presented in Algorithm 1. It is similar to Lloyd's algorithm for k-means clustering. The key difference is how to partition network parameters at the assignment step. In Lloyd's algorithm, the Euclidean distance (quantization error) is minimized. In Algorithm 1 for ECSQ, the individual Lagrangian cost function, i.e., d λ (i, j) in (6), is minimized instead, which includes both the quantization error and the expected codeword length after entropy coding.
Entropy coded vector quantization (ECVQ)
We focused on scalar quantization of network parameters in Section 3.2. However, it is well known from rate-distortion theory that vector quantizers may require lower code rates than scalar quantizers in data compression (e.g., see [71] ). In this subsection, we investigate how vector quantization can be deployed for DNN weight quantization. In particular, we generalize the ECSQ solutions in the previous subsection to ECVQ.
Given N network parameters w 1 , w 2 , . . . , w N , we generate n-dimensional vectors v 1 , v 2 , . . . , v ⌈N/n⌉ by concatenating n distinct parameters into one vector. One example of such construction is given by
for 1 ≤ i ≤ ⌈N/n⌉, where w j = 0 for N + 1 ≤ j ≤ ⌈N/n⌉n. Vector quantization partitions these n-dimensional vectors into a finite number of clusters. Vectors in each cluster share their quantized value, i.e., the cluster center. After quantization, quantized vectors are encoded into binary codewords, where each quantized vector is treated as a symbol. Shared quantized vectors (cluster centers) are stored in a codebook. When decoding, the shared quantized vector corresponding to each received symbol is retrieved from the codebook.
Remark 1. Although vector quantization may theoretically provide a better rate-distortion trade-off, vector quantizers are generally more complex to implement than scalar quantizers. Moreover, in practice, for compression of a finite number of data, the gain of vector quantization is limited by the codebook overhead, which becomes more considerable as dimension n increases and becomes the dominant factor that degrades the compression ratio after some point. For example, using Huffman coding after vector quantization, each quantized vector is encoded into a binary codeword of a variable length. Let b i be the number of bits of the codeword assigned to the vectors in cluster i for 1 ≤ i ≤ k. We store k binary codewords of b i bits for 1 ≤ i ≤ k and corresponding n-dimensional shared quantized vectors (nb bits for each) in a codebook. The codebook storage size C is then given by C = knb+ k i=1 b i , which increases as dimension n grows. Hence, vector quantization is not always beneficial over scalar quantization for DNN compression when the DNN size is small and (3) does not hold.
Lattice quantization
As reviewed in Section 2.2, it is first conjectured in [24] that the optimal high-resolution ECVQ has a lattice codebook in the asymptotic regime as the quantization resolution goes to infinite. This conjecture is not proved yet but is mostly accepted to be true in the literature, e.g., see [23] . From this high-resolution ECVQ result, we propose the following simple lattice quantization scheme for DNNs.
1) We construct n-dimensional vectors from network parameters, e.g., by following (8). 2) We set uniformly spaced cell boundaries in each dimension of the n-dimensional Euclidean space and group the n-dimensional vectors into clusters. 3) After clustering, quantized vectors (cluster centers) are obtained by taking the mean of vectors in each cluster.
This is a straightforward extension of the uniform quantizer in Section 3.2.1 to vector quantization. Although this multidimensional uniform quantizer is not the most efficient lattice quantizer found in [25] , [69] , we propose it for DNN quantization since it is simple to implement for any value of dimension n.
Iterative algorithm for ECVQ
The iterative solution for ECVQ follows from Algorithm 1 by replacing scalar network parameters with n-dimensional vectors. The generalization is straightforward and thus we omit the details here.
UNIVERSAL DNN COMPRESSION
In this section, we propose a universal DNN compression scheme consisting of universal quantization and universal lossless source coding. The major advantage of the proposed scheme is that we do not need to compute or estimate the statistics of network parameters and the loss due to compression is independent of the statistics of network parameters. Thus, the proposed scheme is universally applicable for any DNN models at any compression rates while achieving universally good performance close to the optimal entropy coded vector quantization. Figure 1 illustrates the proposed universal DNN compression scheme.
Randomized lattice quantization
Randomized lattice quantization in [26] achieves universally good performance regardless of source statistics at any rates by dithering the source uniformly before quantization. The quantization loss becomes independent of source statistics after uniform random dithering, and it results in a universally good rate-distortion trade-off, which is close to the optimum within a fixed gap, for any sources at any distortion levels. From this result, we propose the following universal DNN quantization method, which is universally applicable for any DNN models at any compression rates with no optimization. 1) We construct n-dimensional vectors from network parameters, e.g., by (8) , similar to lattice quantization in Section 3.3.1. 2) We randomize the n-dimensional vectors by adding uniform random dithers. Let u i for 1 ≤ i ≤ ⌈N/n⌉ be the vectors consisting of random dithers. The randomized n-dimensional vectors follow from
for 1 ≤ i ≤ ⌈N/n⌉. Each dithering vector consists of n repetitions of a single uniform random variable, i.e., for 1 ≤ i ≤ ⌈N/n⌉, we have
where U 1 , U 2 , . . . U ⌈N/n⌉ are independent and identically distributed uniform random variables. The support of the uniform distribution is [−∆/2, ∆/2], where ∆ is the cell size in each dimension of the following ndimensional uniform quantization. 3) After random dithering, we employ the n-dimensional uniform quantizer, as presented in Section 3.3.1, for quantization of the dithered vectors.
4) Finally, we cancel the random dithers from the lattice quantization output to obtain the final randomized lattice quantization output. The final quantization output can be represented bŷ
where Q n is the n-dimensional uniform quantizer. Observe in (9) that dithering values do not change in one vector while they change every vector. In each dimension, dithering values are independent and identically distributed uniform random variables, which are sufficient to make quantization errors in each dimension be independent of source statistics.
In entropy coding after randomized lattice quantization, it is assumed that the encoder and the decoder share the information on random dithers, i.e., U 1 , U 2 , . . . U ⌈N/n⌉ . Under this assumption, the encoder adds dithering vectors back to the final output of randomized lattice quantization and encodes the lattice quantization output, i.e.,v i + u i = Q n (ṽ i ) in (10) . On the other hand, the decoder decodes the lattice quantization output and then cancels the dithering vectors to decompress the randomized lattice quantization output. In practice, we can avoid sharing random dithers by using a pseudo-random number generator known to both the encoder and the decoder.
Universal lossless source coding
Huffman codes are known to be optimal for encoding individual source symbols into binary codewords. However, its optimality comes with the assumptions that source symbols are independent and that their statistics are known. Exploiting the dependency of source symbols, if exists, can improve the compression efficiency. For example, one could encode blocks of source symbols instead of individual symbols. Such an extension of Huffman coding is called as extended Huffman coding or block Huffman coding. However, extended Huffman coding may be even difficult to use since they require us to know or to accurately estimate the joint distribution of source symbols.
One is therefore led to explore the existence of entropy coding schemes that are less, and hopefully not, sensitive to source statistics. This class of algorithms is known as universal lossless source coding, and the most popular ones are variants of Lempel-Ziv, named after the authors of two seminal papers [28] , [29] that describe two basic algorithms that underlie this class. The codes in this class are universal (e.g., see [33, Section 11.3] ) in the sense that they are universally optimal, i.e., their asymptotic compression rate approaches the entropy rate of the source for any stationary ergodic source. Some practical algorithms of universal source coding are Lempel-Ziv-Welch [28] , [29] , [30] , gzip [72] and bzip2 [32] , which deploys the BurrowsWheeler transform [31] .
Universal source coding algorithms are more convenient in practice than Huffman coding since they do not require the knowledge of source statistics. Furthermore, they utilize dictionary-based coding, where the codebook (i.e., dictionary) is built from source symbols while encoding and decoding, and therefore the codebook overhead is smaller than Huffman coding. Fig. 1 . Universal DNN compression consisting of randomized lattice quantization (i.e., universal vector quantization) and universal lossless source coding.
FINE-TUNING OF QUANTIZED DNNS
We fine-tune shared quantized values/vectors (i.e., cluster centers) after scalar/vector quantization of network parameters to recover the loss due to quantization.
Scalar quantization
A method of fine-tuning shared quantized values (cluster centers) is presented in [16] for DNNs quantized with kmeans clustering. Similarly, we can fine-tune shared quantized values after our scalar quantizers. In particular, we obtain the average gradient of the network loss function for network parameters in each cluster. Each cluster center is updated using the average gradient in a gradient descent manner, and all parameters in each cluster follow the change of their cluster center. That is, we change all parameters in the same cluster with the same amount in each gradient descent update step using their average gradient. We note that clustering does not change while fine-tuning cluster centers and the number of distinct shared quantized values remains the same.
Vector quantization
We fine-tune shared quantized vectors after vector quantization of network parameters. Each dimensional element of a shared quantized vector is fined-tuned separately. That is, if we have k VQ clusters of n-dimensional vectors, then we effectively divide network parameters into nk VQ groups and fine-tune their shared quantized values separately. Similar to scalar quantization, the average gradient of the network loss function with respect to network parameters is computed in each group and used to update their shared quantized value. Let C i be the index set of vectors in cluster i after vector quantization for 1 ≤ i ≤ k, and let C i,j for 1 ≤ i ≤ k and 1 ≤ j ≤ n be the index set of network parameters that are the j-th dimensional elements of the vectors in cluster i. Given a set of vectors constructed from (8), we have
T be the shared quantized vector (cluster center) for cluster i. Note that network parameters in C i,j are all quantized to the same value c i,j . Then, each element of this shared quantized vector is fine-tuned, e.g., using gradient descent given by
where t is the iteration number, η is the learning rate, and g i,j is the average gradient for network parameters in C i,j . The average gradient g i,j is obtained from
where w is the vector consisting of all network parameters and L(X ; w) is the network loss function given a training dataset X . Here, note that the gradient is evaluated at w = w(t − 1), whereŵ(t − 1) consists of quantized parameters satisfyingŵ
, ∀l ∈ C i,j . For example, suppose that (1.0, 0.9, −0.3, −0.1, 0.6, 1.1) is the sequence of network parameter values that we want to quantize in a neural network. Given uniform cell boundaries {. . . , −1.5, −0.5, 0.5, 1.5, . . . }, scalar quantization partitions them into two clusters C 1 = {1.0, 0.9, 0.6, 1.1} and C 2 = {−0.3, −0.1} with cluster centers c 1 = 0.9 and c 2 = −0.2, respectively. In this scalar quantized model, these two scalar centers can be fine-tuned. On the other hand, for vector quantization of n = 2, we first construct a sequence of vectors ((1.0, 0.9), (−0.3, −0.1), (0.6, 1.1)). Then, given the same uniform boundaries in each dimension, lattice quantization yields two clusters C 1 = {(1.0, 0.9), (0.6, 1.1)} and C 2 = {(−0.3, −0.1)} with cluster centers c 1 = (0.8, 1.0) and c 2 = (−0.3, −0.1), respectively. In this case, two vector cluster centers can be fine-tuned, implying that we have actually four groups of network parameters and their shared scalar centers (every element in c 1 and c 2 ) can be fine-tuned. Remark 2. Vector quantization produces a larger number of shared quantized values that are trainable in a quantized model as dimension n increases, and therefore the benefit of fine-tuning becomes more considerable as the dimension n increases. In particular, let k SQ and k VQ be the numbers of non-empty clusters produced by scalar and vector quantization, respectively, under the assumption that they use the same cell boundaries in each dimension. Then, it can be shown that they satisfy k SQ /n ≤ k VQ ≤ k n SQ , where n is the dimension of vectors, which implies that the number of shared quantized values after vector quantization is at least equal to or larger than the one from scalar quantization, i.e., nk VQ ≥ k SQ . However, the codebook overhead also increases as dimension n increases (see Remark 1) and it becomes the dominant factor that degrades the compression ratio for large dimension n.
Randomized quantization
Using randomized lattice quantization, fine-tuning of quantized parameters is not straightforward due to the random dithers that are added before quantization and subtracted back at the end of quantization. In this randomized quantization scheme, the shared values in each cluster are actually the intermediate quantization output before canceling random dithers, i.e., the lattice quantization output Q n (ṽ i ) in (10) , and it is convenient to assume that we fine-tune these shared values while random dithers stay the same.
Similar to the case without dithering, the average gradient with respect to network parameters is computed in every dimension for every cluster and it is used to update the shared values. Here, we note that the average gradients are computed from the network loss function evaluated at the quantized parameters after canceling random dithers, while we fine-tune the shared values obtained before canceling random dithers. That is, let
T be the shared vector in cluster i, obtained before subtracting random dithers. We fine-tune each element of this shared vector, similar to (11). The average gradient g i,j is obtained from (12) while the gradient is evaluated at w =ŵ(t − 1), whereŵ(t − 1) consists of quantized parameters satisfyinĝ
for random variable u l that dithers parameter w l , which is fixed once selected and does not change while fine-tuning.
EXPERIMENTS
In this section, we present our experimental results for the proposed DNN quantization schemes in three exemplary convolutional DNNs: 1) LeNet5 for the MNIST dataset [73] 2) 32-layer ResNet [3] for the CIFAR-10 dataset [74] 3) AlexNet [1] for the ImageNet ILSVRC-2012 dataset [75] Our experiments can be summarized as follows:
• The parameters in the original DNN model are assumed to be 32-bit floating-point numbers. The original model size is simply computed by the product of the total number of parameters and the number of bits per parameter, i.e., 32. The compressed model size consists of the total number of coded bits for compressed parameters and the codebook.
• We use the proposed DNN compression techniques to compress all parameters of a DNN together at once, rather than layer-by-layer compression in [16] . In this way, we avoid layer-by-layer compression rate optimization.
• We evaluate the performance of weight quantization with and without weight pruning. We use a magnitude-based weight pruning scheme. Namely, we choose the parameters to prune by selecting the ones whose magnitude is less than some threshold value. After pruning, unpruned parameters are fine-tuned so that the original accuracy is recovered. We incrementally perform weight pruning and unpruned weight fine-tuning as long as the accuracy loss is negligible and then obtain the final pruned models.
• For a pruned model, we need to store not only the values of unpruned network parameters but also their respective indexes (locations) in the original model. For the index information, we compute index differences between adjacent unpruned network parameters in the original model and compress them further by Huffman coding as in [16] .
• We also compare the performance of quantized DNNs before and after fine-tuning of shared quantized values as described in Section 5.
Experimental models
First, we evaluate our DNN quantization schemes with a LeNet5 model 1 consisting of two convolutional layers and two fully-connected layers followed by a soft-max layer. It has total 431,080 parameters and achieves 99.25% accuracy. For a pruned model, we prune 97.3% of the original LeNet5 parameters. Second, we evaluate our DNN quantization schemes with a pre-trained 32-layer ResNet model 2 for the CIFAR-10 dataset. The 32-layer ResNet consists of 464,154 parameters in total and achieves 92.58% top-1 accuracy. For a pruned model, we prune 93.0% parameters. Third, we consider AlexNet for the ImageNet ILSVRC-2012 dataset. We obtain a pre-trained AlexNet Caffe model 3 , which achieves 57.22% top-1 accuracy. For a pruned model, we prune 90.9% parameters. Figure 2 presents the experimental results of DNN compression by scalar weight quantization and Huffman coding for the 32-layer ResNet model. No weight pruning is considered now. Observe that the ECSQ solutions proposed in Section 3.2 perform better than the k-means clustering based algorithms when Huffman coding follows. We can see the performance difference between uniform quantization and the iterative algorithm for ECSQ. Both methods are heuristic, and so it is difficult to say which one is expected to be better. The iterative algorithm can be better than uniform quantization as seen in Figure 2 since it converges to one of local optima for discrete source data, which is the situation that we have in DNN quantization, while uniform quantization is only asymptotically optimal in the high resolution regime as the rate goes to infinite for continuous sources.
Experimental results for ECSQ
In Figure 3 , we present the experimental results for the 32-layer ResNet when fixed-rate coding follows after scalar quantization. Fixed-rate coding produces binary codewords of the same length for all source data, whereas entropy coding generally yields variable-length codewords. Contrary to the previous case of using Huffman coding, the ECSQ solutions underperform k-means clustering algorithms when fixed-rate coding follows, which is as expected since they are optimized only for entropy coding.
Experimental results for ECVQ
In this subsection, we first evaluate our lattice quantization scheme presented in Section 3.3 for the 32-layer ResNet and compare its performance to scalar uniform quantization. In particular, we consider two cases of lattice quantization whose uniform boundaries in each dimension are set from either {i∆, i ∈ Z} or {(2i + 1)∆/2, i ∈ Z}, respectively, where Z is the set of integers. The quantization cell size ∆ is the same for both cases, but the former case has the origin on the boundary of quantization cells while the latter case has the origin in the middle of a quantization cell. After lattice quantization, Huffman coding is used to encode quantized vectors for entropy coding.
In Figure 4 and Figure 5 , the accuracy is plotted against the compression ratio for the two cases of lattice quantization, respectively. In both cases, lattice quantization outperforms scalar uniform quantization particularly when the compression ratio is large with some performance degradation. The gain of lattice quantization becomes more significant after fine-tuning, which is due to the fact that we have a more number of shared quantized values trainable in vector quantized models, as we pointed out in Remark 2. However, increasing the dimension n for lattice quantization does not given additional gain and even hurts the performance after some point, i.e., after n = 2 without fine-tuning and after n = 4 when fine-tuned, since the codebook overhead surges significantly and becomes the dominant factor that degrades the compression ratio, as noted in Remark 1.
Furthermore, for the unpruned ResNet model, we have a high volume of network parameters concentrated around zero, and thus the quantization output entropy is smaller in the latter case. Utilizing this information, the latter case is expected to perform better than the former one and this expectation aligns with our experimental results in Figure 4 and Figure 5 .
Similarly, we evaluate randomized lattice quantization followed by Huffman coding and plot the accuracy against the compression ratio in Figure 6 and Figure 7 for the cases where the uniform boundaries in each dimension are set from either {i∆, i ∈ Z} or {(2i + 1)∆/2, i ∈ Z}, respectively. The results show that randomized lattice quantization performs better than lattice quantization in the former case, but it is reversed in the latter case. It is interesting to see that randomized lattice quantization provides universally good performance in both cases, which is the benefit of randomizing the source by uniform dithering before quantization. We emphasize that randomized lattice quantization is applicable for any DNN models with no optimization regardless of the statistics of network parameters.
To see the codebook overhead of vector quantization, we plot the proportion of the codebook storage size in the compressed 32-layer ResNet model for different values of dimension n for lattice and randomized lattice quantization in Figure 8 . Observe that the codebook overhead is small for n = 1 or n = 2. However, it increases significantly and dominates the model size as the dimension becomes larger. 
Experimental results for universal source coding
In this subsection, we experiment DNN compression using universal lossless source codes. We consider scalar quantization of network parameters by uniform or randomized uniform quantization. After quantization, universal lossless source coding follows for compression of all quantized parameters in a DNN, where each distinct quantized value is treated as a distinct alphabet in source coding. Two universal source coding algorithms are evaluated, which are Lempel-Ziv-Welch (LZW) [28] , [29] , [30] and bzip2 [32] . In Figure 9 , we compare the compression performance of LZW, bzip2, and Huffman coding. For Huffman coding, we also examine extended Huffman codes with different values of block length n. We observe that extended Huffman codes outperform plain Huffman codes, and the universal lossless source codes perform similar to or even better than extended Huffman codes.
Experimental results for pruned models
We summarize the compression ratios that we achieve with different DNN compression methods for pruned models in Table 1 . We also compare them to the ones in [16] . Recall that layer-by-layer quantization with k-means clustering is evaluated in [16] , but our experimental results in this paper are obtained by quantizing network parameters of all layers together at once.
The largest compression ratios achieved by the proposed methods are 127.94, 47.84, and 44.18, i.e., the compressed model sizes are only 0.78%, 2.09%, and 2.26% of the original sizes, for LeNet5, 32-layer ResNet (ResNet32), and AlexNet, respectively. Using the universal compression scheme consisting of randomized uniform quantization and universal source coding, e.g., bzip2, we achieve comparable performance with compression ratios of 124.80, 47.10, and 42.46 for LeNet5, 32-layer ResNet, and AlexNet, respectively. Vector quantization provides some gain over scalar quantization in LeNet5 and AlexNet, but no gain of vector quantization is observed in ResNet. Universal source coding algorithms outperform Huffman coding in AlexNet, but Huffman coding is better in LeNet5 and ResNet.
CONCLUSION
This paper investigated lossy compression of network parameters in DNNs. Inspired from the classical lossy compression technique, we explored lattice quantization and randomized lattice quantization (i.e., universal quantization). Randomized lattice quantization yields a universally good rate-distortion trade-off for any sources at any rates. Combining this universal quantization scheme with universal lossless source coding, we established a universal compression framework for DNNs. Our experimental results showed that the proposed entropy coded network quantization schemes provide considerable gain over the conventional quantization methods using k-means clustering when entropy coding follows. Furthermore, we identified that vector quantization provides additional gain over scalar quantization particularly when the compression ratio is large with some performance loss. Finally, it was confirmed that the proposed universal compression scheme consisting of universal quantization and universal lossless source coding provides comparable performance to the best entropy coded vector quantization. 
