In this paper, a new adaptive switching control approach, called adaptive evolutionary switching PD control (AES-PD), is proposed for iterative operations of robot manipulators. The proposed AES-PD control method is a combination of the feedback of PD control with gain switching and feedforward using the input torque profile obtained from the previous iteration. The asymptotic convergence of the AES-PD control method is theoretically proved using Lyapunov's method. The philosophy of the switching control strategy is interpreted in the context of the iteration domain to increase the speed of the convergence for trajectory tracking of robot manipulators. The AES-PD control has a simple control structure that makes it easily implemented. The validity of the proposed control scheme is demonstrated for the trajectory tracking of robot manipulators through simulation studies. Simulation results show that the AES-PD control can improve the tracking performance with an increase of the iteration number. The EAS-PD control method has the adaptive and learning ability; therefore, it should be very attractive to applications of industrial robot control.
INTRODUCTION
The control of robot manipulators has attracted a great deal of attention due to its complex dynamics and its wide application in industrial systems. Basically, there are three types of control for the trajectory tracking of robot manipulators. The first type is traditional feedback control; that is, proportional-integral-derivative (PID) control or proportional-derivative (PD) control [1] [2] [3] [4] where the errors between the desired and the actual performance are treated in certain ways (proportional, derivative, and integral), multiplied by gains, and fed back as the input torque. The second type is adaptive control [5] [6] [7] [8] where the controller modifies its behaviour in response to changes in the dynamics of the robot manipulator and the characteristics of the disturbances received by the robot system. The third type is iterative learning control (ILC) [9] [10] [11] [12] [13] [14] where the previous torque profile is added to the current torque in a certain manner but there is no motion feedback.
For the sake of implementation simplicity, the use of traditional PD/PID control is very popular, not only because of its simple structure and easy implementation, but also its acceptable performance for some applications of robot control. On one hand, it has been shown that PD control can be used for trajectory tracking with the asymptotic stability if the control gains are carefully selected [2] [3] [4] . On the other hand, it was noted that PD control is not satisfactory for implementations where high tracking accuracy is a prior requirement, or the system runs at high speeds. Such a limitation with PD/PID control is simply due to the inherent "mismatch" between the nonlinear dynamics behaviour of a robot manipulator versus the linear regulating behaviour of a PD/PID controller.
Adaptive control can cope with the parameter uncertainties, such as link length, mass, inertia and frictional nonlinearity, but this requires the controller to have a selforganizing capability. This, in turn, would require extensive computation, and thus it may not suitable for real-time control, especially in high-speed operations. In addition, since the adaptive control generally does not guarantee that the estimated parameters of the robot manipulators converge to their true values [15] , the tracking errors would repeatedly be brought into the system as robots repeat their tasks.
Since robot manipulators are usually used for repetitive tasks, one may take advantage of the fact that the reference trajectory is repeated over a given operation time. Therefore, ILC can be used to enhance the tracking performance from 
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iteration to iteration. It should be noted, from the definition, that ILC is feedforward control, or off-line learning control, because all the information in the controlled torque in the current iteration does not come from the current iteration, but from the previous one. For applications where the tasks are repeatable, the philosophy of ILC appears to invest off-line entirely, and in such a way to release the workload in real-time. Currently, one of the most active areas of control deals with the so-called switching controller [16] [17] [18] , where the control of a given plant can be switched among several controllers, each designed for a different "nominal model" of the plant. The reason for designing such controllers is the need to cope with the variation and uncertainty of a controlled plant. The switching concept is usually applied to the time domain. However, this underlying philosophy has the possibility of being applied to other control structures, such as gain manipulation.
In this paper, we propose and describe a new control method. The basic concept of this new control method is to combine several control methods by taking the advantage of each of them into a hybrid one. The architecture of such a hybrid control method is as follows: (1) the control is evolutionary through several generations of changes, (2) the control model consists of two parts: a PD feedback part and a feedforward part using the torque profile obtained from the previous iteration, and (3) the gains in the PD feedback law are changed according to the switching principle. This paper will show the benefit of such a hybrid method and prove this method can achieve the asymptotic convergence for the trajectory tracking task. For convenience, this adaptive evolutionary switching PD control method will be called the AES-PD control method.
The paper is organized as follows. In Section II, the AES-PD control is presented and some features are discussed. Section Ш is devoted to the analysis of the asymptotic convergence of the AES-PD control method using the Lyapunov's method. Based on simulation studies, the performance of the AES-PD control method is compared with those in the literature for robot manipulators, and the results are given in Section IV. Finally, conclusions are given in Section V.
ADAPTIVE EVOLUTIONARY SWITCHING PD CONTROL DESIGN
A dynamic model of the robotic system can be viewed as the heart of a sophisticated control algorithm. The dynamic model allows the control algorithm to know how to control the actuators of the robotic system to compensate for the complicated effects of the inertial, centrifugal, Coriolis, gravity, and friction forces during the motion of the system.
Dynamic model of a robot manipulator
Consider a robot manipulator with n joints running in repetitive operations. The dynamics can be described by a set of nonlinear differential equations of the following form 
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Assume that all parameters of the robot are unknown and that:
A1) The desired trajectory is
where ( ) a T t is the bounded repeatable disturbance; A2) For each iteration, the same initial conditions are satisfied, that is,
AES-PD control design
In the following, the AES-PD control method is developed based on two operational modes: the single operational mode and the evolutionary operational mode. In the single operational mode, the PD control feedback with gain-switching is used where information from the present operation is utilized. In the evolutionary operational mode, a simple iterative learning control is applied as feedforward where information from previous operations is used. Based on these two operational modes, all the information from the current and previous operations is utilized.
The proposed AES-PD control method can be stated as follows:
Consider the jth iterative operation for system (1) with properties (P1 and P2) and assumptions (A1 and A2) under the following control law
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with the following gain switching rule The gain-switching law in (3) was used to adjust the PD gains from iteration to iteration. Such a switching in the proposed AES-PD control method acts not in the time domain but in the iteration domain. This is the main difference between the AES-PD control method and the traditional switching control method where switching occurs in the time domain. Therefore, the transient process of the switched system, which must be carefully looked up in the case of switching control, does not occur in the proposed control method.
From (2) and (3), it can be seen that the EAS-PD control law is a combination of feedback (with switching gains in each iteration) and feedforward. At this point, it is similar with the evolutionary PD control developed by the authors [19] , but the AES-PD control method possesses the adaptive ability. The adaptive ability is demonstrated by the adoption of different control gains in different iterations; see (3) . Such a switching takes place at the beginning of each iteration. Therefore, a rapid convergence speed for the trajectory tracking can be expected.
Furthermore, in the proposed AES-PD control law, learning occurs due to the memorization of the torque profiles generated by the previous iterations that include information about the dynamics of the controlled system. It should be noted that this learning is direct in the sense that it generates the controlled torque profile directly from the existing torque profile in the previous iteration without any modification. Also, the AES-PD control method provides improved tracking performance with an increase of the iteration number.
Because of the introduction of the learning strategy in the iteration, the state of the controlled object was changed from iteration to iteration. This required an adaptive control to deal with those changes, and the AES-PD has such an adaptive ability.
In the following section, the proof of the asymptotic convergence of the proposed AES-PD control method for both the position tracking and velocity tracking will be demonstrated.
ASYMPTOTIC CONVERGENCE ANALYSIS OF AES-PD CONTROL
Equation (1) can be linearized along the desired trajectory ( ( ), ( ), ( )
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For the simplicity of analysis, let
for the initial iteration, and define the following parameter
y t e t e t = +
The following theorem can be proved.
Theorem. Suppose robot system (1) satisfies properties (P1, P2) and assumptions (A1, A2). Consider the robot manipulator performing repetitive tasks under the AES-PD control method (2) with the gain switching rule (3). The following should hold for all
Provided that the control gains are selected so that the following relationships hold 
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From (5-7,12-13), one can obtain the following equation 
From (3) Finally, the following conclusions hold.
From the above analysis, it can be seen that the AES-PD control method can guarantee that the tracking errors converge arbitrarily close to zero as the number of iterations increases. The following case studies will demonstrate this conclusion.
CASE STUDY Trajectory Tracking of a Serial Robot
To test the feasibility of the proposed AES-PD control method, a two degree of freedoms (DOF) serial robot shown in Fig. 1 was used [6] . The physical parameters and desired trajectories are as follows: The desired trajectories and the repeatable disturbances for the two joints were selected as: 1 2 sin 3 ,
The control gains were set to [6] 0 0 diag{20,10}
In the AES-PD control method, the control gains were switched from iteration to iteration based on the following rule 0 0 2 , 2 1,2, ,
Figure 2(a) shows the tracking performance for the initial iteration where only the PD control with small control gains was used and no feedforward was used. It can be seen that the tracking performance was not acceptable because the errors were too large for both joints. However, at the sixth iteration where the AES-PD control method was applied, the tracking performance improved dramatically as shown in Fig. 2(b) . At the eighth iteration, the performance was very good (Fig. 2c) . It is further noted here that there were disturbances at each iteration. This implies that the AES-PD control method can provide a good disturbance rejection.
The velocity tracking performance is shown in Fig. 3 . From it one can see that the velocity errors also decrease from 1.96 (rad/s) at the initial iteration to 0.0657 (rad/s) at the sixth iteration, and further to 0.0385 (rad/s) at the eighth iteration for joint 1. The similar decreasing trend can be found for joint 2. From Fig. 2 and Fig. 3 , it can be seen that the tracking performances were improved incrementally with the increase of the iteration number.
As the gain switching rule was introduced at each iteration, the convergence speed increased greatly compared with that of the control method in [6] . Table 1 shows the tracking errors from the initial iteration to the eighth iteration. In Ref [6] , for the same robot system, the tracking control was studied using an adaptive ILC. The comparison of their method and our method demonstrated the fast convergence speed of the AES-PD control. From Table 1 , it can be seen that the tracking performance was considerably improvement at the sixth iteration, while using the adaptive ILC the similar improvement was achieved after thirty iterations (The maximum position errors for joints 1 and 2 were 0.0041 and 0.0046 (rad), respectively) [6] . From this simulation study, it can also be seen that the AES-PD control can make the tracking errors trend towards zero even in the presence of repeatable disturbances. Therefore, the AES-PD control is not only a simple but also a very effective control scheme for the trajectory tracking of robot manipulators with the ability to cope with repeatable disturbances. To verify the effectiveness of the AES-PD controller, simulation studies were carried out for a two DOF parallel robot manipulator shown in Fig. 4 . Table 2 lists its physical parameters. The robot system can be viewed as two serial robotic systems with some constraints; that is, the two end-effectors of these two serial robotic systems reach the same position. Because of this constraint, the dynamics is more complex than its serial counterparts. The end-effector of the robot was required to move from point A(0.7, 0.3), to point B (0.6, 0.4), and to point C(0.5,0.5). The time duration between two nearby points was 0.25 seconds. The control was carried out at the joint level where the inverse kinematics was used to calculate the joint position and velocity associated with the specific path of the end-effector. The path was designed to pass through these three points with the objective of meeting the positions, velocities, and accelerations at three points using the motion planning method [20] .
In this example the control gains were selected as follows 
In order to illustrate the effectiveness of the AES-PD control, the tracking performance was obtained by simulation. Figure 5 shows the position tracking performance improvement for the two actuators from iteration to iteration. From it one can see that, at the initial iteration, the maximum position errors were about 0.11 and 0.38 rad; only after four iterations, the maximum position errors were reduced to 0.08 and 0.05 rad; Finally, after eight iterations, the maximum errors were decreased to 0.0003 and 0.0008 rad. Figure 6 shows the velocity tracking performance improvement for the two actuators. At the initial iteration, the maximum velocity errors were about 1.17 and 2.68 rad/s in the two actuators, respectively. But after four iterations, the maximum values reduced to 0.15 and 0.14 rad/s. After eight iterations, the maximum errors in the two actuators became 0.0046 and 0.0102 rad/s for velocity, respectively.
From these two figures, it can be seen that the position and velocity tracking errors dramatically reduced from iteration to iteration, and the tracking performances were steadily improved as the iteration number increased. This shows that the AES-PD control can provide good tracking performances and has a fast convergence speed.
It should be noted that, although the tracking performance was improved from iteration to iteration, the torques required to drive the two actuators were nearly the same. This can be seen from Fig. 7 , especially from the fifth iteration to the eighth iteration. It can be seen also from Fig. 7 that the profiles of the required torques were very smooth, even as the control gains became larger and larger as the iteration number increased. Such a property is very useful for the safe use of the actuators and the avoidance of vibration of the controlled system. From these two examples, one can see that, only after eight iterations, a good tracking performance was obtained by using the AES-PD control. Therefore, the AES-PD control is very attractive in applications of robot control.
DISCUSSION AND CONCLUSIONS
In this paper, a new adaptive switching control scheme called the adaptive evolutionary switching PD (AES-PD) control method was proposed. This control method is a simple combination of a traditional PD control with a gain-switching strategy as feedback, and an iterative learning control using the input torque profiles obtained from the previous iteration as feedforward. The AES-PD control incorporates both adaptive and learning capabilities; therefore, it can provide an incrementally improved tracking performance with an increase of the iteration number. The asymptotic convergence of the AES-PD control method was proved using the Lyapunov's method for the tracking control of robot manipulators. The position and velocity tracking errors monotonically decreased with the increase of the iteration number. Also, the concept of switching control was integrated in the iteration operation domain to make the trajectory tracking errors rapidly converge to zero. Simulation studies demonstrated the effectiveness of the AES-PD control method. Its distinct features are the simple structure, easy implementation, fast convergence speed, and good tracking performance..
