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UNCONDITIONAL AND QUASI-GREEDY BASES IN Lp
WITH APPLICATIONS TO JACOBI POLYNOMIALS
FOURIER SERIES
FERNANDO ALBIAC, JOSE´ L. ANSORENA, O´SCAR CIAURRI,
AND JUAN L. VARONA
Abstract. We show that the decreasing rearrangement of the
Fourier series with respect to the Jacobi polynomials for functions
in Lp does not converge unless p = 2. As a by-product of our
work on quasi-greedy bases in Lp(µ), we show that no normalized
unconditional basis in Lp, p 6= 2, can be semi-normalized in Lq for
q 6= p, thus extending a classical theorem of Kadets and Pe lczyn´ski
from 1968.
1. Introduction and background
A biorthogonal system for an infinite-dimensional (real or complex)
separable Banach space (X, ‖ · ‖) is a family (xj ,x
∗
j)j∈J ⊂ X × X
∗
verifying
(i) X = span{xj : j ∈ J}, and
(ii) x∗j (xk) = 1 if j = k and x
∗
j(xk) = 0 otherwise.
For brevity, we refer to B = (xj)j∈J as a basis and to the unequivocally
determined B∗ = (x∗j)j∈J as its orthogonal family. If the biorthogonal
system fulfills the additional condition
(iii) supj∈J ‖xj‖‖x
∗
j‖ <∞
we say that the basis and the biorthogonal system are bounded. Finally,
when the basis verifies
(iv) 0 < infj∈J ‖xj‖ ≤ supj∈J ‖xj‖ <∞
we say that the basis is semi-normalized (respectively normalized if
‖xj‖ = 1 for all j ∈ J). Notice that a biorthogonal system fulfills
simultaneously (iii) and (iv) if and only if
sup
j∈J
max{‖xj‖, ‖x
∗
j‖} <∞.
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Suppose B = (xj)j∈J is a semi-normalized bounded basis in a Banach
space X with orthogonal family B∗ = (x∗j)j∈J . Each f ∈ X has a unique
formal series expansion in terms of the basis,
f =
∑
j∈J
x∗j (f)xj. (1.1)
In order to try to make sense of the infinite sum in (1.1), one can fix a
bijective mapping π : N → J and study the convergence of the formal
series
∑∞
n=1 x
∗
pi(n)(f)xpi(n). If this series converges to f for every f ∈ X
then B is a Schauder basis for the bijection π. Schauder bases are very
well-known and have been widely studied. They are characterized as
those bases for which the partial sum operators Spi,m : X→ X, given by
f 7→ Spi,m(f) =
m∑
n=1
x∗pi(n)(f)xpi(n) (1.2)
are uniformly bounded. The property that
∑∞
n=1 x
∗
pi(n)(f)xpi(n) con-
verges for any f ∈ X and any bijection π yields the more restrictive
class of unconditional bases. Recall that, equivalently, a basis is uncon-
ditional if and only if for every choice of signs ε = (εj)j∈J ∈ {−1, 1}
J
the multiplier
Pε : X→ X, f 7→
∑
j∈J
εjx
∗
j (f)xj
is well defined and the family of operators (Pε)ε∈{±1}J is uniformly
bounded.
An ordering for an element f ∈ X (with respect to a basis B) is a
one-to-one map ρ : N→ J such that supp(f) := {j ∈ J : x∗j (f) 6= 0} ⊆
ρ(N). From the point of view of approximation theory, given a function
f in X and an ordering ρ for f , the sequence (Sρ,m(f))
∞
m=1 constructed
as in (1.2) defines an algorithm to approximate to f . The minimal
requirement we must impose to ρ is that (Sρ,m(f))
∞
m=1 converges to f .
In case B is a Schauder basis for some bijection π, the algorithm based
on π fulfills this requirement for any f ∈ X. The independence of
the ordering from the vector determines both the goodness and the
limitations of this approximation algorithm for Schauder bases. The
operators Spi,m are linear and uniformly bounded, but it is natural to
wonder if by allowing the ordering to depend on each particular vector
we can attain a higher rate of convergence.
The most important algorithm based on letting the ordering depend
on the vector is the greedy algorithm, also known as the thresholding
algorithm. Since for each f ∈ X the sequence (x∗j(f))j∈J belongs to
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c0(J), there is an ordering ρ for f such that
|x∗ρ(k)(f)| ≥ |x
∗
ρ(n)(f)| if k ≤ n. (1.3)
If the family (x∗j (f))j∈J contains several terms with the same absolute
value then such an ordering for f is not uniquely determined. In order
to get uniqueness, we fix a “natural” bijection τ : J → N, and we
impose the additional condition
τ(ρ(k)) ≤ τ(ρ(n)) whenever |x∗ρ(k)(f)| = |x
∗
ρ(n)(f)|. (1.4)
If f is infinitely supported, there is a unique ordering ρ for f which
fulfills (1.3) and (1.4), and such an ordering verifies ρ(N) = supp(f).
In the case in which f is finitely supported, there is a unique ordering
ρ for f which fulfills (1.3), (1.4) and the extra property ρ(N) = J . In
any case, we will refer to such a unique ordering as the greedy ordering
for f . For each m ∈ N, the m-term greedy approximation to f is given
by
Gm[B,X](f) := Gm(f) = Sρ,m(f) =
m∑
n=1
x∗ρ(n)(f)xρ(n),
where ρ is the greedy ordering for f , and the sequence (Gm(f))
∞
m=1 is
called the greedy algorithm for f with respect to the basis B.
Konyagin and Temlyakov [11] defined a basis to be quasi-greedy if
limm→∞ Gm(f) = f for f ∈ X, that is, the greedy algorithm with
respect to the basis B converges in the Banach space X. Subsequently,
Wojtaszczyk [19] proved that these are precisely the bases for which
the greedy operators (Gm)
∞
m=1 are uniformly bounded i.e., there exists
a constant C ≥ 1 such that, for all f ∈ X and m ∈ N,
‖Gm(f)‖ ≤ C‖f‖. (1.5)
Notice the similarity between (1.5) and the characterization of Schauder
bases. However, the operators Gm are neither linear nor continuous. We
emphasize that, as Wojtaszczyk pointed out in [19], the choice of the
bijection τ with respect to which we construct the greedy algorithm
(Gm)
∞
m=1 plays no relevant role in the theory.
Unconditional bases are a special kind of quasi-greedy bases. Al-
though the converse is not true in general, quasi-greedy bases always
retain in a certain sense a flavor of unconditionality. For example, they
are unconditional for constant coefficients [19], i.e., there is a constant
C (to be precise C = 2Cw, where Cw is the least constant in (1.5),
works) such that
1
C
∥∥∥∥∥
∑
j∈A
xi
∥∥∥∥∥ ≤
∥∥∥∥∥
∑
j∈A
εixi
∥∥∥∥∥ ≤ C
∥∥∥∥∥
∑
j∈A
xi
∥∥∥∥∥ (1.6)
4 F. ALBIAC, J. L. ANSORENA, O´. CIAURRI, AND J. L. VARONA
for any finite subset A of J and any choice of signs εj ∈ {±1}.
Before the concept of quasi-greedy basis was introduced in the liter-
ature, Co´rdoba and Ferna´ndez [4] had studied the convergence of de-
creasing rearranged Fourier series. For k ∈ Z let us define τk : R → C
by τk(x) = e
2pikxi. Let 1 ≤ p <∞ and denote by q its conjugate expo-
nent, determined by 1/p+1/q = 1. Then, with the usual identification
of L∗p(T) with Lq(T), the double sequence (τk, τ−k)
∞
k=−∞ is a normal-
ized bounded biorthogonal system for Lp(T). The authors of [4] showed
that for each 1 < p < 2 there is a function f ∈ Lp(T) whose decreas-
ing rearranged Fourier series does not converge, which in our language
can be stated as saying that the trigonometric system (τk)
∞
k=−∞ is not
a quasi-greedy basis for Lp(T). Combining the condition characteriz-
ing quasi-greedy bases (1.5) with [18, Remark 2], the result extends to
the whole range of p ∈ [1,∞] \ {2} (replacing Lp(T) with C(T) when
p = ∞). Wojtaszczyk gave a different proof of this result in [19] that
relies on (1.6).
A natural way to continue this line of research is to consider Fourier
series with respect to orthonormal bases. Let (X,Σ, µ) be a measure
space such that the Hilbert space L2(µ) is separable. Let (xj)j∈J be
an orthonormal basis of L2(µ). For 1 ≤ p < ∞, let q be its conjugate
exponent. In case that span{xj : j ∈ J} is dense in Lp(µ) and
sup
j∈J
‖xj‖p‖xj‖q <∞,
the identification of L∗p(µ) with Lq(µ), yields that (xj,xj)j∈J is a bounded
biorthogonal system for Lp(µ). It therefore makes sense to investigate
the convergence of the greedy algorithm with respect to the Lp(µ)-
normalized system (
‖xj‖
−1
p xj, ‖xj‖pxj
)
j∈J
.
Notice that if the measure µ is finite and the orthonormal basis (xj)j∈J
is uniformly bounded, i.e. supj∈J ‖xj‖∞ <∞, then it is semi-normalized
and bounded in Lp(µ) for any 1 ≤ p < ∞. Nielsen [15] proved that
there is an uniformly bounded orthonormal basis of L2(T) which is
quasi-greedy for Lp(T) for any 1 < p < ∞, thus exhibiting a behavior
opposite to that of the trigonometric system.
In this paper we focus on Jacobi polynomials. Recall that, for scalars
α, β > −1, the L2(µα,β)-normalized Jacobi polynomials (p
(α,β)
n )∞n=0
appear as the orthonormal polynomials associated to the measure µα,β
given by
dµα,β(x) = (1− x)
α(1 + x)βχ(−1,1)(x) dx. (1.7)
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Since polynomials are dense in Lp(µα,β) for any 1 ≤ p < ∞, Jacobi
polynomials of indices α and β constitute an orthonormal basis of
L2(µα,β). Our main result on Jacobi polynomials establishes that the
greedy algorithm for this kind of orthogonal polynomials follows the
same pattern as the greedy algorithm for the trigonometric system.
Theorem 1.1. Let 1 ≤ p <∞ and min{α, β} > −1/2. The Lp(µα,β)-
normalized Jacobi polynomials of indices α and β form a quasi-greedy
basis for Lp(µα,β) if and only if p = 2.
Section 3 is devoted to prove Theorem 1.1. Before, in Section 2 we
develop the functional analysis machinery that we will need in order
to do that and we show the following result on unconditional bases in
Lp(µ)-spaces.
Theorem 1.2. Let µ be a finite measure and p ∈ (1,∞) \ {2}. Sup-
pose that (xj)j∈J is a semi-normalized unconditional basis of a non-
Hilbertian Banach space X ⊆ Lp(µ). Suppose also that X is comple-
mented in Lp(µ). Then
(i) lim supj∈J ‖xj‖q =∞ for any p < q, and
(ii) lim infj∈J ‖xj‖q = 0 whenever max{q, 2} < p.
Notice that Theorem 1.2 is relevant for its intrinsic importance within
the framework of the theory of bases. Firstly, it extends to any q a re-
sult that Kadets and Pe lczyn´ski proved only for q = 2 (see [9, Corollary
9]). Secondly, it generalizes the main result of Gaposˇkin in [7], where
he shows that no normalized unconditional basis in Lp[0, 1] can be uni-
formly bounded. Lastly, for finite measures, Theorem 1.2 overrides a
recent result of the first two authors that says that if µ is a nonpurely
atomic measure then there is no basis B that is simultaneously greedy
(see the definition below) in two different Lp(µ) spaces, 1 < p < ∞
[1, Theorem 4.4].
We end this preliminary section by singling out some notation and
terminology that will be used heavily throughout. Given families of
positive real numbers (αi)i∈I and (βi)i∈I , the symbol αi . βi for i ∈ I
means that supi∈I αi/βi < ∞, while αi ≈ βi for i ∈ I means that
αi . βi and βi . αi for i ∈ I.
A basis B = (xj)j∈J in a Banach space X is said to be democratic if
there is a constant D ≥ 1 such that∥∥∥∥∥
∑
j∈A
xj
∥∥∥∥∥ ≤ D
∥∥∥∥∥
∑
j∈B
xj
∥∥∥∥∥
whenever A and B are finite subsets of J with |A| = |B|. To quantify
the democracy of a basis B we consider the upper democracy function
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of B (also known as the fundamental function of B) given by
ϕu[B,X](N) = sup
|A|≤N
∥∥∥∥∥
∑
j∈A
xj
∥∥∥∥∥ , N ∈ N,
and the lower democracy function of B in X, defined as
ϕl[B,X](N) = inf
|A|≥N
∥∥∥∥∥
∑
j∈A
xj
∥∥∥∥∥ , N ∈ N.
A quasi-greedy basis B is democratic if and only if ϕu[B,X](N) ≈
ϕl[B,X](N) for N ∈ N.
A basis (xn)
∞
n=1 is said to be almost greedy if there is a constant
C ≥ 1 such that
‖x− Gm(x)‖ ≤ C inf
{∥∥∥∥∥x−
∑
j∈A
x∗j(x)xj
∥∥∥∥∥ : |A| = m
}
for all m ∈ N and x ∈ X. Dilworth et al. [5] characterized almost
greedy basis as those bases that are simultaneously quasi-greedy and
democratic.
Finally, the best one can hope for in regards to the greedy algorithm
is the existence of a constant C ≥ 1 such that
‖x− Gm(x)‖ ≤ C inf
{∥∥∥∥∥x−
∑
j∈A
ajxj
∥∥∥∥∥ : |A| = m, (aj)j∈A scalars
}
for all m ∈ N and x ∈ X. If this is the case, the basis is called greedy.
Konyagin and Temlyakov [11] characterized greedy bases as those bases
that are unconditional and democratic.
If necessary, the reader will find more background on Banach space
theory in [2] and on orthogonal polynomials in [17].
2. Quasi-greedy and unconditional bases in Lp(µ)-spaces
We start generalizing to quasi-greedy bases a fact which is standard for
unconditional bases in Lp(µ)-spaces.
Lemma 2.1. Let (X,Σ, µ) be a finite measure space. Let 1 ≤ p < ∞
and (xj)j∈J be a quasi-greedy basis for a separable subspace of Lp(µ).
Then for A ⊆ J finite,∥∥∥∥∥
∑
j∈A
xj
∥∥∥∥∥
p
≈
∥∥∥∥∥∥
(∑
j∈A
|xj|
2
)1/2∥∥∥∥∥∥
p
.
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Proof. Let (εj)j∈J be a Rademacher family defined on some probability
space (Ω, P ), and A ⊆ J finite. Combining (1.6), Fubini’s theorem, and
Khintchine’s inequality yields∥∥∥∥∥
∑
j∈A
xj
∥∥∥∥∥
p
≈
(∫
Ω
∥∥∥∑
j∈A
εjxj
∥∥∥p
p
dP
)1/p
=
(∫
X
∫
Ω
∣∣∣∑
j∈A
εjxj
∣∣∣p dP dµ
)1/p
≈
∥∥∥∥∥∥
(∑
j∈A
|xj|
2
)1/2∥∥∥∥∥∥
p
. 
Our next auxiliary result displays an estimate that is implied when
a family of functions is simultaneously seminormalized in two different
Lp spaces.
Lemma 2.2. Let 1 ≤ p < q ≤ 2 (respectively, 2 ≤ q < p ≤ ∞) and let
(fj)j∈J be a family of measurable functions defined on a finite measure
space (X,Σ, µ). Suppose that ‖fj‖p ≈ ‖fj‖q ≈ 1 for j ∈ J . Then, for
A ⊆ J finite,
|A|1/2 .
∥∥∥∥∥∥
(∑
j∈A
|fj |
2
)1/2∥∥∥∥∥∥
p
. |A|1/q
(respectively,
|A|1/q .
∥∥∥∥∥∥
(∑
j∈A
|fj|
2
)1/2∥∥∥∥∥∥
p
. |A|1/2).
Proof. Assume 1 ≤ p < q ≤ 2. Using the embeddings ℓq ⊆ ℓ2 and
Lq(µ) ⊆ Lp(µ),∥∥∥∥∥∥
(∑
j∈A
|fj|
2
)1/2∥∥∥∥∥∥
p
.
∥∥∥∥∥∥
(∑
j∈A
|fj|
q
)1/q∥∥∥∥∥∥
q
=
(∑
j∈A
‖fj‖
q
q
)1/q
≈ |A|1/q.
Let r = p/2 < 1. Using that ‖f + g‖r ≥ ‖f‖r + ‖g‖r whenever f and
g are measurable positive functions,∥∥∥∥∥∥
(∑
j∈A
|fj|
2
)1/2∥∥∥∥∥∥
p
=
∥∥∥∥∥
∑
j∈A
|fj |
2
∥∥∥∥∥
1/2
r
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≥
(∑
j∈A
‖ |fj|
2 ‖r
)1/2
=
(∑
j∈A
‖fj‖
2
p
)1/2
≈ |A|1/2.
The case 2 ≤ q < p ≤ ∞ follows from a “dual” argument. 
Lemma 2.3. Let (X,Σ, µ) be a finite measure space. Suppose 1 ≤ p <
q ≤ 2 (respectively, 2 ≤ q < p < ∞). Let (xj)j∈J be a quasi-greedy
basis for a separable subspace X of Lp(µ) such that‖xj‖q ≈ 1 for j ∈ J .
Then, for N ∈ N,
N1/2 . ϕl[B,X](N) ≤ ϕu[B,X](N) . N
1/q
(respectively,
N1/q . ϕl[B,X](N) ≤ ϕu[B,X](N) . N
1/2).
Proof. Quasi-greedy bases are semi-normalized, so ‖xj‖p ≈ 1 for j ∈ J .
Then, just put together Lemma 2.1 and Lemma 2.2. 
The next two propositions are on-the-spot corollaries of Lemma 2.2
and Lemma 2.3, respectively. We point out that a similar statement
to Proposition 2.5 with the stronger assumption that the basis be uni-
formly bounded was obtained by Dilworth et al. [6, Proposition 2.17].
Proposition 2.4. Let 1 ≤ p ≤ ∞. Suppose (fj)j∈J is a family of
measurable functions defined on a finite measure space (X,Σ, µ) such
that ‖fj‖p ≈ ‖fj‖2 ≈ 1 for j ∈ J . Then for A ⊆ J finite,∥∥∥∥∥∥
(∑
j∈A
|fj|
2
)1/2∥∥∥∥∥∥
p
≈ |A|1/2.
Proposition 2.5. Let (X,Σ, µ) be a finite measure space and let 1 ≤
p < ∞. Suppose B = (xj)j∈J is a quasi-greedy basis for a separable
subspace X of Lp(µ) with ‖xj‖2 ≈ 1 for j ∈ J . Then B is democratic,
hence almost greedy, and its democracy functions verify
ϕl[B,X](N) ≈ N
1/2 ≈ ϕu[B,X](N), N ∈ N.
We are now en route to completing the proof of Theorem 1.2. Before
we do so, we write down two classical results in the isomorphic theory
of Banach spaces which are very well-known to the specialists. In order
to make the paper as self-contained as possible we sketch their proofs.
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Theorem 2.6. Let (X,Σ, µ) be a measure space. Suppose that B is a
seminormalized unconditional basis of a non-Hilbertian Banach space
X ⊆ Lp(µ), 1 < p <∞. Suppose also that X is complemented in Lp(µ).
Then B has a subbasis equivalent to the unit vector basis of ℓp.
Proof. Without loss of generality we may and do assume that Lp(µ) is
separable. Then Lp(µ) is isomorphic either to Lp[0, 1] or to ℓp (see [8]).
In the first case, the same argument used by Kadec and Pe lczyn´ski to
prove [9, Theorem 4] leads to our goal. In the last case, by the Bessaga-
Pe lczyn´ski selection principle ([3, p. 214]), B has a subbasis equivalent
to a block basic sequence of the unit vector basis of ℓp. Since the unit
vector basis of ℓp is perfectly homogeneous, this subbasis is equivalent
to the unit vector basis of ℓp. 
Lemma 2.7. Let (X,Σ, µ) be a finite measure space and let 0 < p <
q ≤ ∞. Consider a subset M ⊆ Lp(µ) such that ‖f‖p ≈ ‖f‖q for
f ∈M . Then, for any 0 < r ≤ q, ‖f‖r ≈ ‖f‖p ≈ ‖f‖q for f ∈M .
Proof. The result is obvious for p ≤ r ≤ q, so we assume that r < p.
Then, it is also obvious that ‖f‖r . ‖f‖p for f ∈ M . To prove the
reverse inequality, consider 0 < a < p such that a/q + (p − a)/r = 1.
Let f ∈M . By Ho¨lder’s inequality,
‖f‖pp =
∫
X
|f |a|f |p−a dµ
≤
(∫
X
|f |q dµ
)a/q (∫
X
|f |r dµ
)(p−a)/r
= ‖f‖aq‖f‖
p−a
r
. ‖f‖ap‖f‖
p−a
r .
Simplifying, we get ‖f‖p−ap . ‖f‖
p−a
r . 
Proof of Theorem 1.2. Let (xj)j∈J be a semi-normalized unconditional
basis of a non-Hilbertian Banach space X ⊆ Lp(µ), where p ∈ (1,∞) \
{2} and µ is finite. We divide the proof in three cases.
Case 1: 1 < p < 2 and p < q. Assume that lim supj ‖xj‖q < ∞.
We can suppose, without loss of generality, that p < q ≤ 2. Let
J0 = {j : ‖xj‖q < ∞}, B0 = (xj)j∈J0 and then define X0 as the closed
subspace spanned by B0 in Lp(µ). We have that J \ J0 is finite and
that ‖xj‖q ≈ 1 for j ∈ J0. By Lemma 2.3, ϕu[B0,X0](N) . N
1/q.
Furthermore, by Theorem 2.6, B0 has a subbasis equivalent to the unit
vector basis of ℓp. Therefore, N
1/p . ϕu[B0,X0](N). Combining, we
obtain N1/p . N1/q. This absurdity proves the result.
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Case 2: 2 < p <∞ and q < p. This case is the “dual” of the previous
one. Since its proof is similar we leave it out to the reader.
Case 3: 2 < p < q. Suppose that lim supj ‖xj‖q < ∞. Removing a
finite set of terms from B we get ‖xj‖q ≈ 1. By Lemma 2.7, ‖xj‖2 ≈ 1,
contradicting the already proven Case 2. 
Remark 2.8. The proof of Theorem 1.2 reinforces the role of democracy
as a hinge property in the study of unconditional bases in Banach
spaces. This idea was already inferred in the work of Zippin [20], where
he characterizes perfectly homogeneous bases.
We close with the analogous result to Theorem 1.2 for the case p = 1.
To better understand the statement and its proof we recall that, given
1 ≤ p ≤ ∞, an infinite-dimensional Banach space X is said to be a Lp-
space if there is λ ≥ 1 such that for every finite-dimensional subspace
E ⊆ X there is d ∈ N and a d-dimensional subspace E ⊆ F ⊆ X that
satisfies d(F, ℓdp) ≤ λ. For 1 < p < ∞, Lp-spaces are characterized as
non-Hilbertian complemented subspaces of Lp(µ)-spaces, while X is an
L1-space if and only if X
∗∗ is isomorphic to a complemented subspace
of an L1(µ)-space. Hence, since X embeds isometrically in X
∗∗, it is
natural to regard L1-spaces as (possibly non complemented) subspaces
of L1(µ)-spaces. A fundamental property is that any L1-space has the
Grothendieck’s Theorem property (is a GT-space, for short). We refer
to [13, 14] for details.
Proposition 2.9. Let µ be a finite measure. Suppose that B = (xj)j∈J
is a quasi-greedy basis for a Banach space X ⊆ L1(µ). Assume also
that X is a GT-space. Then lim supj∈J ‖xj‖q =∞ for any 1 < q ≤ ∞.
Proof. Appealing to [6, Theorem 4.2] we get ϕu[B,X](N) ≈ N . Assume
that lim supj∈J ‖xj‖q <∞ for some 1 < q ≤ ∞. Then, without lost of
generality we can suppose that q ≤ 2 and, by removing a finite set of
terms from B if necessary, that ‖xj‖q ≈ 1. Applying Lemma 2.3 we get
ϕu[B,X](N) . N
1/q, which leads to N . N1/q, a contradiction. 
Remark 2.10. The subspace spanned by the Rademacher functions
in Lp(µ) serves as an example to show that the assumption “non-
Hilbertian” cannot be dropped from Theorem 1.2 and that the assump-
tion of X being a GT-space cannot be dropped from Proposition 2.9.
3. The greedy algorithm for Jacobi polynomials
In this section, besides the orthonormal polynomials (p
(α,β)
n )∞n=0 defined
in Section 1, we consider the polynomials (P
(α,β)
n )∞n=0 which are orthog-
onal for the measure µα,β defined in (1.7) and verify the normalization
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condition
P (α,β)n (1) =
(
n + α
n
)
, n ∈ N ∪ {0}. (3.1)
Of course, there are positive scalars dn such that p
(α,β)
n = dnP
(α,β)
n ,
n ≥ 0. It is well known that the normalization sequence (dn)
∞
n=0 verifies
dn =
((2n+ α+ β + 1)n! Γ(n+ α + β + 1)
2α+β+1Γ(n + α+ 1)Γ(n+ β + 1)
)1/2
≈ n1/2, n ∈ N. (3.2)
In what follows, with the aim of avoid cumbrous notations, we will de-
note by (n1/2P
(α,β)
n )∞n=0 the extension of (n
1/2P
(α,β)
n )∞n=1 whose 0-term is
the constant function 1. In the light of (3.2), it is reasonable to expect
that the sequences (p
(α,β)
n )∞n=0 and (n
1/2P
(α,β)
n )∞n=0 behave similarly. Wo-
jtaszczyk [19] confirmed this fact by showing that quasi-greedy bases
verify the following perturbation principle.
Theorem 3.1 (cf. [19, Proposition 3]). Suppose that (xj)j∈J is a quasi-
greedy basis for a Banach space X. Let (λj)j∈J be a family of scalars
such that
0 < inf
j∈J
|λj| ≤ sup
j∈J
|λj| <∞.
Then (λjxj)j∈J is a quasi-greedy basis for X.
A powerful tool to carry out estimates involving Jacobi polynomials
is the so called Darboux formula. The next theorem establishes an ex-
pression for the error term associated to this formula which is accurate
enough for our purposes.
Theorem 3.2 (cf. [17, Theorem 8.21.13]). Let α, β > −1 and δ > 0.
Then
n1/2P (α,β)n (cos θ) = k(θ) cos(nθ + φ(θ)) + En(θ)
with
φ(θ) = (α + β + 1)θ/2− (2α+ 1)π/4,
k(θ) = π−1/2(sin θ
2
)−α−1/2(cos θ
2
)−β−1/2,
and the error term En(θ) verifies
En(θ) =
k(θ)
n sin θ
O(1)
for n ∈ N, where the O(1) holds uniformly in the interval δ/n ≤ θ ≤
π − δ/n.
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Darboux formula provides tight estimates for Jacobi polynomials
when the variable is not too close to the endpoints −1 and 1. The
technique to estimate Jacobi polynomials near 1 is also well-known for
experts. It is based on the formula(
P (α,β)n
)′
= (1 + α+ β + n)P
(α+1,β+1)
n−1 (3.3)
and the behavior of the roots of Jacobi polynomials. In the following
lemma we reproduce this standard argument for the sake of complete-
ness.
Lemma 3.3. Let α > −1 and β > −1. There is d > 0 such that
P (α,β)n (x) ≈ n
α
for n ∈ N and 1− d/n2 ≤ x ≤ 1.
Proof. Let zn denote the largest root of P
(α,β)
n and let γn ∈ (0, π) be
such that cos(γn) = zn. It is known (see [17, Theorem 8.9.1]) that
γn ≈ 1/n and, consequently, 1 − zn ≈ 1/n
2. Moreover, it is easy to
deduce from (3.1) and (3.3) that
P (α,β)n (1) ≈ n
α and (P (α,β)n )
′(1) ≈ nα+2.
Choosing d > 0 small enough we get zn ≤ 1− d/n
2 and
nα . P (α,β)n (1)−
d
n2
(P (α,β)n )
′(1).
Let 1 − d/n2 ≤ x ≤ 1. Since 0 ≤ (P
(α,β)
n )′(t) ≤ (P
(α,β)
n )′(1) for any
t ∈ [x, 1],
P (α,β)n (x) = P
(α,β)
n (1)−
∫ 1
x
(P (α,β)n )
′(t) dt ≥ P (α,β)n (1)−
d
n2
(P (α,β)n )
′(1).
For the reverse inequality we note that P
(α,β)
n (x) ≤ P
(α,β)
n (1) ≈ nα. 
Darboux formula allows us to compute the Lp(µα,β)-norms of Jacobi
polynomials. Let α, β be such that min{α, β} > −1/2 and denote
p(α, β) =
4(γ + 1)
2γ + 3
, q(α, β) =
4(γ + 1)
2γ + 1
, where γ = max{α, β}.
Notice that p(α, β) and q(α, β) are conjugate exponents. We have
(cf. [12]) that, for n ≥ 2,
‖p(α,β)n ‖Lp(µα,β) ≈ n
1/2‖P (α,β)n ‖Lp(µα,β)
≈


1, if 1 ≤ p < q(α, β),
(log n)1/p, if p = q(α, β),
n(2γ+1)/2−2(γ+1)/p , if q(α, β) < p <∞.
(3.4)
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An elementary consequence of (3.4) is that Jacobi polynomials, when
min{α, β} < −1/2, are not uniformly bounded. Using the terminology
of bases, (3.4) yields the following result.
Lemma 3.4. Let 1 ≤ p <∞ and min{α, β} > −1/2. Then
(a) The Jacobi polynomials of indices α and β form a bounded basis
for Lp(µα,β) if an only if p(α, β) < p < q(α, β).
(b) If p(α, β) < p < q(α, β), then both (p
(α,β)
n )∞n=0 and (n
1/2P
(α,β)
n )∞n=0
form a semi-normalized bounded basis for Lp(µα,β).
Remark 3.5. Notice that the range of indices p for which the Jacobi
polynomials with min{α, β} > −1/2 form a bounded basis for Lp(µα,β)
coincides with the range of indices for which they are a Schauder basis
of Lp(µα,β) with the natural order (cf. [16]).
Remark 3.6. Lemma 3.4, combined with either Theorem 1.2 or [9,
Corollary 9], gives that Jacobi polynomials with min{α, β} > −1/2
are not an unconditional basis for Lp(µα,β) unless p = 2. This result
can also be obtained from [10, Proposition 4].
Lemma 2.1 provides a tool to check if a basis is a suitable candidate to
be quasi-greedy, and leads us to compare norms of the form ‖
∑
j∈A xj‖p
with norms of the form ‖(
∑
j∈A |xj|
2)1/2‖p. In this direction, we state
the following result.
Proposition 3.7. Let α, β and p be such that min{α, β} > −1/2 and
1 ≤ p < q(α, β). Then, for A ⊆ N finite,∥∥∥∥∥∥
(∑
n∈A
(
n1/2P (α,β)n
)2)1/2∥∥∥∥∥∥
Lp(µα,β)
≈
∥∥∥∥∥∥
(∑
n∈A
(
p(α,β)n
)2)1/2∥∥∥∥∥∥
Lp(µα,β)
≈ |A|1/2.
Proof. Just combine Proposition 2.4 with (3.4). 
Proposition 3.7 says that the expected value of the Lp(µα,β)-norms
‖
∑
n∈A εnn
1/2P
(α,β)
n ‖Lp(µα,β), when (εn)n∈A runs over all possible signs
{±1}A, is of the order of |A|1/2 (cf. [2, Theorem 6.2.13]). In next
Proposition we find norms which deviate significantly from the average
value for p 6= 2.
Proposition 3.8. Let α, β and p be such min{α, β} > −1/2 and
p(α, β) < p < q(α, β). Then∥∥∥∥∥
N−1∑
n=0
(N + 2n)1/2P
(α,β)
N+2n
∥∥∥∥∥
Lp(µα,β )
≈ Nω, N ∈ N,
where ω = max{(2α+ 3)/2− 2(α + 1)/p, (2β + 3)/2− 2(β + 1)/p}.
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Proof. Since P
(α,β)
n (−x) = (−1)nP
(β,α)
n (x) it suffices to prove the esti-
mate
IN :=
∫ 1
0
∣∣∣∣∣
∑
n∈AN
n1/2P (α,β)n (x)
∣∣∣∣∣
p
dµα,β(x) ≈ N
σ,
where AN = {N +2n : 0 ≤ n ≤ N−1} and σ = p(2α+3)/2−2(α+1).
Notice that the hypothesis p(α, β) < p < q(α, β) implies 0 < σ < p.
Consider d > 0 as in Lemma 3.3 and choose θN ∈ (0, π) such that
cos(θN ) = xN = 1−
d
(3N − 2)2
.
Write IN = JN +KN , where
JN =
∫ 1
xN
∣∣∣∣∣
∑
n∈AN
n1/2P (α,β)n (x)
∣∣∣∣∣
p
dµα,β(x), and
KN =
∫ xN
0
∣∣∣∣∣
∑
n∈AN
n1/2P (α,β)n (x)
∣∣∣∣∣
p
dµα,β(x).
Since Pn(x) ≈ n
α for N ∈ N, n ∈ AN and x ∈ [xN , 1],
JN ≈
(∑
n∈AN
nα+1/2
)p ∫ 1
xN
(1− x)α dx ≈ Np(α+3/2)N−2(α+1) = Nσ.
Let k, φ, and En be as is Theorem 3.2. We have KN ≤ 2
p−1(LN+MN),
where
LN =
∫ xN
0
∣∣∣∣∣
∑
n∈AN
En(arccosx)
∣∣∣∣∣
p
dµα,β(x), and
MN =
∫ xN
0
∣∣∣∣∣k(arccosx)
∑
n∈AN
cos(n arccosx+ φ(arccosx))
∣∣∣∣∣
p
dµα,β(x).
Since θN ≈ N
−1, there exists δ > 0 such that δ/N ≤ θN . By
Theorem 3.2,
|En(θ)| .
1
n
(sin θ
2
)−α−3/2
for N ∈ N, n ∈ AN and θ ∈ [θN , π/2]. The change of variable x = cos θ
yields
LN .
(∑
n∈AN
1
n
)p ∫ pi/2
θN
(sin θ
2
)−1−σ dθ ≈
∫ ∞
θN
θ−1−σ dθ =
1
σ
θ−σN ≈ N
σ.
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Using the change of variable x = cos θ and the formula∣∣∣∣∣
∑
n∈AN
cos(nθ + φ(θ))
∣∣∣∣∣ = | sin(Nθ) cos(2Nθ + φ(θ))|sin θ ,
which is obtained taking into account that we are adding the real part
of a geometric sum, gives
MN ≈
∫ pi/2
0
| sin(Nθ) cos(2Nθ + φ(θ))|p(sin θ
2
)−1−σ dθ
≈
∫ pi/2
0
| sin(Nθ) cos(2Nθ + φ(θ))|pθ−1−σ dθ
= Nσ
∫ Npi/2
0
| sin(u) cos(2u+ φ(u/N))|pu−1−σ du
≈ Nσ.
To deduce the last step in the estimate of MN we have used that∫ ∞
0
| sin(u)|pu−1−σ du <∞
and the Dominated Convergence Theorem. 
We are now in a position to complete the proof Theorem 1.1 as
advertised.
Proof of Theorem 1.1. Assume that the Lp(µα,β)-normalized sequence
of Jacobi polynomials is a quasi-greedy basis for Lp(µα,β). Then, thanks
to Lemma 3.4(a), p(α, β) < p < q(α, β).
By Theorem 3.1 and Lemma 3.4(b), the basis (n1/2P
(α,β)
n )∞n=0 is also
quasi-greedy for Lp(µα,β). Combining Proposition 2.5 (or Lemma 2.1
together with Proposition 3.7) with Proposition 3.8 we obtain Nω ≈
N1/2 for N ∈ N. Therefore, ω = 1/2, i.e. p = 2. 
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