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Abstrak 
Dalam tahun-tahun kebelakangan ini, penggunaan simen telah meningkat di 
kebanyakan negara Asia, termasuk Malaysia. Terdapat banyak faktor yang 
mempengaruhi bekalan tuntutan permintaan yang meningkat dalam industri simen, 
seperti kesesakan lalu lintas, logistik, cuaca dan kerosakan mesin. Faktor-faktor ini 
menghalang kelancaran dan kecekapan bekalan, terutamanya semasa kesesakan 
puncak di pintu masuk utama industri di mana wujud masa giliran dan menunggu 
akibat ketidakupayaan untuk memenuhi tarikh akhir. Unsur-unsur asas, seperti kadar 
ketibaan dan kadar perkhidmatan yang tidak dapat ditentukan lebih awal harus 
dipertimbangkan di bawah persekitaran yang tidak pasti. Kaedah-kaedah 
penyelesaian termasuk teknik giliran konvensional, model penjadualan dan simulasi 
tidak dapat merumus ukuran prestasi sistem giliran industri simen. Oleh itu, satu 
prosedur baru bagi selang subset kabur direkabentuk dan digabung ke dalam model 
giliran dengan mengambil kira kadar ketibaan dan kadar perkhidmatan. Hasilnya, 
satu model giliran berbilang saluran dengan berbilang kelas ketibaan,                             
(M1, M2)/G/C/2Pr, di bawah persekitaran yang tidak pasti dibangunkan. Model ini 
dapat menganggar ukuran prestasi kadar ketibaan produk secara pukal iaitu Kelas 
Satu dan produk secara kampit iaitu Kelas Dua dalam sistem giliran perusahaan 
pengilang simen. Bagi model giliran kabur (M1, M2)/G/C/2Pr, dua teknik 
penyahkaburan, iaitu Pengaturcaraan Parameter Tak Linear dan Pemangkatan Teguh 
digunakan untuk menukar sistem giliran kabur kepada sistem giliran krisp. Ini 
menghasilkan tiga sub-model yang dicadangkan, iaitu sub-model 1, MCFQ-2Pr, sub-
model 2, MCCQ-ESR-2Pr dan sub-model 3, MCCQ-GSR-2Pr. Model-model ini 
memberikan nilai-nilai krisp yang optimum untuk ukuran prestasi. Dalam 
menganggar prestasi keseluruhan sistem, satu langkah tambahan diperkenalkan 
melalui model TrMF-UF yang menggunakan satu faktor utiliti yang berdasarkan 
selang subset kabur dan pendekatan Potong- α. Justeru, model-model ini membantu 
para pembuat keputusan untuk menghadapi permintaan pesanan di bawah 
persekitaran yang tidak pasti dalam industri pembuatan simen dan menangani 
peningkatan jumlah yang diperlukan pada masa akan datang. 
 
 
Kata kunci: Model giliran berbilang saluran, Selang subset kabur, Teknik 
nyahkabur, Faktor utiliti, Keutamaan giliran 
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Abstract 
In recent years, cement consumption has increased in most Asian countries, 
including Malaysia. There are many factors which affect the supply of the increasing 
order demands in the cement industry, such as traffic congestion, logistics, weather 
and machine breakdowns. These factors hinder smooth and efficient supply, 
especially during periods of peak congestion at the main gate of the industry where 
queues occur as a result of inability to keep to the order deadlines. Basic elements, 
such as arrival and service rates, that cannot be predetermined must be considered 
under an uncertain environment. Solution approaches including conventional 
queueing techniques, scheduling models and simulations were unable to formulate 
the performance measures of the cement queueing system. Hence, a new procedure 
of fuzzy subset intervals is designed and embedded in a queuing model with the 
consideration of arrival and service rates. As a result, a multiple channel queueing 
model with multiclass arrivals, (M1, M2)/G/C/2Pr, under an uncertain environment is 
developed. The model is able to estimate the performance measures of arrival rates 
of bulk products for Class One and bag products for Class Two in the cement 
manufacturing queueing system. For the (M1, M2)/G/C/2Pr fuzzy queueing model, 
two defuzzification techniques, namely the Parametric Nonlinear Programming and 
Robust Ranking are used to convert fuzzy queues into crisp queues. This led to three 
proposed sub-models, which are sub-model 1, MCFQ-2Pr, sub-model 2, MCCQ-
ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr. These models provide optimal crisp 
values for the performance measures. To estimate the performance of the whole 
system, an additional step is introduced through the TrMF-UF model utilizing a 
utility factor based on fuzzy subset intervals and the α-cut approach. Consequently, 
these models help decision-makers deal with order demands under an uncertain 
environment for the cement manufacturing industry and address the increasing 
quantities needed in future. 
 
 
Keywords: Multiple channel queueing model, Fuzzy subset intervals, 
Defuzzification techniques, Utility factor, Priority queue 
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 CHAPTER ONE
 INTRODUCTION 
A Cement production has undergone tremendous development from its beginnings 
some 2,000 years ago and is viewed as a very important material in various 
countries. Today's annual global cement production has reached 2.8 billion tonnes, 
and is expected to increase to some four billion tonnes annually (Schneider, Romer, 
Tschudin, & Bolio, 2011). While, the use of cement has a very long history, the 
industrial production of cement in the manufacturing sector only started in the 
middle of the 19
th
 century. 
 
This manufacturing sector is the cradle for a technological change, innovation and 
economic growth of any developing country. This is because innovative ideas that 
can transform the economic status of any developing country are usually conceived 
and commercialized in this sector, making it the true engine of developmental 
growth, technological advancement and economic prosperity. Out of the many 
industries that make up this sector, the cement industry has been identified as the 
foundation for any rapid structural and infrastructural developmental growth in both 
developed and developing countries (Crafts & Venables, 2003). This is due to the 
fact that economic expansion leads to industrialization, which usually creates the 
need for increased cement consumption, hence making this material a buzzword in 
the construction world. 
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1.1 The Cement Manufacturing Industry 
The manufacture of cement has witnessed fundamental changes in the manufacturing 
sector. Schneider et al. (2011) demonstrated that major growth is foreseen in regions, 
like the Middle East and Northern Africa as well as in the Asian continent with 
prominent growth in countries, such as China and India. However, a recent report 
(Uwasu, Hara, & Yabar, 2014) shows Malaysia is the third level in cement 
consumption per capita. Hence, the selection of Malaysia as the scope for this 
research is justified due to the increased growth rate of industrialization and 
globalization. 
 
Malaysia is one of the countries that has witnessed a remarkable economic 
expansion, as seen in her industrialization and investment drives (Rasiah, Crinis, & 
Lee, 2015). These drives have led to an increment in demand and usage of cement. 
Fan and Xia (2012) and Mccaffrey (2002) argued that industrialization is caused by 
economic growth which drives cement demand and consumption. The per capita 
cement consumption of Malaysia shows that there is a rapidly increasing demand for 
cement in Malaysia which is attributed to the industrialization drive by the past and 
present government (Uwasu et al., 2014; Fan & Xia, 2012). A graphical comparison 
between Malaysia‟s cement demand and consumption with a few selected Asian 
countries is shown in Figure 1.1, revealing that Malaysia is among the highest in 
consumption in comparison to most of her closest neighboring countries (Armstrong, 
2013). Hence, this high consumption of cement translates to high demand for the 
material from the cement manufacturing industry in the country.  
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Figure 1.1. Cement Consumption of Selected Asian Countries (Armstrong,  2013) 
The finished product of any processing in the cement manufacturing industry is 
always classified into two different modes, namely bulk products and bag products 
(Varma & Sirisha, 2013; Vik, Dias, Pereira, Oliveira, & Abreu, 2010)  
 
Figure 1.2. Modes of Supplying Cement in the Industries  (Varma & Sirisha, 2013)                 
Figure 1.2 shows the scenario of how cement industries supply cement for two types 
of production, i.e. the bulk product and the bag product. The bulk product is 
4 
 
 
 
packaged for bigger construction projects (Marceau, Nisbet, & Vangeem, 2006) and 
this shipment is usually given from 60 percent to 70 percent production and loading 
priority due to the huge and instant financial returns involved. Thus, the bulk loading 
shipment is tagged as a high priority shipment channel. On the other hand, the 
second mode for the finished product is known as the bag product, which makes use 
of container bags (Marceau et al., 2006; Vik et al., 2010). The bag shipment is 
packaged for smaller construction projects that need lesser quantities of the product 
compared to bulk shipment. This second mode is usually given from 30 percent to 40 
percent production and loading priority and it is tagged as a low priority shipment 
channel. In most cement manufacturing industries, when considering the system as a 
queuing system, the category multiclass arrivals is most times a more suitable way to 
describe the pattern of production (Mather, Hasty, Tsimring, & Williams, 2011). 
By observation, the operations in a cement manufacturing industry look organized; 
however, due to high demand of the cement material, there are some challenges 
faced (Christiansen et al., 2011; Shih, 1999). The following section highlights some 
major challenges of the cement manufacturing industry. 
1.2 Challenges in the Cement Manufacturing Industry   
The high demand for cement in a developing country has its gains and pains (Oss & 
Padovani, 2003). These pains are creating huge challenges and difficulties for 
cement industries, which in turn, hinder smooth and efficient supply. This reason is 
due to the increasingly high demand for cement, specifically in developing countries. 
There are many factors responsible for these pains and some major factors are 
summarized as follows: 
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1.2.1 Traffic Congestion Conditions 
Traffic congestion is a condition that occurs due to impeding interactions of 
workflow, which slow down the expected progress or success of the operation (Li, 
Tan, & Tran, 2016). The operations of the cement loading industry follow a specific 
priority policy for supplying products to customers, which is known as contract 
orders. This order is usually published as the loading operation timetable which 
customers are expected to adhere  to (Herrmann, 2006; Vik et al., 2010). However, 
many customers are found faulting in this regard due to the delay in arrival, which 
usually causes traffic and logistic congestion at the loading operation point (Roser, 
Nakano, & Tanaka, 2002). This delay in arrival of trucks leads to uncertain data and 
further affects the service time at the loading point which then creates a queue for 
customers and leads to bottlenecks within the loading operations. The cement 
industries in Malaysia is also experienced the delay. Most of the times the arrival of 
the trucks to the plant does not follow the designed operation timetable. It is belived 
the unpredictable human behavior e.g truck driver and highway traffic among the 
causes.  
 
1.2.2 Logistic Conditions 
These are the conditions involved for the effective flow of the procedure for 
manufacturing the cement material and its transfer to the end consumer. However, 
when this flow is impeded, it will then result in logistical bottlenecks (Zhilan, Yueyi, 
& Kexian, 2011; Aniki, Mhohwa, & Akinlabi, 2014). Two major factors hinder this 
flow: the geographical location of factories and modes of transport. Most cement 
industries are located in isolated and rural areas due to pollution emission and waste 
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product management. The major issue with this is that the consumer market is far  
away from the location of the industry (Soule, Logan, and Stewart, 2002). This 
further creates challenges in the area of transportation of the end products.  
 
The second issue with most cement industries is the sole dependence on road 
transportation for the purpose of movement of their products to the consumers 
(Kibria, 2015). This is due to the inaccessibility of water transportation, 
unavailability of railroads and high cost of air transportation. Although the use of 
trains has been explored previously in transporting the cement products, the railways 
for those trains are now in poor condition due to weather issues (Nee, Zailani, & 
Talib, 2011; Nguyen, 2010). Both issues aforementioned strongly relate to cement 
industries in Malaysia, most of the plants are located at the outskirts of main cities 
hence the efficiency of the logistic operation is not really smooth because of the 
distance. For some places, the accessible way of transporting is only by road e.g. 
CIMA plant in Perlis. Thus, this factor strongly relates to the bottlenecks 
experienced in the service facility queue of the Malaysian cement industry. 
1.2.3 Weather Conditions 
Weather conditions also play an important role in cement manufacturing operations 
(Haselbach, Valavala, & Montes, 2006). This is because it usually affects 
construction activities, which in turn, affects cement consumption. Generally, most 
countries experience different weather conditions throughout the year.  For instance, 
Malaysia is always rich in water resources because the country is close to the 
equator, which makes the country‟s weather not appropriate for construction activity 
(Ayers, Peng, Gillett, & Fook, 2002). In addition, Malaysia‟s ground surface is soft 
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which requires higher quantities of cement to ensure stronger building foundation, 
especially for high buildings (Ali, Smith, Pitt, & Choon, 2007). This is why a lot of 
construction work is done during the dry periods compared to the rainy season 
(Lawal, Matori, Hashim, Yusof, & Chandio, 2012). Thus, the demand for cement 
material during this period is high which always has the side effect of creating a 
queue for customers and bottlenecks in the system for supplying demand.   
1.2.4 Machine Breakdown Conditions 
Another major obstacle or factor is machine breakdown (Ke, 2007). This occurs 
when manufacturing machines or tools malfunction and impede the normal 
workflow operations. Although this occurrence is invariably neither stoppable nor 
predictable, the effect should be managed to prevent a huge loss for the industry (Ke, 
2007; Sengupta, 1990; Gaver, 1962). Thus, this factor is still a major concern to 
Malaysian cement manufacturing management because it leads to unpredictability 
breakdown. The unpredictability or times of the breakdown behavior of machines 
contributes to the uncertain data (Ramesh & Ghuru, 2014a) and this uncertainty in 
data translates to a queue in the whole system in the long-run. 
 
Conclusively, these challenges highlighted above have been seen to be a major cause 
delay of trucks and peak congestion in the cement manufacturing industry becaues it 
affect the arrival rates and service rates of the operation. The two main factors that 
have a higher impact in creating these queues are traffic congestion and logistic 
condition. Hence, this justifies the need to apply queueing techniques to solve these 
congestion and bottleneck problems experienced in the cement manufacturing 
industry. 
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1.3 Approaches for the Estimation of Queueing Problems in Manufacturing 
Industries 
A certain number of approaches have been investigated for the estimation and 
solving of queueing problems and peak congestion experienced in manufacturing 
industries. Some of these approaches include the mathematical conventional 
queueing model approach (Buzacott & Shanthikumar, 1992; Hillier & Lieberman, 
2010; Kuik & Tielemans, 1998); schedule model approach (Herrmann, 2006; 
Ouelhadj & Petrovic, 2009; Chen & Jiang, 2016); simulation approach (Abogrean, 
2012; Heshmat, El-Sharief, & El-Sebaie, 2013a, 2013b, 3122; Muñoz & Ruspini, 
2012, 2014) and mathematical fuzzy queueing model approach (Kao, Li, & Chen, 
1999; Chen, 2004a, 2004b; Ritha & Robert, 2010; Palpandi & Geetharamani, 2013a, 
2013b; Ramesh & Ghuru, 2014a, 2014b; Wang & Wang, 2005). 
These approaches are considered advanced technical approaches to enhance 
decision-making by analyzing the complex situations in the real world and building a 
system through these approaches. 
 
The mathematical conventional queueing model approach is used to solve queueing 
problems through the introduction of some mathematical concepts with the aim of 
resolving issues of waiting line, congestion and waiting time in the queueing system 
(Buzacott & Shanthikumar, 1992; Kuik & Tielemans, 1998; Hillier & Lieberman, 
2010). This approach is basically used to predict waiting time and queue length 
using mathematical models (De Bruin, Van Rossum, Visser, & Koole, 2007;  Gross, 
2008), and then find a way to reduce the waiting time and queue length to ensure the 
smooth operations of the system. Curry and Feldman (2010) showed an application 
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of this approach, whereby queueing techniques were used to understand and predict 
the behavior of a particular queueing system.  
 
This approach is seen to be appropriate for consideration because it provides 
solutions for known and fixed values, depending on probability patterns (Mark, & 
Turin, 2011). Although in cases of queueing problems existing under uncertain 
environments, a number of these mathematical models that have been used is not 
appropriate for estimating the real waiting times for the whole system practically 
(Yang & Chang, 2015). Therefore, to estimate these systems, there needs to be an 
extension of the conventional mathematical models under uncertain environment.  
 
The schedule model approach, on the other hand, has to do with the process of 
arranging and controlling work in the industries, specifically in manufacturing 
industries, to include purchase of materials, marketing and logistic loading 
operations amongst the terminals (Herrmann, 2006; Ouelhadj & Petrovic, 2009; 
Cheng, Ramli, & Ang, 2010). Many challenges are faced when using the scheduling 
approach and one of these unforeseen situations is the uncertain environment, i.e., 
the arrival time of customers which  is not according to the scheduled appointed time 
to be served, although the schedule time is published beforehand (Jamiu, Ayobami, 
Akin, & Yakubu, 2014; Ouelhadj & Petrovic, 2009). Consequently, this delay in 
arrival of customers due to unforeseen circumstances, creates a queue for customers 
and leads to bottlenecks (Terekhov, Tran, Down, & Beck, 2014). 
 
The simulation approach is a good tool to solve queueing problems as evidenced in 
many previous studies (Abogrean, 2012; Akhavian & Behzadan, 2014). It can be 
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defined as a powerful working tool in the industrial field to test the system‟s 
behavior and by this technique; continuous process verification is made to develop 
the best industrial solution (Vik et al., 2010; Akhavian & Behzadan, 2014). This 
technique provides an alternative solution for queueing problems by generating 
values that the stochastic nature of the system creates bottlenecks in different areas 
of the manufacturing process and production line (Law, Mccomas, Law, & Box, 
1998; Rahim & Mahamud, 2006; Rahim & Ku-Mahamud, 2008; Ghafour, Ramli, & 
Zaibidi, 2017). The simulation approach also helps in determining the behavior of 
the unpredictable parameters in the system (Heshmat et al., 2013a, 2013b; Muñoz & 
Ruspini, 2012, 2014). Another method to find the important values in queueing 
systems is the utility factor studied by Vajargah & Ghasemalipour (2014, 2015, 
2016) for the generation of the triangular fuzzy arrival rates and service rates. 
However, there are some values in queueing models which needs to be improved. 
These values include the utility factor and performance measures in some queueing 
problems under an uncertain environment, specifically for supplying demands either 
through priorities or multiclass arrivals in a cement industry. 
 
The use of conventional mathematical queueing approach generally allows 
predictions and decisions about waiting line in the queue, peak congestion and 
waiting time in the whole system, which lead to better production, profitability and 
management. However, this approach primarily depends on the probability theory 
(Taha, 2007; Pinsky & Karlin, 2010) and many studies and researchers have studied 
this approach to improve the efficiency of the performance measures in different 
queueing systems (Ching, 2013; Marsudi & Shafeek, 2014;  Ghimire, Ghimire, & 
Thapa, 2014; Mohammadi & Alinaghian, (2015). These studies are grounded on the 
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advantage of queueing systems that all input and output data are fixed and known 
exactly. These assumptions are made based on data to enable the use of queueing 
theory.                
 
In reality, this approach leads to exact results and optimal solution; however, when 
the behavior of the problem is probabilistic and highly uncertain, the optimality is 
still unknown for most types of queueing models. Hence, this assumption may not 
always be true as some imprecise data may exist (Buckley, 2006; Yang & Chang, 
2015). Therefore, this imprecise data and ambiguity cannot be presented as a 
conventional queueing system and needs to be modeled using the possibility theory 
which focuses primarily on imprecision. This has led to an extension of the fuzzy 
queueing model where fuzzy queues are used to represent the imprecise data. It has 
been found that the fuzzy queueing model can handle complex queueing systems 
with imprecise or uncertain values effectively (Buckley, 1990; Prade, 1980; 
Zimmermann, 2011). 
 
To address these challenges, it is important to investigate the integration of fuzzy 
queueing models and discipline priorities or multiclass arrivals to deal with linguistic 
terms and basic elements, such as arrival rates and service rates. Most previous 
studies have considered the use of a single membership function with these basic 
elements through linguistic terms (Bagherinejad & Pishkenari, 2016; Ramesh & 
Ghuru, 2017). On the other hand, the consideration of some approaches to handle 
fuzzy queueing models with basic elements, such as the parametric nonlinear 
programming (PNLP) technique (Kao et al., 1999; Chen, 2004a, 2004b; Wang & 
Wang, 2005; Bagherinejad & Pishkenari, 2016) and robust ranking (RR) technique is 
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lacking. These techniques have been adopted by Yager (1981), Chen,  (2006), Ke, 
Huang, & Lin, (2007), Palpandi and Geetharamani (2013a; 2013b) and Ramesh and 
Ghuru (2014b). However, there still exists a dearth in studies on the application of 
these techniques on fuzzy queueing models for solving the issue of bottlenecks and 
congestion experienced specifically in the cement manufacturing industries sector. 
Hence, developing a multiple channel queueing model with discipline priorities for 
multiclass arrivals through fuzzy set theory is deemed necessary. 
1.4 Problem Statement 
In recent years, cement consumption in Malaysia has increased from eight percent 
metric tonnes per year in 2010 to 25 percent metric tonnes per year in 2013 as 
forecasted by Edward (2012). This increase translates to the rise in demand for this 
construction material from individual agents and companies (Rasiah et al., 2015). 
This high demand has its gains and pains and these pains are creating obstacles and 
difficulties to the cement industries which hinder smooth and efficient supply. This 
is because peak congestion and bottlenecks are experienced during the periods for 
supplying demands. Hence, this research is justified as it aims to find a solution to 
explores potential techniques such as the fuzzy queueing models for effective 
handling of obstacles experienced during peak periods in the cement manufacturing 
industry so as to estimate the effeciency of the system which is  the main focus of 
this research. 
 
In the environment where peak congestion exists, the effectiveness of queueing 
techniques has been demonstrated in some previous studies (Heshmat, El-Sharief 
and El-Sebaie, 2017 and Mohammadi et al., 2015) where the queueing models are 
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able to help manufacturing industries to provide services in an orderly fashion. 
Therefore, it is a very suitable and ideal solution to manufacturing industries to 
overcome traffic congestion and logistical bottlenecks (Heshmat et al., 2017). The 
main advantage of this technique is that it gives a room for prediction and making 
decisions to reduce the waiting line of customers and peak congestions in the system 
as highlighted by Chen and Jiang (2016). However, one drawback of the 
conventional queueing technique is that it relies on models with values of arrival and 
service rates that are perceived to be known exactly and thus assumed as constant in 
majority of practical applications. In consideration of many real-life situations, the 
arrival and service rates under consideration may be obtained subjectively. These 
rates may not represent the reality due to sudden changes or uncontrollable factors. 
Hence, these sudden changes and uncontrollable factors may create queues and 
increase waiting lines. Therefore, designing the arrival rates and service rates in a 
more appropriate manner by describing them using linguistic terms to control the 
growth of waiting lines is needed (Zimmermann, 2010). 
 
There is substantial uncertainty in these manufacturing practical applications, 
specifically with regards to the basic elements related with arrival rates of trucks and 
service rates, which may not be presented precisely. These uncertainties which most 
times has to do with human behaviors lead to the uncertain environment, Hence, 
these queuing models pattern the system in a fuzzy nature (Yang & Chang, 2015). 
The another approach is the simulation technique, has been considered for generating 
arrival and service rates based on probability distributions as seen in the works of 
Vik et al. (2010) and Akhavian and Behzadan (2014). The technique can overcome 
the lack of information under an uncertain environment by generating fuzzy queues 
14 
 
 
 
(Munoz et al., 2014; Vajargah & Ghasemalipou, 2016). However, there is a poor 
understanding with regards to how some of queueing systems work with the 
simulation tool, thus there are insufficient data in relation to human behaviors. For 
this reason, it has not been possible to create simulations that can accurately predict 
the basic elements under effects of an uncertain environment. Therefore, it is 
expedient to produce an extension of  the fuzzy mathematical queueing model. The 
fuzzy mathematical formulations functions and constraints used provides a more 
accurate estimation of performance measures and description of the system. 
Therefore, our work focuses on improving these values to fill the knowledge gap in 
this area by introducing an extension of the fuzzy queueing solution with potential 
on the multiple channel with multiclass arrivals.   
 
Similar work on handling uncertain environments in queueing models using the 
robust ranking technique has been initially done by Yager (1981). Some studies (Ke 
at el., 2007 and Lin, Huang and Ke, 2008) have explored this technique and they 
focused on the priority single fuzzy queueing concept. Subsequently, our work 
attempts to improve these previous studies by dealing with the multiple channel 
queueing model and multiclass arrivals with different service rates under an 
uncertain environment.  
 
As is known, another important value in the queueing system which affects the 
uncertain environment is the utility factor as introduced by Bagherinejad et al. 
(2016)  and Vajargah et al. (2016). However, our research differs from theirs, which 
takes into consideration of this factor by experimenting various different values and 
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improving the multiple channel queueing model and priorities under an uncertain 
environment of multiclass arrivals to control the waiting lines in the cement factory. 
1.5 Research Questions 
Based on the above problem identification and discussion, the following research 
questions are highlighted: 
1. What is the procedure to design the basic elements, i.e., the arrival rates and 
service rates in queueing models under the effects of an uncertain 
environment? 
2. How can mathematical fuzzy PM of the multiple channel queueing model with 
multiclass arrivals which are priorities under an uncertain environment be 
developed? 
3. How can mathematical fuzzy queues for the multiple channel queueing model 
with multiclass arrivals and different service rates under an uncertain 
environment be developed? 
4. How can a proposed model of UF for the multiple channel queueing model 
with multiclass arrivals under an uncertain environment be developed? 
5. How can the developed proposed sub-models under an uncertain environment 
be validated? 
6. How can the developed proposed sub-models and proposed model‟s 
performance change be evaluated? 
1.6 Research Objectives 
The main objective of this research is to develop the multiple channel queueing 
model with multiclass arrivals under an uncertain environment that can enhance and 
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predict efficient traffic and logistic loading operations in the cement manufacturing 
industry. This main objective is expected to provide certain solutions to the cement 
manufacturing industry, such that they are able to estimate and improve the 
efficiency of the related queueing system. The following sub-objectives assist in 
achieving the main research objective: 
1. Design the procedure of arrival rates and service rates in queueing models 
under the effects of an uncertain environment based on fuzzy subset intervals. 
2. Develop the mathematical fuzzy PM of the multiple channel queueing model 
with multiclass arrivals which are priorities under an uncertain environment 
using the PNLP technique.  
3. Develop the mathematical fuzzy queues for the multiple channel queueing 
model with multiclass arrivals and different service rates under an uncertain 
environment using the RR technique. 
4. Develop a proposed model of UF for the multiple channel queueing model 
with multiclass arrivals under an uncertain environment by fuzzy subsets and 
the α-cut approach. 
5. Validate the develop proposed sub-models under an uncertain environment by 
simulation experiments. 
6. Evaluate the proposed sub-models and model by comparing them with existing 
models. 
1.7 Scope of the Research  
This research was carried out based on the operations of loading cement material 
products at Cement Industries of Malaysia (CIMA). The secondary data were 
collected from 2013 to 2014 because during this period, there was increased demand 
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for cement material from individual agents and construction companies. To develop 
the multiple channel queueing model with multiclass arrivals, the basic elements 
considered were the arrival rates design of each class and service rates. This needs to 
be identified under an uncertain environment to reach real specific waiting time of 
trucks and to estimate the maximum real number of trucks arriving in the system for 
each period. Therefore, this research is a convergence between the probability and 
possibility theories. 
1.8 Research Contributions 
Basically, there are two main contributions of this research, i.e., the theoretical 
contribution which covers the development of a multiple channel queueing model 
with multiclass arrivals under an uncertain environment; and practical contribution to 
the management of the cement industry.  
1.8.1 Theoretical Contributions  
The theoretical contributions of this research can be viewed in the outcome of this 
research, which strengthens the position of the existing queueing model in several 
ways, including the development of the multiple channel queueing model with 
multiclass arrivals under an uncertain environment. Two defuzzification techniques 
are used, i.e., the PNLP technique and the RR technique. Another contribution is the 
classification of basic elements as intervals, i.e., the arrival rates for Class One and 
Class Two and service rates. In addition, a new model, i.e., the UF, is developed to 
estimate the whole queueing model. Hence, the theoretical contributions of this 
research are highlighted as: 
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1. Any queueing system under an uncertain environment depends on the 
defuzzification approach to remove the fuzziness and estimate the system via 
the PM. Therefore, the contribution is developing the main model,                     
(M1, M2)/G/C/2Pr (multiclass arrival queuing model), as three new proposed 
sub-models, of which sub-model 1, MCFQ-2Pr is multiple channel fuzzy 
queueing model with multiclass arrivals implemented by using the PNLP 
technique to derive the lower bound (LB) and upper bound (UB) of the PM.  
Hence, the LB and UB of PM are formulated to describe the family of 
different crisp values as closed intervals.  
2. Another defuzzification technique is used to develop the main                         
(M1, M2)/G/C/2Pr model by using the RR technique which constructs the 
basic elements (i.e., the arrival rates Class One and Class Two, and service 
rates). The sub-model 2, MCCQ-ESR-2Pr is a multiple channel crisp 
queueing model with multiclass arrivals and exponential service rates (ESR) 
The sub-model 3, MCCQ-GSR-2Pr is a multiple channel crisp queueing 
model with multiclass arrivals and gamma service rates (GSR). Hence, 
converting the fuzzy queues into crisp queues leads to reaching new 
deterministic crisp values of basic elements and PM to estimate the whole 
system.  
3. The uncertain environment affects the behavior of basic elements (the arrival 
rates Class One and Class Two, and service rates). However, complications 
in these two main elements arise when there is substantial uncertainty in 
these values due to uncontrollable factors e.g. traffic congestion, logistics, 
weather and machine breakdowns. This is computed by integrating the 
probability behavior and possibility behavior. Therefore, these basic elements 
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are represented by designing the arrival rates of each class, and service rates 
into the linguistic variables. Thus, fuzzy subset intervals lead to constructing 
multiple membership functions.  
4. UF is an important factor in queueing models, which represents a tool for 
obtaining a balance in the whole queueing system. Therefore, developing a 
proposed queueing model TrMF-UF by using the fuzzy subset interval and 
the α-cut approach is another theoretical contribution of this study. 
1.8.2 Practical Contributions  
Practically, this research contributes to the industry in two different ways. Firstly, the 
research acts as a basis for smooth, efficient and successful implementation to 
control supplying demands operations within the cement manufacturing industry via 
classifications of intervals based on arrival rates of trucks through multi classes to 
the cement industry. Secondly, this research serves as a guide for management of the 
cement industry to understand and estimate the efficiency traffic control and logistic 
loading operations within expected waiting time of trucks in the queue. 
Subsequently, it creates a balance between the maximum number of trucks arriving 
and departing after completion of service under an uncertain environment. 
1.9 Thesis Organization     
This thesis is outlined in six chapters. Chapter One describes the background of the 
research, in terms of the consumption of cement material, specifically in a cement 
manufacturing industry in Malaysia as well as the challenges faced when conducting 
this research. The research problem is described and the objectives that need to be 
achieved are highlighted.  
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Chapter Two presents three main subjects: firstly, the introduction of queueing 
concepts; secondly, it explains the details of the elements affecting queue 
congestion; and thirdly, attention is given to the list of approaches that has been used 
to solve the issues that have risen in queueing under an uncertain environment, 
beginning from the history of this problem (Prade, 1980). The gaps in the queueing 
formulation problem identified from previous studies are also addressed in this 
chapter.  
 
Chapter Three is classified into three main sections. Firstly, an explanation on the 
overview of the priority queueing concept is given, followed by the discussion on 
some preliminaries of fuzzy set theory. The last section presents two defuzzification 
approaches, i.e., the PNLP and RR techniques. These techniques are used to convert 
fuzzy queues into crisp queues specifically reaching to the optimal crisp values.  
Consequently, the aim of this chapter is to show the relationship of these techniques 
and the multiple channel queueing model with multiclass arrivals under an uncertain 
environment in the cement industry.    
Chapter Four describes the research methodology to achieve the objectives as 
described in this chapter. The first step in the methodology is the research design and 
problem definition in the cement Malaysian industry. This is then followed by data 
collection, fuzzification of data with steps for design of the basic elements, i.e., the 
arrival rates Class One and Class Two, and service rates based on intervals and fuzzy 
subsets; and development of the mathematical multiple channel queueing model with 
multiclass arrivals (M1,M2)/G/C/2Pr, model under an uncertain environment. This 
model is developed by using the PNLP and RR techniques which lead to three sub-
models: sub-model 1, MCFQ-2Pr, sub-model 2, MCCQ-ESR-2Pr and sub-model 3, 
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MCCQ-GSR-2Pr. In addition, a new TrMF-UF model under an uncertain 
environment is developed by using fuzzy subset of intervals and the α-cut approach. 
Validation and evaluation of the developed sub-models and model rely on existing 
mathematical models.  
  
Chapter Five shows the results and discussions of the new alternative sub-models 
which contribute to the fuzzy queueing model. This includes the effectiveness of 
designing the basic elements, i.e., the arrival rates Class One and Class Two, and 
service rates based on fuzzy subsets of intervals. The multiple channel queueing 
model with multiclass arrivals under an uncertain environment in the cement 
industry is developed using the PNLP and RR techniques. Furthermore, another 
proposed model is utilized with respect to the UF in fuzzy queueing systems. Several 
experiments are done for testing the validation, evaluation and verification of the 
efficiency of the new sub-models against the existing mathematical models.  
 
Finally, Chapter Six presents a conclusion of the thesis. A summary of the 
methodology and the successful accomplishment of the research objectives are 
described. Some recommendations for future work are proposed in this chapter. 
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 CHAPTER TWO
 LITERATURE REVIEW OF QUEUEING SYSTEMS 
Based on the discussions in Chapter One on the investigation of queueing problems 
with different approaches to solving them, this chapter begins with the introduction 
to the factors that influence the growth of queues. One important element of this 
growth is the type of environment. Hence, a few queueing techniques and 
approaches that have been previously applied in this field of queueing are reviewed. 
These approaches or techniques include the mathematical approach under fixed 
values, schedule models, simulation approach and some mathematical techniques 
under approximated values, such as the parametric nonlinear programming (PNLP) 
technique, robust ranking (RR) technique, Dong Shah and Wong (DSW) algorithm, 
left-right (LR) technique, and other techniques. Based on the mathematical approach 
under an uncertain environment, a review of certain fuzzy priority models is offered. 
This chapter ends with a summary. 
2.1 Introduction to Queueing Concept 
A queue is a line of people or things waiting to be handled, usually in the sequential 
order, starting at the beginning or top of the line or sequence (Cooper, 2004; Hillier, 
& Lieberman, 2010; Bhat, 2015). In general, a queueing problem is a common 
problem which is encountered by humans or objects inside a congested service 
system and this leads to an increase in the waiting time of customers to receive a 
service. Queues are seen to occur in our day-to-day activities, such as, demand for 
supplies in logistical loading operations and making payment at the checkout counter 
of a supermarket or bank, amongst others (Taha, 2007; Gross, 2008; Bhat, 2015). It 
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is one of the branches in the field of operations research because the results from 
analyzing the queueing system are often used when making business decisions about 
the waiting lines to provide the best services or reduce the queueing congestion 
problem as a whole (Taha, 2007).  
 
The term, „queueing‟ was coined by Erlang who first mathematically analyzed 
queues, and as a result of his further research and analysis in the field, the concept of 
queueing theory came to light in his first paper published over a century ago (Erlang, 
1909). His work studied telephone traffic congestion problems in the first decade of 
the 20
th
 century in the research work titled, “The Theory of Probabilities and 
Telephone Conversations”. Based on his work, which he adopted for the Danish 
Copenhagen Telephone Company from 1909 to 1920, several studies to date have 
explored various areas where a queueing problem can exist or where a waiting line is 
expected to occur. Some of these fields include analyzing hospital patients during 
peak congestion (Bastani, 2009; Madelbaum, Momcilovic, & Tseytlin, 2012); and 
adoption of the queueing concept in emergency departments (Izady, 2010; Brahma, 
2013). In the area of manufacturing industries, specifically for supply and demand 
and production level, queue problems are most times experienced in the supply and 
demand through logistical loading operations (Groover, 2007; White, Schmidt, & 
Bennett, 2012; Newell, 2013). This manufacturing inventory sector has been seen to 
be a good area for the application of queueing techniques for solving congestion 
problems as demonstrated in the work of Buzacott & Shanthikumar (1992), which 
gave a review of queueing models that can be used for the design of manufacturing 
systems; and Dallery and Gershwin (1992) which presented an extensive review of 
models with some analytical results for manufacturing flow line systems. 
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Furthermore, Papadopoulos and Heavey (1996); and Altiok (2012) considered  the 
actual design of production lines, setting inventory management issues and master 
production plans with policies of switching from one product to another, 
procurement plans, product and customer priorities, work-flow under batch size and 
maintenance plans, daily or weekly production distribution, repair management and 
routing due to failures (Anderson, Sweeney, Williams, Camm,  & Cochran, 2015). 
 
Therefore, it can be concluded that the problem encountered in queues is one that 
needs to be solved with the aim of reducing the waiting time of units or customers in 
the whole system. The understanding of how to reduce or eliminate queues will help 
industry managers towards better decision-making and better estimation of their 
organizations.There are certain elements that contribute to the increase or congestion 
in queues, and some major ones are discussed in the next section.  
2.2  Elements Affecting Queueing Technique 
In modeling queueing systems, there are certain notable elements which can lead to 
increase in the waiting time of customers or units in a queue which further lead to 
congestion or bottlenecks. These elements include the arrival pattern of customers, 
service pattern, number of channels in the system, priority discipline and system 
capacity (finite or infinite queue length). The following subsections illustrate each 
element affecting queueing technique. 
2.2.1 The Arrival Pattern 
The arrival pattern refers to the average number of customers who require service 
within a specific period of time (Sharma & Sharma, 2013; Bhat, 2008). Usually, it is 
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assumed that the inter-arrival times are independent and have a common distribution. 
In many practical situations, customers are seen to arrive according to a Poisson 
stream, i.e., exponential inter-arrival times (Gross, 2008). In general, customers may 
arrive one by one to get the service or in batches, just like in a random variable 
process (Maurya, 2013); fixed batch (Ghimire et al., 2014); or the compound Poisson 
process (Basawa, 2014). This element plays a vital role in queueing problems as 
many previous studies have adopted the effects of the arrival pattern in various areas, 
most especially arising when rating the service level of the system, especially in 
periods when demand for supplies is congested (Mark et al., 2011). 
2.2.2 The Service Pattern 
In the formulation of queueing problems, the service pattern is concerned with the 
approach for serving customers (Bhat, 2008; Gross, 2008). Usually, the service time 
can take any form of continuous distribution, ranging from deterministic distribution 
(D) (such as ATM machines); exponential distribution (M); or general distribution 
(G). Other continuous distributions that the service pattern can follow include Erlang 
(Er) and Gamma (G), amongst many others. Adan and Resing (2015), and Ghafour, 
Ramli, and Zaibidi (2017) stated that the service time for every customer can be 
modeled as a random variable which leads to service time depending on the type of 
service distribution for each system.  
2.2.3 Number of Servers in the System  
The number of servers or channels is an important factor which is denoted most 
times by s or c, respectively (Bhat, 2008). In a queueing system, it is specified that 
the service mechanism of the queueing system may be a single server or a group of 
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servers operating in series or parallel servers (Gross, 2008), where each server has its 
own particular queue or belongs to a common queue. If a certain service center has 
more than one identical server handling the customers‟ requests, then these servers 
are mostly regarded as a part of a single queueing system, where there is a 
distribution of the input load amongst the servers in some systems on a random 
pattern.  
2.2.4 The Priority Discipline 
The priority discipline factor is an important indicator that is taken into consideration 
in each system. Many real life queues fit queueing systems with priority-discipline 
models because it describes real life situations much more closely than other 
available models (Morse, 1958; Jaiswal, 1968). In a priority-based environment, rush 
jobs are taken ahead of other jobs, and important customers may be given 
precedence over others (Takagi, 2008; Gross, 2008). Therefore, the use of priority-
discipline models often provides a very welcome refinement over the more usual 
queueing models in areas of applications, like emergency departments, permanent 
clients in banks and supplying demands in the manufacturing production through 
processing of companies‟ long-term contracts (Derbala, 2005; Hana, 2012; Singh, 
2014). In addition, full consideration of priorities is absolutely essential when 
considering the costs of a queueing system that is represented by performance 
measures and when finding the optimal design of models. 
 
There are many possibilities for the order for which customers or units enter the 
service system (White et al., 2012). These include: First-Come First-Serve (FCFS) 
Last-Come-First-Serve (LCFS), discipline with priorities (Pr) and service in the 
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random order (SIRO), amongst many others. However, when referring to priority 
disciplines, there are two types of priorities which are discussed subsequently: 
2.2.4.1 Preemptive-Priority Discipline 
In this type of priority environment, the customer with the highest priority is allowed 
to enter the queue immediately, even if another with lower priority is already present 
in the queue when the highest customer arrives (Morse, 1958; Bhat, 2008). In 
addition, a decision has to be made whether or not to continue the pre-empted 
customer service from the point of pre-emption when resumed or to start a new 
(Wang et al., 2015). 
2.2.4.2 Non-Preemptive- Priority Discipline 
When considering non-preemptive priority discipline, the scenario follows such that 
upon arrival of a higher priority customer, there is no interruption. The highest 
priority customer just goes to the head of the line, which is called HOL to wait its 
turn (Sultana & Kwak, 2011; Adan & Resing, 2011; Singh, 2014). Another group of 
researchers describes this priority environment as a new customer entering only 
when the current customer terminates, or it goes to the waiting line. This means the 
server does not interrupt the current service (Morse, 1958). Hence, a conclusion can 
be drawn that the priority discipline is quite important, and this is essential to choose 
the suitable priority for each service system to prevent congestion in queues and to 
deliver standard services to all customers in the system. 
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2.2.5  System Capacity 
This refers to the maximum number of customers that can be allowed into the 
queueing system, depending on the type of server/channel, including those whoe 
have received service, or the upper bound (UB) of the queue length under 
consideration (Bhat, 2008). For example, an automatic car wash has a limited area 
i.e., finite or a certain capacity for service (Sharma & Sharma, 2013; Yang & Chang, 
2015). In addition, system analysis may be simplified by assuming that the customer 
population is infinite in size. Indeed, this is often the case for real systems, so that 
the input source is said to be either finite or infinite.    
 
With respect to these unique characteristics of any queueing system, studies from 
way back have designed a shorthand representation for easier interpretation of 
queueing model properties, known as Kendall‟s notation. In 1953, Kendall, an 
English mathematician, proposed the initial three factor A/B/C system for notation of 
queueing systems (Kendal, 1953); while Lee (1966) made an extension of the 
notation by including D; and Taha went further to include E and F (Taha, 2007). 
In reality, some of these factors, such as the arrival pattern and the service pattern, 
are uncontrollable and become complex in systems. These factors are reported to 
become possibly stable and balanced in the service systems when solving queueing 
problems. Therefore, the next section reviews how queueing comes into play in an 
uncertain environment. 
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2.3 Type of Environment   
The type of environment is an important factor which affects the input values which 
are the most important in queueing models. These values are called basic elements, 
such as the arrival rates and service rates (Prade, 1980; Fellin, Lessmann, 
Oberguggenberger, & Vieider, 2005; Bhat, 2008; Ritha & Menon, 2011). Therefore, 
many researchers have studied the nature of these elements, which deals with the 
type of environment, i.e., constant basic elements (arrival rates and service rates) 
This is undertaken to follow certain probability distributions (Haridass & 
Arumuganathan, 2008; Ghimire et al., 2014; Vimaladevi & Ayyappan, 2015). Others 
have studied different conventional queueing models. These basic elements with an 
uncertain environment have a pivotal role to maximize the usefulness of queueing 
models (Fellin et al., 2005). One of the meanings attributed to the word, 
„uncertainty‟ is vagueness which  introduced by Zadeh (1965). Vagueness defines as 
real situations that are very uncertain or vague in a number of ways. This due to lack 
of information and for this reason, the future state of the system might not be known 
completely (Zimmermann, 2011). It is usually applied for extending conventional 
queueing models into fuzzy queueing models based on determined objectives of the 
model, constraints and the precise measurement of basic elements, such as arrival 
and service rates (Buckley, Feuring, & Hayashi, 2001; Zhang, Phillis, & 
Kouikoglou, 2005). 
This type of uncertainty information has long been handled appropriately by 
probability theory and possibility theory. In constructing a model, fuzzy set theory 
always maximizes its usefulness as it is closely connected to the relationship among 
30 
 
 
 
three key characteristics of every system model, namely complexity, accuracy and 
uncertainty. 
 
In queueing systems, the term, uncertainty, in linguistic terms, includes statements 
like, „the mean arrival rate is approximately five customers per minute‟, „the mean 
service rate is approximately 12 customers per minute‟, and „the mean start-up rate is 
between three and five customers per unit time‟. In other words, there is a degree of 
possibility represent to each possible value of a datum. Many researchers (Ross, 
Booker & Parkinson, 2002; Dubois & Prade, 2012) have described these terms and 
called them linguistic modifiers. The word, uncertainty, denotes a lack of 
information and this knowledge has a complex nature in the real world 
(Oberguggenberger, 2005). It is viewed as affecting real life problems in many 
fields, specifically with queueing problems.  
 
This imprecise environment affects the inter-arrival times and service times because 
these variables are required to follow certain probability distributions with known 
and exact parameters (Prade, 1980; Buckley, 1990; Dubois & Prade, 2012). 
However, in reality, these assumptions are not exactly representing the human 
behaviour and may not always be true. Hence, some problems in real life affect these 
known values that are assumed to be known and constant. This leads to complex 
queueing systems (Prade, 1980; Huang, Lin and Ke, 2008; Yang and Chang, 2015). 
Therefore, in many practical cases, the decision-makers are reluctant or find it is 
burdensome to express their exact preferences based on crisp numbers or scales. 
Hence, there is a need for a formal system to handle uncertainty to ensure that the 
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information is effectively used. For this purpose, one can find two widely studied 
theories, i.e., probability and possibility theories, which govern the fuzzy set theory. 
Thus, the next section involves identifying the best possible approaches to balance 
these basic elements within a queueing system when there is growth in waiting lines 
or queues of customers. 
2.4 Review of Queueing Approaches 
This section highlights past studies that have been done on the queueing problem, 
focusing on approaches to solving the problem in order to obtain the best results. 
Most of these studies are based on the well-known formula, Little‟s Formula, that 
was discovered by John D. C. in 1961 (Little, 1961). On the other hand, a simulation 
technique is based on generating the basic elements to find several ways to reduce 
the waiting time in the queueing system, while the analytical techniques in queueing 
models under an uncertain environment are applied in wider techniques and 
algorithms to find crisp real data in the queueing system. The calculation of the 
performance measures of the queueing model using defuzzification approaches 
(PNLP technique, RR technique, DSW algorithm, LR technique and other 
techniques) which refers to analyzing the queues mathematically with approximated 
elements. A classification of some queueing problems based on the approaches for 
solutions is given in Table 2.1. 
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Table 2.1  
Classification of Queueing Approaches in Manufacturing Industries  
Sources Approaches 
Bailey (1954); Morse (1958); Cohen (1982); Doshi (1986); Sngupta (1990); Adan 
and Resing (2002); Tian and George (2006); Derbala (2005); Jain (2006);  
Sherman and Kharoufeh (2006); Ke (2007); Haridass and Arumuganathan (2008); 
Economou and Kanta, (2008); Park, Kim and Chae (2010); Sanajian, Mehrizi, and 
Balcioglu (2010); Jain, Sharma, and Sharma (2011); Sharma and Sharma (2013); 
Madan (2011); Kamoun (2012); Shinde and Patankar (2012); Ke,Wu and Zhang 
(2013); Maurya (2013); Sharma and Kumar (2014); Ghimire, Ghimire, and Thapa 
(2014); Kim and Kim (2014); Singh (2014); Vimaladevi and Ayyappan (2015); 
Mohammadi and Alinaghian (2015); Van Vianen, Gabor, and Van (2015) 
Mathematical 
approach  
based on fixed 
basic elements 
 
Semeria (2000); Adonyi, Biros, Holczinger, and Friedler, (2008); Ouelhadj and 
Petrovic (2009); Cheng et al., (2010); Carvalho and Haddad, (2012); Opoku, 
(2013); Terekhov et al., (2014); Jamiu et al., (2014); Junghare and Deshmukh, 
(2015). 
 
Schedule model 
approach 
Cox and Smith (1961); Law (1986); Chanas and Nowakowski, (1988); Negi and 
Lee (1992); Law and Mccomas (1998); Buckley (2005); Zhang et al.,(2005); 
Zhang (2006); Rahim and Mahamud (2006); Rahim, and Ku-Mahamud (2008); 
Wu (2009); Alghadafi and Latif (2010); Abogrean (2012);   Muñoz & Ruspini 
(2012); Hassan, Chowdhury, and Masud (2012); Saǧlam and Zobu (2013);  Khalid 
et al., (2013); Heshmat et al., (2013a; 2013b; 2017); Azadeh and Sina, (2013); 
Akhavian and Behzadan, (2014);  Muñoz and Ruspini (2014); Vajargah and 
Ghasemalipour (2014;2015); Chen and Jiang (2016); Ghafour, Ramli, and Zaibidi 
(2017) 
 
Simulation 
approach 
 
Kao et al., (1999); Chen (2004a); Chen (2004b); Chen (2005); Wang and Wang 
(2005); Ke, Huang and Lin (2006); Huang, Lin, and Ke (2008); Lin, Huang, and 
Ke (2008); Narenji, Ghomi, and Nooraie (2006); Wang, Yang, and Li, (2010); 
Kalayanaraman, Thillaigovindan, and Kannadasan (2010); Jeeva and 
Rathnakumari (2012a;2012b); Devaraj and Jayalakhmi (2012a, 2012b); 
Kalyanaraman, Thillaigovindan, and Kannadasan (2013) ; Mary and Jenitta 
(2014); Yang and Chang (2015); Das and Baruah (2015); Bagherinejad and 
Pishkenari (2016); Geetha, Ramalakshmi, Bhuvaneeswari, and Ramesh (2016) 
 
Yager (1981); Chen (2006); Ke, Huang and Lin (2007); Lin, Huang and Ke 
(2008); Tyagi, Singh, and Saroa (2013); Palpandi and Geetharamani (2013a, 
2013b); Palpandi, Geetharamani and Pandian (2014); Ramesh and Ghuru (2014a); 
Mary and Christina (2015); Pavithra and Mary (2016a, 2016b) 
 
Dong, Shah, and Wongt (1985); Ritha and Robert (2010); Stephen and 
Bhuvaneswari (2011); Srinivasan (2014); Shanmugasundaram and Venkatesh 
(2015); Thamotharan (2016); Shanmugasundaram and Venkatesh (2016a; 2016b); 
Madhuri and Chandan (2017) 
 
Kanyinda et al., (2015a, 2015b); Kanyinda (2016a) 
 
Pardo and de la Fuente, (2007; 2009); Wang, Wang, and Tsai (2007; 2009); Ritha 
and Menon (2011); Bhuvaneswari, Kumar and Murugesan (2014); Paoumy (2014); 
Ramesh and Ghuru (2014b); Kanyinda (2016b); Singh, Mittal, and Gupta (2016); 
Thangaraj and Rajendran (2016); Ramesh and Ghuru (2017) 
Mathematical 
approach 
 based on 
approximated 
basic elements 
 
 PNLP 
 
 
 
 RR 
 
 
 
 
 DSW 
 
 
 
 
    LR 
 
 
 Other 
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2.4.1 Mathematical Approach Based on Fixed Basic Elements 
The mathematical technique refers to finding the solutions to various queueing 
system problems by taking input values which are provided and assumed to be 
known and precise (Taha, 2007). Although in traditional queueing models, the inter-
arrival rates and service rates are required to follow certain probability distributions 
with fixed parameters (Gross, 2008), there are a huge number of studies and research 
on significant modeling, design and analysis of manufacturing/queueing systems 
with fixed values (White et al., 2012). In general, the main models suitable for 
estimating the manufacturing industries include batch models with vacation, 
unreliable servers (breakdown machine) and discipline priorities queueing models. 
 
In most queueing systems, customers arrive randomly according to a Poisson process 
and form a queue. That is the case in a typical manufacturing situation where the 
work pieces arrive at a machine center in batches and they leave in batches (Bailey, 
1954). A batch consists of identical work pieces that are processed and then 
transported in batches for further processing. Such a situation can be modeled as 
queues with bulk arrivals. There is a discipline within the mathematical tools and 
theory of probability called the classical bulk queue where customers are served in 
groups of random size and the queueing systems with single or multiple vacations 
are introduced (Doshi, 1986; Tian & George, 2006). A number of researches have 
been conducted on the bulk queueing system and some of these previous works are 
briefly discussed.  
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Haridass & Arumuganathan (2008) studied the [ ] / /1/KM M FCFS  model in the 
single channel batch arrival rate and general service rate; while Park, Kim and Chae 
(2010) considered the [ ] / /1/KM M FCFS  model when the system is still idle until 
the arrivals reach constant batch K arrival and start to serve the customers in two-
phases with the two heterogeneous service modes. Other works include the research 
by Shinde and Patankar (2012), Maurya (2013), and Ke, Wu and Zhang (2013), 
where a model to deal with state dependent bulk service queue with balking, 
reneging and multiple vacations was developed with the advantage of using 
sensitivity analysis to study a bulk retrial arrival queue in a single server model. In 
recent literature, Kim and Kim (2014) studied the multi-server batch arrival, while 
Ghimire et al., (2014) used the mathematical expressions of the probability 
generating function to obtain a performance measurement with / /1/bM M FCFS . 
This model is a single server model with constant bulk arrival in the transportation 
system, such as vehicle dispatching strategies for bulk arrival consisting of some 
combinations of vehicle holding and cancellation strategies. Furthermore, 
Vimaladevi and Ayyappan (2015) analyzed the bulk of queueing models with 
various threshold policies for multiple vacations under a restricted admissibility 
policy of arriving batches as an 
[ ]
( , )/ /1/
X
a bM G FCFS  model and set up service time 
when the server is in non-vacation. 
 
On the other hand, there are a large number of studies on the classical unreliable 
servers as studied by many authors and researchers. Sengupta (1990) published on 
the machine interference problem and its cost/profit analysis which is similar to the 
research conducted by Haghighi and Mishev (2013). In general, recent studies have 
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focused on solving problems caused by unreliable servers and breakdown times in 
the field of production lines in classical queueing models with probabilistic theory 
and mathematical formula to evaluate the system and minimize the breakdowns, 
repairs and failure rates amongst production factories. For this type of queueing 
system where machines are subject to breakdowns, repair and failure, which is called 
unreliable queues with an unreliable server. Sherman & Kharoufeh (2006) analyzed 
one of the important applications, / / 1M M  model, with retrial single channel queues 
and unreliable server, where customers arrive with no waiting room and server 
breakdowns. These customers either find the server unavailable (busy or failed) or 
join the retrial orbit. In addition, Ke (2007) studied the batch arrival of the system 
and start-up of the machine with unreliability depending on different policies by 
using the general service time distribution and the single channel queueing model. 
The Markovian single-server queue with an unreliable server was analysed to study 
the relationship between interruption and multi-optional repair servers with working 
vacation (Economou & Kanta, 2008; Jain, Sharma, & Sharma, 2011). Other notable 
works in relation to the manufacturing industry, include Kumar (2013), Sharma and 
Kumar (2014), and Adan and Resing (2002).  
 
The rule that governs decision-making in the application of queueing is known as a 
queueing discipline or priority discipline (Jaiswal, 1968; Adan & Resing, 2015). The 
priority discipline is a common and easy way for manufacturing industries to have an 
organized system by the creation of time-tables, depending on customers' demands 
for a certain type of product (Cohen, 2012). Some studies that have adopted priority 
discipline include the single server queueing model with several classes  of 
customers and the priority being regarded as discrete and dynamic (Derbala, 2005). 
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Other studies considering priority disciplines for parameters assumed to be fixed for 
single and multiple server queueing models include Sanajian, Mehrizi and Balcioglu 
(2010), Madan (2011), Kamoun (2012), and Van Vianen, Gabor, and Van Ommeren 
(2015). In addition, Mohammadi and Alinaghian (2015) minimized the average 
waiting time that all customers spend on the system under preemptive priority.   
2.4.2  Schedule Model Approach  
A schedule model approach is one of the branches in operations research. The 
concept of scheduling models has to do with the process of arranging and controlling 
work in the different sectors, such as purchase of materials, quantities and schedule 
or time-table amongst terminal logistical loading operations (Carvalho & Haddad, 
2012; Ouelhadj & Petrovic, 2009). Therefore, scheduling is an important process in 
many sectors, such as industries, health and economics, because there are many 
benefits of schedule planning, such as time and money saving and increased 
production and efficiency, for example, in the manufacturing industry. Many 
previous studies have shown that this approach is applicable in manufacturing 
industries for planning production in terms of managing resources and production 
line over time, which in turn, can lead to optimization. Junghare and Deshmukh 
(2015) and Opoku (2013) studied optimization depending on constraints determined 
in organizations in the manufacturing industry; while Adonyi et al., (2008) studied 
the schedule with logistical loading operations in terminal points under batch 
production schemes to offer customers; and Cheng et al., (2010) suggested  planning 
and designing of a facility layout in a particular manufacturing setting is expected to 
minimize material handling cost, overall production time and investment in 
equipment and optimal utilization of the space. 
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There are several challenges in the scheduling approach because there are some 
factors that affect the integration of the schedule model, specifically in a 
manufacturing environment with a queueing problem, such as the scheduling process 
is focused on the determination of processing service times of the schedule process. 
This is related to the operations of supplying order demands based on the machine 
operating system for supplying units (Jamiu et al., 2014). However, this pattern is 
not appropriate under the cement manufacturing environment due to the nature of 
supplying different order demands, such as bulk products and bag products.  
 
In addition, the scheduling process under arrival times of customers is affected by 
the operation of supplying demands due to uncontrollable factors, hence having an 
effect on the basic elements, such as arrival rates and service rates (Semeria, 2000; 
Terekhov et al., 2014). Therefore, to address these challenges, we investigate the 
integration of queueing models and schedule discipline of priorities with nature of 
environment which affect arrival rates and service rates. Hence, there is a need to 
investigate a suitable queueing approach to handle the queue created and bottlenecks 
experienced according to uncertain basic elements and this has led us to focus on 
fuzzy multiclass arrivals in queueing systems. 
2.4.3 Simulation Approach  
The simulation approach is normally used to assess the current situation through the 
input-output relationship based on a simple or complex mathematical expression 
(Okonkwo, 2011). As part of the intricacy, most systems have diverse functions 
between input variables and response variables. Cox & Smith (1961) described 
simulation using queueing models that try to build and construct approximate reality 
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as much as possible and provide analytical tools to study the behavior of a complex 
queueing system.  
 
Law (1986), Perros (2009), and Stewart (2009) adopted this relationship between 
queueing problems and the simulation approach specifically in manufacturing 
industries with bottlenecks and stochastic variable intermediate buffers to identify 
the performance measurements. Similarly, Rahim and Mahamud (2006); and Rahim 
and Ku-Mahamud (2008) studied exponential generalization (EG) to design the 
processing  jobs, while Abogrean (2012), and Akhavian and Behzadan (2014) 
studied simulation with active performance queueing models. Another group of 
researchers analyzed discrete-event models of manufacturing systems, such as 
service level number of channels in the production line (Alghadafi & Latif, 2010; 
Heshmat et al., 2013a, 2013b. 2017; Khalid et al., 2013). 
 
Several researchers have enhanced the queueing problem by considering many 
factors, arrangements and processes of solving them using various techniques. It is 
stated that, "Simulation of manufacturing industries is a powerful tool in obtaining 
the performance measures where analytical techniques are either difficult or 
impossible to use" (Saǧlam & Zobu, 2013; Chen & Jiang, 2016; Ghafour, Ramli, & 
Zaibidi, 2017). This is presented in a review on the importance of simulation in 
manufacturing as a very helpful work tool in the industrial field to test the system′s 
behavior under two sequential stations.                    
 
For most real-world problems which could be solved analytically, the goal is to 
determine the best solution and simulation provides a technique to produce better 
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results faster while observing and understanding the world around. However, in the 
area of fuzzy queueing models, some of the foundational work that has adopted 
simulation involves the generation of a random fuzzy number relations between 
random sets called fuzzy-numerical simulation (Chanas & Nowakowski, 1988). 
Fuzzy-numerical simulation allows the numerical value to a fuzzy variable by the 
generation of a value of a random variable which is related in some way to the fuzzy 
variable. Negi and Lee (1992) used analytical techniques for some queueing 
problems which usually require many simplifying assumptions, and most times 
result in the solutions being inferior or inadequate for implementation. In instances 
such as this, the only alternative for modeling and analysis available to the decision-
maker is simulation. 
 
More complex systems in fuzzy queueing systems where the simulation approach 
has been seen to be useful is when the behavior of the server is subject to complex 
restrictions on the system‟s capacity. Buckley (2005) and Zhang et al. (2005) stated 
that this restriction is characterized to introducing a new procedure to fuzzy queueing 
theory using the confidence interval approach to access a new algorithm by 
generating removable servers between fuzzy set theory and the time varying arrival 
rate and simultaneously forecasting the number of demands on each server. Another 
group of studies has chosen to simulate a fuzzy queueing system using different 
membership functions and algorithms and a comparison of the results is shown 
(Aydin & Apaydin, 2008; Pardo & de la Fuente, 2008a, 2008b).  
 
Some other notable literature in this area includes Wu (2009) who adopted the 
simulation approach for the development of a new procedure under the fuzzy 
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environment for the calculation of variation in non-homogeneous Poisson fuzzy 
arrival rates via the inverse technique to generate triangular fuzzy arrival rates and 
service rates. Furthermore, Muñoz and Ruspini (2012, 2014) extended the work by 
Wu (2009) and compare their results with the work of Negi and Lee (1992). Their 
study produce better fuzzy arrival rates and service rates by using simulation 
approach. Their approach then has been applied to solved the global warming 
problem. Another group of studies has emphasized that one of the important values 
in queueing systems is the utility factor (UF). Vajargah & Ghasemalipour (2014, 
2015) tried to generate the triangular fuzzy arrival rates and service rates and then 
computed the UF by using the expected value model.  
 
A number of fuzzy queueing models with priorities have been subjected to analysis 
by the simulation technique, specifically in the production line and manufacturing 
industries via fuzzy logic theory. Zhang (2006) used fuzzy logic based on the most 
effective priority values to show the process of batch utilization for the  
[ ] / /1/ PrXFM FM  model to design the arrival pattern based on fuzzy logic 
simulation. Hassan, Chowdhury and Masud (2012) applied the flexible 
manufacturing system (FMS) for choosing of priority jobs; while Azadeh and Sina 
(2013) studied the α-cut approach and the fuzzy probabilistic function with the 
multiple server priority / / / PrFM FM C  model.   
 
Although a straightforward comparison between different approaches having 
different scopes and limitations are not easy, simulation experiments cannot be the 
sole analysis for this research. This is because when estimating the performance of 
the cement manufacturing industry under consideration in this research, it is difficult 
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to build the closed-form analytical solution i.e., the LB and UB of PM due to the 
complexity of this practical queueing problem under crisp queues and fuzzy queues. 
2.4.4 Mathematical Approaches Based on Approximated Basic Elements 
As mentioned in Chapter One, because of the random nature of the processes 
involved, the queueing technique is rather demanding and all models are based on 
very strong assumptions not always satisfied in practical situations (Fellin, 
Lessmann, Oberguggenberger, & Vieider, 2005; Oberguggenberger, 2005; Zhang et 
al., 2005). Therefore, an uncertain environment is combined with several techniques 
which are used to remove this vagueness by defuzzification approaches to solve 
queueing problems in many practical situations, specifically in manufacturing 
industries (Buckley, 1990). 
 
Much research has been done in the queueing context under uncertain environments 
(Prade, 1980; Li & Lee, 1989; Buckley, 2006). These works are related to solving 
the queueing problem itself and the solution technique or techniques being utilized. 
The reason for this is not only due to complexity of the interaction in the uncertain 
environments but also to massive practical applications in the real world. These 
techniques are discussed in the following subsections. 
2.4.4.1 Parametric Non-Linear Programming Technique 
The parametric nonlinear programming (PNLP) technique is a mathematical 
procedure consisting of parameters, constraints and the objective function to 
construct membership functions used to compute the PM of the queueing system. 
Kao et al. (1999) proposed this procedure with four basic single fuzzy queues, 
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namely: / /1, / /1, / /1M F  F M  F F  and / / 1FM FM , where F represents fuzzy 
time and FM denotes fuzzified exponential time. Hence, these parameters represent 
the inter-arrival rates and service rates as seen in the fuzzy queues. Therefore, 
building these membership functions refers to the PM being based on the α-cut 
approach and Zadeh‟s extension principle (Kaufmann, 1975;  Zimmermann, 2011).  
 
Model constraints refer to the restriction faced by LB and UB in a queueing 
technique, when the inter-arrival rate and service rate are seen to be ambiguous 
numbers, which is generally called a fuzzy number. The need to reduce these fuzzy 
values into a family of crisp values is paramount. Therefore, this technique is 
characterized for some specific properties, such as formulating the conventional PM 
via derivation of new mathematical formulation fuzzy queueing models. In addition, 
considering the works of Kaufmann (1975) and Zimmermann (2011), this technique 
builds the LB and UB of the α-cut intervals for these PM. 
  
Hence, it can be stated that fuzzy queueing models are much more realistic model 
forms than the conventional crisp queueing model within the context of conventional 
queueing models. It is required that the arrival and the service rates follow a certain 
distribution (Yang & Chang, 2015). However, in many practical and real-life 
situations, the data under consideration may be obtained subjectively and may be 
better and more appropriately described using linguistic terms, such as slow, fast or 
moderate, rather than using single fixed values which is always based on   
probability distribution (Buckley, 2006; Zimmermann, 2011). Therefore, the PNLP 
technique can be achieved effectively on these basic elements functions, as 
evidenced in literature.  
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Numerous researchers have contributed to this technique, including Chen (2004a) 
who constructed the membership functions using the performance measures of the 
/ /1/XFM FM FCFS  model with a constant batch arrival to transform the batch 
fuzzy arrival rates into a family of the crisp batch arrival rate. In the following year, 
Chen (2005) applied this technique using tandem queues with fuzzified exponential 
inter-arrival rate and service rate being more flexible with the manufacturing 
systems.  Ke, Huang, and Lin (2006) developed the batch arrival queue and multiple 
server model, / / /
KFM FM C FCFS  with the PNLP technique, with all parameters 
being fuzzy numbers; while Lin, Huang and Ke (2008) presented the efficiency of 
the batch model with the setup rate as the fuzzy parameter pattern for the 
/ /1/XFM FM FSET  model where FSET represents the fuzzified setup. Jeeva & 
Rathnakumari (2012a) suggested batch arrival rates depending on the vacation policy 
with single channel / /1/
XFM FG SV MV  based on Chen (2004a) study on batch 
fuzzy arrival rates and assuming the single vacation (SV) and multiple vacation 
(MV) are general fuzzy service rates. 
 
Mary and Jenitta (2014) continued along this same path by adopting the first 
essential service (FES) and second optional service (SOS) with the vacation process
1 2/ ( , ) /1
XFM F G G  model in manufacturing industries. A continuation of  this work 
related by stages of the server is seen in Geetha, Ramalakshmi, Bhuvaneeswari,  & 
Rameshkumar, (2016) and Kalyanaraman, Thillaigovindan  and Kannadasan (2013). 
Another set of studies on the queueing problem under the fuzzy environment adopted 
to reduce the risks of an uncertainty environment is Chen (2004b) analysis of the 
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fuzzy performance measures with the finite capacity / /1/ / /FM FM FCFS K   
model; while Wang, Yang, and Li (2010) extended the work of Chen (2004b) by 
developing the N-policy / /1/ /FM FM FCFS K  model based on analysis of turning 
on the server when N or more fuzzy customers arrived to the system and turned off 
when the system is empty. Yang and Chang (2015) followed the work of Wang, 
Yang and Li (2010) by developing the F-policy with / ( ) /1/ /FM FM FM FCFS K
, model single queue and adding the start-up rate of arriving customers reaching 
capacity K to obtain the real crisp number of customers in the system. Additionally, 
other studies have examined the coordination of manufacturing systems using this 
approach (Ke & Lin, 2006; Kalayanaraman, Thillaigovindan, & Kannadasan, 2010). 
 
A typical queueing problem includes a variety of models and the multiple channels 
mean more servers to serve the customers. In this regard, Wang and Wang (2005) 
analyzed the multiple channel fuzzy queue / /FM FM C  model  to compute the 
expected waiting time of customers in the system; while Narenji, Ghomi, and 
Nooraie (2006) continued that analysis to compute the other fuzzy performance 
measures. The extension of Kao et al. (1999) model contains a general structure in 
Das and Baruah (2015) who adopted this general proposed model based on Baruah‟s 
random fuzziness consistency. In recent studies, Bagherinejad and Pishkenari (2016) 
focused on the basic elements, such as arrival and service rates, with the multiple 
channel queueing model by using the characteristics of fuzzy numbers to construct 
the PM with the PNLP technique.  
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However, studies adopting this technique with priority queues specifically used the 
non-preemptive priority queues which are effective for performance estimation of 
production/manufacturing systems. Huang, Lin and Ke (2008) developed a model on 
non-preemptive priority queue / / 1 /FM FM NPPR  with summation set of jobs under 
the automatic mechanism of the production line. Devaraj and Jayalakshmi (2012a, 
2012b) studied the development of the non-preemptive priority queue with two 
classes of priority and equal service rate represented by a single channel system 
model and tackled two classes of the priority discipline / /1/ 2 PrFM FM  model 
and the / /1/ 3PrFM FM  model as three classes of priority queueing.  
 
Most previous studies have focused on single channel models with priorities and 
multiple channel models (Bagherinejad & Pishkenari, 2016) without priorities 
specifically in manufacturing industries. For example, priority policy is seen in 
Devaraj and Jayalakhmi (2012a, 2012b) who studied the priority discipline in two 
and three classes of discipline priority under single model. This is done for the 
purpose of showing the scientific gap considered through this technique as a more 
useful and effective procedure in this research. This technique has been extended for 
applications in different models where the pattern of the system is a multiple channel 
queueing system with multiclass arrivals appropriate for the cement manufacturing 
industry, which is considered in this research to remove vagueness and ambiguity 
from fuzzy basic elements. 
2.4.4.2 Robust Ranking Technique 
The review of existing literature on fuzzy set theory shows that there is another 
specific approach adopted to convert fuzzy sets into crisp sets, i.e., the robust 
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ranking (RR) technique. This technique was studied by Yager (1981) based on 
different linear membership functions, known as Yager‟s ranking technique. This 
technique does not require convexity or normality of the sets under comparison and 
it is easy to implement and naturally appealing (Chen & Hwang, 1992). It is worth 
noting that this technique has some unique attributes of compensation, linearity and 
additivity (Fortemps & Roubens, 1996; Nagarajan & Solairaju, 2010; Palpandi et al., 
2013). 
 
The fundamental concept of this technique is the provision of an alternative 
characterization of the extension of the principle of fuzzy sets (Dubois & Prade, 
2012). This characterization takes its roots from the use of relations in representing 
mappings and the application of this new characterization to develop an extension 
for non-deterministic mappings. Chen and Hwang (1992) presented a study on the 
confidence interval of this approach being represented by various levels of the 
interval of fuzzy numbers (Dubois & Prade, 2012). Therefore, this approach is 
commonly adopted in different queueing models. Thus, we present a brief discussion 
on studies that have considered the RR technique.  
 
Chen (2006) investigated this technique to find optimal values for expected queue 
length, while Ke, Huang and Lin (2007) adopted this technique to compute the 
optimal value of expected waiting time of a given retrial queueing model. In the next 
year, Lin, Huang and Ke (2008) used this technique to compute the single crisp of 
expected number of material in the system. Then Tyagi et al. (2013) studied the 
construction system of performance measures in which breakdown and service time 
are fuzzy numbers. In the same year, Palpandi & Geetharamani (2013a) adopted this 
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method to develop two queueing models represented as / /1/ PrFM FM  model; 
single channel non-preemptive priority queues were two classes of fuzzy arrival rates 
and the same service rate with two types of membership functions, i.e., trapezoidal 
and triangular fuzzy numbers to convert fuzzy priority queues into crisp queues. The 
second model, / / 1
K
FM FM  was developed for bulk arrival for single fuzzy queues 
with varying batch sizes (Palpandi & Geetharamani, 2013b).  
 
Other groups of studies who have considered this technique for fuzzy queueing 
models are Ramesh and Ghuru (2014a) who suggested different types of 
membership function with ranking technique for / ( , ) /1FM FM FM FM  model, 
while in the same year Palpandi, Geetharamani, and Pandian (2014) studied two 
server with different efficiencies. Mary and Christina (2015) studied the total 
average cost for the 
( , ) / /1/ /
X
m NM M BD MV model with a set of parameters, i.e., 
arrival rate, service rate, batch size, setup, vacation, breakdown, repair rates and the 
start-up in the single channel model under uncertain environments. Pavithra & Mary 
(2016a, 2016b) recently analyzed two types of single queueing models: the first one 
was the analysis of the
( , )/ /1/a bFM M MWV model under multiple working vacation 
with the bulk service queueing model to find the mean queue length; and the second 
model introduced the fuzzy concept for reserve reneging to find the expected system 
size in terms of crisp values. In addition, Bagherinejad & Pishkenari (2016) studied 
the values of the utility factor, ρ by using the characteristics of fuzzy numbers to 
construct membership functions and the RR technique with the multiple channel 
queueing model. 
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These studies considered the RR technique from 1981 to 2016, focusing on the 
research technique that was used and the objectives of the study. However, these 
studies did not adopt the multiple channel queueing model with multiclass arrivals 
and general service rates under uncertain environments because of the nature of the 
study and complexity of the structure to compute the optimal single crisp values. 
This is done for the purpose of showing the scientific gap that has been considered 
through this technique as a more useful and effective procedure in this research.    
2.4.4.3 Dong Shah and Wong Algorithm 
The Dong Shah and Wong (DSW) algorithm is another approximation approach 
proposed by Dong, Shah and Wong (1985). This approach was proposed to ease the 
computational burden in implementing the extension principle for continuous-valued 
functions and mappings. This algorithm is based on two simple concepts: the optimal 
pair of operands as given by nonlinear programming, and the intervals of the 
operands corresponding to the same membership (Ross, 2004). Simplicity of form 
and efficiency in computation are perhaps the two most important ingredients for the 
successful large-scale application of fuzzy sets in engineering. Hence, this algorithm 
makes use of intervals at various α-cut levels, in defining the membership function's 
algorithm (Zimmermann, 2011).  
 
Therefore, it prevents abnormality in the output membership function due to the 
application of the discrimination on the fuzzy variable domain, and it can prevent the 
widening of the resulting functional value set due to multiple occurrence of variables 
in the functional expression by conventional interval analysis techniques. This 
approach makes use of the α-cut representation of fuzzy sets in a standard interval 
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analysis (Kishk & Al-Hajj, 2002). Many studies are available in the design and 
analysis such that the fuzzy set theory has been applied to a number of queueing 
systems to provide a broader application in many fields. When the inter-arrival time 
and service time are fuzzy variables, the DSW algorithm can be used to define 
membership functions of the performance measures of the different types of 
queueing systems. Some studies which have used this technique with uncertain data 
have given the approach a broader application base. 
 
Ritha and Robert (2010) adopted the discipline priority queueing model 
/ /1/ PrFM FM  (preemptive and non-preemptive) to obtain average total cost of 
inactivity by using the steps of standard intervals for DSW, while, Stephen and 
Bhuvaneswari (2011) developed a single channel discipline priority model (no 
priority, preemptive priority and non-preemptive priority) with retrial fuzzy queues. 
In addition, Srinivasan (2014) developed an algorithm with single channel fuzzy 
queues to convert trapezoidal fuzzy arrival rates and service rates into crisp interval 
values. Shanmugasundaram and Venkatesh (2015) extended the work of Srinivasan 
to develop the conventional multiple queueing model in fuzzy set for a multiserver 
based on the standard interval algorithm to compute the fuzzy trapezoidal 
performance measures. Furthermore, Shanmugasundaram and Venkatesh (2016a) 
considered the same model by using the triangular performance measures, while 
considering this algorithm with discipline priority queues with fuzzy retrial as 
compared to three cases (no priority, preemptive priority and non-preemptive 
priority) based on the average total cost for each case. Shanmugasundaram & 
Venkatesh (2016b) extended their work with the multiple channel fuzzy model under 
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single vacation. In the same year, Thamotharan (2016) considered the same model as 
Shanmugasundaram and Venkatesh by using the triangular performance measures, 
while Madhuri & Chandan (2017) improved this algorithm using pentagonal 
membership function with single channel model.  
 
These studies explain the efficiency of this algorithm to construct the membership 
functions of the performance measurements in queueing systems where the inter-
arrival time and service time are both fuzzy numbers. Hence, this algorithm leads to 
standard and restricted all parameters i.e., fuzzy queues as defined by ordered pairs 
of real numbers and conducted on positive quantities. 
2.4.4.4 Left and Right Technique 
The Left and Right (LR) technique is an approach to find the performance 
measurements under uncertain environment queues (Kaufmann, 1975; Zimmermann, 
2011). This approach is characterized as being integrated between two techniques, 
which achieves convergence between two approaches: the first one is the α-cut 
approach and the second is the PNLP technique, by using the area between the 
centroid point and the other original two points as an index of ranking fuzzy numbers 
(Chu & Tsao, 2002; Nejad & Mashinchi, 2011). This is achieved by using the 
standard triangular membership function which is basically represented by three 
parameters (Bojadziev & Bojadziev, 2007).   
 
The adoption of this technique gives a correspondence between the mean value of 
the fuzzy measurement and the mean value in a crisp queueing model. This approach 
has major advantages, which include less computational burden and being simple, 
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convenient and flexible to use. Kanyinda et al. (2015a, 2015b) used this technique to 
compute the number of customers in the system and the waiting time in the queue
/ /1/FM FM FCFS . In the following year, Kanyinda (2016a) considered this 
algorithm with retrial single fuzzy queues on patient customers. However, this 
approach has limited single models with only two values in the queueing model 
based on closed α-cut intervals.  
We can say that the studies that have adopted the LR technique obtained 
approximation solution with the assumption that fuzzy arrival and service rates 
restrict this technique with two parameters. 
2.4.4.5 Other Techniques 
In the studies on fuzzy queueing systems, other approaches have been used to 
convert fuzzy queues into crisp queues, such as by Pardo and De la Fuente (2007) 
who developed the optimization of two queueing models with discipline priority, 
such as / /1i iM M  
and / /1i iM F  models, where i denotes the number of class. 
These models based on Zadeh‟s extension principle. Another group using the same 
pattern and emphasized on discipline priority queues (Wang, Wang, & Tsai, 2007; 
2009) to analyze the Markovian arrival process in the single channel, such as 
/ /1MAP PH  Markovian arrival process and / / 1DBMAP PH  discrete batch 
Markovian arrival process models based on fuzzy Markov matrix.         
In addition, Ramesh and Ghuru (2014b) focused on the discipline priority as three 
cases (no priority, preemptive priority and non-preemptive priority) with different 
service rates / /1i iFM FF  model based on the α-cut approach. Bhuvaneswari, Kumar 
and Murugesan (2014), Kanyinda (2016b), and Paoumy (2014) benefited from the α-
52 
 
 
 
cut approach in their studies and considered different single fuzzy queues to compute 
the performance measures. In addition, Pardo and De la Fuente (2009) studied the 
use of fuzzy sets and the possibilistic distribution with balking models while Ritha 
and Menon (2011) used the arithmetic operators with  N-Policy single queues.  
 
Recent studies by Singh, Mittal, and Gupta (2016) have considered analysing the 
permeated discipline priority single fuzzy queue / /1/ PrFM FM  using the α-cut 
approach based on the heterogeneous fuzzy service; while, Thangaraj and Rajendran 
(2016) considered the multiple channel fuzzy queueing model / /FM FM C  by using 
the level method to obtain the LB and UB for the expected number of customer in 
the system, Ls and the expected waiting time of customers in the system, Ws. 
Moreover, Ramesh & Ghuru (2017) studied the four types of priority with single 
queues / / 1 / 4 PrFM FM  model by using the centroid of the centroids ranking 
technique.  
 
However, the studies that have adopted “other approaches” obtained the 
approximation solution with the assumptions that fuzzy parameters are mostly single 
server model and multiple server queueing model, which are not appropriate for the 
cement manufacturing industry. Hence, the justification of the chosen approaches for 
this research, where multiple channel queueing with multiclass arrivals under 
uncertain environments exists.                          
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2.5 Review of Fuzzy Priority Queueing Models 
This section presents the problems of priority queueing models in previous 
approaches and discusses how priority queueing models have been studied with 
basic elements under an uncertain environment via a merge between probability and 
possibility patterns. However, due to the complexity of practical production lines 
encountered in most manufacturing systems, choosing correct and adequate queueing 
models under the existence of interruptions can be critical to the estimation of the 
performance of the system (Fellin et al., 2005; Lin et al., 2008). This interruption is 
seen to exist in all production systems described as queueing models, either in the 
behavior of customers in arrival for service or in the channel for rendering the 
service. Hence, it is necessary to summarize the studies on fuzzy priority queue 
models because these studies have helped to establish that fuzzy queueing theory 
which is an extension of the conventional queueing theory to solve the queueing 
problem under uncertain environment. Table 2.2 summarizes previous works of 
fuzzy queueing priority problems with their approaches. 
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Table 2.2  
Summary of the Fuzzy Queueing Priority Problems with Approaches 
Source Type of Model Approach  
Zhang (2006) / /1/ PrFM FM
 
Simulation 
 
Pardo & Fuente 
(2007) 
/ /1i iM M , / /1i iM F  
Others by using 
Zadeh‟s extension 
Wang et al. 
(2007) 
/ / 1MAP PH  
Others by using 
fuzzy Markovian matrix 
Huang et al. (2008) / /FM FM NPPR  
Parametric nonlinear programming 
technique 
Wang et al. (2009) / /1DBMAP PH  
Others by using 
fuzzy Markovian matrix 
 
Ritha & Robert (2010) / /1/ PrFM FM  Dong, Shah &Wong algorithm  
Stephen & Bhuvaneswari 
(2011) 
 
/ /1/ PrFM FM  
retrial queues 
 
Dong, Shah &Wong algorithm  
Hassan, Chowdhury & 
Masud (2012) 
Single server & multiple 
server 
Simulation 
Devaraj & Jayalakshmi 
(2012a) 
/ /1/ 2 PrFM FM  
 
Parametric nonlinear programming 
technique  
Devaraj & Jayalakshmi 
(2012b) 
/ /1/ 3PrFM FM  
 
Parametric nonlinear programming 
technique  
Palpandi & Geetharamani 
(2013a) 
/ /1/ PrFM FM  
 
Robust ranking  
Technique 
Azadeh and Sina (2013) / / / PrFM FM C
 
 
Simulation 
 
Ramesh & Ghuru 
(2014b) 
/ /1i iFM FF  
Others by using 
α-cut approach 
 
Singh, Mittal & Gupta 
(2016) 
/ / 1 / PrFM FM  
Heterogonous server 
 
Others by using 
The α-cut approach 
Shanmugasundaram & 
Venkatesh (2016) 
/ /1/ PrFM FM  
Retrial queues 
 
Dong, Shah & Wong algorithm  
Ramesh & Ghuru 
(2017) 
/ / 1 / 4 PrFM FM  
 
Others by using 
centroid of centroids ranking approach 
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Table 2.2 shows the list of the studies that have focused on priority problems under 
an uncertain environments according to the approaches presented. Hence, the 
objectives of this research are a combination of Devaraj and Jayalakshmi (2012a; 
2012b) and Palpandi et al. (2013a) to obtain the performance measures in fuzzy 
queues and multiple channel queueing model with priorities. Thus, estimating the 
logistical loading operation in the manufacturing industry under an uncertain 
environment still needs investigation of the basic elements which are the arrival rates 
and service rates. Therefore, this contributes to developing the multiple channel 
queueing models with multiclass arrivals under an uncertain environment. 
2.6 Discussion  
In this chapter, some crucial factors related to the effect of queue problems are 
discussed which would be helpful to achieving the primary goal of this research. 
Various approaches have been adopted to estimate the performance measures, such 
as mathematical techniques with known and fixed basic elements, scheduling 
models, the simulation technique and the mathematical queueing technique under 
approximated basic elements.  
 
The Mathematical technique with fixed and known values is not adopted in this 
research since it is not capable of catering to imprecise values with complex 
problems, especially in practical applications. Thus, these models do not exactly 
represent actual or natural human behavior. In order to mathematically deal with 
uncertainty embedded in linguistic judgment, these techniques are mostly based on 
probability theory in the queueing approach.  However, for an uncertain 
environment, there is a need to use possibility theory with imprecise values to 
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represent these basic elements i.e., arrival rates and service rates, with the use of 
probability distributions.  
 
In constructing these models by algorithms, i.e., through simulation approach, were 
considered in the previous research has adopted the queueing technique, whether 
with precise or imprecise values (i.e., basic elements). This procedure is to generate 
crisp and fuzzy values for comparisons and formulating algorithms but its 
complexity in the barrier to derive the mathematical formulation for the performance 
measurements. On the other hand, the mathematical technique under an uncertain 
environment has played a prominent role in extending the conventional queueing 
models to obtain crisp data which has led to obtaining mathematical formula of 
performance measurements of queueing model. 
 
Rigorous studies in the queueing technique show that there are many elements that 
have been investigated using various approaches to obtain a useful result. Each 
research has contributed new information on the queueing techniques. These 
elements, known as basic elements, including arrival rates per customer and service 
rates, are balanced in each type of single channel or multiple channel. However, this 
type of model, i.e., multiple channel queueing model and multiclass arrivals under an 
uncertain environment, has not been designed and considered with mathematical 
fuzzy set theory.  
 
Therefore, one of the purposes of this research is to estimate the expected waiting 
time in the system and obtain different realistic crisp values to estimate the whole 
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system by designing a procedure for these basic elements and developing the main 
model which is the multiple channel queueing model under an uncertain 
environment. This research addresses this type of model with two approaches: the 
PNLP technique and RR technique under an uncertain environment as discussed in 
Chapter Three. 
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CHAPTER THREE 
PRIORITY QUEUEING CONCEPT AND FUZZY 
PRELIMINARIES 
This chapter focuses on the underlying concepts and techniques that form the basis 
for the development of a multiple channel queueing model with multiclass arrivals 
under an uncertain environment. The discussion considered in this chapter covers 
three parts. The first part gives an overview of the priority queueing concept and 
performance measures (PM) followed by a discussion on some values which are 
expected waiting time, probability of customer arrivals, utility factor (UF) and 
residual processing times. The second part is on some preliminaries of fuzzy set 
theory, such as fuzzy numbers, linguistic terms, types of fuzzy numbers, α-cut and 
Zadeh‟s extension principle. These preliminaries are associated with the 
methodology in this research. The last part is on two defuzzification techniques 
which are used to convert fuzzy queues into crisp queues. In addition, the parametric 
nonlinear programming (PNLP) technique and the robust ranking (RR) technique are 
presented.  
3.1 Priority Queueing Concept 
The priority queueing concept (PQC) defines customers being served under the 
priority discipline (Morse, 1958). Models arising from this concept play a significant 
role in organizing and coordinating the customers in the service (Sztrik, 2012; White 
et al., 2012). Hence, most manufacturing industries depend on priority disciplines 
which are determined under at least two types of order demands: Class One and 
Class Two, or more.  
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The supplying of demands in manufacturing cement industries rely on two types of 
productions; this means that there are two types of products for customers (Marceau 
et al., 2006; Vik et al., 2010). Therefore, there is a close relationship between 
designing supply demands for the customers and queueing problems at the sales and 
marketing terminals to meet customer expectations and maximize sales within the 
shortest time. Some of these policies depend on common disciplines in the queueing 
system, such as First-Come-First-Serve (FCFS), while, others follow a priority 
discipline. The most possible refinement in PQC is the non-preemptive priority 
classes specifically used in manufacturing industries (Gaver, 1962; Bhat, 2008; Adan 
& Resing, 2015). The non-preemptive priority queues are used to solve many 
problems and applications in production systems because most of the servers in the 
production line follow a particular service pattern depending on differences in 
customer priorities. Therefore, queueing theory plays an important role in analyzing 
and solving these types of problems to reach an appropriate way of satisfying the 
customers (Kella & Uri, 1985; White et al., 2012).  
 
White et al. (2012) listed several advantages of PQC with queueing models 
specifically in multiple channel systems, like manufacturing industries, including the 
following: 
 The priority of an order is artificially created so as to maximize a company‟s 
profit by favoring big spenders (Osogami, 2005). 
 The priority of an order ensures organized fixed orders on long-term. Thus, the 
scheme of priority is organized by designing a time-table, such as daily time-
tables all year round for supplying demands. 
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 The basic goal of priority discipline is to access the customers‟ preferences 
(Vik et al., 2010). 
 The manufacturing production technique system naturally leads to two gains: 
to minimize costs of the whole service system and to reduce the expected 
waiting time of customers (Vik et al., 2010). 
 
The nature of PQC focuses on the analysis of the PM for each class. Therefore, the 
most important value, specifically in multiple queueing models with the priority 
discipline, is the expected waiting time of customers in the queue, 
qW  which is 
computed per priority class. For example, there are two classes for priority queueing 
systems, where the first class is tagged high priority and the second class is tagged as 
low priority (Morse, 1958; Choi, Chang, & Kim, 1999; Adan et al., 2002). In this 
research, we focus on the (M1,M2)/G/C/2Pr namely multiple channel queueing model 
with multiclass arrivals because it is the most appropriate model in manufacturing 
industries. The investigation of these values is explained in more details in the next 
subsections.  
3.1.1 Waiting Time Based on Priority Discipline 
The expected waiting time of customers in the queue i
qW  (where i denotes the 
priority Class) for the multiple channel queueing model with the multiclass discipline 
defined by Adan and Resing (2002), Kella and Uri (1985), and White et al.  (2012), 
is given as: 
 ( )
1
1 1
. , 1, 2.
(1 )(1 )
i w
q i i
j jj j
E R
W i
c 

 

 
  
                            (3.1) 
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where, 
j  is the utility factor, 
c    is a shared capacity,  
w  is the probability of customers arriving and waiting in the queue with one station 
of arrival,  
 E R  is the residual processing time, 
In order to determine or compute the other PM per class, i.e., the expected waiting 
time of customers in the system ( i
SW ), expected number of customers in the queue          
(
i
qL ) and expected number of customers in the system (
i
SL ), we use Little‟s formula 
(Bhat, 2008; Krakowski, 1974). The general relationship is the formula, L W  
which is easy to adopt in the queueing system. Therefore, using this relationship, we 
can obtain the other PM related to estimating the whole queueing system as given 
below:  
( ) ( ) 1i i
s qW W

                                           (3.2) 
( ) ( )i i
q i qL W                    (3.3) 
( ) ( )i i
s i sL W                  (3.4) 
where, 
i   denotes the arrival rates of customers for each class (i.e., Class One and Class 
Two), 
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μ   denotes the average mean service rate of customers between Class One and Class 
Two. 
Therefore, this research adopts Equations (3.1) to (3.4) to find the optimal real crisp 
performance measures for priority Class One and Class Two, under an uncertain 
environment. Based on Equation (3.1), we need to explain the parameters containing 
inside 
i
qW , including the utility factor,  , the probability of arriving customers, w  
and residual processing times,  E R . The following subsections illustrate each value 
used in this type of model. 
3.1.2 Utility Factor   
In order to study any system according to queueing theory, we need to apply the 
necessary condition for stability (traffic intensity) denoted as, ρ (Bhat, 2008). This 
parameter is based on the ratio of arrival rates and service rates for computing the 
most vital execution measures. The probability of busy server follows   , i.e., 
service rate is greater than arrival rate (Bhat, 2015; Gross, 2008). However, in the 
multiple channel queueing system, there is a modification to the condition to become
c  . Consequently, the formula can be defined in multiple channel queueing 
system under priority discipline as:   
1
1
c



 , 22
c



                                                                                                   (3.5) 
1 2 1     .                           (3.6) 
 
where, 
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1  denotes the arrival rates for Class One, 
2  denotes the arrival rates for Class Two, 
 c   denotes the number of channels in the system, 
 µ  denotes the average service rates between Class One and Class Two, 
1  denotes the utility factor for Class One, 
2  denotes the utility factor for Class Two. 
Many studies have tried to emphasize the proportion of traffic density in 
manufacturing systems by using one deterministic crisp value (Bagherinejad & 
Pishkenari, 2016; Ghimire et al., 2014; Singh, Mittal, & Gupta, 2016). Other studies 
have used the simulation technique to find the utility factor (Vajargah & 
Ghasemalipour, 2014, 2015, 2016). Hence, according to Equation (3.6), we develop 
a new alternative model suitable for cement manufacturing industries to provide 
better estimation of the whole queueing system under an uncertain environment.  
3.1.3 The Probability of Customers Arriving to the System 
Another value in the PQC is the probability that customers arrive to the system and 
wait, denoted by w . When the parallel service stations, c in the queue discipline are 
more than one (10 stations in the distribution center), the PM needs to change the 
initial values to nP , denoting the equilibrium probability of n customers in the 
system (Adan & Resing, 2002; Cohen, 2012; White et al., 2012).  
Figure 3.1 shows the pattern from single to multiple channel models which are 
obtained by deriving an equilibrium equation for the probabilities
 n
P : 
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Figure 3.1. Diagram of Multiple Channel Queueing Model (Adan & Resing, 2002) 
Figure 3.1 illustrates the equilibrium probability of customers in the multiple channel 
queueing model which by iteration gives: 
 
0. , 0,...
!
n
n
c
P P n c
n

         
and  
0
( )
.          0,1,2,...
!
n
n n
c n c
c
P P P n
c

      
Therefore, the probability, 0P  of having zero customers in the system follows 
normalization which yields:  
1
1
0
0 ! !(1 )
n cc
n
P
n
c
c
 




 
 
  
 
 
 .                                                      (3.7) 
Most literature has focused on analyzing, 0P  using Equation (3.7) which is based on 
substituting the number of channels in the multiple channel queueing system (Adan 
& Resing, 2002; Cohen, 2012; White et al., 2012). To denote w  by PASTA 
properties (Poisson Arrivals See Time Averages) with multiple channel queueing 
models and priority discipline, it follows that:  
1 2 ...,w c c cP P P        
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


 
   
 
                                   (3.8)   
 
Thus, by computing w  in Equation (3.8), the probability of customers arriving to 
the system and waiting in queue is obtained.    
3.1.4 Residual Processing Times of Priority Queues 
Another important value in PQC which characterizes it as different from other types 
of queueing models is the residual processing time (RPT) denoted by  E R . This 
value defines the remaining time for a customer to complete the service inside the 
server, while another customer arrives to the queue (Jaiswal, 1968; White et al., 
2012). Therefore, computing  E R  is based on the first and second moment service 
time distribution regardless of the number of class of priorities for customers inside 
the service. 
   
The calculation of  RPT value with the multiple channel queueing system is not so 
easy in this type of queueing model (Sultana & Kwak, 2011; Williams, 1980). The 
basic idea for this value  was investigated by Adan and Resing (2002) and Sztrik 
(2012). Thus, this value can be written as: 
 
   
 
2 2 2
21
( 1)
2 2 2
b
b
E b E b
E R C E b
E b E b
 
   
      
.                                    (3.9)  
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where, 2
bC  
denotes the squared coefficient of variation of the service time, 
 E b  is the mean of the random variable for service rates, 
2E b    is the second moment of the random variable for service rates, 
2
b  is the standard deviation of random variable for service rates.  
 
The mean waiting time only depends on  E R ; therefore, in practice, it is sufficient 
to know the mean and standard deviation of the service time in order to estimate the 
expected waiting time.  
Suppose that a customer arriving into the system denotes the total service time of the 
job in production by X and density of X by  Xf  . The basic observation to find  
 Xf   which represents the function any type of random service time distribution 
also, it is more likely that a customer arrives in a long service time than in a short 
one (Tasneem, Lipsky, Ammar, & Sholl, 2005; Adan & Resing, 2002). Hence, the 
probability that X is of length, x should be proportional to the length   as well as the 
frequency of service times, which is denoted by ( )bf x dx . Thus, we may write as: 
     x x biP x X x dx f x dx C f x dx                                          (3.10)   
where, C is a constant to normalize this density. 
   1
0
bC xf x dx E b

                                                                                         (3.11) 
Hence, 
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 
 
( )b
x
xf x
f x
E b
                                                                                                       (3.12) 
Then, the expression becomes:    
2
2
0 0
1 [ ]
[ ] ( ) ( )
[ ] [ ]
x x
x b
E b
E X xf x x f x dx
E b E b
                                                            (3.13) 
Due to the condition that the time of arrival of the customer will be a random point 
somewhere in the service time X (probably average, in the middle of X), it is 
important to compute this parameter before finding the expected waiting time of 
customers in the queue for each class. Thus, the RPT value with multiple channel 
queueing model and two classes of priorities is described for some continuous 
distributions in the next subsections. 
3.1.4.1 Gamma Distribution for Processing Times 
The gamma distribution for processing times has two positive real parameters. The 
first parameter, α, represents the positive shape parameter and the second positive 
parameter, β, represents the scale parameter. The shape parameter, α, controls the 
general shape of the distribution, while the scale parameter, β, controls the scale of 
the data.  
 
A family of distributions and a change in the value of  , can change the overall 
shape of the graph for the distribution. The scale parameter on the other hand, gives 
an idea of the scale of the graph on the horizontal axis. The shorthand form,                  
X~ Gamma (α, β), indicates that the random variable, x, follows a gamma 
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distribution (Walck, 2007; Forbes, Evans, Hastings, & Peacock, 201). A gamma 
random distribution has the probability density function (pdf) defined as:   
   
11 , 0
; ,
0,
x
x e x
f x
otherwise
 
   




 


                                                    (3.14) 
To compute the expected mean of the gamma distribution, we have:  
0
0
( ) ( )
x
E bi xfX x dx fX x dx 



       ,  
 E b   .                                                                                                        
(3.15)  
In addition, the second moment of the distribution is obtained as: 
 2 21E b        .                                                                                           (3.16) 
Therefore, by substituting Equations (3.15) and (3.16) into Equation (3.9) to 
compute  [ ], we get: 
 
 
2( 1)
2
E R
  


 .                                                                                             (3.17) 
The gamma distribution is a family of right-skewed probability distributions and 
both the shape and scale parameters (α and β) affect the shape and spread of the 
graph as seen in Figure 3.2. 
 
69 
 
 
 
 
Figure 3.2.  Effects of α and β on the shape of Gamma Type 1 Distribution with   
Two-Parameters (Forbes et al., 2011) 
Figure 3.2 shows gamma probability density function with effects of the two 
parameters which are the shape parameter α and the scale parameter, β of gamma 
type 1 distribution with these two parameters. It can be seen also in Figure 3.2 four 
types of curves  based  on these two parameters. There is a close relationship 
between gamma type one the other distribution is erlang type one distribution 
through these two parameters. This relationship can be defined by some indicators: 
the first one is when the shape parameter, α of erlang distribution is an integer value, 
while the second indicator is the scale parameter, β of erlang distribution which is 
equal to the scale parameter of the gamma distribution with a significant convergent 
level between these two distributions. This leads to the same formula and same 
results for both distributions (Walck, 2007; Forbes et al., 2011). Furthermore, if the 
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shape parameter α is equal to 1, the gamma distribution is identical to the 
exponential distribution as explained in the next subsection.  
3.1.4.2 Exponential Distribution for Processing Times 
The exponential processing time is a common distribution for representing the 
service time rates in queueing systems (Adan & Resing, 2002; Walck, 2007; Forbes 
et al., 2011). The shorthand notation of this distribution, X~ Exponential (µ), 
indicates that the random variable, x  follows an exponential distribution with a 
continuous single positive real parameter, which is known as the scale parameter,  . 
The probability density function (pdf) for the exponential distribution is defined as: 
, 0
( ; )
0 , 0
xe x
f x
x


 
 

                                                                               (3.18) 
The mean of the exponential distribution [ ]E b  is computed using integration by parts 
as: 
 
0
xE b x e dx

                                        (3.19) 
Then, 
 
1
[ ]E b

 .                                                       (3.20) 
Hence, the second moment of the exponential
 
distribution is given by: 
2 2
0
xE b x e dx

                                                    (3.21) 
By integrating by parts again to obtain the common second moment gives:  
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2
2
2
E b

    .                                                                                                     (3.22) 
By substituting Equations (3.20) and (3.22) in [ ]E R  as given in Equation (3.9), we 
obtain: 
 
 
2
2
12
E R


 ,               (3.23) 
 
1
E R

  .                          (3.24) 
This implies that    E R E b  which leads us to obtain the value of  E R  when 
there is more than one direction or service processing time. Conventionally, the 
shape of the exponential distribution remains the same, even though it can be 
squeezed or stretched with respect to the value of the scale parameter. 
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Figure 3.3. General Shape of the Exponential Type 1 Distribution with One-
Parameter    Graph (Forbes et al., 2011) 
Figure 3.3 shows the general shape of the exponential distribution through three 
different curves representing the values of scale parameters for each type of curve. 
Consequently, these two types of continuous distributions are related by one of the 
important values in priority queueing namely the residual processing time, E[R].  
 
Furthermore, in PQC specifically, the explanation of the multiple channel model 
with classes of priority, including conceptual, advantages and investigation of the 
waiting time of customers for each class with some values have been outlined in 
Section 3.1. The next section explains the scientific concepts associated with 
specifically developing this conventional queueing model by extension into the fuzzy 
queueing concept using some mathematical techniques. 
3.2 Fuzzy Queueing Concept  
The fuzzy queueing (FQ) concept is seen as more realistic in analyzing queueing 
systems (Prade, 1980). Hence, FQ is defined as a powerful tool used to model 
queueing systems taking into account their natural imprecision, where the basic 
elements, such as arrival and service rates represented as fuzzy queues, are taken into 
account to obtain optimal crisp values in real practical problems and complex 
situations of the queueing system (Buckley, 2006; Buckley, 1990; Fellin et al., 2005; 
Kao et al., 1999). 
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3.2.1 Preliminaries of Fuzzy Set Theory   
The concept of fuzzy sets is only an extension of the concept of a classical or crisp 
set  (Klir & Yuan, 2008; Zimmermann, 2011). Therefore, a fuzzy set is actually a 
fundamentally broader set compared to the classical or crisp set, where the classical 
set only considers a limited number of membership degrees, such as „0‟ or „1‟, or a 
range of data with limited degrees of membership. In this way, the classical or crisp 
set can be considered as fuzzy subsets (Bai & Wang, 2006; Bojadziev & Bojadziev, 
2007; Ross, 2004). The fuzzy set theory comprises a clear set of mathematical tools, 
specifically adequate and flexible when handling incomplete data or the gradualness 
of preference profiles (George & Bo 2008, Dubois & Prade 2012).  
This theory presents a unified framework when modelling different types of data, 
such as interval-valued data or precise numerical data, which can be obtained in 
practical applications.   
3.2.2 Fuzzy Numbers 
Fuzzy numbers are fuzzy sets which are both convex and normal (Fodor & Bede, 
2006; Nasseri, 2008). A  is a convex fuzzy set characterized by a given interval of 
real numbers, each with the range of the membership function (MF) between 0 and 
1, i.e.,   , ( );AA x x x X  . Here,  : 0,1A X . Its MF is piecewise continuous and 
satisfies the following properties (Dubois & Prade, 2012).  
 A is normal, i.e., there exists an element 0X A  such that,  0 1.A X   
 A is fuzzy convex, i.e.,    1 2 1 2(1 ) ( ) ( ) ;A AA X X X X         
 1 2,X X R   and   0,1 .                
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 
A
 is upper semi-continuous.  
 Sup A is bounded where sup  : ( ) 0AA X R X   . 
where, X is the universe of discourse, ( ),
A
x  is the MF of the
 
universe of discourse 
and ( ) 1 or 0,
A
x   i.e., A is a non-member in A, if ( ) 0,
A
x  and x is a member in
( ) 1
A
x  .  
3.2.3 Linguistic Variable 
The linguistic variable with numbers defines different variable states expressed by 
linguistic terms and interpreted as specific quantitative fuzzy numbers defined in 
terms of a base variable (Zadeh, 1975). Hence, these real number values are 
represented within a specific range  (Pal & Mandal, 1991; Zimmermann, 2010).             
 
A linguistic variable is characterized by a quintuple  , ( ), , ,x T x U G M  in which, x is 
the name of the linguistic variable, ( )T x  (or simply T) denotes the term set of 
linguistic values of x, i.e., the set of names of linguistic values of x. Each of these 
values is a fuzzy variable, denoted generically by X and ranging over a universe of 
discourse, U which is associated with the base variable, u; G is a syntactic rule 
(which usually has the form of a grammar) for generating the name, X of values of x. 
M is a semantic rule for associating with each X its meaning. ( )M X  is a fuzzy 
subset of U. A particular X, that is, a name generated by G, is called a term.  
 
Referring to the expression of these linguistic quantifiers, Zadeh (1965) first showed 
the difficulty of making a sharp or precise decision which is more realistic under 
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circumstances  (Buckley, 1990; Fellin et al., 2005; Li & Lee, 1989). As we know, the 
most important elements in queueing problems are the essential basic elements 
which are arrival and service rates, which can be present under uncertain 
environments. Hence, these basic elements of a numerical variable are visualized as 
points in a plan by constructing membership functions; then the values of a linguistic 
variable may be determined by the boundaries in the fuzzy sets (Zadeh, 1978). Note 
that as there are subjective probabilities analysis; in the same way, there are 
subjective possibilities based on fuzzy sets (Buckley, 2006; Bai & Wang, 2006). 
Therefore, there is a need to explain the interpretations of these elements as 
fuzzification of deterministic values. Figure 3.4 explains the design of these basic 
elements (arrival and service rates) as a linguistic variable. 
 
 
Figure 3.4. The Overlapping of Linguistic Variables (arrival and service rates) 
(Zimmermann, 2010)   
The overlapping linguistic variables (Pal & Mandal, 1991; Zimmermann, 2010) 
representation leads to constructing membership functions with grades, such as 
triangular or trapezoidal fuzzy numbers. This is a representation of the fuzzy arrival 
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process under consideration as a relationship between linguistic expressions and 
variable numbers as mentioned in Section 2.3.  
Subsequently, this needs to relate to fuzzy behavior in a practical application based 
on the nature of data being estimated under uncertain environments (Zimmermann, 
2010). Based on statistical tests, we find the arrival rate distribution values to extract 
the values of these elements which indicates a need to estimate these values by using 
suitable linguistic expressions (Buckley, 2006). Therefore, the process for choosing 
the natural linguistic term are commonly based on the nature of the system and 
consistence with the variables in that system (Herrera & Herrera-Viedma, 2000). For 
instance, when evaluating the car, the appropriate linguistic term is comfort, design 
and modern. 
 
Hence, in many practical situations specifically in manufacturing industries, the 
arrival pattern and service pattern are typically described by linguistic values 
assumed in three terms: low arrival, medium arrival and high arrival, with complete 
probability distributions (Kaynak, Zadeh, Türksen, & Rudas, 2012). Thus, by 
considering system parameters as fuzzy numbers, the queueing models can be 
developed as wider applications in practical real life (Pal & Mandal, 1991; 
Zimmermann, 2010).  
 
Accordingly, when the arrival rate is classified into three terms, the same manner 
follows for the service rate factor being represented by linguistic expressions. These 
expressions are similar representation terms in three parts (low, medium and high), 
which follow trapezoidal or triangular fuzzy numbers (Pal & Mandal, 1991; 
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Zimmermann, 2010). This justifies that the probability theory alone is not sufficient 
for the modelling of uncertainties that are seen to arise in the manufacturing system 
which is showing  an increasing trend in recent research (Oberguggenberger, 2005), 
hence paving the way for the employment of the possibility theory for the design of 
new procedures with fuzzy arrival and service rates, and merging between 
probability and possibility patterns as discussed in detail in Chapter Four. 
3.2.4 Types of Fuzzy Numbers 
Fuzzy numbers are real numbers (Barua, Mudunuri, & Kosheleva, 2014) and can be 
defined as membership functions which are characterized as straight lines with linear 
interpolation to get both end points of the membership function intervals. In 
literature, fuzzy numbers have been employed in many fields, such as decision 
science (Dubois & Prade, 2012), operations research (Kauffman & Gupta, 1991) and 
queueing systems (Prade, 1980).  
 
A fuzzy number relies on choosing the membership function which describes these 
fuzzy numbers. There are many types of fuzzy numbers addressed in the literature 
(Jin, Bimal, & Fellow, 2002). The process for choosing the membership functions 
are based on the nature of the system and the main variables controlled i.e., arrival 
and service rates in queueing systems. Thus, these variables in queueing systems are 
consistent with linguistic scale i.e., low, medium and high, which can be splitting 
each variable as three parts (Mandal, Choudhury & Chaudhuri, 2012).  
Therefore, the most common linear membership functions (TpMF and TrMF) are 
appropriate and combined with this linguistic scale to represent these variables. In 
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addition, there are some reasons for using these two types of membership functions 
(TpMF and TrMF). Firstly, the shape is simple for plotting through straight lines 
because it is less complex and flexible. Hence, it determines the main points as 
closed i.e. not open to the RS or LS. Secondly, these membership functions accept 
symmetrical and asymmetrical numbers specifically in practical applications. 
Consequently, the fuzzy numbers which are specifically used in queueing models 
can be represented as trapezoidal and triangular fuzzy numbers. 
3.2.4.1 Trapezoidal Fuzzy Numbers   
A trapezoidal fuzzy number (TpFn) denoted by A is fully described by the 
quadruplet ( , , , )a b c d  where, a b c d    (Princy & Dhenakaran, 2016). 
Mathematically, the trapezoidal membership function, ( )
A
x
 
representing these 
main points of this membership function as in Equation (3.25) is defined as follows 
(Tan & Culaba, 2005; Klir & Yuan, 2008; Vijayan, & Kumaran, 2009; Bansal, 
2011):      
 
( )
,   
( )
1,   
( )
,   
( )
0,  otherwise
A
x a
a x b
b a
b x c
x
d x
c x d
d c


  

 
 
  
 


                                                                    (3.25) 
where, 
a:  represents the lower bound (minimum value-lower bound),  
b: represents the lower bound of the most probable value (lower mode),   
c:  represents the upper bound of the most probable value (upper mode),  
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d:  represents the upper bound (maximum value-upper bound).  
 
According to Banerjee (2012), trapezoidal membership functions are classified into 
two types: symmetrical membership function and asymmetrical membership 
function. For the symmetrical trapezoidal membership function, b-a=d-c (i.e., the 
intervals between each two-pair point are equivalent). This means    , ,a b c d  
implies that the trapezoidal fuzzy numbers on the left side equal the right side 
LS=RS  (Banerjee, 2012). Another process is to obtain the symmetrical trapezoidal 
membership functions is with respect to the line, 
2
b c
x

 . Hence, the real number 
in the centre to the interval, i.e., the trapezoidal number, is in the central closed 
interval (Bojadziev & Bojadziev, 2007). The second type of trapezoidal membership 
function which is the asymmetrical function is divided into two types: the first type 
is when the form of the function tends to the right side LS RS  and the second type 
is when the function tends to the left side LS RS . Figure 3.5 explains these types of 
trapezoidal fuzzy intervals. 
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Figure 3.5. Types of Trapezoidal Fuzzy Intervals (Banerjee, 2012)  
Figure 3.5 shows three scales (i.e., A, B and C) which are types of trapezoidal fuzzy 
intervals. The vertical axis shows the membership functions ( )
A
x
 
within the 
degrees of membership in the [0,1] interval and the horizontal axis plots the values 
of x through four points ( , , , )a b c d . It is clear that Scale A represents the symmetrical 
interval, while Scales B and C represent asymmetrical intervals.  
3.2.4.2 Triangular Fuzzy Numbers 
The triangular shape of fuzzy numbers (TrFn) denoted by A defines a triplet 
( , , )A a b c  where, a b c  . The membership function in Equation (3.26) is 
characterized as follows (Klir & Yuan, 2008): 
Scale B 
Scale C 
Scale A 
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 
1
( )
,   
( )
1,   
( )
,   
( )
0,     otherwise
L
x a
a x b
b a
x b
x
c x
b x c
c b



  


 
  
 

                                                                                
(3.26)
 
where, a and c are the lower bound and upper bound, respectively, of the subject 
fuzzy number, with b being the argument in the fuzzy subsets that achieves the 
maximum membership grade, i.e.,   1
A
b   (Mansur, 1995; Dubois, Foulloy, 
Mauris, & Prade, 2004; Kishk & Al-Hajj, 2000; Li, 2016). The value of b is not 
required to fall at the midpoint of the interval  ,a c . Consequently, there are two 
processes to compute the core value: the first one is with symmetrical numbers 
2
a c
b

 , (Bojadziev & Bojadziev, 2007) to obtain the core value located in the 
middle with symmetrical triangular fuzzy numbers, while the second process is with 
asymmetrical numbers by using statistical measurements, like using mean and mode 
to obtain the core value located in the middle with asymmetrical triangular fuzzy 
numbers (Mansur, 1995; Dubois, Foulloy, Mauris, & Prade, 2004; Kishk & Al-Hajj, 
2000; Li, 2016). Figure 3.6 portrays the types of triangular fuzzy intervals. 
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Figure 3.6. Types of Triangular Fuzzy Intervals (Kishk et al., 2000)  
Figure 3.6 illustrates the types of triangular fuzzy numbers represented as 
symmetrical triangular fuzzy numbers as in Scale A, and asymmetrical triangular 
fuzzy numbers where the core tends to the RS or to the LS as can be seen in Scales B 
and C, respectively. 
3.2.5 α-Cuts 
In fuzzy set theory, one of the fundamental mathematical concepts is alpha cut            
(α-cut). Buckley, (2006) and Xexéo (2010) defined α-cut as a crisp set of elements of 
A belonging to the fuzzy set to degree, α. Therefore, the α-cut of a fuzzy set A is the 
crisp set comprising all elements, x of universe, X for which the membership 
function of A is greater than α. This is defined as  : ( )AA x X x     , where, α 
is in the range of 0 1  .  
Scale A 
Scale B Scale C 
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The level-cut representation is very handy when extending set-theoretic notions of 
fuzzy sets. Firstly, any set-to-set function can be in principle extended level cut-per-
level cut, provided that what is obtained is a family of level cuts (Dubois & Prade, 
2012). Then, any usual point-to-point function can be lifted to a fuzzy-set-to-fuzzy-
set function on this basis. In addition, this technique either yields a fuzzy-valued 
function or a scalar-valued function. It is much more difficult to extend set-functions 
to fuzzy set-valued arguments under the vertical view. When a definition making 
sense for fuzzy sets can be expressed in terms of level cuts, this definition is said to 
be a cut-worthy concept defined via cuts. 
 
Most scholars have agreed unanimously on summarizing the definition of α-cut as 
slices through a fuzzy set producing regular (non-fuzzy) sets (Dubois & Prade, 2012; 
Zimmermann, 2011). To give a more detailed definition, an α-cut of a fuzzy set  ̃ is 
a crisp set A  that contains all the elements of the universal set x having a 
membership grade in A is greater than or equal to the specified value of α known as 
the α-cut set (Ponce & Ramírez, 2010). Thus,   : ,0 1.AA x X x               
If a fuzzy set, A is defined on X, for any  0,  1  , the α- cuts αA is represented by the 
following crisp expressions (Clark, Larson, Mordeson, Potter, & Wierman, 2008): 
 Strong α-cuts:    ( ) ; 0,1AA x X x        
 Weak α-cuts:      ( ) ; 0,1AA x X x       
Using α-cuts to represent any trapezoidal fuzzy number,  , , ,A a b c d  for lower 
(LB) bound and upper bound (UB) is    ,LB UBA A    : 
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  ( )LBA a b a    ,                                   (3.27) 
  ( )UBA d d c    .                                                                                       (3.28) 
In the same manner, to represent any triangular fuzzy number,  , ,A a b c  for LB 
and UB using α-cuts as follows: 
  ( )LBA a b a    ,                (3.29) 
  ( )UBA c c b    .             (3.30) 
3.2.6 Extension Principle 
An extension principle introduced by Zadeh is one of the basic mathematical tools 
which extends the conventional mathematical notions to the fuzzy realm using 
membership functions (Bassanezi, Alexander, & Lodwick, 2017; Xexéo, 2010; 
Zadeh, 1965). Therefore, the membership function of performance measures of the 
queueing model is derived by using Zadeh‟s extension principle with the help of the  
α-cut approach as mentioned in subsection 3.2.5. Hence, it provides a general rule 
for extending crisp domains of mathematical queueing expressions to fuzzy domains. 
 
This approach is useful for the operational derivation of membership functions and 
construction of functions based on constraints represented inside closed intervals, 
such as the upper bound and the lower bound. This justifies the suitability of certain 
defuzzification mathematical techniques and theoretical approaches for solving 
queueing problems and evaluating the performance of manufacturing industries, such 
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as a typical cement manufacturing industry. A detailed review of these techniques is 
provided in the next section. 
3.3  Defuzzification Mathematical Approaches  
In this section, we investigate two defuzzification mathematical approaches in this 
research, i.e., the PNLP and RR techniques. These approaches are very relevant from 
the practical point of view when handling fuzzy queues which is used to construct 
the membership functions with the help of the extension principle and α-cut 
approach. These techniques apply more precise values and realistic results to obtain 
crisp data under uncertain environments with various types of queueing models. 
Hence, to convert the fuzzy queues into a family of crisp queues, the mathematical 
steps of these two techniques are specifically highlighted. 
3.3.1 The Parametric Nonlinear Programming Technique 
The PNLP technique is a general procedure used to tackle the uncertain environment 
in queueing systems. This can be done by formulating the conventional queueing 
models into fuzzy queueing models. Kao et al. (1999) were the first researchers to 
attempt extending the queueing models under an uncertain environment. This 
technique is used to construct membership functions according to the adoption of 
four basic fuzzy queues, which represent single channel models. Numerous studies 
have focused on fuzzy queueing models which are much more realistic model forms 
than the conventional queueing models (Yang & Chang, 2015; Bagherinejad & 
Pishkenari, 2016). Within the context of the conventional queueing theory, it is 
required that the arrival rates and the service rates follow a certain distribution. 
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The general mathematical steps for this technique must consider at least two 
parameters with one server which follows the pattern of the basic elements in 
queueing models arrival rates and service rates (Chen, 2004a, 2004b, and 2005). 
According to Zadeh‟s extension principle (Zadeh, 1978) and the α-cut approach, the 
construction of the membership functions and constraints which relate to the PM of 
queueing models (Kao et al., 1999) is given as follows: 
 ( , ) ( ) sup min. ( ), ( ) / ( , ) .f A S A S
a x
s y
z a s z f a s  


                                          (3.31) 
where,   
,A S          represents the fuzzy numbers of basic elements, which are arrival rates 
and service rates, respectively, 
( , )
( )
f A S
z   denotes the membership function of the PM based on Zadeh‟s extension 
principle
 
( , ,q S qi.e.,W W L and SL ),  
( )
A
a         denotes the membership function for arrival rates, a is in the set, A with a 
membership value of ( )A a  (i.e., the set A can be represented for all 
elements a A ), 
( )
S
s          denotes the membership function for service rates, s is in the set, S with a 
membership value of ( )
S
s  (i.e., the set S can be represented for all 
elements s S ), 
( , )z f a s  represents the membership function of PM, where a represents the crisp 
arrival rates and s represents the crisp service rates.  
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The PNLP technique is used to construct the membership function 
( , )f A S
  to derive 
the α-cuts of  
( , )f A S
 .  According to (3.31), we need either ( )
A
a   and ( )
S
s   
or ( )
A
a  and ( )
S
s  , such that ( , )z f a s , to satisfy 
( , )
( )
f A S
z  . This can 
be accomplished by using the PNLP technique for the former case for finding the 
lower bound (LB) and upper bound (UB) of the α-cut of 
( , )
( )
f A S
z : 
( ) min ( , )fLB f a s   
             (3.32) 
      s.t.    ( ) ( )A ALB a UB   , 
                      ( )s S  ,             
    ( )
max ( , )fUB f a s   
                                                (3.33) 
      s.t.    ( ) ( )A ALB a UB   , 
                      ( )s S  ,        
and for the latter case: 
( ) min ( , )fLB f a s                                                                                              
(3.34) 
       s.t.    ( ) ( )s sLB s UB   , 
                    ( )a A  ,                                                                                          
Hence, the upper bound is: 
( ) max ( , )fUB f a s                                                                                              
(3.35) 
      s.t.    ( ) ( )s sLB s UB   , 
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                    ( )a A  ,                                                                                       
where, ( )A   and ( )S   represent the functions of crisp sets of the arrival rates and 
service rates, respectively, where,  is a value representing the level in the closed 
interval of [0,1]  . This means ( )a A   and ( )s S  can be replaced by 
( ) ( ),A Aa LB UB      
and ( ) ( ),S Ss LB UB     . Therefore, Equations (3.32) to (3.35) 
are the same. Then, it can be rewritten as: 
( ) min ( , )fLB f a s                                                                                            
(3.36) 
    s.t.    ( ) ( )A ALB a UB   , 
            ( ) ( )s sLB s UB   ,                 
( ) max ( , )fUB f a s                
(3.37) 
     s.t.    ( ) ( )A ALB a UB   , 
              ( ) ( )s sLB s UB   .                                               
where,  
( ) ( ),A ALB UB      represents the lower bound and upper bound of the crisp values 
interval for arrival rates,  
( ) ( ),S SLB UB      represents the lower bound and upper bound of the crisp values 
interval for service rates. 
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From  ( ) ( ), (0,1f fLB UB      , the membership function of ( , )f A S  can be 
constructed as a pair of mathematical programs to find the optimal solutions as this 
closed interval.  If both ( )fLB  and ( )fUB   are invertible with respect to α, then a 
left shape function 
-1
( )
( )
f
LS z LB


 
and right shape function 
1
( )
( )
f
RS z UB



 
can be 
formulated as the membership function  
( , )f A S
 : 
 
1 2
2 3( , )
( ),
( ) ( ),
0,
f A S
LS z z z z
z RS z z z z
otherwise

 

  


                                                                    (3.38) 
such that 
 
1 3
2 2
( ) ( ) 0,
( ) ( ) 1.
LS z RS z
LS z RS z
 
 
 
where,  
1 2
,z z
 
and 3z  denote the main points for each value of fuzzy PM (i.e., 
( ) ( ) ( ), ,i i is qqW W L  and 
( )i
sL ), for i=1, 2 representing Class One and Class Two, 
respectively. From different possibilities of the α-cut, when the formulation is 
relatively simple, a closed formula can be derived by taking the inverse of its α-cuts. 
It can be extracted by substituting α-values to obtain different crisp values of each 
performance measure. 
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Generally, the PNLP technique consists of several steps which are considered for 
developing most conventional queueing models. Therefore, these steps can be 
presented as: 
 
Step 1: Input the fuzzy numbers of basic elements which are the arrival rates and 
service rates represented by membership functions, such as TpFn or TrFn.  
 
Step 2: Derive the membership functions for the PM of conventional queueing 
model by using Zadeh‟s extension principle and the α-cut approach.  
 
Step 3: Before deriving the membership functions of these performance measures, 
determine the constraints according to fuzzy numbers (i.e., the arrival rates and 
service rates) via LB and UB by using the α-cut approach. Determine the cases 
through these basic elements in the procedure to derive the fuzzy PM (i.e., 
, ,q s qW W L  
 and sL ). 
 
Step 4: Substitute a pair of LB and UB of fuzzy numbers through cases according to 
Equations (3.36) and (3.37).  
 
Step 5: Simplify these equations of each LB and UB of membership function for 
each value of performance measures. Then substitute the α-cut interval as closed 
interval [0,1] to obtain different crisp values for each value of PM. On the other 
hand, substitute the values of α-cut interval into the basic elements which are arrival 
rates and service rates to obtain crisp values.   
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Step 6: Plot these values as closed intervals represented by the membership 
functions of each performance measure based on the type of membership function 
chosen. Figure 3.7 shows these general steps for this technique: 
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Figure 3.7. General Procedure of the PNLP Technique (Kao et al., 1999) 
Figure 3.7 shows the steps of the PNLP technique considering all parameters inside 
the fuzzy queues. It involves both triangular or trapezoidal fuzzy numbers between 
 0,1  and the α-cut approach. Consequently, the results of this technique are 
characterized to derive different membership functions of performance measures of 
the queueing model.  
 
The main advantage of this technique is the acceptance of more than two basic 
elements, such as arrival rates and service rates in queueing models (Ke et al., 2007; 
Yang & Chang,  2015). This technique strongly represents all types of queueing 
Derive the membership functions for  
the performance measures  
 
Determine the constraints from fuzzy numbers via  
LB and  UB  by using the α-cut approach   
Substitute a pair of LB and UB of fuzzy numbers  
to the performance measures  
 
 Simplify the LB and UB of the membership function 
for each values of  PM and substituting α-cut to  
obtain crisp values  
 
Input fuzzy numbers of arrival rates and service rates 
 represented by membership functions  
 
 Start   
End   
  Step 1 
  Step 2 
  Step 3 
  Step 4 
  Step 5 
 Plot the membership functions of 
the performance measures  
 
  Step 6 
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models and all PM related to the estimation of the classical queueing models under 
uncertain environments (Wang & Wang, 2005). Therefore, it is appropriate to use in 
this research for multiple channel queueing models with priority discipline. This 
technique allows a range of different crisp values to be accepted inside the closed 
intervals to obtain the performance measures. Furthermore, it determines the core 
value inside closed intervals which is known as the optimal value based on 
membership function represented as one core from the triangular membership 
function or two cores from the trapezoidal membership function (Jin et al., 2002). 
We further adopted an alternative queueing model technique in manufacturing 
industries to provide more conclusive analysis to queueing problems under an 
uncertain environment. 
3.3.2 The Robust Ranking Technique 
The robust ranking (RR) technique is another defuzzification approach that is widely 
used in queueing models under uncertain environments. In the fuzzy queueing world, 
it is called the golden standard technique because it obtains single crisp values 
located in the integration of closed intervals  0,1  which represents the core or 
optimal value (Pattnaik, Karunakar & Jha, 2014). 
 
This technique is acceptable when solving all piecewise linear membership 
functions, such as triangular or trapezoidal MF (Ghadle & Pathade, 2016) in many 
fields, such as assignment, inventory and transportation models (Nagarajan & 
Solairaju, 2010; Palpandi & Geetharamani, 2013a; Palpandi, Geetharamani & 
94 
 
 
 
Fathima, 2014). The general Equation (3.39) of this technique formulated by Yager 
(1981) is expressed as: 
1
0
1
( ) ( ) .
2
LB UBR a a a  d                                                                                        (3.39) 
where,  LB UBa a   denotes the α-level of the fuzzy number, a . Therefore, the 
standard steps of RR technique are as follows: 
 
Step 1: Select the fuzzy numbers represented as basic elements which are the arrival 
rates and service rates. 
 
Step 2: Construct the piecewise linear membership functions of these basic 
elements. 
 
Step 3: Determine the LB and UB for each basic element via the α-cut approach. 
 
Step 4: Defuzzify the basic elements which are the arrival rates and service rates by 
integrating the LB and UB for each basic element based on the Equation (3.39) to 
obtain single crisp optimal values for each basic element.  
 
Step5: Compute the conventional new values of performance measures (i.e., 
( ) ( ) ( ), ,i i iq s qW W L  and 
( )i
sL ) through crisp single values of arrival rates and service rates 
to obtain single optimal crisp values of performance measures.  
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These steps can be used for all types of queueing models to obtain the single crisp 
optimal values and the flow process is shown in Figure 3.8. 
 
 
 
 
 
 
 
 
 
Figure 3.8. The Standard Steps of RR Technique (Yager, 1981) 
3.4 Discussion and Summary  
This chapter provides an explanation on some crucial techniques related to the 
queueing priority concept through multiple channel queueing models under uncertain 
environments, which would be helpful in meeting the objectives of this research. The 
review presented revolves around an overview of priority queueing models, 
including: waiting time in the queue based on discipline priorities, 
( ) ,iqW  utility 
factor, ρ, probability of customer arriving and waiting in the system, w  and 
residual processing times  E R . The basic elements (arrival rate Class One and Class 
Two, and service rates) are affected by these parameters due to uncertain factors.  
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Therefore, the uncertain elements are linked by using fuzzy set theory (Prade, 1980). 
Thus, in this research, we design a new procedure which combines the possibility 
and probability patterns to represent the arrival rates Class One and Class Two, and 
service rates as fuzzy nature parameters.  
 
The following chapter explains the proposed sub-queueing models based on the 
PNLP technique with the exponential service rate and the RR technique with two 
service rates: exponential service rate (ESR) and the gamma service rates (GSR), to 
convert fuzzy queues into crisp queues. The next chapter explains the model 
development in detail.     
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 CHAPTER FOUR
RESEARCH METHODOLOGY 
This chapter explains the development of the multiple channel queueing model with 
multiclass arrivals under an uncertain environment. It also covers the design of the 
research, data source, collection with data types, fuzziffication of data, design 
intervals, i.e., arrival rates of Class One, Class Two, and service rates. Two 
defuzzification approaches are used to convert fuzzy queues into crisp queues, i.e., 
the parametric nonlinear programming (PNLP) technique and robust ranking (RR) 
technique and also utilized to develop utility factor (UF) in the queueing system. 
Model formulation and simulation experiments are used to validate and evaluate the 
proposed models.   
4.1 Research Design 
In this research, we consider the development of a multiple channel queueing model 
having two classes of priorities under an uncertain environment. To achieve this, the 
research is organized into four phases: definition of the problem, collection of data 
for arrival rates, i.e., Class One and Class Two, and service rates, number of 
channels and times of supply, development of the main model, (M1,M2)/G/C/2Pr, 
with validation and evaluation of the proposed models. Specifically, in the first 
phase, the problem of the cement industry related to queueing issues is defined.  
 
 
Further specific data were collected in the second phase. The type of data is 
secondary data directly obtained from the database of the annual reports of the 
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cement company. Also, the second phase is the fuzzification of data which involved 
choosing the linguistic terms and fuzzifying the arrival rates, i.e., Class One and 
Class Two, and service rates, as interval fuzzy subsets.  
 
This is followed by the third phase, that is, the development of the enhanced multiple 
channel queueing model with multiclass arrivals by using two defuzzification 
approaches, i.e., the PNLP and RR techniques. The phase of fuzzification data, 
specifically the designing of basic elements in Section 4.6, led us to develop the 
utility factor queueing model to construct a new membership function by using fuzzy 
subsets and the α-cut approach. Following the model development is the validation 
and evaluation phase of the model as discussed in Sections 4.8 and 4.9, where 
simulation experiments were used to generate the fuzzy arrival rates and service rates 
to validate the sub-models. In addition, these new sub-models were developed are 
evaluated by comparing to previous models in the literature. The results obtained in 
this research will be quite useful to relevant agencies to reach the factors that 
contribute or affect their level of supply, such as the effects of uncertain data and 
logistical supply which can be determined as real data. Overall, this research 
involves a model development of the multiple channel queueing model with 
multiclass arrivals under an uncertain environment. 
In a nutshell, this chapter describes the methodology used to achieve the objectives 
of this research as highlighted in Chapter One. Figure 4.1 presents the research 
activities in different phases to achieve the research objectives. 
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Figure 4.1. Structure of Research Activities 
 
Phase 3:  
The main model 
development 
 M1 M2 /G/C/2Pr 
  
Phase 4: 
Models validation 
& evaluation  
  
1.  Validate the new proposed sub-  
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Objectives: 
 
1. Design the procedure of arrival rates and service rates in queueing models under the 
effects of an uncertain environment based on fuzzy subset intervals. 
2. Develop the mathematical fuzzy PM of the multiple channel queueing model with 
multiclass arrivals which are priorities under an uncertain environment using the PNLP 
technique.  
3. Develop the mathematical fuzzy queues for the multiple channel queueing model with 
multiclass arrivals and different service rates under an uncertain environment using the 
RR technique. 
4. Develop a proposed model of UF for the multiple channel queueing model with 
multiclass arrivals under an uncertain environment by fuzzy subsets and the α-cut 
approach. 
5. Validate the develop proposed sub-models under an uncertain environment by 
simulation experiments. 
6. Evaluate the proposed sub-models and model by comparing them with existing 
models. 
 
Phases 
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Achieve 
objective 
 1  
 
1. Develop the proposed sub-model 
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2 and 3 by using the  RR 
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3. Develop the proposed model of 
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approach. 
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TrMF). 
4. Design the basic elements 
which are the arrival rates (i.e., 
Class One and Class Two, and 
service rates based on interval 
of fuzzy subsets. 
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4.2 Problem Definition 
The aim of this research is to develop a multiple channel queueing model with 
multiclass arrivals under an uncertain environment that satisfies the order demands at 
the minimum real crisp waiting line. The problem area to test this proposed multiple 
channel queueing model is a cement industry in Malaysia which is chosen as a result 
of vast economic expansion in the country presently, thus leading to the increased 
cement consumption. In Asia, Malaysia is one of the countries that has experienced 
an increase in cement consumption and this simultaneously has increased the 
demand for construction materials from companies and individual agents (Rasiah et 
al., 2015). 
 
The problem of the queueing technique is due to several constraints, which include 
arrival rates, service rates, number of channels, pattern of discipline priorities and 
type of environment. In this research, the main elements that are crucial are the 
arrival rates and service rates. The arrival rates are further classified as Class One 
and Class Two. 
 
In this problem, the uncertain environment affects the arrival rates and service rates 
due to the increasing order for cement materials. In addition, the difficulties 
encountered by the cement industry due to certain logistical factors, also hinder the 
smoothness and efficiency of supply. These increasing demands and logistical 
factors become more challenging during peak periods. To solve this problem, a 
procedure to design these basic elements via linguistic terms, while a queue concept 
having multiple channel with multiclass arrivals under an uncertain environment is 
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proposed due to its appropriateness and realistic features in estimating the waiting 
times as the PM. Furthermore, the proposed multiple channel queueing model can 
perform analyses in real time with more flexibility under an uncertain environment 
in the cement industry under study.   
4.3 The Research Framework 
The research framework presents the activities needed to achieve the objectives of 
this research, which is to develop a multiple channel queueing model with two 
classes of arrival rates for trucks represented as Class One and Class Two under an 
uncertain environment. Due to the uncertain environment, the proposed model is 
fuzzy in nature. This new fuzzy queueing model can estimate the real waiting times 
of incoming trucks which can be considered as the trucks for the cement industry. 
The research framework is as exhibited in Figure 4.2. 
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Figure 4.2. Research Framework for Developing Multiple Channel Queueing Model  
with Two Classes of Priorities  
Arrival rates  
New crisp queueing sub-model 
3  M1 M2 /Γ α β /C/2Pr 
 
No 
Yes
 
Fuzzify data on arrivals rates of Class One and Class Two, and service rates 
 
Service rates  
Data collection 
 Class One  
 
 Class Two 
 
Start 
Design intervals of arrival rates Class One, Class Two and service rates based on  
fuzzy subsets and plot trapezoidal and triangular membership functions (Obj.1) 
 
Is the Avg. value of probability 
process convergent with Avg. 
value of fuzzy process? 
Develop a multiple channels queueing model with two classes of priorities  M1 M2 /G/C/2Pr 
Derive membership functions  
of performance measures  
using the PNLP technique 
(Obj.2) 
Construct membership functions of fuzzy arrival rates Class One, 
Class Two, and service rates using the RR technique (Obj.3) 
Evaluate the developed proposed 
sub models based on  
existing models (Obj.6) 
 
Validate the new developed 
proposed sub-models using 
simulation experiments (Obj.5) 
 
  Best model  
 
End 
Develop a new model of 
utility factor, ρ using 
fuzzy subsets of interval 
and the α-cut approach 
(Obj.4) 
Test arrival rates of Class 
One, and Class Two, and 
service rates to determine the  
probability distributions 
Develop f performance measures of 
  
 
New crisp queueing-sub 
model 2,  M1 M2 /M/ C/2Pr 
 New fuzzy queueing sub- 
model 1,  M 1 M 2 /M /C/2Pr 
 
Develop fuzzy performance measures 
of    
  Phase 3 
Phase 1 
  Phase 4 
  Phase 2 
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The research framework as shown in Figure 4.2 clearly shows how the research 
objectives are achieved. The framework is classified into four phases: data 
collection, fuzzification of data by designing intervals as fuzzy subsets of arrival 
rates, i.e., Class One and Class Two, and service rates, development of the sub-
models, validation and evaluation of the proposed sub-models using simulation 
experiments and comparison with existing models.  
 
The first phase of this research began with data collection of raw data from one of 
the cement manufacturing industries in Malaysia. The data are secondary type data 
obtained from the database and annual reports of the cement company. This was 
quickly followed by the second phase, involving the fuzzification of the main 
elements, i.e., arrival rates of Class One and Class Two, and service rates to become 
fuzzy data. The fuzzification of crisp data was done in two steps: first, choosing the 
appropriate linguistic terms and, second, constructing the membership function. For 
the first step, choosing the linguistic term was based on single crisp value or group 
crisp values. Therefore, in this phase, we had groups of crisp data; the linguistic term 
led to the designing of intervals for fuzzy subsets as recommended by Zimmermann 
(2010). In addition, two types of membership functions were constructed 
(trapezoidal and triangular) to determine the main points and then these membership 
functions were plotted. Moreover, the interval for fuzzy subset for each element 
(arrival rates for Class One and Class Two, and service rates) determined the 
probability distributions (Zadeh, 1978; Dubois, Foulloy, Mauris, & Prade, 2004). 
The third phase involved developing a formulation (M1,M2)/G/C/2Pr for a multiple 
channel queueing model with the multiclass arrivals, using two defuzzification 
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approaches. The first approach is the PNLP technique to obtain a new proposed sub-
model, 1 2( , ) / / / 2PrM  M M C  by establishing the exponential service rates. The 
second approach is the RR technique, which resulted in two new proposed sub-
models, i.e., (M1,M2)/G/M/2Pr model by establishing exponential service rates and 
(M1,M2)/      /M/2Pr, model by establishing gamma service rates. In addition, 
another new proposed model was developed representing the utility factor (UF) by 
using fuzzy subsets and the α-cut approach.  
The final phase was the validation and evaluation of the new proposed sub-models 
and model. Validation of the proposed sub-models was done using simulation 
experiments, while evaluation of the proposed sub-models was based on 
comparisons with existing mathematical models. Detailed explanations of the 
framework are given in the following Sections 4.4 to 4.9. 
4.4 Data Source 
The data set utilized in this research represents secondary data obtained from the 
database of the annual reports of Cement Industries of Malaysia Berhad (CIMA), 
which is one of the biggest and leading cement manufacturers in Malaysia. It is well- 
known for producing and distributing high quality cement products since 1975. 
CIMA‟s corporate office is located in Kuala Lumpur and it has many plants 
strategically located throughout Malaysia and one of these plants is located in Perlis.  
 
The total cement production capacity of CIMA is 3.6 million tonnes of cement per 
annum (UEM, 2014). All data involved in this research were obtained from the 
company‟s databases as well as annual reports for a two-year period (2013-2014).   
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4.5 Data Types and Collection  
This research involves four main types of secondary data: arrival rate data (the 
number of trucks, i.e., bulk and bags which arrived at the system); service rate data; 
number of servers in the system; and the times of supply. The databases have a lot of 
information on work procedures and profile data. 
The data collected were processed to meet the requirements of the proposed model. 
From this vast amount of data, the daily numbers of orders were divided into two 
types (i.e., bulk and bag); then the total service times were extracted from all orders 
in the system. The following subsections illustrate each of the data used in this 
model. 
4.5.1 Arrival Rate Data 
The arrival rate is the number of customers or trucks that arrive at the system during 
certain  time periods (Curry & Feldman ,2010). There are two types of arrival trucks, 
one is in the bulk form and the other in the bag form. The arrival data enter the 
system to receive the service and this process is repeated during the day for each 
period. The Markovian Poisson process usually best suits the arrival of trucks in 
queueing models as recommended by Bhat (2015); and Pinsky et al., (2010), which 
are represented by,
1 for bulk and 2 for bag. In addition, the Chi-Square test 
(Chi-Sq) was used to calculate the fitted distribution for both types of arrivals. The 
p-value, as opposed to fixed values, was calculated based on the test statistics, and 
denotes the threshold value of the significance level in the sense that the null 
hypothesis H0 will be accepted for all values of α less than the p-value. For example, 
if p is equal to 0.025, the null hypothesis will be accepted at all significance levels 
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less than p (i.e., 0.01 and 0.02), and rejected at higher levels, including 0.05 and 0.1. 
The p-value can be useful, in particular, when the null hypothesis is rejected at all 
predefined significance levels and it needs to know at which level it could be 
accepted. The p-values depend on the Chi-Square, (Chi-Sq) test calculated for each 
fitted distribution. 
The extraction of this type of data takes time and effort. In order to obtain the arrival 
rates data, we need to know how many trucks enter the system for each hour during 
the selected periods of the daily arrival trucks. These data of trucks in bulk and bag 
were then separated and sorted. Later, this type of data were used to represent the 
inputs for bulk and bag in the fuzzification phase. 
4.5.2 Service Rate Data   
The second element for consideration in any queueing system is the service rates of 
each trucks. This can be served at 100% utilization by each individual server per unit 
time or the time spent to have the service, normally measured as per hour or minute. 
These times were collected starting from the entrance until the departure is called 
cycle time or total time which represented the average service times for each truck 
and was calculated as: 
                     
                                          
                                                    
 
In a queueing system, service times are described as random numbers distributed 
with continuous distributions (Gross, 2008). It is known that the most common 
distribution of service times follows one or more of the following distribution types: 
Exponential distribution, Gamma distribution and Erlang distribution. The aim of 
extracting service time rate data is to determine the probability distribution function 
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parameters where the p-values depends on the Chi-Sq test calculated for each fitted 
distribution. These are later used as inputs for the multiple channel queueing model, 
which is then transformed to the fuzzification phase for each service time under 
consideration.  
4.5.3 Number of Channels  
The number of servers in the system represents the number of channels, iC  where, 
1,2,...,i n . In the case of the cement industry, there are two places to receive the 
supply. The first one is silo for supplying bulk products, and the second one is the 
warehouse for supplying bag products (Varma & Sirisha, 2013). These products are 
processed in the parallel manner into the same system as suggested by Bhat (2015).  
Note that the nature of number of channels in this type of system is based on the 
trucks‟ preferences for the type of product. Subsequently, the number of channels is 
used as inputs to the , , ,
i i i
i q s qW W L   and 
i
s L  model. 
4.5.4 Times of Supply  
The times for supplying demands for cement material are throughout the year. This 
means that the period of supplying cement materials is 24 hours in four shifts, where 
each shift is eight hours, and the supply delivery is based on previous orders.  
However, the time for supply excludes two main festivals, Chinese New Year and 
Eid. The total number of days allotted for holidays is about 7 to 14 days per year. In 
addition, the times for supplying demands are associated with arrival data and 
service data. Hence, the process is linked to the expression of intervals in linguistic 
terms for both arrival rates and service rates. 
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Normally, the Chi-Sq test was conducted  to determine the distribution of all types of 
data so that the average of both arrival and service rates can be extracted, which are 
fixed and known values. However, one single value of arrival rates and service rates 
each is not sufficient to estimate the whole queueing system in the cement 
manufacturing industry. In real life situation, practically this types of data may not 
be presented precisely due to the uncontrollable factors. These uncontrollable factors 
need to be translated into an uncertain environment. Hence, those data are more 
appropriate and be better described by using the linguistic terms. By doing so, the 
approximate values of arrival rates and service rates will represent more about the 
real situation.  
4.6 Fuzzification of Data  
The fuzzification process is in phase two of this research. It can be defined as the 
steps where crisp data are converted into the grade of the membership function via 
linguistic concepts (Pal & Mandal, 1991; Zimmermann, 2010). Therefore, the 
fuzzification phase determines an input's percentage membership in overlapping sets. 
The fuzzifications of crisp data are classified into two parts, the first part is choosing 
the appropriate linguistic terms; and the second part is constructing the membership 
function. 
 
When investigating and expressing the appropriate linguistic terms, the decision- 
makers are usually required to express the performance of an alternative with respect 
to qualitative attributes using a crisp scale. Therefore, in order to capture the usual 
vagueness encompassed in the data provided by decision-makers and for the sake of 
convenient data offering, a linguistic scale is constructed. The operation for choosing 
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suitable linguistic terms is based on the nature of the basic values which is classified 
into two types: single value or set of group values. We focus on this phase because it 
has a vital role in this research and more emphasis is even placed in this research as 
it merges between the probability and possibility theories as mentioned by Zadeh 
(1978) and Dubois et al. (2004).  
 
The possibility theory focuses on imprecision which is of interest as we noticed that 
in the set of crisp data leading to the use of the natural language, it is assumed to be 
possibilistic. It is based on the nature of the environment where the data were 
collected for us to choose the suitable linguistic expression to represent the linguistic 
variable for basic elements (arrival rates and service rates) as mentioned in 
subsection 3.2.3. Therefore, these basic elements contain groups of crisp numbers 
which are expressed as fuzzy numbers formulated with linguistic concepts, such as 
low, medium and high, as interpreted in a particular context. Furthermore, each 
element has a crisp set of numbers classified into three intervals. Therefore, the 
linguistic variable is very often used, and it is more realistic. Hence, for this reason it 
is suitable to use linguistic concepts of basic variables to combine the possibility and 
probability theories via fuzzy set theory. 
 
The second part is to construct the membership functions for these three intervals: 
low, medium and high, for each basic element, noting that each interval is 
represented by trapezoidal (Tp) and triangular (Tr) fuzzy numbers (Tan & Culaba 
2005; Bai & Wang, 2006; Kishk & Al-hajj, 2000). Then, we need to determine the 
main points for each membership function (MF) for the whole period.  
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The steps to obtain the main points for both Tp and Tr membership functions as 
suggested through Equations (3.25) and (3.26) are as follows: 
 
Step 1:  Sort the crisp numbers in the ascending order for each basic element, which 
are the arrival rates for Class One and Class Two, and average service rates between 
Class One and Class Two. 
 
Step 2:  Determine the lower bound (LB) which represents the minimum value and 
upper bound (UB) which represents the maximum value for each basic element. 
 
Step 3: Use the central tendency measurement to determine the center of each basic 
element by computing the arithmetic mean (i.e., average) for each period of low, 
medium and high. We have three periods. First, the average medium ( . )Avg M  is 
computed by dividing real working days into two parts represented as the left side 
(LS) and the right side (RS) as recommended by Klir and Yuan, (2008); Bai and 
Wang (2006); and Voskoglou (2015), as discussed in subsection 3.2.4.2. Second, the 
average low ( . )Avg L  for the LS and the average high ( . )Avg H  for RS are computed 
to obtain the three average points for each basic element (arrival rates for Class One 
and Class Two, and service rates). 
 
Step 4:  Compute the mode for each side to represent the lower mode one (LM1) 
value and lower mode two (LM2) value for the LS. Then, upper mode one (UM1) and 
upper mode two (UM2) values are computed to the RS as recommended by Vijayan,  
and Kumaran, (2009), and Ritha and Robert (2010).  
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Step 5: Plot three groups of fuzzy numbers, both for trapezoidal and triangular 
membership functions for each element as three intervals of the fuzzy subsets.             
All the steps are depicted in Figure 4.3. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3. Steps for Constructing the Membership Functions  
In addition, these three intervals of trapezoidal membership functions correspond to 
the whole period of intervals for the triangular membership functions. This leads to 
Calculate the average of the whole interval represents the average 
medium Avg.M for arrival rates Class One and Class Two, and service 
rates  
  Step 3 
  Step 4 
  Step 5 
  Step 1 
  Step 2 
Use the central tendency measurements Average and Mode  
Determine the lower bound (LB) & upper bound (UB) for each element 
which are the arrival rates of Class One and Class Two, and service rates  
Sort the data for each basic element which are the arrival rates of Class 
One and Class Two, and service rates as ascending on real number, R  
Determine the upper mode one 
(UM1) and upper mode two 
(UM2) for right side (RS) 
Determine the lower mode one 
(LM1) and lower mode two 
(LM2) for left side (LS)  
End  
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Calculate the average of the right  
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Plot three groups of fuzzy numbers both trapezoidal and triangular  
membership functions as intervals low, medium and high for each basic 
element (i.e., arrival rates Class One and Class Two, and service rates) 
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both types of membership functions covering the set of real data for each element. 
The next subsections explain the overlap and the construction of membership 
functions as three intervals with each basic element (arrival rates Class One and 
Class Two, and service rates).  
4.6.1 Fuzzification of Arrival Rates  
The process for fuzzification of arrival rates was previously mentioned as crisp 
inputs data. The symbol for arrival rates is classified into the types of trucks that 
arrive at the factory. Arrival rates for bulk products from trucks are denoted by 
1  
and bag products from trucks are denoted by
2 . These notations can be rewritten as 
1  and 2 when transformed as fuzzy numbers. Three intervals of these basic 
elements (arrival rates for trucks whether Class One and Class Two) can be mapped 
according to the fuzzification steps. Therefore, the fuzzy arrival rates of trucks with 
bulk products (Class One) and bag products (Class Two) can be classified as either 
low fuzzy bulk arrival rates of trucks, 
1Low , medium fuzzy bulk arrival rates of 
trucks, 
1Medium  and high fuzzy bulk arrival rates of trucks, 1High , in the whole 
system. Each range or interval of fuzzy numbers can be represented by the 
trapezoidal membership function (TpMF) as  1 , , ,Low a b c d  ,  1 , , ,Medium c d e f   
and  1 , , ,High e f g h  , with overlapping intervals as explained in Chapter Three, 
specifically subsection 3.2.3. This means that we have three fuzzy subsets classified 
in three intervals. 
In the same manner, the fuzzy arrivals rates for bag products, 
2  can be classified 
into three intervals, i.e., low fuzzy bag arrival rates of trucks, 
2Low , medium fuzzy 
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bag arrival rates of trucks, 2Medium  and high fuzzy bag arrival rates of trucks, 2High  , 
corresponding to the whole system and described as  2 , , ,Low a b c d  ,
 2 , , ,Medium c d e f   and  2 , , ,High e f g h  . On the other hand, the fuzzification of 
triangular membership function (TrMF) for Class One is  1 , ,L a b c  , 
 1 , ,M b c d   and  1 , ,H c d e  ; and Class Two is represented as  2 , ,L a b c  ,
 2 , ,M b c d  and  2 , ,H c d e  . 
4.6.2 Fuzzification of Service Rates 
Another basic element that needs to go through the fuzzification phase in this 
research is the two types of service rates which is the most popular in the queueing 
system (Bhat, 2008). The first one is exponential service rates, µ and the second one 
is gamma service rates,  . The fuzziffication of the service rates is also described in 
two distributions. Firstly, for exponential service rates as denoted by  can be 
presented as three symbols through intervals, which represent low fuzzy service rates 
of trucks,
Low , medium fuzzy service rates of trucks, Medium  and high fuzzy service 
rates of trucks, 
High . Secondly, the fuzzification of gamma service rates as denoted 
by   can be represented as three fuzzy subsets with the symbols ,L M  and H , 
respectively.  
 
Furthermore, the overlapping situation of trapezoidal fuzzy numbers and triangular 
fuzzy numbers for the arrival rates of Class One and Class Two were conducted in a 
similar manner as the service rates.   
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4.6.3 The Partitioning of Intervals and Fuzzy Data    
The partitioning of interval and fuzzy data, which are the arrival rates of Class One 
and Class Two, and service rates represented as three intervals low, medium and 
high for each element, is specifically discussed. This process was mentioned by Bai 
and Wang (2006) who emphasized the practical applications in manufacturing 
industries. Therefore, for each of the arrival rates for Class One and Class Two, and 
service rates, it is clear that one has to determine the initial value as the LB and the 
end value as the UB for each interval. Furthermore, the procedure for designing 
these basic elements in the queueing system is considered through intervals (i.e., 
three groups of fuzzy subsets data). This leads to the investigation of the relationship 
between these three groups of fuzzy subsets and basic elements, which integrate with 
the converged probability and possibility theories as discussed in the next 
subsection.  
4.6.4 The Fitting of Fuzzy Data and Intervals 
There are three intervals which need to be fitting for its convergence with the 
probability and possibility theories. This was done by conducting a Chi-Sq test to fit 
these intervals suitable for the fuzzy condition. As a result of the fitting process 
under probability pattern, i.e., arrival rates and service rates were obtained with one 
crisp value for each interval. Consequently, these crisp averages  were compared to 
the respective averages under the fuzzy condition which is under possibility pattern. 
If the averages  from both patterns are approximately similar, this means that there is 
no need to fuzzify those values. Consequently, this is the first indicator that shows 
the convergence between probability and possibility patterns.  
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On the other hand, if these single values are significantly different from the fuzzy 
data for each interval, this means that the fuzzification process must be done by 
choosing the linguistic terms and constructing the membership function for each 
interval. This is another indicator that shows the convergence between the statistical 
behavior and fuzzy behavior. The steps to fitting the fuzzy subsets interval to make 
convergence between possibility and probability pattern are as follows: 
Step 1: Test each fuzzy subset i.e., each interval low, medium and high. This can be 
done for each basic element, which are the arrival rates for Class One and Class 
Two, and average service rates between Class One and Class Two. 
 
Step 2: From Step 1 we have two situations if the results obtained from Chi-Sq 
conducted are still under fuzzy process. This comparison is based on averages for 
each interval of the basic elements. If the results of the averages via Chi-Sq 
conducted are approximately same to the averages of fuzzy process, then go to           
Step 7. Otherwise, fuzzify these new single crisp values (i.e., the average).  
Step 3: Fuzzification of the single crisp values is always in terms of linguistic 
expressions, such as „approximately‟ or „around‟. These descriptions are suitable and 
allow capturing of the relevant measurements of uncertainties in real data as 
mentioned by Chen (2005). Thus, each interval can be represented as linguistic 
expression. 
Step 4: Construct the trapezoidal membership functions (TpMF) for each interval. 
Therefore, through the statistical measures from the average obtained via fitting of 
each interval, this single value for each interval (i.e., the average) had to be fuzzified. 
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Thus, choosing the main points for each trapezoidal membership function can be 
done through the process of located number inside the central form as suggested by 
Bojadziev & Bojadziev, (2007). Note that the two points for each interval are 
boundaries as the closed interval where the average is located inside this interval. 
Hence, this process led to the construction of the trapezoidal fuzzy numbers. In this 
research, there are two types of basic elements of arrival rates of Class one and Class 
Two and average service rates.  
 The Arrival rates for Class One and Class Two were tested for their fitness as 
mentioned in subsection 4.5.1. As a result of the fitting process for arrival rates 
for both classes, a poisson distribution was obtained with one crisp value (i.e., 
the average) for each interval. Consequently, these crisp averages were 
compared to respective averages to find whether or not they are under fuzzy 
condition.  
 The process of fitting the second element is the service rates. We established 
two continuous distributions, i.e., exponential service rates and gamma service 
rates, as mentioned in subsection 4.5.2. Therefore, according to these three fuzzy 
subsets, which are the service rates for each interval, fitting of the intervals is 
conducted. The exponential service time distribution has one crisp parameter, µ 
for each interval via the fitting process. In addition, for the gamma service rates 
under probability pattern based on Chi-Sq test conducted, we obtained two crisp 
parameters, α and β, for each interval. These crisp parameters were compared 
under the fuzzification process. This was done through the averages of these 
distributions via parameters and Equations (3.15) and (3.20) as described in 
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subsections 3.1.4.1 and 3.1.4.2. Consequently, single crisp values were obtained 
for each interval and it was also compared to respective averages under the 
fuzzy condition.        
Step 5: Construct the triangular membership functions (TrMF) through averages 
obtained by fitting each interval as suggested by Li (2016) as in subsection 3.2.4.2.  
Step 6: Plot three groups of fuzzy numbers, both TpMF and TrMF for each basic 
element as three intervals of the fuzzy subsets.              
Step 7: All the basic elements which includes the arrival rates for Class One and 
Class Two, and average service rates between Class One and Class Two for each 
interval are under fuzzy process. Figure 4.4 shows the steps of fitting fuzzy data and 
intervals are as follows: 
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Figure 4.4 Steps to Fitting the Fuzzy Subsets Interval 
Furthermore, these scenarios of mapping all basic elements can be presented as the 
design of intervals for the three fuzzy subsets to achieve Objective 1 of the research, 
which can be indicated in terms of average. Hence, the next step in this research was 
phase three of Figure 4.2 which explains the development of the multiple channel 
queueing model with multiclass arrivals under an uncertain environment.  
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4.7 Development of the Main (M1/M2)/G/C/2Pr Model  
After the second phase, this research developed the main mathematical multiple 
channel queueing model with two classes of priorities under an uncertain 
environment (M1/M2)/G/C/2Pr. The aim of this model is to obtain different crisp 
values of arrival and service rates, which can lead to obtaining different crisp 
performance measures under an uncertain environment.  
 
The development of the (M1/M2)/G/C/2Pr model is based on two approaches: the 
PNLP technique and RR technique, which can lead to the development of three sub-
models. The first approach of the PNLP technique is to develop mathematical 
formulations of fuzzy performance measures to obtain different crisp values of 
performance measures in the system (Kao et al., 1999; Chen 2004a, 2004b; Wang, & 
Wang, 2005; Yang & Chang, 2015; Bagherinejad & Pishkenari, 2016). Most 
previous studies (Devaraj & Jayalakshmi, 2012a, 2012b; Yang & Chang, 2015) have 
converted fuzzy queues into crisp queues with the single channel queueing model. 
However, this type of model is not appropriate for our study involving a cement 
manufacturing industry with two classes of arrival trucks to the system.  
 
Other studies assumed fuzzy queues with the multiple channel queueing model 
(Wang, & Wang, 2005; Bagherinejad & Pishkenari, 2016) without the priority 
concept. Unfortunately, this type of model cannot be applied to this type of problem 
specific to cement production, as in CIMA. This situation indicates the need for the 
multiple channel queueing model with multiclass arrival of trucks. Therefore, our 
research developed a multiple channel queueing model with two classes of arrival 
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trucks under an uncertain environment. This led to the estimation of the efficiency in 
the cement factory via the PM. Therefore, the first sub-model (sub-model 1) 
proposed a multiple channel fuzzy queueing model with multiclass arrivals (MCFQ-
2Pr). This is to achieve Objective 2 with the aim of computing different crisp values 
of PM inside closed intervals, which is an extension of Devaraj and Jayalakshmi 
(2012a, 2012b).  
 
This main model, (M1/M2)/G/C/2Pr is based on two indicators, the first one is the 
probability of trucks arriving to the system by substituting the number of channels in 
the system as suggested by Wang and Wang (2005); and Sztrik (2012), as discussed 
in subsection 3.1.3. The second indicator is based on service rates to obtain the 
residual processing time [ ]E R as recommended by Sultana and Kwak (2011), and 
Adan and Resing (2002) as discussed in subsection 3.1.4.    
 
The second approach of the RR technique was used to convert the fuzzy arrival rates 
and service rates into single optimal crisp values before computing their 
corresponding optimal crisp values for performance measures (Yager, 1981; 
Nagarajan & Solairaju, 2010; Palpandi & Geetharamani, 2013a). Previous studies by 
Palpandi (2013a; 2013b) have focused on the single channel with priority queueing 
models which is not appropriate in our case of cement manufacturing through 
multiple channel with two classes. Consequently, the use of the RR technique is to 
develop mathematical formulations of fuzzy arrival rates, Class One and Class Two, 
and service rates. The formulation for service rates is based on residual processing 
time [ ]E R  as obtained from Adan and Resing (2002). This formulation led to the 
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construction of another two proposed sub-models, which are extensions of Palpandi 
et.al (2013a), Vajargah & Ghasemalipour (2016). 
 
The second proposed sub-model (sub-model 2) is the multiple channel crisp 
queueing model with multiclass arrivals (MCCQ-2Pr) under the establishment of 
exponential service rates (ESR) which is denoted as MCCQ-ESR-2Pr model. The 
third proposed sub-model (sub-model 3) is the MCCQ-2Pr model but with the 
establishment of gamma service rates (GSR) and is represented as MCCQ-GSR-2Pr. 
The development of these two proposed sub-models is to achieve Objective 3 in this 
research.  
 
Furthermore, we developed a new proposed model of utility factor (UF) by 
constructing  a new triangular membership function (TrMF) using the intervals of 
fuzzy subsets and the α-cut approach (Vajargah & Ghasemalipour, 2016;  
Bagherinejad & Pishkenari, 2016) as discussed in subsection 3.1.2. The development 
of the proposed TrMF-UF model is to achieve Objective 4, which is based on 
designing the basic elements (i.e., the arrival rates for Class One and Class Two, and 
service rates) as obtained from intervals of fuzzy subsets as mentioned in subsections 
4.6.3 and 4.6.4.  
4.7.1 Establishment of Assumptions and Notations  
In order to start developing the mathematical model for the multiple channel 
queueing model with two class of priority under an uncertain environment, some 
assumptions and notations are described and explained in this subsection. 
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 The assumptions  
Before dealing with the details of each proposed model and sub-models, this 
research makes some assumptions for the development. 
1. All demands of truck arrival rates are known prior to the server channels, 
because the system for supplying trucks depends on previous orders. 
Therefore, the administration of the factory is responsible for arrangement of 
these orders as organized through time-tables for supplying these demands. 
2. The probability of breakdowns and repair times of machines is equal to zero. 
This means that there is no idle time in the factory for supplying the trucks. 
This is due to the operations of the factory running 24 hours in a day and seven 
days a week.  
3. The policy of supplying in the factory is based on no trucks are balking or 
refusing to come to the service system.    
4. The nature of supply demands in the factory is in the form of bulk product 
(Class One) and bag product (Class Two) according to the pattern of discipline 
with priorities. Therefore, the policy for the incoming products to the factory is 
based on First-Come First-Serve (FCFS) per class. 
5. This research is only considering average service rates between Class One and 
Class Two as suggested by Morse (1958) and Adan & Resing (2002) as in 
subsection 3.1.1and 3.1.4, while, if the service rates are different, it can use 
according to cases with these differences as adopted by Ramesh and Ghuru 
(2014b). 
6. The ratio for supplying demands of the cement material is 60 percent for bulk 
product and 40 percent for bag product.   
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7. The loading of cement material for the bulk form into the trucks are done 
through automated equipment directly from the silo area; while loading of 
cement product in bag form from the warehouse is done by automation 
(forklift) and manual operators.    
 
 The symbols and notations  
The symbols and notations used in this research are as follows: 
1 2,M M   
represents the fuzzy Poisson arrival rates for Class One and Class Two, 
respectively, 
M  represents the average fuzzy exponential service rates between Class One 
and Class Two,   
1 2,   represents the fuzzy arrival rates for Class One and Class Two, 
respectively, 

       represents the average of fuzzy exponential service rates between Class 
One and Class Two, 
        represents the average of fuzzy gamma service rates between Class One 
and Class Two, 
( , , )f x y z
  
represents the function of the performance measures represented in three 
parameters where, x is the arrival rate for Class One, y is the arrival rate 
for Class two, and z is the average service rate between Class One and 
Class Two, 
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1( )     represents the function of crisp sets of the arrival rates for Class One, where 
  is a value representing the level in the closed interval of [0,1]  ,           
2 ( )     represents the function of crisp sets of the arrival rates for Class Two, where  
 is a value representing the level in the closed interval of [0,1]  ,          
( )      represents the function of crisp sets of the average service rates between 
Class One and Class Two, where  is a value representing the level in the 
closed interval of [0,1]  ,   
( )    represents the function of crisp sets of the average service rates between 
Class One and Class Two, where   is a value representing the level in the 
closed interval of [0,1]  ,   
,LB UBx x      represents the lower bound and upper bound of the crisp values interval 
for arrival rates (Class One), 
,LB UByy      represents the lower bound and upper bound of the crisp values interval 
for arrival rates (Class Two), 
,LB UBzz      represents the lower bound and upper bound of the crisp values interval 
for the average exponential service rates between Class One and Class 
Two, 
,LB UBgg     
 represents the lower bound and upper bound of the crisp values interval 
for the average gamma service rates between Class One and Class Two, 
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 1 2, ,f   

  
represents the form of membership function for the fuzzy performance 
measures (i.e.,
( ) ( ) ( ), ,i i iq S qW  W  L  and 
( )i
SL ) for i=1, 2,  respectively, 
 i
qW  denotes the membership function for the fuzzy expected waiting time of 
trucks in the queue, q for  i=1, 2  representing Class One and Class Two, 
respectively, 
 i
sW  denotes the membership function for the fuzzy expected waiting time of 
trucks in the system, s for  i=1, 2  representing Class One and Class Two, 
respectively, 
 i
qL  denotes the membership function for the fuzzy expected number of trucks 
in the queue, q for i=1, 2 representing Class One and Class Two, 
respectively, 
 i
sL  denotes the membership function for the fuzzy expected number of trucks 
in the system, s for i=1, 2 representing Class One and Class Two,  
respectively, 
1 1( ) , ( )LB UBq qW W     
represents the lower bound and upper bound of the crisp values 
interval for the expected waiting time of trucks in the queue for 
Class One, 
2 2( ) , ( )LB UBq qW W     
represents the lower bound and upper bound of the crisp values 
interval for the expected waiting time of trucks in the queue for 
Class Two,  
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1 1( ) , ( )LB UBs sW W     represents the lower bound and upper bound of the crisp values 
interval for the expected waiting time of trucks in the system for 
Class One, 
2 2( ) , ( )LB UBs sW W     
represents the lower bound and upper bound of the crisp values 
interval for the expected waiting time of trucks in the system for 
Class Two,  
1 1( ) , ( )LB UBq qL L     represents the lower bound and upper bound of the crisp values 
interval for the expected number of trucks in the queue for Class 
One, 
2 2( ) , ( )LB UBq qL L     represents the lower bound and upper bound of the crisp values 
interval for the expected number of trucks in the queue for Class 
Two, 
1 1( ) , ( )LB UBs sL L     represents the lower bound and upper bound of the crisp values 
interval for the expected number of trucks in the system for Class 
One, 
2 2( ) , ( )LB UBs sL L     represents the lower bound and upper bound of the crisp values 
interval for the expected number of trucks in the system for Class 
Two, 
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( ) , ( )i LB i UBPM PM     represents the lower bound and upper bound of the crisp 
values interval for all performance measures for i=1, 2 
representing Class One and Class Two, respectively,  
( )
PM
z
    
denotes the membership function for all performance measures based on 
Zadeh‟s extension principle, z, (i.e.,
( ) ( ) ( ),  ,  i i iq s qW W L and 
( )i
sL ) for i=1, 2 
representing Class One and Class Two, respectively, 
w   
denotes the probability of trucks arriving to the system and waiting in 
queue, 
[ ]E R  denotes the residual processing time (i.e., the time remaining for trucks 
inside the service, while other trucks arrive to the system and wait in 
queue),  
[ ]E b          denotes the first moment (i.e., the expected mean) of exponential service 
rates,  
   
1 2
,x y
 
  denotes the membership functions for the arrival rates, x and y Class 
One and Class Two, respectively, 
( )z      denotes the membership function for the average exponential service rates 
z, between Class One and Class Two, z is in the set, Z with a membership 
value of ( )z  (i.e., the set µ can be represented by any elements z Z ),  
( )g      denotes the membership function for the average gamma service rates, g  
between Class One and Class Two, is in the set, G with a membership 
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value of ( )g  (i.e., the set, can be represented by any element             
g G ),  
   1 2,R R 
 
denotes the ranking index of fuzzy arrival rates in Class One and Class 
Two, respectively, 
( )R         denotes the average ranking index for fuzzy exponential service rates 
between Class One and Class Two, 
( )R   denotes the average ranking index for fuzzy gamma service rates 
between Class One and Class Two, 
1  denotes the utility factor, UF which is the ratio of arrival rates for Class 
One and the service rates (note: each
1 is calculated for each interval of 
low interval, medium interval and high interval), 
2  denotes the utility factor, UF which is the ratio of arrival rates for Class 
Two and the service rates (note: each
2 is calculated for each interval 
of low interval, medium interval and high interval), 
Low
  denotes the sum of UF for 
1  
and 
2 in the low interval,  
Medium
         denotes the sum of UF for 
1  
and 
2 in the medium interval,  
High

           
denotes the sum of UF for 
1  
and 
2  in the high interval, 
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( )u          denotes the membership function of the utility factor, ρ where u is in the 
set U with a membership value of ( )u  (i.e., the set ρ can be   
represented by any element u U ),  
( ) , ( )
LB UB
 
     represents the lower bound and upper bound of the crisp value 
intervals for the utility factor, ρ. 
4.7.2 Development of MCFQ-2Pr: Sub-Model 1   
The development of the proposed sub-model l, MCFQ-2Pr is represented by the 
1 2( , ) / / / 2PrM M M C  model which derives the membership functions of PM with 
constraints related to the arrival rates for Class One and Class Two, and service rates 
under an uncertain environment. Based on the previous steps explained in subsection 
3.3.1, the PNLP technique is used.  
 
Before starting the steps in this PNLP, the main model, 1 2( , ) / / / 2PrM M G C  which 
is characterized specifically depending on the important equation, i.e., the expected 
waiting time of customers (i.e., trucks) in the queue, 
( )i
qW  as mentioned in Equation 
(3.1) as discussed in subsection 3.1.1, needs to be developed. There are two values in 
Equation (3.1) that must be derived. The first value is the probability of arriving 
customers (i.e., trucks) and waiting in queue, 
w  as referred to in Equation (3.8) in 
subsection 3.1.3 by substituting the number of channels in the factory. The second 
value is the residual processing time [ ]E R .The value of [ ]E b  which is given in 
Equation (3.20) substituted the parameter of exponential distribution, µ is to obtain 
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[ ]E R  in Equation (3.24), whereby according to the relation, [ ] [ ]E b E R  as referred 
in subsection 3.1.4.2. Thus, developing the proposed sub-model 1, MCFQ-2Pr is by 
deriving the equations of the performance measures 
( ) ( ) ( ), ,i i iq S qW W L  and 
( )i
SL , for i=1, 2 
representing Class One and Class Two, respectively. All details of these values are 
explained in Chapter Five.  
 
In order to follow the steps of the PNLP technique as discussed in subsection 3.3.1, 
by constructing the membership functions of fuzzy performance measures, 
( ) ( ) ( ), ,i i iq S qW W L  and 
( )i
SL  must be derived.  By using Zadeh‟s extension principle based 
on Equation (3.31) and the α-cut approach as discussed by Kao et al. (1999), we 
obtained a pair of parametric programs formulated to describe a family of crisp 
queues. Hence, the steps for this technique were as follows: 
 
Step 1: In this first step, we determined three basic elements represented as fuzzy 
numbers which are the arrival rates of Class One and Class Two,
1 , 2 respectively,  
and average fuzzy service rates,  between Class One and Class Two,  as offered in 
previous subsections 4.6.1 and 4.6.2. These values are approximately known and 
represented by convex fuzzy sets. For this problem, we used the triangular 
membership function. Therefore, recalling the triangular membership function 
(TrMF) as discussed in subsection 3.2.4.2 to construct the membership functions of 
PM. 
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Let    
1 2
,x y
 
  and  z  denote the membership functions of 1 2,   and  ,  
respectively. Then we have the following fuzzy sets: 
  
1
1 , ( )x x x X   ,                           (4.1) 
  
2
2 , ( )y y y Y                                  (4.2)  
  , ( )z z z Z                              (4.3) 
where, X, Y and Z are the crisp universal sets of the corresponding arrival rates of 
Class One and Class Two, and the average exponential service rates, respectively. 
Since 1 2,   and    are fuzzy numbers, ( , , )f x y z  is also a fuzzy number.     
 
Step 2: Construct the membership functions of PM. According to Zadeh‟s extension 
principle and referring to Equation (3.31) as in subsection 3.3.1, the membership 
function of the performance measures,  , ,f x y z is defined as: 
     2 1 21 , , ( ) sup ( ), ( ), ( ) / , ,x X
y Y
z Z
f
min x y z Z f xz y z
   
  



 
 
  



 
                     (4.4)  
Recalling Equations (3.1), (3.2), (3.3) and (3.4) as presented in subsection 3.1.1 to 
construct the membership functions of PM, the membership function 
1 2( , , )f     
finds the α-cut sets of ( , , )f x y z  based on Zadeh‟s extension principle. The α-cuts of 
1 , 2 and   are defined as the crisp intervals:  
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    
1
1 x X x      ,                               (4.5) 
    
2
2 y Y y      ,                             (4.6) 
    .z Z z                                (4.7) 
 
Note that    1 2,     and     are crisp sets rather than fuzzy sets. By the 
concept of α-cut, the fuzzy queueing model is reduced into a family of crisp queues 
with different α-cut sets of parameters by α-cut as: 
  1 0 1    ,                           (4.8) 
  2 0 1 ,                               (4.9) 
  0 1    .                         (4.10) 
 
Step 3: In this step, before constructing the membership functions of PM, we 
determine three sets to represent the sets of movable boundaries (i.e., the constraints) 
and they form nested structures for expressing the relationship between ordinary sets. 
Therefore, the fuzzy queueing model can be reduced to a family of conventional 
queues with different crisp values and expressed in the form: 
     
1 1
1 ( ) , ( ) ,
LB
x X
B
X
U
x
x x x x x xmin max         
          
,                           (4.11) 
     
2 2
2 ( ) , ( ) ,
LB
y Y
B
Y
U
y
y y y y y ymin max         
          
,                        (4.12) 
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     ( ) , ( ) ,LB U
z Z z Z
Bz z x z z zmin max        
 
          .                             (4.13)
 
The arrival rates for Class One and Class Two, and exponential service rates are 
shown as intervals when the membership functions are not less than a given 
possibility level for α from 0 to 1 with a step size of 0.1. Hence, the bounds of these 
intervals can be defined as functions of alpha and can be obtained as 
1
1minLBx 
 , 
1
1maxUBx 
 ,
2 2
1 1min , maxLB UBy y   
   , 1minLBz 
  and 1maxUBz 
 .     
In addition, to construct the membership function of PM as represented by 
 i
qW
   
, ,
i i
s qW L  and 
( )i
sL  
which correspond to the membership function as referred to 
Equation (4.4), we applied Zadeh‟s extension principle to obtain  1 2, ,
( )f z
  
 , which 
is a minimum value for each of 
1
( )x

 ,
2
( )y

 and ( )z .Then, to derive the 
membership functions of PM, we constructed cases based on the Equations (3.32) to 
(3.35) in Chapter Three. Then, ( ) ( ) ( )( ), ( ), ( )i i iWq Ws Lqz z z    and ( ) ( )iLs z  was obtained 
with at least one of the following cases holding true: 
Case (i):    
1 2
( ) , ( ) , ( )x y z          
Case (ii):   
1 2
( ) , ( ) , ( )x y z          
Case (iii):  
1 2
( ) , ( ) , ( )x y z          
These cases can be accomplished by the PNLP technique to obtain the LB and UB 
for the α-cut.  
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Step 4: The definitions of 1 2( ), ( )    and ( )   in Equations (4.8), (4.9) and (4.10),
   1 2,x y     and  z   can be replaced by ,LB UBx x x     ,
,LB UBy y y      and ,
LB UBz z z     , respectively.  
We followed the suggestions of Zimmerman (2011) and Kaufmann (1975)                 
to present the α-cut to form a nested structure with respect to α (i.e., given  
2 10 1    ) to have: 
1 1 2 2
, ,LB UB LB UBx x x x          ,                        (4.14) 
1 1 2 2
, ,LB UB LB UBy y y y          ,                        (4.15) 
1 1 2 2
, ,LB UB LB UBz z z z          .                        (4.16) 
Therefore, the LB represents the smallest value and the UB has the biggest value for 
each basic element inside the closed interval via the α-cut approach as highlighted in 
Equations (3.29) and (3.30) to determine    ,LB UBA A     as described in 
subsection 3.2.5. Hence, to find the membership functions of ( ) ( ) ( )( ), ( ), ( )i i i
q s qW W L
z z z  
and ( ) ( )i
sL
z , it is sufficient to find the left and right shape of the functions of all PM.  
 
Step 5: If both 
( )fLB   and ( )fUB   are invertible with respect to α, the left shape 
function, 1
( )( ) fLS z LB 
 and the right shape function 1( )( ) fRS z UB 
  can be obtained 
as mentioned in Equation (3.38). Thus, the triangular membership function
1 2( , , )f   
  is constructed by: 
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1 2
1 2
2 3( , , )
( ),
( ) ( ),
0, otherwise
f
LS z z z z
z RS z z z z
 
  

 

  


                                                       (4.17) 
such that, 
1 3
2 2
( ) ( ) 0,
( ) ( ) 1.
LS z RS z
LS z RS z
 
 
 
After simplifying the LB and UB for each membership function of PM, then by 
substituting α-cut from [0,1]  as closed interval for each membership function (i.e., 
LB and UB) of PM, we obtained the possible different crisp values. In the same 
manner, we obtained the possible different crisp values of basic elements which are 
the arrival rates for Class One and Class Two, and service rates.  
 
Step 6: Plot the triangular membership functions of the performance measures for 
the proposed MCFQ -2Pr sub-model 1. 
Furthermore, the proposed MCFQ -2Pr sub-model 1 is to achieve Objective 2 with 
the aim of computing different values of PM and basic elements inside closed 
intervals as mentioned in the third phase of the framework in Figure 4.2. 
4.7.3 Development of MCCQ-ESR-2Pr: Sub-Model 2   
The development of the proposed sub-model 2, MCCQ-ESR-2Pr is represented by
 
the (M1,M2)/G/C/2Pr, model under establishment of the exponential service rates. 
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According to the RR technique as mentioned in subsection 3.3.2 and referring to the 
main Equation (3.39), this technique was used to convert the fuzzy arrival rates and 
service rates into crisp values by a fuzzy number ranking function denoted by ( )F R . 
( )F R  is a set of a fuzzy number defined on a set of real numbers, which maps each 
fuzzy number into the real line.  
 
In this proposed sub-model 2, MCCQ-ESR-2Pr, two types of membership functions 
were used, i.e., TpMF and TrMF. Different crisp values can be obtained by using 
these two membership functions. The steps of this technique are given in subsection 
3.3.2 and were specifically used for the proposed sub-model 2, MCCQ-ESR-2Pr as 
follows: 
 
Step1: Determine the fuzzy arrival rates which are Class One and Class Two, and 
service rates including trapezoidal and triangular fuzzy numbers, as in subsections 
4.6.1 and 4.6.2, as three intervals. 
  
Step2: Construct the trapezoidal membership functions  , , ,A a b c d  for each 
basic element, i.e., the arrival rates Class One and Class Two, and average service 
rates (i.e., exponential and gamma distributions) according to three intervals as per 
Equation (3.25) as described in subsection 3.2.4.1 and  is given by:  
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For the fuzzy exponential service rates,   the TpMF is given by:  
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In the same way, we constructed the TrMF for each basic element by referring to 
Equation (3.26) as described in subsection 3.2.4.2 and is given by: 
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Step3: Determine the LB and the UB for each basic element, i.e., the arrival rates 
Class One, Class Two, and service rates, by using the α-cut approach, for types of 
TpMF and TrMF which are given by ,
LB UBx x    , ,
LB UBy y     and ,
LB UBz z     as 
considered in Equations (3.27) to (3.30), respectively.     
          
 
Step4: Defuzzify these basic elements (i.e., convert fuzzy values into real crisp 
values) for two types of membership functions of the proposed sub-model 2. This 
can be done via integration of closed interval [0, 1] which is used for the ranking of 
fuzzy arrival rates, i.e., Class One and Class Two, and average exponential service 
rates, and given as: 
1
( )R  , 
2( )R 
 
and ( )R  , as obtained from Equation (3.39). These 
ranks correspond to the α-cut interval in the LB and UB to get:  
1
1
0
1
( ) ( )
2
LB UBR x x d    ,                          (4.24) 
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( ) ( )
2
LB UBR y y d    ,                          (4.25) 
1
0
1
( ) ( )
2
LB UBR z z d    .                        (4.26) 
 
Step5: Compute the conventional performance measures (PM) of the proposed sub- 
model 2, MCCQ-ESR-2Pr, i.e., ( ) ( ) ( ), , ,i i ii q S qW W L  and 
( )i
SL , respectively, as mentioned 
in Equations (3.1) to (3.4) in subsection 3.1.1. Consequently, we obtained a single 
optimal crisp value for each type of the TpMF and TrMF as three intervals.     
4.7.4 Development of MCCQ-GSR-2Pr: Sub-Model 3  
The development of the proposed sub-model 3, MCCQ-GSR-2Pr, is represented by 
(M1,M2)/      /C/2Pr, model. This sub-model 3 was done under the establishment 
of gamma service rates via [ ]E R . Thus, Equation (3.17) as discussed in subsection 
3.1.4.1 was referred to obtain [ ]E R  the gamma residual processing time. In the same 
manner, we followed the steps of the RR technique as in subsection 4.7.3. Then, the 
fuzzy gamma service rates,   for both TpMF and TrMF are given by:  
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Then, we determined the LB and UB for the fuzzy gamma service rates denoted 
,LB UBg g     as mentioned in Equations (3.27) and (3.28) for TpMF, and Equations 
(3.29) and (3.30) for TrMF, as discussed in subsection 3.2.5.  In addition, the 
integration of gamma service rates, ( )R  for this closed interval was based on 
Equation (3.39) to obtain:  
1
0
1
( ) ( ) 
2
LB UBR g g d    .                        (4.29) 
Consequently, the new values of PM in the sub-model 3, MCCQ-GSR-2Pr were 
computed. In addition, two types of membership functions were used (TpMF and 
TrMF). Furthermore, the development of these two proposed sub-models 2 and 3 are 
to achieve Objective 3 in this research. 
 
All results of these two proposed sub-models 2 and 3 through the RR technique are 
explained in Chapter Five. As a result, these proposed sub-models 2 and 3, (i.e., 
MCCQ-ESR-2Pr and MCCQ-GSR-2Pr), led to the development of the proposed 
model in the queueing system which is called the utility factor (UF) based on 
designing the basic elements (i.e., the arrival rates for Class One and Class Two, and 
service rates). These details were obtained from intervals of fuzzy subsets as 
mentioned in subsections 4.6.3 and 4.6.4 and the α-cut approach.   
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4.7.5 Development of the Proposed TrMF-UF Model 
Utility factor (UF) is an important factor in queueing models, which represents a tool 
for obtaining balance in the whole queueing system as recommended by Ghimire et 
al.  (2014). In order to illustrate this proposed UF model, the step-by-step procedure 
is as follows: 
Step 1: Choose the linguistic term of at least three parts according to the number of 
intervals. Therefore, since there are triple intervals as explained in Section 4.6 to 
classify the basic elements (i.e., the arrival rates Class One and Class Two, and 
service rates as interval fuzzy subsets), there are three values of UF.   
Step 2: Use the defuzzification approach which is the RR technique to obtain 
deterministic crisp values of these basic elements for each interval - low, medium 
and high. 
Step 3: Compute each value of UF according to Equations (3.5) and (3.6) for each 
interval as discussed in subsection 3.1.2.  
Step 4: Construct piecewise linear membership functions based on number of 
intervals. Thus, according to classification of triple intervals, it can be expressed by 
linguistic assessments as the UF is certainly above Low , but not greater than High , 
and is likely to lie around Medium . The expression represents the amount of time the 
server is busy under an uncertain environment. Thus, according to Equation (3.26) as 
discussed in subsection 3.2.4.2 of the triangular fuzzy numbers, the triangular 
membership function ( , , )L M H     is given as:  
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where, L M H     
Step 5: Determine the LB value and UB values ( ) , ( )
LB UB
 
    . This information is 
directly used to construct the corresponding fuzziness membership function of the 
output which is used as a measure of uncertainty. Therefore, through Equations 
(3.29) and (3.30) as discussed in subsection 3.2.5, this construction of a new TrMF 
for this factor covers all the crisp data.  
Step 6: Substitute the values of α-cut to give the closed interval ( ) , ( )
LB UB
 
    , which 
is able to support more than one crisp value to become more flexible in estimating 
the busy time for each server in the whole system. The resulting fuzzy output is 
mapped to a crisp output using the membership function. Furthermore, the 
membership function is cut horizontally at a finite number of α-levels between 0 and 
1. It can be expressed that these three values represent TrMF and these functions are 
plotted as acceptable different possibilities inside closed intervals. These steps can be 
presented as in Figure 4.5.  
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Figure 4.5. Structure Chart of the Proposed TrMF-UF Model 
The development of the proposed TrMF-UF model is to achieve Objective 4, which 
is based on designing the basic elements (i.e., the arrival rates for Class One and 
Class Two, and service rates) using the α-cut approach. In the next section, we 
investigate the final phase for the framework in Figure 4.2, i.e., the validation and 
evaluation activities.  
4.8 Validation of the Proposed Sub-Models 
The validation of the proposed sub-models is an important aspect and integral to 
every research. Hence, we paid extra caution while designing studies, analyzing 
results and judging the quality of the research. The validity and credibility presented 
Compute the utility factor for each interval  
Construct a piecewise linear membership functions 
 
Determine the LB value and UB values of UF via the α-cut 
Use the defuzzification approach such as the RR technique 
to obtain crisp values of basic elements per interval 
Choose the linguistic term at least three parts  
to classify each basic element 
Start   
End   
  Step 1 
  Step 2 
  Step 3 
  Step 4 
  Step 5 
 Substitute the α-cut values to gives the closed interval of   
of different crisp values and plot the TrMF  
  Step 6 
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by the main  1 2, / / / 2PrM M G C  model under an uncertain environment is 
presented. The main model is developed into three sub-models, which are sub-model 
1, MCFQ-2Pr, sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr. 
The validations of these three proposed sub-models are classified into two parts. The 
first part is the comparison between the proposed sub-model 1, MCFQ-2Pr and sub-
model 2, MCCQ-ESR-2Pr, which is based on the same service rates (exponential 
distribution). On the other hand, the second part of the validation is the comparison 
between the proposed sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-
2Pr, which is based on different service rates (exponential and gamma distributions). 
There are some specific steps to illustrate the process of validity as follows: 
 
Step 1: We input the initial values of basic elements, i.e., the arrival rates Class One, 
Class Two, and service rates (exponential and gamma service rates).                    
Next, we input the LB and UB for each basic element. In addition, we determined 
the sample size. 
  
Step 2: We generated the fuzzy arrival rates, i.e., Class One and Class Two as 
Poisson arrival rates. Then, we generated the fuzzy service rates which are the 
exponential and gamma distributions. This was done by using the inverse transform 
method as mentioned by Wu (2009). 
 
Step 3: We designed three intervals of the fuzzy subsets by computing three 
averages to construct the TrMF for each interval.  
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Step 4: We simulated a number of experiments on each of the proposed sub-models. 
The results from these experiments were used to compute the average estimation of 
the PM for each proposed sub-model. The experiments were done as follows:    
 Experiment A: In this experiment, we increased the values of average arrival 
rates for Class One, Class Two, and service rates (i.e., exponential and gamma 
distributions) individually based on the highest values from the available data. 
 Experiment B: In this experiment, we increased the values for LB and UB for 
each basic element. Normally, each proposed model is run L repetitions for 
each experiment conducted to obtain accurate results for the values of average 
estimations of PM. In addition, the basic idea for simulation is to validate the 
proposed models via experiments A and B and replications.   
In addition, it is important to test the results of these experiments under 
stability condition, 1   to reach a steady state in the system. If the steady 
state is not achieved, another sample size needs to be generated (as in Step 2).  
 
Step 5: Finally, we chose the best model by comparing the results from these 
experiments based on the mean square error (MSE) criterion as suggested by   
Dekking, Kraaikamp, Lopuhaä, and Meester (2005). The average MSE was 
computed for the three intervals in each experiment A and B. The smallest MSE 
among the two experiments is considered to be the best model. Figure 4.6 
summarizes the steps for the validation of proposed sub-models. 
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Figure 4.6. Flow Chart of Validation of the Proposed Sub-Models by Using 
Simulation Experiments  
The results and experiments generated in this validation process show the crisp 
values of performance measures and the efficiency of the proposed queueing model 
under an uncertain environment. The validation procedure achieves Objective 5 as in 
Figure 4.2. All simulation experiments are discussed in more detail in Chapter Five. 
4.9 Evaluation of the Proposed Models 
This section explains the evaluation of the proposed sub-model 1, MCFQ-2Pr, sub-
model 2, MCCQ-ESR-2Pr, sub-model 3, MCCQ-GSR-2Pr and TrMF-UF model. 
The evaluation was done by comparing the models with several models, such as with 
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 for each proposed sub model 
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 Generate fuzzy service rates     
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 End  
Input the initial values of basic elements which are arrival rates  
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147 
 
 
 
the fuzzy multiple channel queueing and other existing models for single fuzzy 
queues under two classes of arrival rates.  
To evaluate the UF which represents the level of the busy server, the proposed 
TrMF-UF model was compared to the characteristics of fuzzy numbers model and 
the expected values model. The latter was done by using simulation experiments in 
relation to the multiple channel queueing system. These evaluations on the proposed 
sub-models and model were done to achieve Objective 6. The following subsections 
explain further on the evaluation procedures. 
4.9.1 Comparison of the MCFQ-2Pr: Sub-Model 1   
The comparison of the sub-model 1, MCFQ-2Pr was performed to investigate how 
good our model is by comparing it with two models and different criteria. The first 
model is by Bagherinejad and Pishkenari (2016) who constructed the membership 
functions by using characteristics of fuzzy numbers and computed the fuzzy values, 
qW  
and 
sL by PNLP technique. On the other hand, our sub-model 1, was developed 
based on the analysis of PM of the expected waiting time of trucks in the queue, qW
and the number of trucks in the system,
sL for two types of arrivals rates, Class One 
and Class Two, by using the PNLP technique. The comparison was made based on 
 and q sW L  because the sub-model 1 focus on developing these values of PM under 
an uncertain environment. Moreover, the PM for sub-model 1, was computed also 
based on fuzzy subset intervals which are used to construct the membership 
functions of fuzzy queues. The second model for comparison is also similar to sub-
model 1 by Thangaraj and  Rajendran (2016) who used the minimum and maximum 
values to compute the values of  
sL which are based on the level method.  
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4.9.2 Comparison of the Sub-Models 2 and 3 
The evaluation of the proposed sub-model 2, MCCQ-ESR-2Pr and sub-model 3, 
MCCQ-GSR-2Pr was done simultaneously to find out how good our sub-models are 
compared to the model by Bagherinejad and Pishkenari (2016) which adopted 
defuzzification the RR technique to convert the values of fuzzy arrival rates and 
service rates into deterministic crisp values.  
The comparison was made based on two criteria. The first criterion is the 
construction of a single membership function to represent the fuzzy arrival rates 
service rates. The second criterion is based on the characteristics of fuzzy numbers to 
the values of  and oP  . In addition, an appropriate and realistic scenario was 
conducted to be a part of comparative evaluations by using the same defuzzification 
technique to obtain the values of   and q sW L . 
 
The sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr were able to 
demonstrate the impact of designing the membership functions by using fuzzy subset 
intervals. On the other hand, these two models also demonstrated the impact of using 
different service rates. Results of the implementation can be obtained in the real 
manufacturing industry. 
4.9.3 Comparison of the Proposed TrMF-UF Model 
The evaluation of the proposed TrMF-UF model was performed by comparing the 
UF obtained with two existing models. The first model by Bagherinejad and 
Pishkenari (2016) the employed the characteristics of fuzzy numbers to obtain the 
UF for the whole queueing system. On the other hand, the second model by Vajargah 
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and Ghasemalipour (2015) they used simulation experiments with the expected 
values model based on generating fuzzy arrival and service rates to compute the UF. 
Figure 4.7 shows the simulation procedure for comparison between the proposed 
TrMF-UF model and the single crisp values of this parameter. 
 
Figure 4.7. Simulation Procedure for Comparing the Proposed TrMF-UF Model  
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These evaluations and comparisons for the proposed sub-model 1, MCFQ-2Pr, sub-
model 2, MCCQ-ESR-2Pr, sub-model 3, MCCQ-GSR-2Pr and the proposed TrMF-
UF model, were done to achieve Objective 6. All results are discussed in more detail 
in Chapter Five. 
4.10 Summary  
In order to accomplish the objectives of this research, four main phases were planned 
and used. The first phase of the research explored the problem definition, the data 
collection and types of data. The second phase focused on the fuzzification of data 
and designing the basic elements (i.e., the arrival rates Class One and Class Two, and 
service rates) based on intervals of fuzzy subsets. In the third phase, the main model, 
 1 2, / / / 2PrM M G C  under an uncertain environment was developed. This was 
done by using two defuzzification approaches, the PNLP and RR techniques. 
Consequently, this resulted in three proposed sub-models: the first sub-model 1, 
MCFQ-2Pr to obtain different crisp values of PM with optimal values as closed 
interval; and sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr, to 
obtain crisp single values of PM via two membership functions (TpMF and TrMF). 
This was followed by the development of the proposed TrMF-UF model to estimate 
the whole queueing system.   
 
Finally, this chapter discusses the validation and evaluation amongst proposed 
models. Simulation experiments were used to compare the three proposed sub-
models by MSE criteria. The evaluation was also based on previous mathematical 
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queueing models. In the next chapter, this research examines the proposed sub-
models and model to test their feasibility under an uncertain environment.  
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CHAPTER FIVE 
RESULTS AND DISCUSSIONS 
This chapter is dedicated to the results of the development of multiple channel 
queueing model with multiclass arrivals under an uncertain environment as presented 
in Chapter Four. As mentioned earlier, the queueing system under consideration is 
the cement manufacturing industry having two types of products (i.e., bulk and bag). 
The chapter starts by presenting the basic data or elements for the system, i.e., the 
arrival rates of Class One for bulk product, Class Two for bag product and average 
service rates between Class One and Class Two. Subsequently, these basic elements 
are presented in a linguistic scale with two types of membership functions, i.e., 
trapezoidal and triangular membership functions. Then, two defuzzification 
approaches, i.e., the parametric nonlinear programming (PNLP) technique and the 
robust ranking (RR) technique are used to present the estimation of the crisp 
performance measures (PM). Results on the validations and evaluations of the 
proposed new models are exhibited. All results related to the estimation of the crisp 
PM in the system with respect to the queueing models are given in the following 
sections. 
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5.1 Arrival Rate Distributions  
The data documenting the arrival of trucks to the cement factory (Appendix A) was 
analyzed to determine the arrival rate distribution. With respect to the cement factory 
under consideration, bulk products are classified as Class One, while the bag 
products are Class Two. With the aid of Easy Fit software version 5.6, (Mathwave, 
2015), Chi-Square (Chi-Sq) test statistics was conducted to determine the fitted 
distribution of the daily arrival rates. The Chi-Sq test was adopted because it is a 
good test for analyzing statistical distributions, be it discrete or continuous (Walck, 
2007). 
 
Figure 5.1. The Arrival Rates of Poisson-Bulk Trucks (Class One) 
 
Figure 5.1 shows that the arrival rates for the bulk trucks (Class One priority) is 
distributed as Poisson with the mean denoted as 1  being equal to 24 trucks/day.               
It is observed that the arrival rates for bulk trucks tend to increase due to a growing 
154 
 
 
 
high demand of bulk trucks coming into the system as seen in the right side of the 
graph. 
Similarly, the arrival rates of the bag trucks (Class Two priorities) was analyzed and 
found to be distributed as Poisson with the mean denoted as
 
2  obtained to be 19.66 
trucks/day.  
However, since the number of trucks into the factory has to be an integer, the mean 
is considered to be approximately 20 trucks/day as shown in Figure 5.2. 
 
Figure 5.2. The Arrival Rates of Poisson-Bag Trucks (Class Two) 
 
Considering Figure 5.2, there is a simultaneous increase in arrival rates just as in 
Class One although the number of trucks is less. Hence, the demand for bulk 
products in the factory is more than the demand for bag products in both years as 
seen in the values obtained from the data, where the total bulk order is 16,223 orders 
and the total for bag is 13,879 orders as in Appendix A. 
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5.2 Service Rates Distributions 
The development of the queueing models requires the determination of the service 
rates. The service rates of the cement factory are taken for years 2013 and 2014 (as 
documented in Appendix A). Generally, in queueing systems, there exists a certain 
non-negative statistical continuous distribution, such as the commonly used Gamma 
distribution, Erlang distribution and Exponential distribution (Bhat, 2008; Sztrik, 
2012). These distributions are easier handled analytically (Gross 2008; Forbes, et al., 
2011) and due to the properties of these distributions, they are more appropriate in 
representing the service time rates of queueing models. The Chi-Sq test was 
conducted based on the significance level of p-values calculated for each of these 
three fitted distributions: Gamma Distribution, Erlang Distribution and Exponential 
Distribution. These distributions are presented in the following subsections. 
5.2.1 Gamma Two-Parameter Distribution  
There are two continuous parameters in the gamma type one distribution, the shape 
parameter, α, having value of 7.1384 which controls the shape of distribution and the 
scale parameter, β, which is equal to 0.1463. This parameter is controlled by the 
scale of data (i.e., service rates). Therefore, according to these two parameters and 
via Easy Fit results which calculate the basic statistics values as considered in 
subsection 3.1.4.1, the gamma type one distribution as adopted to the service time 
rates was plotted in the histogram as in Figure 5.3 which indicates
 7.1384,0.146~ 3X Gamma . 
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Figure 5.3. Gamma Type 1 Distribution Two-Parameters Based on Service Rates 
Figure 5.3 shows the shape of classes increasing and reaching the highest value of 
approximately 1.0246 hr/truck for each class (i.e., Class One and Class Two). The 
frequency values with two other classes are of approximately the same level  
between 0.6 and 1.45 hr/truck. The shape of the curve in this figure matches and 
reveals the significance level of p-value is equal to 0.8732 based on the Chi-Sq test, 
which strongly represents the sample data. 
5.2.2 Erlang Two-Parameter Distribution  
The Erlang type one distribution has two parameters, similar to the gamma type one 
distribution in subsection 5.2.1. Thus, the shape parameter, α, is equal to 7.00 and the 
scale parameter, β, is equal to 0.1463. The Erlang distribution as adopted to the 
service time rates, was plotted in the histogram as shown in Figure 5.4, indicating
 7.0, 1463~ 0.ErX lang .  
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It can also be seen that the shape parameter α in this distribution is an integer number 
and the scale parameter, β is similar to the scale parameter for the gamma 
distribution.  
 
Figure 5.4. Erlang Type 1 Distribution Two-Parameters Based on Service Rates 
Figure 5.4 shows the shape of the histogram in the Erlang distribution being similar 
to the curve of the gamma distribution in Figure 5.3. In addition, the significance 
level of the Erlang distribution with the p-value equal to 0.8297 was obtained based 
on the Chi-Sq test. 
5.2.3 Exponential One-Parameter Distribution 
The exponential type one distribution on the other hand, has just one parameter that 
is the scale parameter, µ which is equal to 1.0256 as considered in subsection 
3.1.4.2. The histogram in Figure 5.5 indicates (1.02 6~ 5 )ExponentialX  with respect 
to the data of the service time rates. 
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Figure 5.5. Exponential Type 1 Distribution One-Parameter Based on Service Rates   
The shape curve in Figure 5.5 matches the significance level of the Exponential type 
one parameter distribution with p-value equal to 0.7005 based on Chi-Sq test, which 
is very strong and significant. Table 5.1 summarizes the parameters and p-values of 
the service rates distributions for each of the three distributions. 
 
Table 5.1  
Summary of parameters and p-values of the Service Rates Distributions 
Distributions 
Parameters 
                  Shape parameter                      Scale parameters 
                   α                                         β and µ 
p-value 
Gamma Distribution  7.1384      0.1463 0.8732 
Erlang Distribution 7.0000      0.1463 0.8297 
Exponential Distribution --------      1.0256 0.7005 
 
From Table 5.1, the significant and strongest p-value obtained is 0.8732, which is 
from the Gamma distribution, then the Erlang distribution with p-value, 0.8297 and 
159 
 
 
 
the Exponential distribution with p-value, 0.7005, based on the Chi-Sq test of each 
distribution as discussed in subsection 4.5.1. Whenever the p-value increases, the 
accuracy of the results is better. It can also be seen in Table 5.1 that the shape 
parameter of the Erlang distribution has an integer value while the scale parameters 
have the same values and the same significance level.  
 
It can be seen that for the data testing, the basic elements, i.e., the arrival process, 
whether bulk or bag, compute a single value of arrival rate for each type as presented 
in Section 5.1. This corresponds to service time depending on the single mean values 
extracted for each distribution (Mathwave, 2015) as presented in Table 5.1. Many 
researchers, such as Derbala (2005), White et al., (2012), and Zukerman (2013) have 
treated arrival rates and service rates to be known and assumed to be constant 
because it follows certain probability distributions with fixed values. Although these 
values under probability may be inappropriate, the future is not always similar to the 
past as considered by Agarwal and Nayal (2015). 
 
In reality, these basic elements are valid just within closed systems and may not be 
presented precisely due to sudden changes or uncontrollable factors. These sudden 
and uncontrollable factors create delay and increase waiting lines as queues. To deal 
with these uncontrollable factors translated into an uncertain environment, Zadeh 
(1978) introduced the concept of fuzziness. Fuzzy set theory is a well-known 
concept for modelling imprecision or uncertainty arising from mental phenomenon. 
Specifically, fuzzy queues have been discussed by several researchers (Ke & Lin, 
2006; Huang & Ke, 2008; Devaraj & Jayalakshmi, 2012a, 2012b; Yang & Chang 
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,2015) for a single channel queueing system. On the other hand, Bagherinejad and 
Pishkenari (2016) studied fuzzy multiple channel queueing models.  
Unfortunately, the models considered by these authors are not appropriate for the 
application in this problem as the scenario for supplying cement material in the 
factory follows a fuzzy multiple channel queueing model with multiclass arrivals 
under an uncertain environment. 
 
This is the motivation for our research to introduce a new queueing model that will 
adequately handle these elements (i.e., arrival rates and service rates) obtained under 
the analysis phase and occurring in an uncertain environment, referred to as fuzzy 
arrival and service rates (Prade, 1980; Buckley, 2005; Zimmermann, 2010). Thus, 
these elements need to converge between the probability and possibility theories, i.e., 
the statistical data may be obtained subjectively, with arrival rates of Class One and 
Class Two, and service rates more suitably described by linguistic terms. Choosing 
the suitable expression with complete probability distributions and interpretation, 
leads to the need to construct a linguistic scale for expressing these basic elements. 
5.3 Fuzzification of the Basic Elements  
This section describes the fuzzification of the basic elements which are arrival rates 
of Class One and Class Two, and service rates referred to as fuzzy numbers (Prade, 
1980; Buckley, 2006; Zimmermann, 2010). There are two parts for presenting these 
basic elements. The first part deals with choosing the suitable linguistic terms, while 
the second part deals with the construction of the membership function.  
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The most suitable and natural linguistic terms for these basic elements in queueing 
systems (i.e., the arrival and service rates) and specifically in manufacturing 
industries, are expressions of „Low, Medium and High‟ as suggested by Bai and 
Wang (2006), Ritha and Menon (2011), and Jeeva and Rathnakumari (2012b). Thus, 
these three terms are transformed into three intervals. These intervals are low, 
medium and high intervals, respectively, for arrival of trucks to the factory (Class 
One and Class Two) and average service times for each truck. The process involves 
representing the crisp data of the basic elements as overlapping fuzzy numbers 
through the construction of membership functions. The initial step involved sorting 
the real data for daily arrival of both classes and service times for each year (2013 
and 2014) in ascending order. Then, the next step was determining the lower bound 
(LB) and upper bound (UB) for each basic element as recommended (Vijayan, & 
Kumaran, 2009; Ritha & Robert, 2010; Princy & Dhenakaran, 2016). The data was 
sorted yearly according to the difference between LB and UB, where the data 
appeared to be asymmetrical numbers for all basic elements. Subsequently, the 
central tendency measurements were used to compute the average for each interval.  
 
This led to obtaining three averages for each basic element: Avg.L, Avg.M and 
Avg.H, as mentioned in Section 4.6. Then, we obtained three main points which 
represent the core value of each interval, respectively. In addition, another measure 
of central tendency called mode was introduced and considered for the lower mode 
(LM) and upper mode (UM). Note that Avg.M represents the middle value that 
divides the data into two sides which are left side (LS) and right side (RS). Thus, two 
points of mode were chosen for each side denoted by lower mode one (LM1) and 
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lower mode two (LM2). These points were considered for LS, while the upper mode 
one (UM1) and upper mode two (UM2) were considered for the RS. Through these 
steps, two types of membership functions were obtained: trapezoidal and triangular 
membership functions, as discussed in Section 4.6 and shown in the following 
subsections. 
5.3.1 Trapezoidal Membership Function   
The trapezoidal membership function (TpMF) requires locating four main points as 
suggested by Vijayan and Kumaran (2009) as in subsection 3.2.4.1 for each interval. 
Table 5.2 shows the trapezoidal membership function values as denoted by 1 , 1  
and   obtained through computer programming and codes using Matlab software 
version 8.5.1 (Mathworks Inc., 2015) as  in Appendix C for each year 2013 and 2014 
data, respectively. 
Table 5.2  
Trapezoidal Membership Functions Values for 2013 and 2014 Data 
Data 2013 
Basic 
Elements 
LB LM1 Avg.L LM2 Avg.M UM2 Avg.H UM1 UB 
1  4 12 13 20 22 28 33 37 50 
2  1 6 11 15 19 21 25 30 35 
  0.50 0.60 0.65 0.88 0.93 1.10 1.20 1.25 2.33 
Data 2014 
Basic 
Elements
 
LB LM1 Avg.L LM2 Avg.M UM2 Avg.H UM1 UB 
1  
3 13 14 21 23 27 34 38 70 
2  
2 10 14 18 20 24 28 29 48 

 
0.52 0.66 0.76 0.96 0.99 1.06 1.23 1.33 2.58 
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These values from Table 5.2 were used to design the overlapping of trapezoidal 
fuzzy numbers for both years. This overlapping of the trapezoidal fuzzy numbers for 
2013 data is shown in Figure 5.6.  
 
 
 
 
 
 
 
Figure 5.6. Overlapping of Trapezoidal Fuzzy Numbers for 2013 Data    
Figure 5.6 shows the process for expressing the values (i.e., 1 2,     and  ) as 
overlapping through trapezoidal fuzzy numbers represented by eight main points for 
each basic element. These values are further classified into three fuzzy subsets, the 
value of Avg.M is unseen according to the process of overlapping amongst fuzzy 
subset intervals. On the other hand, the trapezoidal membership function is based on 
four critical main points for each trapezoidal membership function (Tan & Culaba, 
2004; Xexéo, 2010; Bai & Wang, 2006 ; Princy & Dhenakaran, 2016). 
Thus, the trapezoidal membership functions constructed as defined in subsections 
4.6.1 and 4.6.2 are given by  1 4,12,13,20L  ,  1 13,20,28,33M  , 
 1 28,33,37,50H  ,  2 1,6,11,15L  ,  2 11,15,21,25M  ,  2 21,25,30,35H  , 
 0.50,0.60,0.65,0.88L  ,  0.65,0.88,1.10,1.20M   and  1.10,1.20,1.25, 2.33H  .     
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The next step was to plot these three trapezoidal membership functions for 2013 data 
as low, medium and high intervals with respect to each fuzzy basic element           
(i.e., 1 2,     and  ) with assistance of Matlab software program as shown in        
Figure 5.7.  
 
Figure 5.7. Trapezoidal Membership Functions of Basic Elements (Class One, Class 
Two, and Average Service Times) for 2013 Data 
Figure 5.7 illustrates three Scales (i.e., A, B and C) for TpMF representing the daily 
arrival of trucks for Class One, Class Two, and average service times for each truck, 
respectively. The vertical axis shows the membership functions of each basic 
element, 
1 2
( ), ( )x y
 
 
 
and ( )z within the degrees of membership in the [0,1] 
interval and the horizontal axis plots the values of the these basic elements                 
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(
1 2,   and ) . As seen in Figure 5.7 (Scale A), the daily arrival of trucks for Class 
One starts from four trucks and ends with 50 trucks as in the horizontal axis; whereas 
the vertical axis shows the membership function 
1
( )x

  that leads to possibilities as 
in closed interval [0,1]; while (Scale B) in Figure 5.7 shows the daily arrival of 
trucks for Class Two starting from one truck and increasing to 35 trucks. Therefore, 
the maximum number of daily arrival for trucks (Class Two) in Scale B is less than 
the number of trucks for Class One in Scale A. Hence, the order demands in the 
factory for bulk products are more than the order demands for bag products. It can 
also be seen in Figure 5.7 (Scale C) that the lowest value of service time is equal to 
0.50 hr/truck and the highest value of service time is equal to 2.33 hr/truck. The high 
interval for these three fuzzy basic elements ( 1 2,     and  ) occupies the biggest 
area as compared to low and medium intervals. This is because this period is the 
most important period and must be focused on by the factory management. 
 
In the same manner, these steps were used to construct the TpMF for 2014 data. 
From Table 5.2, the corresponding values are  1 3,13,14,21L  , 
 1 14,21,27,34M   and  1 27,34,38,70H   for  daily arrival of trucks as in 
Class One,  2 2,10,14,18L  ,  2 14,18,24,28M   and  2 24,28,29,48H   for 
daily arrival of Class Two. Subsequently, the average service times are 
 0.52,0.66,0.76,0.96L  ,  0.76,0.96,1.06,1.23M   and 
 1.06,1.23,1.33,2.58H   for low, medium and high intervals, respectively.                           
Figure 5.8 shows these fuzzy basic elements (i.e., 1 2,     and  ) for 2014 data.  
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Figure 5.8. Trapezoidal Membership Functions of Basic Elements (Class One, Class 
Two, and Average Service Times) for 2014 Data 
From Figure 5.8, it can be seen in Scales A and B (i.e., Class One and Class Two) 
that the daily arrival of trucks for both products (bulk and bag) have increased in the 
factory. Consequently, the average service times for each truck has also increased in 
Scale C. This is a justification that the nature of supply demands amongst the 
channels are different with total service rates in the cement industry. Noting that 
according to the collected data, it is noticed that the service rates  increased with 
arrival rates for Class One and Class Two. Furthermore, it can also be seen in Figure 
5.8 that the daily arrival of trucks (Class One) as in Scale A is still greater than the 
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arrival of trucks (Class Two) in Scale B for 2014 data, specifically in the high 
interval.  
To summarize, from Figures 5.7 and 5.8, the daily arrival for bulk trucks (Class One) 
has increased in the year 2014 to 70 trucks from the value of 50 trucks in the 
previous year. Also, the daily arrival of bag trucks (Class Two) has increased from a 
maximum value of 35 trucks in 2013 to 48 trucks in 2014. In addition, the average 
service times has increased from 2.33 hr/truck to 2.58 hr/truck, which is a 
simultaneous increase with respect to the arrivals of both types of products (i.e., bulk 
and bag). This implies that focus needs to be placed on the high intervals as this is 
the part where the queue is seen to be rapidly growing with increasing order 
demands for cement material under an uncertain environment. These results are 
further motivation for this research to investigate how the increase can be handled 
using fuzzy queueing models, bearing in mind that this increase does not follow a 
constant pattern, and neither is it predictable. 
5.3.2 Triangular Membership Function   
Moving to the triangular membership functions (TrMF) which can be represented as 
three main points as suggested by Klir and Yuan (2008). From the steps of the 
fuzzification process as discussed in section 4.6, three average values were 
determined, i.e., each average represents the core of the triangular fuzzy numbers for 
each interval as suggested (Dubois, Foulloy, Mauris, & Prade, 2004; Li, 2016). 
Table 5.3 shows the triangular membership functions of basic elements (i.e., 1 2,   
and  ) for 2013 and 2014 data, respectively. 
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Table 5.3  
Triangular Membership Functions Values for 2013 and 2014 Data 
Data 2013 
Basic 
Elements 
LB Avg.L Avg.M Avg.H UB 
1  4 13 22 33 50 
2  1 11 19 25 35 
  0.50 0.65 0.93 1.20 2.33 
Data 2014 
Basic 
Elements 
LB Avg.L Avg.M Avg.H UB 
1  3 14 23 34 70 
2  2 14 20 28 48 
  0.52 0.76 0.99 1.23 2.58 
 
Table 5.3 shows the TrMF highlights five main points represented as [LB, Avg.L, 
Avg.M, Avg.H, UB] for each basic element for 2013 and 2014. However, this can be 
translated to the design of three intervals through overlapping represented as low 
interval [LB, Avg.L, Avg.M]; while the medium interval is [Avg.L, Avg.M, Avg.H] 
and high interval is [Avg.M, Avg.H, UB], respectively for each year. Furthermore, 
Figure 5.9 shows the overlapping of the triangular fuzzy numbers (i.e.,
1 , 2  and  ) 
for 2013 data given by: 
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Figure 5.9. Overlapping of Triangular Fuzzy Numbers for 2013 Data  
Figure 5.9 shows the overlapping of triangular fuzzy numbers which covers three 
fuzzy subsets of intervals as mentioned in subsections 4.6.1 and 4.6.2 for each basic 
element. Therefore, the values of each basic element which are taken from Table 5.3, 
can be presented as  1 4,13,22L  ,  1 13,22,33M   and  1 22,33,50H   for 
Class One. Then, Class Two is presented as  2 1,11,19L  ,  2 11,19,25M   and
 2 19,25,35H  . Furthermore, the TrMF for the average service times is presented 
as  0.50,0.65,0.93L  ,  0.65,0.93,1.20M   and  0.93,1.20,2.33H   for 2013 
data. These three TrMF were plotted to display the main points for each basic 
element (i.e.,
1 , 2  and  ) through three intervals as shown in Figure 5.10. 
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Figure 5.10. Triangular Membership Functions of Basic Elements (Class One, Class 
Two, and Average Service Times) for 2013 Data 
Subsequently, Figure 5.10 shows the second type of the membership function, TrMF 
in Scales D, E and F covering the whole period set of data in spite of less points.               
The overlapping amongst these intervals are more specific and it seems symmetrical 
as shown in Figure 5.10 (Scale D and Scale E). Furthermore, the Avg.M appears 
visible in three scales (D, E and F) which represent the middle point in the whole 
period that divides the set of data into two sides, i.e., LS and RS. This is due to the 
nature of real data being asymmetrical data for both years 2013 and 2014.  
 
In the same manner, according to Table 5.3, the basic elements for daily arrival of 
trucks in Class One and Class Two together with the average of service times for 
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2014 data can be transformed as TrMF for three intervals as  1 3,14,23L  , 
 1 14,23,34M  ,  1 23,34,70H  ,  2 2,14,20L  ,  2 14,20,28M  , 
 2 20,28,48H  ,  0.52,0.76,0.99L  ,  0.76,0.99,1.23M   and 
 0.99,1.23,2.58H  . The plots for the TrMF are given in Figure 5.11.  
 
 
Figure 5.11. Triangular Membership Functions of Basic Elements (Class One, Class 
Two, and Average Service Times) for 2014 Data 
Similarly, the TrMF for each basic element in Figure 5.11 shows the TrMF for 2014 
data in Scales (D, E and F), where the largest area of the triangular membership 
functions is in the high interval for each scale. This affirms the unpredictability of 
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in Class One and Class Two, which leads to the increase of the average service 
times. Furthermore, the construction of TrMF by choosing three main points (i.e., the 
averages) covers the whole period‟s set of data in the cement factory being studied.  
 
Based on all the plots presented in Figures 5.7, 5.8, 5.10 and 5.11 through two types 
of membership functions (Tp and Tr), the data for both years 2013 and 2014 are 
represented as fuzzy numbers via three interval subsets for each type of the 
membership function. Thus, based on these three intervals, the next section discusses 
the minimum and maximum values for each interval of each basic element (i.e., 
Class One, Class Two and service times).   
5.4 Intervals with Fuzzy Subsets 
This section explains three intervals or ranges (low, medium and high) for each basic 
element (i.e.,
1 , 2  and  ) considered by stating the initial point as lower bound 
(LB) or min, and end-point as upper bound (UB) or max per interval as discussed in 
subsection 4.6.3. Therefore, for both years 2013 and 2014, the importance of these 
classifications is according to trapezoidal membership functions as emphasized by 
Bai and Wang (2006) as it gives room for better and more detailed analysis. Thus, 
based on Figures 5.7 and 5.8 as in subsection 5.3.1, the minimum and maximum 
values for each interval were determined. Tables 5.4 and 5.5 present the 
classifications of these basic elements for 2013 and 2014 data, respectively. 
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Table 5.4  
Classification of Min and Max into Intervals of the Basic Elements for 2013 Data   
Basic Elements 
Intervals 
Low Medium High 
1  4-20 13-33 28-50 
2  1-15 11-25 21-35 
  0.50-0.88 0.65-1.20 1.10-2.33 
 
Table 5.5  
Classification of Min and Max into Intervals of the Basic Elements for 2014 Data   
Basic Elements 
Intervals 
Low Medium High 
1  3-21 14-34 26-70 
2  2-18 14-28 24-48 
  0.52-0.99 0.76-1.23 1.06-2.58 
 
Tables 5.4 and 5.5 show the classifications of intervals for two classes of fuzzy 
arrival of trucks and average service times presented as three intervals. For instance, 
from Table 5.4 for 2013 data, the LB of daily arrival of trucks 
1  is equal to four 
trucks (Class One) and UB is 20 trucks for low interval, while the medium interval 
follows the range from daily arrival starting from 13 trucks to 33 trucks, as well as 
the high interval starting from 28 trucks and going up to 50 trucks. This pattern 
follows the other intervals of basic elements. The main advantage of highlighting 
these intervals is to give an idea to the management of the cement factory about the 
minimum and maximum values for daily arrival of trucks (bulk and bag products) to 
the factory for each period. In addition, the minimum and maximum values for 
average service times for each truck follow the classification of intervals for Class 
One and Class Two. Furthermore, these minimum and maximum values for each 
interval needs to be fitted according to the fuzzification process as explained in the 
next section.  
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5.5 Convergence of Intervals with Fuzzy Numbers   
The intervals with fuzzy numbers required tests on fitting distributions for each 
interval represented as three fuzzy subsets with respect to the daily arrival of trucks 
(Class One and Class Two) and average service rates between Class One and Class 
Two. The basic idea of the convergence is based on obtaining one of the statistical 
measures namely averages from fuzzy process and fitting test. This operation leads 
to convergence between probability pattern and possibility pattern. Therefore, this 
convergence is discussed in subsection 4.6.4. The Chi-Sq test was conducted to fit 
distribution for these intervals as recommended by Walck (2007), where each 
interval was translated into groups of data. The operation of fitting these intervals are 
classified into two parts: the first part is fitting the fuzzy arrival rates (i.e., Class One 
and Class Two); and the second part is fitting fuzzy average service rates as shown 
in the following subsections. 
5.5.1 Intervals and Fuzzy Arrival Data   
The fuzzy arrival rate of trucks with three intervals for Class One and Class Two 
were fitted for each interval (i.e., low, medium and high). These intervals are taken 
from Tables 5.4 and 5.5 in Section 5.4 and tested, noting that the process for 
choosing distribution the arrival rates for each class are based on the results obtained 
in section 5.1. Therefore, the results of arrival rates for Class One and Class Two 
according to each interval distributed as poisson both years 2013 and 2014 data are 
shown in Tables 5.6 and 5.7 , respectively. 
 
 
175 
 
 
 
Table 5.6  
Arrival Rates for Class One and Class Two with Intervals for 2013 Data    
Basic Elements 
Intervals 
Avg. Low Avg. Medium Avg. High 
1  13 22 34 
2  11 18 26 
 
Table 5.7  
Arrival Rates for Class One and Class Two with Intervals for 2014 Data    
Basic Elements 
Intervals 
Avg. Low Avg. Medium Avg. High 
1  13 23 35 
2  14 20 29 
 
From Tables 5.6 and 5.7, it can be seen that there are two similarities. The first one is 
the values in medium intervals for both classes are almost similar to the values 
obtained through Chi-Sq conducted in Section 5.1. The classification of data through 
these intervals (i.e., low, medium and high) means the medium interval represents 
the conventional situation where it is located inside the fuzzy subset intervals. 
Hence, the fuzzification process supports three intervals which are more realistic 
specifically to the management of the factory in an uncertain environment.      
 
The second similarity can be seen in Tables 5.6 and 5.7 which are related to the two 
values of arrival rates (i.e., 1 2 and   ) for each interval. The values are approximately 
similar to the average values obtained through the fuzzy process as explained in 
subsection 5.3.1. For instance, the Avg.L in Table 5.2 for 2013 data represents the 
average arrival rate for trucks (Class One) in the low interval equal to 13 trucks 
which is similar to the arrival rate for low interval extracted by fitting probability 
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distribution via the Chi-Sq test as in Table 5.6. The other values are almost similar 
values.   
 
Consequently, there is no need to represent these intervals as new fuzzy numbers of 
arrival trucks and construct a new membership function. Hence, these average arrival 
rates show that the average is a good indicator of convergence between the statistical 
and fuzzy patterns. Furthermore, this is a key indicator for describing the cement 
factory under three periods of arrival trucks for each class under an uncertain 
environment.  
5.5.2 Intervals and Fuzzy Service Data   
Another basic element that was fitted per interval is the fuzzy service times. Section 
5.2 shows that three service time distributions are obtained, i.e., Gamma distribution, 
Erlang distribution and Exponential distribution. Note that the gamma distribution 
and erlang distribution are closely related according to three indicators as considered 
by Walck (2007) as in subsection 3.1.4.1. The first indicator is the shape parameter α 
of the erlang distribution is an integer value equal to 7.00, while the second indicator 
is the scale parameter   is equal to 0.1463, similar to the scale parameter of gamma 
distribution as summarized in Table 5.1 in subsection 5.2.2. The third indicator is the 
convergence between significant p-values based on the Chi-Sq test. It can be inferred 
that both distributions (Erlang and Gamma) under these same similarities through 
these indicators lead to the same formula for both distributions and the same results 
are obtained. Therefore, this research selected the exponential distribution with one-
parameter and the gamma distribution with two-parameters as two service time 
distributions as in the following subsections.  
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5.5.2.1 Exponential Service Rates 
In order to obtain the exponential service rates (ESR) distribution with intervals, 
fitting for each interval was done. A Chi-Sq test was conducted to obtain the values 
for each interval and the histogram of these intervals for both years 2013 and 2014 is 
shown in Appendix C (Figures C1, C3, C5, C7, C9 and C11). Table 5.8 illustrates 
the µ as the parameter and p-value for each interval of the exponential service rates 
distributions for both years 2013 and 2014.  
 
Table 5.8  
µ-value and p-values of Exponential Service Rate Distributions of each Interval for 
2013 and 2014 Data  
       Data 2013 
Intervals 
Parameters 
p-value 

 
Low 1.544 0.719 
Medium 1.075 0.650 
High 0.830 0.779 
         Data 2014 
Intervals 
Parameters 
p-value 
 
Low 1.310 0.757 
Medium 1.007 0.604 
High 0.812 0.790 
   
   
In addition, Table 5.8 shows the service rates were distributed as exponential service 
rates as obtained via fitting of three intervals (i.e., low, medium and high) for both 
years 2013 and 2014 data. These values of scale parameter are approximately similar 
to the average values discussed in Section 5.3. For example, the Avg.L in Table 5.2 
for 2013 data is equal to 0.65 hr/ truck and through Equation (3.20) as discussed in 
subsection 4.6.3, its reciprocal value is 1.544. Consequently, from the results for 
service rates, there is no need to represent these intervals as new fuzzy numbers or 
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construct a new membership function according to this distribution as described in 
subsection 4.6.4. Hence, this is the second indicator obtained for the convergence 
between the crisp averages of ESR under the Chi-Sq test and the fuzzification 
process. It can be also seen from Table 5.8 for both years, specifically the value of 
the scale parameter in the medium interval, is similar to the value of scale parameter 
in Table 5.1 as presented in subsection 5.2.3. This value of the scale parameter for 
ESR (i.e., medium interval) as in Table 5.1 which is obtained via Chi-Sq tested for 
the whole set of data is located inside the fuzzy subset intervals. Furthermore, the 
results of this value provide limited intervals and assumed be constant. Thus, the 
efficiency of this classification through subset intervals with fitting for each interval 
appears better under an uncertain environment compared to fitting the whole set of 
data.   
5.5.2.2 Gamma Service Rates  
Similarly, for gamma service rate (GSR) distributions with intervals, the fitting 
process was required to obtain the values of parameters (i.e., α and β) for each 
interval. Based on the Chi-Sq test conducted, the shapes of GSR were obtained and 
shown in Appendix C (Figures C2, C4, C6, C8, C10 and C12). Subsequently, Table 
5.9 shows the values of these two parameters, which are α and β of gamma 
distribution and significant p-values leading to different crisp values for each interval 
for 2013 and 2014 data.  
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Table 5.9  
α, β and p-values of Gamma Service Rate Distributions of each Interval for 2013 and 
2014 Data  
  Data 2013 
Intervals 
Parameters 
p-value 
α β 
Low 35.162 0.018 0.881 
Medium 40.978 0.023 0.780 
High 19.0625 0.064 0.759 
  Data 2014 
Intervals 
Parameters 
p-value 
α β 
Low 23.39 0.032 0.860 
Medium 60.06 0.016 0.660 
High 45.94 0.027 0.776 
   
Table 5.9 illustrates three intervals for each year. Noting that the parameters (α and 
β), specifically in the medium interval, lead to the mean values of GSR. These mean 
values are approximately similar to the mean values that were obtained via the 
parameters (α  and  β) by the Chi-Sq test as presented in Table 5.1. On the other 
hand, the mean values of GSR as obtained in Table 5.1 represent the whole set of 
data and is a special case from the fuzzy subset intervals in Table 5.9. These results 
of similarity were suggested by Buckley (1990) and Zimmermann (2011). 
Consequently, the classification of fuzzy subset intervals with fitting for each 
interval is evidenced as more realistic and accurate under the uncertain environment.  
 
It can also be seen from Table 5.9 that the parameters of GSR (i.e., α  and β) are two 
new crisp values that are consistent for each interval. In this case, the fuzzification 
process was done which led to the construction of the new fuzzy numbers for these 
crisp values. Recalling the discussion in subsection 4.6.4, the fuzzification process 
was defined by suitable linguistic terms for the individual value of each interval as 
considered by Chen (2005). Following this, the membership function was 
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constructed. The individual values can be obtained through Equation (3.15) as 
discussed in subsection 4.6.4. Hence, three crisp individual values were obtained for 
each interval denoting the average of gamma service time. Based on Table 5.9 for 
2013 data and via parameters α and β, the results of averages for three intervals are 
represented as Avg.L which is equal to 0.63, while the Avg.M is equal to 0.97 and 
Avg.H is equal to 1.22. Next, these three individual averages were designed as closed 
intervals through linguistic terms. Subsequently, the Avg.L of 0.63 is approximately 
located inside the interval [0.52, 0.74]. The Avg.M which is equal to 0.97 is inside 
the interval [0.74, 1.21] and finally, the Avg.H which is equal to 1.22 is located in the 
interval [1.21, 1.24]. Noting that these two points for each interval are boundaries as 
closed interval as described in subsection 4.6.4, this process led to the construction 
of the trapezoidal fuzzy numbers. On the other hand, the construction of the 
triangular fuzzy numbers was based on the individual average computed for each 
interval (i.e., Avg.L, Avg.M and Avg.H) with LB and UB values. Figure 5.12 shows 
the process of overlapping of trapezoidal and triangular fuzzy numbers for 2013 
data.  
 
 
 
 
Figure 5.12.  Overlapping of Trapezoidal and Triangular Fuzzy Numbers of Gamma 
Service Times for 2013 Data  
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Consequently, the trapezoidal membership functions were constructed for the three 
intervals and obtained as  0.50,0.52,0.63,0.74L  ,  0.63,0.74,1.21,1.22M   and
 1.21,1.22,1.24,2.33H  . On the other hand, the triangular membership functions 
are given as  0.50,0.63,0.97L  ,  0.63 , 0.97,1.22M   
and  
 0.97 ,1.22 ,2.33H   for low, medium and high intervals, respectively. Therefore, 
with the assistance of Matlab software program, the trapezoidal and triangular 
membership functions of gamma service rates were plotted as in Figure 5.13.  
 
Figure 5.13. TpMF and TrMF of Gamma Service Times for 2013 Data  
 
Figure 5.13 shows the Scales (i.e., A and B) representing the TpMF and TrMF of 
gamma service times for 2013 data, respectively. It can be seen that there are two 
.
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indicators. The first one is the membership function ( )g  for both types TpMF and 
TrMF for this distribution covering the whole set of data. The second indicator is the 
high interval covering the biggest area for both Scale A and Scale B. This indicator 
further informs the congestion experienced in the cement factory.  
Adopting similar steps as with the 2013 data, as based on Table 5.9 via the 
parameters (i.e., α and β), we obtained a single average of GSR for 2014 data. Thus, 
it can be represented under fuzzy numbers in three intervals for TpMF and TrMF as 
 0.52,0.70,0.75,0.80 ,L    0.75,0.80,1.12,1.24M   and 
 1.12,1.24,1.35,2.58H  . In the same manner, the triangular membership functions 
are given by  0.52,0.75,0.96 ,L    0.75,0.96,1.24M   and  0.96 ,1.24 ,2.58H  .
 
Figure 5.14. TpMF and TrMF of Gamma Service Times for 2014 Data  
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From Figure 5.14, it can be seen that the value of Avg.M is equal to 0.96 and these 
values are combined between two intervals of low interval and high interval for both 
types of TpMF and TrMF as shown in Scales A and B, respectively. Therefore, this is 
a good indicator to assist factory management with the availability of maximum 
value (i.e., UB), which represents the ending of low interval and the minimum value 
(i.e., LB), which represents the beginning of high interval through the average 
gamma service times for each truck. As a result, designing the gamma service times 
under fuzzification process is the third indicator for justifying the convergence of the 
probability and possibility patterns. Furthermore, this gives room for flexibility in 
the queueing system of the cement factory as another service time distribution to 
represent the data through different values. As a result, the first objective of this 
research is accomplished through the processes of these three basic elements under 
classification of fuzzy subset intervals, as presented in Section 5.5. 
 
These processes are in subsections 4.6.3 and 4.6.4. Hence, the next step was to 
remove the ambiguity from these three basic elements represented by the three 
intervals based on some defuzzification approaches to convert the fuzzy queues into 
crisp queues as discussed in the following sections. 
5.6 The Proposed Sub-Model 1: MCFQ-2Pr 
As considered in subsection 4.7.2, this section describes the establishment of the 
main model (M1, M2)/M/10/2Pr under an uncertainty environment with PNLP 
technique denoted as the proposed sub-model 1, MCFQ-2Pr, represented by 
 1 2, / /10 / 2PrM  M M . 
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Its implementation required deriving two values, where the first value is the 
probability of trucks arrival, Πw  
based on substituting the number of channels in the 
cement factory. The second value of the residual processing time is E[R] which is 
based on the parameter of exponential service rates distribution. Hence, the values 
obtained are the exponential processing times. This is further elaborated in the 
following subsections.  
5.6.1 The Probability of Trucks Arrival  
One of the important values in the queueing system specifically in the manufacturing 
and production of cement industry, is the probability of trucks arrival to the factory 
to join the queue and it is denoted by Πw  as formulated by Adan and Resing (2002). 
Therefore, as derived in Equation (3.8) as discussed in subsection 4.7.2, upon 
substitution of ten channels into the equation, it can be written as:   
 
 
   
1
10 10
10 1
0
10 10 10
1 ,
10! ! 10!
Π  w
n
n n
  




 
   
 
 
                                                      (5.1) 
where, 
1 2     .                 (5.2)    
 
Hence, the probability of truck arrivals with the value of utility factor,   can be 
simplified using the scientific workplace version 5.5 (Scientific Workplace, 2015) to  
obtain: 
10
2 3 4 5
6 7 8 9
1562500
,
5103 22680 66150 141750 236250
315000 337500 281250 156250 567
w

    
   
 
    
       
           (5.3) 
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Next, substituting the utility factor,  ρ requires the classification of  two values, i.e., 
1 , representing the utility factor for bulk production (Class One) and 2 , 
representing the utility factor for bag production (Class Two). Hence, referring to 
subsection 4.5.3, information on the cement factory that has 10 channels was 
considered, we have six channels for bulk product and four channels for bag product. 
Thus, based on Equation (3.5) in subsection 3.2.1, we obtained: 
1 2
1 2, 
6 4
 
 
 
                                                                      (5.4) 
By substituting 1  and 2  into Equation (5.3), the w  is written as:   
10
1 2
2 3 4
1 2 1 2 1 2 1 2
5 6 7
1 2 1 2 1 2
1 2
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6 4 6 4 6 4 6 4
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6 4
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 
 
 
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 
 
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 
   
          
               (5.5)  
 
Equation (5.5) represents the probability of trucks arriving to the cement factory and 
waiting in the queue under a 10-channel facility in the cement factory. Subsequently, 
the next subsection considers the second value required for developing the queueing 
model, i.e., the residual processing time (RPT).  
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5.6.2 The Exponential Processing Times  
The RPT for the queueing model depends on the type of service rates. Hence, the 
expression for RPT is obtained by deriving the value of [ ]E R , which is described in 
subsection 4.7.2. Therefore, the parameter of the exponential distribution, µ is 
substituted to obtain [ ]E R  from Equation (3.24), through the relation, [ ] [ ]E b E R , 
as recommended by Adan and Resing (2002). Subsequently, the value of RPT is the 
exponential processing time. In addition, with reference to Equations (5.5) and (3.1), 
the PM associated with the PNLP technique needs to be established. Hence, the next 
subsection explains the steps for deriving the PM. 
5.6.3 Performance Measures with Two Classes of Priority 
There are two types of classes for the PM with the priority queueing system. This 
type of system is characterized by an important conventional equation which is one 
of PM as explained in subsection 4.7.2. This equation is the expected waiting time of 
trucks in the queue denoted by 
i
qW , where i denotes the number of classes in the 
system. Hence, the expected waiting time of trucks in the queue for Class One is: 
 1
1
. ,
(1 )
w
q
E R
W
C



                   (5.6) 
On the other hand, 2
qW  represents the expected waiting time of trucks in the queue 
for Class Two and the defined as: 
 2
1
. .
(1 )(1 )
w
q
E R
W
C 


 
               (5.7) 
Although these Equations (5.6) and (5.7) are theoretically correct but they are not 
appropriate with the corresponding form of constructing the LB and UB of 
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membership functions. Thus, by substituting Equation (5.5) in subsection 5.6.1 and 
Equation (3.26) into Equation (5.6), 1qW  can be rewritten as: 
10
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1 1 2 1 2 1 2
1 2
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(5.8) 
Hence, simplifying this Equation (5.8) gives the expected waiting time of trucks in 
the queue for Class One under 10 channels in the factory system. Then, we obtained: 
 
 
10
1 21
1
78125 2 3
.
2 6
qW
D
 
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


                                                                   (5.9) 
 
Where, D is the value of all PM (i.e., , ,Sq qW  W  L  and sL ) for Class One and Class 
Two as formulated in Appendix D. 
Similarly, by substituting the parameter, 
w  in Equation (5.5) and  E R  as 
mentioned in Equation (3.24) into Equation (5.7), then 
2
qW  gives: 
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           (5.10) 
Simplifying Equation (5.10) gives the expected waiting time of trucks in the queue 
for Class Two in a more compact form defined as: 
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       (5.11)   
Aside from obtaining the expressions for 
1
qW  and 
2
qW  as defined in Equations (5.9) 
and (5.11), respectively, there are other values of PM that need to be formulated  
based on Little‟s formula as suggested by Bhat (2008) and discussed in Section 3.2. 
This led to the derivation of the other values of PM to estimate the whole queueing 
system. For instance, the expected waiting time of trucks in the system for Class 
One, 
1
sW  is given by: 
1 1 1 ,s qW W

                                                    (5.12)  
Hence, 
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and by simplifying Equation (5.13) we get: 
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1 1
1
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where, N1 is the value for expected waiting time of trucks in the system, 
1
sW  and the 
value for expected number of trucks in the system, 
1
sL  for Class One as formulated in 
Appendix D.  
Similarly, the expected waiting time of trucks in the system for Class Two, 
2
sW can 
be represented as: 
2 2 1 ,s qW W

 
            
(5.15) 
which gives the following Equation (5.16) upon substitution of 
2
qW : 
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 
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 
 
 
 
 
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 
 
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 
  
       
       
            
  (5.16) 
Thus, by simplifying Equation (5.16), we get: 
  
2 2
1 1 2
.
6 12 2 3
s
N
W
D     

  
                                                                  (5.17) 
 where, N2  is the value for expected waiting time of trucks in the system, 
2
sW   and 
the value for expected number of trucks in the system,
2
sL  for Class Two as 
formulated in Appendix D.  
Furthermore, deriving the expression to compute the number of trucks in the queue 
for Class One, 
1
qL , we have:  
1 1
1 ,q qL W                      (5.18)                                                          
which is obtained by multiplying, 
1  with Equation (5.8) to obtain: 
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                  (5.19) 
Consequently, in simplifying the Equation (5.19), we obtain: 
 
 
10
1 1 21
1
78125 2 3
.
2 6
qL
D
  
  



                                                                                 (5.20)  
Subsequently, the number of trucks in the queue for Class Two was derived and we 
obtain: 
2 2
2 ,q qL W                                                       (5.21) 
By multiplying, 
2 to the 
2
qW in Equation (5.10), the 
2
qL  is: 
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      (5.22)  
Hence, a more compact form of Equation (5.22) results:  
 
  
10
2 1 22
1 1 2
468750 2 3
.
6 12 2 3
qL
D
  
    


  
                                 (5.23)   
 
In addition, the number of trucks in the system for two classes is 
sL . Therefore, the 
number of trucks in the system for Class One is given by: 
1 1
1 .s sL W                                                  (5.24) 
Thus,
 
Equation (5.24) can be expressed as: 
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      (5.25) 
and later simplified as: 
1 1 1
1
3
.
2 (6 )
s
N
L
D

  

                                                                                               (5.26) 
Similarly, the number of trucks in the system for Class Two is:  
2 2
2 .s sL W                                                                                     (5.27)  
Hence, 
2
sL  is obtained by multiplying, 2 with Equation (5.16) to yield: 
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                            (5.28) 
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Further, 
2
SL  is simplified to obtain: 
  
2 2 2
1 1 2
.
6 12 2 3
s
N
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D

     

  
                       
(5.29)   
As a result, these Equations (5.9), (5.11), (5.14), (5.17), (5.20), (5.23), (5.26) and 
(5.29) represent the PM mathematical formulations for a conventional multiple 
channel queueing model with 10 channels in the cement manufacturing industry. 
Subsequently, the next subsection describes the establishment of the LB and UB of 
membership functions for these PM using the PNLP technique with the arrival and 
service rates being triangular fuzzy numbers. 
                                           
 
5.6.4 The Lower Bound and Upper Bound of PM  
The PNLP technique as discussed in subsection 4.7.2 was used to determine the LB 
and UB for each value of PM (i.e., , ,Sq qW  W  L  and sL ) for Class One and Class 
Two. However, we chose the
 
triangular membership function (TrMF) for 
constructing the LB and UB of fuzzy basic elements as discussed in step one in 
subsection 4.7.2. Based on the steps as described for the PNLP technique, there are 
three triangular fuzzy numbers (TrFn), i.e., 
1  , 2 and   as shown in subsection 
5.3.2. Consequently, we chose the
 
TrMF for constructing the LB and UB of fuzzy 
PM. Then by using Equation (4.4), the values of PM (i.e., , ,Sq qW  W  L  and sL  ) were 
mapped into three cases. This was done based on three basic elements (i.e., 
1 , 2
and  ) as recommended by Yang and Chang (2015) to achieve the efficiency of this 
technique through these basic elements.  
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The first case (i.e., Case (i)) represents the arrival rates for Class One. Subsequently, 
referring to Equations (5.9) and (5.11), the fuzzy expected waiting time of trucks in 
the queue for Class One is given by:   
Case (i): 
 
 
 
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1
1
78125 2 3
min
2 6
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q
x X
y Y
z Z
x y
W
z z x D 
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



                       (5.30) 
   2. . ,  ,  
LB UBs t x x x y z          
 
 
 
10
1
1
78125 2 3
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2 6
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q
x X
y Y
z Z
x y
W
z z x D 





                       (5.31) 
   2. . ,  ,  
LB UBs t x x x y z          
The second case (i.e., case (ii)) is the arrival rates of trucks (Class Two) given by: 
 
 
 
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q
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y Y
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x y
W
z z x D 
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
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                           (5.32) 
   1. . ,  ,  
LB UBs t y y y x z          
 
 
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78125 2 3
max
2 6
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q
x X
y Y
z Z
x y
W
z z x D 





                                   (5.33) 
   1. . ,  ,  
LB UBs t y y y x z          
Then, the third case (i.e., Case (iii)) is the average exponential service rates between 
Class One and Class Two: 
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   1 2. . ,  ,  
LB UBs t z z z x y          
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                             (5.35) 
   1 2. . ,  ,  
LB UBs t z z z x y          
Similarly, three cases were done for the expected waiting time of trucks in the queue 
for Class Two 2
qW . Hence, the arrival rates for Case (i) are: 
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   2. . ,  ,  
LB UBs t x x x y z        
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   2. . ,  ,  
LB UBs t x x x y z          
The arrival rates of Class Two for Case (ii) are: 
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   1. . ,  ,  
LB UBs t y y y x z        
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   1. . ,  ,  
LB UBs t y y y x z        
 
The average service rates between Class One and Class Two for case (iii) are defined 
as: 
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   1 2. . ,  ,  
LB UBs t z z z x y        
 
 
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   1 2. . ,  ,  
LB UBs t z z z x y        
 
where, x, y, and z are the appropriate sets defining the range of values for these 
values (i.e., the arrival rates Class One, Class Two, and service rates). 
In the same manner, the other PM (i.e.,
1 2 1 2 1, , , ,s s q q sW W L L L and 2sL ) were obtained 
for the same three cases using the PNLP technique. Furthermore, the advantage of 
these cases is that it represents the crisp sets of three basic elements as movable 
boundaries for expressing the relationship between ordinary sets and fuzzy sets as 
described by Chen (2005). The other PM refer to the mathematical Equations (5.14), 
(5.17), (5.20), (5.23), (5.26) and (5.29), as formulated in Appendix E. 
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Subsequently, the PNLP technique was used with respect to three different cases, 
considering the LB and UB for each value of PM to reduce these three cases by 
using the α-cut approach to obtain three constraints as discussed in step four in 
subsection 4.7.2. Therefore, the LB for the expected waiting time of trucks in queue 
for Class One is obtained by: 
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                        (5.42) 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
and the upper bound is obtained by: 
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                       (5.43) 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
Similarly, as described in step three in subsection 4.7.2, the LB of the expected 
waiting time of trucks in the queue for Class Two is obtained by: 
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                       (5.44)   
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
while, the upper bound is obtained by:  
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(5.45) 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
In the same way, we obtained the LB and UB for the expected waiting time of trucks 
in the system for Class One and Class Two by: 
 
 
1 13min
2 6 -
LB
S
x X
y Y
z Z
N
W
z z x D 


                          (5.46) 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
 
 
1 13max
2 6 -
UB
S
x X
y Y
z Z
N
W
z z x D 


                         (5.47)
 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
 
  
2 2min
6 12 2 3
LB
S
x X
y Y
z Z
N
W
z z x z x y D 



  
                                  (5.48) 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
 
   
2 2max
6 12 2 3
UB
S
x X
y Y
z Z
N
W
z z x z x y D 



  
                                 (5.49) 
. . ,   andLB UB LB UB LB UBs t x x x y y y z z z            
 
The LB and UB for the numbers of trucks in the queue for Class One are represented 
as: 
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 
 
 
10
1
78125 2 3
min
2 6
LB
q
x X
y Y
z Z
x x y
L
z z x D 





                                      (5.50) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z            
 
 
 
10
1
78125 2 3
max
2 6
UB
q
x X
y Y
z Z
x x y
L
z z x D 





                        (5.51) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z             
Similarly, the number of trucks in the queue for Class Two corresponding to the LB 
and UB is:  
 
 
  
10
2
468750 2 3
min
6 12 2 3
LB
q
x X
y Y
z Z
y x y
L
z x z x y D 




  
                       (5.52) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z            
 
 
  
10
2
468750 2 3
max
6 12 2 3
UB
q
x X
y Y
z Z
y x y
L
z x z x y D 




  
                       (5.53) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z          
 
 
Furthermore, the LB and UB for the number of trucks in the system for Class One is 
obtained by: 
 
  
1 2min
6 12 2 3
LB
s
x X
y Y
z Z
yN
L
z z x z x y D 



  
                       (5.54) 
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. . ,  andLB UB LB UB LB UBs t x x x y y y z z z            
and 
 
  
1 2max
6 12 2 3
UB
s
x X
y Y
z Z
yN
L
z z x z x y D 



  
                       (5.55) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z            
Similarly, for Class Two, we get: 
 
  
2 2min
6 12 2 3
LB
s
x X
y Y
z Z
yN
L
z z x z x y D 



  
                       (5.56) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z            
 
  
2 2max
6 12 2 3
UB
s
x X
y Y
z Z
yN
L
z z x z x y D 



  
                       (5.57) 
. . ,  andLB UB LB UB LB UBs t x x x y y y z z z            
Based on Equations (5.42) to (5.57), we were able to obtain different crisp values 
from the LB and UB of the fuzzy PM by substituting TrFn for basic elements as 
discussed in subsection 5.3.2 as well as the constraints of three basic elements (i.e., 
1 2,   and  ) for each interval as proposed in subsection 4.7.2. Therefore, to 
represent the LB and the UB of each interval (i.e., low, medium and high) we get the 
first expression for low interval as: 
 
1 1
1 1, min ( ) max ( ) 2, 4 9 ,2 9LB UBx x        
           ,           (5.58)  
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2 2
1 1min ( ) max ( ),, 1 10 ,19 8LB UBy y
  
         
 
       ,        (5.59) 
1 1, min ( ) max (, ) 0.50 0.15 ,0.93 0.28LB UBz z        
     
        .    (5.60 
Secondly, the medium fuzzy sets intervals are: 
 
1 1
1 1, min ( ) ma, x ( ) 13 9 ,33 11LB UBx x        
       
 
  ,                    (5.61) 
 
2 2
1 1, min ( ) max ( ) 11, 8 ,25 6LB UBy y        
       

  ,         (5.62) 
1 1, min ( ) max (, ) 0.65 0.28 ,1.20 0.27LB UBz z        
     
    
    . (5.63) 
Finally, the high fuzzy sets intervals obtained are: 
 
1 1
1 1, min ( ) max ( ) 22 11, ,50 17LB UBx x        
       
 
  ,        (5.64) 
 
2 2
1 1, min ( ) ma, x ( ) 19 6 ,35 10LB UBy y        
       
 
  ,          (5.65) 
1 1, min ( ) max (, ) 0.93 0.27 ,2.33 1.13LB UBz z        
     
        .     (5.66) 
Equations (5.58) to (5.60) represent the low intervals. Table 5.10 shows the results of 
α-cuts for arrival of trucks Class One, Two, and service rates at 11 distinct the α-cut 
inside a closed interval for the low interval.    
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Table 5.10  
Results of the Arrival Rates Class One, Class Two and Service Rates for Low 
Interval for 2013 Data Based on Different Values of α-cuts 
 
Table 5.10 shows the results of the different crisp values of trucks arriving to the 
factory with their corresponding service rates. For bulk product (Class One) 
represented by ,
LB UBx  x    , the value at 0   is approximately equal to  4.0,  22.0  
indicating that the number of trucks will not exceed 22 trucks or fall below four 
trucks; whereas, at the extreme point 1  , the optimal value of arrival rates for bulk 
product is equal to 13 trucks.  
 
On the other hand, the crisp values of trucks arriving to the factory for bag product 
(Class Two) represented by ,
LB UBy  y     is equal to [1.0, 19.0] when 0  , with the 
optimal value equal to 11 trucks at 1  .
 
The average service rates ,  
LB UBz z     start 
from 0.5hr which is equal to 30min/truck
 
and increases to the value of 0.93 hr and 59 
min/truck with optimal value equal to 40 min/truck.  
 
α- cut ,
LB UBx x     ,
LB UBy y     ,
LB UBz z     
0.0 4.0
 
22.0
 
1.0 19.0 0.500 0.930 
0.1 4.9
 
21.1 2.0 18.2 0.515 0.902 
0.2 5.8 20.2 3.0 17.4 0.530 0.874 
0.3 6.7 19.3 4.0 16.6 0.545 0.846 
0.4 7.6
 
18.4 5.0 15.8 0.560 0.818 
0.5 8.5 17.5 6.0 15.0 0.575 0.790 
0.6 9.4 16.6 7.0 14.2 0.590 0.762 
0.7 10.3 15.7 8.0
 
13.4 0.605 0.734 
0.8 11.2 14.8
 
9.0
 
12.6 0.620 0.706 
0.9 12.1 13.9 10.0 11.8 0.635 0.678 
1.0 13.0 13.0 11.0 11.0 0.650 0.650 
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These results obtained as crisp values in a closed interval are helpful to give an 
overview of the expected arrival of trucks in the cement factory and the average time 
of these trucks. Therefore, relevant decisions can be made to estimate the queueing 
system in the cement factory. Hence, several conclusions can be drawn from the low 
interval through arrival and service patterns of trucks for both types of product (bulk 
and bag). 
 
 
Going further, the values for the fuzzy PM for the low interval were computed. To 
obtain the smallest value (i.e., LB), we substituted LBx ,  
LBy  and 
UBz  in Equations 
(5.58), (5.59) and (5.60), respectively, with Equation (5.42) to obtain 1( )LBqW   that 
can be rewritten as:  
10
1
2
78125(42 59)
( )
(5.7348 22.356 13.92)
LB
qW
D


 


 
.            (5.67) 
The constraints UBx ,  
UBy  and 
LBz  in Equations (5.58), (5.59) and (5.60) respectively, 
were also substituted by Equation (5.43) to obtain the biggest value (i.e., UB) of
1( )UBqW  . Therefore, Equation (5.43) can be rewritten as: 
10
1
2
78125(40 141)
( )
(7.100 0.188 37.83)
UB
qW
D


 


 
.            (5.68) 
Equations (5.67) and (5.68) were simplified with 0 :0.1:1     to obtain different 
crisp values of 
1 1( ) , ( )LB UBq qW  W     within the closed interval.  
Similarly, this step for substituting the constraints  , ,LB LB UBx y z    and  , ,UB UB LBx y z    
was repeated for Equations (5.44) to (5.57) to obtain the LB and UB for other values 
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of PM. Thus, with the assistance of Matlab software program, different crisp values 
of 
1 1( ) , ( ) ,LB UBq qW W     
2 2( ) , ( ) ,LB UBq qW W     
1 1( ) , ( ) ,LB UBs sW W     
2 2( ) , ( ) ,LB UBs sW W     
1 1( ) , ( ) ,LB UBq qL L     
2 2( ) , ( ) ,LB UBq qL L     
1 1( ) , ( )LB UBs sL L     and 
2 2( ) , ( )LB UBs sL L     were 
obtained as shown in Table 5.11.   
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Table 5.11  
Results of the Performance Measures as the Low Interval for 2013 Data Based on Different Values of α-cuts 
α-cut 
1 1( ) , ( )LB UBq qW W   
 2 2( ) , ( )
LB UB
q q
W W
 
    
1 1
( ) , ( )
LB UB
s s
W W
 
    
2 2( ) , ( )LB UBs sW W   
 1 1( ) , ( )LB UBq qL L   
 2 2( ) , ( )LB UBq qL L   
 1 1( ) , ( )LB UBs sL L   
 2 2( ) , ( )LB UBs sL L   
 
0.0 0.2002 1.0644 0.8566 2.1129 1.3981 2.5585 2.3495 3.6457 0.1339 1.2049 0.2644 1.3328 0.4218 1.4977 0.7227 1.7164 
0.1 0.2498 1.0275 0.9421 2.0728 1.4611 2.5055 2.4343 3.6009 0.1614 1.1254 0.3038 1.2654 0.4924 1.4607 0.7763 1.6707 
0.2 0.2993 0.9907 1.0277 2.0327 1.5241 2.4525 2.5191 3.5561 0.1890 1.0458 0.3432 1.1980 0.5629 1.4236 0.8300 1.6249 
0.3 0.3488 0.9538 1.1132 1.9926 1.5872 2.3994 2.6039 3.5113 0.2165 0.9663 0.3827 1.1305 0.6335 1.3866 0.8836 1.5792 
0.4 0.3984 0.9169 1.1988 1.9525 1.6502 2.3464 2.6887 3.4665 0.2441 0.8867 0.4221 1.0631 0.7040 1.3496 0.9373 1.5335 
0.5 0.4479 0.8801 1.2843 1.9124 1.7132 2.2934 2.7736 3.4217 0.2716 0.8072 0.4615 0.9957 0.7746 1.3125 0.9909 1.4878 
0.6 0.4975 0.8432 1.3698 1.8724 1.7762 2.2404 2.8584 3.3768 0.2992 0.7276 0.5009 0.9283 0.8452 1.2755 1.0445 1.4420 
0.7 0.5471 0.8063 1.4554 1.8323 1.8392 2.1874 2.9432 3.3320 0.3267 0.6481 0.5403 0.8609 0.9157 1.2385 1.0982 1.3963 
0.8 0.5966 0.7694 1.5409 1.7922 1.9023 2.1343 3.0280 3.2872 0.3543 0.5685 0.5798 0.7934 0.9863 1.2015 1.1518 1.3506 
0.9 0.6462 0.7326 1.6265 1.7521 1.9653 2.0813 3.1128 3.2424 0.3818 0.4890 0.6192 0.7260 1.0568 1.1644 1.2055 1.3048 
1.0 0.6957 0.6957 1.7120 1.7120 2.0283 2.0283 3.1976 3.1976 0.4094 0.4094 0.6586 0.6586 1.1274 1.1274 1.2591 1.2591 
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Table 5.11 shows different positive crisp values of each PM are obtained for the low 
interval. At 0  , the range of 1
qW  in hours is equal to [0.2002, 1.0644]. This 
indicates that the expected waiting time for trucks in queue for Class One is not 
below 12 min/ truck and not exceeding approximately 1 hr and 4 min. The value 
obtained at the other extreme point 1   representing the core of the possibility value 
is equal to 0.6957 which is approximately 42 min. On the other hand, considering the 
expected waiting time of trucks in queue for Class Two denoted by 2
qW , the range is 
equal to [0.8566, 2.1129] at 0   and 1.71201 hr and 43 min at 1  . This 
affirms that the waiting time for trucks to receive bag product in the queue is more 
than trucks for bulk product. 
 
Another measure computed is the expected waiting time of trucks in the system, 1
sW  
for bulk product with the range of [1.3981, 2.5585] with  the 1   possibility level 
value being 2.0283 hr. Similarly, considering, 2
sW  (the expected waiting time of 
trucks in the system for bag product), the range is [2.3495, 3.6457] with the core 
optimal value at 3.1976 hr, as expected, 1 1
s qW W  and 
2 2
s qW W .  
 
Furthermore, the number of trucks in the queue, qL  for each class is not more than 
approximately one truck. Hence, when considering both Class One and Class Two, it 
is not expected to have more than two trucks in the system per class. This case is 
minimal since we are considering the low interval of operations in the cement 
factory.  
208 
 
 
 
The triangular membership function (TrMF) for each value of PM with reference to 
Equation (4.17) as discussed in step five in subsection 4.7.2 is: 
0 1
1 0
( ),
( ) ( ),  
0, otherwise
LB LB
UB UB
PM
LS z PM z PM
z RS z PM z PM
 
 
 
 
 

  


                                                   (5.69) 
where,   ̃ denotes the membership function of performance measures 
( ) ( ) ( )( ), ( ), ( )i i i
q s qW W L
z z z   and ( ) ( )i
sL
z , for i=1, 2 representing Class One and Class 
Two, respectively. 
 
The resulting range of the values for each PM in Table 5.11 is presented in Figure 
5.15, plotted using Matlab program software version 8.5.1 (Mathworks Inc., 2015). 
The vertical axis shows the membership function of all performance measures, 
( )
PM
z  within possibility as in closed interval [0, 1], and the horizontal axis plots 
the values of the performance measurements ( , ,q S qW  W  L  and sL ) for Class One and 
Class Two. 
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Figure 5.15. The Triangular Membership Functions of PM in the System as the Low 
Interval for 2013 Data for Sub-Model 1 
Moving to the medium interval as defined in Equations (5.61) to (5.63), the α-cut 
approach was similarly used to obtain the LB and UB values for the crisp basic 
elements (Class One arrival rates, Class Two arrival rates, and average service rates) 
for 2013 data as shown below: 
 
 
 
 
Wq 
.2002 .6957 .8566 1.0644 1.712 2.1129 
0 
0.2 
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0.6 
0.8 
1 
Wq1 
Wq2 
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1.3981 2.0283 2.3495 2.5585 3.1976 3.6457 
0 
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0.6 
0.8 
1 
Ws1 
Ws2 
Lq 
.1339 .2644 .4094 .6586 1.2049 1.3328 
0 
0.2 
0.4 
0.6 
0.8 
1 
Lq1 
Lq2 
Ls 
.4218 .7227 1.1274 1.2591 1.4977 1.7164 
0 
0.2 
0.4 
0.6 
0.8 
1 
Ls1 
Ls2 
𝜂 𝑊 𝑞  
𝜂 𝑊 𝑠  
𝜂 𝐿 𝑞  
𝜂 𝐿 𝑠  
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Table 5.12  
Results of the Arrival Rates Class One, Class Two and Service Rates for Medium 
Interval for 2013 Data Based on Different Values of α-cut  
 
From Table 5.12, it is clear that the values obtained for the medium interval are 
larger than the low interval. When 0  , the range for arrival of trucks (Class One) 
is
 
[13.00, 33.00] which implies that the minimum number of trucks is 13, while the 
maximum number is 33 trucks, with core optimal value at 1   being 22 trucks. On 
the other hand, the range for arrival trucks (Class Two) is equal to [11.00, 25.00] 
with corresponding optimal value of 19 trucks. 
 
Furthermore, considering the service rates, the LB value is 39 min and the UB value 
is 1 hr and 12 min for each truck. To further display the increase in the values of the 
basic elements, the values of PM for the medium interval are shown in Table 5.13. 
α-cut ,
LB UBx x     ,
LB UBy y     ,
LB UBz z     
0.0 13.0
 
33.0
 
11.0 25.0 0.650 1.200 
0.1 13.9
 
31.9 11.8 24.4 0.678 1.173 
0.2 14.8 30.8 12.6 23.8 0.706 1.146 
0.3 15.7 29.7 13.4 23.2 0.734 1.119 
0.4 16.6
 
28.6 14.2 22.6 0.762 1.092 
0.5 17.5 27.5 15.0 22.0 0.790 1.065 
0.6 18.4 26.4 15.8 21.4 0.818 1.038 
0.7 19.3 25.3 16.6
 
20.8 0.846 1.011 
0.8 20.2 24.2
 
17.4
 
20.2 0.874 0.984 
0.9 21.1 23.1 18.2 19.6 0.902 0.957 
1.0 22.0 22.0 19.0 19.0 0.930 0.930 
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Table 5.13  
Results of the Performance Measures as the Medium Interval for 2013 Data Based on Different Values of α-cuts 
α-cut 
1 1( ) , ( )LB UBq qW W   
 2 2( ) , ( )
LB UB
q q
W W
 
    
1 1( ) , ( )LB UBs sW W   
 2 2( ) , ( )LB UBs sW W     
1 1( ) , ( )LB UBq qL L     
2 2( ) , ( )LB UBq qL L     
1 1( ) , ( )LB UBs sL L     
2 2( ) , ( )LB UBs sL L     
0.0 0.7631 2.1593 1.6126 3.4070 1.9054 3.5960 2.9877 4.5321 0.6968 2.4034 1.0139 2.9665 1.2903 3.1345 1.5652 3.5558 
0.1 0.8479 2.1045 1.7443 3.3593 2.0149 3.5365 3.0799 4.4699 0.7971 2.3331 1.1365 2.8939 1.4225 3.0823 1.6997 3.4913 
0.2 0.9327 2.0497 1.8760 3.3116 2.1245 3.4769 3.1721 4.4077 0.8975 2.2627 1.2592 2.8212 1.5547 3.0301 1.8343 3.4267 
0.3 1.0175 1.9949 2.0078 3.2638 2.2340 3.4174 3.2644 4.3454 0.9978 2.1924 1.3818 2.7486 1.6869 2.9779 1.9688 3.3622 
0.4 1.1023 1.9401 2.1395 3.2161 2.3435 3.3579 3.3566 4.2832 1.0981 2.1221 1.5044 2.6760 1.8191 2.9257 2.1033 3.2977 
0.5 1.1871 1.8853 2.2712 3.1684 2.4531 3.2984 3.4488 4.2210 1.1984 2.0518 1.6271 2.6033 1.9514 2.8735 2.2378 3.2332 
0.6 1.2720 1.8304 2.4029 3.1207 2.5626 3.2388 3.5410 4.1588 1.2988 1.9814 1.7497 2.5307 2.0836 2.8212 2.3724 3.1686 
0.7 1.3568 1.7756 2.5346 3.0730 2.6721 3.1793 3.6332 4.0966 1.3991 1.9111 1.8723 2.4581 2.2158 2.7690 2.5069 3.1041 
0.8 1.4416 1.7208 2.6664 3.0252 2.7816 3.1198 3.7255 4.0343 1.4994 1.8408 1.9949 2.3855 2.3480 2.7168 2.6414 3.0396 
0.9 1.5264 1.6660 2.7981 2.9775 2.8912 3.0602 3.8177 3.9721 1.5998 1.7704 2.1176 2.3128 2.4802 2.6646 2.7760 2.9750 
1.0 1.6112 1.6112 2.9298 2.9298 3.0007 3.0007 3.9099 3.9099 1.7001 1.7001 2.2402 2.2402 2.6124 2.6124 2.9105 2.9105 
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Comparing Table 5.13 and Table 5.12, it can be stated that when the arrival of trucks 
and service rates increase, the PM simultaneously increase under an uncertain 
environment as mentioned by Ghimire et al. (2014). Note that the most important 
value in priority queueing systems is 
qW  (the expected waiting time of trucks in the 
queue). Consequently, this value is used to obtain the other remaining values of PM 
as stated in Little‟s formula as suggested by Bhat (2008). Therefore, this value of PM 
is the basic source of concern in the factory because as the expected waiting time for 
trucks in the queues increases, it brings about a simultaneous increase in the other 
values of ,s qW L  and sL . 
 
Table 5.13 shows that the lowest expected waiting time in the queue for Class One is 
approximately 46 min, while the maximum expected time does not exceed 2 hr and 
10 min. An expected increase is observed in the minimum expected waiting time in 
queue for Class Two obtained as 1 hr and 37 min, while the maximum value is 
almost 3 hr and 30 min. This increase can be described more clearly in the plot for 
the membership functions with reference to Equation (5.69) as shown in Figure 5.16. 
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Figure 5.16. The Triangular Membership Functions of PM in the System as the 
Medium Interval for 2013 Data for Sub-Model 1 
Table 5.13 and Figure 5.16 further show that the values of the PM for Class Two 
(bag product) are larger than Class One (bulk product). This confirms that the system 
in the factory is working under discipline of priorities for the bulk and bag products.  
 
Furthermore, we considered the last interval for 2013 data which is the high interval 
under classification periods of supply. This interval is regarded as the important 
period because this is when congestion is experienced as a result of the larger 
number of trucks arriving to the factory. As mentioned in Equations (5.64) to (5.66), 
Lq 
.6968 1.0139 1.7001 2.2402 .4034 2.9665 
0 
0.2 
0.4 
0.6 
0.8 
1 
Lq1 
Lq2 
Ls 
1.2903 1.5652 2.6124 2.9105 3.1345 3.5558 
0 
0.2 
0.4 
0.6 
0.8 
1 
Ls1 
Ls2 
Wq 
.7631 1.6112 1.6126 2.1593 2.9298 3.407 
0 
0.2 
0.4 
0.6 
0.8 
1 
Wq1 
Wq2 
Ws 
1.9054 2.9877 3.0007 3.596 3.9099 4.5321 
0 
0.2 
0.4 
0.6 
0.8 
1 
Ws1 
Ws2 
𝜂 𝑊 𝑞  
𝜂 𝑊 𝑠  
𝜂 𝐿 𝑞  
𝜂 𝐿 𝑠  
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the α-cut levels for the crisp values of arrival trucks (Class One and Class Two) and 
service rates are given in Table 5.14. 
Table 5.14  
Results of the Arrival Rates Class One, Class Two and Service Rates for High 
Interval for 2013 Data Based on Different Values of α-cuts  
α-cut ,
LB UBx x     ,
LB UBy y     ,
LB UBz z     
0.0 22.0
 
50.0
 
19.0 35.0 0.930 2.330 
0.1 23.1
 
48.3
 
19.6 34.0 0.957 2.217 
0.2 24.2 46.6
 
20.2 33.0 0.984 2.104 
0.3 25.3 45.0 20.8 32.0 1.011 1.991 
0.4 26.4
 
44.9
 
21.4
 
31.0 1.038 1.878 
0.5 27.5 43.2
 
22.0
 
30.0 1.065 1.765 
0.6 28.6 41.5 22.6
 
29.0 1.092 1.652 
0.7 29.7 39.8
 
23.2
 
28.0 1.119 1.539 
0.8 31.8 36.4
 
23.8
 
27.0 1.146 1.426 
0.9 31.9 34.7
 
24.4 26.0 1.173 1.313 
1.0 33.0 33.0 25.0
 
25.0
 
1.200 1.200 
 
The increase in the arrival of trucks with the specific high interval is seen in Table 
5.14. For 0  , the arrival of trucks range is within [22.00, 50.00] for bulk and 
[19.00, 35.00] trucks for bag. In addition, the corresponding service rates for both 
classes increases to [0.930, 2.330] with the core optimal value of 1 hr and 12 min. 
For this interval, it is observed that the increased arrival of trucks for bulk products 
is faster than bag products. The bulk products (Class One increased from a 
maximum value of 33 trucks in the medium interval to 50 trucks in the high 
interval). On the other hand, the bag products increased to a maximum of 25 trucks 
in the medium to 35 trucks in the high interval, which is less than the bulk products. 
This information indicates that there is a strong demand for cement products, 
especially for bulk products. Hence, this justifies the consideration of bulk products 
being classified as Class One with high priority. 
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Therefore, the decision-makers in the cement industry must focus for this period 
under the uncertain environment. Consequently, the α-cut values for each value of 
PM for the high interval are presented in Table 5.15. 
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Table 5.15  
Results of the Performance Measures as the High Interval for 2013 Data Based on Different Values of α-cuts 
 
α-cut 
 
 
1 1( ) , ( )LB UBq qW W   
 
2 2( ) , ( )LB UBq qW W   
 1 1( ) , ( )LB UBs sW W   
 2 2( ) , ( )LB UBs sW W     
1 1( ) , ( )LB UBq qL L     
2 2( ) , ( )LB UBq qL L     
1 1( ) , ( )LB UBs sL L     
2 2( ) , ( )LB UBs sL L     
0.0 1.8351 4.1314 2.9397 5.8086 2.8567 6.0379 3.3319 6.6205 2.0765 5.3672 2.5123 5.7475 2.9009 6.0632 3.2987 6.4226 
0.1 1.9355 4.0021 3.0482 5.6302 2.9158 5.7789 3.4863 6.4461 2.2656 5.2273 2.7006 5.6122 3.1103 5.9564 3.4883 6.2998 
0.2 2.0358 3.8729 3.1566 5.4517 2.9749 5.5198 3.6408 6.2716 2.4548 5.0873 2.8888 5.4770 3.3198 5.8496 3.6779 6.1771 
0.3 2.1362 3.7436 3.2651 5.2733 3.0339 5.2608 3.7952 6.0972 2.6439 4.9474 3.0771 5.3417 3.5292 5.7428 3.8676 6.0543 
0.4 2.2366 3.6144 3.3735 5.0948 3.0930 5.0017 3.9496 5.9228 2.8330 4.8074 3.2653 5.2064 3.7387 5.6360 4.0572 5.9315 
0.5 2.3369 3.4851 3.4820 4.9164 3.1521 4.7427 4.1041 5.7484 3.0221 4.6675 3.4535 5.0711 3.9481 5.5293 4.2468 5.8087 
0.6 2.4373 3.3558 3.5904 4.7380 3.2112 4.4837 4.2585 5.5739 3.2113 4.5276 3.6418 4.9359 4.1575 5.4225 4.4364 5.6860 
0.7 2.5377 3.2266 3.6989 4.5595 3.2703 4.2246 4.4129 5.3995 3.4004 4.3876 3.8301 4.8006 4.3670 5.3157 4.6260 5.5632 
0.8 2.6381 3.0973 3.8073 4.3811 3.3293 3.9656 4.5673 5.2251 3.5895 4.2477 4.0183 4.6653 4.5764 5.2089 4.8157 5.4404 
0.9 2.7384 2.9681 3.9158 4.2026 3.3884 3.7065 4.7218 5.0506 3.7787 4.1077 4.2066 4.5301 4.7859 5.1021 5.0053 5.3177 
1.0 2.8388 2.8388 4.0242 4.0242 3.4475 3.4475 4.8762 4.8762 3.9678 3.9678 4.3948 4.3948 4.9953 4.9953 5.1949 5.1949 
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The results in Table 5.15 show how PM are increasing under an uncertain 
environment more than previous intervals, i.e., low and medium intervals. Within 
this interval, the fuzzy value of 
qW  range when, 0   is equal to [1.8351, 4.1314] 
for Class One and [2.9397, 5.8086] for Class Two. This implies that the minimum of  
1
qW  
is slightly less than two hours and the maximum is over four hours, while  2
qW  
has waiting time between three to almost six hours in the queue. Similarly, the bulk 
trucks need to wait for around three to six hours, while bag trucks are in the system 
for almost seven hours. This is in relation to the  sW  value for Class One being equal 
to [2.8567, 6.0379] and Class Two to [3.3319, 6.6205].  
 
Therefore, the number of trucks in the queue, qL  increases between two to five 
trucks for bulk products and around two to six trucks for bag products. Although by 
observation, the number of trucks in the system for bag products is more than bulk 
products. These changes of PM are illustrated as TrMF in Figure 5.17. 
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Figure 5.17. The Triangular Membership Functions of PM in the System as the High 
Interval for 2013 Data for Sub-Model 1 
It is clear from Figure 5.17 that the increase of arrival trucks and service rates for 
high period simultaneously bring about an increase in the PM (i.e., , ,q s qW W L  and 
sL ). Considering the 2013 data as a whole, it is noticeable that within the low 
period, the system works at a smoother state as there is just one truck waiting in line 
for each product (bulk and bag); whereas in the medium interval, the waiting time 
and number of trucks is seen start to grow because the demand begins to increase. 
This increase is most observable in the high period as this is the period of congestion 
and of major concern to the management of the factory.  
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In the same way, the procedure as presented in subsection 5.6.4 for the PNLP 
technique was similarly applied for the 2014 data for the three intervals under 
consideration (low, medium and high intervals) as mentioned in subsection 5.3.2.  
Hence, it obtained different values of crisp basic elements (i.e., Class One and Class 
Two and service rates) and also different crisp values of PM. Table 5.16 shows these 
values of basic elements as in the closed interval. 
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Table 5.16 
Results of the Arrival Rates Class One, Class Two and Service Rates for 2014 Data  
Based on Different Values of α-cuts 
 
From a first glance, Table 5.16 shows that the daily arrival of trucks of both classes 
to the cement factory increases per interval. Most importantly, the yearly increase in 
demand for cement materials is also observed in year 2014 compared to the previous 
year 2013. This increase is more evident in the high interval where the maximum 
order in 2013 for Class One and Class Two products is 50 trucks and 35 trucks, 
Intervals α-cut ,
LB UBx x     ,
LB UBy y     ,
LB UBz z     
Low  
Interval 
0.0 3.0 23.0 2.0 20.0 0.520 0.990 
0.1 4.1 22.1 3.2 19.4 0.544 0.967 
0.2 5.2 21.2 4.4 18.8 0.568 0.944 
0.3 6.3 20.3 5.6 18.2 0.592 0.921 
0.4 7.4 19.4 6.8 17.6 0.616 0.898 
0.5 8.5 18.5 8.0 17.0 0.642 0.875 
0.6 9.6 17.6 9.2 16.4 0.664 0.852 
0.7 10.7 16.7 10.4 15.8 0.668 0.829 
0.8 11.8 15.8 11.6 15.2 0.712 0.806 
0.9 12.9 14.9 12.8 14.6 0.736 0.783 
1.0 14.0 14.0 14.0 14.0 0.760 0.760 
Medium 
Interval 
0.0 14.0 34.0 14.0 28.0 0.760 1.230 
0.1 14.9 32.9 14.6 27.2 0.783 1.206 
0.2 15.8 31.8 26.4 26.4 0.806 1.182 
0.3 16.7 30.7 25.6 25.6 0.829 1.158 
0.4 17.6 29.6 24.8 24.8 0.852 1.134 
0.5 18.5 28.5 24.0 24.0 0.875 1.110 
0.6 19.4 27.4 23.2 23.2 0.898 1.086 
0.7 20.3 26.3 22.4 22.4 0.921 1.062 
0.8 21.2 25.2 18.8 21.6 0.944 1.038 
0.9 22.1 24.1 19.4 20.8 0.967 1.014 
1.0 23.0 23.0 20.0 20.0 0.990 0.990 
High 
Interval 
0.0 23.0 70.0 20.0 48.0 0.990 2.580 
0.1 24.1 66.4 21.2 46.0 1.014 2.445 
0.2 25.2 62.8 21.6 44.0 1.038 2.310 
0.3 26.3 59.2 22.4 42.0 1.062 2.175 
0.4 27.4 55.6 23.2 40.0 1.086 2.040 
0.5 28.5 52.0 24.0 38.0 1.110 1.905 
0.6 29.6 48.4 24.8 36.0 1.134 1.770 
0.7 30.7 44.8 25.6 34.0 1.158 1.635 
0.8 31.8 41.2 26.4 32.0 1.182 1.500 
0.9 32.9 37.6 27.2 30.0 1.206 1.365 
1.0 34.0 34.0 28.0 28.0 1.230 1.230 
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respectively. In contrast, the year 2014 recorded a maximum 70 trucks for bulk 
products and 48 trucks for bag products arriving at the factory, respectively.               
 
As expected, this caused an increase in the amount of time the trucks spent in the 
system to receive the service. This is observed in the values of 
 , 0.99,  2.58LB UBz z      in the high interval. Subsequently, this implies that the 
trucks can be in the system for between one hour to two and half hours to receive 
service. These three intervals (low, medium and high) were translated to their 
respective PM for estimating the whole system. The following Tables 5.17 to 5.19 
display the results of PM values for these intervals. 
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Table 5.17 
Results of the Performance Measures as the Low Interval for 2014 Data Based on Different Values of α-cuts 
α-cut 
1 1( ) , ( )LB UBq qW W   
 2 2( ) , ( )LB UBq qW W   
 1 1( ) , ( )LB UBs sW W   
 2 2( ) , ( )LB UBs sW W     
1 1( ) , ( )LB UBq qL L     
2 2( ) , ( )LB UBq qL L     
1 1( ) , ( )LB UBs sL L     
2 2( ) , ( )LB UBs sL L     
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
0.3991 
0.4792 
0.5592    
0.6393 
0.7193    
0.7994 
0.8795    
0.9595 
1.0396    
1.1196 
1.1997 
1.4072 
1.3865    
1.3657 
1.3450    
1.3242    
1.3035    
1.2827    
1.2620    
1.2412    
1.2205    
1.1997 
1.1223    
1.2225    
1.3226    
1.4228    
1.5229    
1.6231    
1.7233    
1.8234    
1.9236    
2.0237    
2.1239 
2.7221 
2.6623 
2.6025    
2.5426    
2.4828    
2.4230    
2.3632    
2.3034    
2.2435    
2.1837    
2.1239 
1.8640    
1.9276    
1.9912    
2.0549    
2.1185    
2.1821    
2.2457   
2.3093    
2.3730    
2.4366    
2.5002 
3.0712    
3.0141    
2.9570    
2.8999    
2.8428    
2.7857    
2.7286    
2.6715    
2.6144    
2.5573    
2.5002 
2.7314   
2.8154    
2.8993    
2.9833    
3.0673    
3.1513    
3.2352    
3.3192    
3.4032    
3.4871    
3.5711 
4.1921    
4.1300    
4.0679    
4.0058    
3.9437    
3.8816    
3.8195    
3.7574    
3.6953    
3.6332    
3.5711 
0.3969    
0.4192    
0.4415    
0.4638    
0.4861    
0.5084    
0.5308    
0.5531    
0.5754    
0.5977    
0.6200 
1.4938    
1.4064    
1.3190    
1.2317    
1.1443    
1.0569    
0.9695    
0.8821    
0.7948    
0.7074    
0.6200 
0.4442    
0.4989   
0.5536    
0.6084    
0.6631    
0.7178    
0.7725    
0.8272    
0.8820    
0.9367    
0.9914 
1.5226    
1.4695    
1.4164    
1.3632    
1.3101    
1.2570    
1.2039    
1.1508    
1.0976    
1.0445    
0.9914 
0.7505    
0.8082    
0.8659    
0.9236    
0.9813    
1.0390    
1.0967    
1.1544    
1.2121    
1.2698    
1.3275 
1.9046    
1.8469    
1.7892    
1.7315    
1.6738    
1.6161    
1.5583    
1.5006    
1.4429    
1.3852    
1.3275 
1.0325    
1.1005    
1.1686    
1.2366    
1.3047    
1.3727    
1.4407    
1.5088    
1.5768    
1.6449    
1.7129 
2.2738    
2.2177    
2.1616    
2.1055    
2.0494    
1.9934    
1.9373    
1.8812    
1.8251    
1.7690    
1.7129 
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Table 5.18 
Results of the Performance Measures as the Medium Interval for 2014 Data Based on Different Values of α-cuts 
α-cut 
 
1 1( ) , ( )LB UBq qW W   
 
2 2( ) , ( )LB UBq qW W   
 
 
1 1( ) , ( )LB UBs sW W   
 
2 2( ) , ( )LB UBs sW W     
1 1( ) , ( )LB UBq qL L     
2 2( ) , ( )LB UBq qL L     
1 1( ) , ( )LB UBs sL L     
2 2( ) , ( )LB UBs sL L     
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
0.9649    
1.0608    
1.1567    
1.2526    
1.3485    
1.4444    
1.5403    
1.6362    
1.7321    
1.8280    
1.9239 
2.6864    
2.6102    
2.5339    
2.4577    
2.3814    
2.3051    
2.2289    
2.1527    
2.0764    
2.0001    
1.9239 
2.4024   
2.5023    
2.6022    
2.7021    
2.8020    
2.9020    
3.0019    
3.1018    
3.2017    
3.3016    
3.4015 
4.0096    
3.9488    
3.8880    
3.8272    
3.7664    
3.7055    
3.6447    
3.5839    
3.5231    
3.4623    
3.4015 
2.2056    
2.2856    
2.3655    
2.4455    
2.5254    
2.6054    
2.6853    
2.7653    
2.8452    
2.9252    
3.0051 
3.9864    
3.8883    
3.7901    
3.6920    
3.5939    
3.4958    
3.3976    
3.2995    
3.2014    
3.1032    
3.0051 
3.0201    
3.1711    
3.3221    
3.4731    
3.6241    
3.7752    
3.9262    
4.0772    
4.2282    
4.3792    
4.5302 
5.5612    
5.4581    
5.3550    
5.2519    
5.1488    
5.0457    
4.9426    
4.8395    
4.7364    
4.6333    
4.5302 
0.9490    
1.0682    
1.1875    
1.3068    
1.4260    
1.5453    
1.6645    
1.7838    
1.9030    
2.0223    
2.1415 
2.6944    
2.6391    
2.5838    
2.5285    
2.4732    
2.4180    
2.3627    
2.3074    
2.2521    
2.1968    
2.1415 
1.2624    
1.4268    
1.5911    
1.7555    
1.9198    
2.0842    
2.2485    
2.4128    
2.5772    
2.7416    
2.9059 
3.3800    
3.3326    
3.2852    
3.2378    
3.1904    
3.1429    
3.0955    
3.0481    
3.0007    
2.9533    
2.9059 
1.7922    
1.9184    
2.0445    
2.1707    
2.2968    
2.4230    
2.5491    
2.6753    
2.8014    
2.9276    
3.0537 
3.8734    
3.7914    
3.7095    
3.6275    
3.5455    
3.4636    
3.3816    
3.2996    
3.2176    
3.1357    
3.0537 
2.0290    
2.2111    
2.3933    
2.5754    
2.7575    
2.9396    
3.1218    
3.3039    
3.4860    
3.6682    
3.8503 
4.3910    
4.3369    
4.2829    
4.2288    
4.1747    
4.1206    
4.0666    
4.0125    
3.9584    
3.9044    
3.8503 
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Table 5.19 
Results of the Performance Measures as the High Interval for 2014 Data based on different values of α-cuts 
α-cut 
 
1 1( ) , ( )LB UBq qW W   
 
2 2( ) , ( )LB UBq qW W   
 
 
1 1( ) , ( )LB UBs sW W   
 
2 2( ) , ( )LB UBs sW W     
1 1( ) , ( )LB UBq qL L     
2 2( ) , ( )LB UBq qL L     
1 1( ) , ( )LB UBs sL L     
2 2( ) , ( )LB UBs sL L     
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
2.3941    
2.4478    
2.5015    
2.5552    
2.6089    
2.6626    
2.7162    
2.7699    
2.8236    
2.8773    
2.9310 
5.6371    
5.3665    
5.0959    
4.8253    
4.5547    
4.2841    
4.0134    
3.7428    
3.4722    
3.2016    
2.9310 
3.0179    
3.1687    
3.3195    
3.4704    
3.6212    
3.7720    
3.9228    
4.0736    
4.2245    
4.3753    
4.5261 
6.0323    
5.8817    
5.7311    
5.5804    
5.4298    
5.2792    
5.1286    
4.9780    
4.8273    
4.6767    
4.5261 
3.0296    
3.1008    
3.1720    
3.2432    
3.3144    
3.3857    
3.4569    
3.5281    
3.5993    
3.6705    
3.7417 
6.3512    
6.0903    
5.8293    
5.5684  
5.3074    
5.0465    
4.7855    
4.5245    
4.2636    
4.0026    
3.7417 
3.5630    
3.7073    
3.8517    
3.9960    
4.1403    
4.2847    
4.4290    
4.5733    
4.7176    
4.8620    
5.0063 
7.0451    
6.8412    
6.6373    
6.4335    
6.2296    
6.0257    
5.8218    
5.6179    
5.4141    
5.2102    
5.0063 
2.3268    
2.5625    
2.7981    
3.0337    
3.2694    
3.5050    
3.7407    
3.9764    
4.2120    
4.4476    
4.6833 
5.9039    
5.7818    
5.6598    
5.5377    
5.4157    
5.2936    
5.1715    
5.0495    
4.9274    
4.8054    
4.6833 
3.0091    
3.2544    
3.4996    
3.7449    
3.9901    
4.2354    
4.4807    
4.7259    
4.9712    
5.2164    
5.4617 
6.5143    
6.4090    
6.3038    
6.1985    
6.0933    
5.9880    
5.8827    
5.7775    
5.6722    
5.5670    
5.4617 
3.3217    
3.5761    
3.8305    
4.0850    
4.3394    
4.5938    
4.8482    
5.1026    
5.3571    
5.6115    
5.8659 
6.7101    
6.6257    
6.5413    
6.4568    
6.3724    
6.2880    
6.2036    
6.1192    
6.0347    
5.9503    
5.8659 
3.9697    
4.2168    
4.4638    
4.7109    
4.9579    
5.2050    
5.4521    
5.6991    
5.9462    
6.1932    
6.4403 
7.6808    
7.5567    
7.4327    
7.3086    
7.1846    
7.0605    
6.9365    
6.8125    
6.6884    
6.5643    
6.4403 
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As aforementioned, an increase was observed in the values of the basic elements for 
2013 (Table 5.10, Table 5.12, Table 5.14) in comparison to the year 2014 (Table 
5.16). Similarly, Tables 5.17-5.19 for 2014 data show the values of PM are larger 
than 2013 data (Table 5.11, Table 5.13 and Table 5.15). This is because of the 
increasing arrival of trucks (both Class One and Class Two) into the system which 
brought about a simultaneous increase in the values of PM. 
 
For instance, let us consider the most important interval (high) and make a 
comparison between the performance measures, 
qW  (expected waiting time in the 
queue) and sL  (number of trucks in the system) for both years. The maximum value 
of waiting time of trucks in the queue in year 2013 for both Class One and Class 
Two, was obtained by    1 2( ) , ( ) 4.1314,  5.8086UB UBq qW W   , with this 
corresponding to the maximum number of trucks in the system given as 
   1 2( ) , ( ) 6.0632,  6.4226UB UBs sL L   . However, in the year 2014, qW  was obtained 
for both classes as    1 2( ) , ( ) 5.6371,  6.0323UB UBq qW W   , while, sL  was obtained as  
   1 2( ) , ( ) 6.7101,  7.6808UB UBs sL L   . From these results, the increase in demand for 
cement material as a result of the high industrialization in the country is evident.  
 
The next step was implemented which involved plotting each value of PM in 
Tables 5.17 to 5.19 as TrMF in Figures 5.18 to 5.20, respectively. These figures 
further display graphically the increase encountered when comparing years 2013 to 
226 
 
 
 
2014. In addition, the increase in PM values per interval 
 Low Medium HighPM PM PM   is shown in Figures 5.18, 5.19 and 5.20, 
respectively. 
 
Figure 5.18.  The Triangular Membership Functions of PM in the System as the 
Low Interval for 2014 Data for Sub-Model 1 
 
Wq 
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Figure 5.19. The Triangular Membership Functions of PM in the System as the 
Medium Interval for 2014 Data for Sub-Model 1 
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Figure 5.20. The Triangular Membership Functions of PM in the System as the High 
Interval for 2014 Data for Sub-Model 1 
 
It can be concluded from these results for both years 2013 and 2014 that the 
proposed sub-model l, MCFQ-2Pr has achieved objective two. The next subsection 
explains the finding and discussion related to these results. 
5.6.5 Discussion of Sub-Model 1 
Subsection 4.7.2 in Chapter Four presents the steps of implementing the proposed 
sub-model l, MCFQ-2P, to accomplish the second objective. These results are 
Wq 
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displayed as LB and UB of membership functions for each basic element and PM 
under an uncertain environment. Certain notable conclusions can be drawn from the 
results obtained for both years 2013 and 2014 for all intervals (low, medium and 
high) as follows: 
 The demand for cement materials in year 2014 is higher than 2013, specifically 
for high intervals. For instance, when considering the high interval for 2013, a 
maximum number of trucks equal to 85 trucks for bulk and bag products was 
recorded; whereas, in 2014 data, this value skyrocketed to a total high arrival 
of 118 trucks. Consequently, this increase translated to an increase in the 
values of PM, where the results in 2013 are less than the results in 2014.   
 The PM ( , ,q qsW  W  L  and sL ) values for both years for bulk product (Class 
One) are less than bag product (Class Two) in the factory. This  reflects that 
the operation for supplying bulk product is less than bag product, regardless 
that the arrivals trucks for bulk product is more than bag product. This is in 
line with the nature of the industrialization going on in Malaysia. The types of 
structures being built are the type that requires bulk type of cement material 
more than bag type. Therefore, the results are more realistic as it corresponds 
to the situation in Malaysia.  
 The suitability of the method is affirmed, and the accuracy of the results is 
displayed. This is observed from Figures 5.15 to 5.17 for 2013 data and 
Figures 5.18 to 5.20 for 2014 data. It can be clearly noticed that there is an 
overlap amongst the intervals (low, medium and high) which follows the 
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conventional pattern of membership functions. For example, in Figure 5.15, 
the expected waiting time of trucks for bulk product, 1
qW  
for low, medium 
and high intervals is  0.2002, 1.0644 ,  0.763,2.1593  and  1.8351, 4.1314 , 
respectively. These values are seen to overlap as  0.763 0.2002,  1.0644  
and  1.8351 0.763,  2.1593 . Consequently, this is a good indicator that the 
sub-model 1 is suitable the management of the factory for determining the 
behavior of the system. 
 Figures 5.15, 5.16, 5.17, 5.18, 5.19 and 5.20 show the values of PM for both 
years 2013 and 2014, i.e., three fuzzy subset intervals for TrMF. Thus, based 
on these three intervals, the values of PM for the medium interval represent 
the values of the conventional queueing system. This can be interpreted as 
the classical sets are a special case from the fuzzy subset interval as 
suggested by Buckley (1990) and Zimmermann (2011) and discussed in 
Section 5.5. This was done by recalling the results obtained for daily arrival 
of trucks (i.e., Class One and Class Two) and service rates in the whole 
system.   
To further ascertain the results obtained from the proposed sub-model 1, MCFQ-
2Pr, a new defuzzification technique, i.e., the RR technique, was adopted to analyze 
the cement industry model, 1 2( , ) / / / 2 PrM M G C , under an uncertain environment, 
adapted for both years 2013 and 2014 data. 
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5.7 The Proposed Sub-Model 2 and Sub-Model 3   
This section describes the second defuzzification approach, i.e., the RR technique 
with the main model (M1/M2)/M/C/2Pr in the cement industry under consideration. 
Using the steps of the RR technique as discussed in subsection 4.7.3 and 4.7.4, the 
proposed sub-models (sub-model 2, MCCQ-ESR-2Pr, and sub-model 3, MCCQ-
GSR-2Pr) were established through two types of service rates: the exponential 
service rates (ESR) and gamma service rates (GSR). Sub-model 2, with ESR is 
presented by (M1, M2)/M/10/2Pr and sub-model 3, for GSR is presented by 
(M1/M2)/      /10/2Pr. Two membership functions were used which are the 
trapezoidal membership function (TpMF) and triangular membership function 
(TrMF) with the RR technique to obtain different single crisp values of PM. The 
following subsections consider these proposed sub-models. 
5.7.1 The Proposed Sub-Model 2: MCCQ-ESR-2Pr  
This subsection considers the proposed sub-model 2, MCCQ-ESR-2Pr. The RR 
technique was used to convert the fuzzy arrival rates for Class One and Class Two, 
with their corresponding average exponential service rates into crisp queues as 
discussed in subsection 4.7.3. The detailed procedures are given in the following 
subsections with respect to the TpMF and TrMF.  
5.7.1.1 TpMF for Sub-Model 2 
The arrival of trucks for Class One and Class Two, and service rates for this sub- 
model 2 through TpMF are described in Equations (4.18) to (4.20) in subsection 
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4.7.3. Three intervals were taken into consideration (i.e., low, medium and high) for 
the initial analysis of 2013 data. The TpMF for the low interval is obtained by: 
 
1
( 4)
,   4 12
8
1,    12 13
(20 )
,   13 20
7
0,   otherwise
L
x
x
x
x
x
x



 

 
 
  



                                              (5.70) 
 
2
( 1)
,   1 6
5
1,     6 11
(15 )
,   11 15
4
0, otherwise
L
y
y
y
y
y
y



 

 
 
  



                                              (5.71) 
 
( 0.50)
,   0.50 0.60
0.10
1,  0.60 0.65
(0.88 )
,   0.65 0.88
0.23
0, otherwise
L
z
z
z
z
z
z


 

 
 
  



                                                (5.72) 
Similarly, the medium interval is obtained by: 
 
1
( 13)
,  13 20
7
1,      20 28
(33 )
,  28 33
5
  0,     otherwise
M
x
x
x
x
x
x



 

 
 
  



                                      (5.73) 
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 
2
( 11)
,   11 15
4
   1,      15 21
(25 )
,   21 25
4
  0,    otherwise
M
y
y
y
y
y
y



 

 
 
  



                                              (5.74) 
 
( 0.65)
,   0.65 0.88
0.23
1,  0.88 1.10
(1.20 )
,   1.10 1.20
0.1
0, otherwise
M
z
z
z
z
z
z


 

 
 
  



                                                   (5.75) 
and the high interval is represented by: 
 
1
( 28)
,   28 33
5
1, 33 37
(33 )
,   37 50
13
0,     otherwise
H
x
x
x
x
x
x
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

 

 
 
  



                                              (5.76) 
 
2
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,   21 25
4
1, 25 30
(35 )
,   30 35
5
  0,     otherwise
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
                                                                    (5.77) 
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  0, otherwise
H
z
z
z
z
z
z


 

 
 
  



                                                   (5.78) 
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The next step was to compute the LB and UB via the α-cut approach for three fuzzy 
basic elements (i.e., 1 2,   and  ) as discussed in step three in subsection 4.7.3. The 
LB and UB of these basic elements is given by ,
LB UBx x    , ,
LB UBy y     
and ,
LB UBz z     
for each interval. Hence, the low interval computed is: 
 
1 1
1 1, min ( ) max ( ) 0, 4 8 ,2 7LB UBx x        
      



 ,                       (5.79) 
 
2 2
1 1, min ( ) max ( ) 5, 1 5 ,1 4LB UBy y        
      



 ,         (5.80)  
 1 1, min ( ) max ( ) 0.50 0.10 ,0.88 0., 23LB UBz z        
          .               (5.81)  
Then, the medium interval is: 
 
1 1
1 1, min ( ) max ( ) 13, 7 ,33 5LB UBx x        
       

  ,          (5.82) 
2 2
1 1min ( ) max ( ),, 11 4 ,25 4LB UBy y
  
           
 
 
    ,                   (5.83)  
 1 1, min ( ) max ( ) 0.65 0.23 ,1.20 0., 10LB UBz z        
          .         (5.84)  
Finally, the high interval is:  
 
1 1
1 1, min ( ) ma, x ( ) 28 5 ,50 13LB UBx x        
       
 
  ,        (5.85) 
 
2 2
1 1, min ( ) max ( ) 21, 4 ,35 5LB UBy y        
       

  ,        (5.86)  
  1 1, min ( ) max ( ) 1.10 0.10 ,2.33 1., 08LB UBz z        
          .       (5.87)  
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Based on Equations (4.24) to (4.26) as discussed in step four in subsection 4.7.3, we 
integrated the arrival of trucks for bulk products, bag products and their 
corresponding average exponential service rates for each interval. The following 
integrals were obtained with reference to Equations (5.79) to (5.87). Hence, the low 
interval considered as the integral for Equations (5.79) to (5.81) is obtained by: 
   
1
1
0
1
24  ,
2
LR d                                                   (5.88) 
   
1
2
0
1
16  ,
2
LR d                                                 (5.89) 
   
1
0
1
1.38 0.13  .
2
LR d    .                                  (5.90) 
Similarly, by substituting Equations (5.82) to (5.84), the integral for the medium 
interval is obtained by:  
   
1
1
0
1
46 2  
2
MR d    ,                                                (5.91) 
 
1
2
0
1
(36)  ,
2
MR d                                                 (5.92) 
   
1
0
1
1.85 0.13  .
2
MR d                                      (5.93) 
From Equations (5.85) to (5.87) the integral for the high interval is obtained by:  
   
1
1
0
1
78 8   ,
2
HR d                                                              (5.94) 
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   
1
2
0
1
56   ,
2
HR d                                                  (5.95) 
   
1
0
1
3.43 0.98  .
2
HR d                                      (5.96) 
Consequently, through Equations (5.88) to (5.96), Table 5.20 illustrates the results 
for each interval obtained: 
Table 5.20  
Ranking Values for TpMF Sub Model 2 for 2013 Data 
Ranking Intervals  1R    2R    R   
Low Interval 12 8 0.658 
Medium Interval 24 18 0.958 
High Interval 37 28 1.470 
 
Table 5.20, shows the results of sub-model 2 represented as the single crisp optimal 
value for each interval. It is observed that the daily arrival of trucks for Class One, 
1  
are equal to 12, 24 and 37 trucks for low, medium and high intervals, 
respectively.  
 
It can also be seen that the daily arrival for Class Two product, 
2  for low, medium 
and high intervals, are equal 8, 18 and 28 trucks, respectively. The resulting service 
rates for the products is 40 min for low interval, L , 57.48 min for medium interval, 
M , and 1hr and 28 min for high interval, H . From these crisp values, it is further 
confirmed that order for bulk product is always more than bag product, irrespective 
of low, medium or high intervals. In addition, the difference between the service 
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rates for medium and high intervals is approximately one hour. This implies that the 
management in the factory needs to focus on the issues bringing about this increase 
in service rates. The step of integration via defuzzification using the RR technique 
was done, and the final step was to compute the crisp performance measures ( ,qW  
,sW  qL  and sL ) into a steady state as suggested by Bhat (2008). These values are 
given in Table 5.21. 
 
Table 5.21  
Levels of Performance Measures for TpMF Sub-Model 2 for 2013 Data 
Values Low Interval Medium Interval High Interval 
1  0.0548 0.1597 0.3777 
2  0.0548 0.1796 0.4288 
  0.1096 0.3393 0.8065 
1
qW  0.6599 1.9701 2.7115 
2
qW  1.7551 3.2610 4.1018 
qW  2.4150 5.2311 6.8133 
1
sW  2.1797 3.0139 3.3918 
2
sW  3.2749 4.3048 4.7821 
sW  5.4546 7.3187 8.1739 
1
qL  0.3300 1.9701 4.1802 
2
qL  0.5850 2.4458 4.7854 
qL  1 4 9 
1
sL  1.0898 3.0139 5.2290 
2
sL  1.0916 3.2286 5.5791 
sL  2 6 11 
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Table 5.21 shows the results for the three intervals of sub-model 2 and also single 
crisp values for each value of PM. These results are presented for each class and the 
values for both classes per value are represented as , q W , SW , qL  and sL  for the 
whole system.  
 
These results are in line with the previous results obtained using, PNLP technique as 
the individual performance measures satisfy    ,
LB UB
i i iPM PM PM
 
 
  
, where PM 
uniformly covers for 
qW , sW , qL  and sL . For instance, considering the low interval, 
the crisp value obtained for 1
qW  using the RR technique is 0.6599 as in Table 5.21, 
which lies in the interval [0.2002, 1.0644] obtained using the PNLP technique. 
Similarly, 2
qW  satisfies  1.7551 0.8566, 2.1129   as seen in Table 5.11. This 
concept follows for all other intervals (see Tables 5.13 and 5.15). Note that i
qL   and 
i
sL  values are rounded up to the nearest whole number before taking its total,  qL
and  sL , respectively. This is because these parameters represent the number of 
trucks which is more realistically described by integer numbers. 
 
Another relationship worth taking note of is the effect of the utility factor, ρ on the 
PM values. The relationship follows that if the utility factor, ρ increases, the 
performance measures increase too. For example, consider the increase in ρ from 
0.1096 to 0.3393 and then to 0.8065, the number of trucks in the system increases 
from two to six and 11 trucks for low, medium and high intervals,  respectively.  
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In the same way, we considered the 2014 data using the RR technique. The first step 
was to obtain deterministic single crisp values for each interval for the 2014 data 
from TpMF. These values extracted by integration are given in Table 5.22. 
 
Table 5.22  
Ranking Values for TpMF Sub-Model 2 for 2014 data  
Ranking Intervals  1R    2R    R   
Low Interval 13 11 0.725 
Medium Interval 24 21 1.003 
High Interval 42 32 1.550 
 
The increased demand in year 2014 is also seen in Table 5.22 in comparison to Table 
5.20, especially in the high interval. The 2013 data also shows similar observations 
with the ranking values for the 2014 data. These include order for bulk products 
being more than bag products and the high service rate value for the high interval. 
Then we moved to the next step of the RR technique to compute the values of 
performance measures (
qW , SW , qL and sL ) calculated in a steady state for 2014 
data. These resulting values are displayed in Table 5.23. 
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Table 5.23  
Levels of Performance Measures for TpMF Sub-Model 2 for 2014 Data  
Values Low Interval Medium Interval High Interval 
1  0.0655 0.1672 0.4521 
2  0.0831 0.2194 0.5167 
  0.1486 0.3866 0.9688 
1
qW  1.0131 2.3235 3.0342 
2
qW  2.1116 3.6177 4.6281 
qW  3.1247 5.9412 7.6623 
1
sW  2.3924 3.3205 3.6794 
2
sW  3.4909 4.6147 5.2733 
sW  5.8833 7.9352 8.9527 
1
qL  0.5488 2.3235 5.3099 
2
qL  0.9678 3.1655 6.1708 
qL  2 5 11 
1
sL  1.2959 3.3205 6.4389 
2
sL  1.6000 4.0379 7.0310 
sL  3 7 13 
 
Table 5.23 also satisfies    ,
LB UB
i i i
PM PM PM
 
  
 
. This implies that the crisp 
values obtained using the RR technique is within the intervals obtained via the PNLP 
technique in Tables 5.17 to 5.19. In addition, consistency is also recorded in the 
effect of the utility factor, ρ on the PM values. This refers to the relationship that as 
the utility factor, ρ increases, the performance measures  also increase.  
This concludes the implementation of the RR technique using TpMF. The next 
subsection considers the second membership function, which is the triangular 
membership function (TrMF).  
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5.7.1.2 TrMF for Sub-Model 2 
Sub-model 2 was tested by using the TrMF of basic elements (Class One and Class 
Two, and exponential service rates). Through Equations (4.21) to (4.23) in 
subsection 4.7.3, three intervals as mentioned in subsection 5.3.2 for 2013 data were 
substituted. The first TrMF for the low interval is: 
 
1
( 4)
,   4 13
9
1,   13
(22 )
,   13 22
9
  0,      otherwise
L
x
x
x
x
x
x



 


 
  



                                                                         (5.97) 
 
2
( 1)
,   1 11
10
1,   11
(19 )
,   11 19
8
  0,       otherwise
L
y
y
y
y
y
y



 


 
  



                                                         (5.98)
  
 
( 0.50)
,   0.50 0.65
0.15
1,        0.65
(0.93 )
,   0.65 0.93
0.28
0,         otherwise
L
z
z
z
z
z
z


 


 
  



                                                              (5.99) 
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The second expression considers the medium interval as: 
  
1
( 13)
,   13 22
9
1, 22
(33 )
,   22 33
11
  0,     otherwise
M
x
x
x
x
x
x



 


 
  



                                                                   (5.100) 
  
2
( 11)
,   11 19
8
1,    19
(25 )
,   19 25
6
0,   otherwise
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
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 
  



                                                                   (5.101) 
 
( 0.65)
,   0.65 0.93
0.28
1,   0.93
(1.20 )
,   0.93 1.20
0.27
0,    otherwise
M
z
z
z
z
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z


 


 
  



                                                              (5.102) 
The third expression gives the definition for the high interval as: 
 
1
( 22)
,   22 33
11
1,    33
(50 )
,   33 50
17
0,    otherwise
H
x
x
x
x
x
x



 


 
  



                                                                    (5.103) 
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  
2
( 19)
,   19 25
6
1,   25
(25 )
,   25 35
10
0,   otherwise
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y
y
y
y
y
y



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

 
  



                                                                    (5.104) 
 
( 0.93)
,   0.93 1.20
0.27
1,   1.20
(2.33 )
,   1.20 2.33
1.13
0,       otherwise
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z
z
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

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

 
  



                                                             (5.105) 
The α-cuts interval for each value was obtained in the same way as subsection 5.6.3 
with Equations (5.58) to (5.60) for the low interval, Equations (5.61) to (5.63) for the 
medium interval and Equations (5.64) to (5.66) for the high interval. Thus, the 
integration of the RR technique for the basic elements (i.e., the arrival rates Class 
One and Class Two, and exponential service rates) was implemented. Based on 
Equations (4.24), (4.25) and (4.26), the following ranking values were obtained as 
low interval: 
 
   
1
1
0
1
26   ,
2
LR d                                                  (5.106) 
   
1
2
0
1
20 2   ,
2
LR d                                                (5.107) 
   
1
0
1
1.43 0.13   .
2
LR d                                               (5.108) 
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Medium interval: 
   
1
1
0
1
46 2   ,
2
MR d                                     (5.109) 
   
1
2
0
1
36 2   ,
2
MR d                                                (5.110) 
   
1
0
1
1.85 0.01   .
2
MR d    .                                (5.111) 
and high interval: 
   
1
1
0
1
72 6   ,
2
HR d                                                 (5.112) 
   
1
2
0
1
54 4   ,
2
HR d                                                (5.113) 
   
1
0
1
3.26 0.86   .
2
HR d                                    (5.114) 
Table 5.24 provides the resulting single crisp values of each interval for the arrival of 
Class One and Class Two, and service rates using TrMF:  
 
Table 5.24  
Ranking Values for TrMF Sub-Model 2 for 2013 Data 
Ranking Intervals  1R    2R   ( )R   
Low Interval 13 11 0.683 
Medium Interval 23 19 0.928 
High Interval 35 26 1.415 
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From Table 5.24, the arrival of trucks both Class One and Two in TrMF specifically 
for high intervals is less than the arrival of TpMF in Table 5.20 as shown in 
subsection 5.7.1.1. This is because of the number of points of TpMF is more than 
TrMF as described in subsection 3.3.4.1. Table 5.25 shows the crisp values of PM 
categorized with respect to the specifically high intervals being less than the results 
in Table 5.21 for TpMF.  
 
Table 5.25 
Levels of Performance Measures for TrMF Sub-Model 2 for 2013 Data  
Values Low Interval Medium Interval High Interval 
1  0.0617 0.1482 0.3439 
2  0.0783 0.1837 0.3832 
  0.1400 0.3319 0.7271 
1
qW  0.8161 1.6211 2.6276 
2
qW  1.9116 2.7215 3.9139 
qW  2.7277 4.3426 6.5415 
1
sW  2.2802 2.6987 3.3343 
2
sW  3.3757 3.7991 4.6206 
sW  5.6559 6.4978 7.9549 
1
qL  0.4421 1.5536 3.8319 
2
qL  0.8761 2.1545 4.2401 
qL  1 4 8 
1
sL  1.2351 2.5862 4.8625 
2
sL  1.5472 3.0076 5.0057 
sL  3 6 10 
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Table 5.25 also analyzes all PM as Table 5.21. The results obtained are realistic as it 
satisfies the property of the PM values increase with respect to a simultaneous 
increase in the utility factor. We then moved to the implementation of the RR 
technique for 2014 data with TrMF. The results for the ranking of basic elements 
and values of PM are shown in Tables 5.26 and 5.27, respectively. 
Table 5.26 
Ranking Values for TrMF Sub-Model 2 for 2014 Data  
Ranking Intervals  1R    2R    R   
Low Interval 14 13 0.758 
Medium Interval 24 21 0.993 
High Interval 40 31 1.508 
 
 
Table 5.27 
Levels of Performance Measures for TrMF Sub-Model 2 for 2014 Data  
Values
 
Low Interval Medium Interval High Interval 
1  0.0737 0.1655 0.4189 
2  0.1026 0.2172 0.4870 
  0.1763 0.3827 0.9059 
1
qW  1.3781 2.1036 3.0233 
2
qW  2.4761 3.4859 4.6132 
qW  3.8542 5.5895 7.6365 
1
sW  2.6974 3.1106 3.6864 
2
sW  3.7954 4.4929 5.2763 
sW  6.4928 7.6035 8.9627 
1
qL  0.8039 2.1036 5.0388 
2
qL  1.3412 3.0502 5.9587 
qL  2 5 11 
1
sL  1.5735 3.1106 6.1440 
2
sL  2.0558 3.9313 6.8153 
sL  4 7 13 
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Comparing the results for 2014 data with 2013 data using TrMF, a consistent pattern 
is observed as with TpMF. Some of these similarities include order demand in year 
2014 greater than 2013 with high congestion in the high interval and bulk product 
demand greater than bag product as in Tables 5.22 and 5.26. On the other hand, the 
similarities between Tables 5.23 and 5.27 include PM values satisfying 
   ,
LB UB
i i iPM PM PM
 
 
  
 with respect to the PNLP technique. In addition, a 
direct proportionality pattern is still retained between, ρ and the PM values. This 
concludes the discussion on the proposed sub-model 2 using the RR technique. We 
then moved to the next proposed sub-model 3, MCCQ-GSR-2Pr with gamma service 
rates (GSR). 
5.7.2 The Proposed Sub-Model 3: MCCQ-GSR-2Pr   
The proposed sub-model 3, MCCQ-GSR-2Pr is represented by 
(M1/M2)/      /10/2Pr. This model differs from the sub-model 2 due to its 
established GSR as described in subsection 4.7.4. In this subsection, the RR 
technique is considered to convert the fuzzy queues (i.e., arrival rates Class One and 
Class Two and gamma service rates) into crisp queues. This sub-model 3 also used 
two types of membership functions, i.e., TpMF and TrMF, as discussed in the 
following subsections. 
5.7.2.1 TpMF for Sub-Model 3     
The TpMF for sub-model 3, MCCQ-GSR-2Pr with respect to the basic elements 
followed the same processes as in subsection 5.7.1.1. Reference is made to Equation 
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(4.27) as described in subsection 4.7.4. The TpMF for GSR is as mentioned in 
subsection 5.5.2.2 for 2013 data. Note that the expressions of arrival trucks for Class 
One and Class Two are the same as that used in Equations (5.70) to (5.71) for the 
low interval, Equations (5.73) to (5.74) for the medium interval and Equations (5.76) 
to (5.77) for the high interval. This is because the arrival rates (i.e., Class One and 
Class Two) are the same as in Tables 5.20, 5.22, 5.24 and 5.26, except the service 
rates. Hence, the expression for the low, medium and high intervals of the TpMF of 
GSR are given by Equations (5.115), (5.116) and (5.117), respectively. 
 
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,   0.50 0.52
0.02
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Computing the LB and UB with the help of the α-cut approach of this sub-model 
represented by TpMF only needed the variable of GSR ,
LB UBg g     as described in 
subsection 4.7.4. Hence, the intervals (i.e., low, medium and high) of sub-model 3 
are given by: 
 
1 1
1 1, min ( ) max ( ) 0.50 0.02 ,0.74 0.1, 1LB UBg g        
  
 
             (5.118)  
 1 1, min ( ) max ( ) 0.63 0.11 ,1.22 0., 01LB UBg g        
                        (5.119)  
 1 1, min ( ) max ( ) 1.21 0.01 ,2.33 1., 09LB UBg g        
                        (5.120)  
 
Subsequently, the integrals of these intervals were computed as in Equations (5.118) 
to (5.120) via the RR technique with reference to Equation (4.29) as described in 
subsection 4.7.4. Then, the integrals for these three intervals (i.e., low, medium and 
high) were obtained as: 
   
1
0
1
1.24 0.09
2
LR d    ,                                (5.121) 
   
1
0
1
1.85 0.10
2
MR d    ,                                (5.122) 
   
1
0
1
3.54 1.08
2
HR d    .                                (5.123) 
Table 5.28 shows the single values of GSR to give the following ranking values  
each interval for 2013 data as:  
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Table 5.28 
Ranking Values for TpMF Sub-Model 3 for 2013Data  
Ranking Intervals  R   
Low Interval 0.598 
Medium Interval 0.950 
High Interval 1.500 
 
Table 5.28 also shows three new crisp optimal values for GSR of sub-model 3 via 
the ranking technique. As expected, the service rate in the high interval is much 
higher than the other intervals. In this sub-model 3, a further step was taken to 
compute the values of E[R]. This was done through Equation (3.17) as discussed in 
subsection 4.7.4 to obtain these values. According to the results from Table 5.9 as in 
subsection 5.5.2.2 via the parameters (α and β), which were used to compute E[R] 
(i.e., gamma processing time), the next step was to compute the crisp values of PM 
for each interval as given in Table 5.29.  
Table 5.29  
Levels of Performance Measures for TpMF Sub-Model 3 for 2013 Data 
Values Low Interval Medium Interval High Interval 
1  0.0498 0.1583 0.3854 
2  0.0498 0.1781 0.4375 
  0.0996 0.3364 0.8229 
1
qW  0.5019 1.7297 2.7267 
2
qW  1.5975 3.0431 4.1102 
qW  2.0994 4.7728 6.8369 
1
sW  2.1741 2.7823 3.3934 
2
sW  3.2697 4.0957 4.7769 
sW  5.4438 6.8780 8.1703 
1
qL  0.2510 1.7297 4.2037 
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2
qL  0.5325 2.2823 4.7952 
qL  1 4 9 
1
sL  1.0871 2.7823 5.2314 
2
sL  1.0899 3.0718 5.5730 
sL  2 6 11 
 
 
In Table 5.29, the crisp values for PM are shown based on the new crisp values of 
service rates in Table 5.28. It is observed that sub-model 3 also satisfies 
   ,
LB UB
i i i iPM PM PM PM
 
  
  
 with respect to the PNLP technique. This 
condition is satisfied regardless of the gamma distribution being a two-parameter 
distribution and the exponential distribution a one-parameter. Furthermore, there is 
convergence in the results amongst PM. The 2014 data were also analyzed and 
computed by integrating the values for GSR as in Table 5.30 and PM values in Table 
5.31. 
 
Table 5.30  
Ranking Values for TpMF Sub-Model 3 for 2014 Data  
Ranking Intervals  R   
Low Interval 0.693 
Medium Interval 0.978      
High Interval 1.573  
 
  
Table 5.29 continued 
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Table 5.31  
Levels of Performance Measures for TpMF Sub-Model 3 for 2014 Data  
Values Low Interval Medium Interval High Interval 
1  0.0626 0.1630 0.4588 
2  0.0794 0.2139 0.5243 
  0.1420 0.3769 0.9831 
1
qW  0.9468 2.0796 3.0857 
2
qW  2.0429 3.3681 4.6536 
qW  2.9897 5.4477 7.7393 
1
sW  2.3898 3.1021 3.7214 
2
sW  3.4859 4.3906 5.2893 
sW  5.8757 7.4927 9.0107 
1
qL  0.5128 2.0796 5.4000 
2
qL  0.9363 2.9471 6.2048 
qL  1 5 11 
1
sL  1.2945 3.1021 6.5125 
2
sL  1.5977 3.8418 7.0524 
sL  3 7 14 
 
Comparing Table 5.31 with Table 5.21, the values obtained for the expected number 
of trucks in the queue and system are seen to be convergent with just 1  difference. 
This shows that irrespective of the service rate distributions, both sub-models 2 and 
3 give realistic analysis of the cement factory‟s queueing system. Next, we moved on 
to the second membership function implemented with sub-model 3, i.e., TrMF. 
5.7.2.2 TrMF for Sub-Model 3 
The second membership function considered for sub-model 3 is the TrMF. In the 
same way as for TpMF considered in subsection 5.7.2.1, focus was just on the 
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service time rates (i.e., GSR). Referring to Equation (4.28) as described in 
subsection 4.7.4 with respect to each interval, the corresponding expressions as 
presented in subsection 5.5.2.2 for 2013 data are given by:  
 
( 0.50)
,   0.50 0.63
0.13
1,    0.63
(0.97 )
,   0.63 0.97
0.34
0,     otherwise
L
g
g
g
g
g
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

 


 
  



                                                             (5.124) 
 
( 0.63)
,   0.63 0.97
0.34
1,    0.97
(1.22 )
,   0.97 1.22
0.25
0,    otherwise
M
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g
g
g
g
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
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                                                           (5.125) 
 
( 0.97)
,   0.97 1.22
0.25
1,   1.22
(2.33 )
,   0.86 2.33
0.86
0,   otherwise
H
g
g
g
g
g
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

 


 
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


                                                            (5.126) 
From Equations (5.124) to (5.126), the LB and UB were computed via the α-cut 
approach of the GSR as triangular fuzzy numbers denoted by ,
LB UBg g     for all 
three intervals. These intervals considered TrFn as mentioned in subsection 4.7.4. 
Then the LB and UB were obtained by: 
 1 1, min ( ) max ( ) 0.50 0.13 ,0.97 0., 34LB UBg g        
                      (5.127)  
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 1 1, min ( ) max ( ) 0.63 0.34 ,1.22 0., 25LB UBg g        
                       (5.128)  
 1 1, min ( ) max ( ) 0.97 0.25 ,2.33 1., 11LB UBg g        
                       (5.129)  
Equations (5.127), (5.128) and (5.129) represent the LB and UB for GSR as three 
intervals. Thus, their corresponding ranking integration through Equation (4.29) as 
described in subsection 4.7.4 can be defined as: 
1
0
1
( ) (1.47 0.21 ) 
2
LR d    ,                                (5.130) 
1
0
1
( ) (1.85 0.09 ) 
2
LR d    ,                                           (5.131) 
1
0
1
( ) (3.3 0.86 ) .
2
LR d                                           (5.132) 
Table 5.32 shows three crisp ranking values of GSR through TrMF for sub-model 3: 
 
Table 5.32  
Ranking Values for TrMF Sub-Model 3 for 2013 Data 
Ranking Intervals  R   
Low Interval 0.683  
Medium Interval 0.948  
High Interval 1.435  
 
From Table 5.32, the single crisp values of GSR are seen to be approximate values 
to the ESR in Table 5.24 for 2013 data as in subsection 5.7.2.2. The values of PM 
are categorized with respect to the intervals as displayed in the following Table 5.33.  
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Table 5.33  
Levels of Performance Measures for TrMF Sub-Model 3 for 2013 Data 
Values  Low Interval Medium Interval High Interval 
1  0.0617 0.1514 0.3488 
2  0.0783 0.1876 0.3886 
  0.1400 0.3390 0.7374 
1
qW  0.8161 1.8658 2.6669 
2
qW  1.9116 3.1566 3.9612 
qW  2.7277 5.0224 6.6281 
1
sW  2.2802 2.9207 3.3638 
2
sW  3.3757 4.2155 4.6581 
sW  5.6559 7.1322 8.0219 
1
qL  0.4421 1.7881 3.8892 
2
qL  0.8761 2.4990 4.2913 
qL  1 4 8 
1
sL  1.2351 2.7990 4.9055 
2
sL  1.5472 3.3341 5.0462 
sL  3 6 10 
 
From Table 5.33, the results present different crisp values computed for the PM 
depending on the arrival of trucks for both classes and GSR. Just as the case of the 
sub-model 3, the trapezoidal membership function is 
   ,
LB UB
i i i iPM PM PM PM
 
  
  
. In addition, there are similar convergent results 
for the increase in arrival of trucks as the expected number of trucks in both the 
queue and system is large in the high interval.  
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We then moved to the implementation of the RR technique for 2014 data with 
TrMF. The results for the ranking values and PM are shown in Tables 5.34 and 5.35, 
respectively. 
Table 5.34  
Ranking Values for TrMF Sub-Model 3 for 2014 Data  
Ranking Intervals  R   
Low Interval 0.745  
Medium Interval 0.978  
High Interval 1.505  
 
Table 5.35  
Levels of Performance Measures for TrMF Sub-Model 3 for 2014 Data  
Values Low Interval Medium Interval High Interval 
1  0.0724 0.1630 0.4181 
2  0.1009 0.2139 0.4860 
  0.1733 0.3769 0.9041 
1
qW  1.2536 2.0796 2.7375 
2
qW  2.3497 3.3681 4.1219 
qW  3.6033 5.4477 6.8594 
1
sW  2.5959 3.1021 3.4020 
2
sW  3.6920 4.3906 4.7864 
sW  6.2879 7.4927 8.1884 
1
qL  0.7313 2.0796 4.5625 
2
qL  1.2728 2.9471 5.3241 
qL  2 5 10 
1
sL  1.5143 3.1021 5.6699 
2
sL  1.9998 3.8418 6.1824 
sL  4 7 12 
 
From Tables 5.34 and 5.35, it can be seen that the crisp values of GSR affect the first 
value of the utility factor, specifically in the high interval. This can be done as the 
utility factor, ρ is equal to 0.9041 if we compare with the value in Table 5.33 which 
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is equal to 0.7374. Hence, these values affect the other values of PM in the whole 
system through service times (i.e., GSR). 
 
To summarize, from subsections 5.7.1 and 5.7.2, developing the multiple channel 
queueing model with two classes can be done by defuzzification of the RR 
technique. It can be concluded that the proposed sub-models 2 and 3 achieve 
objective three. In addition, some details and results are discussed in the next 
subsection for sub-models 2 and 3. 
5.7.3 Discussion of Sub-Model 2 and Sub-Model 3  
As discussed in subsections 4.7.3 and 4.7.4 under methodology in Chapter Four, this 
subsection gives detailed discussions on the key results obtained by using the RR 
technique with main model, (M1,M2)/G/C/Pr. These discussions are categorized into 
several parts. The first part considers the relationship between the results obtained 
using the RR and PNLP techniques to analyze the queueing system under an 
uncertain environment. The second part is the results for both sub-models 2 and 3 
through different service times are considered, and the third part is the discussion on 
the convergence in results between TpMF and TrMF for the RR technique. Next, 
according to the results as in sub-models 2 and 3, specifically in the medium 
intervals, there is a convergence between the probability and possibility patterns. 
Therefore, these points are highlighted as follows: 
 The main property satisfied by the RR technique with respect to the PNLP 
technique is that the crisp optimal values obtained using the RR technique lie 
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within the intervals obtained using the PNLP technique. This pattern is 
observed irrespective of the service rates distribution being exponentially 
(sub-model 2) or gamma (sub-model 3) distributed. 
Furthermore, it applies to both years 2013 and 2014 data where the values of 
PM obtained in Tables 5.21, 5.25, 5.29 and 5.33 lie within the intervals 
obtained in Tables 5.11, 5.13 and 5.15 for low, medium and high intervals for 
the 2013 data, respectively. In addition, this pattern still applies to 2014 data 
with the RR technique as in Tables 5.23, 5.27, 5.31 and 5.35 which are 
consistent with the PNLP technique in Tables 5.17, 5.18 and 5.19. 
 
 The discussion here focuses on sub-models 2 and 3, specifically the results 
obtained show convergence between these two sub-models. For instance, for  
sub-model 2, the total expected number of trucks in the system for 2013 data, 
shows that there are between two to three trucks in the system during the low 
interval, six trucks in the medium interval and 10 to 11 trucks for high interval 
(Tables 5.21 and 5.25). These convergent results were also obtained for sub- 
model 3 with slight variation in the high interval with about 10 to 11 trucks in 
the system (see Table 5.29 as in subsection 5.7.2.1 and Table 5.33 as in 
subsection 5.7.2.2). Moving to the 2014 data, the results for sub-model 2 and 
sub-model 3 are also convergent (see Table 5.23 as in subsection 5.7.1.1 and 
Table 5.27 as in subsection 5.7.1.2).  
 
Subsequently, sub-model 3 (see Table 5.31 as in subsection 5.7.2.1 and Table 
5.35 as in subsection 5.7.2.2) has a slight variation in the high interval. This 
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implies that regardless of the difference between the types of distributions of 
service rates, both proposed sub-models 2 and 3 are efficient in giving 
different crisp results through the analysis of the queueing system in the 
cement industry under an uncertain environment. In addition, the convergence 
between the sub-model 3 for GSR and erlang distributions as presented in sub 
section 5.2.2 give another indicator to the different types of service rates 
according to the results  obtained under uncertain environment. 
 
 The membership functions were used with sub-models 2 and 3 (i.e., 
trapezoidal and triangular). Just like the previous point, the discussion focuses 
on the total number of trucks in the system. This means comparing the results 
in Table 5.21 with Table 5.25, Table 5.23 with Table 5.27, Table 5.29 with 
Table 5.33, and Table 5.31 with Table 5.35. These tables highlighted the 
results for both 2013 and 2014 data. These two types of membership functions 
are efficient to cover the whole set of data for each year.  In addition, it is 
observed that in the medium interval of these tables, both membership 
functions give exactly the same results. For instance, the expected number of 
trucks in the system in the medium interval is six trucks in 2013 data (see 
Table 5.21 and Table 5.25); while for 2014 data, it is seven trucks (see Table 
5.23 and Table 5.27). The values for these intervals (i.e., medium interval) are 
consistent, irrespective of the type of membership function for sub-models 2 
and 3. 
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 Another point is the ranking values of the arrival rates (Class One and Class 
Two) for both TpMF and TrMF according to Tables 5.20 and 5.24. These 
values represent the optimal value for each interval. These values correspond 
approximately similarly to the values obtained by fitting intervals as shown in 
Table 5.6 for 2013 data in subsection 5.5.1. In the same way, the results of the 
ranking arrival rates in Tables 5.22 and 5.26 correspond to Table 5.7 for 2014 
data as in subsection 5.5.1. These results show the efficiency of the RR 
technique with this type of queueing model and its accuracy in designing the 
arrival of trucks via intervals with the fitting test. Consequently, this is a good 
indicator to reach convergence between the probability and possibility 
behaviors. Furthermore, the values obtained through the RR technique, 
specifically the medium intervals, represent the conventional queueing model 
combined with fitting test. This can be translated that this interval i.e. medium 
interval is a special case of fuzzy subsets as suggested by Buckley (1990) and 
Zimmermann (2011). Hence, the values of the utility factor, ρ and the values of 
PM for the medium interval represent the conventional queueing model.  
 
 
 Lastly, one notable observation in the results of the proposed sub-models in 
Section 5.7 is the effect the utility factor, ρ has on the performance measures. 
The relationship follows that if the utility factor, ρ increases, the PM values 
increase as considered by Ghimire et al. (2014). Therefore, according to the 
utility factor (UF) obtained from each interval for sub-model 2 and sub-model 
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3, a new proposed model with respect to this factor is presented in the next 
section.  
 
5.8 The Proposed TrMF-UF Model 
The new proposed model introduced in this section with respect to the utility factor 
is denoted as the TrMF-UF model. This model is developed (see subsection 4.7.5) 
based on designing of linguistic terms. This leads to obtaining the membership 
function and since the linguistic terms are in tri-interval, it is appropriate to choose 
TrFn. Equation (4.30) as described in subsection 4.7.5 represents this model by 
considering sample values of  from the RR technique, for both sub-model 2 and 
sub-model 3. For example, from Table 5.23 in subsection 5.7.1.1. The utility factor 
for Class One at low interval, 1L  is equal to 0.0655 and for Class Two, 2L  is equal 
to 0.0831. Then the total for utility factor for low interval L is equal to 0.1486.  
 
Similarly, for the utility factor for Class One at the medium interval, 1M  is equal to 
0.1672 while for Class Two, the medium interval is equal to 0.2194. Hence, the total 
of the utility factor, M  is equal to 0.3866. In addition, the utility factor for Class 
One in the high interval, 1H  is equal to 0.4521 and Class Two, 2H  is equal to 
0.5167. Subsequently, the total of  ρ is equal to 0.9688 for the high interval. Hence, 
the triangular fuzzy numbers represented as  0.1486,0.3866,0.9688 
 
 
corresponding to TrMF is defined as: 
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                                                   (5.133)                         
The α-cut confidence interval obtained from Equation (3.29) was used to compute 
 
LB

 and Equation (3.30) to compute  
UB

  as described in step five in Subsection 
4.7.5. 
Table 5.36 
Proposed TrMF-UF Model Based on Different Values of α-cuts 
α-cut  
LB

   
UB

  
0.0  0.1486 0.9688 
0.1  0.1724 0.9105 
0.2  0.1962 0.8523 
0.3  0.2200 0.7941 
0.4  0.2438 0.7359 
0.5  0.2676 0.6777 
0.6  0.2914 0.6194 
0.7  0.3152 0.5612 
0.8  0.3390 0.5030 
0.9  0.3628 0.4448 
1.0  0.3866 0.3866 
 
From Table 5.36, it can be stated that when the arrival and service rate values 
increase, the utility factor increases. In fact, this interval indicates different values of 
the TrMF-UF model instead of a single value. Figure 5.21 illustrates these values 
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Figure 5.21. The values of the proposed TrMF-UF in the Queueing System    
Figure 5.21 shows the values of the proposed TrMF-UF. The vertical axis shows the 
membership function of utility factor,  u  with possibility of [0, 1] interval. The 
horizontal axis shows the values of ρ. Figure 5.21 also shows the values of the 
TrMF-UF model at initially 0  . The utility factor value lies between 0.1486 and 
0.9688, while at core value 1  , the utility factor is equal to 0.3866. Consequently, 
this figure shows how the fuzzy set theory can be utilized to evaluate the efficiency 
of channels in the system via variant values of this factor.  
 
The main advantage of this new proposed model is the estimation of the whole 
system with respect to the three intervals considered (low, medium and high). This 
transforms into corresponding triangular membership functions. Hence, this gives 
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the decision-maker flexibility in UF to predict the system under an uncertain 
environment.  Furthermore, this proposed TrMF-UF model is used according to the 
steps as presented in Figure 4.4 in subsection 4.5.7. Therefore, the TrMF-UF model 
has achieved objective four. 
5.9 Validation of the Proposed Sub-Models: 1, 2 and 3  
Section 4.8 is on the validation and comparison of the results. As noted earlier, the 
main model under consideration is a multiple channel queueing model with 
multiclass arrivals under an uncertain environment. This main model was developed 
into three sub-models, i.e., sub-model 1, MCFQ-2Pr, sub-model 2, MCCQ-ESR-2Pr 
and sub-model 3, MCCQ-GSR-2Pr. These three proposed sub-models were used to 
estimate the performance under an uncertain environment by computing the different 
values of crisp PM in the queueing system. The validation was based on year 2014 
data because the supply demand is greater than 2013 data under the uncertain 
environment.  
 
The validation of the proposed three sub-models 1, 2 and 3, was divided into two 
parts. The first part compared sub-model 1, MCFQ-2Pr and sub-model 2, MCCQ-
ESR-2Pr, based on generating the same service rates (exponential distribution); 
whereas, the second part of the validation compared sub-model 2, MCCQ-ESR-2Pr 
and sub-model 3, MCCQ-GSR-2Pr, based on generating different service rates 
(exponential and gamma distributions). Two experiments were done to compute the 
average estimations of PM for each sub-model. The first experiment (A) considered 
265 
 
 
 
increasing the fuzzy arrival rates for Class One, Class Two, and service rates. The 
second experiment (B) considered increasing the lower bound (LB) and upper bound 
(UB) for the arrivals for Class One, Class Two, and service times (i.e., ESR and 
GSR). Basically, the information of initial experiment for the basic elements (i.e., 
the arrival rates for Class One and Class Two and service rates) are obtained from 
Table 5.3 for 2014 data as in subsection 5.3.2. The arrival rates and service rates 
were generated to be triangular fuzzy numbers as suggested by Wu (2009). Then, the 
models were run with L is equal to 1,000 repetitions because the simulation approach 
is stable in high repetitions and it is close to the true answer which cannot be 
invoked in few repetitions. In addition, to choose the best model where the criterion 
utilized was the mean square error (MSE). The following subsections give more 
details.
 
 
5.9.1 Validation between Sub-Model 1 and Sub-Model 2 
In this subsection, the validity of the proposed sub-model 1 (MCFQ-2Pr) and sub- 
model 2 (MCCQ-ESR-2Pr) is discussed as in Section 4.8. Both models obtain crisp 
values which are called optimal values obtained as an interval in sub-model 1 by the 
PNLP technique and sub-model 2 by the RR technique. Hence, both models are 
suitable for comparison. As aforementioned in Section 4.8, two experiments (A and 
B) were considered. Experiment A increased the given average fuzzy arrival rates of 
Class One, 
1  Class Two, 2  and their corresponding fuzzy exponential service 
rates,  . From Table 5.3 for 2014 data as in subsection 5.3.2, the average fuzzy 
values of the basic elements for the high interval are 34 trucks, 28 trucks and 1.23 hr, 
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for 
1 , 2  and  , respectively. These values are increased to 45 trucks and 35 
trucks for arrival rates of Class One and Two. Subsequently, the fuzzy exponential 
service rate is increased to 1.97 hr. The Matlab software program code is given in 
Appendix F.  
 
The results obtained from sub-model 1 and sub-model 2 are efficient to validate the 
system and from these experiments, the average estimations of PM were computed 
for each sub-model. The concept of the sub-model 1 supports a closed lower and 
upper bound interval which is combined into one value known as the optimal value 
representing the core crisp value. On the other hand, sub-model 2 supports one crisp 
value via the integrated LB and UB, also represented as optimal values as suggested 
by Ke at el. (2007) and Chen (2006). Thus, both techniques provide the optimal crisp 
values for each interval (i.e., low, medium and high). The results from Experiment A 
are presented in Tables 5.37 and 5.38. 
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Table 5.37  
Results of Experiment A for Sub-Model 1 
Values Low Interval Medium Interval High Interval 
1
qW  0.9042 1.5851
 
3.2027 
2
qW  1.0185 2.5316
 
4.0046 
qW  1.9227 4.1167
 
7.2073 
1
sW  1.2146 2.9598
 
3.9505 
2
sW  2.4289 3.5063
 
4.9324 
sW  3.6435 6.4661
 
8.8829 
1
qL  0.5001 1.5357
 
2.7400 
2
qL  1.2043 2.1596
 
3.6962 
qL  1.7044 3.6953
 
6.4362 
1
sL  0.6638 2.2674
 
3.1252 
2
sL  1.8029 2.8002
 
5.4261 
sL  2.4667 5.0676
 
8.5513 
 
Table 5.38  
Results of Experiment A for Sub-Model 2 
Values Low Interval Medium Interval High Interval 
1  0.0805 0.2219 0.4773 
2  0.0935 0.2460 0.4922 
  0.1740 0.4679 0.9695 
1
qW  0.7476 1.6300 3.0760 
2
qW  0.9273 1.8989 4.7700 
qW  1.6749 3.5289 7.8460 
1
sW  1.8459 2.3579 4.2965 
2
sW  2.0256 2.6269 5.0951 
sW  3.8715 4.9848 9.3916 
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1
qL  0.5967 1.4794 3.6739 
2
qL  1.3808 2.4375 4.2087 
qL  1.9775 3.9169 7.8826 
1
sL  0.9796 2.2847 4.3163 
2
sL  1.8318 2.9885 5.6745 
sL  2.8114 5.2732 9.9908 
 
Tables 5.37 and 5.38 show the results from Experiment A of the sub-model 1 and  
sub-model 2, respectively. These results compute the crisp values of average 
estimations for the PM by designing three intervals. Firstly, it is observed that the 
results from Experiment A for both sub-models are satisfactory under the steady 
state, 1  . Secondly, the results are realistic in the absence of negative PM values. 
Thirdly, the sequences for results for each interval are appropriate with increasing 
fuzzy arrival rates for both Class One and Class Two. This is clear in the increase of 
the fuzzy arrival and service rates per interval giving the same trend of increase for 
the PM values per interval as well. Thus, the fuzzy subsets interval with this 
experiment is effective and with the classification of PM.  
 
Another point of observation is the main values computed for the expected waiting 
times in the queue for Class One is less than Class Two. This made it appropriate to 
compute the other values of PM in the queueing system. For example, Table 5.37 
where, 1
qW  assumes the values of 54 min, 1 hr and 35 min, and 3hr and 12 min for 
low, medium and high intervals, respectively. As a consequence, the other PM 
Table 5.38 Continued 
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values are still realistic as well as when considering, 2
qW . This pattern is observed in 
Table 5.38.  
 
The second experiment (Experiment B) involved increasing the boundaries for the 
basic elements. In Table 5.3 as in subsection 5.3.2 for Class One 
1 , the LB was 
increased from three to 10 trucks while the UB was increased from 70 to 100 trucks. 
For Class Two 
2 , LB was increased from two to five trucks and UB was increased 
from 48 to 75 trucks. Similarly, for the service rates i.e., ESR and GSR,   bounds, 
the LB was increased from 0.52 hr/truck to 0.75 hr/truck and the UB increased from 
2.58 hr/truck to 3.20 hr/truck.   
 
The increments for the values whether Experiment A  and B, which is related to the 
averages and boundaries for these basic elements Class One and Class Two and 
service rates were done via simulation approach. Then, we start to increase and 
rearrange these averages and boundaries by generating triangular fuzzy numbers 
inside closed interval. Consequently, these two Experiments (A and B) were done to 
validate these proposed sub- models with three intervals under an uncertain 
environment. 
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Going further, the results of Experiment B with sub-model 1 and sub-model 2 to 
compute the average estimations values for measuring the queueing system via PM 
are displayed in Tables 5.39 and 5.40. 
Table 5.39  
Results of Experiment B for Sub-Model 1 
Values Low Interval Medium Interval High Interval 
1
qW  0.6042 0.9330
 
2.1850 
2
qW  0.8889 2.0043
 
3.3429 
qW  1.4931 2.9373
 
5.5279 
1
sW  1.1025 2.0808
 
3.6783 
2
sW  1.8672 2.4888
 
4.8362 
sW  2.9697 4.5696
 
8.5145 
1
qL  0.5812 1.0340
 
3.3224 
2
qL  1.0786 1.5066
 
5.6533 
qL  1.6598 2.5406
 
8.9757 
1
sL  1.0403 1.5361
 
3.6955 
2
sL  1.5279 2.0495
 
5.9467 
sL  2.5682 3.5856
 
9.6422 
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Table 5.40  
Results of Experiment B for Sub-Model 2 
Values Low Interval Medium Interval High Interval 
1  0.0644 0.1216
 
0.4399 
2  0.0743 0.1608
 
0.5399 
  0.1387 0.2824 0.9798 
1
qW  0.7166 1.1226
 
2.0413 
2
qW  1.1256 2.2378
 
2.9179 
qW  1.8422 3.3603
 
4.9592 
1
sW  1.6439 1.8005
 
4.0711 
2
sW  2.0528 2.9153
 
4.9474 
sW  3.6967 4.7158
 
9.0185 
1
qL  0.5566 1.0550
 
3.9589 
2
qL  0.9804 1.5392
 
5.1008 
qL  0.5670 2.5942
 
9.0597 
1
sL  0.5886 1.8899
 
4.5400 
2
sL  1.5661 2.8343
 
6.2581 
sL  2.1547 4.7242
 
10.7981 
 
The results in Tables 5.39 and 5.40 shows that the different values of the average 
estimations of PM by increasing the LB and UB for each basic element i.e., 
1 2,   
and  . These boundary values are one of the important uncontrollable factors in the 
queueing system and can be predicted under simulation of fuzzy numbers. As  seen 
in Tables 5.39 and 5.40, the results are also satisfactory under a stable condition, 
where, 1   and appropriate realistic values are obtained for all PM. Furthermore, 
the procedure for the classification of intervals is efficient by increasing the LB and 
UB for the basic elements, which leads to homogeneity in the results for the average 
estimations of PM in the whole system. This experiment indicates a simultaneous 
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increase in the utility factor values for Class One and Class Two within the high 
interval. This in turn, affected the other values, especially the high interval with the 
increase of LB and UB. 
 
However, according to these experiments (i.e., A and B) with sub-model 1 and sub- 
model 2, it is necessary to choose the best efficient sub-model from the results 
obtained from these experiments. Therefore, MSE criterion is used to choose the best 
model. The process for computing MSE criterion is based on the summation of real 
data  (refer Appendix  F) from cement industry minus the predicted data i.e., the 
average estimations, which are obtained by simulation experiments A and B for each 
sub-model as shown in Tables 5.37 to 5.40. Then these results are divided by 1000 
replications. Hence, the results of MSE values for Experiment A were computed first 
as seen in Tables 5.41 and 5.42. 
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Table 5.41  
Results of MSE with Experiment A for Sub-Model 1 
Values Low Interval Medium Interval High Interval 
1
qW  0.0034 0.0004 0.0009 
2
qW
 
0.0038 0.0001 0.0030 
qW
 
0.0072 0.0005 0.0039 
1
sW  
0.0024 0.0002 0.0007 
2
sW  
0.0046 0.0008 0.0003 
sW  
0.0070 0.0010 0.0010 
1
qL
 
0.0009 0.0005 0.0001 
2
qL
 
0.0006 0.0019 0.0006 
qL
 
0.0015 0.0024 0.0007 
1
sL  
0.0007 0.0005 0.0012 
2
sL  
0.0009 0.0002 0.0003 
sL  
0.0016 0.0007 0.0015 
 
Table 5.42  
Results of MSE Experiment A for Sub-Model 2 
Values Low Interval Medium Interval High Interval 
1  0.0012 0.0011 0.0009 
2  0.0004 0.0005 0.0006 
  0.0016 0.0016 0.0015 
1
qW  0.0043 0.0050 0.0022 
2
qW  0.0072 0.0080 0.0046 
qW  0.0115 0.0130 0.0068 
1
sW  0.0052 0.0082 0.0088 
2
sW  0.0057 0.0118 0.0054 
sW  0.0109 0.0200 0.0142 
1
qL  0.0011 0.0048 0.0032 
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2
qL  0.0011 0.0047 0.0037 
qL  0.0022 0.0095 0.0069 
1
sL  0.0014 0.0079 0.0090 
2
sL  0.0012 0.0070 0.0044 
sL  0.0026 0.0149 0.0134 
 
Tables 5.41 and 5.42 shows the MSE results of sub-model 1 and sub-model 2 
through Experiment A. In both tables, the results were computed using MSE criteria,  
i.e., the results of average estimations as in Table 5.37 for Experiment A of sub-
model 1 is better and nearest to the real data than the results of average estimations 
as in Table 5.38 of sub-model 2. Hence, the values of MSE with Experiment A 
shows the results of sub-model 1 are less than sub-model 2. In the same way, we 
computed the MSE for Experiment B for both sub-models 1 and 2 as shown in 
Tables 5.43 and 5.44. 
 
 
 
 
 
 
 
 
 
 
 
 
  
Table 5.42 Continued 
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Table 5.43 
Results of MSE Experiment B for Sub-Model 1 
Values Low Interval Medium Interval High Interval 
1
qW  0.0225 0.0026 0.0004 
2
qW  0.0303 0.0027 0.0002 
qW  0.0528 0.0053 0.0006 
1
sW  0.0239 0.0125 0.0023 
2
sW  0.0319 0.0126 0.0002 
sW  0.0558 0.0251 0.0025 
1
qL  0.0029 0.0009 0.0007 
2
qL  0.0022 0.0015 0.0003 
qL  0.0051 0.0024 0.0010 
1
sL  0.0033 0.0032 0.0040 
2
sL  0.0025 0.0025 0.0004 
sL  0.0058 0.0057 0.0044 
 
Table 5.44  
Results of MSE Experiment B for Sub-Model 2 
Values Low Interval Medium Interval High Interval 
1  0.0009 0.0011 0.0015 
2  0.0008 0.0034 0.0040 
  0.0017 0.0045 0.0055 
1
qW  0.0265 0.0034 0.0007 
2
qW  0.0665 0.0035 0.0138 
qW  0.0930 0.0069 0.0145 
1
sW  0.0254 0.0323 0.0044 
2
sW  0.0648 0.0424 0.0005 
sW  0.0902 0.0747 0.0049 
1
qL  0.0034 0.0019 0.0014 
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2
qL  0.0049 0.0017 0.0156 
qL  0.0083 0.0036 0.0170 
1
sL  0.0036 0.0057 0.0009 
2
sL  0.0050 0.0086 0.0175 
sL  0.0086 0.0143 0.0184 
 
Tables 5.43 and 5.44 show that the MSE values for sub-model 1 are less than sub- 
model 2 for Experiment B. However, before making any deduction, Table 5.45 
shows the average of MSE computed for the three intervals in each Experiment A 
and B. 
 
Table 5.45 
Summary of Best Sub-Models (Sub-model 1 and Sub-model 2) Based on Average of 
MSE 
MSE of Sub Model 1 
Exp. qW  S
W
 q
L
 S
L
 
A 0.0038 0.0030 0.0015 0.0012 
B 0.0195 0.0278 0.0028 0.0053 
MSE of Sub Model 2 
A 0.0104 0.0150 0.0062 0.0103 
B 0.0381 0.0566 0.0096 0.0137 
 
Table 5.45 shows that the smallest average MSE values was obtained from the 
proposed sub-model 1.This implies that this sub-model is more efficient with 
reference to Experiments A and B.  
5.9.2 Validation between Sub-Model 2 and Sub-Model 3   
We validated sub-models 2 and 3, i.e., MCCQ-ESR-2Pr and MCCQ-GSR-2Pr 
models, respectively. The RR technique was used to convert fuzzy queues into crisp 
Table 5.44 Continued 
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queues as discussed in Section 4.8. Subsequently, the PM values to obtain single 
crisp values (i.e., the optimal value) for three intervals were computed with respect 
to the presence of different service rates (ESR and GSR). Experiment A required 
increasing the parameter α to equal to 46.90 and β equal to 0.0419 instead of the 
previous values as shown in Table 5.9 of subsection 5.5.2.2. This was done by 
generating the fuzzy gamma distribution for sub-model 3. The reason for these 
increments for these parameters α  and β via these experiments were done to validate 
this sub-model with other data under uncertain environment  obtained from 
generating triangular fuzzy numbers through the Matlab software program code as 
documented in Appendix G. 
 
Experiments A and B were conducted to investigate the efficiency of the sub-models 
2 and 3 by computing the average estimations of PM values. Each experiment 
expressed the performance of the model according to PM and showed the efficiency 
of the RR technique to reach the optimal crisp value for each interval. These 
experiments had already been conducted for the proposed sub-model 2 as seen in 
Table 5.38 for Experiment A and Table 5.40 for Experiment B. The results of 
Experiments A and B for the proposed sub-model 3 are shown in Tables 5.46 and 
5.47, respectively.  
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Table 5.46 
Results of Experiment A for Sub-Model 3 
Values Low Interval Medium Interval High Interval 
1  
0.0932 0.2165 0.3567 
2  0.1082 0.3500 0.6327 
  0.2014 0.5665 0.9894 
1
qW  
0.7662 2.3734 3.5978 
2
qW  
0.8061 3.5601 4.5988 
qW
 
1.5723 5.9335 8.1966 
1
sW  
1.5156 3.1194 4.1760 
2
sW  
1.9958 4.3061 5.5361 
sW  
3.5114 7.4255 9.7121 
1
qL  
0.5147 2.2996 4.0260 
2
qL  
1.0277 3.2956 5.0890 
qL
 
1.5424 5.5952 9.1150 
1
sL  
0.9046 3.5224 5.0144 
2
sL  
2.2314 4.3604 6.5449 
sL  3.1360 7.8828 11.5593 
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Table 5.47 
Results of Experiment B for Sub-Model 3 
Values Low Interval Medium Interval High Interval 
1  0.0666 0.1105 0.3845 
2  0.0769 0.1460 0.4708 
  0.1436 0.2566 0.8553 
1
qW  0.7842 2.6469 3.1861 
2
qW  1.2326 3.9704 3.6412 
qW  2.0168 6.6174 6.8093 
1
sW  1.6802 3.3927 3.7504 
2
sW  2.1286 4.7161 4.2056 
sW  3.8089 8.1088 7.9560 
1
qL  0.5321 1.3091 2.5700 
2
qL  1.5692 1.7296 3.1470 
qL  2.1013 3.0386 5.7170 
1
sL  0.9463 1.6778 3.4699 
2
sL  1.9020 2.0544 4.0822 
sL  2.8483 3.7322 7.5521 
 
 
As  seen from Tables 5.46 and 5.47, the application of the experiments (A and B) is 
efficient and suitable for sub-model 3 based on three indicators. Firstly, the value of 
utility factor, ρ is less than one for all intervals. Secondly, the impact of residual 
processing time (RPT) for computing, E[R], specifically under two different service 
rates of distributions, is observed in the PM. Thirdly, with respect to the number of 
channels for each class with each type of fuzzy service rates, the model suitably 
gives convenient and more realistic results for each experiment.  
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Furthermore, the operation to choose the best model is done by the MSE criterion as 
mentioned in Section 4.8. The results obtained via this criterion for the sub-model 2 
are in Tables 5.42 and 5.44 for each experiment as in subsection 5.9.1, while the 
resulting MSE for sub-model 3 for Experiments A and B are shown in Tables 5.48 
and 5.49, respectively.  
Table 5.48 
Results of MSE Experiment A for Sub-Model 3 
Values Low Interval Medium Interval High Interval 
1  0.0010 0.0009 0.0007 
2  0.0002 0.0002 0.0010 
  0.0012 0.0011 0.0017 
1
qW  0.0010 0.0020 0.0013 
2
qW  0.0011 0.0045 0.0012 
qW  0.0021 0.0065 0.0025 
1
sW  0.0007 0.0017 0.0069 
2
sW  0.0008 0.0040 0.0019 
sW  0.0015 0.0057 0.0088 
1
qL  0.0003 0.0023 0.0013 
2
qL  0.0002 0.0033 0.0014 
qL  0.0005 0.0056 0.0027 
1
sL  0.0004 0.0022 0.0008 
2
sL  0.0002 0.0032 0.0025 
sL  0.0006 0.0054 0.0033 
 
 
 
 
 
  
281 
 
 
Table 5.49 
Results of MSE Experiment B for Sub-Model 3 
Values Low Interval Medium Interval High Interval 
1  0.0006 0.0004 0.0002 
2  0.0007 0.0005 0.0009 
  0.0013 0.0009 0.0011 
1
qW  0.0037 0.0015 0.0009 
2
qW  0.0017 0.0005 0.0130 
qW  0.0054 0.0020 0.0139 
1
sW  0.0032 0.0089 0.0035 
2
sW  0.0013 0.0204 0.0007 
sW  0.0045 0.0293 0.0042 
1
qL  0.0005 0.0018 0.0017 
2
qL  0.0020 0.0010 0.0150 
qL  0.0026 0.0028 0.0167 
1
sL  0.0005 0.0028 0.0007 
2
sL  0.0004 0.0049 0.0145 
sL  0.0009 0.0077 0.0152 
 
The results in Tables 5.48 and 5.49 shows that the MSE values for sub-model 3 are 
less than sub-model 2 for Experiments A and B. A further step was taken by 
computing the average MSE value for the three intervals in each experiment (i.e., A 
and B). In addition, the average MSE values for both proposed models (sub-model 2 
and 3) are presented in Table 5.50. 
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Table 5.50  
Summary of Best Sub-Models (Sub-model 2 and Sub-model 3) Based on Averages of 
MSE 
MSE of Sub-Model 2 
Exp.   qW  SW  qL  SL  
A 0.0015 0.0104 0.0150 0.0062 0.0103 
B 0.0039 0.0381 0.0566 0.0096 0.0137 
MSE of Sub-Model 3 
A 0.0013 0.0037 0.0053 0.0029 0.0031 
B 0.0014 0.0071 0.0126 0.0073 0.0079 
 
Table 5.50 shows that the smallest average MSE value was obtained from the 
proposed sub-model 3, although sub-model 2 gave encouraging results as the error is 
seen to tend to zero.  
Consequently, the validation of the multiple channel queueing model with multiclass 
arrivals under GSR is better than ESR using the RR technique through MSE criteria 
under fuzzy subsets. The results obtained through validation and comparisons 
procedure achieve the fifth objective in this research. 
5.10 Evaluation of the Proposed Models 
This section explains the evaluation of the proposed sub-model 1, MCFQ-2Pr, sub-
model 2, MCCQ-ESR-2Pr, sub-model 3, MCCQ-GSR-2Pr and the TrMF-UF model. 
This was done based on the different criteria and models as discussed in Section 4.9. 
The first evaluation of sub-model 1, MCFQ-2Pr, was made based on two criteria to 
analyze values of PM in the system and the pattern for constructing the membership 
function of fuzzy queues as discussed in subsection 4.9.1. For the second evaluation 
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of sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr, the discussion 
is as in subsection 4.9.2.  
 
These two sub-models 2 and 3 are based on three different criteria: the number of 
membership functions, number of servers in the system and type of service rates. 
The third evaluation of the proposed TrMF-UF model as discussed in subsection 
4.9.3 is related to the utility factor based on two criteria: characteristics of fuzzy 
numbers and expected values by using the simulation approach.   
The following subsections discuss the evaluation for each proposed model. 
5.10.1 Evaluation of the Sub-Model 1 
As considered in subsection 4.9.1, this subsection evaluates the proposed sub-model 
1, MCFQ-2Pr based on two models. The fisrst model is based on two criteria: the 
analytical values of PM in the system. The second criterion is the construction of 
membership functions of fuzzy queues as presented by Bagherinejad and Pishkenari 
(2016). In the first criterion, the evaluation of the new formula of the proposed sub-
model 1 gave two values of expected waiting times of trucks in the queue, i.e., 1
qW
and 
2
qW . Similarly, it gave two values of expected number of trucks in the system, 
i.e., 1
SL  and 
2
SL via the PNLP technique.   
 
The second criterion considered the construction of membership functions of fuzzy 
queues under three fuzzy subsets interval and assessing it to demonstrate the new 
formula (i.e., 1
qW , 
1
qW , 
1
SL  
and 2
SL ). Subsequently, the sub-model 1 gave better 
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results and more realistic under an uncertain environment as presented in Tables 
5.17, 5.19 and 5.21 in subsection 5.6.4. Thus, the comparison through the values, 
qW  
and 
SL  of Bagherinejad and Pishkenari (2016) which are based on characteristics of 
fuzzy numbers and the PNLP technique. The results obtained are illustrated in Table 
5.51. 
Table 5.51 
Comparison Values of the Key Performance Indicators for Sub-Model 1 
 
From the results in Table 5.51, it can be seen that 
qW and SL  are represented as one 
value to the whole system as qW  
equal to [3.6984, 4.6533, 6.0082, 6.4082]  and sL is 
equal to [4.0728, 5.0201, 6.9754, 7.9227]. However, these results are not sufficient 
to give real accurate values according to with the procedure of the arrival of trucks 
through two types of production (i.e., bulk and bag) in the cement factory, while the 
proposed sub-model 1 are based on the analysis of two new formula which gave two 
Key performance indicators
 Bagherinejad & 
Pishkenari 
(2016) 
Sub-Model 1 
MCFQ-2Pr 
(Medium interval) 
0( )
LB
qW 
 
3.6984 
1
0( )
LB
qW 
 
0.9649 
2
0( )
LB
qW 
 
2.4024 
1( )
LB
qW 
 
4.6533 
1
1( )
LB
qW 
 
1.9239 
2
1( )
LB
qW 
 
3.4015 
1( )
UB
qW 
 
6.0082 
1
1( )
UB
qW 
 
1.9239 
2
1( )
UB
qW 
 
3.4015 
0( )
UB
qW 
 
6.4082 
1
0( )
UB
qW 
 
2.6864 
2
0( )
UB
qW 
 
4.0096 
 
0
LB
sL 
 
4.0728  1
0
LB
sL 
 
1.7922  2
0
LB
sL 
 
2.0290 
 
1
LB
sL 
 
5.0201  1
1
LB
sL 
 
3.0537  2
1
LB
sL 
 
3.8503 
 
1
UB
sL 
 
6.9754  1
1
UB
sL 
 
3.0537  2
1
UB
sL 
 
3.8503 
 
0
UB
sL 
 
7.9227  1
0
UB
sL 
 
3.8734  2
0
UB
sL 
 
4.3910
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values as
 
1
qW  equal to [0.9649, 1.9239, 2.6864] and 
2
qW  equal to [2.4042,  3.4015,  
4.0096] and 1sL , equal to [1.7922,  3.0537,  3.8734] and 
2
sL  equal to [2.0290, 3.8503, 
4.3910]. This is advantageous when considering the cement manufacturing which 
has two products. Hence, the information per product is more appropriate and 
realistic to provide the management more accurate information under uncertain 
environment.  
 
Furthermore, the proposed sub-model 1 is more efficient in terms of the three fuzzy 
subset intervals of the results of PM (i.e., low, medium and high) as presented in 
Tables 5.17, 5.19 and 5.21 in subsection 5.6.4. Therefore, by merging two values           
(
1
qW  and 
2
qW ), as in Table 5.51 we obtained [3.3673, 5.3254, 6.6960] and another 
two values were merged (
1
sL  and 
2
sL ) to obtain [3.8212, 6.904, 8.2644]. These 
results of qW  and sL  for sub-model 1 with the procedure for designing the linguistic 
terms concur with Bagherinejad and Pishkenari (2016). Consequently, the results in 
Table 5.51 shows the values qW  and sL  are located approximately within the results 
of medium interval which were obtained from the merging of proposed sub-model 1. 
Thus, it can be concluded the results presented by Bagherinejad and Pishkenari 
(2016) provides a special case the values of PM are based on characteristics of fuzzy 
numbers which are similar to the results of the conventional queueing system 
according to the probabilistic pattern as discussed in subsection 5.6.5. Consequently, 
the results for this interval are not enough to estimate the whole system under 
uncertain environment.  
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Hence, the new proposed sub-model 1 is more suitable and realistic for the system 
managers, specifically when considering the varying periods for supplying orders. 
Note that the cement industry is a system with two type of demands productions, 
Class One and Class Two with service rates in terms of variables, modus operandi 
and ergonomics, which is similar all over the world. 
 
Going further, sub-model 1 was evaluated based on the fuzzy subset intervals and 
PNLP technique. The values obtained via sub model 1 is the number of trucks in the 
system, sL . 
Thangaraj and Rajendran (2016) employed the minimum values and 
maximum values based on the level method to obtain these values. This can be 
considered as mentioned in subsection 5.6.4, specifically as in Figure 5.18. The 
minimum number of trucks in the system for Class One and Class Two is
   1 2( ) , ( ) 0.7505,  1.0325LB LBs sL L    as in the low interval. Hence, the corresponding 
maximum number of trucks in the system for Class One and Class Two as in Figure 
5.20 is    1 2( ) , ( ) 6.7101,  7.6808UB UBs sL L    as in the high interval. Thus, it is obtained 
that the total values of sL  for sub-model 1    ( ) , ( ) 1.783,  14.3909LB UBs sL L    is 
less than the values    ( ) , ( ) 2.561,  15.543LB UBs sL L    by Thangaraj and Rajendran 
(2016). 
 
Hence, it can be stated that the results of the PM values
 
obtained from the proposed 
sub-model 1 are less than the interval obtained via level method by Thangaraj and 
Rajendran (2016). In addition, the results of sub-model 1 in Figures 5.18 and 5.20 
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which are characteristic show that these PM as in closed intervals have the optimal 
values located inside these intervals for each value of PM. 
5.10.2 Evaluation of the Sub-Models 2 and 3 
This subsection evaluates the proposed sub-model 2, MCCQ-ESR-2Pr and sub-
model 3, MCCQ-GSR-2Pr, based on two different criteria as discussed in subsection 
4.9.2. The first criterion is based on the single membership function, i.e., TpMF 
representing the arrival rates and average service rates. The second criterion is based 
on characteristic of fuzzy numbers as compared with Bagherinejad and Pishkenari 
(2016).  
 
This is considered with the design of membership functions constructed as fuzzy 
subset intervals for the arrival rates Class One and Class Two, and average service 
rates when implementing the first criterion. Whereas, the second criterion considered 
the use of different service rates. Sub-model 2 is considered with respect to the 
results presented in Table 5.23 (subsection 5.7.1.1), while sub-model 3 follows the 
results presented in Table 5.31 (subsection 5.7.2.1). Hence, the results for 
comparison are shown in Tables 5.52 for sub-model 2 and sub-model 3. 
 
Table 5.52 
Results of Performance Measure with the TpMF for the Sub-Model 2 and 3   
PM 
TpMF TpMF      
Bagherinejad 
& Pishkenari 
(2016) 
 Sub-Model 2 
 MCCQ-ESR-2Pr   
Bagherinejad 
& Pishkenari 
(2016) 
 Sub-Model 3 
 MCCQ-GSR-2Pr  
L M H L M H 
qW 10.8632 3.1247 5.9412 7.6623 11.0247 2.9897 5.4477 7.7393 
sL 16 3 7 13 17 3 7 14 
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Tables 5.52 demonstrates the new proposed sub-models 2 and 3 giving better results 
through three crisp deterministic values for all values of qW  and sL compared to 
Bagherinejad and Pishkenari (2016). These results implies stability and a balanced 
queuing system according to the construction of multiple membership functions 
under an uncertain environment for the whole system.  
 
It can also be seen from Table 5.52 that the results obtained from sub-model 2 and 
sub-model 3 are accurate and more realistic in terms of flexibility by using different 
service rates. The advantage for these sub-models over the model of compasrion is 
that it can estimate the level of service in the system via different service rates (i.e., 
ESR and GSR) with defuzzification technique in the cement industry under an 
uncertain environment. 
5.10.3 Evaluation of the Proposed TrMF-UF Model 
This section evaluates the proposed TrMF-UF model based on two models as 
discussed in subsection 4.9.3. The first model is based on the characteristics of fuzzy 
numbers as presented by Bagherinejad and Pishkenari (2016), and the second model 
is by using simulation experiments with expected value model by Vajargah and 
Ghasemalipou (2016) .  
 
The first model considered computing the utility factor by using the characteristics 
of fuzzy numbers, in order to obtain the deterministic single crisp value of ρ for this 
factor. This model‟s assessment demonstrates that the TrMF-UF model for 
constructing the membership functions by using fuzzy subsets interval i.e., multiple 
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membership functions leads to obtaining three values of utility factor represented as
 
 0.1486, 0.3866, 0.9688     is shown in Section 5.8, while, Table 5.53 shows the 
comparisons on how fuzzy set theory can be utilized to compute the utility factor.  
 
Table 5.53 
Results of the Comparisons for the Proposed TrMF-UF Model  
Bagherinejad and Pishkenari 
 (2016) 
(ρ) 
TrMF-UF model by 
Fuzzy subsets Intervals Medium Interval 
(ρ) 
0.388 0.386 
 
The results in Table 5.53 show the comparison with the single crisp values of the 
utility factor, ρ to estimate the whole system as studied by Vajargah and 
Ghasemalipour (2015). This value appears to be made with respect to just the 
medium interval which shows in the results of the utility factor, ρ in the conventional 
queueing model as discussed in subsections 5.5.1 and 5.5.2. Consequently, the 
values for the proposed TrMF-UF model which is obtained according to the 
designing of fuzzy subset intervals i.e., triple intervals give more accurate results and 
are more realistic under an uncertain environment. It can be inferred that value of ρ 
obtained by Bagherinejad and Pishkenari (2016) is a special case from the TrMF-UF 
model obtained under an uncertain environment.   
 
The second model for evaluating the TrMF-UF model was made based on fuzzy 
subset intervals to construct membership functions of arrival and service rates using 
simulation experiments. This was done by generating the fuzzy arrival and service 
rates. The defuzzifiaction of the RR technique was used to compute the utility factor, 
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ρ. Based on the new proposed TrMF-UF model which obtained three crisp values, ρ 
gave less values compared to single crisp values of ρ obtained from Vajargah and 
Ghasemalipour (2016) through the expected value model.  
 
Furthermore, the simulation experiments basically depend on the initial values in 
Table 5.3 in subsection 5.3.2 specifically for 2014 data to generate the fuzzy arrival 
rates (i.e., Class One and Class Two) and service rates. The model was run 1,000 
repetitions as in Appendix H. The results are impacts of simulation experiments 
illustrated in Table 5.54. 
 
Table 5.54 
Impacts of Simulation Experiments on the Proposed TrMF-UF Model 
Exp.  
Fuzzy 
 arrival rates and 
service rates 
Vajargah & 
Ghasemalipour, 
(2016) 
TrMF-UF model by 
Fuzzy subsets Intervals 
 1  2      L  M  H  
1. 23 20 0.99 1.143 0.176 0.382 0.905 
2. 34 28 1.23 1.209 0.181 0.383 0.950 
3. 38 30 1.51 1.301 0.197 0.427 0.984 
4. 40 33 1.56 2.431 0.250 0.455 0.987 
5. 45 35 1.60 2.701 0.287 0.499 0.991 
 
From Table 5.54, the results show the initial experiment and simulation experiments 
by increasing the fuzzy arrival rates and service rates. The TrMF-UF model gives 
better results of utility factor, ρ and less than one regardless of increasing the fuzzy 
arrival rates and service rates which lead to an increase in the utility factor, ρ as 
compared to ρ by Vajargah and Ghasemalipour (2016) . For example, the case where 
arrival rates for Class One,
1  is equal to 40 trucks, Class Two, 2  is equal to 33 
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trucks and service rates,  is equal to 1.56 (i.e., 1 hr and 34 min). The results by the 
TrMF-UF model give a range of more realistic crisp three values (0.250, 0.455, 
0.987) and also satisfy 1   compared to the single value of utility factor,  ρ equal 
to 2.431. This means the utility factor ρ is greater than one (i.e., lost steady state) in 
the queueing system. Hence, it can be stated that the TrMF-UF model significantly 
reduces the utility factor and gives different values to estimate the whole system due 
to the increasingly high demands in the cement industry under an uncertain 
environment. 
The results of evaluation and comparisons of these proposed models (i.e., sub-model 
1, MCFQ-2Pr, sub-model 2, MCCQ-ESR-2Pr, sub-model 3, MCCQ-GSR-2Pr and 
the proposed TrMF-UF model) as in subsections 5.10.1, 5.10.2 and 5.10.3 show that 
objective six is achieved. 
5.11 General Recommendations  
For improving the efficiency of cement industries during peak periods. The 
following recommendations are proposed:  
1. Based on the values of supplying order demands that obtained from the 
fuzzification process. This is shows the maximum numbers of trucks are 
increasing from 50 to 70 trucks for bulk products and from 35 to 48 trucks for 
bag products. Hence, this affected specifically accumulation of the trucks in the 
main gate of cement industry. Consequently, we suggest to opening another 
main gate instead of one for each type of products (i.e., bulk products and bag 
products).  
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2. It can be noticed from Tables 5.11, 5.13, 5.15, 5.17, 5.18 and 5.19 for each 
values of PM. The values of  PM for bag the products takes longer times than 
the bulk products. However, to treat this situation it can be done by increasing 
the number of channels for supplying order demands of the bag products.  
3. According to the arrival rates of trucks for both bulk product and bag products 
are delay coming to get the service according to schdulade of timetables during 
peak periods. Therefore, to treat these delays during peak periods it can be 
change the scheduled of times for supplying order demands for both types of 
products (bulk and bag). This can be done via the management of cement 
industry specifically according to peak periods. These tables are scheduled 
based on the important orders inside the system of supplying demands. This is 
because the management of the cement industry needs to plan the order 
demands according to the urgently order as in long term.  
5.12 Discussion and Summary  
In this chapter, all results are clarified and discussed. With the help of mathematical 
models, the aspects of probability and uncertain environment in the multiple channel 
queueing model with multiclass arrivals are considered. The results found in this 
research can be summarized as follows.  
 
Firstly, the basic elements (i.e., the arrival rates for Class One and Class Two, and 
average service rates between two classes) are able properly represented as linguistic 
terms under three fuzzy subsets to construct membership functions. These three 
intervals led to important indicators showing convergence between the probability 
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and possibility theories. From previous studies, the arrival and service rates are 
assumed as single values which have led to constructing single membership function 
with applications. This procedure with real arrival and service rates are asymmetrical 
specifically in real applications. In reality, this design is not applicable with 
mathematical fuzzy queueing systems. Thus, this research has introduced a new 
procedure for designing these basic elements to represent the real set of data in an 
uncertain environment. Consequently, these classifications for the basic elements led 
to estimating the system in the manufacturing industry by obtaining different crisp 
values of PM. 
 
Secondly, a new way of using the PNLP technique is shown to estimate this 
uncertain environment. Therefore, this research introduced sub-model 1, MCFQ-2Pr 
with different crisp values of performance measures (i.e., 1 2 1 2 1 2 1, , , , , ,q q S S q q SW W W W L L L  
and 2
SL )  as closed interval for each value with three intervals obtained together with 
its optimal crisp value. The results give a good interpretation for the cement 
manufacturing industry and to affirm these results, another defuzzification approach 
was introduced.  
 
Thirdly, another defuzzification approach known as the RR technique was used in 
line with the proposed sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-
GSR-2Pr. These models were further classified into two sub-models with respect to 
the service rates distribution. These proposed sub-models 2 and 3 obtained the 
optimal crisp values for all basic elements. Both models are approximately 
convergent with the two types of membership functions considered, i.e., TpMF and 
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TrMF. Furthermore, both membership functions are efficient to cover the whole set 
of real data. Specifically, the TpMF in the high interval is the maximum crisp 
optimal value of arrival rates of trucks to the cement factory at 75 trucks and the 
system is still under the steady state. On the other hand, the results of the UF in sub-
model 2 and 3 for 2014 are more than the results in 2013.  
 
Furthermore, a new proposed TrMF-UF model developed via the utility factor which 
is an important factor in the queueing system is highlighted. This model obtained 
three values of UF to construct the closed interval from different periods. These 
values are in line with the linguistic intervals introduced in most literature, 
computing just one value for the utility factor. Thus, the fuzzy set theory with 
linguistic terms and α-cut obtained various values to estimate the queueing system, 
showing the effectiveness of the models introduced and which are more realistic to 
the management of the cement factory. Finally, the models were evaluated based on 
different criteria for validation of sub-model 1, MCFQ-2Pr, sub-model 2, MCCQ-
ESR-2Pr, sub-model 3, MCCQ-GSR-2Pr and the proposed TrMF-UF model. 
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 CHAPTER SIX
CONCLUSION 
The main aim of this research is to develop multiple channel queueing model with 
multiclass arrivals under an uncertain environment that satisfies the order demands at 
minimum real crisp expected waiting times of trucks through intervals. In this 
research, the efficiency and estimation of the Malaysian cement industry, CIMA, 
was investigated. Two defuzzification techniques were used: the parametric 
nonlinear programming (PNLP) technique and robust ranking (RR) technique. 
Alternative proposed models were developed and employed to meet the objectives of 
this research.   
 
The aim of this research is to achieve the six objectives of this research as follows: 
(1) to design the basic elements of arrival rates Class One and Class Two, and 
service rates in queueing models under the effects of an uncertain environment based 
on fuzzy subsets interval; (2) to estimate the efficiency of order demands in the 
cement industry, by using a new multiple channel fuzzy queueing model with 
multiclass arrivals through sub-model 1, MCFQ-2Pr; (3) to estimate the efficiency 
of order demands by establishing different service rates, by establishing new sub-
model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr; (4) to obtain different 
crisp values of the utility factor via fuzzy subset intervals and the α-cut approach 
through the proposed TrMF-UF model; (5) to obtain the robustness of results, 
through the validity of the developed proposed models under an uncertain 
environment using  simulation experiments and the MSE criterion; and (6) to 
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evaluate the effectiveness of these proposed models by comparison to several 
relevant models. 
6.1 Summary of Multiple Channel Queueing Models  
Increasing cement consumption is making this material a buzzword in the 
construction world. Malaysia is one of the major countries that has witnessed a 
remarkable economic expansion in her industrialization and investment drives. 
These drives have led to an increment in demand and usage of cement consumption. 
The cement consumption in Malaysia increased from eight percent metric tonnes per 
year in 2010 to 25 percent metric tonnes per year in 2013. This increase translates to 
the rise in demand of this construction material from individual agents and 
companies. This high demand has its gains and pains and these pains are creating 
obstacles and difficulties to the cement industry which hinder smooth and efficient 
supply. This is because peak congestion is experienced during the periods for 
supplying demands.  
 
In this research, the uncertain environment affects the arrival rates and service rates 
due to the increasing demands for cement materials. In addition, the difficulties 
encountered by the cement industry are due to certain logistical factors, which also 
hinder the smooth and efficient supply. These increasing demands and logistical 
factors become more challenging during peak periods. To solve this problem, a 
queue concept having multiple channel with multiclass  arrivals under an uncertain 
environment is proposed due to their appropriateness and realistic features in 
estimating the real waiting times of trucks as the performance measures. Therefore, 
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this research effectively aims to estimate the efficiency of order demands of CIMA 
for a two-year period (2013-2014).   
 
In an uncertain environment where peak congestion exists, conventional queueing 
models cannot effectively estimate increasingly high demands. Previous studies have 
considered conventional queueing systems with the basic elements (the arrival rates 
Class One and Class Two, and service rates) that are assumed to be known exactly 
and constant, but this is not appropriate in practical applications. Consequently, the 
primary objective of this research is to come up with a design to analyze these basic 
elements through the utilization of the classification of fuzzy subset intervals. This   
leads to convergence between probability and possibility patterns via average values 
indicator. The design of these basic elements by using fuzzy queues  bring about 
accurate results and more realistic values.    
 
The development of enhanced multiple channel queueing models with multiclass 
arrivals under an uncertain environment consists of three sub-models: (i) sub-model 
1, MCFQ-2Pr  using the PNLP technique by establishing exponential service rates. 
This sub- model  efficiently  estimate the system by deriving lower bound and upper 
bound of performance measures.  
 
The other two sub-models introduced can be categorized as multiple channel crisp 
queueing models. This is due to the adoption of the RR technique for analyzing the 
model to obtain the crisp performance measures. As a result of the consideration of 
two service rate distributions (i.e., exponential and gamma distributions), it 
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simultaneously translates to having two proposed queueing sub-models per service 
time distribution: (ii) sub-model 2, MCCQ-ESR-2Pr; and (iii) sub-model 3, MCCQ-
GSR-2Pr. 
 
Subsequently, this research developed a new proposed queueing model under an 
uncertain environment by adopting the utility factor,  known as the TrMF-UF 
model. The model was developed by using the fuzzy subset intervals and α-cut 
approach to obtain different crisp values of the utility factor. The UF has to do with 
the stability criterion for the model and hence is suitable for analyzing the cement 
manufacturing industry to ensure the optimal performance and reduction in queues 
or waiting time.   
 
The validation of these proposed models is classified into two parts: the first part is 
the comparison between the proposed sub-model 1, MCFQ-2Pr and sub-model 2, 
MCCQ-ESR-2Pr, which is based on the same service rates (exponential distribution). 
On the other hand, the second part of the validation is the comparison between the 
proposed sub-model 2, MCCQ-ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr, which 
are based on different service rates (exponential and gamma distributions). The 
choice of the best model by comparing the results from these experiments is based 
on the mean square error (MSE) criterion.  
 
In addition, the overall performance of the proposed developed models was 
compared through several types of model evaluation. The first comparison is  based 
on the fuzzy multiple channel queueing and other existing models for single fuzzy 
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queues under two classes of arrival rates. In evaluating the utility factor which 
represents the intensity of the busy server, the proposed TrMF-UF model was 
compared to the characteristics of fuzzy number model and the expected value 
model. The latter was done by using simulation experiments in relation to the 
multiple channel queueing system.   
6.2 Accomplishment of Research Objectives 
The research successfully achieved all its objectives described in Chapter One. The 
main objective is to develop an enhanced mathematical formulation of the multiple 
channel queueing model with multiclass arrivals under an uncertain environment. 
This model is for application in the cement industry to achieve the best order 
demands to satisfy the individual agents and companies. In order to achieve this 
main aim, six specific objectives were actualized.  
 
The first objective is to design the basic elements, i.e., the arrival rates Class One 
and Class Two, and average service rates between Class One and Class Two, by 
using linguistic terms. The analysis was considered over certain intervals chosen via 
linguistic terms: low, medium and high intervals. The usage of these fuzzy subset 
intervals led to convergence between probability and possibility theories through 
average value indicators. This was performed by data collection, fuzzification 
process, classification as intervals and fitting these intervals, as described in detail in 
sections 4.5 and 4.6. The efficiency measures resulting from the classifications of 
these basic elements are illustrated in section 5.5. 
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The second objective is to develop the conventional multiple channel queueing 
model with multiclass arrivals under an uncertain environment. This objective refers 
to the development of mathematical formulations of sub-model 1, MCFQ-2Pr by 
using the PNLP technique with the establishment of exponential service rates to 
derive the lower bound and upper bound of fuzzy performance measurements and 
constraints (i.e., basic elements). This was accomplished in subsection 4.7.2. The 
performance measures resulting from sub-model 1 are presented in subsection 5.6.4. 
In addition, the results obtained from the proposed sub-model 1 are presented and 
discussed in subsection 5.6.5.   
 
The third objective is to develop the multiple channel queueing model with the RR 
technique to convert fuzzy queues into crisp queues to obtain deterministic crisp 
optimal single values of performance measures. The main difference between these 
two proposed sub-models is in the use of two distributions for the service rates: the 
sub-model 2, MCCQ-ESR-2Pr, followed exponential service rates, while the sub- 
model 3, MCCQ-GSR-2Pr, followed gamma service rates. This was accomplished in 
subsections 4.7.3 and 4.7.4. The performance measures of sub-models 2 and 3 are 
presented in subsections 5.7.1 and 5.7.2. Furthermore, the discussion of these two 
sub-models is presented in subsection 5.7.3. 
 
The fourth objective is to develop the utility factor in the fuzzy queueing model, i.e., 
the TrMF-UF model, which was obtained by designing three fuzzy subset intervals 
and the α-cut approach. This proposed model is accomplished in subsection 4.7.5. 
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The sub-model 2 or sub-model 3 can obtain the different crisp value of the utility 
factor, ρ. The results of this model are in section 5.8.  
 
The fifth objective is to validate the developed proposed three sub-models to obtain 
the best model. To achieve this objective, a simulation technique with different 
experiments was done and the MSE criterion was used for comparison. These are 
illustrated in Section 4.8. The first comparison between sub-model 1, MCFQ-2Pr 
and sub-model 2, MCCQ-ESR-2Pr, shows that sub-model 1 is a better model as 
reported in subsection 5.9.1. The second comparison between sub-model 2, MCCQ-
ESR-2Pr and sub-model 3, MCCQ-GSR-2Pr proves that sub-model 3, is a more 
suitable model as presented in subsection 5.9.2. 
 
The sixth objective is to evaluate the overall new proposed sub-models and proposed 
model through different types of existing models. The first comparison involved 
evaluating the proposed sub-model 1, MCFQ-2Pr, with two similar multiple channel 
queueing models as considered in subsection 4.9.1. The results are presented in 
subsection 5.10.1. The second comparison took into consideration sub-model 2, 
MCCQ-ESR -2Pr and sub-model 3, MCCQ-GSR -2Pr. In comparison to the work of 
past authors in both evaluations, the newly developed sub-models give more 
satisfying and realistic results under an uncertain environment as described in 
subsection 4.9.2. The results are illustrated in subsection 5.10.2. Furthermore, a third 
evaluation was conducted for the proposed TrMF-UF model as described in 
subsection 4.9.3. The TrMF-UF model performs better than the existing models. All 
these results for this evaluation are explained in subsection 5.10.3. 
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This research illustrates that our developed multiple channel queueing model with 
multiclass arrivals under an uncertain environment are effective in estimating the 
performance of CIMA. Using the proposed three sub-models (sub-model 1, sub- 
model 2, sub-model 3, and the proposed TrMF-UF model). 
6.3 Contributions of the Research  
This research  contributes to the development and analyses of performance measures 
in the queueing environment in the Malaysian cement industry. It deals with the 
expected real waiting times for trucks which is more realistic and flexible under an 
uncertain environment. The contributions of this research are divided into two 
significant aspects: (i) the contribution to the body of knowledge; and (ii) the 
contribution to the management of the cement industry. The first contribution to the 
body of knowledge focuses on the methodology of the development of the enhanced 
multiple channel queueing model multiclass arrivals under an uncertain 
environment. The second aspect is the contribution to the management of the cement 
industry.   
6.3.1 Contributions to the Body of Knowledge  
In many managerial situations in real world applications, some of their inputs (i.e., 
basic elements) are assumed to be known and fixed values. The basic elements 
simultaneously deal with these salient features of arrival rates Class One and Class 
Two, and service rates under an uncertain environment. Thus, this research achieves 
the following five contributions to the body of knowledge.  
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These contributions have successfully enriched the literature in the area of queueing 
system through our publication works. 
 
Firstly, the main theoretical contribution of this research is the main model, which is  
develop multiple channel queueing model with multiclass arrivals under an uncertain 
environment. This research improves studies by Devaraj and Jayalakshmi (2012a, 
2012b), and Bagherinejad and Pishkenari (2016). The first proposed sub-model 1, 
MCFQ-2Pr, introduces a new set of mathematical formula for estimating the 
performance of the queueing system with reference to the PNLP technique. The 
procedures of this defuzzification technique include obtaining a closed interval for 
several crisp values at  different possibility level via the α-cut intervals of 
performance measures and an efficient technique is obtained to find the optimal crisp 
value.  
 
Secondly, another theoretical contribution is developed via the proposed sub-model 
2, MCCQ-ESR-2Pr, which is based on the defuzzification of the RR technique. The 
results obtained are based on exponential service rates.  In addition, two types of 
membership functions (trapezoidal and triangular) are constructed and embedded 
into sub-model 2.  
 
Thirdly, another new sub-model was created, i.e., sub-model 3, MCCQ-GSR-2Pr, by 
establishing the gamma service rates and RR technique. This sub-model 3 was also 
constructed through two types of membership functions. The results of crisp 
performance measures obtained improved the work of Palpandi and Geetharamani 
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(2013a) which established only the single channel model through one service rate 
with the RR technique. These two sub-models 2 and 3 give specific crisp real values 
for basic elements (i.e., arrival rates Class One and Class Two and service rates). 
Furthermore, these sub-models are efficient in estimating the level of the fuzzy 
queueing system by obtaining the optimal crisp values of both basic elements and 
performance measures. 
 
Fourthly, another contribution is the fuzzy subsets in three classifications of intervals 
for basic elements (i.e., the arrival rates Class One, Class Two, and service rates) by 
using appropriate linguistic expressions under an uncertain environment to represent 
the set of data. This linguistic scale was applied to obtain three classifications of 
intervals (low, medium and high) and then produce fuzzy subsets intervals for each 
basic element. The fuzzy subsets are represented as multiple membership functions 
in fuzzy numbers, whereby Yang and Chang, (2015) and Bagherinejad and 
Pishkenari (2016) only implemented a single membership function. These 
classifications of intervals were applied to the convergence between probability and 
possibility patterns via average values.  
 
Lastly, another contribution is the TrMF-UF model  suitable for applications in the 
multiple channel queueing system with the utility factor. This model was obtained 
based on the design for basic elements through the classification of fuzzy subset 
intervals and the α-cut approach. In literature, Vajargah and Ghasemalipour (2016) 
and  Bagherinejad and Pishkenari (2016) focused on this factor to obtain one 
deterministic crisp value. This model resulted in the construction of a new triple 
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membership function of this factor which is efficient for fuzzy sets with queueing 
models based on the choice of linguistic expressions and α-cut to obtain different 
crisp values of the utility factor. 
6.3.2 Contributions to the Management of the Cement Industry 
Practically, this research offers numerous advantages to the management of the 
cement industry. Firstly, this research is the first study to estimate the performance 
measures of the Malaysian cement industry through an enhanced multiple channel 
queueing model under an uncertain environment with multiclass arrivals for 
supplying demands.  
 
Secondly, this research simultaneously deals with queueing systems with two classes 
of supply demands in the cement manufacturing industry, i.e., bulk product (Class 
One) and bag product (Class Two). These two types of classes can be translated to 
daily arrival of trucks. Therefore, a new procedure is available to the management 
team to obtain the real arrival rates of trucks with service rates via intervals under an 
uncertain environment. It provides decision-makers a good indicator for creating a 
balance between the minimum value and maximum value for each interval of 
supplying order demands under an uncertain environment. It explains the important 
period (high interval) for supplying and the unimportant period (low interval). This 
accurate information can help the decision-makers to make the right decisions at the 
right time. 
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Thirdly, the performance measure of supply order demands in the factory under 
uncertain environment was estimated according to the period 2013-2014. The 
proposed sub-model 1 can provide the real expected waiting time in the queue and 
system via different crisp values. In addition, our models provide the maximum and 
minimum expected number of trucks in the queue and system for each type of 
product (bulk and bag). According to these measures, it can estimate the whole 
system in the cement industry for the directors and managers. Furthermore, this 
model can be applied to obtain more than one value of performance measures which 
makes the system more realistic and flexible, specifically around the peak of daily 
arrival trucks to the cement industry. 
 
Fourthly, the proposed sub-model 2 and sub-model 3 give deterministic single crisp 
values in the service system for each measure to estimate the order demands in the 
cement industry for the managers. These models determine the optimum value per 
interval (i.e., low, medium and high) with corresponding performance measures to 
obtain the expected number of trucks and their waiting times for both classes. These 
models are actually quite suitable to analyze the system because irrespective of the 
behavior of the service rates, the performance of the system can still be measured. 
 
Furthermore, the efficiency level of service in the cement industry can be  estimated 
according to the utility factor under uncertain environments. The proposed TrMF-UF 
model is a good indicator to build the boundaries of the utility factor in the system  
(rather than one value) for a more realistic prediction of peak congestion.  
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This information will enable future policies to be drawn more clearly for the 
decision-makers for supply order demands. Hence, these models are able to fill the 
needs of the terminal supply managers and face the competitors. 
6.4 Research Limitations  
Despite the best effort given to conduct this research, we acknowledge that this 
research has some limitations. First, the main limitation of this research is the data 
were collected from the Malaysian cement industry, leaving us with limited access to 
data. This research addressed only two years of real data. A comparative analysis 
with longer periods of data was not done. For instance, five or six years of data need 
to be available to achieve generalization. 
 
In addition, the enhanced multiple channel queueing model under uncertain 
environments was only applied to estimate the performance measures of the system 
when the utility factor has less than one for each interval (i.e., low, medium and 
high). Hence, this research only estimated the level of supply demands according to 
118 trucks arriving to the system under a steady state. As a result, the situation could 
have an influence when the system is overloaded (i.e., out of steady state) to estimate 
the whole system. Thus, this case is not able to estimate the performance in the 
system. This needs to be treated by alternative approaches under uncertain 
environments.  
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6.5 Future Work 
The findings and limitations of our study suggest that the present research can be 
extended to include various areas related to multiple channel queueing model under 
uncertain environments. To make this research more applicable to various 
applications in real-life, some inputs and outputs (arrival rates and service rates) 
need to be extended in terms of classifications of these basic elements via fuzzy 
subset intervals. These basic elements can be combined through the nature of data by 
choosing the suitable linguistic terms. For example, to provide more classification of 
intervals i.e., very low, low, medium, high and very high. Consequently, according 
to this design of linguistic terms we can construct quintuple membership function. 
 
The enhanced multiple channel fuzzy queueing model with multiclass arrivals can be 
extended to several classes of priorities under uncertain environments. This type of 
model will be efficient to estimate the level of supply demands in other industries, 
specifically if their production has different classes of priorities. In addition, this 
model can be used with unequal service rates to obtain the minimum expected 
waiting time of customers in the system under uncertain environments.   
 
Another possibility for future studies is to identify the multiple channel queueing 
model with several classes of priorities under uncertain environments. If there is a 
problem of missing data, then a simulation approach with confidence interval can be 
used to generate fuzzy arrival rates and service rates specifically by using trapezoidal 
fuzzy numbers.  
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Further extension of our study is the application of multiple channel queueing model 
with the PNLP technique. This technique accepts more than two basic elements (i.e., 
different constraints). Hence, this type of fuzzy queueing models can be extended to 
other areas, such as the health service sector, transportation management and other 
manufacturing industries. 
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APPENDICES 
Appendix A: Secondary data from the cement factory (2013-2014) 
Date 
Daily arrivals 
of trucks (bulk) 
Daily arrivals 
of trucks (bag) 
Daily Average 
service time 
(hour/truck) 
1/1/2013 21 13 1.1833 
2/1/2013 20 17 1.5000 
3/1/2013 17 12 1.1833 
4/1/2013 25 9 1.4667 
5/1/2013 12 21 1.2833 
6/1/2013 23 27 1.5500 
7/1/2013 25 8 1.6333 
8/1/2013 20 21 0.8833 
9/1/2013 49 4 0.9333 
10/1/2013 38 9 1.0333 
11/1/2013 18 14 0.9000 
12/1/2013 10 24 1.2667 
13/1/2013 21 11 0.8833 
14/1/2013 5 9 0.9667 
15/1/2013 20 31 0.7333 
16/1/2013 36 27 1.3500 
17/1/2013 31 21 0.9667 
18/1/2013 32 29 0.8833 
19/1/2013 24 23 1.0000 
20/1/2013 30 29 1.3833 
21/1/2013 23 6 0.7333 
22/1/2013 43 23 0.7333 
23/1/2013 40 12 0.8167 
24/1/2013 29 22 1.1667 
25/1/2013 15 20 0.7333 
26/1/2013 13 14 0.8000 
27/1/2013 32 14 0.7333 
28/1/2013 10 13 1.3500 
29/1/2013 21 23 0.7333 
30/1/2013 17 23 1.6167 
31/1/2013 28 27 1.5167 
1/2/2013 17 24 0.7333 
2/2/2013 20 12 0.8167 
3/2/2013 27 12 1.5500 
4/2/2013 36 6 0.8333 
5/2/2013 21 31 1.0000 
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6/2/2013 29 12 1.3000 
7/2/2013 23 29 0.9167 
8/2/2013 5 4 0.8500 
9/2/2013 0 0 0.0000 
10/2/2013 0 0 0.0000 
11/2/2013 0 0 0.0000 
12/2/2013 8 4 1.1000 
13/2/2013 15 14 0.7667 
14/2/2013 30 6 1.3167 
15/2/2013 10 4 0.7333 
16/2/2013 25 5 0.8000 
17/2/2013 0 0 0.0000 
18/2/2013 34 17 0.9833 
19/2/2013 29 29 1.4833 
20/2/2013 44 24 1.6000 
21/2/2013 46 28 1.0833 
22/2/2013 36 24 0.9333 
23/2/2013 37 12 1.0667 
24/2/2013 30 8 0.8833 
25/2/2013 32 20 0.9667 
26/2/2013 31 6 0.9167 
27/2/2013 39 20 0.9000 
28/2/2013 26 13 1.0667 
1/3/2013 36 20 0.9167 
2/3/2013 25 9 1.1000 
3/3/2013 21 19 0.7500 
4/3/2013 25 15 0.8000 
5/3/2013 40 5 1.3167 
6/3/2013 38 30 0.9667 
7/3/2013 49 14 1.0667 
8/3/2013 43 24 1.3167 
9/3/2013 30 21 1.0333 
10/3/2013 19 25 1.4333 
11/3/2013 24 21 1.6167 
12/3/2013 39 9 0.9000 
13/3/2013 32 23 1.5167 
14/3/2013 30 26 0.7333 
15/3/2013 20 30 0.9333 
16/3/2013 36 21 0.7500 
17/3/2013 34 23 0.8167 
18/3/2013 8 23 1.1000 
19/3/2013 30 4 0.8833 
20/3/2013 45 28 0.7500 
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21/3/2013 24 33 0.8333 
22/3/2013 25 25 1.1167 
23/3/2013 25 6 1.1833 
24/3/2013 14 15 1.0667 
25/3/2013 28 13 1.6000 
26/3/2013 12 10 1.1500 
27/3/2013 15 20 1.2333 
28/3/2013 8 17 0.7500 
29/3/2013 20 14 0.8833 
30/3/2013 9 28 1.5833 
31/3/2013 15 6 1.2833 
1/4/2013 18 7 0.7333 
2/4/2013 25 32 0.8333 
3/4/2013 50 24 1.3333 
4/4/2013 24 20 1.8333 
5/4/2013 9 17 0.8167 
6/4/2013 23 15 0.7333 
7/4/2013 28 24 0.9833 
8/4/2013 25 15 1.3000 
9/4/2013 31 10 0.7500 
10/4/2013 41 23 1.0333 
11/4/2013 21 19 0.9500 
12/4/2013 30 23 0.7333 
13/4/2013 34 13 1.0833 
14/4/2013 32 17 1.2333 
15/4/2013 30 25 1.1167 
16/4/2013 31 26 1.0000 
17/4/2013 22 26 1.5000 
18/4/2013 20 30 1.3667 
19/4/2013 28 17 1.3667 
20/4/2013 5 17 1.3333 
21/4/2013 18 29 1.3000 
22/4/2013 4 20 1.3333 
23/4/2013 16 13 1.1500 
24/4/2013 6 26 0.9667 
25/4/2013 11 15 0.7333 
26/4/2013 5 26 0.7333 
27/4/2013 5 22 0.7833 
28/4/2013 6 14 1.0667 
29/4/2013 13 8 1.4167 
30/4/2013 25 7 1.0833 
1/5/2013 5 28 1.3000 
2/5/2013 20 6 0.9667 
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3/5/2013 20 15 0.9167 
4/5/2013 6 15 0.7333 
5/5/2013 5 28 0.9333 
6/5/2013 8 2 1.0333 
7/5/2013 37 21 1.4833 
8/5/2013 29 24 1.1833 
9/5/2013 23 12 0.7833 
10/5/2013 14 19 0.8500 
11/5/2013 9 26 1.0000 
12/5/2013 9 18 1.0000 
13/5/2013 29 10 1.5000 
14/5/2013 14 22 0.8167 
15/5/2013 20 31 0.8667 
16/5/2013 24 32 0.7833 
17/5/2013 23 29 1.5000 
18/5/2013 21 28 1.5000 
19/5/2013 15 18 1.3333 
20/5/2013 22 10 1.6167 
21/5/2013 39 20 0.8333 
22/5/2013 43 29 1.3500 
23/5/2013 39 21 1.2500 
24/5/2013 37 24 1.1500 
25/5/2013 6 13 0.7333 
26/5/2013 15 29 1.1833 
27/5/2013 21 14 1.0833 
28/5/2013 26 27 1.2500 
29/5/2013 10 32 1.9167 
30/5/2013 13 25 1.2500 
31/5/2013 31 19 0.9667 
1/6/2013 15 28 1.0167 
2/6/2013 11 23 0.9000 
3/6/2013 26 13 0.9333 
4/6/2013 7 24 1.1167 
5/6/2013 15 20 1.6667 
6/6/2013 30 28 1.5000 
7/6/2013 16 28 1.3667 
8/6/2013 46 28 1.2500 
9/6/2013 17 28 1.6167 
10/6/2013 15 28 0.7667 
11/6/2013 18 28 1.0833 
12/6/2013 41 24 0.9667 
13/6/2013 16 30 0.7667 
14/6/2013 23 33 1.4833 
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15/6/2013 18 30 1.4667 
16/6/2013 36 26 0.9000 
17/6/2013 11 30 0.9833 
18/6/2013 39 24 0.8167 
19/6/2013 17 32 1.5000 
20/6/2013 16 31 1.0000 
21/6/2013 7 24 0.9333 
22/6/2013 6 28 1.0000 
23/6/2013 22 6 1.1667 
24/6/2013 6 19 1.6667 
25/6/2013 9 30 0.9333 
26/6/2013 12 27 0.8500 
27/6/2013 12 25 0.9333 
28/6/2013 17 23 0.8333 
29/6/2013 13 26 0.8333 
30/6/2013 6 23 0.9833 
1/7/2013 20 12 1.2667 
2/7/2013 32 24 1.6667 
3/7/2013 18 23 0.9333 
4/7/2013 20 21 0.7333 
5/7/2013 36 5 1.6333 
6/7/2013 18 30 1.2500 
7/7/2013 18 13 1.5500 
8/7/2013 31 4 1.5833 
9/7/2013 37 26 1.2500 
10/7/2013 36 25 0.9500 
11/7/2013 16 17 1.3667 
12/7/2013 13 27 1.5833 
13/7/2013 11 23 1.4667 
14/7/2013 11 30 1.5000 
15/7/2013 14 5 1.0000 
16/7/2013 23 15 0.8333 
17/7/2013 20 31 1.0000 
18/7/2013 23 32 0.9333 
19/7/2013 34 28 1.5667 
20/7/2013 37 15 0.9000 
21/7/2013 18 24 0.7667 
22/7/2013 20 3 0.8000 
23/7/2013 20 32 0.9667 
24/7/2013 15 11 0.9333 
25/7/2013 25 16 1.5167 
26/7/2013 10 6 1.5500 
27/7/2013 14 11 1.4333 
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28/7/2013 7 8 1.1167 
29/7/2013 12 6 0.8667 
30/7/2013 17 7 1.4333 
31/7/2013 31 19 0.9000 
1/8/2013 7 26 0.9000 
2/8/2013 13 33 1.1500 
3/8/2013 16 19 1.3500 
4/8/2013 26 21 1.6000 
5/8/2013 4 15 1.4333 
6/8/2013 18 3 1.4833 
7/8/2013 0 0 0.0000 
8/8/2013 0 0 0.0000 
9/8/2013 0 0 0.0000 
10/8/2013 4 1 0.8500 
11/8/2013 13 11 1.5833 
12/8/2013 26 15 0.7333 
13/8/2013 45 22 1.5000 
14/8/2013 26 12 1.5167 
15/8/2013 32 19 0.8667 
16/8/2013 49 4 1.5167 
18/8/2013 0 0 0.0000 
17/8/2013 8 4 0.9000 
19/8/2013 38 15 0.9667 
20/8/2013 43 29 1.0000 
21/8/2013 32 30 1.1667 
22/8/2013 14 33 1.4167 
23/8/2013 19 32 0.7333 
24/8/2013 12 27 1.1333 
25/8/2013 23 27 1.4667 
26/8/2013 31 7 1.6333 
27/8/2013 8 27 1.5333 
28/8/2013 19 27 1.5000 
29/8/2013 19 24 0.7833 
30/8/2013 32 26 1.3500 
31/8/2013 14 10 1.6000 
1/9/2013 32 3 1.5000 
2/9/2013 22 16 1.2000 
3/9/2013 32 30 1.4000 
4/9/2013 35 22 0.7333 
5/9/2013 29 25 0.8333 
6/9/2013 37 7 1.1500 
7/9/2013 19 15 1.2333 
8/9/2013 17 12 1.3667 
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9/9/2013 18 12 0.8500 
10/9/2013 46 22 1.5000 
11/9/2013 42 16 0.8667 
12/9/2013 38 7 1.4167 
13/9/2013 30 12 1.1667 
14/9/2013 12 31 1.4667 
15/9/2013 6 26 1.1333 
16/9/2013 12 19 1.0167 
17/9/2013 13 6 1.0167 
18/9/2013 39 18 1.5167 
19/9/2013 19 31 1.0167 
20/9/2013 47 29 0.7333 
21/9/2013 27 18 0.9333 
22/9/2013 17 23 1.1833 
23/9/2013 14 5 1.2500 
24/9/2013 27 18 1.0333 
25/9/2013 43 30 1.2333 
26/9/2013 28 22 0.8000 
27/9/2013 20 21 1.5000 
28/9/2013 16 30 0.7333 
29/9/2013 23 15 0.9333 
30/9/2013 27 15 1.0000 
1/10/2013 47 18 1.0333 
2/10/2013 40 10 1.0333 
3/10/2013 28 18 1.1000 
4/10/2013 35 21 1.5167 
5/10/2013 15 25 0.9000 
6/10/2013 35 13 1.1500 
7/10/2013 15 7 1.3500 
8/10/2013 26 25 0.8500 
9/10/2013 36 18 1.4667 
10/10/2013 13 18 1.0333 
11/10/2013 37 22 1.5167 
12/10/2013 35 30 1.4667 
13/10/2013 6 30 1.4500 
14/10/2013 6 10 1.4000 
15/10/2013 20 8 1.1333 
16/10/2013 12 3 1.2333 
17/10/2013 12 33 1.5000 
18/10/2013 37 19 1.4667 
19/10/2013 42 8 0.9667 
20/10/2013 18 8 0.9667 
21/10/2013 23 13 1.0833 
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22/10/2013 23 30 1.5000 
23/10/2013 12 21 1.1500 
24/10/2013 30 16 1.2000 
25/10/2013 9 21 1.4167 
26/10/2013 28 26 1.0667 
27/10/2013 7 33 0.7333 
28/10/2013 18 9 0.8667 
29/10/2013 19 30 1.0833 
30/10/2013 35 18 1.3000 
31/10/2013 30 27 1.0833 
1/11/2013 27 19 1.3500 
2/11/2013 17 16 1.3500 
3/11/2013 26 16 0.9500 
4/11/2013 33 16 1.1667 
5/11/2013 28 32 0.9000 
6/11/2013 7 23 1.2167 
7/11/2013 33 32 1.4833 
8/11/2013 48 27 1.0167 
9/11/2013 12 35 1.2667 
10/11/2013 22 11 1.0333 
11/11/2013 10 6 1.4500 
12/11/2013 12 15 1.0167 
13/11/2013 16 9 1.4167 
14/11/2013 10 16 1.2167 
15/11/2013 13 16 1.2833 
16/11/2013 20 31 1.3667 
17/11/2013 26 15 1.4333 
18/11/2013 4 8 1.2333 
19/11/2013 20 19 1.3167 
20/11/2013 23 15 1.0833 
21/11/2013 6 19 1.4500 
22/11/2013 19 9 1.4667 
23/11/2013 23 4 0.9667 
24/11/2013 12 5 1.5000 
25/11/2013 7 1 1.1667 
26/11/2013 28 11 0.7333 
27/11/2013 29 12 1.2833 
28/11/2013 19 21 1.0167 
29/11/2013 21 11 1.4500 
30/11/2013 31 8 0.9500 
1/12/2013 17 16 0.8500 
2/12/2013 12 6 1.1000 
3/12/2013 26 17 1.2333 
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4/12/2013 19 25 1.2500 
5/12/2013 17 30 1.1667 
6/12/2013 23 19 1.1667 
7/12/2013 13 21 1.1167 
8/12/2013 23 22 0.8500 
9/12/2013 26 3 1.3500 
10/12/2013 28 17 1.2333 
11/12/2013 14 13 1.3667 
12/12/2013 28 15 1.4167 
13/12/2013 14 21 1.2333 
14/12/2013 22 6 1.1667 
15/12/2013 26 19 1.1333 
16/12/2013 14 16 1.0500 
17/12/2013 17 25 0.9667 
18/12/2013 28 21 1.0167 
19/12/2013 14 8 0.9500 
20/12/2013 9 3 0.9500 
21/12/2013 12 12 1.0167 
22/12/2013 14 12 0.8500 
23/12/2013 14 21 1.1333 
24/12/2013 14 33 1.2333 
25/12/2013 14 14 1.3167 
26/12/2013 22 14 1.1500 
27/12/2013 14 22 0.9833 
28/12/2013 22 25 1.1500 
29/12/2013 22 13 0.9500 
30/12/2013 17 19 1.0500 
31/12/2013 43 22 1.0167 
1/1/2014 12 18 0.5833 
2/1/2014 8 15 0.5500 
3/1/2014 10 9 0.6000 
4/1/2014 9 10 1.0167 
5/1/2014 13 30 1.0167 
6/1/2014 9 34 0.7000 
7/1/2014 19 13 0.5333 
8/1/2014 12 32 1.0833 
9/1/2014 20 10 0.6667 
10/1/2014 4 20 0.9167 
11/1/2014 15 26 0.5333 
12/1/2014 16 29 0.8167 
13/1/2014 11 18 1.3667 
14/1/2014 16 19 1.0667 
15/1/2014 7 22 0.6167 
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16/1/2014 10 15 0.5167 
17/1/2014 3 7 1.2333 
18/1/2014 5 32 0.9667 
19/1/2014 7 30 0.7167 
20/1/2014 7 22 0.7333 
21/1/2014 7 13 0.7500 
22/1/2014 4 15 1.3500 
23/1/2014 8 18 0.6833 
24/1/2014 11 5 0.5500 
25/1/2014 11 7 0.5500 
26/1/2014 7 14 0.7833 
27/1/2014 9 14 0.6333 
28/1/2014 7 9 0.8167 
29/1/2014 0 0 0.0000 
30/1/2014 0 0 0.0000 
31/1/2014 0 0 0.0000 
1/2/2014 0 0 0.0000 
2/2/2014 0 0 0.0000 
3/2/2014 11 18 0.5667 
4/2/2014 7 31 0.8333 
5/2/2014 9 25 0.6333 
6/2/2014 9 8 0.6333 
7/2/2014 8 25 0.8667 
8/2/2014 0 0 0.0000 
9/2/2014 11 24 0.5667 
10/2/2014 10 15 0.6000 
11/2/2014 8 43 0.7667 
12/2/2014 13 4 0.5333 
13/2/2014 6 23 1.0667 
14/2/2014 12 19 0.6000 
15/2/2014 12 24 0.5833 
16/2/2014 7 17 0.9500 
17/2/2014 11 24 0.6667 
18/2/2014 12 9 0.6167 
19/2/2014 5 16 0.5667 
20/2/2014 5 31 1.1667 
21/2/2014 8 25 1.2000 
22/2/2014 6 28 0.8333 
23/2/2014 3 33 0.7500 
24/2/2014 14 10 0.5667 
25/2/2014 13 20 0.5833 
26/2/2014 15 16 0.5500 
27/2/2014 9 19 0.9000 
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28/2/2014 17 19 0.5333 
1/3/2014 9 29 0.9000 
2/3/2014 14 12 0.6000 
3/3/2014 3 40 0.8667 
4/3/2014 5 35 1.0833 
5/3/2014 5 20 0.8667 
6/3/2014 34 37 0.9667 
7/3/2014 38 19 0.6667 
8/3/2014 27 23 0.9667 
9/3/2014 27 18 0.5333 
10/3/2014 29 28 0.7667 
11/3/2014 34 14 0.5333 
12/3/2014 7 16 0.5167 
13/3/2014 6 28 0.6167 
14/3/2014 9 22 0.5833 
15/3/2014 11 37 0.9333 
16/3/2014 4 23 0.6000 
17/3/2014 6 21 1.2333 
18/3/2014 13 23 0.7167 
19/3/2014 9 17 1.0667 
20/3/2014 10 26 0.9667 
21/3/2014 10 23 0.9667 
22/3/2014 17 27 0.6000 
23/3/2014 9 16 1.1000 
24/3/2014 21 13 0.5500 
25/3/2014 14 22 0.8167 
26/3/2014 16 27 0.6667 
27/3/2014 16 18 0.6667 
28/3/2014 14 17 0.7667 
29/3/2014 13 42 0.8333 
30/3/2014 13 23 0.8500 
31/3/2014 14 19 0.7667 
1/4/2014 16 16 0.6667 
2/4/2014 13 29 0.9333 
3/4/2014 22 13 0.5500 
4/4/2014 10 10 1.1167 
5/4/2014 16 16 0.6833 
6/4/2014 14 22 0.7833 
7/4/2014 12 12 1.0167 
8/4/2014 19 17 0.6167 
9/4/2014 15 24 0.7167 
10/4/2014 14 31 0.9000 
11/4/2014 14 24 0.8500 
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12/4/2014 14 18 0.9333 
13/4/2014 14 8 0.8833 
14/4/2014 3 2 0.5167 
15/4/2014 14 15 0.9167 
16/4/2014 21 18 0.6333 
17/4/2014 16 19 0.8333 
18/4/2014 19 41 0.6667 
19/4/2014 17 22 0.8000 
20/4/2014 17 24 0.8833 
21/4/2014 18 22 0.7667 
22/4/2014 10 24 1.3333 
23/4/2014 21 20 0.6333 
24/4/2014 17 31 0.8333 
25/4/2014 15 39 0.9500 
26/4/2014 13 33 1.0167 
27/4/2014 12 29 1.1333 
28/4/2014 13 20 1.0333 
29/4/2014 21 31 0.6500 
30/4/2014 15 18 0.9833 
1/5/2014 16 12 0.8333 
2/5/2014 20 48 0.6833 
3/5/2014 10 19 1.4500 
4/5/2014 18 12 0.9167 
5/5/2014 20 42 0.7167 
6/5/2014 14 18 1.0333 
7/5/2014 14 27 1.0333 
8/5/2014 22 16 0.6667 
9/5/2014 18 24 0.9000 
10/5/2014 25 19 0.6000 
11/5/2014 24 30 0.6500 
12/5/2014 18 9 0.9167 
13/5/2014 23 18 0.6500 
14/5/2014 22 19 0.6667 
15/5/2014 21 13 0.7167 
16/5/2014 20 16 0.8333 
17/5/2014 12 8 1.4000 
18/5/2014 18 36 0.8000 
19/5/2014 10 18 1.2333 
20/5/2014 18 13 0.8667 
21/5/2014 13 19 1.1667 
22/5/2014 12 20 1.3167 
23/5/2014 22 11 0.6833 
24/5/2014 25 10 0.6333 
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25/5/2014 12 24 1.3500 
26/5/2014 19 35 0.9500 
27/5/2014 20 22 0.8500 
28/5/2014 13 30 1.2833 
29/5/2014 13 7 1.3167 
30/5/2014 27 14 0.6333 
31/5/2014 27 10 0.6667 
1/6/2014 25 29 0.7000 
2/6/2014 23 27 0.8000 
3/6/2014 19 21 0.9667 
4/6/2014 33 10 0.5667 
5/6/2014 25 30 0.7333 
6/6/2014 12 14 1.5500 
7/6/2014 16 15 1.1333 
8/6/2014 16 28 1.2000 
9/6/2014 20 35 0.9333 
10/6/2014 27 24 0.6667 
11/6/2014 19 33 0.9500 
12/6/2014 19 30 0.9500 
13/6/2014 25 37 0.7333 
14/6/2014 23 27 0.8333 
15/6/2014 16 20 1.1500 
16/6/2014 13 16 1.4500 
17/6/2014 23 28 0.8500 
18/6/2014 23 26 0.8833 
19/6/2014 27 20 0.6833 
20/6/2014 24 27 0.8500 
21/6/2014 16 20 1.2167 
22/6/2014 21 18 1.0000 
23/6/2014 30 6 0.6333 
24/6/2014 12 21 1.2333 
25/6/2014 21 43 0.9333 
26/6/2014 17 6 1.1500 
27/6/2014 20 5 0.9500 
28/6/2014 21 17 1.0000 
29/6/2014 22 33 0.9333 
30/6/2014 28 16 0.7167 
1/7/2014 19 29 1.1833 
2/7/2014 21 31 1.0000 
3/7/2014 21 33 1.0000 
4/7/2014 6 9 1.0000 
5/7/2014 26 22 0.8500 
6/7/2014 25 37 0.9333 
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7/7/2014 21 29 1.0833 
8/7/2014 24 24 0.9667 
9/7/2014 26 27 0.8833 
10/7/2014 25 30 1.0000 
11/7/2014 38 13 0.6167 
12/7/2014 26 29 0.9000 
13/7/2014 12 6 1.4167 
14/7/2014 21 23 1.0667 
15/7/2014 34 3 0.7000 
16/7/2014 16 15 1.5000 
17/7/2014 23 15 0.9667 
18/7/2014 21 29 1.0833 
19/7/2014 27 27 0.9333 
20/7/2014 20 10 1.1500 
21/7/2014 20 10 1.1833 
22/7/2014 26 12 0.9667 
23/7/2014 24 18 1.0000 
24/7/2014 28 36 0.9333 
25/7/2014 29 34 0.8833 
26/7/2014 0 0 0.0000 
27/7/2014 0 0 0.0000 
28/7/2014 0 0 0.0000 
29/7/2014 0 0 0.0000 
30/7/2014 19 7 1.3500 
31/7/2014 29 29 0.9000 
1/8/2014 29 25 0.8833 
2/8/2014 0 0 0.0000 
3/8/2014 17 14 1.5000 
4/8/2014 18 26 1.5167 
5/8/2014 6 7 1.3333 
6/8/2014 33 16 0.7833 
7/8/2014 20 17 1.2167 
8/8/2014 28 36 0.9667 
9/8/2014 17 16 1.7167 
10/8/2014 21 17 1.2833 
11/8/2014 33 31 0.8333 
12/8/2014 25 33 1.0333 
13/8/2014 22 5 1.2500 
14/8/2014 32 23 0.9000 
15/8/2014 28 22 0.9667 
16/8/2014 28 27 1.0667 
17/8/2014 19 17 1.5167 
18/8/2014 19 23 1.7500 
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19/8/2014 26 13 1.0500 
20/8/2014 24 15 1.2167 
21/8/2014 28 27 1.0667 
22/8/2014 16 12 1.2667 
23/8/2014 22 29 1.3333 
24/8/2014 22 23 1.3333 
25/8/2014 32 31 0.9333 
26/8/2014 36 23 0.8500 
27/8/2014 34 30 0.9000 
28/8/2014 38 16 0.7833 
29/8/2014 20 14 1.8667 
30/8/2014 36 17 0.9000 
31/8/2014 26 6 1.1500 
1/9/2014 17 17 1.2333 
2/9/2014 29 14 1.0833 
3/9/2014 26 13 1.2500 
4/9/2014 32 16 0.9667 
5/9/2014 22 27 1.4167 
6/9/2014 25 15 1.3000 
7/9/2014 27 8 1.0833 
8/9/2014 22 23 1.5000 
9/9/2014 27 14 1.1500 
10/9/2014 28 13 1.1833 
11/9/2014 36 16 0.9333 
12/9/2014 21 7 1.2500 
13/9/2014 32 22 1.0667 
14/9/2014 23 23 1.4667 
15/9/2014 35 21 0.9833 
16/9/2014 34 18 0.9667 
17/9/2014 30 7 1.0333 
18/9/2014 17 12 1.3333 
19/9/2014 29 27 1.2167 
20/9/2014 27 28 1.2833 
21/9/2014 43 13 0.8000 
22/9/2014 43 12 0.8000 
23/9/2014 23 9 1.4167 
24/9/2014 26 14 1.3500 
25/9/2014 29 21 1.3000 
26/9/2014 36 20 1.0167 
27/9/2014 28 24 1.3333 
28/9/2014 37 5 1.0167 
29/9/2014 38 30 1.0167 
30/9/2014 37 34 1.0167 
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1/10/2014 26 10 1.4667 
2/10/2014 23 23 1.2500 
3/10/2014 36 10 1.0333 
4/10/2014 32 18 1.1500 
5/10/2014 0 0 0.0000 
6/10/2014 47 10 0.8500 
7/10/2014 38 23 1.0167 
8/10/2014 30 24 1.3667 
9/10/2014 4 23 1.3667 
10/10/2014 70 14 2.5833 
11/10/2014 40 4 0.9833 
12/10/2014 48 12 0.8500 
13/10/2014 29 22 1.3500 
14/10/2014 32 17 1.1667 
15/10/2014 58 13 0.7333 
16/10/2014 49 24 0.8333 
17/10/2014 29 6 1.3667 
18/10/2014 30 25 1.3833 
19/10/2014 3 8 1.0333 
20/10/2014 4 20 1.0667 
21/10/2014 4 26 1.4000 
22/10/2014 7 9 1.3000 
23/10/2014 3 25 1.5000 
24/10/2014 13 36 1.2167 
25/10/2014 40 20 1.0667 
26/10/2014 41 21 1.0333 
27/10/2014 47 14 0.9500 
28/10/2014 37 29 1.0833 
29/10/2014 45 24 0.9833 
30/10/2014 33 27 1.2667 
31/10/2014 48 16 0.9000 
1/11/2014 31 16 1.4000 
2/11/2014 31 16 1.4667 
3/11/2014 28 23 1.2667 
4/11/2014 22 13 1.6167 
5/11/2014 24 20 1.3000 
6/11/2014 52 10 0.8500 
7/11/2014 28 14 1.3667 
8/11/2014 46 29 0.9833 
9/11/2014 31 22 1.5167 
10/11/2014 42 17 1.0167 
11/11/2014 33 15 1.3500 
12/11/2014 35 29 1.2667 
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13/11/2014 40 10 1.1167 
14/11/2014 34 26 1.3500 
15/11/2014 47 14 0.9667 
16/11/2014 41 21 1.1167 
17/11/2014 43 5 1.1000 
18/11/2014 26 16 1.3667 
19/11/2014 38 30 1.1833 
20/11/2014 43 17 1.0667 
21/11/2014 27 21 1.2167 
22/11/2014 38 29 1.1833 
23/11/2014 40 8 1.1333 
24/11/2014 37 18 1.2667 
25/11/2014 43 29 1.1333 
26/11/2014 33 18 1.5167 
27/11/2014 48 18 0.9833 
28/11/2014 44 31 1.0167 
29/11/2014 53 19 0.9000 
30/11/2014 30 19 1.3000 
1/12/2014 49 10 1.0000 
2/12/2014 49 32 1.1333 
3/12/2014 35 14 1.4000 
4/12/2014 43 27 1.1333 
5/12/2014 39 26 1.1833 
6/12/2014 45 10 1.0833 
7/12/2014 39 22 1.3167 
8/12/2014 55 24 0.9333 
9/12/2014 39 21 1.3000 
10/12/2014 45 25 1.1333 
11/12/2014 52 10 1.0000 
12/12/2014 45 26 1.0667 
13/12/2014 17 19 0.8667 
14/12/2014 36 26 1.4333 
15/12/2014 12 9 1.4500 
16/12/2014 36 21 1.3333 
17/12/2014 42 14 1.2833 
18/12/2014 43 18 1.2000 
19/12/2014 45 32 1.1500 
20/12/2014 31 16 1.2333 
21/12/2014 21 10 0.5000 
22/12/2014 53 19 0.9333 
23/12/2014 38 26 1.3333 
24/12/2014 38 25 1.2000 
25/12/2014 52 15 1.2000 
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26/12/2014 43 18 1.1500 
27/12/2014 31 19 1.4000 
28/12/2014 60 14 0.6000 
29/12/2014 54 24 1.0000 
30/12/2014 42 18 1.3333 
31/12/2014 34 15 1.5167 
Total 16223 13879  
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Appendix B: Codes for fuzzification phase using Matlab 
 
format compact 
B = xlsread('C:\Users\zeina\Desktop\my computer\Fuzzification step matlab\ALL 
DATA.xlsx','DATA2013-DATA2014'); 
A = B(any(B,2),:);    % Exclude the zero rows  
Asc = sort(A,1);      % Sort each of columns matrix in ascending order 
Lamda1 = (Asc(:,1));  % Lamda1 
LBm1=min(Lamda1)      % min of Lamda1 
UBmx1=max(Lamda1)     % Max of Lamda1 
MeanL1=mean2(Lamda1)  % Mean of Lamda1 
AvL11 = Lamda1 < MeanL1;   % specifying the values under MeanL1 with 1 and 0 for else 
AvL1=Lamda1(AvL11);        % Assign these values to AvL1 
AvLmL1=mean2(AvL1)         % mean Value of all Lamda1< Mean of Lamda1 
LM11 = Lamda1 < AvLmL1; 
LM111=Lamda1(LM11); 
LML1=mode(LM111) 
LM22 = (AvLmL1< Lamda1 & Lamda1<  MeanL1);  %A(A<9 & A>2) 
LM222=Lamda1(LM22); 
LML12=mode(LM222) 
AvHL11=Lamda1 > MeanL1;    % specifying the values upper MeanL1 with 1 and 0 for else 
AvHL1=Lamda1(AvHL11);      % Assign these values to AvHL1 
AvHmL1=mean2(AvHL1)        % mean Value of all Lamda1> Mean of Lamda1 
UM11 = (AvHmL1< Lamda1 & Lamda1<  UBmx1); 
UM111=Lamda1(UM11); 
UML1=mode(UM111)  
UM22 = (Lamda1 < AvHmL1  & Lamda1>  MeanL1);  %A(A<9 & A>2) 
UM222=Lamda1(UM22); 
UM2L1=mode(UM222) 
%%  
Lamda2 = (Asc(:,2));  % Lamda2 
LBm2=min(Lamda2)      % Min of Lamda2 
UBmx2=max(Lamda2)     % Max of Lamda2 
MeanL2=mean2(Lamda2)  % Mean of Lamda2 
AvL21 = Lamda2 < MeanL2;   % specifying the values under MeanL1 with 1 and 0 for else 
AvL2=Lamda2(AvL21);        % Assign these values to AvL1 
AvLmL2=mean2(AvL2)         % mean Value of all Lamda1< Mean of Lamda1 
LM21 = Lamda2 < AvLmL2; 
LM211=Lamda2(LM21); 
LM2=mode(LM211) 
LM2L2 = (AvLmL2< Lamda2 & Lamda2<  MeanL2);  %A(A<9 & A>2) 
LM2L22=Lamda1(LM2L2); 
LML2=mode(LM2L22) 
AvHL21=Lamda2 > MeanL2;    % specifying the values upper MeanL1 with 1 and 0 for else 
AvHL2=Lamda2(AvHL21);      % Assign these values to AvHL1 
AvHmL2=mean2(AvHL2)        % mean Value of all Lamda1> Mean of Lamda1 
UM21 = (AvHmL2< Lamda2 & Lamda2<  UBmx2); 
UM211=Lamda2(UM21); 
UML2=mode(UM211)  
UML22 = (Lamda2 < AvHmL2  & Lamda2>  MeanL2);  %A(A<9 & A>2) 
UML222=Lamda2(UML22); 
UML22=mode(UML222)       
      %%  
Mu = (Asc(:,4));      % Mu 
LBmM=min(Mu)          % Min of Mu 
UBmxM=max(Mu)         % Max of Mu 
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MeanMu=mean2(Mu)      % Mean of Mu 
AvMu11 = Mu < MeanMu;   % specifying the values under MeanL1 with 1 and 0 for else 
AvMu111=Mu(AvMu11);        % Assign these values to AvL1 
AvMu1=mean2(AvMu111)         % mean Value of all Lamda1< Mean of Lamda1 
LMMu11 = Mu < AvMu1; 
LMMu111=Mu(LMMu11); 
LMMu1=mode(LMMu111) 
    
 LMMu22 = (AvMu1< Mu & Mu< MeanMu);  %A(A<9 & A>2) 
 LMMu222=Mu(LMMu22); 
LMMu2=mode(LMMu222) 
AvHMu11=Mu > MeanMu;    % specifying the values upper MeanL1 with 1 and 0 for else 
AvHMu111=Mu(AvHMu11);      % Assign these values to AvHL1 
AvHMu1=mean2(AvHMu111)        % mean Value of all Lamda1> Mean of Lamda1 
UMMu11 = (AvHMu1< Mu & Mu< UBmxM); 
UMMu111=Mu(UMMu11); 
UMMu1=mode(UMMu111)  
UMMu22 = (Mu < AvHMu1  & Mu>  MeanMu);  %A(A<9 & A>2) 
UMMu222=Mu(UMMu22); 
UMMu2=mode(UMMu222)  
LB = [LBm1;LBm2;LBmM]; 
LM1 = [LML1;LM2;LMMu1]; 
Avg.L= [AvLmL1;AvLmL2;AvMu1]; 
LM2= [LML12;LML2;LMMu2]; 
Avg.M= [MeanL1;MeanL2;MeanMu]; 
UM2= [UM2L1;UML22;UMMu2]; 
Avg.H= [AvHmL1;AvHmL2;AvHMu1]; 
UM1= [UML1;UML2;UMMu1]; 
UB = [UBmx1;UBmx2;UBmxM]; 
data=[LB,LM1,Avg.L,LM2,Avg.M,UM2,Avg.H,UM1,UB]; 
  
% Create the column and row names in cell arrays  
f = figure; 
colnames = {'LB';'LM1';'Avg.L';'LM2';'Avg.M';'UM2';'Avg.H';'UM1';'UB'}; 
rnames = {'Lamda1';'Lamda2';'Mu'}; 
% Create the uitable 
t = uitable(f, 'Data', data, 'ColumnName', colnames,'RowName', rnames,... 
                   'Position', [20 20 760 100]); 
x0=300; 
y0=80; 
width=600; 
height=100; 
set(gcf,'units','points','position',[x0,y0,width,height]) 
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Appendix C: The histogram for intervals (i.e. low, medium and high) of service  
rates (gamma and exponential distributions) for 2013-2014 data 
 
 
Figure C1. Exponential Service Rates of the Low Interval for 2013 Data 
 
Figure C.2. Gamma Service Rates of the Low Interval for 2013 data  
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Figure C.3. Exponential Service Rates of the Medium Interval for 2013 Data  
 
 
Figure C.4. Gamma Service Rates of the Medium Interval for 2013 Data  
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Figure C.5. Exponential Service Rates of the High Interval for 2013 Data 
 
 
Figure C.6. Gamma Service Rates of the High Interval for 2013 Data  
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Figure C.7. Exponential Service Rates of the Low Interval for 2014 Data  
 
Figure C.8. Gamma Service Rates of the Low Interval for 2014 Data 
 
 
356 
 
 
 
Figure C.9.  Exponential Service Rates of the Medium Interval for 2014 Data  
 
Figure C.10. Gamma Service Rates of the Medium Interval for 2014 Data 
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Figure C.11. Exponential Service Rates of the High Interval for 2014 Data  
 
Figure C.12.  Gamma Service Rates of the High Interval for 2014 Data  
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Appendix D: The values of performance measures for sub-model 1 
 
9 9 9 2 7 3 6
1 2 1 1
4 5 5 4 6 3 7 2
1 1 1 1
2 7 3 6 4
2 2 2
1462797729792 40000000 1537734375 3110400000 17418240000
78382080000 282175488000 790091366400 1625330810880
53144100000 198404640000 595213920000
D µ µ µ
µ µ µ µ
µ µ µ
   
   
  
    
   
   5 5 42
6 3 7 2 2 7 3 6
2 2 1 2 1 2
4 5 5 4 6 3 7 2 8
1 2 1 2 1 2 1 2 1
8
1
1428513408000
2666558361600 3656994324480 24603750000 38272500000
38272500000 25515000000 11340000000 3240000000 432000000
2194196594688 11
µ
µ µ
µ
µ

     
        


   
    
  8 8 8 82 2 1 2 1 2
7 7 7 2 6
1 2 1 2 1 2 1 2
3 5 4 4 5 3
1 2 1 2 1 2
071687500 3291294892032 9226406250 540000000
59049000000 5184000000 4875992432640 137781000000
183708000000 153090000000 81648000000 272
µ µ
µ µ µ µ
µ µ µ
     
       
     
  
   
    6 21 2
2 6 2 6 3 5 3 5
1 2 1 2 1 2 1 2
4 4 4 4 5 3 5 3
1 2 1 2 1 2 1 2
6 2
1 2
16000000
248005800000 32659200000 793618560000 156764160000
1984046400000 587865600000 3809369088000 1693052928000
5333116723200 3
µ
µ µ µ µ
µ µ µ µ
µ
 
       
       
 
   
   
  6 2 2 2 5 2 3 41 2 1 2 1 2
2 4 3 2 5 2 3 2 4 3 3 3
1 2 1 2 1 2 1 2
3 4 2 4 2 3
1 2 1 2
555411148800 496011600000 551124000000
367416000000 146966400000 1322697600000 1175731200000
587865600000 2645395200000 176359680
µ µ µ
µ µ µ µ
µ µ
     
       
   
 
   
   4 3 2 5 2 21 2 1 20000 3809369088000µ µ     
 
 
10 10 2 8 3 7 4 6
1 2 1 1 1
5 5 6 4 7 3 8 2
1 1 1 1
2 8 3 7
2 2
5851190919168 1537734375 -345600000 829440000 17418240000
125411328000 601974374400 2076811591680 5038525513728
44286750000 212576400000 793618560
N µ µ µ µ
µ µ µ µ
µ µ
   
   
 
   
   
   4 6 5 52 2
6 4 7 3 8 2 2 8
2 2 2 1 2
3 7 4 6 5 5 6 4 7 3
1 2 1 2 1 2 1 2 1 2
000 2380855680000
5714053632000 10666233446400 14627977297920 24603750000
38272500000 38272500000 25515000000 11340000000 3240000000
540000
µ µ
µ µ µ
 
    
         

   
    
 8 2 9 9 9 91 2 1 1 2 2
9 9 8 8 8
1 2 1 2 1 2 1 2 1 2
2 7 3 6
1 2 1 2
000 128000000 7801587892224 6150937500 13165179568128
9226406250 40000000 29524500000 1296000000 17309773135872
59049000000 61236000000
µ µ µ µ
µ µ µ
µ µ
     
         
   
   
    
   4 5 6 31 2 1 2
7 2 2 7 2 7 3 6
1 2 1 2 1 2 1 2
3 6 4 5 4 5 5 4
1 2 1 2 1 2 1 2
30618000000 9072000000
5184000000 200766600000 1036800000 859753440000
26127360000 2777664960000 235146240000 6983843328000
122276
µ µ
µ µ µ µ
µ µ µ µ
   
       
       

   
   
 5 4 6 3 6 3 7 21 2 1 2 1 2 1 2
7 2 2 2 6 2 3 5 2 4 4
1 2 1 2 1 2 1 2
2 5 3 2
1 2 1
0448000 13459770777600 4401937612800 18894470676480
10970982973440 385786800000 404157600000 244944000000
81648000000 10886400000
µ µ µ µ
µ µ µ µ
µ µ
       
       
  
  
   
  6 2 3 2 5 3 3 42 1 2 1 2
3 4 3 3 5 2 4 2 4 4 3 3
1 2 1 2 1 2 1 2
4 4 2 5 2 3 5 3
1 2 1 2 1 2
1454967360000 1322697600000
685843200000 195 955200000 3968092800000 2939328000000
1175731200000 8042001408000 4514807808000
µ µ
µ µ µ µ
µ µ µ
    
       
     
 
   
   2 6 2 21 211682065203200µ  
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11 11 2 3 8 4 7
2 1 1 1 1
5 6 6 5 7 4 8 3
1 1 1 1
9 2 2 9
1 2
105321436545024 80000000 1267200000 8709120000 37324800000
62705664000 451480780800 4605103964160 22267032109056
67288695570432 88573500000 159432
N µ µ µ µ
µ µ µ µ
µ µ
   
   
 
    
   
   3 8 4 72 2
5 6 6 5 7 4 8 3
2 2 2 2
9 2 2 9 3 8 4 7
2 1 2 1 2 1 2
1
300000 255091680000
3571283520000 17142160896000 54854914867200 126166304194560
204060283305984 30754687500 92264062500 164025000000
191362500000
µ µ
µ µ µ µ
µ
 
   
      


   
   
 5 6 6 5 7 4 8 32 1 2 1 2 1 2
9 2 10 10 10
1 2 1 1 2
10 10 9
1 2 1 2 1 2 1
153090000000 85050000000 32400000000
8100000000 384000000 122875009302528 210642873090048
4613203125 1200000000 14762250000 5184000000
µ µ µ
µ µ
      
    
       
  
   
    2
9 9 2 8 3 7 4 6
1 2 1 2 1 2 1 2
5 5 6 4 7 3 8 2
1 2 1 2 1 2 1 2
2 8 2 8
1 2 1
236973232226304 88573500000 236196000000 367416000000
367416000000 244944000000 108864000000 31104000000
504868950000 18662400000
µ µ µ µ
µ µ µ µ
µ µ
       
       
   
   
   
  3 7 3 72 1 2 1 2
4 6 4 6 5 5 6 4
1 2 1 2 1 2 1 2
6 4 7 3 7 3
1 2 1 2 1 2
892820880000 100776960000
595213920000 313528320000 11428107264000 47998050508800
6094990540800 125252055613440 36976275947520
21832256
µ µ
µ µ µ µ
µ µ µ
   
       
     
 
   
  
 8 2 8 2 2 2 71 2 1 2 1 2
2 3 6 2 4 5 2 5 4 2 6 3
1 2 1 2 1 2 1 2
2 7 2 3 2 6
1 2 1 2
1171456 122875009302528 1275458400000
1873821600000 1763596800000 1102248000000 457228800000
121305600000 2182451040000 3042204480
µ µ µ
µ µ µ µ
µ µ
     
       
   
 
   
   3 3 5 3 4 41 2 1 2
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1 2 1 2 1 2
000 2645395200000
1469664000000 509483520000 1322697600000 1763596800000
1058158080000 14285134080000 8465264640000 211631616000
µ µ
µ µ µ µ
µ µ µ
   
       
     

   
    5 4 21 2
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1 2 1 2 1 2
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µ
µ µ µ
 
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Appendix E: The cases of performance measures for sub-model 1 
 
Case (i): 
 
 
1
1 13min
2 6 -
LB
S
x X
y Y
z Z
N
W
z z x D 


                                                              (E1) 
   2. . ,  ,  
LB UBs t x x x y z          
 
 
1
1 13max
2 6 -
UB
S
x X
y Y
z Z
N
W
z z x D 


                                              (E2) 
   2. . ,  ,  
LB UBs t x x x y z          
Case (ii) 
 
 
2
1 13min
2 6 -
LB
S
x X
y Y
z Z
N
W
z z x D 


                                                     (E3) 
   1. . ,  ,  
LB UBs t y y y x z          
 
 
2
1 13max
2 6 -
UB
S
x X
y Y
z Z
N
W
z z x D 


                                                   (E4) 
   1. . ,  ,  
LB UBs t y y y x z          
and case (iii) 
 
 
3
1 13min
2 6 -
LB
S
x X
y Y
z Z
N
W
z z x D 


                                                               (E5) 
   1 2. . ,  ,  
LB UBs t z z z x y          
 
 
3
1 13max
2 6 -
UB
S
x X
y Y
z Z
N
W
z z x D 


                                                           (E6) 
   1 2. . ,  ,  
LB UBs t z z z x y          
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Appendix F: Codes for validation of the sub-model 1 and  
sub-model 2 using Matlab 
 
 %%%%%%%%%% Zena Simulation Program %%% 
clc 
clear all 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
n=1000; 
lambda1=23; 
lambda2=20; 
mu=0.997592; 
lam1L=3; 
lam1H=70; 
lam2L=2; 
lam2H=48; 
muL=0.5; 
muH=2.583333; 
%%%%%%%%%% 
c1=6; 
c2=4; 
L=1000; 
alp=1; 
for q=1:L 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
x=poissrnd(lambda1,1,n); 
x111=(x>=lam1L&x<=lambda1); 
x11=x(x111); 
x1=x11(1:192); 
x112=(x>=lambda1&x<=lam1H); 
x12=x(x112); 
x2=x12(1:161); 
X1=[x1 x2];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  supply1 for lambda1 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
y=poissrnd(lambda2,1,n); 
y111=(y>=lam2L&y<=lambda2); 
y11=y(y111); 
y1=y11(1:178); 
y112=(y>=lambda2&y<=lam2H); 
y12=y(y112); 
y2=y12(1:175); 
X2=[y1 y2];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  supply2 for lambda2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
t1= exprnd(mu,n,1); %  
t111=(t1>=muL&t1<=mu); 
t11=t1(t111); 
ty1=t11(1:178); 
t112=(t1>=mu&t1<=muH); 
t12=t1(t112); 
ty2=t12(1:175); 
EX=[ty1' ty2'];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  services time 
exponential 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
X1s=sort(X1); 
avgmX1s=mean(X1s); 
avgmX1s1=(X1s<avgmX1s); 
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avgL_lambda1=mean(X1s(avgmX1s1))/24; 
avgmX1s2=(X1s>avgmX1s); 
avgH_lambda1=mean(X1s(avgmX1s2))/24; 
%%%%%%%%%%%%% 
X2s=sort(X2); 
avgmX2s=mean(X2s); 
avgmX2s1=(X2s<avgmX2s); 
avgL_lambda2=mean(X2s(avgmX2s1))/24; 
avgmX2s2=(X2s>avgmX2s); 
avgH_lambda2=mean(X2s(avgmX2s2))/24; 
%%%%%%%%%% 
EXs=sort(EX); 
avgmEXs=mean(EX); 
avgmEXs1=(EXs<avgmEXs); 
avgL_mu=mean(EXs(avgmEXs1)); 
avgmEXs2=(EXs>avgmEXs); 
avgH_mu=mean(EXs(avgmEXs2)); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%% 
lambda1Low(q,:)=[lam1L avgL_lambda1 avgmX1s]; 
lambda1Mediam(q,:)=[avgL_lambda1 avgmX1s avgH_lambda1]; 
lambda1High(q,:)=[avgmX1s avgH_lambda1 lam1H]; 
 
lambda2Low(q,:)=[lam2L avgL_lambda2 avgmX2s]; 
lambda2Mediam(q,:)=[avgL_lambda2 avgmX2s avgH_lambda2]; 
lambda2High(q,:)=[avgmX2s avgH_lambda2 lam2H]; 
 
muLow(q,:)=[muL avgL_mu avgmEXs]; 
muMediam(q,:)=[avgL_mu avgmEXs avgH_mu]; 
muHigh(q,:)=[avgmEXs avgH_mu muH]; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
Rlambda1L=(0.5*(lambda1Low(q,1)+lambda1Low(q,3))+0.25*(2*lambda1Low(q,2)-
lambda1Low(q,1)-lambda1Low(q,3)))/24; 
Rlambda2L=(0.5*(lambda2Low(q,1)+lambda2Low(q,3))+0.25*(2*lambda2Low(q,2)-
lambda2Low(q,1)-lambda2Low(q,3)))/24; 
RmuL=1/(0.5*(muLow(q,1)+muLow(q,3))+0.25*(2*muLow(q,2)-muLow(q,1)-muLow(q,3))); 
Rho1L(q)=Rlambda1L/(c1*RmuL); 
Rho2L(q)=Rlambda2L/(c2*RmuL); 
c=c1+c2; 
RhoL(q)=Rho1L(q)+Rho2L(q); 
ERL=RmuL; 
nn=0:(c-1); 
pWL(q)=(((c*RhoL(q))^c)/factorial(c))*((1-
RhoL(q))*sum(((c*RhoL(q)).^nn)./factorial(nn))+(((c*RhoL(q))^c)/factorial(c)))^(-1); 
Wq1L(q)=(pWL(q)/(1-Rho1L(q)))*(ERL/c); 
Wq2L(q)=(pWL(q)/((1-RhoL(q))*(1-Rho1L(q))))*(ERL/c); 
WqL(q)=Wq1L(q)+Wq2L(q); 
Ws1L(q)=Wq1L(q)+ERL; 
Ws2L(q)=Wq2L(q)+ERL; 
WsL(q)=Ws1L(q)+Ws2L(q); 
Lq1L(q)=Rlambda1L*Wq1L(q); 
Lq2L(q)=Rlambda2L*Wq2L(q); 
LqL(q)=Lq1L(q)+Lq2L(q); 
Ls1L(q)=Rlambda1L*Ws1L(q); 
Ls2L(q)=Rlambda2L*Ws2L(q); 
LsL(q)=Ls1L(q)+Ls2L(q); 
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Rlambda1M=(0.5*(lambda1Mediam(q,1)+lambda1Mediam(q,3))+0.25*(2*lambda1Mediam(q,2)-
lambda1Mediam(q,1)-lambda1Mediam(q,3)))/24; 
Rlambda2M=(0.5*(lambda2Mediam(q,1)+lambda2Mediam(q,3))+0.25*(2*lambda2Mediam(q,2)-
lambda2Mediam(q,1)-lambda2Mediam(q,3)))/24; 
RmuM=1/(0.5*(muMediam(q,1)+muMediam(q,3))+0.25*(2*muMediam(q,2)-muMediam(q,1)-
muMediam(q,3))); 
Rho1M(q)=Rlambda1M/(c1*RmuM); 
Rho2M(q)=Rlambda2M/(c2*RmuM); 
c=c1+c2; 
RhoM(q)=Rho1M(q)+Rho2M(q); 
ERM=RmuM; 
nn=0:(c-1); 
pWM(q)=(((c*RhoM(q))^c)/factorial(c))*((1-
RhoM(q))*sum(((c*RhoM(q)).^nn)./factorial(nn))+(((c*RhoM(q))^c)/factorial(c)))^(-1); 
Wq1M(q)=(pWM(q)/(1-Rho1M(q)))*(ERM/c); 
Wq2M(q)=(pWM(q)/((1-RhoM(q))*(1-Rho1M(q))))*(ERM/c); 
WqM(q)=Wq1M(q)+Wq2M(q); 
Ws1M(q)=Wq1M(q)+ERM; 
Ws2M(q)=Wq2M(q)+ERM; 
WsM(q)=Ws1M(q)+Ws2M(q); 
Lq1M(q)=Rlambda1M*Wq1M(q); 
Lq2M(q)=Rlambda2M*Wq2M(q); 
LqM(q)=Lq1M(q)+Lq2M(q); 
Ls1M(q)=Rlambda1M*Ws1M(q); 
Ls2M(q)=Rlambda2M*Ws2M(q); 
LsM(q)=Ls1M(q)+Ls2M(q); 
Rlambda1H=(0.5*(lambda1High(q,1)+lambda1High(q,3))+0.25*(2*lambda1High(q,2)-
lambda1High(q,1)-lambda1High(q,3)))/24; 
Rlambda2H=(0.5*(lambda2High(q,1)+lambda2High(q,3))+0.25*(2*lambda2High(q,2)-
lambda2High(q,1)-lambda2High(q,3)))/24; 
RmuH=1/(0.5*(muHigh(q,1)+muHigh(q,3))+0.25*(2*muHigh(q,2)-muHigh(q,1)-muHigh(q,3))); 
Rho1H(q)=Rlambda1H/(c1*RmuH); 
Rho2H(q)=Rlambda2H/(c2*RmuH); 
c=c1+c2; 
RhoH(q)=Rho1H(q)+Rho2H(q); 
ERH=RmuH; 
nn=0:(c-1); 
pWH(q)=(((c*RhoH(q))^c)/factorial(c))*((1-
RhoH(q))*sum(((c*RhoH(q)).^nn)./factorial(nn))+(((c*RhoH(q))^c)/factorial(c)))^(-1); 
Wq1H(q)=(pWH(q)/(1-Rho1H(q)))*(ERH/c); 
Wq2H(q)=(pWH(q)/((1-RhoH(q))*(1-Rho1H(q))))*(ERH/c); 
WqH(q)=Wq1H(q)+Wq2H(q); 
Ws1H(q)=Wq1H(q)+ERH; 
Ws2H(q)=Wq2H(q)+ERH; 
WsH(q)=Ws1H(q)+Ws2H(q); 
Lq1H(q)=Rlambda1H*Wq1H(q); 
Lq2H(q)=Rlambda2H*Wq2H(q); 
LqH(q)=Lq1H(q)+Lq2H(q); 
Ls1H(q)=Rlambda1H*Ws1H(q); 
Ls2H(q)=Rlambda2H*Ws2H(q); 
LsH(q)=Ls1H(q)+Ls2H(q); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% PNLP 
 
lambda1LUBLow=[lam1L+(avgL_lambda1-lam1L)*alp avgmX1s-(avgmX1s-avgL_lambda1)*alp]; 
lambda1LUBMediam=[avgL_lambda1+(avgmX1s-avgL_lambda1)*alp avgH_lambda1-
(avgH_lambda1-avgmX1s)*alp]; 
lambda1LUBHigh=[avgmX1s+(avgH_lambda1-avgmX1s)*alp lam1H-(lam1H-avgH_lambda1)*alp]; 
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lambda2LUBLow=[lam2L+(avgL_lambda2-lam2L)*alp avgmX2s-(avgmX2s-avgL_lambda2)*alp]; 
lambda2LUBMediam=[avgL_lambda2+(avgmX2s-avgL_lambda2)*alp avgH_lambda2-
(avgH_lambda2-avgmX2s)*alp]; 
lambda2LUBHigh=[avgmX2s+(avgH_lambda2-avgmX2s)*alp lam2H-(lam2H-avgH_lambda2)*alp]; 
 
muLUBLow=[muL+(avgL_mu-muL)*alp avgmEXs-(avgmEXs-avgL_mu)*alp]; 
muLUBMediam=[avgL_mu+(avgmEXs-avgL_mu)*alp avgH_mu-(avgH_mu-avgmEXs)*alp]; 
muLUBHigh=[avgmEXs+(avgH_mu-avgmEXs1)*alp muH-(muH-avgH_mu)*alp]; 
 
Rho1LowL=lambda1LUBLow(1,1)/(c1*muLUBLow(1,2)); 
Rho2LowL=lambda2LUBLow(1,1)/(c2*muLUBLow(1,2)); 
Rho1LowU=lambda1LUBLow(1,2)/(c1*muLUBLow(1,1)); 
Rho2LowU=lambda2LUBLow(1,2)/(c2*muLUBLow(1,1)); 
RhoLowL=Rho1LowL+Rho2LowL; 
RhoLowU=Rho1LowU+Rho2LowU; 
ERLowL=1/muLUBLow(1,2); 
ERLowU=1/muLUBLow(1,1); 
c=c1+c2; 
nn=0:(c-1); 
pWLowL=(((c*RhoLowL)^c)/factorial(c))*((1-
RhoLowL)*sum(((c*RhoLowL).^nn)./factorial(nn))+(((c*RhoLowL)^c)/factorial(c)))^(-1); 
pWLowU=(((c*RhoLowU)^c)/factorial(c))*((1-
RhoLowU)*sum(((c*RhoLowU).^nn)./factorial(nn))+(((c*RhoLowU)^c)/factorial(c)))^(-1); 
Wq1Low=[(pWLowL/(1-Rho1LowL))*(ERLowL/c) (pWLowU/(1-Rho1LowU))*(ERLowU/c)]; 
Wq2Low=[(pWLowL/((1-RhoLowL)*(1-Rho1LowL)))*(ERLowL/c) (pWLowU/((1-RhoLowU)*(1-
Rho1LowU)))*(ERLowU/c)]; 
WqLow=Wq1Low+Wq2Low; 
Ws1Low=[Wq1Low(1,1)+ERLowL Wq1Low(1,2)+ERLowU]; 
Ws2Low=[Wq2Low(1,1)+ERLowL Wq2Low(1,2)+ERLowU]; 
WsLow=Ws1Low+Ws2Low; 
Lq1Low=[lambda1LUBLow(1,1)*Wq1Low(1,1) lambda1LUBLow(1,2)*Wq1Low(1,2)]; 
Lq2Low=[lambda2LUBLow(1,1)*Wq2Low(1,1) lambda2LUBLow(1,2)*Wq2Low(1,2)]; 
LqLow=Lq1Low+Lq2Low; 
Ls1Low=[lambda1LUBLow(1,1)*Ws1Low(1,1) lambda1LUBLow(1,2)*Ws1Low(1,2)]; 
Ls2Low=[lambda2LUBLow(1,1)*Ws2Low(1,1) lambda2LUBLow(1,2)*Ws2Low(1,2)]; 
LsLow=Ls1Low+Ls2Low; 
 
Rho1MediamL=lambda1LUBMediam(1,1)/(c1*muLUBMediam(1,2)); 
Rho2MediamL=lambda2LUBMediam(1,1)/(c2*muLUBMediam(1,2)); 
Rho1MediamU=lambda1LUBMediam(1,2)/(c1*muLUBMediam(1,1)); 
Rho2MediamU=lambda2LUBMediam(1,2)/(c2*muLUBMediam(1,1)); 
RhoMediamL=Rho1MediamL+Rho2MediamL; 
RhoMediamU=Rho1MediamU+Rho2MediamU; 
ERMediamL=1/muLUBMediam(1,2); 
ERMediamU=1/muLUBMediam(1,1); 
c=c1+c2; 
nn=0:(c-1); 
pWMediamL=(((c*RhoMediamL)^c)/factorial(c))*((1-
RhoMediamL)*sum(((c*RhoMediamL).^nn)./factorial(nn))+(((c*RhoMediamL)^c)/factorial(c)))^(-
1); 
pWMediamU=(((c*RhoMediamU)^c)/factorial(c))*((1-
RhoMediamU)*sum(((c*RhoMediamU).^nn)./factorial(nn))+(((c*RhoMediamU)^c)/factorial(c)))^(-
1); 
Wq1Mediam=[(pWMediamL/(1-Rho1MediamL))*(ERMediamL/c) (pWMediamU/(1-
Rho1MediamU))*(ERMediamU/c)]; 
Wq2Mediam=[(pWMediamL/((1-RhoMediamL)*(1-Rho1MediamL)))*(ERMediamL/c) 
(pWMediamU/((1-RhoMediamU)*(1-Rho1MediamU)))*(ERMediamU/c)]; 
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WqMediam=Wq1Mediam+Wq2Mediam; 
Ws1Mediam=[Wq1Mediam(1,1)+ERMediamL Wq1Mediam(1,2)+ERMediamU]; 
Ws2Mediam=[Wq2Mediam(1,1)+ERMediamL Wq2Mediam(1,2)+ERMediamU]; 
WsMediam=Ws1Mediam+Ws2Mediam; 
Lq1Mediam=[lambda1LUBMediam(1,1)*Wq1Mediam(1,1) 
lambda1LUBMediam(1,2)*Wq1Mediam(1,2)]; 
Lq2Mediam=[lambda2LUBMediam(1,1)*Wq2Mediam(1,1) 
lambda2LUBMediam(1,2)*Wq2Mediam(1,2)]; 
LqMediam=Lq1Mediam+Lq2Mediam; 
Ls1Mediam=[lambda1LUBMediam(1,1)*Ws1Mediam(1,1) 
lambda1LUBMediam(1,2)*Ws1Mediam(1,2)]; 
Ls2Mediam=[lambda2LUBMediam(1,1)*Ws2Mediam(1,1) 
lambda2LUBMediam(1,2)*Ws2Mediam(1,2)]; 
LsMediam=Ls1Mediam+Ls2Mediam; 
Rho1HighL=lambda1LUBHigh(1,1)/(c1*muLUBHigh(1,2)); 
Rho2HighL=lambda2LUBHigh(1,1)/(c2*muLUBHigh(1,2)); 
Rho1HighU=lambda1LUBHigh(1,2)/(c1*muLUBHigh(1,1)); 
Rho2HighU=lambda2LUBHigh(1,2)/(c2*muLUBHigh(1,1)); 
RhoHighL=Rho1HighL+Rho2HighL; 
RhoHighU=Rho1HighU+Rho2HighU; 
ERHighL=1/muLUBHigh(1,2); 
ERHighU=1/muLUBHigh(1,1); 
c=c1+c2; 
nn=0:(c-1); 
pWHighL=(((c*RhoHighL)^c)/factorial(c))*((1-
RhoHighL)*sum(((c*RhoHighL).^nn)./factorial(nn))+(((c*RhoHighL)^c)/factorial(c)))^(-1); 
pWHighU=(((c*RhoHighU)^c)/factorial(c))*((1-
RhoHighU)*sum(((c*RhoHighU).^nn)./factorial(nn))+(((c*RhoHighU)^c)/factorial(c)))^(-1); 
Wq1High=[(pWHighL/(1-Rho1HighL))*(ERHighL/c) (pWHighU/(1-Rho1HighU))*(ERHighU/c)]; 
Wq2High=[(pWHighL/((1-RhoHighL)*(1-Rho1HighL)))*(ERHighL/c) (pWHighU/((1-
RhoHighU)*(1-Rho1HighU)))*(ERHighU/c)]; 
WqHigh=Wq1High+Wq2High; 
Ws1High=[Wq1High(1,1)+ERHighL Wq1High(1,2)+ERHighU]; 
Ws2High=[Wq2High(1,1)+ERHighL Wq2High(1,2)+ERHighU]; 
WsHigh=Ws1High+Ws2High; 
Lq1High=[lambda1LUBHigh(1,1)*Wq1High(1,1) lambda1LUBHigh(1,2)*Wq1High(1,2)]; 
Lq2High=[lambda2LUBHigh(1,1)*Wq2High(1,1) lambda2LUBHigh(1,2)*Wq2High(1,2)]; 
LqHigh=Lq1High+Lq2High; 
Ls1High=[lambda1LUBHigh(1,1)*Ws1High(1,1) lambda1LUBHigh(1,2)*Ws1High(1,2)]; 
Ls2High=[lambda2LUBHigh(1,1)*Ws2High(1,1) lambda2LUBHigh(1,2)*Ws2High(1,2)]; 
LsHigh=Ls1High+Ls2High; 
 
end 
 
Result_Lower=[mean(Wq1L) mean(Wq2L) mean(Ws1L) mean(Ws2L) mean(Lq1L) mean(Lq2L) 
mean(Ls1L) mean(Ls2L);mean(Wq1Low) mean(Wq2Low) mean(Ws1Low) mean(Ws2Low) 
mean(Lq1Low) mean(Lq2Low) mean(Ls1Low) mean(Ls2Low)] 
Resultg_Mediam=[mean(Wq1M) mean(Wq2M) mean(Ws1M) mean(Ws2M) mean(Lq1M) 
mean(Lq2M) mean(Ls1M) mean(Ls2M);mean(Wq1Mediam) mean(Wq2Mediam) 
mean(Ws1Mediam) mean(Ws2Mediam) mean(Lq1Mediam) mean(Lq2Mediam) mean(Ls1Mediam) 
mean(Ls2Mediam)] 
Resultg_High=[mean(Wq1H) mean(Wq2H) mean(Ws1H) mean(Ws2H) mean(Lq1H) mean(Lq2H) 
mean(Ls1H) mean(Ls2H);mean(Wq1High) mean(Wq2High) mean(Ws1High) mean(Ws2High) 
mean(Lq1High) mean(Lq2High) mean(Ls1High) mean(Ls2High)] 
 
%%%% 
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MSE_Lower=[mean((Wq1L-mean(Wq1L)).^2) mean((Wq2L-mean(Wq2L)).^2) mean((Ws1L-
mean(Ws1L)).^2) mean((Ws2L-mean(Ws2L)).^2) mean((Lq1L-mean(Lq1L)).^2) mean((Lq2L-
mean(Lq2L)).^2) mean((Ls1L-mean(Ls1L)).^2) mean((Ls2L-mean(Ls2L)).^2);mean((Wq1Low-
mean(Wq1Low)).^2) mean((Wq2Low-mean(Wq2Low)).^2) mean((Ws1Low-mean(Ws1Low)).^2) 
mean((Ws2Low-mean(Ws2Low)).^2) mean((Lq1Low-mean(Lq1Low)).^2) mean((Lq2Low-
mean(Lq2Low)).^2) mean((Ls1Low-mean(Ls1Low)).^2) mean((Ls2Low-mean(Ls2Low)).^2)] 
MSE_Mediam=[mean((Wq1M-mean(Wq1M)).^2) mean((Wq2M-mean(Wq2M)).^2) mean((Ws1M-
mean(Ws1M)).^2) mean((Ws2M-mean(Ws2M)).^2) mean((Lq1M-mean(Lq1M)).^2) mean((Lq2M-
mean(Lq2M)).^2) mean((Ls1M-mean(Ls1M)).^2) mean((Ls2M-
mean(Ls2M)).^2);mean((Wq1Mediam-mean(Wq1Mediam)).^2) mean((Wq2Mediam-
mean(Wq2Mediam)).^2) mean((Ws1Mediam-mean(Ws1Mediam)).^2) mean((Ws2Mediam-
mean(Ws2Mediam)).^2) mean((Lq1Mediam-mean(Lq1Mediam)).^2) mean((Lq2Mediam-
mean(Lq2Mediam)).^2) mean((Ls1Mediam-mean(Ls1Mediam)).^2) mean((Ls2Mediam-
mean(Ls2Mediam)).^2)] 
MSE_High=[mean((Wq1H-mean(Wq1H)).^2) mean((Wq2H-mean(Wq2H)).^2) mean((Ws1H-
mean(Ws1H)).^2) mean((Ws2H-mean(Ws2H)).^2) mean((Lq1H-mean(Lq1H)).^2) mean((Lq2H-
mean(Lq2H)).^2) mean((Ls1H-mean(Ls1H)).^2) mean((Ls2H-mean(Ls2H)).^2);mean((Wq1High-
mean(Wq1High)).^2) mean((Wq2High-mean(Wq2High)).^2) mean((Ws1High-mean(Ws1High)).^2) 
mean((Ws2High-mean(Ws2High)).^2) mean((Lq1High-mean(Lq1High)).^2) mean((Lq2High-
mean(Lq2High)).^2) mean((Ls1High-mean(Ls1High)).^2) mean((Ls2High-mean(Ls2High)).^2)] 
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Appendix G: Codes for validation of the sub-model 2 and sub-model 3 using 
Matlab 
 
clc 
clear all 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
n=1000; 
lambda1=23; 
lambda2=20; 
mu=0.997592; 
alfa=60.06; 
beta=0.016; 
lam1L=3; 
lam1H=70; 
lam2L=2; 
lam2H=48; 
muL=0.5; 
muH=2.583333; 
%%%%%%%%%% 
c1=6; 
c2=4; 
L=1000; 
for q=1:L 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
x=poissrnd(lambda1,1,n); 
x111=(x>=lam1L&x<=lambda1); 
x11=x(x111); 
x1=x11(1:192); 
x112=(x>=lambda1&x<=lam1H); 
x12=x(x112); 
x2=x12(1:161); 
X1=[x1 x2];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  supply1 for 
lambda1 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
y=poissrnd(lambda2,1,n); 
y111=(y>=lam2L&y<=lambda2); 
y11=y(y111); 
y1=y11(1:178); 
y112=(y>=lambda2&y<=lam2H); 
y12=y(y112); 
y2=y12(1:175); 
X2=[y1 y2];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  supply2 for 
lambda2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
t1= exprnd(mu,n,1); %  
t111=(t1>=muL&t1<=mu); 
t11=t1(t111); 
ty1=t11(1:178); 
t112=(t1>=mu&t1<=muH); 
t12=t1(t112); 
ty2=t12(1:175); 
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EX=[ty1' ty2'];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  services 
time Exponential 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
u1=gamrnd(elf,beta,n,1); 
mug=(elf*beta); 
u111=(u1>=muL&u1<=mug); 
u11=u1(u111); 
uy1=u11(1:178); 
u112=(u1>=mug&u1<=muH); 
u12=u1(u112); 
uy2=u12(1:175); 
EXg=[uy1' uy2'];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  services 
time Gamma 
X1s=sort(X1); 
avgmX1s=mean(X1s); 
avgmX1s1=(X1s<avgmX1s); 
avgL_lambda1=mean(X1s(avgmX1s1))/24; 
avgmX1s2=(X1s>avgmX1s); 
avgH_lambda1=mean(X1s(avgmX1s2))/24; 
%%%%%%%%%%%%% 
X2s=sort(X2); 
avgmX2s=mean(X2s); 
avgmX2s1=(X2s<avgmX2s); 
avgL_lambda2=mean(X2s(avgmX2s1))/24; 
avgmX2s2=(X2s>avgmX2s); 
avgH_lambda2=mean(X2s(avgmX2s2))/24; 
%%%%%%%%%% 
EXs=sort(EX); 
avgmEXs=mean(EX); 
avgmEXs1=(EXs<avgmEXs); 
avgL_mu=mean(EXs(avgmEXs1)); 
avgmEXs2=(EXs>avgmEXs); 
avgH_mu=mean(EXs(avgmEXs2)); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%% 
EXsg=sort(EXg); 
avgmEXsg=mean(EXg); 
avgmEXs1g=(EXsg<avgmEXsg); 
avgL_mug=mean(EXsg(avgmEXs1g)); 
avgmEXs2g=(EXsg>avgmEXsg); 
avgH_mug=mean(EXsg(avgmEXs2g)); 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%% 
lambda1Low(q,:)=[lam1L avgL_lambda1 avgmX1s]; 
lambda1Mediam(q,:)=[avgL_lambda1 avgmX1s avgH_lambda1]; 
lambda1High(q,:)=[avgmX1s avgH_lambda1 lam1H]; 
  
lambda2Low(q,:)=[lam2L avgL_lambda2 avgmX2s]; 
lambda2Mediam(q,:)=[avgL_lambda2 avgmX2s avgH_lambda2]; 
lambda2High(q,:)=[avgmX2s avgH_lambda2 lam2H]; 
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muLow(q,:)=[muL avgL_mu avgmEXs]; 
muMediam(q,:)=[avgL_mu avgmEXs avgH_mu]; 
muHigh(q,:)=[avgmEXs avgH_mu muH]; 
  
  
mugLow(q,:)=[muL avgL_mug avgmEXsg]; 
mugMediam(q,:)=[avgL_mug avgmEXsg avgH_mug]; 
mugHigh(q,:)=[avgmEXsg avgH_mug muH]; 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% EXPONENTIAL 
FM1,FM2/ESR/10-2Pr 
Rlambda1L=(0.5*(lambda1Low(q,1)+lambda1Low(q,3))+0.25*(2*lambda1Low(q,2)-
lambda1Low(q,1)-lambda1Low(q,3)))/24; 
Rlambda2L=(0.5*(lambda2Low(q,1)+lambda2Low(q,3))+0.25*(2*lambda2Low(q,2)-
lambda2Low(q,1)-lambda2Low(q,3)))/24; 
RmuL=1/(0.5*(muLow(q,1)+muLow(q,3))+0.25*(2*muLow(q,2)-muLow(q,1)-
muLow(q,3))); 
Rho1L(q)=Rlambda1L/(c1*RmuL); 
Rho2L(q)=Rlambda2L/(c2*RmuL); 
c=c1+c2; 
RhoL(q)=Rho1L(q)+Rho2L(q); 
ERL=RmuL; 
nn=0:(c-1); 
pWL(q)=(((c*RhoL(q))^c)/factorial(c))*((1-
RhoL(q))*sum(((c*RhoL(q)).^nn)./factorial(nn))+(((c*RhoL(q))^c)/factorial(c)))^(-1); 
Wq1L(q)=(pWL(q)/(1-Rho1L(q)))*(ERL/c); 
Wq2L(q)=(pWL(q)/((1-RhoL(q))*(1-Rho1L(q))))*(ERL/c); 
WqL(q)=Wq1L(q)+Wq2L(q); 
Ws1L(q)=Wq1L(q)+ERL; 
Ws2L(q)=Wq2L(q)+ERL; 
WsL(q)=Ws1L(q)+Ws2L(q); 
Lq1L(q)=Rlambda1L*Wq1L(q); 
Lq2L(q)=Rlambda2L*Wq2L(q); 
LqL(q)=Lq1L(q)+Lq2L(q); 
Ls1L(q)=Rlambda1L*Ws1L(q); 
Ls2L(q)=Rlambda2L*Ws2L(q); 
LsL(q)=Ls1L(q)+Ls2L(q); 
  
Rlambda1M=(0.5*(lambda1Mediam(q,1)+lambda1Mediam(q,3))+0.25*(2*lambda1Mediam
(q,2)-lambda1Mediam(q,1)-lambda1Mediam(q,3)))/24; 
Rlambda2M=(0.5*(lambda2Mediam(q,1)+lambda2Mediam(q,3))+0.25*(2*lambda2Mediam
(q,2)-lambda2Mediam(q,1)-lambda2Mediam(q,3)))/24; 
RmuM=1/(0.5*(muMediam(q,1)+muMediam(q,3))+0.25*(2*muMediam(q,2)-
muMediam(q,1)-muMediam(q,3))); 
Rho1M(q)=Rlambda1M/(c1*RmuM); 
Rho2M(q)=Rlambda2M/(c2*RmuM); 
c=c1+c2; 
RhoM(q)=Rho1M(q)+Rho2M(q); 
ERM=RmuM; 
nn=0:(c-1); 
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pWM(q)=(((c*RhoM(q))^c)/factorial(c))*((1-
RhoM(q))*sum(((c*RhoM(q)).^nn)./factorial(nn))+(((c*RhoM(q))^c)/factorial(c)))^(-1); 
Wq1M(q)=(pWM(q)/(1-Rho1M(q)))*(ERM/c); 
Wq2M(q)=(pWM(q)/((1-RhoM(q))*(1-Rho1M(q))))*(ERM/c); 
WqM(q)=Wq1M(q)+Wq2M(q); 
Ws1M(q)=Wq1M(q)+ERM; 
Ws2M(q)=Wq2M(q)+ERM; 
WsM(q)=Ws1M(q)+Ws2M(q); 
Lq1M(q)=Rlambda1M*Wq1M(q); 
Lq2M(q)=Rlambda2M*Wq2M(q); 
LqM(q)=Lq1M(q)+Lq2M(q); 
Ls1M(q)=Rlambda1M*Ws1M(q); 
Ls2M(q)=Rlambda2M*Ws2M(q); 
LsM(q)=Ls1M(q)+Ls2M(q); 
  
Rlambda1H=(0.5*(lambda1High(q,1)+lambda1High(q,3))+0.25*(2*lambda1High(q,2)-
lambda1High(q,1)-lambda1High(q,3)))/24; 
Rlambda2H=(0.5*(lambda2High(q,1)+lambda2High(q,3))+0.25*(2*lambda2High(q,2)-
lambda2High(q,1)-lambda2High(q,3)))/24; 
RmuH=1/(0.5*(muHigh(q,1)+muHigh(q,3))+0.25*(2*muHigh(q,2)-muHigh(q,1)-
muHigh(q,3))); 
Rho1H(q)=Rlambda1H/(c1*RmuH); 
Rho2H(q)=Rlambda2H/(c2*RmuH); 
c=c1+c2; 
RhoH(q)=Rho1H(q)+Rho2H(q); 
ERH=RmuH; 
nn=0:(c-1); 
pWH(q)=(((c*RhoH(q))^c)/factorial(c))*((1-
RhoH(q))*sum(((c*RhoH(q)).^nn)./factorial(nn))+(((c*RhoH(q))^c)/factorial(c)))^(-1); 
Wq1H(q)=(pWH(q)/(1-Rho1H(q)))*(ERH/c); 
Wq2H(q)=(pWH(q)/((1-RhoH(q))*(1-Rho1H(q))))*(ERH/c); 
WqH(q)=Wq1H(q)+Wq2H(q); 
Ws1H(q)=Wq1H(q)+ERH; 
Ws2H(q)=Wq2H(q)+ERH; 
WsH(q)=Ws1H(q)+Ws2H(q); 
Lq1H(q)=Rlambda1H*Wq1H(q); 
Lq2H(q)=Rlambda2H*Wq2H(q); 
LqH(q)=Lq1H(q)+Lq2H(q); 
Ls1H(q)=Rlambda1H*Ws1H(q); 
Ls2H(q)=Rlambda2H*Ws2H(q); 
LsH(q)=Ls1H(q)+Ls2H(q); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Gamma FM1,FM2/GSR/10-2Pr 
 
Rlambda1gL=(0.5*(lambda1Low(q,1)+lambda1Low(q,3))+0.25*(2*lambda1Low(q,2)-
lambda1Low(q,1)-lambda1Low(q,3)))/24; 
Rlambda2gL=(0.5*(lambda2Low(q,1)+lambda2Low(q,3))+0.25*(2*lambda2Low(q,2)-
lambda2Low(q,1)-lambda2Low(q,3)))/24; 
RmugL=1/(0.5*(mugLow(q,1)+mugLow(q,3))+0.25*(2*mugLow(q,2)-mugLow(q,1)-
mugLow(q,3))); 
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EbgL=RmugL; 
Rho1gL(q)=Rlambda1gL/(c1*EbgL); 
Rho2gL(q)=Rlambda2gL/(c2*EbgL); 
c=c1+c2; 
RhogL(q)=Rho1gL(q)+Rho2gL(q); 
ERgL(q)=(elf*(elf+1)*beta^2)/(2*elf*beta); 
nn=0:(c-1); 
pWgL(q)=(((c*RhogL(q))^c)/factorial(c))*((1-
RhogL(q))*sum(((c*RhogL(q)).^nn)./factorial(nn))+(((c*RhogL(q))^c)/factorial(c)))^(-1); 
Wq1gL(q)=(pWgL(q)/(1-Rho1gL(q)))*(ERgL(q)/c); 
Wq2gL(q)=(pWgL(q)/((1-RhogL(q))*(1-Rho1gL(q))))*(ERgL(q)/c); 
WqgL(q)=Wq1gL(q)+Wq2gL(q); 
Ws1gL(q)=Wq1gL(q)+RmugL; 
Ws2gL(q)=Wq2gL(q)+RmugL; 
WsgL(q)=Ws1gL(q)+Ws2gL(q); 
Lq1gL(q)=Rlambda1gL*Wq1gL(q); 
Lq2gL(q)=Rlambda2gL*Wq2gL(q); 
LqgL(q)=Lq1gL(q)+Lq2gL(q); 
Ls1gL(q)=Rlambda1gL*Ws1gL(q); 
Ls2gL(q)=Rlambda2gL*Ws2gL(q); 
LsgL(q)=Ls1gL(q)+Ls2gL(q); 
  
Rlambda1gM=(0.5*(lambda1Mediam(q,1)+lambda1Mediam(q,3))+0.25*(2*lambda1Media
m(q,2)-lambda1Mediam(q,1)-lambda1Mediam(q,3)))/24; 
Rlambda2gM=(0.5*(lambda2Mediam(q,1)+lambda2Mediam(q,3))+0.25*(2*lambda2Media
m(q,2)-lambda2Mediam(q,1)-lambda2Mediam(q,3)))/24; 
RmugM=1/(0.5*(mugMediam(q,1)+mugMediam(q,3))+0.25*(2*mugMediam(q,2)-
mugMediam(q,1)-mugMediam(q,3))); 
EbgM=RmugM; 
Rho1gM(q)=Rlambda1gM/(c1*EbgM); 
Rho2gM(q)=Rlambda2gM/(c2*EbgM); 
c=c1+c2; 
RhogM(q)=Rho1gM(q)+Rho2gM(q); 
ERgM(q)=(elf*(elf+1)*beta^2)/(2*elf*beta); 
nn=0:(c-1); 
pWgM(q)=(((c*RhogM(q))^c)/factorial(c))*((1-
RhogM(q))*sum(((c*RhogM(q)).^nn)./factorial(nn))+(((c*RhogM(q))^c)/factorial(c)))^(-1); 
Wq1gM(q)=(pWgM(q)/(1-Rho1gM(q)))*(ERgM(q)/c); 
Wq2gM(q)=(pWgM(q)/((1-RhogM(q))*(1-Rho1gM(q))))*(ERgM(q)/c); 
WqgM(q)=Wq1gM(q)+Wq2gM(q); 
Ws1gM(q)=Wq1gM(q)+RmugM; 
Ws2gM(q)=Wq2gM(q)+RmugM; 
WsgM(q)=Ws1gM(q)+Ws2gM(q); 
Lq1gM(q)=Rlambda1gM*Wq1gM(q); 
Lq2gM(q)=Rlambda2gM*Wq2gM(q); 
LqgM(q)=Lq1gM(q)+Lq2gM(q); 
Ls1gM(q)=Rlambda1gM*Ws1gM(q); 
Ls2gM(q)=Rlambda2gM*Ws2gM(q); 
LsgM(q)=Ls1gM(q)+Ls2gM(q); 
   
Rlambda1gH=(0.5*(lambda1High(q,1)+lambda1High(q,3))+0.25*(2*lambda1High(q,2)-
lambda1High(q,1)-lambda1High(q,3)))/24; 
377 
 
 
Rlambda2gH=(0.5*(lambda2High(q,1)+lambda2High(q,3))+0.25*(2*lambda2High(q,2)-
lambda2High(q,1)-lambda2High(q,3)))/24; 
RmugH=1/(0.5*(mugHigh(q,1)+mugHigh(q,3))+0.25*(2*mugHigh(q,2)-mugHigh(q,1)-
mugHigh(q,3))); 
EbgH=RmugH; 
Rho1gH(q)=Rlambda1gH/(c1*EbgH); 
Rho2gH(q)=Rlambda2gH/(c2*EbgH); 
c=c1+c2; 
RhogH(q)=Rho1gH(q)+Rho2gH(q); 
ERgH(q)=(elf*(elf+1)*beta^2)/(2*elf*beta); 
nn=0:(c-1); 
pWgH(q)=(((c*RhogH(q))^c)/factorial(c))*((1-
RhogH(q))*sum(((c*RhogH(q)).^nn)./factorial(nn))+(((c*RhogH(q))^c)/factorial(c)))^(-1); 
Wq1gH(q)=(pWgH(q)/(1-Rho1gH(q)))*(ERgH(q)/c); 
Wq2gH(q)=(pWgH(q)/((1-RhogH(q))*(1-Rho1gH(q))))*(ERgH(q)/c); 
WqgH(q)=Wq1gH(q)+Wq2gH(q); 
Ws1gH(q)=Wq1gH(q)+RmugH; 
Ws2gH(q)=Wq2gH(q)+RmugH; 
WsgH(q)=Ws1gH(q)+Ws2gH(q); 
Lq1gH(q)=Rlambda1gH*Wq1gH(q); 
Lq2gH(q)=Rlambda2gH*Wq2gH(q); 
LqgH(q)=Lq1gH(q)+Lq2gH(q); 
Ls1gH(q)=Rlambda1gH*Ws1gH(q); 
Ls2gH(q)=Rlambda2gH*Ws2gH(q); 
LsgH(q)=Ls1gH(q)+Ls2gH(q); 
  
end 
  
Result_Lower=[mean(Rho1L) mean(Wq1L) mean(Ws1L) mean(Lq1L) 
mean(Ls1L);mean(Rho2L) mean(Wq2L) mean(Ws2L) mean(Lq2L) 
mean(Ls2L);mean(RhoL) mean(WqL) mean(WsL) mean(LqL) mean(LsL)] 
Result_Mediam=[mean(Rho1M) mean(Wq1M) mean(Ws1M) mean(Lq1M) 
mean(Ls1M);mean(Rho2M) mean(Wq2M) mean(Ws2M) mean(Lq2M) 
mean(Ls2M);mean(RhoM) mean(WqM) mean(WsM) mean(LqM) mean(LsM)] 
Result_High=[mean(Rho1H) mean(Wq1H) mean(Ws1H) mean(Lq1H) 
mean(Ls1H);mean(Rho2H) mean(Wq2H) mean(Ws2H) mean(Lq2H) 
mean(Ls2H);mean(RhoH) mean(WqH) mean(WsH) mean(LqH) mean(LsH)] 
  
Resultg_Lower=[mean(Rho1gL) mean(Wq1gL) mean(Ws1gL) mean(Lq1gL) 
mean(Ls1gL);mean(Rho2gL) mean(Wq2gL) mean(Ws2gL) mean(Lq2gL) 
mean(Ls2gL);mean(RhogL) mean(WqgL) mean(WsgL) mean(LqgL) mean(LsgL)] 
Resultg_Mediam=[mean(Rho1gM) mean(Wq1gM) mean(Ws1gM) mean(Lq1gM) 
mean(Ls1gM);mean(Rho2gM) mean(Wq2gM) mean(Ws2gM) mean(Lq2gM)  
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Appendix H:  Codes for simulation experiments of the proposed 
TrMF-UF model using Matlab 
 
%%%%%%%%%% Program Rho %%% 
clc 
clear all 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
n=1000; 
lambda1=23; 
lambda2=20; 
mu=0.99; 
lam1L=3; 
lam1H=70; 
lam2L=2; 
lam2H=48; 
muL=0.5; 
muH=2.583333333; 
%%%%%%%%%% 
k1=6; 
k2=4; 
c1=6; 
c2=4; 
L=1000; 
for q=1:L 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
x=poissrnd(lambda1,1,n); 
x111=(x>=lam1L&x<=lambda1); 
x11=x(x111); 
x1=x11(1:192); 
x112=(x>=lambda1&x<=lam1H); 
x12=x(x112); 
x2=x12(1:161); 
X1=[x1 x2];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  supply1 for 
lambda1 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
y=poissrnd(lambda2,1,n); 
y111=(y>=lam2L&y<=lambda2); 
y11=y(y111); 
y1=y11(1:178); 
y112=(y>=lambda2&y<=lam2H); 
y12=y(y112); 
y2=y12(1:178); 
X2=[y1 y2];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  supply2 for 
lambda2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
t1= exprnd(mu,n,1); %  
t111=(t1>=muL&t1<=mu); 
t11=t1(t111); 
ty1=t11(1:175); 
t112=(t1>=mu&t1<=muH); 
t12=t1(t112); 
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ty2=t12(1:178); 
EX=[ty1' ty2'];  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  services 
time exponential 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
EX1=mean(X1); 
EX2=mean(X2); 
lambda1av=[lam1L EX1 lam1H]; 
lambda2av=[lam2L EX2 lam2H]; 
muav=[muL EX muH]; 
lambdadf1=mean(lambda1av)/24; 
lambdadf2=mean(lambda2av)/24; 
muavdf=mean(muav); 
rho1=(lambdadf1/muavdf)^k1; 
rho2=(lambdadf2/muavdf)^k2; 
Rho(q)=rho1+rho2; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%% 
X1s=sort(X1); 
avgmX1s=mean(X1s); 
avgmX1s1=(X1s<avgmX1s); 
avgL_lambda1=mean(X1s(avgmX1s1))/24; 
avgmX1s2=(X1s>avgmX1s); 
avgH_lambda1=mean(X1s(avgmX1s2))/24; 
%%%%%%%%%%%%% 
X2s=sort(X2); 
avgmX2s=mean(X2s); 
avgmX2s1=(X2s<avgmX2s); 
avgL_lambda2=mean(X2s(avgmX2s1))/24; 
avgmX2s2=(X2s>avgmX2s); 
avgH_lambda2=mean(X2s(avgmX2s2))/24; 
%%%%%%%%%% 
EXs=sort(EX); 
avgmEXs=mean(EX); 
avgmEXs1=(EXs<avgmEXs); 
avgL_mu=mean(EXs(avgmEXs1)); 
avgmEXs2=(EXs>avgmEXs); 
avgH_mu=mean(EXs(avgmEXs2)); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%% 
lambda1Low=[lam1L avgL_lambda1 avgmX1s]; 
lambda1Mediam=[avgL_lambda1 avgmX1s avgH_lambda1]; 
lambda1High=[avgmX1s avgH_lambda1 lam1H]; 
lambda2Low=[lam2L avgL_lambda2 avgmX2s]; 
lambda2Mediam=[avgL_lambda2 avgmX2s avgH_lambda2]; 
lambda2High=[avgmX2s avgH_lambda2 lam2H]; 
muLow=[muL avgL_mu avgmEXs]; 
muMediam=[avgL_mu avgmEXs avgH_mu]; 
muHigh=[avgmEXs avgH_mu muH]; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Rlambd1L=(0.5)*((lambda1Low(1)+lambda1Low(3))+0.5*(2*lambda1Low(2)-
lambda1Low(1)-lambda1Low(3))); 
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Rlambd2L=(0.5)*((lambda2Low(1)+lambda2Low(3))+0.5*(2*lambda2Low(2)-
lambda2Low(1)-lambda2Low(3))); 
RmuL=(0.5)*((muLow(1)+muLow(3))+0.5*(2*muLow(2)-muLow(1)-muLow(3))); 
L_ambda1LowRH=Rlambd1L/24; 
L_ambda2LowRH=Rlambd2L/24; 
muRHL=(1/RmuL); 
Rho1Low=L_ambda1LowRH/(c1*muRHL); 
Rho2Low=L_ambda2LowRH/(c2*muRHL); 
RhoLow(q)=Rho1Low+Rho2Low; 
%%%%%%%% 
Rlambd1Mediam=(0.5)*((lambda1Mediam(1)+lambda1Mediam(3))+0.5*(2*lambda1Media
m(2)-lambda1Mediam(1)-lambda1Mediam(3))); 
Rlambd2Mediam=(0.5)*((lambda2Mediam(1)+lambda2Mediam(3))+0.5*(2*lambda2Media
m(2)-lambda2Mediam(1)-lambda2Mediam(3))); 
RmuMediam=(0.5)*((muMediam(1)+muMediam(3))+0.5*(2*muMediam(2)-
muMediam(1)-muMediam(3))); 
L_ambda1MediamRH=Rlambd1Mediam/24; 
L_ambda2MediamRH=Rlambd2Mediam/24; 
muRHMediam=(1/RmuMediam); 
Rho1Mediam=L_ambda1MediamRH/(c1*muRHMediam); 
Rho2Mediam=L_ambda2MediamRH/(c2*muRHMediam); 
RhoMediam(q)=Rho1Mediam+Rho2Mediam; 
%%%%%% 
Rlambd1High=(0.5)*((lambda1High(1)+lambda1High(3))+0.5*(2*lambda1High(2)-
lambda1High(1)-lambda1High(3))); 
Rlambd2High=(0.5)*((lambda2High(1)+lambda2High(3))+0.5*(2*lambda2High(2)-
lambda2High(1)-lambda2High(3))); 
RmuHigh=(0.5)*((muHigh(1)+muHigh(3))+0.5*(2*muHigh(2)-muHigh(1)-muHigh(3))); 
L_ambda1HighRH=Rlambd1High/24; 
L_ambda2HighRH=Rlambd2High/24; 
muRHHigh=(1/RmuHigh); 
Rho1High=L_ambda1HighRH/(c1*muRHHigh); 
Rho2High=L_ambda2HighRH/(c2*muRHHigh); 
RhoHigh(q)=Rho1High+Rho2High; 
end 
RHO=[mean(Rho) mean(RhoLow) mean(RhoMediam) mean(RhoHigh)]%%% 
