Abstract. We study the existence and the profile of sign-changing solutions to the slightly subcritical problem
Introduction and main result
The paper is concerned with the slightly subcritical elliptic problem where Ω is a smooth and bounded domain in R N , N ≥ 3, ε > 0 is a small parameter. Here 2 * denotes the critical exponent in the Sobolev embeddings, i.e. 2 * = 2N N −2 . This problem has received a lot of attention, in particular with respect to investigating the lack of compactness of the critical problem where ε = 0. Whereas most papers deal with positive solutions and their blow-up behavior as ε → 0 we deal with sign-changing solutions.
In [25] Pohozaev proved that the problem (1.1) does not admit a nontrivial solution if Ω is star-shaped and ε ≤ 0. On the other hand problem (1.1) has a positive solution if ε ≤ 0 and Ω is an annulus, see Kazdan and Warner [21] . In [3] Bahri and Coron found a positive solution to (1.1) with ε = 0 provided that the domain Ω has a nontrivial topology. The slightly supercritical case ε < 0 was studied in [14, 15, 16, 23] where the authors proved solvability of (1.1) for ε < 0 sufficiently small in a domain with one or more small holes and found positive solutions which blow up at 2 or more points of the domain as ε goes to zero, i. e. appropriately scaled solutions u ε converge, as ε → 0 + , towards a sum of delta distributions.
In the subcritical case ε > 0, the Rellich-Kondrachov compact embedding theorem ensures the existence of at least one positive solution and of infinitely many sign changing solutions. In [11, 18, 20, 26, 28] it was proved that, as ε → 0 + , the least energy positive solution blows up and concentrates at a point ξ which is a . Figure 1 . The nodal structure of the solutions with 2 peaks, 4 peaks, 6 peaks found in [7] . critical point of the Robin's function of Ω. Successively, in [4, 27] it was studied the existence of positive solutions of (1.1) with k ≥ 2 blow-up points. In particular, in [17] it was proved that in a convex domain problem (1.1) does not admit any positive solution blowing up at k ≥ 2 points.
Concerning sign-changing solutions we mention the papers [5, 8, 9] where the authors provide existence and multiplicity of sign-changing solutions for more general problems than (1.1). However, these papers are not concerned with the nodal structure of the solutions. The question whether the nodal surface
of a solution u of (1.1) intersects the boundary ∂Ω has been investigated in [1] . The number and shape of nodal domains is also important when one investigates competing species or phase separation problems in systems like
It has been proved in [13] , under appropriate conditions on G modeling the competition, that as β → −∞ positive solutions (v β , w β ) of (1.2) converge towards (v, w), such that v · w = 0 and u = v − w solves (1.1). Thus the nodal domains of u correspond to the domains where the competing species v, w live.
In [7] a solution with exactly one positive and one negative blow-up point is constructed for problem (1.1) if ε > 0 is sufficiently small. The location of the two blow-up points is also characterized and depends on the geometry of the domain. Moreover, the authors proved that when Ω is a ball, for any integer k there exists a solution with k positive peaks and k negative peaks which are located at the vertices of a regular polygon. In particular, the nodal regions of these solutions always intersect the boundary (see Fig. 1 ).
All the previous results deal with solutions with many simple blow up points. The presence of sign-changing solutions with a multiple blow-up point is observed in [22] and [24] for problem (1.1). In these papers the authors obtain solutions which have the shape of towers of alternating-sign bubbles, i. e. they are constructed as superpositions of positive bubbles and negative bubbles blowing-up at the same point with a different concentration rate. As a consequence, the nodal regions of these solutions shrink to the blow up point as ε goes to zero. We also mention the paper [10] , where the authors study the blow-up of the low energy sign-changing solutions of problem (1.1) and they classify these solutions according to the concentration speeds of the positive and negative part. In particular, they obtain some . Figure 2 . The nodal structure of the solution with 4 peaks from [6] .
qualitative results, such as symmetry or location of the concentration points when the domain is a ball.
Recently, the authors investigated the existence of solutions in a convex and symmetric domain blowing up positively at k points and negatively at l different points which are aligned with alternating sign along the symmetry axis as ε → 0 + . The case k = l = 1 has been settled in [7] , the case k = l = 2 in [6] ; (see Fig. 2 ). Other cases, where k = l ≥ 3 or k = l − 1, remained open. In fact, this type of solutions seems to be very hard to find.
In the present paper we are able to prove the existence of a sign changing solution which blows up positively at one point and negatively at two points when Ω = B is the open unit ball in R N . In order to formulate the result we introduce the functions
where δ > 0 and ξ ∈ R N . These are actually all positive solutions of the limiting equation
and constitute the extremals for the Sobolev's critical embedding (see [2, 12, 29] 
denote the orthogonal projection with respect to the scalar product (u, v) = ∇u, ∇v L 2 . Theorem 1.1. There exist ε 0 > 0 and for 0 < ε < ε 0 solutions ±u 1,ε , ±u 2,ε ∈ H 1 0 (B) of
with the following properties. a) The solutions are nonradial and even with respect to x 1 , . . . , x N , and their limiting behavior as ε → 0 is of the form
where γ i,ε , δ i,ε > 0 and ξ i,ε ∈ B \ {0}.
b) γ i,ε /ε and δ i,ε /ε are bounded away from 0 and ∞, hence the solution u i,ε has one positive blow-up point at 0 and two negative blow-up points at ±ξ i,ε .
c) The blow-up points ξ i,ε are bounded away from 0 and ∂B, and they satisfy 0 < |ξ 1,ε | < |ξ 2,ε | < 1.
d) The exterior normal derivative of u 1,ε changes sign on ∂B, whereas the exterior normal derivative of u 2,ε is strictly positive on ∂B.
. c) The proof shows that the solutions (ε, u 1,ε ), (ε, u 2,ε ) lie on connected sets
, respectively. We expect that u 1,ε , u 2,ε are the only solutions of (1.4) having the form as described in Theorem 1.1, and consequently, that the maps The proof of Theorem 1.1 relies on a well known Ljapunov-Schmidt procedure. This will be recalled in Section 2 where we reduce the problem to a finitedimensional one. In Section 3 we prove the existence of two critical points (one local minimum point and one local saddle point) of the reduced energy. These two critical points generate the two solutions of problem (1.4). Finally, in Section 4 we show that the normal derivative of the solution generated by the minimum point changes sign on the boundary, while the normal derivative of the solution generated by the saddle point does not change sign on the boundary of the ball.
It seems very hard to generalize this result to more general domains, except for small perturbations of the ball. Even the case of an an ellipsoid seems to be very difficult. In fact, in the case of the ball the Green's function of the Laplace operator is known and it allows to find the two local critical points of the reduced energy essentially by direct computations. In general, the Green's function is not explicitely known and so it becomes very difficult to find critical points of local type, i. e. local minima or local saddle points. A global min-max scheme to obtain these solutions does not seem to be possible according to Remark 1.2 d).
Setting of the problem
The proof of Theorem 1.1 is based on a finite dimensional reduction procedure. We sketch the procedure here and refer to [7] for details. To begin with we introduce scaled versions of the functions from (1.3):
We look for symmetric solutions of (1.4) of the form (2.1) , 1), and φ = O(ε). Moreover, φ belongs to a suitable space defined below. It is useful to recall that
where γ N > 0 is a constant and the function H is the regular part of the the Green's function G of the Laplace operator in the ball, i. e.
By the principle of symmetric criticality critical points of the energy functional
constrained to the subspace
, are solutions to problem (1.4). In order to define the space for φ we set
and K ε λ,µ,ρ ⊥ := φ ∈ H e : (φ, ψ) = 0 for any ψ ∈ K ε λ,µ,ρ ⊂ H e . Here (u, v) = ∇u, ∇v L 2 will be used as inner product on the Hilbert space H e . We write u = ∇u L 2 for the associated norm on H e .
We first solve an intermediate problem for φ (see [7] ). Define 
Lemma 2.1. For η > 0 small there exists ε 1 > 0 and a constant C > 0 such that for each ε ∈ (0, ε 1 ) and each (λ, µ, ρ) ∈ D η there exists a unique φ = φ
Now we introduce the reduced energy functional 
Here the c iN 's are positive constants which depend only on N . Moreover
with c N a positive constant depending only on N , and a := H(0, 0) = 1,
Proof. The proof proceeds as in [15, 16] ; see also [7 Our main result will follow from the following proposition applied to ∇ J ε .
Proposition 2.5. Let U ⊂ R m be open and bounded, and consider a one parameter family of maps h
a) If the Brouwer degree deg(f, U, 0) = 0 is well defined and nontrivial then there exists ε 0 > 0 and a connected subset C ⊂ (0, ε 0 ) × U with the following properties:
(i) C covers the interval (0, ε 0 ), i. e. for every 0 < ε < ε 0 there exists x ε ∈ U with (ε, x ε ) ∈ C. (ii) If (ε, x) ∈ C then h ε (x) = 0. (iii) Given a sequence (ε n , x n ) ∈ C with ε n → 0, x n → x 0 , then f (x 0 ) = 0. b) If k = 1 and if x 0 ∈ U is a nondegenerate zero of f then there exists ε 0 > 0 and a
Proof. a) The maps ε −1 h ε = f + ε −1 g ε converge uniformly towards f as ε → 0, hence deg(ε −1 h ε , U, 0) = deg(f, U, 0) = 0 is well defined and nontrivial for ε > 0 small. The existence and the properties of C follow by standard arguments. b) Existence and uniqueness of x ε follow from the contraction mapping principle applied to
is well defined and a contraction. Differentiability is a consequence of the implicit function theorem.
Finally, the propositions 2.3, 2.5, and [7, Lemma 4.5] imply the following existence theorem. Observe that F is analytic, hence a critical point (λ, µ, ρ) of F is automatically isolated, and its degree, deg(F, (λ, µ, ρ)) := deg(∇F, U δ (λ, µ, ρ), 0) ∈ Z for δ > 0 small, is well defined. Theorem 2.6. Let (λ,μ,ρ) be a critical point of F with nontrivial degree. a) There existε > 0 and a connected subset C ⊂ (0,ε) × D with the following properties:
is a nondegenerate critical point of F then the set C from a) is the graph of a C 1 -map (0,ε) → D. Correspondingly, the set C is the graph of a
The existence of two solutions
In this section we will prove Theorem 1.1 a), b), c).
Lemma 3.1. The function F from (2.3) has two isolated critical points (λ 1 , µ 1 , ρ 1 ) and (λ 2 , µ 2 , ρ 2 ). The first one is a local saddle point with Morse index 1, hence it has degree deg(F, (λ 1 , µ 1 , ρ 1 )) = −1. The second is a strict local minimum, hence
Postponing the proof of this lemma we first deduce the Proof of Theorem 1.1 a), b), c). Let u i,ε be the solution of (1.4) corresponding to the critical point (λ i , µ i , ρ i ) of F from Lemma 3.1. Then the blow-up property of Theorem 1.1 a) is satisfied by construction (see Theorem 2.6) with
as ε → 0. Properties b) and c) of Theorem 1.1 follow immediately. 2 Theorem 1.1 d) will be proved in the next section.
Remark 3.2. We conjecture that F has precisely two critical points. Then we obtain continuous curves
of sign changing solutions u i,ε to problem (1.4) as stated in Remark 1.2. If N < 6 we checked numerically that the two critical points from Lemma 3.1 are nondegenerate, hence Theorem 2.6 implies that the two curves are of class C 1 .
Proof of Lemma 3.1. First of all, it is useful to point out that, since α > 0,
2 ) such that α(ρ 0 ) = 0 and α(ρ) > 0 for any ρ ∈ (ρ 0 , 1).
We have
Then for any ρ ∈ (ρ 0 , 1) there exist unique λ(ρ) and µ(ρ) such that
More precisely,
We remark that the Hesse matrix D 2 λ,µ F (λ(ρ), µ(ρ), ρ) is positively definite and in particular non-degenerate. In fact, since ∇ λ,µ F (λ(ρ), µ(ρ), ρ) = 0, an easy computation shows that
Then trD
Now, let us consider the reduced function
Since f : (ρ 0 , 1) → R is analytic, critical points are either strict local maxima or minima. If ρ 1 is a local maximum of f then (λ(ρ 1 ), µ(ρ 1 ), ρ 1 ) is a critical point of F with Morse index 1 and degree −1. If ρ 2 is a local minimum of f then (λ(ρ 2 ), µ(ρ 2 ), ρ 2 ) is a local minimum of F with degree +1. Observe that (3.4) lim
In fact, since α(ρ 0 ) = 0 we get as ρ → ρ
, which imply
We claim that
Then it follows that f has a local maximum point ρ 1 < An easy computation shows that
Thus setting
we need to show that χ( 1 2 ) < 0. For N = 3 this can be checked explicitely. Next observe that
Then, by (3.7), using the inequality
for N ≥ 4 we get (3.9)
We compute 1 N − 2 α 1 2 = 4 3
Therefore, by (3.9) , for N ≥ 4 we obtain We observe that For the profile of the second solution we also need the estimate
It is sufficient to prove the inequality χ(ρ) < 0, which can be checked for N = 3, 4, 5 by a direct computation. For the case N ≥ 6 we first observe that (3.11)
and (3.12) 1 +ρ
In order to use (3.11) we need to check that
In fact, (3.12) implies
and so (3.13) follows becauseρ < Therefore, by the definition of Λ in (3.2), using (3.11) and (3.13) we deduce
Now, (3.12) and (3.14) combined with the definition of χ in (3.6) imply for N ≥ 6:
The last inequality follows for N = 6 by an explicit computation. For N ≥ 7 observe that the term 5ρ 2 − 2 + 7ρ 2 n−1 decreases as N increases, and 5ρ
This finishes the proof of χ(ρ) < 0 for N ≥ 6, hence (3.10) holds. As a consequence we obtain ρ 2 >ρ.
The profile of the solutions
In this section we prove Theorem 1.1 d). Let u 1ε and u 2ε be the solutions generated by the critical points (λ(ρ 1 ), µ(ρ 1 ), ρ 1 ) and (λ(ρ 2 ), µ(ρ 2 ), ρ 2 ) of F , respectively, as stated in Theorem 2.6. Here λ(ρ) and µ(ρ) are from (3.1), and ρ 1 , ρ 2 are the two critical points of the reduced function f from (3.3). Recall that 0 < ρ 0 < ρ 1 < 1 2 andρ = √ 5−1 2 < ρ 2 < 1. As a consequence of (2.4) we deduce that in a neighborhood U of ∂B not containing the blow-up points there holds
as ε goes to zero. Here Λ has been defined in (3.1) and (3.2). It follows that the exterior normal derivative satisfies
we immediately obtain: For the proof of these inequalities we first observe that As a consequence we obtain M (ρ i ) > 0 because χ(ρ i ) = 0. Now it remains to show that m(ρ 2 ) < 0. Since m is decreasing in ρ and ρ 2 >ρ it suffices to prove m(ρ) < 0. Using (3.12) and (3.14) we obtain m(ρ) < − The last expression is negative for N = 6, hence for all N ≥ 6. For N = 3, 4, 5 we show m(ρ) < 0 by an explicit computation. 2
