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Recently, there has been a surge in research activities that utilize the power of recent developments in nonlinear 
optimization to tackle a wide scope of work in the analysis and design of communication systems, touching every 
layer of the layered network architecture, and resulting in both intellectual and practical impacts significantly 
beyond the earlier frameworks. These research activities are driven by both new demands in the areas of 
communications and networking, and new tools emerging from optimization theory. Such tools include new 
developments of powerful theories and highly efficient computational algorithms for nonlinear convex 
optimization, as well as global solution methods and relaxation techniques for nonconvex optimization. 
Optimization theory can be used to analyze, interpret, or design a communication system, for both forward-
engineering and reverse-engineering. Over the last few years, it has been successfully applied to a wide range of 
communication systems, from the high speed Internet core to wireless networks, from coding and equalization to 
broadband access, and from information theory to network topology models. Some of the theoretical advances 
have also been put into practice and started making visible impacts, including new versions of TCP congestion 
control, power control and scheduling algorithms in wireless networks, and spectrum management in DSL 
broadband access networks. 
Under the theme of optimization and control of communication networks, this Hot Topic Session consists of five 
invited talks covering a wide range of issues, including protocols, pricing, resource allocation, cross layer design, 
traffic engineering in the Internet, optical transport networks, and wireless networks. 
Abstracts (in presentation order): 
 
Optimization Model of Internet Protocols  
Steven Low (CS and EE, Caltech) 
Joint work with J. Doyle, L. Li, A. Tang, and J. Wang (Caltech) 
 Layered architecture is one of the most fundamental and influential structures of network design. Can we integrate 
the various protocol layers into a single coherent theory by regarding them as carrying out an asynchronous 
distributed primal-dual computation over the network to implicitly solve a global optimization problem?  Different 
layers iterate on different subsets of the decision variables using local information to achieve individual 
optimalities, but taken together, these local algorithms attempt to achieve a global objective. Such a theory will 
expose the interconnection between protocol layers and can be used to study rigorously the performance tradeoff in 
protocol layering as different ways to distribute a centralized computation.   In this talk, we describe some 
preliminary work towards this goal and discuss some of the difficulties of this approach. 
 
Network Utility Maximization with Nonconcave, Coupled, and Reliability-based Utilities  
Mung Chiang (EE, Princeton University) 
Joint work with J. W. Lee, R. Calderbank, D. Palomar (Princeton) and M. Fazel (Caltech) 
Network Utility Maximization (NUM) has significantly extended the classical network flow problem and provided 
an emerging framework to design resource allocation algorithms such as TCP congestion control and to understand 
layering as optimization decomposition. We present a summary of very recent results in the theory and 
applications of NUM. We show new distributed algorithms that converge to the globally optimal rate allocation for 
NUM problems with nonconcave utility functions representing inelastic flows, with coupled utility functions 
representing interference effects or hybrid social-selfish utilities, and with rate-reliability tradeoff through adaptive 
channel coding in the physical layer. We conclude by discussing how do different decompositions of a generalized 
NUM problem correspond to different layering architectures.  
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