We obtain sufficient conditions for the convergence of martingale triangular arrays to infinitely divisible laws with finite variances, without making the usual assumptions of uniform asymptotic negligibility. Our results generalise known results for both the martingale case under a negligibility assumption and the classical (independence) case without such assumptions.
Introduction
The theory of convergence in law of sums of independent random variables has recently been enlarged to include the situation when the summands do not satisfy asymptotic negligibility conditions. In [4] Ovoretzky raised the problem of how these results carry over to the situation when the summands are no longer independent. In [/] this problem was solved for the case when the summands form a martingale difference sequence and the limit law is gaussian, and we now consider the same problem when the limit law is infinitely divisible with finite variance.
Our result generalises the martingale results of Brown and Eagleson [3] and Dvoretzky [4] (Theorem 2 ) , as well as the sufficiency part of a result of Machis [6] for the independence case without negligibility assumptions. Let K(x) be a bounded nondecreasing function, which we take as fixed for 2 the remainder of the paper, and let a = X(°°) . Denote by G(x) the distribution function of the infinitely divisible distribution with 2 variance a whose characteristic function <fr(t) is given by
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For each n we shall denote by {G,,k=l, 2, ...,n} a decomposition of G into n components, each infinitely divisible with 2 f i n i t e variance 0 , , and we shall denote the spectral function of G , by K , . (See [5] for further definitions, and the proof of the existence of such a decomposition for any n .) For such a decomposition, put A Ax) = P[X < x I I , J -C 7 (ar) . 
there exists a finite constant C for which show that the left hand side of (7) is not greater than
Each term of (8) can be written as Consider now each of these terms separately: 
h i c h , u n d e r t h e c o n d i t i o n s of t h e t h e o r e m , t e n d s t o z e r o a s n -»• °° . T h i s e s t a b l i s h e s ( 7 ) .
Thus .
We now define functions K and <( > by (b) It is of interest to obtain sharper forms of (2) when the limit distribution has a simple form. For example, if the limit law is that of a zero mean, unit variance, gaussian random variable, then (2) 
