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RAMdisk Improvements
Trinity can be tough on file systems - especially when the file system 
is over a network LAN or sshfs. In such cases, it can be helpful to 
minimize the amount of read/write done over the network. Carefully 
choosing the working directory can be important for tool performance. 
This can be done by utilizing local disk or in our case, running on 
RAMdisk.
RAMdisk is a virtual file system that exists entirely in memory. 
Our cluster allots half of the memory to file I/O. Trinity allows for 
alternative locations for job running in its configuration, but it would 
be extremely helpful to have as a Galaxy configuration on the job 
runner level.
Streamlining Development
Our approach to keeping Galaxy updated 
and happy is to keep the Development Galaxy 
and the Production Galaxy as separate as 
possible while still maintaining equivalence. 
Config and python environment are pulled 
out of Galaxy git control and put into our 
own git repo, which we can then push and 
pull between from dev to prod.
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Mounted file systems
NCGAS utilized IU’s wide-area network Lustre file system 
- the Data Capacitor (WAN) - to share files between IU and 
Pittsburgh Supercomputing Center (PSC). It used UID mapping 
and permissions sets to translate the ownership of files for users 
across systems without requiring the same username and uid to 
exist on both. This effort was retired along with Blacklight.
New effort is being put forth for sharing jobs as well as files to 
allow large assembly jobs to run on partner PSC’s new large-
memory machine, Bridges. We are still in the beginning phase of 
testing these connections, but it will resolve several challenges:
1. File movement between the mount points will be much faster, 
easier and automated. The job doesn’t have to wait on the entire 
file to transfer before starting.
2. Many of our users would like to be able to assemble more data, 
but don’t want to have to move data, create new accounts, and 
learn new systems.
Job Checkpoints
Many software tools benefit from checkpointing, or starting 
from the last point they left off. This is especially important for 
resource-hungry, long-running jobs with multiple steps. It can be 
extremely helpful too when partitioning a job into multiple pieces 
for running in different hardware settings.
We do this for Trinity by 
allowing the user to create 
a tag for their job. This tag, 
along with their username, 
is used as a directory name 
in a new working directory. 
Input files and the working 
directory are changed 
inside the wrapper script, 
and final files are placed 
in the location Galaxy 
expects them to be in at the 
conclusion of the job.
The next step is to make this automatic by generating an id for the 
job, creating a new working directory using that id, and storing 
it as a hidden parameter for the job. It will be recovered when 
the job is rerun through the galaxy interface, without the user 
needing to know to tag the job beforehand.
Job Retry
Jobs can fail for reasons which can’t be reproduced - events such as 
network latency and file system evictions can lead to job failures that 
could be prevented if it were tried again. This is especially helpful for 
checkpointing programs that can detect where the job left off. Since 
a retry takes place within the same job, no further need for copying 
files to new locations is needed. We give Trinity 2 tries before calling 
quits.
To implement this, a wrapper script around the current Trinity tool 
parses the arguments and forks a subprocess to run Trinity. The script 
examines the exit code of the Trinity job, as well as the output of the 
log file, to determine whether the job was a success. If not, the retry 
count decrements until it is below a threshold and the job is allowed 
to fail.
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Dynamic Job Runner & Job Limits
Trinity CTAT Galaxy takes advantage of many of the built-in features 
available for fine-tuning the deployment of jobs on our systems. One 
very useful feature is dynamic job running; we use this primarily to 
allocate resources appropriate to the size of the file inputs for the job. 
We can then tie the job runner destinations to tags that help us use 
job limits to avoid overwhelming the system with huge jobs. Using the 
tool destinations yaml file will be the next step for us.
Results
It is early to tell if the improvements made to the Trinity tool have 
been effective in alleviating all job issues. There are still cases where, 
even after rerunning with a checkpoint, 
a tool can fail repeatedly on a particular 
input. We may be seeing a downward 
trend in error rate, but there is more work 
needed for a perfectly robust system.
