Abstract-We improve the non-asymptotic key rate shown by Scarani and Renner by proposing several methods to construct tighter conservative confidence interval of the phase error rate than the one shown by them. In addition, we show that the accurate channel estimation method non-asymptotically increases the key rate over the amplitude damping channel as well as the asymptotic case in the BB84 protocol.
I. INTRODUCTION
Quantum key distribution (QKD) has attracted great attention as a feasible application of quantum information science with the current device technology [9] . The goal of a QKD protocol is to share a random bit sequence not known by the eavesdropper Eve, between the legitimate sender Alice and the receiver Bob. The fundamental feature of QKD protocols is that the amount of information gained by Eve can be guessed from the channel estimate between Alice and Bob. Such a task cannot be conducted in classical key distribution schemes. If the estimated amount is lower than a threshold, then Alice and Bob determine the length of a secret key from the estimated amount of Eve's information, and can share the secret key by performing the information reconciliation (error correction) and the privacy amplification. Since the key rate, which is the length of securely sharable key per channel use, is one of the most important criteria for the efficiency of QKD protocols, the estimation of the channel is of primary importance.
Conventionally in the Bennett-Brassard 1984 (BB84) protocol [2] , we only use the statistics of matched measurement outcomes which are transmitted and received by the same basis, to estimate the quantum channel; mismatched measurement outcomes, which are transmitted and received by different basis, are discarded in the conventionally used channel estimation methods. By contrast, Watanabe et al. [21] showed that by using the statistics of mismatched measurement outcomes in addition to that of matched measurement outcomes, we can estimate a quantum channel more accurately, thereby a higher key rate can be achieved than the conventional one. However their analysis was only asymptotic, i.e., they assumed that the number of sample bits for channel estimation is infinite. Hence, for practical use, it was necessary to perform nonasymptotic analysis.
For non-asymptotic analysis of the QKD protocol, Scarani et al. formulated a lower bound on secure key rate [19] . Other researches of non-asymptotic analysis was surveyed by Cai et al. [4] . Since the formula by Scarani et al. has enough generality, in theory it enables us to calculate not only non-asymptotic key rate based on the conventional channel estimation but also the one based on the accurate channel estimation for the BB84 protocol.
On the other hand, in Cai et al. [4, p.4] , it was suggested that a lower bound on secure key rate shown by Scarani et al. might be able to be improved. In the channel estimation step shown by Scarani et al., the channel parameter is guessed by interval estimation. However, the method of constructing confidence region is not unique. Even when we use the confidence region which is different from the one shown by Scarani et al., if it satisfies the condition of conservativeness, the security of the final key is guaranteed. Specifically, even if one-sided interval estimation is used, the security is still kept.
In this paper, we show two things; First, we show several methods of reconstructing the confidence region, and the fact that they increase the non-asymptotic secure key rate in the BB84 protocol. Second, we show the utility of accurate channel method on the BB84 protocol using finite sample bits. To do this, we compare the non-asymptotic key rate based on the accurate channel estimate to the conventional one by numerical computation over the amplitude damping channel and the depolarizing channel.
The rest of this paper is organized as follows: We first explain the accurate channel estimation shown by Watanabe et al. and non-asymptotic key rate analysis shown by Scarani et al. in Sec. II. Second, we show several methods to improve the key rate and the results of the improvements in Sec. III. Last, we state the conclusion in Sec. IV. Omitted details due to the page limitation can be found in [18] .
II. PRELIMINARIES

A. Accurate channel estimation
We explain the conventional channel estimation [2] and the accurate channel estimation shown by Watanabe et al. [21] on the BB84 protocol here.
Alice first randomly sends bit 0 or 1 to Bob by modulating it into a transmission basis that is randomly chosen from the zbasis {|0 z , |1 z }, the x-basis {|0 x , |1 x }, where |0 a , |1 a are eigenstates of the Pauli matrix σ a for a ∈ {z, x}, respectively. Then Bob randomly chooses one of measurement observables σ z , σ x , and converts a measurement result +1 or −1 into a bit 0 or 1 respectively. After N transmissions, Alice and Bob publicly announce their transmission bases and measurement observables. They also announce m(< N) bits of their bit sequence for estimating channel E B from Alice to Bob. Conventionally, Alice and Bob discard mismatched measurement outcomes, which are transmitted and received by different bases [2] . In contrast, Watanabe et al. [21] show that by using the statistics of mismatched measurement outcomes in addition to that of matched measurement outcomes, we can estimate a quantum channel more accurately, thereby the key rate is at least higher than the conventional one. In particular, the key rate is greatly improved over the conventional one on any channel, and only if the quantum channel is the Pauli channel, those two key rates are equal [20] .
B. non-asymptotic key rate analysis
In this section, we rephrase non-asymptotic key rate analysis shown by Scarani et al. [19] on the BB84 protocol in terms of interval estimation. Interval estimation of a quantum channel is also discussed in [11] .
1) Interval estimation:
Here we briefly review some basic concepts of the interval estimation. See textbooks of statistics for more details (e.g. [5] ).
The goal of the interval estimation is to estimate the unknown statistical parameter θ by observed samples. First, we define the confidence region. Let a sample sequence
, and Θ be the parameter space. For any α between 0 and 1, if a set C(X) ⊂ Θ satisfies
then C(X) is called a confidence region. Specially, if θ is realvalued, then C(X) is an interval of real numbers, sometimes called the confidence interval. In addition, the real-number 1 − α is called the confidence level or confidence coefficient. If the inequality in Eq. (1) is always satisfied, i.e.
Second, we describe the one-sided interval estimation. Suppose that θ is a real number. One-sided interval estimation is defined as constructing the upper bound on θ satisfying
The interval (−∞, C(X)] is called a one-sided confidence interval with confidence level 1−α. Of course, if the inequality in Eq. (2) is always satisfied, the interval (−∞, C(X)] is conservative.
2) Channel estimation using finite sample bits: One of the practical issues of QKD protocol is that sample bits used for channel estimation is limited to a finite number. Scarani et al. showed a method for interval estimation of the quantum channel [19] . Hereafter, the basis {|0 , |1 } is the z-basis unless otherwise stated.
The channel E B , which denotes a qubit channel from Alice to Bob, can be also described by the Choi operator [7] 
[4], where λ m are obtained by measurements of m samples of ρ AB according to a POVM measurement with d outcomes, and λ ∞ (ρ AB ) denotes the perfect statistics in the limit of infinitely many measurements, and || · || 1 is the variational distance defined by
where P 1 , P 2 are probability mass functions on X . Then Γ ξ can be interpreted as the conservative confidence region with confidence level 1 − P E for the qubit channel ρ AB . Indeed, for any ρ AB , we can see 
where τ K is the completely mixed state on a key space S K , and || · || is the trace distance. The parameter can be interpreted as the maximum failure probability in which an adversary might have gained some information on K.
Next, we describe the lower bound on the -secure key rate of the BB84 protocol using finite samples shown by Scarani et al. [19] . If the maximum length l of the final key is
then the final key is -secure, where S ρAB (X|E) is the conditional von Neumann entropy for the state ρ AB , and Γ ξ is the confidence region for ρ AB with the confidence level 1 − P E , and ≥ P E . See [19] for more detail of Eq. (4) . Note that the base of a logarithm and a (conditional) entropy are 2 throughout this paper. This formula enable us to calculate the non-asymptotic key rate based on the accurate channel estimate and the conventional one for the BB84 protocol respectively.
III. IMPROVEMENT OF KEY RATE
In this section, we present several methods of improving the lower bound on the secure key rate by replacing the confidence region as shown in Eq. (3). In general, the smaller the confidence region Γ ξ is, the bigger Eve's worst-case ambiguity min Γ ξ S ρAB (X|E) can grow. Even when we use the confidence region which is different from Γ ξ , if it is conservative, the security of the final key is guaranteed. Hence, the lower bound in Eq. (4) can be improved by reconstructing the confidence region with confidence level 1 − P E tighter than Γ ξ since the influence from the different channel estimation method appears only in Eve's worst-case ambiguity. In addition, we clarify the utility of the accurate channel estimation method in the BB84 protocol using finite sample bits by numerically computing Eve's worst-case ambiguity over the amplitude damping channel and the depolarizing channel.
We first present several methods for composing such confidence region in Sec. III-A. Then we show how to compute Eve's worst-case ambiguity with the accurate channel estimation in Sec. III-B. Last we compare Eve's worstcase ambiguities by the proposed methods and the accurate channel estimation in Sec. III-C. Hereafter, we distinguish the conventional channel estimation (see Sec. II-A) and the conventional confidence region shown by Scarani et al. [4] to avoid confusion. We call the former the conventional channel estimation, and the latter the conventional confidence region or merely Γ ξ .
A. Reconstruction of confidence region 1) Relative entropy:
Here, we reconstruct the confidence interval with confidence level 1 − P E using the relative entropy. Let
where D(·) is the relative entropy [8] . Then the set Γ ξ is the conservative confidence region for ρ AB with confidence level 1 − P E , and Γ ξ ⊂ Γ ξ . Those can be easily proved by Theorems 11.2.1 and 11.6.1 of [8] . Hence, by replacing Γ ξ of Eq. (4) with Γ ξ , we can surely gain a higher key rate than the conventional one.
2) Binomial one-sided confidence bounds:
Here we describe a general method for converting an upper bound on the tail probability of the binomial distribution B(m, p) into the conservative one-sided confidence interval for p with confidence level 1 − P E , where m is the number of Bernoulli trials and p is the probability of success on each trial. In the conventional channel estimation, Eve's worst-case ambiguity can be calculated by the estimated phase error rate [17] . We can use the one-sided interval estimation [5] to guess the phase error rate. The one-sided interval estimation for phase error rate is essentially equivalent to that for p of binomial distribution B(m, p), which can be performed by converting an upper bound on the tail probability of B(m, p). Thus we describe such a method. In addition, we enumerate concretely some upper bounds for B(m, p), and show that one-sided confidence intervals gained by those bounds can increase Eve's worst-case ambiguity compared with Eqs. (3) and (5).
Hereafter, X be a random variable according to P X = B(m, p), andX = X/m. i) Preliminary : First of all, we describe the general converting method. Our goal is constructing the one-sided confidence interval, i.e. calculating the upper bound C(X) similar to Eq. (2) . Assuming that δ is an arbitrary real number between 0 and p, and u(m, p, δ) is a realvalued function. Then an upper bound for the tail probability of the binomial distribution can be generically described as
Thus, by a straightforward calculation, we can show
In Eq(6), by setting δ as u(m, p, δ) = P E for all p and given m, we can regard Eq. (6) as the conservative onesided confidence interval with confidence level 1 − P E , thereby C(X) =X + δ in Eq. (2). Moreover, we can calculate C(X) from the function u, the sample size m, and the occurrence ofX as follows. From the fact that u(m, p, δ) = P E for any p, we have
By regarding the left-hand side of Eq. (7) as a function of
Therefore, we can calculate C(X). Note that the inverse function of u m,X exists since it is generally monotonically decreasing function on [X, 1]. Furthermore, the tighter the function u m,X is, the smaller the value of C(X). Therefore, we can construct a smaller confidence interval by using the tighter function u m,X . ii) Chernoff bound [6] : For any 0 ≤ δ ≤ p, Chernoff bound is described by
By considering u(m, p, δ) = 2 −mD(p−δ||p) , we can gain
Thus we can calculate C(X) in the same manner as Eq. (9). On the other hand, from Eqs. (8) and (11), we have
Hence, we can show that the confidence interval [0, C(X)] by Chernoff bound is tighter than Γ ξ by comparing Eq. (12) with Eq. (5). iii) Factorial moment bound [15] : For any 0 < δ ≤ p, the factorial moment bound is described by
where t = m(1 − p + δ) and μ = m(1 − p), and n * = (t − μ)/p . Therefore, by considering
we can compute C(X) as well as Chernoff bound.
Since the upper bound in Eq. (13) is tighter than the one in Eq. (10) [13] , the value of u −1 m,X ( P E ) , which is calculated from the fractional moment bound is smaller than the one from Chernoff bound, thereby the confidence interval by the fractional moment bound is also tighter. iv) Klar bound [10] : Let
Then for any 0 ≤ δ ≤ p, Klar bound is described by
where n = m(1 − p + δ). Thus, we can calculate C(X) by setting
In Eq. (14), if m is very large, it is difficult to compute the binomial coefficient m n . To calculate this value, see Lemma.7 of [12, p.309].
B. Computing with the accurate channel estimation
The computation method of Eve's worst-case ambiguity min ρAB ∈Γ ξ S ρAB (X|E) with accurate channel estimation using finite sample bits was not clarified. Therefore, we show how to compute it.
An analytical computation of Eve's worst-case ambiguity may be impossible. Therefore, to obtain this value, it is necessary to solve the following minimization problem:
Note that when ρ AB is the real matrix, the optimum value of Eq. (15) is achieved from Proposition 1 of [21] , and not Γ ξ but Γ ξ is adopted as confidence region in Eq. (15) since we can calculate S ρAB (X|E) with Γ ξ , and the minimum value of S ρAB (X|E) within Γ ξ is surely higher than that within Γ ξ . Fortunately, this problem is a convex optimization since the objective function S ρAB (X|E) is a convex with respect to ρ AB [21] and Γ ξ is a convex set. Note that the convexity of Γ ξ can be easily proved by facts that a sublevel set of a convex function is convex [3] and the relative entropy is convex [8] . Hence, we can compute the global optimum value of Eq. (15).
C. Comparison of Eve's worst-case ambiguities
The influence from the different channel estimation method appears only in Eve's worst-case ambiguity in Eq. (4) . Therefore, we can compare the secure key rates only by Eve's worstcase ambiguities. Comparison of Eve's worst-case ambiguities in the BB84 protocol over the amplitude damping channel against the sample size with the accurate channel estimation. "Accurate_Relative" is Eve's worstcase ambiguity with the accurate channel estimation obtained solving the convex optimization Eq. (15) (see Sec. III-B). Moreover, "Conventional_Variational" and "Conventional_Relative" are Eve's worst-case ambiguities with the conventional channel estimation by Γ ξ and Γ ξ , "Conventional_Chernoff","Conventional_Moment","Conventional_Klar" are ones by the one-sided confidence interval using respective bounds (see Sec. III-A2). Note that "Conventional_Chernoff" and "Conventional_Moment" almost overlap. Parameters as in figure 1 : the channel parameter q = 0.1 (see Eq. (16)), P E = 10 −5 .
In Sec. III-A, we showed in theory that the confidence interval is smaller in the following order: Γ ξ , Γ ξ , the onesided confidence interval by using Chernoff bound, the onesided confidence interval by the factorial moment bound. Therefore, Eve's worst-case ambiguities grow also in this order in the conventional channel estimation. However, the relation between those confidence intervals and the one-sided confidence interval by using Klar bound is not clear. Thus, we compare Eve's worst-case ambiguities in the BB84 protocol by the proposed methods over the following channels: i) amplitude damping channel
where (θ Z , θ X , θ Y ) describes the representation of a qubit vector in the Bloch sphere, and the channel parameter q is a real number between 0 and 1 [14] . Furthermore, we show computation results of Eve's worst-case ambiguity with the accurate channel estimation over those channels on Figs. 1 and 2. Note that the horizontal axis in two figures indicates the sample size used to estimate each channels with the accurate channel method, and the vertical axis indicates Eve's worstcase ambiguity. Discussion: From Figs. 1 and 2, we can see two facts: First, our proposal methods improve non-asymptotically Eve's worst-case ambiguity over the conventional confidence region. The amount of the improvement by "Conventional_Klar" compared with "Conventional_Variational" is about 1.1% at 10 7 samples in both figures. Klar bound is the larger than Chernoff bound and the factorial moment bound, though the differences are small. In addition, since convergences of these bounds are faster than that by Γ ξ , we can gain a higher key rate for fewer samples in which key rate with Γ ξ is small. For example from Fig. 2 , when the sample size is 10 4 , we can see that the value by Γ ξ is about 0.56, in contrast, the value by Klar bound is about 0.67. Secondly, Eve's worstcase ambiguity with the accurate channel estimation is nonasymptotically much higher compared with all values with the conventional channel estimation over the amplitude damping channel, for example from Fig. 1 , when the sample size is 10 7 , about 20% higher than Γ ξ . However, from Fig. 2 , the accurate estimate is the smallest over the depolarizing channel.
IV. CONCLUSION
The accurate channel method non-asymptotically increases the key rate over the amplitude damping channel. Thus, we should not discard mismatched measurement outcomes in that case. However, the key rate non-asymptotically depreciates over the depolarizing channel. On the other hand, in the conventional channel estimation, the non-asymptotic key rate shown by Scarani et al. is improved by reconstructing the confidence interval for a channel using the one-sided interval estimation with tail probability bounds. One-sided intervals can improve the key rate in the following order of tail probability bounds: the variational distance, the relative entropy, Chernoff bound, factorial moment bound, Klar bound.
