We describe an approach to simulate accurately viscous flows around complex configurations using overset grids. A combination of patched multi-block and overlapping grids is used to discretize the flow domain. A hierarchical grid system with different layers of grids of varying resolution ensures inter-grid connectivity within a multigrid solution acceleration framework. At each stage of the numerical computation, the block boundaries maintain a regular information exchange between neighboring blocks be it patched or overlapping boundaries. Coarse-grain parallel processing is facilitated by the multi-blocking system. Numerical results of flows over multi-element airfoils and three-dimensional turbulent flows around wingbody aerodynamic configurations show the feasibility and efficiency of the method for large-scale numerical computations.
I. Introduction
The aim of this study is to address the need of a computational fluid dynamics (CFD) tool that can be used routinely for accurate solutions of the NavierStokes equations over complex configuration such as a complete aircraft. The capability to model complex configurations without the necessity for time consuming grid generation effort and reasonable turn around computational time for the solver are important considerations. Geometrical flexibility for handling topologically complex configurations leads us to consider "chimera" or overset grid methods 1 as a means to address grid generation issues. An overlapping ----------------------- structured grid system offers such an avenue in an efficient manner
In the overset grid CFD approach (in such codes as OVERFLOW 2 and FASTRAN 3 ) the grids are generated independently for different zones or components and grid overlaps are allowed. Such approach has a proven record to solve flow problems with a large number of unknowns in complex geometries. 4, 5, 6 The scheme exploits a system of relatively simple grids generated at the component level. While conceptually simple, issues such as how to implement the communication between the overset grids must be addressed. Different zones or blocks of grid get their boundary data by interpolation from neighboring blocks. The best grid resolution will be used to discretize the flow around the object and for convenience and flexibility these can be modeled using different simpler components. 7, 8 The generation of multiple grids for a single CFD solution is straightforward. The background grid may take the form of Cartesian grids thus making grid generation trivial. The Cartesian off-body grids could be generated according to the spacing of the curvilinear near-body grids. In the interest of computational accuracy and solution convergence, experience shows 7, 8 that the ratio of the mesh cell size of a mesh to that of a neighboring coarser mesh with which it overlaps should be on the average about 2 to 1 where possible.
The use of the multigrid technique is well recognized as a method of choice for computational efficiency. Its effectiveness for improving convergence rates with minimal memory overhead is now a well-established part of computational physics. Multi-grid acceleration is essential to achieve timely solutions. How such solution-acceleration methods can be used effectively in the context of overset grids 9 is not sufficiently addressed in the literature. For this reason most solvers with overset methods use an implicit scheme (e.g. see the literature on the code OVERFLOW) but possibly slow convergence still persist for steady state flow 1 American Institute of Aeronautics and Astronautics problems. A scheme for multigrid was addressed for OVERFLOW and demonstrated to be effective 9 but its widespread use is neither straightforward nor versatile due substantially to grid issues.
In this paper we report an attempt to combine together an overset of structured grids (for geometric flexibility, lower memory requirement and parallel computations) within a multigrid framework (for computational efficiency). The multi-grid approach allows interactions between overset grids in a hierarchical manner. For maximum efficiency we make use of the "full multigrid'" (FMG) algorithm. The computation starts on an initial coarse level and works up to the finest level. In the context of overset grid this means the coarse grid level computation will use a coarse cell at the boundary. This approach uses different overlapping regions for different levels of grid resolution but care is taken to ensure sufficient overlap for the different grid levels. A very coarse mesh is required for rapid convergence, while a high-quality fine mesh is required for solution accuracy. In effect one would need to create as many overlapping grids as there are multi-grid levels needed. Our initial studies show promise. Consideration is also paid to parallel computing and the multigrid approach adopted is greatly influenced by that requirement. However the level of parallelism is only on a coarse grain level rather than the more demanding approach as described in the literature such as reference 10 for moving objects.
In the next section we describe the overset grid strategy used to ensure sufficient overlap and applicability for multigrid method. This contrast with the more relaxed usual practice of creating overset grids. In Section III we discuss in this paper the solver and the multigrid method. Finally in Section IV include 3 benchmark test cases to demonstrate the method: 1) the flow over the NLR airfoil with flap to show the overlapping grid method with a laminar flow computation, 2) a multielement airfoil (slat-wing-flap) combination with turbulence model for attached flow case, 3) the RAE wing-body turbulent transonic flow test case. In all the preceding tests the computations are compared with wind-tunnel experiment and available results from other studies.
II. Overset Grid Approach
In an overset grid approach 12, 13, 14 the entire domain is subdivided into smaller subdomains. A simple means to create a system of overlapping and linked system of overset grids is necessary. The proper communication of a system of overlapping grids must be assured. It is also important to minimize the overhead as a result of the data exchange among neighboring overlapping blocks for efficiency in both serial and parallel processing mode. During the flow solver stage, the iteration process is made independent in each block. Only at the appropriate moment simultaneous data exchanges take place among the blocks to impose the necessary boundary conditions on the block interfaces and the edges of the overlapping region.
A. Basic Grid Features
The need to define the surface and grid for the computation is an unavoidable step. To ease the definition of the geometry and the generation of the grid, any complex configuration may be considered as made up of several solid parts or volumes conveniently referred to here as components.
11,12, These components may intersect which greatly facilitate geometry definitions since very complicated structures can be constructed using a combination of simple components.
The component-based technique also greatly facilitates body conforming grid generation around relatively simple geometry. Component flow grids are individually created based on the surfaces defined. The volume grids like the surface grids are logically quadrilateral. They are created as allowed by the component geometry and since the components are "simple", undesirable grid distortion is minimized. The overall method thus eases the generation of goodquality grids which enhances overall computational efficiency. By "good-quality", the grid should be orthogonal-to-boundary with spacing-control and an overall smooth grid with almost 90 degrees at the corners of each cell.
In the present approach the overset method is used in conjunction with multi-zonal techniques. Patched multiblock grids can also be used and the blocks may fit together in an unstructured manner to describe each component. For the field grid which does not have to merge with the solid surface we could overlay the body conforming near-body grids on a set of overlapping Cartesian off-body grids. Collectively these grids can be used to discritize the computational domain.
For flight vehicles, the standard component type of BODY or WING is capable of defining the object surface using a single n x m rectangular array of point data. The parts can be defined using planar, parallel section definition as routinely practiced in the aerospace industry of station-cut and butt-line cut. Structured (n x m array) of distinct rectangular element are used to describe an enclosed volume. In the case of a vertical fin or a pylon, the WING component is adequate for the task since by rotation and translation 2 American Institute of Aeronautics and Astronautics the component can be orientated as desired in the global coordinate system. Each component, be it WING or BODY, could also be defined as a CLUSTER. Each CLUSTER may be defined as consisting of one or more BLOCKS. Collectively each CLUSTER completely specifies and encloses each component. Each BLOCK of flow grids is also a structured rectangular array. The edge of the BLOCK must be joined perfectly point by point with its neighboring BLOCK. Unlike the patch grid that defines a BODY or WING, the individual BLOCK that forms the CLUSTER do not need to form enclosed volume though collectively the BLOCK that forms the CLUSTER does. Each BODY or WING components can be cut into BLOCKS to form a CLUSTER. Thus the concept of using CLUSTER allows the use of multiblock of patched grids which is used as much as practical and convenient rather than resorting to a purely overset method. Overall using CLUSTER offers more flexibility to define complex geometry. Every component must be described by a CLUSTER of body fitted grid.
It may be counter intuitive but compared to the usual patched multiblock method, the total number of points needed for overset grids may be less as there is no strict need to patch the grids at the boundaries that results in using grid points even where such fine resolutions are not required. In general the quality of the grid for an overset grid system is better and also they are better distributed.
B. Hierarchy of Grids
The composite of all overset grids covers the computational domain. Cartesian background grids can be used which may extend to the far field boundaries. Finer grids are generated to better define the geometry and offer better resolution in its vicinity. The method is not too dissimilar to that described in Ref 15 except that a very strict hierarchical ordering of the different blocks of grids is imposed for the sake of order and ensure connectivity. Moreover the aim here is to facilitate coarse grids generation based on the finer grids, for multigrid computation. Fig. 1 shows the hierarchical system used for the grids. The different CLUSTERS of grids are assigned a position in the hierarchy called "LAYER". The entire grid system can consist of any number of LAYERS. Several LAYERS are necessary with the "higher" LAYER being embedded in the LAYER numbered immediately below it. Every grid point at a higher LAYER must fall within the domain of a lower level LAYER. Within each LAYER, as indicated earlier, we can have a collection of different blocks of grids which we previously referred to as CLUSTER. The overlapping of CLUSTER of grids within that LAYER is allowed and the region of overlap is the common subdomain.
In practice it is convenient to use Cartesian grid for the first few LAYERS to form the background grids. Different LAYERS of successively finer Cartesian grids provide a smooth transition between the different LAYERS of grids. Cartesian grids not only ease the grid generation process but are ideal from a solution convergences stand point. Non-Cartesian grids can also be used so long as they can provide a smooth transition between different LAYERS of grids. In general this is more readily done using Cartesian grids or grids defined using polar coordinates. For illustrative purposes, Fig. 2 shows an overlapping grid system for the NLR airfoil with a flap. Three LAYERS are used. LAYER 1 and LAYER 2 have one CLUSTER of grid each while there are two CLUSTERS in LAYER 3: one each for the wing and flap. This is a relatively simple geometry; each of the CLUSTER has four BLOCKS of grids.
C. Hole Cutting & Stencil Search
Since the overset method allows the system of grids to overlap, an algorithm is needed to identify the region of overlap. Regions of grids inside a body also known as "hole" points as they are commonly referred 12, 13, 14 to must also be identified. These are wasted points and are intrinsic of the overset method. A means to exclude these internal points from the flow calculation is necessary. The process of identifying and excluding grid point that lies inside a body is often referred to as "surface hole" cutting in the literature 12 .
If a higher LAYER is embedded in a lower LAYER, we will exclude grids points in the lower LAYER in the region of overlap. This is called volume hole cutting. The rational is that the higher LAYER of grids are finer and can therefore better resolve the flow feature and hence should be retained for the computation. On the other hand if the grids of the same LAYER overlap one another there is no preferential treatment based on LAYER numbering. Instead the method of overlap optimizing is used. This is discussed in the next section.
Different techniques are used to effectively detect the extent of overlap for hole cutting purposes. One approach known as "x-ray" approach 13 uses grid lines to examine if it crosses the surfaces. The block of grids which is undergoing hole cutting are examined segment by segment if the line segment crosses the surface. This method is used here. To ensure that the segment cuts uniquely on the surface, the surfaces are defined by a series of triangles since 3 points of a triangle uniquely 3 American Institute of Aeronautics and Astronautics defines a plane. The other assumption is the surface must form a closed surface. This same technique can also be used to determine the fringe points of the overlapping blocks of grids.
Another approach adopted for dealing with the volume holes cutting is a technique from computer graphics called Alternating Digital Tree (ADT). 16 The node points are organized in a hierarchical tree structure such that contiguous points in the structure are actually neighboring points in the physical space.
As noted the "hole cutting" process is facilitated by using closed body surfaces, while the "stencil search" makes use of hexahedrons and simple threedimensional isoparametric interpolation. Both bilinear and trilinear interpolation can be used to evaluate the values for transfer from one grid to the other. In test in most cases where the grid resolution is sufficient and where the presence of shock is not near a fringe region of a block, simple transfer of the value from the closest point from the other block works just as well.
D. Overlap Optimization
An optimization strategy to determine the amount and extent of overlap was also developed. As previously mentioned above, for the region of overlap of grids of different LAYER, the finer (higher LAYER of grids) are included and the coarser ones are considered holes. A different treatment is used for overlapping grids of the same LAYER number i.e. the overlapping of the different CLUSTERS of grid. Grid overlap optimization is used for grids at the same LAYER.
It is known in the practice of overset methods 15, 16 that having a large area of overlapping slows down solution convergence. 8 The best approach to date is to minimize the overlapping extend. The issue of multiple solutions in the region of overlap therefore does not arise. The algorithm uses a grid density-based check, whereby the coarser grid cells are removed while retaining the fine grid cells that occupy the space.
The density definition used here is defined for convenience as the magnitude of the cell size in the direction from a surface. This is based on the observation that grid lines emanating from a surface is usually clustered towards the surface. This directional sense is included to ensure grids near surfaces are retained.
The overlapping optimization algorithm works in the following steps: 1. Determine the grids that overlap for those of the same LAYER number.
2. In the overlapping region, compare the grid density and cut holes in the coarse grid region. 3. Locate the fringes of the oversetting grid boundaries. This is generally the edges of the grid after it has been trimmed by the surface hole trimming process. 4. Locate an interpolation stencil for every fringe point. 5. Check if orphan points (i.e. Points which do not have a complete interpolation stencil) are present. 6. If any orphan points occur we extend the oversetting grid boundary outwards and locate a new fringe point. This grows the hole in an attempt to find a valid grid assembly. 7. Go back to 4 to check the interpolation stencil and repeat the steps till no orphan points exist.
A Laplacian smoothing operator on the "grid densities" as defined above is applied so that there is smooth transition of grid points and avoids jaggedness along the block fringes. Absolute values are not used but by direct comparison of the different smoothed grid density distribution from each overlapping block. The removal of islands of grid is also achieved via this smoothing procedure.
The above procedure work out well in practice and offers several advantages. It retains the finer mesh points that better resolve the flow at any position in the overlap region. The procedure at the same time ensures minimal region of overlap but guarantees the connectivity between the over-lapping blocks of grid in the same LAYER. Figure 3 shows these features as applied to a flap at the trailing edge of an airfoil.
The overlapping grid construction can be summarized by the following steps: 1. Separate configuration into several components. 2. Generate a multi-block body-fitted grid CLUSTER for each component and a Cartesian off-body grid CLUSTER as the background grid. These grids are arranged in a hierarchy manner and given a LAYER number 3. Cut surface holes and volume holes. These holes points could be grids in the interior of a solid body region or in the domain of lower LAYER of embedded grid. 4. Optimize the overlapping grid region and trim unneeded interpolation points. The interpolation points are then determined. 5. Find the interpolation stencil for the fringe points.
Careful treatment to handle the transfer of inter-grid information near highly clustered area near the solid boundary will require special care. The method of projection 12 for viscous grid whereby the grid 4 American Institute of Aeronautics and Astronautics coordinates are shifted to account for the imprecise transfer due to the size of the grids involved was adopted for the present work.
III. Numerical Methods

A. Governing Flow Equations
Fluid motion is governed by the fundamental conservation laws for mass, momentum and energy. The governing equations can be written in integral form
Where V is an arbitrary control volume with closed boundary surface S, and is the unit normal vector in outward direction. The vector of state variables W is defined as follows as , where (1) are solved by using a cellcentered finite volume method. 17, 18, 19 The solution domain is divided into small hexagonal cells by joining the cell vertices by straight lines. Equation (1) holds for each cell in the solution domain and is approximated in cell (i,j,k) by
Where the residual is defined as second-order and fourth-order differences to provide first-order dissipation around shocks and third-order dissipation in smooth flow region. A multistage RungeKutta scheme is used to integrate the discrete Equation (4). For m stages, the integration is carried out as follows
Local time stepping is used in order to advance the flow solution at the local maximum speed. And to increase the stability range and relax the restriction on the CFL number so that a larger time step can be used, residual smoothing is employed. Before the solution is updated, the residuals defined by Equation (5) are implicitly smoothed in the following manner
where ξξ δ , ηη δ and ζζ δ are second-order difference operators and , The main difficulty in the use of overset grid methods is in the data transfer between overlapped grids and how fluxes are treated at block and hole boundaries. It appears 8 for density-based algorithms such as that used here, interpolation such as tri-linear or even zero order interpolation is adequate for the task. For problems that are dependent on a proper conservative treatment at overlapped interfaces, references 20 and 21 provides workable solutions but this is not used here..
C. Multi-grid convergence acceleration
For speed and efficiency, solution acceleration method such as multigrid techniques is included. A scheme for multigriding was implemented in the overset code OVERFLOW 9 . This being an implicit method does not share the efficiency gains when compared to an explicit multi-stage Runge-Kutta algorithm solver. The multigrid algorithm requires an extra evaluation of the right-hand side, which incurs very much less computational effort in an explicit scheme than in an implicit scheme. This aspect of exploiting the multigrid method for our current explicit solver has not been implemented in this current work but is work in progress.
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In this section, we briefly outline a simple approach but adequate as a first step towards proper implementation of the V or W-cycle. In the context of overset grid method, the issue of generating coarse grid levels for a multigrid scheme is conveniently addressed by having a simple rule of hierarchy of grids as mentioned above in the use of LAYERS.
For a given fine mesh, uniformly coarser grids are created similar to the traditional multigrid for structured-grids. We can easily construct n coarse grid levels by simply omitting every other grid point. This requirement does not adversely impose any problem in grid generation process since we employ a component based approach. Figure 4 shows the grid coarsening approach. The course grids are constructed by ignoring every other grid points. At each level of courser grid similar overset grid treatment is made. Our implementation therefore allows a direct connection from a coarse level on one zone to a coarse level on another zone which is important to drive out low frequency errors. The reason for this approach is that the above hierarchical method of griding ensures proper connection of the grids.
The multigrid employed here thus not only provides local refinement of the flow and the geometry but also ensures a proper interrelation of the grids and holds the entire grid together in the field solution. Used in this embedded sense the grid generation process is thus very flexible. It is only restricted to 2 n points in the various coordinate directions for each of the grids. The present method could be thought of as a grid embedding technique coupled in a multigrid framework.
From a computational stand point the lower frequency error components will best be handled by the coarse levels as the error are convected faster and more cheaply out of the domain. The high frequency error components will be smoothed on the finest grid level by the artificial dissipation used in the flow solver. For maximum efficiency in the context of the overset method we use the "full multigrid" (FMG) algorithm. Computation begins on an initial coarse level and works up to the finest level. The converged solution of the coarse grid computation is transferred to the next finer grid level using a simple linear interpolation procedure. By taking the coarse level as the initial guess greatly reduces the computational effort even for the present studies of computing the flow at low Mach number (M=0.2) using a compressible flow solver without considering preconditioning techniques.
As it is meaningless to use a turbulence model or even a laminar computation on the coarse grid we use Euler computations on the coarsest grid. This is then followed by a laminar computation before completing with a turbulent computation with the finest grid. In the current work only the algebraic Baldwin-Lomax model is used. In the event of using a k-ω model for example, the k and ω may be computed at the coarse level and act as initial field for subsequent fine grid computation.
Extension to this simple method of multilevel computation to make V or W-multigrid cycle can be made. The inter-grid transfer operators can be computed using the usual search techniques of overset methods to determine the patterns between coarse and fine grid elements. The overset communication is thus a weighted gather and scatter of data between overlapping grids.
D. Parallel Multiblock Method
To keep the computational time within realistic limits particularly for planned large unsteady calculations, the code is also parallelized by using domain decomposition and MPI to take advantage of parallel computers or clusters of PCs. The different blocks are distributed over a number of processors available on a parallel computer or networked commodity machines. The existing multiblock structure provides the basis for the parallel implementation. The solver is performed on each processor for the individual blocks assigned to that processor. Where the blocks are interfacing each other in a patched grid fashion, two layers of halo cells are used beyond the boundaries of each block to facilitate the implementation of boundary conditions and the communication between processors. Similarly for the overlapping grids, the fringe points being the edge of the block along side with an adjacent layer of interior grid are used for the communication.
Connectivity information of the blocks and processors are stored in preprocessed pointer arrays and MPI is used to perform the communication between blocks that are on different processors. The required communication overhead caused by the data exchange among neighboring blocks is negligible since the connectivity lists is simple for data management. The code is thus effective for parallelization. Extensive use of this code is currently made on PC clusters. Figure 5 shows overlapped communications. In the overset grid usage, the concept of "donors" and "receivers/receptors" are used to refer to points involved in the transfer of inter-grid information. 12, 15 As indicated in Figure 5 , grid cell centers are marked as the current scheme is a cell centered finite volume scheme. A receptor cell centre point will make use of flow variables from the cell in which it is in. The information needed by the receptor is the grid and cell from which to get the flow variables for the boundary conditions.
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As shown in Figure 5 the fringe points fall inside a grid of a donor cell. This is also the stencil point. Note that a fringe point cannot be a stencil point. The donor cell transfers the information by interpolation. The donor cell will need the interpolation stencil for transfer of information from six surrounding cell centers (in 3-dimensions). In practice, to reduce the computational cost as discussed above, a zero order interpolation scheme suffices.
Currently the entire grid is stored on one processor. This use of shared memory limits the effective use of the computing resources and makes huge demand on one processor to manage the data synchronization. A better approach is to use distributed memory which will involve using system level library to mimic a shared memory machine. This approach is currently not implemented to allow the use of shared memory programming in combination with message passing on clusters of PCs.
A simple approach to the decomposition and load balancing of the computation is also currently used. Approximately equal size blocks are used and with the present approach of grid blocks set up, this process is not too difficult or cumbersome. The grid density of one level grids compared to the next finer grid is a ratio of 1:2 by design. This block dimensions could be used for the different layers. Convenient block size of say 32 x 32 x 32 each, could be successfully used to cover the entire domain which will allow better load balancing.
IV. Computational Results
The objective of the current study is to test the basic overset algorithm to see if the method works well in practice and is sufficiently accurate for viscous computations. Robustness, accuracy, and convergence of the scheme will be assessed particularly for the study of large-scale calculations of realistic aerodynamic configurations such as a wing body configuration. In the computations viscous effects are considered. Since currently only an eddy-viscosity based BaldwinLomax turbulence model is in place, the tests considered are for attached flows.
A. Two-element Airfoil Configuration
This case which involves the flow past an airfoil with a single flap is a part of the NPARC test suites. 22 The flap is a simple airfoil-shaped flap below the trailing edge of the main airfoil. The Mach number is 0.2 and the angleof-attack is 0 and 10.0 degrees. The far field boundary is placed at a distance of 10 chords from the airfoil surfaces. The experimental data for this test case is not available but the laminar computation using two different overset body fitted grids, one for the airfoil and the other for the wing, is available for comparison. For this reason this case was chosen. The Reynolds number based on the chord is set at 1.4 x10 6 .
As indicated earlier, to ensure good grid overlap, three LAYERS of grids are used. The final third LAYER has two CLUSTERS with four BLOCKS for each of the CLUSTER. A total of 16 thousand points are used.
As shown in Figure 6 the agreement of the present computations with that of Slater 22 is very good except for a small region at the front part of the flap. The Mach contours in Figure 7 shows a smooth transition of the contours from the two overlapping grid indicating the communication is adequate. The convergence history of this case is not included here but is consistent with that shown and discussed in the next section for the multielement airfoil.
B. Three-element Airfoil Configuration
This test study is of practical importance. Its computation using a multi-block patched body fitted grid is not straightforward. 23, 24, 25 The use of overset method is a natural choice since each of the three components could be separately modeled. For the purposes of the present study we make use of the wind tunnel measurements of a three-element airfoil configuration tested at the NASA Langley Low Turbulence Pressure Tunnel (LTPT), 23, 24 denoted as 30P30N. The initial deflections of both the slat and the flap are set at ±30, the flap gap and overlap are 0.0127c/0.0025c whereas for the slat the gap and overlap are 0.0295c/0.025c, where c is the airfoil chord with the slat and flap retracted.
Grid spacing at the wall is set to be less than 10 -6 c in order to obtain at y + of the order 1 based on turbulent boundary layer thickness estimated using a flat plate assumption at Re = 9x10 6 . The use of a grid with tight wall spacing has been reported to be critical to resolve the wall boundary layers, wakes, and shear layers for this test problem. 25, 26 As is clear in Figure 9 and 10, the grids are finely clustered to the wall.
Similar to the NLR airfoil with flap, three LAYERS are used. Here three CLUSTERS are used for the third LAYER of grid. To maintain a reasonable aspect ratio of the grid near the wall, the resolution along the surface must also be increased. A total of approximately 100 thousand points are used for this case. The far field boundary used is 10 chords from the airfoil surface.
The griding strategy (Figure 9a ) for the slat is that of an H-grid to resolve the two trailing edges present in the geometry. This is helpful to resolve the wake region of 7 American Institute of Aeronautics and Astronautics this slat. Figure 9b shows the grids after the overlap minimization/optimization process. The effectiveness of the optimization method is clearly evident in eliminating the coarse grid but retaining the fine grid. The grid shows the large number of grid points necessary to resolve the gap between the slat and airfoil. Similar fine grid is used for the gap between the airfoil and flap. Again the effectiveness of the overlap optimization algorithm is evident. The step at the rear of the airfoil on the bottom surface is a separated flow region. A separate block for the step is used with effectively an H-grid arrangement. The shear layer formed by the corner is also resolved as shown in Figure 10 . Strictly using an algebraic Baldwin-Lomax model closure is not up to the task. But interestingly even in this area, the computed pressure compares well with the experimental data as shown in Figures 11 and  12 . 
C. RAE Wing-Body Configuration
The overset scheme is employed to solve the flow over a transport wing-fuselage configuration (RAE) in transonic flow 27 . Extensive pressure measurement over the wing and fuselage were reported. Three LAYERS of grids are used with body conforming grids in the final LAYER (see Figures 15, 16, and 17) . Very fine grids totaling over 1.6 million grid points are used to obtain the following results. To handle the wing body junction the use of collar grids 11 is inevitable for this case. Figure 17 shows the surface grid definition of the collar grid. The manner in which the overlapped grid around the wing-body configuration is optimized is clearly shown in Figure 16 and 17. The flexibility of the overset method makes the assembly of this configuration relatively straightforward.
The case at Mach number 0.9, angle of attack of 1 degree, and Reynolds number based on semi-span 3 million was computed. This again is the attached flow condition. Figure 18 shows the Cp distribution on the surface of the body at several roll angular location. They compare very favorably with the experimental data. Figure 19 shows the pressure distribution on the wing. In general, the shock locations are well captured. For comparison, the pressure computed by the Euler equation is also included. They fair very much less favorably in comparison with the turbulent viscous computation. The general agreement of the viscous turbulent computation with the experimental data is good.
Pressure contours on the symmetric plane and the surface of the wing and body are shown in Figure 20 . The pressure distributions across the different blocks are smooth, again illustrating the sufficiency of the griding strategy adopted. For this case using the approach in the grid system described, the problem could make extensive use of parallel computing. A total 32 blocks are used and distributed over a PC cluster of 8 CPUs. With Pentium IV processor the CPU time taken is approximately 4 hours to get 4 orders of magnitude drop in the maximum residual.
V. Conclusions and Future Work
The numerical aerodynamic analysis of complex objects is a computationally expensive task. The concept of using overlapping, overset grids eases the grid generation, but inter-block communication between the overlapping grids must be readily established. However, proper inter-grid communication depends on the system of grids used. This is addressed in the present paper by using the concept of LAYERS of grids. A strategy to distribute the different blocks for overset grid computations is described.
The use of a hierarchical system for the grids allows prioritization in the selection process for the overlapping optimization. For grids of the same level if they overlap, a process of elimination based on the grid density works very well. Overall the layering of the grids with a known grid resolution of one layer to the next ensures proper inter-grid communication. The implementation of the grid assembly function is readily performed with no orphan points encountered.
American Institute of Aeronautics and Astronautics
The system of overset grid used here readily allows multi-grid to be implemented. The use of the current grid strategy allows a coarser version of the grid to be used albeit with a different overlapping region for the grid. As indicated in the present study coarsening of the grids does not incur problems for the hole cutting and stencil search during the grid assembly stage. Effort to implement a proper V or W multigrid cycle would greatly improve the convergence rate for flow computations but is the subject of future effort.
The overset grid like the patched multi-block cousin can make use of parallel processing to reduce the computational time particularly for time dependent problems. The level of parallelism used here is only on coarse grain data decomposition via the distribution of the different blocks. Good load balancing is achieved by using blocks of equal sizes which the current hierarchical grid strategy allows. The execution time of the solver is acceptable, but the main gain is to couple this with a coarse grid computation, where coarse grid solutions could be obtained first as precursors to the finest grid computation of the grid. Inter-grid search is currently via serial computation. Significant gain can be achieved if this preprocessing can be parallelized as well since computational time can be an issue if large complex configurations are involved. 
