In this article we study a system of N particles, each of them being defined by the couple of a position (in R d ) and a so-called orientation which is an element of a compact Riemannian manifold. This orientation can be seen as a generalisation of the velocity in Vicsek-type models such as [14, 18] . We will assume that the orientation of each particle follows a jump process whereas its position evolves deterministically between two jumps. The law of the jump depends on the position of the particle and the orientations of its neighbours. In the limit N → +∞, we first prove a propagation of chaos result which can be seen as an adaptation of the classical result on McKean-Vlasov systems [39] to Piecewise Deterministic Markov Processes (PDMP). As in [31], we then prove that under a proper rescaling with respect to N of the interaction radius between the agents (moderate interaction), the law of the limiting mean-field system satisfies a BGK equation with localised interactions which has been studied as a model of collective behaviour in [12] . Finally, in the spatially homogeneous case, we give an alternative approach based on martingale arguments.
Introduction
In many systems of interacting agents, a wide range of self-organised collective behaviours can be observed. It includes the flock of birds [28] , sperm motion [19] , opinion dynamics [17] etc. These systems are composed of many interacting agents and the interacting mechanisms which lead to the observed phenomena are not always known or tractable. To study such complex systems a common procedure consists in writing kinetic or fluids models, i.e. a model for the evolution of an observable macroscopic quantity, for instance the spatial density of agents or their average velocity. Starting from an Individual Based Model (IBM) which describes the interacting mechanisms at the level of the agents (microscopic description), the relevance of a macroscopic model can be justified when the number of agents tends to infinity. The present work aims to be a contribution to the rigorous derivation of kinetic models of collective behaviour such as [12] from an IBM.
Models for collective dynamics: prototype and extensions
Complex collective behaviours at the macroscopic scale can be observed even from IBM with simple interacting rules between the agents. An example of such IBM is given by the classical Vicsek model [41] . In this model N oriented agents evolve in R d . Their velocity is assumed to have constant modulus and then is only prescribed by their orientation which is a unit vector in the sphere S d−1 . At discrete times, each agent computes the average orientation of its neighbours and takes as a new orientation a random perturbation of this average. A continuous time version of this model can be described by a Piecewise Deterministic Markov Process (PDMP) in the phase space R d × S d−1 (see [2, 10] for a review on PDMP). Each of the N agents is defined at time t ≥ 0 by its position X
Challenges, methods and contributions
From a mathematical point of view, the classical mathematical kinetic theory of gases provides well adapted tools and concepts to study multi-scale models and limiting procedures between models at different scales. Its infancy goes back to Boltzmann and Hilbert at the end of the XIXth century and the beginning of the XXth century. The subject has been of growing interest throughout the XXth century and up to now. A review of the main concepts can be found in [9, 11] . Following these ideas, in [18] , the authors extended the classical Vicsek model [41] to a time-continuous IBM from which kinetic and fluid models can be derived. The analysis of the kinetic formulation of the Vicsek model exhibits collective behaviour such as phase transitions [13] between ordered and disordered dynamics which can be observed in biological systems such as the flock of birds.
However, the rigorous derivation of kinetic PDEs from IBMs remains one of the main challenges in classical kinetic theory. The type of interactions which is studied in the present work enters into the class of mean-field interactions (with randomness). In this context, the classical work by Sznitman [39] provides an efficient method based on coupling arguments to prove a so-called propagation of chaos property for McKean-Vlasov systems of Stochastic Differential Equations (SDEs). In particular, it has been successfully applied for the continuous version of the Vicsek model in [5] . Coupling arguments in the context of PDMPs have been used in [36] to prove well-posedness and trend to equilibrium of systems of PDMP with mean-field interaction. In the present work, we extend the method of coupling of [39] to the piecewise deterministic setting and we prove a propagation of chaos property for a geometrically enriched system of PDMPs. This property is twofold: firstly it states that if the agents are initially chosen independently, then this independence is propagated at any finite time as the number of agents N increases. Secondly it states that the law of any agent (they are identically distributed by symmetry) converges in a certain sense to the solution of a BGK equation. An explicit convergence rate with respect to N is obtained.
In addition to this propagation of chaos property and following the approach of [31] we will also prove a moderate interaction property. It states that under an appropriate rescaling of the size of the neighbourhood of the agents with respect to the total number of agents, the interaction can be made purely local, which means that we can take K = δ 0 in the BGK equation. This rescaling is achieved by taking in the IBM an observation kernel of the form:
where K 0 is a fixed observation kernel and ε N → 0 slowly enough. For our prototypical model described in subsection 1.1, it proves that the law of any agent converges (in a certain sense) as N → +∞ to the solution of the following BGK equation (3): The terminology "moderate interaction" comes from [38] where propagation of chaos and moderate interaction properties are proved using a different approach, based on martingale arguments. As explained in [31] , in the model studied by Oelschläger, the random part is given by a constant diffusion matrix which does not depend on the current state of the system (i.e. of the empirical measure of the agents). This is not the case in most models of collective dynamics and in particular in the model studied in the present article. However,
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in a space homogeneous setting, we give an alternative proof of the propagation of chaos property based on martingale arguments. Let us also mention that martingales techniques have also recently been used in [26] to prove propagation of chaos for a different model of collective dynamics known in the literature as the stochastic Cucker-Smale model.
The organisation of the article is as follows. In the first section we describe the general geometrical framework which encompasses our prototypical model and its extensions (subsection 2.1). In this framework, we will study the IBM defined in subsection 2.2 and its kinetic version (subsection 2.3). The main results are stated in subsection 2.4, in particular Theorem 1 (propagation of chaos) and Theorem 2 (moderate interaction). Section 3 is devoted to the proof of the former. The latter is proved in Section 4. Finally, in Section 5, we give an alternative approach based on martingale techniques in a space-homogeneous model.
Notations and definitions
For the convenience of the reader, we collect here the main notations and technical definitions that will be used in the rest of the article.
• P(E) is the space of probability measures on the Polish space E.
• P(E) is the space of probability measures on the measure space (E, µ) which are absolutely continuous with respect to the measure µ on E. An element of P(E) is identified with its associated probability density function.
• s ♯ µ denotes the push-forward measure of the measure µ on a Polish space E by the measurable map s :
• M + (E) is the space of positive measures on the Polish space E.
• M N (E) is the space of empirical measures of size N ∈ N on the Polish space E, that is to say:
is the space of continuous functions from the (metric) space E 1 to the (metric) space E 2 . When E 2 = R we write C(E 1 ) ≡ C(E 1 , R).
• C b (E) is the space of bounded real-valued continuous functions on the metric space (E, d).
•
is the space of real-valued measurable functions f on the measure space (E, µ) such that
We write for short · L p ≡ · L p (E) when the space E is clearly identified.
• ϕ Lip denotes the Lipschitz norm of the real-valued function ϕ on the metric space (E, d) :
• X ∼ µ for a random variable X and a probability measure µ means that the law of X is µ
• W 1 (µ 1 , µ 2 ) is the Wasserstein-1 distance between two probability measures on the Polish space (E, d) defined by:
The case of Vicsek and body-orientation models
This general setting encompasses the two following examples derived from the Vicsek model.
1. In the d-dimensional continuous Vicsek model described in the introduction, the Riemannian manifold is taken to be equal to the sphere S d−1 , viewed as a submanifold of R d endowed with its canonical euclidean structure. The velocity map Φ is then the canonical injection S d−1 ֒→ R d and the interaction law is a von Mises distribution which will be described more precisely in the next paragraph. 2. In the three dimensional Body-Orientation model studied in [12] , the Riemannian manifold is taken to be equal to SO 3 (R) viewed as a submanifold of M 3 (R) endowed with the inner product A · B := 1 2 Tr(A T B). The velocity map is the projection A ∈ SO 3 (R) → Ae 1 ∈ R 3 where e 1 is a fixed vector (first component of a reference frame).
In these models, an agent located at x ∈ R d will draw its new orientation from the interaction law M q [x], where q(x) is either K * p(x) or p(x, ·) and p is either the empirical measure of the system (IBM) or the distribution function (kinetic model). This interaction law is the von Mises distribution:
where Z is a normalisation constant.
Let us check that this interaction law satisfies the properties (7), (8), (9) in the two cases q(x) = K * p(x) and q(x) = p(x, ·).
In the case
where c > 0 depends only on M . Then since for all m ∈ M , |J q · m| ≤ c K L ∞ (where the value of c may have changed), it holds that
and the same bound holds for Z. We then deduce
Then, using the mean value inequality for the exponential function on the
for given constants c, c
where
Using the mean value inequality as before, we obtain:
Note that in this case with q 1 = q 2 :
Then using the same arguments as before, one can see that:
where c, c ′ > 0 are given constants.
Individual Based Model
In the abstract framework described in Subsection 2.1, the main focus of this article will be the study of the following IBM.
An agent i ∈ {1, . . . , N } is described at time t by a couple • Let (S n ) n be a sequence of independent holding times which follow an exponential law of parameter N (their expectation is 1/N ). The jump times are denoted by
• Let (I n ) n a sequence of independent indexes which follow a uniform law on {1, . . . , N }.
• Between two jump times on [T n , T n+1 ), the system evolves deterministically:
• At T n+1 a jump occurs for the agent I n which draws a new orientation according to the interaction law: m
is the empirical measure at time t and
2.3 Kinetic model: the BGK equation. Well-posedness results.
The kinetic model associated to the IBM described in Subsection 2.2 is given by the following BGK equation (see Theorem 1 below for more details on how the IBM is related to the kinetic model):
where f = f t (dx, dm) is a time dependent probability measure on R d × M and ρ ft (dx) is the first marginal of f t , i.e. ρ ft (dx) := M f t (dx, dm). For the sake of clarity, in the following we will write:
When f t has a density, i.e. f t ∈ P(R d × M ), we will write with a slight abuse of notations:
Proof. Since for all x ∈ R d , |J K * f (x)| ≤ K L ∞ , the result follows directly from (7) and (8) by writing:
where we have used that M dm = 1 and |m| ≤ 1.
where T t is the free-transport operator:
Similarly, in the degenerate case K = δ 0 , we consider
where f = f t (x, m) is a time dependent probability density in L ∞ (R d × M ) and ρ ft (dx) is the first marginal of f t . For the sake of clarity, in the following we will write:
Proof. The result follows as before from (7) and (8) by noticing that for all
The well-posedness of (BGK-K) and (BGK-δ) is given by the two following propositions. They are based on Duhamel's formula and on a fixed point argument.
Proposition 2.1 (Well-posedness of (BGK-K)). For all f 0 ∈ P(R d × M ) and all T > 0, there exists a unique solution of
Proof. Let f 0 ∈ P(R d × M ) and T > 0 and let us define the map:
We prove that T is a contraction. Let
One has:
The Lipschitz bound (13) leads to:
which proves that an iteration of T is a contraction and therefore T has a unique fixed point. This fixed point is a (mild) solution of (BGK-K). The stability estimate follows similarly by Gronwall lemma.
Remark 2.1. The well-posedness result Proposition 2.1 is stated in an absolutely continuous framework (i.e. for probability density functions rather than probability measures) and a solution is defined as a fixed point of the map T . The associated probability measure (i.e f t (x, m)dxdm) is a mild solution of (BGK-K) as defined by (14) . However, a straightforward adaptation of this proof actually gives the well-posedness in
is endowed with the total variation norm (which is the L 1 norm for probability density functions). The result is then similar to the one obtained in [36, Proposition 2] (by probabilistic coupling arguments) or in [8] (by Duhamel's formula and a fixed point argument). In the following, only the absolutely continuous framework will be considered.
For the well-posedness of (BGK-δ), we consider the space
Then there exists a time T > 0 and a unique solution of
and t → f 2 t are two solutions of (BGK-δ) with respective initial conditions f
where c(T ) is a constant which depends only on T .
where T > 0 will be specified later. We consider the map:
T : B a → B a defined by:
Using the bound (7), one has for g ∈ B a :
and the map T is therefore well defined for T > 0 small enough to ensure that for all
We prove that T is a contraction. Let g 1 , g 2 ∈ B a . One has:
Using the Lipschitz bounds (16) and (17) one has:
and therefore, an iteration of T is a contraction and therefore T has a unique fixed point which is a solution of (BGK-δ). The stability estimate follows similarly by Gronwall lemma.
Main results
. . , N } be a system of PDMP defined by the IBM described in Subsection 2.2.
. Let f t be the solution of (BGK-K) at time t > 0 with initial condition f 0 . Assume that initially the agents are independent and identically distributed with respect to the law f 0 .
1. For all t > 0, it holds that:
be the law at time t > 0 of any agent. Then for all t > 0 it holds that:
where C > 0 is a constant which depends only on M and d and
The convergence result (18) 
. . , N } as stated in the following corollary.
Corollary 2.1. Let k ∈ N and let µ N,k t denote the law of any k agents of the system (Z i,N t ) t , i ∈ {1, . . . , N } at time t. Assume that initially the agents are independent and identically distributed with respect to the law f 0 . Then for every k-tuple of bounded continuous functions
where f t is the solution of (BGK-K) at time t > 0 with initial condition f 0 .
The bound (19) is similar to the bound obtained in [31, Proposition 2.3] for the classical McKean-Vlasov system. Moreover it is explicit in terms of the norm of K. In particular, it is possible to take a kernel which depends on the number of agents N . In the following, we will consider a sequence of kernels:
where ε N → 0 and K is a smooth observation kernel. Without loss of generality, we can assume that the infinite and Lipschitz norms of K are equal to 1. In particular the sequence (K N ) N is an approximation of the unity (meaning that K N → δ 0 as N → +∞) and the bound (19) is still relevant provided that ε N → 0 slowly enough. This type of interaction is called moderate following the terminology of [31, 38] .
be the law at time t > 0 of any agent defined by the PDMP (11), (12) with the interaction kernel
where ε N → 0 slowly enough so that:
Then it holds that: µ
where f t is the solution of (BGK-δ) at time t > 0 and where the convergence is the weak convergence of measures.
Propagation of chaos (proof of Theorem 1)
This section is devoted to the proof of Theorem 1. It is based on a coupling argument as in [39] . More precisely we define N independent so-called McKean processes such that their common law satisfies (BGK-K) (also known as McKean-Vlasov processes or Distribution Dependent processes in the literature for diffusion models [22, 35, 40, 44] ). We then use a coupling between each one of the N particles described in Subsection 2.2 with each one of the N McKean processes to control the expectation of the distance between their paths over time.
To obtain this control, firstly, we couple the time of the jumps between the processes and secondly, we use an optimal coupling between the laws of the new orientations of the particle processes and the McKean processes to control the expectation of the distance between the two paths at a jump. At each jump time, the expectation of the distance between a particle process and its associated McKean process is bounded by the sum of the average distance between each pair of particle and McKean processes just after the previous jump and an error term which tends to zero when N tends to +∞. The control of the expectation of the distance between their paths over time then follows from a discrete Gronwall type inequality.
Proof (of Theorem 1). We first define N independent copies of a so-called McKean process Z t with which the processes on the agents will be coupled.
Step
McKean processes and coupling
The McKean process is the (non-homogemeous) PDMP defined by:
• a homogeneous Poisson process of rate 1, with holding times (S n ) n and jumping times
• the deterministic flow φ t :
• the transition probability at time T n :
• φ S n and f t is the solution at time t of (BGK-K).
The well definition of the McKean process follows from the wellposedness of (BGK-K) (Proposition 2.1) as in [39, Theorem 1.1]. It is defined in such a way that its law satisfies (BGK-K). Now for i ∈ {1, . . . , N } let (Z i t ) t be an independent copy of the McKean process. Let us define the holding times (S n ) n and jumping times (T n ) n resulting from merging the Poisson processes associated to the N independent copies of the McKean process. It defines a homogeneous Poisson process of rate N [6, Section 8.1.3]. In particular, the holding times S n are independent and follow an exponential law of parameter N (their expectation is 1/N ). Let us also define (I n ) n the sequence of indexes in {1, . . . , N } such that the process I n is responsible for the n-th jump. The I n form a sequence of i.i.d. uniform random variables on {1, . . . , N }.
Let us define a system N PDMP (Z
• Initially for all i ∈ {1, . . . , },
• The jump times (T n ) and the indexes (I n ) are given above.
• The processes follow the deterministic flow φ between two jump times.
• At time T n , the new orientation m 
and s is an optimal transport map between the two distributions. In particular it implies that the random variable m
In
Tn is distributed according to M K * μ
) and
In Tn
where the σ-algebra F T − n is defined below.
The existence of such optimal transport map is given by [24, Theorem 1] (Monge problem, see [43] ) and unicity can be recovered under additional assumptions which will not be needed here.
Remark 3.1. In [15, Section 3.3] an explicit transport map is used : in the SO 3 (R)-framework a transport map from a von Mises distribution of parameter Λ 1 ∈ SO 3 (R) to a von Mises of parameter Λ 2 ∈ SO 3 (R) is given by
We define the following filtrations:
. . , N } , and we will write:
In particular,
Step 2.
Control of the jumps
In this step, we bound the expectation of the distance between the processes at the jump time T n , knowing the system at time T n−1 and the holding time S n . By definition of the processes, the couples of position and orientation 
where we used (21) in the first inequality and the fact that the flow is λ-Lipschitz in the second inequality.
The last W 1 -distance is split in three parts.
Where µ N t is the empirical measure of the nonlinear processes:
For the first term on the right-hand side of (23), we use (10) and the fact that the dynamics is deterministic on the time interval [T n−1 , T n ), this leads to the following estimate:
Similarly for the second term on the right-hand side of (23):
The third term on the right-hand side of (23) does not involve the processes Z i t and will be considered as an error term. Using (8) , it holds that
In addition, for all i = I n , it holds that
Tn .
Gathering everything and from (22) it leads to
In T − n where
Taking the conditional expectation with respect to G n gives:
where we have used that S n is G n -measurable and the independence relations : I n ⊥ F Tn−1 , I n ⊥ G n and I n ∼ U(1, . . . , N ) which imply that
and since G n = G n−1 ∨ σ(S n ) and S n ⊥ F Tn−1 the tower property [45, Section 9.7.(i)] implies,
Step 3. Control of the error term
We are now looking for a uniform bound on the error term which depends only on N . Recall that,
Let us define:
These quantities are uniformly bounded:
and satisfy (by pairwise independence of the McKean processes):
The Cauchy-Schwarz inequality implies
And because of the centering property (25) and the pairwise independence, if I n = j and I n = k:
which implies that there are only O(N ) non-zero terms in the sum. Since these terms are uniformly bounded, we deduce:
Remark 3.2. Note that in the second step we use only the bound (10) which is weaker than the assumption (8). The assumption (8) is only crucial in this proof to obtain the control of the error term in 1/ √ N . However, a similar conclusion could be reached by applying more general quantitative results on the convergence in Wasserstein distance of the empirical measures of i.i.d random variables towards their common law, see for example [25] . This approach would require the adaptation of the existing results to our geometrical framework and we therefore choose to assume (8) and use the more straightforward computation presented in step 3 as in [39] and since it corresponds to the models [12, 20] .
Step 4. Gronwall lemma From the (24) and (26) we conclude that for all n ≥ 1,
and Y 0 = 0. This is a discrete Gronwall-type inequality and using the inequality 1 + x ≤ e x , it can be seen by induction that for all n ≥ 1:
Step 5. Conclusion : bound at time t > 0
In order to bound E[Y t ], we first look for a bound on E[Y TN t ] where
The random variable N t has a Poisson distribution of parameter N t [6, Chapter 8.1.2] and in particular P(
Since everything is deterministic on [T Nt , t), we will then use the fact that:
Using the relation (28), we first have:
And therefore,
Finally, from this last expression and expression (29) we conclude that
where we have used the fact that 1 + λt ≤ e λt . To prove the first point of Theorem 1 we notice that
where the bound between the two empirical measures is a consequence of the Kantorovich dual formulation (5) The second point of Theorem 1 follows from the definition of the Wasserstein distance which implies that
Moderate interaction (proof of Theorem 2)
This section is devoted to the proof of Theorem 2. We follow the approach of [31] . Given a sequence of kernels (K N ) N , the goal is to apply Ascoli-Arzelà's theorem to show the convergence in C([0, T ], B a ) of a subsequence of the sequence of solutions of (BGK-K) associated to (K N ) N towards the unique solution of (BGK-δ). To do so, we will first need to prove some properties on the associate sequence of solutions of (BGK-K) (Lemma 4.1) and in particular an equicontinuity property. We will then prove a compactness result (Lemma 4.2) which is an adaptation of the classical Riesz-Fréchet-Kolmogorov to our geometrical context and which will be needed to prove the compactness of the sequence at a fixed time (pointwise compactness, Lemma 4.3). The proof of Theorem 2 can be found in Section 4.3.
First estimates
From now, we fix a > 0 and T > 0 such that (BGK-δ) is wellposed on C([0, T ], B a ) where B a is the ball of radius a > 0 in L ∞ ∩ P(R d × M ). A key remark is tha, if g ∈ B a then for all N ∈ N and all x ∈ R d , (i) (space-translation stability) Let h ∈ R d , then
where the translation operator τ is defined for a measurable function g on
(ii) (tightness) There exists β > 0 such that for R > 0 sufficiently big, then
(iii) (equicontinuity) Let t ∈ [0, T ) and h > 0 sufficiently small, then
where ε(h) → 0 uniformly in h and T h is the free-transport operator defined by (15) .
Proof. Recall that f N is given by Duhamel's formula:
Or equivalently:
f , the conclusion follows from the stability estimate obtained by Duhamel formula by using the Lipschitz bound (17) :
and Gronwall's lemma.
(ii) For a given
We define for 0 ≤ s ≤ t and for R > 0 sufficiently big:
where β > 0 is such that |Φ(m)| ≤ β for all m ∈ M . Then it holds that
s ds from which we can conclude using Gronwall lemma that:
(iii) We have:
where ε(|h|) → 0 and depends only on a and T (it comes from the terms e −(t+h) and the integral between t and t + h). Then it holds that
And it holds that for a given m ∈ M :
Since |m ′′ | ≤ 1 and M dm ′ = 1, by switching the integrals in x and in y (Fubini's theorem), with the change of variable x ′ = x − y and since the integral of K N is equal to 1, it holds that:
.
Gathering everything and using the space-translation stability property, we obtain:
where c(a, T ) > 0 is a constant which depends only on a, T > 0 and M . This last term vanishes uniformly on h by the dominated convergence theorem and the continuity of the shift operator in L 1 (as it can be seen by approximation by smooth functions [1, p.79]).
Remark 4.1. These properties can be understood at the level of the processes Z t . In particular, we can deduce some of them from [36] :
• Since τ (h,id) commutes with everything, the space-translation stability follows from the stability result [36, Theorem 3] .
• For the equicontinuity, starting from f 0 , let's run the process up to time h. Since everything is Markovian, we can consider the two nonlinear processes starting from f 0 and f h . Their laws at time t are respectively f t and f t+h . The stability result [36, Theorem 3] shows that:
To conclude, it is enough to write:
and to notice that:
A compactness result
We first prove a compactness lemma, which is the analog of the Riesz-Fréchet-Kolmogorov theorem in a Riemannian setting. The ideas of the proof come from [27, Chapter 2] . When ω and Ω are two open sets in a metric space, we write ω ⊂⊂ Ω when ω ⊂ Ω, ω ⊂ Ω and ω is compact where ω is the closure of ω in the ambiant metric space.
be a bounded subset which satisfies the following properties.
1. For all ε > 0, there exists R > 0 such that:
2. For all ε > 0 and for all ω ⊂⊂ Ω ⊂ M open sets, there exists η > 0 such that for any smooth function φ : ω → Ω which satisfies
and for all h ∈ R d such that |h| < η, it holds that:
Then F is relatively sequentially compact in
Proof. We are going to prove that there exists a Cauchy sequence in F .
By compactness, M can be covered by finitely many open sets Ω α and we can take a finite atlas (Ω α , ϕ α , η α ) α where ϕ α : Ω α → ϕ α (Ω α ) ⊂ R p and η α is an adapted partition of the unity. For all α, on the compact set Supp η α ⊂ Ω α , the metric tensor is bounded in the system of coordinates corresponding to the chart (Ω α , ϕ α ) which implies that there exists a constant C > 1 such that for all α and all x ∈ Supp η α ,
where |g| denotes the determinant of the matrix, the elements of which are the components of g in the chart (Ω α , ϕ α ).
For a given α, we are going to prove that the set
It is a consequence of Riesz-Fréchet-Kolmogorov theorem [7, Corollary 4.27] . Let ε > 0 and R > 0, η > 0 as in the hypothesis.
• The set F α is bounded: for all f ∈ F , it holds that
• The tightness is given by a similar argument and the first hypothesis.
• Let ω ⊂⊂ ϕ α (Ω α ) and let δ be the distance between ω and the boundary of ϕ α (Ω α ).
Let (h, u) ∈ R d × R p such that |h| < η and |u| < min(η ′ , η ′′ ) where η ′ and η ′′ will be defined later. It holds that:
For the second term on the right-hand side:
′ where η ′ is smaller than δ/2 and than the ε-modulus of uniform continuity of η α • ϕ −1 α on the compact set constructed by enlarging ω by δ/2. For the first term on the right hand side:
for |u| ≤ η ′′ where η ′′ is smaller than δ/2 and than the η-modulus of uniform continuity of ϕ −1 α on the compact set constructed by enlarging ω by δ/2. Finally, for |h| < η and |u| < min(η ′ , η ′′ ),
Therefore we can apply Riesz-Fréchet-Kolmogorov theorem which shows that F α is relatively compact in
. As a consequence, there exists a Cauchy sequence in F α .
Now consider a sequence (f n ) n in F . We can extract a subsequence still denoted by (f n ) n such that for all α, the sequence (η α f n • ϕ
Inequality (34) implies that for any α, the sequence (η α f n ) n is a Cauchy sequence in the space
Then, for any n, m ∈ N, since:
and thus converges since
Using this lemma, it can be shown that for every t ∈ [0, T ], the sequence (f 
Proof. To prove this result, we will show that the family (f 
where the free-transport operator T t is defined by (15) and the (h, ψ)-translation is defined by:
To show that the family (f N t ) N fulfills condition 2 in Lemma 4.2, we have to bound:
where we have used that the free-transport operator is an L 1 -isometry. We now bound each of the four terms in the right hand side.
• (Term I 1 ) By approximation by smooth functions and the dominated convergence theorem,
when h → 0 and ψ → id (for the uniform convergence topology on M ).
• (Term I 2 ) By similar arguments,
converges to 0 as h → 0 and ψ → id since Φ is Lipschitz.
• (Term I 3 ) We write the third term as:
where we have used the fact that for all N ∈ N and all
≤ a where a > 0 is fixed (see beginning of Subsection 4.1). Using the bound (8), Fubini's theorem and the fact that the integral of K N is equal to 1, it holds that
Finally we conclude the following estimate:
Using the space-translation stability (31) we deduce that this term goes to zero when h → 0 and ψ → id (for the uniform convergence topology on M ).
• (Term I 4 ) We bound the fourth term:
Using the space-translation stability and the fact that Φ is Lipschitz, we conclude that this term goes to zero when h → 0 and ψ → id.
Finally, gathering the analysis of these four terms, we conclude that the right-hand side in expression (35) converges to 0 when h → 0 and ψ → id. Therefore the family (f 
Proof of Theorem 2
Proof (of Theorem 2). The propagation of chaos result (Theorem 1) ensures that under Hypothesis (20) ,
where f N t is the solution of (BGK-K) with kernel K N . The Wasserstein-1 convergence implies the weak convergence of measures. It then remains to prove that
since it also implies the weak convergence of f N t towards f t as measures. The equicontinuity property (33) and Lemma 4.3 are the two hypotheses of Ascoli's theorem [7, Theorem 4.25] . Therefore, we can extract a subsequence of (f
. Note that since the sequence is also bounded in
we also have f t ∈ B a for every t ∈ [0, T ]. It remains to prove that the limit f t is uniquely defined as the solution of (BGK-δ). Thanks to Duhamel's formula. to do so, it is enough to prove that G
uniformly in t. This follows from:
and the last term in the right hand side goes to zero by the dominated convergence theorem, uniformly in t by Ascoli's theorem.
Remark 4.3. If f 0 is compactly supported, then
and the convergence of µ N t towards f t actually holds in Wasserstein-1 distance.
An alternative approach in the spatially homogeneous case
This section is an adaptation of the proof of the mean-field limit of the isotropic 4-wave kinetic equation with bounded jump kernel which can be found in [33, Section 4.3] .
The aim of this section is to write the solution of the space homogeneous BGK equation:
as the mean-field limit of a system of interacting particles. Without loss of generality we will look for a solution is in P(M ) (and not only M + (M )) since the total mass is preserved by the equation. In the following, we will say that a P(M )-valued process (ν t ) t is a weak solution of the space homogeneous BGK equation when it is continuous almost everywhere in time and satisfies for almost every t ∈ R + :
where for ϕ ∈ C b (M ) and ν ∈ P(M ),
Notice that: Q * BGK ϕ(ν) = Q BGK (ν), ϕ . In the following a test function is a continuous bounded function. Notice that since M is compact, a continuous function on M is automatically bounded. 
Individual Based Model
A N ϕ(m 1 , . . . , m N ) := N i=1 M ϕ(m 1 , . . . , m ′ i , . . . , m N ) − ϕ(m 1 , . . . , m i , . . . , m N ) M µ N (m) (m ′ i ) dm ′ i , where µ N (m) = 1 N N i=1 δ mi .
A process on measures
Equivalently, we define a M N (M ) ⊂ P(M )-valued Markov process with generator:
where φ : P(M ) → R is a test function and
is the set of empirical measures of size N . Proof. The first point is proved for example in [42, Section 1.4] . To prove the second point let ϕ : M → R be a test function and
A direct calculation shows that:
This proves that EμN (37) and
are two martingales.
Proof. These two results are a direct consequence of [32, Lemma 5.1]. Proof. The proof is split in several steps.
Mean-field limit
Step 1. The sequence of the laws of the processes (ν N t ) t is tight in P D([0, ∞), P(M )) .
Thanks to Jakubowski's criterion [30, Theorem 4.6] , it is enough to prove that for all test functions ϕ : M → R, the sequence of the laws of the processes ν N t , ϕ t is tight in P D([0, ∞), R) (see [33, Lemma 4.23] ). This last point is a consequence of the following martingale estimate, for s ≤ t: Finally, by Prokhorov theorem, there exists (ν t ) t ∈ D([0, ∞), P(M )) and we can extract a subsequence, still denoted by (ν N t ) t , such that (ν N t ) t =⇒ (ν t ) t as N → ∞.
Step 2. The weak limit (ν t ) t is continuous in time a.e. and the convergence is uniform in time.
For any ϕ ∈ C b (M ), we have for almost every t ∈ R + :
since there is almost surely at most one jump at a given time t ∈ R + . This proves that (ν t ) t is continuous in time a.e.. As a consequence, we obtain by the continuity mapping theorem in the Skorohod space (see [33, Lemma 4.26] ), that for almost every t ∈ R + :
Step 3. Passing to the limit.
Let ϕ ∈ C b (M ) and φ : P(M ) → R defined by:
φ(ν) := ν, ϕ .
We want to pass to the limit in the representation formula (37).
• We have made the assumption that
• The martingale estimate (38) and Doob's inequality ensure that
• We have for all s ≤ t:
For the second term in the right-hand side we have proved in step 2 that:
For the first term in the right-hand side, we use the compactness of M and the fluxLipschitz assumption (8) to bound:
where C > 0 is a constant. Using the uniform convergence proved in step 2 with the coordinates functions in the Euclidean space E (which are continuous and bounded), we deduce that: sup 
Conclusion. Reporting (39), (40) and (41) in the representation formula (37), we obtain that the weak limit (ν t ) t is deterministic and satisfies weakly the space homogeneous BGK equation with initial condition ν 0 ∈ P(M ):
where the operator Q * BGK is defined by (36) . Since the limit is unique, the whole sequence (ν N t ) t actually converges to (ν t ) t . Then, for almost every t ∈ R + , it holds that, as N → +∞, Proof. Thanks to lemma 5.1, we know that the law of any particle of the IBM at time t ∈ R + is EμN 
Conclusion
We have proved a propagation of chaos property for a Piecewise Deterministic system of agents in a geometrically enriched context. The proof of this property was based on a coupling argument similar to the classical argument [39] for McKean-Vlasov systems. We have also proved that the under a moderate interaction assumption, as in [31] , the interaction between the agents can be made purely local, in the sense that the size of the neighbourhood decreases with the number of agents. The resulting kinetic equation is a BGK equation which has been studied in [12] . Finally, an alternative approach based on martingale arguments can be carried out in the spatially homogenous case.
This last approach could provide a better bound for the moderate interaction assumption, as in [38] but it cannot be easily carried out in the spatially inhomogeneous case for the type of interactions studied in the present work. Moreover, our study relies heavily on the compactness of the manifold of orientation and it is not clear how this assumption could be removed. Finally, as in more classical settings, the propagation of chaos property presented here is not uniform in time, see for example [21, 34] for a recent approach to solve this issue.
