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Abstract
We study the mixing time of random walks on small-world networks modelled as follows:
starting with the 2-dimensional periodic grid, each pair of vertices {u, v} with distance d > 1 is
added as a “long-range” edge with probability proportional to d−r, where r ≥ 0 is a parameter
of the model. Kleinberg studied a close variant of this network model and proved that the
(decentralised) routing time is O((log n)2) when r = 2 and nΩ(1) when r 6= 2. Here, we prove
that the random walk also undergoes a phase transition at r = 2, but in this case the phase
transition is of a different form. We establish that the mixing time is Θ(logn) for r < 2,
O((log n)4) for r = 2 and nΩ(1) for r > 2.
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1 Introduction
Kleinberg [28] introduced an intriguing model of a small-world network. Starting with the 2-
dimensional grid, each vertex v adds one, possibly long-range, directed edge (v,w). The probability
that the edge from v is (v,w) is dist(v,w)−r/Z where r ≥ 0 is a parameter of the model, dist(v,w)
is the grid distance between v and w and Z =
∑
y∈V dist(v, y)
−r is the appropriate normalising
factor.
Kleinberg proved that the routing problem on this network has an interesting phase transition
at r = 2: when r = 2 there is a decentralised routing algorithm with expected delivery time
O((log n)2), whereas for all r 6= 2 every decentralised routing algorithm has expected delivery time
Ω(nc) where c is a constant that grows with |r − 2|.
Our goal in this paper is to analyse the behaviour of the random walk on such a small-world
network with respect to the parameter r. Our model is similar to Kleinberg’s, but it is slightly
different. Instead of adding exactly one directed long-range edge from each vertex, in our model
edges are undirected and added independently, so that the expected number of long-range edges
incident to each vertex is one. Also, we consider the underlying graph to be a torus (periodic
grid) so that the underlying graph is vertex transitive and the normalising factor Z is identical
for all vertices. The fact that edges are undirected is technically convenient, as is the fact that
the presence/absence of an edge is mutually independent for each pair of vertices; similar models
have been studied in long-range percolation, see Section 1.1 for comparison to these models. The
details of our model are as follows. Following Kleinberg, we have a parameter r ≥ 0. The model
Gn,r is obtained by taking the 2-dimensional1 torus (periodic grid graph) with side length (2n+1)
centered at the origin. Independently, for every pair of vertices v,w which are not connected
by a torus edge, we add the (undirected) edge {v,w} with probability dist(v,w)−r/Z, where the
normalising factor Z is given by Z =
∑
y∈V ;y 6=v dist(v, y)
−r and the distance dist(v,w) is the graph
distance between v and w in the original torus. The normalising factor Z is important — this is
what ensures that the expected number of long-range edges adjacent to a vertex v is Θ(1), as in
Kleinberg’s model. We refer to the random graph Gn,r as the “small-world network”.
To further understand the properties of small-world networks networks and how they vary with
r, we study the mixing time of the lazy random walk on Gn,r. Let Xt denote the vertex that the
walk visits at time t. With probability 1/2, we set Xt+1 = Xt; otherwise, Xt+1 is chosen to be a
neighbour of Xt, selected uniformly at random from the set of all neighbours. The lazy random
walk is an ergodic Markov chain; we let π denote its unique stationary distribution. The mixing
time Tmix is the minimum number of steps T , from the worst initial state X0, to guarantee that
the distribution of XT is within total variation distance ≤ 1/4 of the stationary distribution π, see
Section 2.2 for more thorough definitions. We prove that the mixing time of the lazy random walk
on the small-world network undergoes a phase transition at r = 2.
Theorem 1. Let r ≥ 0 and n be a positive integer. With probability 1−O(1/n) over the choice of
the small-world network Gn,r, the lazy random walk on this network satisfies:
Tmix =

Θ(log n) if r < 2
O((log n)4) if r = 2
nΩ(1) if r > 2.
1For simplicity we focus on the 2-dimensional case where the underlying graph is a (periodic) 2-dimensional
grid. Kleinberg generalised his result to the case where the underlying grid is d-dimensional and our results can be
generalised similarly – see Section 8.
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Note that the phase transition in Theorem 1 is different from the phase transition obtained
by Kleinberg for the greedy routing algorithm. When r < 2, the greedy routing algorithm is slow
whereas the lazy random walk is as fast as possible, with mixing time O(log n).
1.1 Related works
The mixing time of random walks in sparse random graphs is a well-studied subject. Our proof
of Theorem 1 adapts methods that have been developed for analysing random walks in the Erdo¨s-
Re´nyi random graph G(n, p). Fountoulakis and Reed [24] proved that, for any d > 1, the mixing
time of the lazy random walk on the largest component of G(n, d/n) is Θ((log n)2). See [7] for an
alternative proof of this result, and [17, 34] for mixing-time analysis when the parameter p is chosen
so that G(n, p) is in, or close to, the critical window for the emergence of the giant component. The
proof technique of Fountoulakis and Reed, based on analysing the conductance of connected sets,
is the basis of the approach that we use to obtain the upper bounds in Theorem 1 (see Section 2.3).
The random graph G(n, p) is constructed by starting with the most straightforward underlying
graph — the empty graph with n vertices — and turning each non-edge into an edge independently
with probability p. Of course, it is also possible to start with a different underlying graph. A
well-known example of a random graph model of this type is the small-world model of Newman
and Watts [36]. In its simplest form, the Newman-Watts random graph is the random graph
obtained by starting from a cycle of length n and then, independently, adding each non-edge with
probability c/n for some constant c > 0. Addario-Berry and Lei [1] study the mixing time of the
lazy random walk in the Newman-Watts random graph and prove that, for any constant c > 0,
the mixing time is O((log n)2), matching the lower bound of Ω((log n)2) of Durrett [19]. The proof
technique of Addario-Berry and Lei is based on bounding the number of connected sets, and we
adapt the bounding technique of [1] to our setting in Section 4. Similar random graph models with
other underlying graphs are considered in [20, 21, 30]. For example, Krivelevich, Reichman and
Samotij [30] study the mixing time of the lazy random walk on a random graph which is formed
by adding edges independently to an arbitrary connected graph — they show upper bounds of
O((log n)2).
The models discussed in the previous paragraph have the property that each non-underlying
edge is added with the same probability, p. There are also random graph models in which the
probability that a pair {u, v} of vertices is added as an edge depends on the underlying graph
distance dist(u, v). Our small-world model is of this type and so is Kleinberg’s small-world model
[28, 29], which we have already discussed. Nguyen and Martel [33, 37] study random graphs in
Kleinberg’s model and show that the diameter undergoes the following phase transitions in d-
dimensions: Θ(log n) for r ≤ d, (log n)Θ(1) for d < r < 2d and nΩ(1) for r > 2d.
The “long-range percolation model” is another random graph model in which an underlying
graph is augmented by adding each new edge {u, v} with a probability depending on dist(u, v).
Like our model, the underlying graph is a d-dimensional torus of side-length n. There are two
parameters, β and r and each non-lattice edge is added independently with probability approxi-
mately β dist(u, v)−r. The main difference between this model and the small-world model is the
absence of the normalising factor Z in the edge-addition probability. The absence of this nor-
malising factor manifests itself in various ways — perhaps most strikingly by varying the average
number of long-range neighbours of a vertex (as r changes). Unlike the small-world model, where
this average is always Θ(1), in the long-range percolation model, it is proportional to Z so it is
nΩ(1) for r < d, Θ(log n) for r = d and O(1) for r > d. An extensive body of work on the long-range
percolation model has demonstrated that its phase transitions are effectively captured by changes
in the asymptotic behaviour of Z — see [5] for the mixing time, [2, 38, 35, 3] for percolation, and
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[4, 6, 16, 8, 9, 10, 18, 11] for diameter. Mixing time in the long-range percolation model has been
studied only in the d = 1 case. Here, Benjamini, Berger, and Yadin [5] showed that the mixing time
undergoes a phase transition at r = 2: it is nr−1(log n)Θ(1) for 1 < r < 2 and Ω(n2) for r > 2. The
mixing time has not been studied for d > 1. For general d and r > 2d, the long-range percolation
graph is known to be “fully local”, meaning that its geometry is analogous to the torus and the
diameter is linear in n [8]. So we might expect the result of [5] to generalise to a phase transition
at r = 2d hence, in the case of d = 2 at r = 4.
Finally, our small-world network has been studied by [27] in the special case r = 1. However,
the results of [27] are about bootstrap percolation, rather than being about the mixing time of the
lazy random walk, which is our concern here.
1.2 Outline
To obtain Theorem 1, one of our main tasks is to bound the edge-expansion ratio |∂S|/min{|S|, |V \S|}
for all subsets ∅ ⊂ S ⊂ V , where ∂S denotes the set of edges with exactly one endpoint in S.2 In our
setting where every vertex has bounded-degree in expectation, lower bounds on the edge-expansion
ratio can be used to lower bound the so-called conductance of the random walk (see Section 2.3)
and therefore obtain upper bounds on the mixing time (with some extra work); similarly, upper
bounds on the edge-expansion ratio can be used to obtain lower bounds on the mixing time.
The key idea is that for r < 2 the long-range edges mostly connect far away vertices in the
torus (i.e., vertices at distance Ω(n)) and the edge-expansion of a set S in the small-world graph is
likely to be bounded by a constant. More precisely, there exists a constant c > 0 such that for all
sets with S ⊆ V (and |S| ≤ 99|V |/100) it holds that
PrGn,r(|∂S| ≥ c|S|) ≥ 1− exp(−c|S|). (1)
A somewhat similar inequality holds for r = 2, but now sets S with Ω(n2) vertices have worse
edge-expansion ratio of order 1/ log n, see Lemma 27 for the precise statement. In contrast, for
r > 2, the long-range edges are more likely to connect vertices which are at constant distance in
the torus and the expansion properties of the small-world graph become qualitatively similar to
the torus. More precisely, one can find large sets S with Ω(n2) vertices whose expansion is at
most n−Ω(1), see Lemma 35. These sets with bad edge-expansion ratio give the lower bound on the
mixing time in Theorem 1 for r > 2, see also Theorem 34 in Section 7 for details (there, we also
show Ω(log n) lower bounds on the mixing time for r ≤ 2 using a simple diameter lower bound).
Obtaining upper bounds on the mixing time for r < 2 on the basis of (1) is the key obstacle
to obtaining Theorem 1 (and similarly for r = 2). Namely, to obtain lower bounds on the edge-
expansion ratio, we would ideally want to combine the probabilistic estimates given in (1) for all
sets S ⊆ V . The trouble is that we cannot easily combine the probabilistic estimates given in
(1) for all sets S ⊆ V since the straightforward union bound fails miserably. For example, for
k = n2−Ω(1), there are roughly
(
n2
k
)
= eΩ(k logn) sets S with |S| = k, but the event |∂S| ≥ c|S| for a
set S with |S| = k fails to hold with probability as large as e−Ω(k). To overcome the failure of the
union bound, we need to reduce the number of sets S under consideration.
The first idea to perform a refined union bound is to use a theorem by Fountoulakis and Reed
[23], see Theorem 3, which allows us to consider only sets S which are connected in G (i.e., the
induced subgraph on S is connected). The idea is that the graph G has bounded average degree
and therefore the number of connected sets with |S| = k should be roughly (c′)k for some constant
2Technically, we need to consider the edge expansion of subsets S whose complement V \S has non-trivial density,
i.e., |V \S| ≥ δ|V | where δ ∈ (0, 1) is a small constant bounded away from zero (δ = 1/100 is sufficient).
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c′ > 1 (which is a significant improvement over the roughly
(
n2
k
)
possible sets with |S| = k). Indeed,
we show that this is the case by adapting techniques of Addario-Berry and Lei [1] to our setting
(see Lemma 12 in Section 4). Unfortunately, the constant c in (1) turns out to be roughly equal
to 1, the expected number of long-range edges incident to a vertex, while the best bound we can
hope to get on the constant c′ turns out to be roughly 20 (four times the average degree). So, we
need to reduce the number of sets S further.
The second idea is that we can reduce the sets S under consideration by utilising the edge-
expansion of the underlying graph and, in particular, the torus (similar type of arguments have
been used in [1, 30]). The rough intuition is that the sets in the torus that have low edge-expansion
are “box-like”, i.e., unions of boxes where a box refers to a square subgraph of the torus (see
Section 3). In contrast, sets in the torus that are more spread out (for example, unions of paths on
alternate layers) have constant edge expansion. By considering a partition of the torus into boxes
of side length roughly equal to ℓ (for some large enough constant ℓ), we can reduce the number
of box-like sets we need to consider. In fact, it turns out that it is enough to consider box-like
sets S which are connected in G, whose number we can control in a manner analogous to the one
we discussed for general connected sets S. Eventually, we are able to control the interplay of the
constant c in (1) with the constant controlling the logarithm of the number of connected box-like
sets S by adjusting the length ℓ of the boxes in the torus (we show that taking ℓ to be a sufficiently
large constant suffices).
We should also mention that we cannot use (1) to account for the expansion of sets S with small
cardinality (O(log n) vertices); such small sets may have no long-range edges incident to them and
their edge expansion can be as low as 1/
√
log n (see Lemma 24); using the standard conductance
techniques this would lead to a mixing time bound of O((log n)2). Nevertheless, we can get the
O(log n) bound in Theorem 1 for r < 2 by employing the “average conductance” technique of
Lova´sz and Kannan [31], as refined by Fountoulakis and Reed [23] (see Theorem 3 in this paper).
The full argument for r < 2 can be found in Section 5.
The upper bound for r = 2 builds on similar arguments, though some modifications are needed
to deal with the worse probabilistic estimates for the edge expansion of large sets S (see Lemma 27).
To account for these, we rely on the expansion properties of the torus more significantly by taking
the side length ℓ of the boxes in the partition of the torus to depend moderately on n; we show
that taking ℓ to be O((log n)1/2) suffices. This allows us to bound the edge expansion of box-
like sets accurately, but yields rougher bounds for more spread-out sets, e.g., a large box-like set
together with its long-range neighbours. Instead of bounding the edge expansion of box-like sets,
we therefore bound their vertex expansion, which has the benefit of yielding more accurate bounds
on the edge expansion of spread-out sets S (this shaves off a couple of log n factors in the final
mixing time upper bound). The detailed proof of the upper bound for r = 2 can be found in
Section 6 (and the lower bound in Section 7).
2 Preliminaries
2.1 Definitions
The small-world network model Gn,r is parameterised by a positive integer n and a real r ≥ 0.
Roughly, the model Gn,r is obtained by the (2n+1)×(2n+1) two-dimensional torus (periodic grid)
by adding random edges independently, where the probability of adding an edge (u, v) is given by
a power law with parameter r in the torus distance between u and v.
More formally, we will denote the torus by T = (Bn, En) where Bn := {−n, . . . , n}2 and, for
two vertices u = (x1, y1), v = (x2, y2) ∈ Bn, the edge (u, v) belongs to En if, either x1 = x2 and
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|y1 − y2| = 1 or 2n, or y1 = y2 and |x1 − x2| = 1 or 2n. For vertices u, v ∈ Bn, let dist(u, v)
be the length of the shortest path between u and v in the torus. Note that the torus is a vertex
transitive graph where every vertex has degree 4. Independently, for every pair of distinct vertices
u, v ∈ Bn which are not adjacent in the torus, we add the long-range edge {u, v} with probability
dist(u, v)−r/Z where the normalising factor Z is such that every vertex has in expectation one
long-range edge incident to it. Note that if we denote by ρ the origin of the torus, then Z is given
by the expression
Z =
∑
w∈V ; dist(ρ,w)≥2
dist(ρ,w)−r. (2)
We will use G = (V,E) ∼ Gn,r to indicate that G is a small-world graph with parameters n, r
and denote the number of vertices in G by N = (2n+1)2. Using Chernoff bounds, it can be proved
easily that with high probability over the choice of the graph G is holds that |E| = 5N/2 + o(N),
since every vertex has average degree five. Note that exactly 2N of these edges come from the
torus; the remaining edges are long-range (random) edges.
For a set S ⊆ V , we will use ∂S to denote the subset of edges in G with exactly one endpoint
in S. We will use ∂∗S to denote the subset of edges in the torus T with exactly one endpoint in S.
Note in particular that ∂∗S ⊆ ∂S.
2.2 The lazy random walk
Let G = (V,E) ∼ Gn,r. We study the Markov chain corresponding to the lazy random walk on G.
Formally, the transition matrix P of the walk is defined as follows (where dv denotes the degree of
the vertex v in G):
P (v,w) =

1
2 if w = v
1
2dv
if (v,w) ∈ E
0 otherwise.
Since G is connected, we have that P is irreducible. Due to the self-loops, we also have that P is
aperiodic. It follows that the lazy random walk converges to a stationary distribution. Since G is
undirected, we have that P is reversible with respect to the stationary distribution pi = (πv)v∈V
given by πv = dv/(2|E|). For S ⊆ V , we use π(S) to denote
∑
v∈S πv.
The mixing time is the number of steps that we need to run the chain from the worst starting
state to ensure that we are within total variation distance ≤ 1/4 from the stationary distribution.
Formally, for a vertex v ∈ V , observe that the vector P t(v, ·) gives the distribution of the random
walk starting from v after t steps; the total variation distance between P t(v, ·) and pi is given by∥∥P t(v, ·) − pi∥∥
TV
= 12
∥∥P t(v, ·)− pi∥∥
1
. The mixing time is then defined as
Tmix = min
{
t ∈ Z ∣∣ max
v∈V
∥∥P t(v, ·)− pi∥∥
TV
≤ 1
4
}
.
It is well-known that after kTmix steps, the total variation distance between the random walk and
its stationary distribution is at most (1/2)k .
2.3 Bounding the mixing time using conductance
To bound the mixing time of the random walk on G = (V,E) ∼ Gn,r, we will bound its conductance.
For the lazy random walk, for a set ∅ ⊂ S ⊂ V , the normalised conductance Φ(S) is given by
Φ(S) =
|∂S|
1
2|E|
(∑
v∈S dv
)(∑
v/∈S dv
) , (3)
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where recall that ∂S denotes the subset of edges in G with exactly one endpoint in S. The
conductance Φ of the chain is then given by
Φ = min
S 6=∅,V
Φ(S).
Theorem 2 ([39]). There exist constants C,C ′ > 0 (independent of the chain) such that the mixing
time Tmix of the lazy random walk on an undirected connected graph satisfies
C
Φ
≤ Tmix ≤ C
′
Φ2
log(1/πmin),
where πmin := minv∈V πv.
A refinement of Theorem 2 was given by Fountoulakis and Reed [23] (building upon work of
Lova´sz and Kannan [31]), which often gives a more precise upper bound on the mixing time when
the conductance of small sets is small relatively to the conductance of big sets. Following [23], we
say that a set S ⊆ V is connected if the graph induced by S is connected. For 0 ≤ p ≤ 1, let
Φ˜(p) := min{Φ(S) | S is connected, p/2 ≤ π(S) ≤ p},
and set Φ˜(p) = 1 if the minimization is over an empty set. The key feature in the definition of Φ˜(p)
is that it only considers connected sets S, which vastly reduces the sets to be considered for sparse
graphs.
Theorem 3 ([23]). There exists a constant C > 0 (independent of the chain) such that the mixing
time Tmix of the lazy random walk on an undirected connected graph satisfies
Tmix ≤ C
⌈log2(π−1min)⌉∑
j=1
(
1
Φ˜(2−j)
)2
. (4)
2.4 Normalising factor for random edges
The following lemma gives some basic intuition for the neighbourhood structure of G ∼ Gn,r by
considering the asymptotics of the normalising factor Z given in (2).
Lemma 4 ([28]). Let r ≥ 0. Then, for the torus T = (Bn, En), it holds that
Z =

Θ(n2−r) if r < 2,
Θ(log n) if r = 2,
Θ(1) if r > 2.
Proof. Observe that all the vertices of the torus are within distance 2n from the origin ρ. For
ℓ = 1, . . . , 2n, let Sℓ denote the vertices at distance ℓ from the origin. Then,
|Sℓ| = 4min{ℓ, 2n + 1− ℓ}.
It follows that
Z =
n∑
ℓ=2
4ℓ
ℓr
+
2n∑
ℓ=n+1
4(2n + 1− ℓ)
ℓr
. (5)
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For a positive integer m, let Hm := 4
∑m
ℓ=1 1/ℓ
r−1. We then have the bounds
Hn − 4 ≤ Z ≤ H2n,
where the “−4” in the first inequality is to account for the term corresponding to ℓ = 1 and the
latter inequality follows by using the inequality 2n + 1 − ℓ ≤ ℓ to bound the terms in the second
sum in (5).
Note that for any x > 0, we have that
∑n
i=1 i
x = Θ(nx+1), so, for 0 ≤ r < 1, it holds that
Hn = Ω(n
2−r) and H2n = O(n
2−r), so that Z = Θ(n2−r), as wanted. For r ≥ 1 and ℓ = 1, . . . , 2n,
we have that 1/(ℓ + 1)r−1 ≤ ∫ ℓ+1ℓ 1xr−1 dx ≤ 1/ℓr−1, and hence we have the bounds
4
∫ n+1
1
1
xr−1
dx ≤ Hn, H2n ≤ 4
(
1 +
∫ 2n+1
1
1
xr−1
dx
)
, (6)
from where it follows that Z = Θ(n2−r) if r < 2, Z = Θ(log n) if r = 2, and Z = Θ(1) if r > 2.
2.5 Concentration bounds
We will use the following version of the well-known Chernoff/Hoeffding inequality.
Lemma 5 (see, e.g., [25, Theorem 21.6 & Corollary 21.9]). Suppose that Sn = X1+ · · ·+Xn, where
{Xi}i∈[n] is a collection of independent random variables such that 0 ≤ Xi ≤ 1 and E[Xi] = µi for
i = 1, . . . , n. Let µ = µ1 + · · · + µn. Then,
Pr(Sn ≥ µ+ t) ≤ exp
(
− t
2
2(µ+ t/3)
)
for any t > 0,
Pr(Sn ≤ µ− t) ≤ exp
(
− t
2
2(µ− t/3)
)
for any t ≤ µ.
Further, for any c > 1,
Pr(Sn ≥ cµ) ≤ exp
(− µ(c log(c/e) + 1)).
As a preliminary application of Lemma 5, we prove the following simple fact for the number of
edges of a small-world graph G ∼ Gn,r (recall that N = (2n+ 1)2 is the number of vertices in G).
Lemma 6. Let r ≥ 0. Then, with probability 1− exp(−Ω(n)) over the choice of G = (V,E) ∼ Gn,r,
it holds that |E| = 5N/2 + Θ(N3/4).
Proof. Let
(V
2
)
:=
{{u,w} | u,w ∈ V, u 6= w} denote the set of all unordered pairs of vertices. For
{u,w} ∈ (V2), let Yu,w be the indicator r.v. that there is a long-range edge between u,w. Moreover,
let
Y =
∑
{u,w}∈(V
2
)
Yu,w, and note that |E| = 2N + Y.
By the definition of the model Gn,r, every vertex adds in expectation one long-range edge and hence
EGn,r [Y ] = N/2. The lemma follows by applying Lemma 5.
2.6 Edge isoperimetric inequality on the torus
We will use the following edge isoperimetric inequality on the torus to lower bound the conductance
of small sets S (i.e., sets S with |S| = O(log n)).
Theorem 7 ([12]). Let n be a positive integer and consider the torus T = (Bn, En). For every
nonempty set S ⊆ Bn with |S| ≤ N/2, it holds that
|∂∗S| ≥ min{2n + 1, 2
√
|S|}.
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3 Partitioning the torus, box-like sets and the box-core
In this section, we partition the torus appropriately and formalise the notion of box-like sets. We
also introduce the box-core of a set which will be crucial to do the refined union bound described in
Section 1.2. Note that all these notions are with respect to the torus (i.e., the random small-world
graph is irrelevant in this section).
Namely, to capture the trade-off between the low edge-expansion of sets which are union of
boxes and the high edge-expansion of spread-out sets, we partition the torus on square boxes of
small side length ℓ and study how the set S intersects these boxes. In the case where ℓ divides
2n+1 (the side length of the torus), we can obviously choose all the boxes to be squares. To handle
integrality issues, we will allow the boxes to be rectangles with only slightly unbalanced sides.
For integers ℓ1, ℓ2 ≥ 1 and integers m1,m2, we will refer to the set
{m1, . . . ,m1 + ℓ1 − 1} × {m2, . . . ,m2 + ℓ2 − 1}
as a box with side lengths ℓ1, ℓ2.
Definition 8. Let n, ℓ be positive integers with n ≥ ℓ. An ℓ-partition of the vertex set Bn =
{−n, . . . , n}2 of the torus is a partition of Bn into boxes with side lengths ℓ1, ℓ2 which satisfy
ℓ ≤ ℓ1, ℓ2 ≤ 2ℓ. (7)
Note that the box sides ℓ1, ℓ2 need not be the same for every box in the partition, but they must
satisfy (7) for every box (and hence such a partition exists by the natural construction3).
For the rest of this section, we will fix n, ℓ and an arbitrary ℓ-partition of the vertex set of the
torus, which we denote by U = {U1, . . . , UQ} (i.e.,
⋃
i∈[Q]Ui = Bn and the sets Ui, i ∈ [Q] are
pairwise disjoint boxes with side lengths satisfying (7)).
Definition 9. We say that the set S ⊆ Bn = {−n, . . . , n}2 is box-like if for every U ∈ U it holds
that
either S ∩ U = ∅, or S ∩ U = U. (8)
Thus, a box-like set is a union of boxes of the ℓ-partition of the torus.
Definition 10. The box-core of a set S ⊆ Bn = {−n, . . . , n}2, denoted by box-core(S), is the
largest subset of S which is box-like.
Note that the box-core of a set S can be found simply by just going over the boxes U in the
ℓ-partition and checking which boxes satisfy (8). With these definitions, we are now ready to state
the main edge-expansion property of the torus which we are going to utilise for r ≤ 2.
Lemma 11. Let n, ℓ ≥ 1 be integers with n ≥ ℓ. The following holds for any ℓ-partition of the
torus T = (Bn, En) and any η ∈ (0, 1).
Every set S ⊆ Bn satisfies either that
∣∣box-core(S)∣∣ ≥ (1− η)|S|, or else, |∂∗S| ≥ η|S|/(4ℓ2).
3Namely, starting from the upper left corner of Bn, use ℓ×ℓ square boxes to cover the largest possible (contiguous)
square of Bn. Then, enlarge the end boxes of this square to go all the way to the boundaries of Bn, this increases
only one dimension of these boxes by a factor of at most 2; it now only remains to cover a square at the lower right
corner whose side length is at most 2ℓ.
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Proof. We will use G1 = (U1, F1), . . . , GQ = (UQ, FQ) to denote the subgraphs of the torus induced
on the vertex sets U1, . . . , UQ, respectively. Note that, for all i ∈ [Q], for any set Si ⊆ Ui with
|Si| < |Ui|, it holds that
|Fi ∩ ∂∗Si| ≥ |Si|/(4ℓ2), (9)
since for every Si 6= ∅ there is at least one edge in Fi ∩ ∂∗Si (if Si = ∅, then (9) holds trivially).
Now, consider an arbitrary set S ⊆ Bn, and set S′ = box-core(S) for convenience. Suppose that
|S′| < (1− η)|S|, we will show that |∂∗S| ≥ η|S|/(4ℓ2). Let
I := {i ∈ [Q] ∣∣ |S ∩ Ui| < |Ui|}.
By the assumption |S′| < (1− η)|S|, we have that∑
i∈I
|S ∩ Ui| ≥ η|S|. (10)
Applying (9) for i ∈ I with Si = S ∩ Ui, we obtain
|Fi ∩ ∂∗S| = |Fi ∩ ∂∗Si| ≥ |S ∩ Ui|/(4ℓ2). (11)
Combining (10) and (11), we obtain
|∂∗S| ≥
∑
i∈I
|∂∗S ∩ Fi| ≥
∑
i∈I
|S ∩ Ui|/(4ℓ2) ≥ η|S|/(4ℓ2),
as wanted. This concludes the proof of the lemma.
4 The number of connected sets in the small-world network
Addario-Berry and Lei [1] analysed the mixing time of the lazy random walk on the Newmann-Watts
random graph by using a technique of Fountoulakis and Reed [23] — analysing the conductance
of connected sets. They bounded the number of connected sets by examining a related Galton-
Watson tree. We use a similar approach but the details are more complicated because the connection
probabilities differ between different nodes. The main lemma we will prove in this section is the
following.
Lemma 12. Let r ≥ 0 and n, ℓ be positive integers with n ≥ ℓ. Let U = {U1, . . . , UQ} be an
arbitrary ℓ-partition of the torus T = (Bn, En).
For G = (V,E) ∼ Gn,r, let Wq denote the number of box-like sets S which are connected in G
and are the union of exactly q boxes in U . Then, EGn,r [Wq] ≤ n2(40ℓ2)q.
4.1 The number of subtrees of a Galton-Watson Tree with given size
Let X be a random variable supported on the non-negative integers. Recall that the Galton-Watson
branching process with offspring distribution X is a random rooted tree T where for every vertex
of the tree the number of offspring vertices is independent with distribution X. For integer j ≥ 0,
let pj = Pr[X = j] and
qj =
∑
i≥j
pi
i!
(i− j)! .
Note that qj is the expected number of ways to choose and order exactly j children of the root. We
will refer to the sequence q := {qj}j≥0 as the profile of the random variable X.
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Lemma 13 ([1, Lemma 2]). Let T be a Galton-Watson process with offspring distribution X.
Suppose that there exists C > 0 such that the profile q = {qj}j≥0 of X satisfies qj ≤ Cj for all
integer j ≥ 0.
Then, for all integer k ≥ 1, the expected number of subtrees of T which contain the root and
have exactly k vertices is at most (4C)k−1.
For us, the relevant offspring distribution will be a sum of independent binomial random vari-
ables. The following lemmas are implicit in [1], we prove them for completeness.
Lemma 14. Let n be a positive integer and 0 < p ≤ 1. Let Y = Bin(n, p). Then, the profile
q = {qj}j≥0 of Y satisfies qj ≤ (np)j.
Proof of Lemma 14. Let j ≥ 0 be an arbitrary integer. We may assume that j ≤ n, otherwise
qj = 0 and the inequality qj ≤ (np)j holds trivially. We have
qj =
n∑
i=j
(
n
i
)
pi(1− p)n−i i!
(i− j)! =
n∑
i=j
n!
(n− i)!(i − j)!p
i(1− p)n−i
≤ njpj
n∑
i=j
(n − j)!
(n− i)!(i− j)!p
i−j(1− p)n−i = (np)j.
This completes the proof.
Lemma 15. Let Y (1), Y (2), . . . , Y (n) be independent random variables supported on the non-negative
integers, and let Y =
∑n
t=1 Y
(t). Let q = {qj}j≥0 denote the profile of Y and, for t = 1, . . . , n, let
q(t) = {q(t)j }j≥0 denote the profile of Y (t).
Then, for all integer j ≥ 0, it holds that
qj =
∑
j1,...,jn≥0;
j1+···+jn=j
(
j
j1, . . . , jn
) n∏
t=1
q
(t)
jt
.
Further, assuming that Ct, t = 1, . . . , n, are such that q
(t)
j ≤ (Ct)j for all nonnegative integers j,
then it holds that qj ≤ Cj for all nonnegative integers j, where C = C1 + · · ·+ Ct.
Proof of Lemma 15. The second part of the lemma follows immediately from the first part using
the multinomial theorem. We thus focus on proving the first part. One can do this probabilistically
using the independence of the random variables Y (1), . . . , Y (n) and the combinatorial interpretation
of the profile. Below, we instead give a simple analytic proof.
For an integer j ≥ 0 and t = 1, 2, . . . , n, let p(t)j := Pr[Y (t) = j]. Define similarly pj = Pr[Y = j].
Since Y (1), Y (2), . . . , Y (n) are independent, we have that
pj =
∑
i1,...,in≥0;
i1+···+in=j
n∏
t=1
p
(t)
it
.
It follows that
qj =
∑
i≥j
pi
i!
(i− j)! =
∑
i≥j
∑
i1,...,in≥0;
i1+···+in=i
i!
(i− j)!
n∏
t=1
p
(t)
it
= j!
∑
i1,...,in≥0;
i1+···+in≥j
(
i1 + · · ·+ in
j
) n∏
t=1
p
(t)
it
.
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To proceed, we use the well-known Vandermode identity(
i1 + · · ·+ in
j
)
=
∑
0≤j1≤i1,...,0≤jn≤in;
j1+···+jn=j
n∏
t=1
(
it
jt
)
,
which follows by counting in two ways the number of j-element subsets of a set with i1 + . . . + in
elements. This gives
qj = j!
∑
i1,...,in≥0;
i1+···+in≥j
∑
0≤j1≤i1,...,0≤jn≤in;
j1+···+jn=j
n∏
t=1
(
it
jt
)
p
(t)
it
=
∑
j1,...,jn≥0;
j1+···+jn=j
(
j
j1, . . . , jn
) ∑
i1≥j1,...,in≥jn
n∏
t=1
it!
(it − jt)!p
(t)
it
=
∑
j1,...,jn≥0;
j1+···+jn=j
(
j
j1, . . . , jn
) n∏
t=1
q
(t)
jt
,
where the middle equality follows by switching the order of summation and the last equality follows
by using the values of q
(t)
jt
for t = 1, . . . , n.
Combining Lemmas 13, 14 and 15, we obtain the following corollary.
Corollary 16. Let T be a Galton-Watson process with offspring distribution X, where X is a sum
of independent binomial random variables.
Then, for all integer k ≥ 1, the expected number of subtrees of T which contain the root and
have exactly k vertices is at most (4E[X])k−1.
4.2 Dominating the number of trees in random graphs by a branching process
To use Corollary 16 for the proof of Lemma 12, we need to bound the number of connected (box-
like) sets in G ∼ Gn,r by the number of subtrees in an appropriately defined Galton-Watson tree.
We do this in a rather general setup so that we can account for the graph distribution Gn,r and
its relevant variants that we will need in the proof of Lemma 12. Our goal is to account for the
fact that the graph is obtained in a non-uniform way in the sense that each pair of vertices are
connected with probability that depends on the labelling of the pair.
Throughout this section, we will let n be a positive integer, [n] be the set {1, . . . , n} (the vertex
set of the graph) and p = {pij}i,j∈[n] be a symmetric matrix whose entries are in the interval [0, 1].
Definition 17 (The graph distribution Gn,p). The random graph G = ([n], E) ∼ Gn,p is obtained
by adding independently, for every pair of vertices i, j ∈ [n], the edge {i, j} with probability pij.
Definition 18 (The tree process T in,p). Let i ∈ [n]. The tree process T in,p is a random tree rooted
at i whose nodes at distance ℓ ≥ 1 from the root are labelled with an element of [n]ℓ+1 (that is, a
node at distance ℓ from the root will be labelled with a sequence of ℓ+ 1 elements of [n]).
Initialise the process by setting R0 = {i}. For ℓ ≥ 0, suppose that we have constructed Rℓ ⊆
[n]ℓ+1. To construct Rℓ+1, for each node x = (x0, . . . , xℓ) ∈ Rℓ, do the following:
For each j ∈ [n], toss independently a random coin with heads probability pxℓ,j . If the coin
comes up heads, then add y := (x0, . . . , xℓ, j) in Rℓ+1 and connect x and y with an edge.
(12)
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Note that in (12) the children of a node x = (x0, . . . , xℓ) are added with probabilities which
depend only on xℓ. We are now ready to show the following.
Lemma 19. Let i ∈ [n] and k ≥ 1 be an integer. For G ∼ Gn,p, let Wk(i) be the number of sets
S ⊆ [n] which are connected in G and satisfy |S| = k and i ∈ S. Also, for the tree processs T in,p,
let W ′k(i) be the number of subtrees with k vertices containing the root i. Then,
EGn,p [Wk(i)] ≤ ET in,p [W ′k(i)].
Proof. Denote by Tik the set of all labelled trees on the vertex set [n] with exactly k vertices which
include the vertex i. For a tree t ∈ Tik, let 1t be the indicator r.v. that t is a subgraph of G. Then,
we have that Wk(i) ≤
∑
t∈Ti
k
1t and therefore
EGn,p [Wk(i)] ≤
∑
t∈Ti
k
EGn,p [1t].
Let t be a tree in Tik. There is a natural way to map t to an outcome of the tree processs
T in,p. In particular, let M(t) be the tree which is isomorphic to t, where a node originally labelled
v in t is relabelled by the path starting at the root i and ending in v (we view the path as an
ordered tuple). Let 1M(t) be the indicator r.v. that M(t) is a subgraph of T in,p. Then, we have
W ′k(i) ≥
∑
t∈Ti
k
1M(t) and therefore
ET in,p [W
′
k(i)] ≥
∑
t∈Ti
k
ET in,p [1M(t)].
All that remains to observe is that, for an arbitrary tree t ∈ Tik, it holds that
EGn,p [1t] = ET in,p [1M(t)].
4.3 Proof of Lemma 12
We are now ready to prove Lemma 12.
Lemma 12. Let r ≥ 0 and n, ℓ be positive integers with n ≥ ℓ. Let U = {U1, . . . , UQ} be an
arbitrary ℓ-partition of the torus T = (Bn, En).
For G = (V,E) ∼ Gn,r, let Wq denote the number of box-like sets S which are connected in G
and are the union of exactly q boxes in U . Then, EGn,r [Wq] ≤ n2(40ℓ2)q.
Proof of Lemma 12. Let G = (V,E) ∼ Gn,r. Consider the box graph GU = (U , EU ) induced by the
ℓ-partition of the torus U = {U1, . . . , UQ}, where two boxes Ui and Uj are connected by an edge if
there is an edge in G between Ui and Uj. Note that a box-like set S which is connected in G and
is the union of q boxes in U corresponds to a set S′ ⊆ U with |S′| = q which is connected in GU .
For a box Ui ∈ U , let Wq(i) denote the number of sets S′ ⊆ U with |S′| = q which are connected
in GU such that Ui ∈ S′. Clearly, Wq ≤
∑
i∈[Q]Wq(i) and hence, by linearity of expectation, to
prove the lemma it suffices to show that EGn,r [Wq(i)] ≤ (40ℓ2)q−1 for all i ∈ [Q] (using the crude
bound |U| = Q ≤ 10n2).
To bound Wq(i), we will use Lemma 19. In particular, for two boxes Uj and Uk, let pjk be
the probability that Uj and Uk are connected in the box graph GU and let p denote the matrix
{pjk}j,k∈[Q]. Note that GU follows the graph distribution GQ,p (cf. Definition 17), so by Lemma 19
we have that
EGQ,p [Wq(i)] ≤ ET i
Q,p
[W ′q(i)].
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whereW ′q(i) denotes the number of subtrees with q vertices containing the root i in the tree process
T iQ,p (cf. Definition 18).
Let T be a Galton-Watson tree with offspring distribution Y := 4 +∑4ℓ2j=1Xj, where Xj are
i.i.d. random variables distributed as
X =
n∑
ℓ=2
Bin
(
4ℓ, ℓ−r/Z
)
+
2n∑
ℓ=n+1
Bin
(
4(2n + 1− ℓ), ℓ−r/Z).
Note that X has the same distribution as the number of long-range neighbours of an arbitrary
vertex in G and hence E[X] = 1 by the definition of the model Gn,r. It follows that E[Y ] = 4+ 4ℓ2
and hence by Corollary 16, we obtain that the expected number of subtrees of T with q vertices
containing the root is at most (4E[Y ])q−1 ≤ (40ℓ2)q−1.
Therefore, to prove the lemma it suffices to couple the tree process T iQ,p with the Galton-
Watson tree T so that T iQ,p is a subtree of T (when we view them as unlabelled graphs). Consider
an arbitrary node in T iQ,p; this corresponds to a tuple (Ui, . . . , U) for some box U ∈ U and therefore
the number of the node’s children in step (12) is distributed as the number of neighbours of U in
the box graph GU . For a vertex u ∈ U , let Xu be the number of long-range neighbours of u in V \U ,
so that the number of neighbours of the box U is dominated above by 4+
∑
u∈U Xu. Note that the
variables {Xu}u∈U are independent and each Xu is dominated above by the random variable X.
It follows that the number of neighbours of an arbitrary box U in the box graph GU is dominated
above by Y and therefore the number of children of an arbitrary node in the tree process T iQ,p is
also dominated above by Y . Hence, by revealing the processes T iQ,p and T in a breadth-first search
manner, we can couple them so that T iQ,p is a subtree of T .
This concludes the proof of Lemma 12.
5 Upper bound on the mixing time for r < 2
In this section we prove the upper bound O(log n) on the mixing time for the small-world network
model Gn,r when r < 2.
5.1 Proof Outline
In this section, for G = (V,E) ∼ Gn,r, we will be interested in the expansion properties of a set
S ⊆ V ; one particular quantity of interest will be the the size of ∂S, i.e., the number of edges
with exactly one endpoint in S, which will allow us to bound the conductance Φ(S). However,
we will need slightly more information in our later arguments, which is captured by the following
definition.
Definition 20. Let G = (V,E) ∼ Gn,r and ǫ, c > 0 be arbitrary real numbers. A set S ⊆ V is
called (ǫ, c)-expanding in G if for all subsets S′ ⊆ S with |S′| ≥ (1− ǫ)|S|, it holds that
|∂S ∩ ∂S′| ≥ c|S′|,
i.e., there are at least c|S′| edges with one endpoint in S′ and one endpoint in V \S.
Note that if a set S is (ǫ, c)-expanding for some ǫ, c > 0, then trivially |∂S| ≥ c|S|. Intuitively,
the fact that S is (ǫ, c)-expanding captures that these |∂S| edges are “well-distributed” within the
set S.
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Lemma 21. Let r ∈ [0, 2). Then, there exist constants ǫ, c > 0 such that, for all sufficiently large
integers n, for all sets S ⊆ V with |S| ≤ 99N/100, it holds that
PrGn,r
(
S is (ǫ, c)-expanding
) ≥ 1− exp(−c|S|).
The proof of Lemma 21 is given in Section 5.2. To utilise Lemma 21, we will need the following
simple observation.
Lemma 22. Let r ≥ 0 and n be a positive integer. Then, for all ǫ, c > 0, for all sets S ⊆ V , it
holds that
PrGn,r
(
S is (ǫ, c)-expanding
∣∣S is connected) = PrGn,r(S is (ǫ, c)-expanding).
Proof. For u,w ∈ V , let Yu,w be the indicator r.v. that there is a long-range edge between u,w.
Observe that the event that S is (ǫ, c)-expanding is completely determined by the random variables
{Yu,w}u∈S,w∈V \S , while the event that S is connected is completely determined by the random
variables {Yu,w}u∈S,w∈S. It follows that the two events are independent.
Recall the definitions of an ℓ-partition of the torus and box-like sets (cf. Section 3). We show
the following lemma.
Lemma 23. Let r ∈ [0, 2). There exist constants ǫ, c, ℓ0 > 0 such that for all sufficiently large
integers n and every integer ℓ ∈ [ℓ0, n], the following holds for any ℓ-partition of the torus T =
(Bn, En), with probability 1−O(1/n2) over the choice of G = (V,E) ∼ Gn,r.
For every box-like set S which is connected in G and satisfies 100ℓ2 log n ≤ |S| ≤ 99N/100, it
holds that S is (ǫ, c)-expanding.
Proof. By Lemmas 21 and 22, there exist constants ǫ, c > 0 such that all sets S ⊆ V with |S| ≤
99N/100 satisfy
PrGn,r
(
S is not (ǫ, c)-expanding
∣∣S is connected) ≤ exp(−c|S|). (13)
Let ℓ0 be a constant such that for all ℓ ≥ ℓ0 it holds that exp(−cℓ2)(40ℓ2) ≤ 1/e. For ℓ ≥ ℓ0,
consider an arbitrary ℓ-partition U = {U1, . . . , UQ} of the torus and note that Q ≤ N/ℓ2 (since
every box U ∈ U contains at least ℓ2 vertices).
For a box-like set S, denote by qS the number of boxes U ∈ U such that S ∩ U 6= ∅. Since
S is box-like, for every U ∈ U such that S ∩ U 6= ∅ we have that |S ∩ U | = |U | and hence
qSℓ
2 ≤ |S| ≤ 4qSℓ2. The assumption that 100ℓ2 log n ≤ |S| ≤ 99N/100 therefore translates into
25 log n ≤ qS ≤ 99N/(100ℓ2).
Let G = (V,E) ∼ Gn,r. For an integer q ≥ 1, let Eq be the event that there exists a box-like set
S with qS = q which is connected in G and which is not (ǫ, c)-expanding. To prove the lemma, it
therefore suffices to show that
PrGn,r
( ⋃
25 logn≤q≤99N/(100ℓ2)
Eq
)
≤ 1/n2. (14)
By Lemma 12, we have that the number Wq of box-like sets S with qS = q that are connected
in G satisfies the bound
EGn,r [Wq] ≤ n2(40ℓ2)q. (15)
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Consider an arbitrary integer q such that 25 log n ≤ q ≤ 99N/(100ℓ2) and let Fq denote the set of
box-like sets S with qS = q. Then, using (13) and (15), we have
PrGn,r(Eq) ≤
∑
S∈Fq
PrGn,r(S is connected)PrGn,r
(
S is not (ǫ, c)-expanding
∣∣S is connected)
≤ exp(−cqℓ2)
∑
S∈Fq
PrGn,r(S is connected) = exp(−cqℓ2)EGn,r [Wq]
≤ n2 exp(−cqℓ2)(40ℓ2)q ≤ n−20,
where the last inequality follows by the choice of ℓ and ℓ0. By a union bound over the possible
values of q, we therefore obtain (14), as wanted.
Using these lemmas, we obtain the following conductance bounds (recall that π denotes the
stationary distribution of the lazy random walk, cf. Section 2.2).
Lemma 24. Let r ∈ [0, 2). There exist constants ρ, τ, χ > 0 such that the following hold for all
sufficiently large integers n with probability 1−O(1/n2) over the choice of the graph G ∼ Gn,r.
For every (nonempty) connected set S in G with π(S) ≤ 1/2, the conductance Φ(S) satisfies
Φ(S) ≥
{
τ if |S| ≥ ρ log n
τ/(
√|S|) if |S| ≤ ρ log n.
Further, for every connected set S with Φ(S) < τ and π(S) ≤ 1/2, it holds that π(S) ≤ χ|S|/N .
The proof of Lemma 24 is given in Section 5.3.
Corollary 25. Let r ∈ [0, 2) and n be a sufficiently large integer. With probability 1 − O(1/n2)
over the choice of the graph G ∼ Gn,r, the lazy random walk on G satisfies Tmix = O(log n).
Proof. Let G = (V,E) ∼ Gn,r. By a union bound, we have that with probability 1 − O(1/n2) the
graph G satisfies Lemmas 6 and 24. For all such graphs G, we will show that Tmix = O(log n).
Recall from Theorem 3 that there exists an absolute constant C > 0 such that
Tmix ≤ C
⌈log2(π−1min)⌉∑
j=1
(
1
Φ˜(2−j)
)2
. (4)
where Φ˜(p) := min{Φ(S) | S is connected, p/2 ≤ π(S) ≤ p}, and Φ˜(p) = 1 if the minimization is
over an empty set. By Lemma 6, we have that |E| ≤ 3N and hence πmin ≥ 4/(2|E|) ≥ 2/(3N), so
that log2(1/πmin) = O(log n).
Let J be the set of indices j in (4) such that Φ˜(2−j) < τ , where τ is the constant in Lemma 24.
The contribution to the sum in (4) from indices j /∈ J is clearly at most O(log n), so we only need
to focus on the contribution from indices j ∈ J .
For j ∈ J , there exists a connected set S such that 2−j−1 ≤ π(S) ≤ 2−j and Φ(S) ≤ τ , so by
the first part of Lemma 24, we have |S| ≤ ρ log n. Moreover, by the second part of Lemma 24, we
have that π(S) ≤ χ|S|/N ≤ ρχ log n/N , so we have
2−j−1 ≤ ρχ log n/N for all indices j ∈ J . (16)
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Now, for j ∈ J , consider the connected sets S which satisfy 2−j−1 ≤ π(S) ≤ 2−j . Since dv ≥ 4
for all v ∈ V and |E| ≤ 3N (by Lemma 6), we have
π(S) =
1
2|E|
∑
v∈S
dv ≥ 2|S|
3N
We obtain that |S| ≤ N/2j−1 and therefore, by Lemma 24, we have that Φ(S) ≥ τ(2j−1/N)1/2. It
follows that (
1
Φ˜(2−j)
)2
≤ N
τ2 2j−1
for all indices j ∈ J . (17)
Combining (16) and (17), we obtain that the contribution to the sum in (4) from indices j ∈ J is
bounded by a geometric series whose largest term is O(log n) and therefore bounded by O(log n).
This yields that Tmix = O(log n).
5.2 Lower bounding the expansion – Proof of Lemma 21
In this section, we prove Lemma 21 which we restate here for convenience.
Lemma 21. Let r ∈ [0, 2). Then, there exist constants ǫ, c > 0 such that, for all sufficiently large
integers n, for all sets S ⊆ V with |S| ≤ 99N/100, it holds that
PrGn,r
(
S is (ǫ, c)-expanding
) ≥ 1− exp(−c|S|).
Proof of Lemma 21. Let η := 1/100 and consider an arbitrary set S ⊆ V with |S| ≤ (1− η)N .
Let S′ ⊆ S be a subset of S. For u,w ∈ V , let Yu,w be the indicator r.v. that there is an edge
from u to w in G. Note that
|∂S ∩ ∂S′| ≥ Y (S′), where Y (S′) :=
∑
u∈S′,w∈V \S
Yu,w. (18)
Note that {Yu,w}u∈S′,w∈V \S is a collection of independent random variables. Therefore, for µS′ :=
EGn,r [Y (S
′)], we have by Lemma 5 that
PrGn,r
(
Y (S′) ≤ 12µS′
) ≤ exp (− 110µS′). (19)
Combining (18) and (19), we obtain that
PrGn,r
(|∂S ∩ ∂S′| ≤ 12µS′) ≤ exp (− 110µS′). (20)
We will show that there exists a constant τ > 0 (which does not depend on S) such that for all
ǫ ∈ (0, 1), it holds that
µS′ ≥ τ |S′| for all sets S′ ⊆ S with |S′| ≥ (1− ǫ)|S|. (21)
We first conclude the proof of the lemma assuming (21). Let ǫ > 0 be a sufficiently small constant
so that
ǫ ≤ min{1/2, τ/100} and (e/ǫ)ǫ ≤ exp(τ/100). (22)
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Note that such a constant exists since τ > 0 and (e/ǫ)ǫ ↓ 1 as ǫ ↓ 0. Then, using (20) and (21), we
obtain by a union bound over all possible choices of S′ ⊆ S with |S′| ≥ (1− ǫ)|S| that
PrGn,r
(
S is not (ǫ, τ/2)-expanding
) ≤ |S|∑
s=(1−ǫ)|S|
(|S|
s
)
exp
(− τs/10)
≤ (ǫ|S|+ 1) max
s∈
[
(1−ǫ)|S|,|S|
](|S|s
)
exp
(− τs/10). (23)
Let k := |S|. Using (22), we obtain that for s ∈ [(1− ǫ)k, k], it holds that τs ≥ τ(1− ǫ)k ≥ τk/2,(
k
s
)
=
(
k
k − s
)
≤
( ek
k − s
)k−s
≤
(e
ǫ
)ǫk
≤ exp(τk/100) and ǫk + 1 ≤ exp(ǫk) ≤ exp(τk/100).
Using these, we obtain from (23) that
PrGn,r
(
S is not (ǫ, τ/2)-expanding
) ≤ exp (− τ |S|/40),
which proves the statement of the lemma with c = τ/40.
It thus remains to prove that there exists a constant τ > 0 such that (21) holds. Recall the
normalising factor Z given in (2) and that dist(u,w) denotes the distance between u,w in the torus.
For all sufficiently large n, we claim that EGn,r [Yu,w] ≥ dist(u,w)−r/Z: for non-adjacent vertices
u,w in the torus, the inequality holds at equality by the definition of the model Gn,r; for vertices
u,w which are adjacent in the torus, we have EGn,r [Yu,w] = 1 ≥ 1/Z, where the last inequality
holds for all sufficiently large n by Lemma 4. We therefore have that
µS′ =
∑
u∈S′
∑
w∈V \S
EGn,r [Yu,w] ≥
1
Z
∑
u∈S′
∑
w∈V \S
dist(u,w)−r,
To lower bound the last sum, we have by Lemma 4 that there exists a constant C > 0 such that
Z ≤ Cn2−r ≤ CNn−r. Moreover, we have the trivial bounds dist(u,w) ≤ 2n and |V \S| ≥ ηN
(since |S| ≤ (1− η)N). It follows that
µS′ ≥ 1
Z
∑
w∈V \S
∑
u∈S′
dist(u,w)−r ≥
∑
u∈S′
ηN
Z
(2n)−r ≥ (η2−r/C)|S′|. (24)
Clearly, the constant τ := η2−r/C > 0 does not depend on the set S, thus proving (21) and
concluding the proof of the lemma.
5.3 Conductance lower bounds – Proof of Lemma 24
In this section, we prove the conductance bounds stated in Lemma 24. We will need the following
upper bound on the average degree of a set S, which ensures that the number of edges within an
arbitrary set S is at most linear in |S|.
Lemma 26. Let r ∈ [0, 2). Then, there exists a constant M > 0 such that the following holds for
all sufficiently large n with probability 1−O(1/n2) over the choice of the graph G = (V,E) ∼ Gn,r.
For every set S ⊆ V in G, it holds that ∑v∈S dv ≤M |S|+ |∂S|.
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Proof. Consider an arbitrary set S ⊆ V . Let (S2) := {{u,w} | u,w ∈ S, u 6= w} denote the set of
all unordered pairs of vertices in S. For {u,w} ∈ (S2), let Yu,w be the indicator r.v. that there is a
long-range edge between u,w. Then, we have that∑
v∈S
dv ≤ 4|S|+ 2YS + |∂S|, where YS :=
∑
{u,w}∈(S
2
)
Yu,w. (25)
Let µS := EGn,r [YS ]. We will show that there exists a constant τ > 0 (independent of S) such that
for all sets S ⊆ V it holds that
µS ≤ τ |S|
(|S|/N)1− r2 . (26)
We finish the proof of the lemma assuming for now (26). Let M ′ > 100 be a constant such that
M ′τ(1− r/2) ≥ 50. Since for any set S ⊆ V the random variables {Yu,w}u∈S,w∈S are independent,
we obtain by Lemma 5 with c = M ′τ |S|/µS and the inequalities 20|S| ≤ M ′τ(1 − r/2)|S|, (1 −
r/2) log(eN/|S|) ≤ log(c/e) that
PrGn,r
(
YS ≥M ′τ |S|
) ≤ exp(− 20|S| log (eN/|S|)).
By a union bound over all sets S ⊆ V , we obtain that the probability that there exists a set S such
that YS ≥M ′τ |S| is at most
N∑
s=1
(
N
s
)
exp
(
− 20s log (eN/s)) ≤ N∑
s=1
(eN
s
)s
exp
(
− 20s log (eN/s)) ≤ 1
N10
.
Combining this with (25), we obtain the statement of the lemma with the constant M = 4+2M ′τ .
To finish the proof, it remains to show that there exists a constant τ > 0 such that (26) holds.
If |S| > N/10, we have the trivial bound µS ≤ N (since every vertex has on average one long-range
edge), and hence we can satisfy (26) by choosing τ to be any constant bigger than τ0 = 10
2−r/2.
For |S| ≤ N/10, we have the bound
µS ≤ 1
Z
∑
u∈S
∑
w∈S;w 6=u
dist(u,w)−r, (27)
where the normalising factor Z is given in (2) and dist(u,w) denotes the distance between u,w in
the torus. By Lemma 4, we have that there exists a constant C > 0 such that Z ≤ Cn2−r ≤ CNn−r.
To bound the sum in (27), for u ∈ S, let
Qu :=
∑
w∈S;w 6=u
dist(u,w)−r.
Observe that Qu can only increase if we move vertices in S as close as possible to the vertex u. In
particular, let ℓ0 :=
⌈
3n
√|S|/N⌉ ≤ n and consider the set of vertices
U := {w ∈ V | dist(v,w) ≤ ℓ0}.
Note that for ℓ ≤ ℓ0 ≤ n, the number of vertices at distance ℓ from u is 4ℓ, and hence
|U | = 1 + 4
ℓ0∑
i=1
ℓ = 1 + 2ℓ0(ℓ0 + 1) ≥ 1 + |S|.
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Therefore,
Qu ≤
∑
w∈U ;w 6=u
dist(u,w)−r = 4
ℓ0∑
ℓ=1
1
ℓr−1
≤ 4
(
1 +
∫ ℓ0+1
1
1
xr−1
dx
)
≤ 4
2− r (ℓ0 + 1)
2−r,
Since ℓ0 + 1 ≤ 6n
√|S|/N , we obtain that for every u ∈ S, it holds that Qu ≤ τ ′n2−r(|S|/N)1− r2
where τ ′ := 42−r6
2−r. Plugging this into (27), we obtain that (26) holds for any constant τ greater
than max{τ ′/C, τ0}.
This concludes the proof of (26), and therefore the proof of Lemma 26.
We are now ready to prove Lemma 24, which we restate here for convenience.
Lemma 24. Let r ∈ [0, 2). There exist constants ρ, τ, χ > 0 such that the following hold for all
sufficiently large integers n with probability 1−O(1/n2) over the choice of the graph G ∼ Gn,r.
For every (nonempty) connected set S in G with π(S) ≤ 1/2, the conductance Φ(S) satisfies
Φ(S) ≥
{
τ if |S| ≥ ρ log n
τ/(
√|S|) if |S| ≤ ρ log n.
Further, for every connected set S with Φ(S) < τ and π(S) ≤ 1/2, it holds that π(S) ≤ χ|S|/N .
Proof. Let ǫ, c > 0 be the constants in Lemma 23 and M > 0 be the constant in Lemma 26.
By taking a union bound over the events in Lemmas 6, 23 and 26, we obtain that there exists a
constant integer ℓ such that the following hold for all sufficiently large n and an arbitrary ℓ-partition
of the torus with probability 1−O(1/n2) over the choice of G = (V,E) ∼ Gn,r:
1. 2N ≤ |E| ≤ 3N .
2. every box-like set S, which is connected in G and satisfies 100ℓ2 log n ≤ |S| ≤ 99N/100, is
also (ǫ, c)-expanding.
3. every set S ⊆ V in G satisfies ∑v∈S dv ≤M |S|+ |∂S|.
Let G be an arbitrary graph satisfying Items 1, 2 and 3. We only need to show that G satisfies
the conclusions of the lemma (for some appropriate constants ρ, τ, χ > 0). Note, we may assume
w.l.o.g. that ǫ, c ∈ (0, 1/100), since the property that a set S is (ǫ, c)-expanding is maintained
when decreasing the values of ǫ, c. Similarly, we may assume w.l.o.g. that M > 100 since Item 3 is
maintained when we increase the value of M .
Let η ∈ (0, 1) be a small constant so that 4ℓ2η ≤ ǫ/2 and η/(4ℓ2) ≤ c. By Lemma 11, we have
that for every set S ⊆ V it holds that∣∣box-core(S)∣∣ ≥ (1− η)|S|, or else |∂∗S| ≥ η|S|/(4ℓ2). (28)
We will show that
|∂S|/|S| ≥ η/(4ℓ2) for any connected set S satisfying 100ℓ2 log n ≤ |S| ≤ 98N/100. (29)
Indeed, let S′ = box-core(S). If |S′| < (1 − η)|S|, we have by (28) that |∂S| ≥ |∂∗S| ≥ η|S|/(4ℓ2),
as needed. Hence, we may focus on the case that |S′| ≥ (1− η)|S|. Let S′′ be the smallest box-like
set such that S ⊆ S′′. Note that the set S′′ is obtained from S by just “filling-up” those boxes U
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in the ℓ-partition which only partially intersect S (i.e., U ∩ S 6= ∅ and U ∩ S 6= S). Therefore, the
set S′′ is a box-like set which is connected in G and further satisfies
|S′′| ≤ |S′|+ 4ℓ2|S\S′| ≤ |S|+ 4ℓ2η|S| ≤ (1 + ǫ/2)|S| ≤ 99N/100.
Therefore, by Item 2 above, we have that S′′ is (ǫ, c)-expanding. Since S ⊆ S′′ and |S| ≥ (1−ǫ)|S′′|,
by the definition of an (ǫ, c)-expanding set, we have that
|∂S| ≥ |∂S ∩ ∂S′′| ≥ c|S| ≥ η|S|/(4ℓ2).
This finishes the proof of (29).
For a connected set S satisfying |S| ≤ 100ℓ2 log n, by considering just the edges of the torus,
we have by Theorem 7 that |∂S| ≥ |∂∗S| ≥ 2√|S| and hence
|∂S|/|S| ≥ 2/
√
|S| for any connected set S satisfying |S| ≤ 100ℓ2 log n. (30)
We are now ready to bound the conductance Φ(S) for a connected set S with π(S) ≤ 1/2.
The assumption π(S) ≤ 1/2 gives that ∑v∈S dv ≤ |E| ≤ 3N , where the last inequality holds from
Item 1. Since dv ≥ 4 for any v ∈ V , we have that |S| ≤ 3N/4. Moreover, we have that
Φ(S) =
|∂S|
1
2|E|
(∑
v∈S dv
)(∑
v/∈S dv
) ≥ |∂S|∑
v∈S dv
, (31)
where in the inequality we used the trivial bound
∑
v/∈S dv ≤ 2|E|. Further, for any set S ⊆ V we
have by Item 3 that ∑
v∈S
dv ≤M |S|+ |∂S|. (32)
It follows that
Φ(S) ≥ |∂S|∑
v∈S dv
≥
|∂S|
|S|
M + |∂S||S|
.
Combining this bound with (29) and (30), we obtain the bounds in the lemma with ρ = 100ℓ2 and
τ = min{ η
4ℓ2
/(M + η
4ℓ2
), 1/M}. This finishes the proof of the first part.
For the second part, consider a connected set S such that Φ(S) < τ and π(S) ≤ 1/2. Our goal
is to show that there exists a constant χ > 0 such that∑
v∈S dv
2|E| ≤ χ|S|/N. (33)
By the first part of the lemma, we know that |S| ≤ ρ log n. Using the bound in (31), we also obtain
that |∂S| ≤ τ∑v∈S dv. Then, using (32) and the fact that |E| ≥ 2N , we obtain that∑
v∈S dv
2|E| ≤
M
1− τ |S|/(4N),
which proves (33) with χ =M/(4(1 − τ)).
This concludes the proof of Lemma 24.
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6 Upper bound on the mixing time for r = 2
In this section we establish the upper bound claimed in Theorem 1 for the small-world network
for r = 2. In particular, we will show that with probability 1 − O(1/n2) over the choice of
the graph G ∼ Gn,r, the lazy random walk on the small-world network model has mixing time
Tmix = O((log n)
4).
6.1 Proof Outline
Let G = (V,E) ∼ Gn,r. For a subset S ⊆ V , we will use ∂vS to denote the set of vertices in V \S
which are connected by an edge to a vertex in S. Note that |∂S| ≥ |∂vS|, so a lower bound on |∂vS|
also implies a lower bound on |∂S| (recall, ∂S is the set of edges with exactly one endpoint in S).
The following lemma will be used to obtain a lower bound on |∂vS| for sets S ⊆ V . Throughout
this section, we will use α to denote |S|/N ; although α is a function of S, we suppress this from
the notation because the set S will be clear from context.
Lemma 27. Let r = 2. Then, there exists a constant c > 0 such that for all sufficiently large
integers n, the following holds.
For all sets S ⊆ V with |S| = αN and α ∈ (0, 1], it holds that
PrGn,r
(
|∂vS| ≤ c|S| log(1/α)
log n
)
≤ exp
(
− c|S| log(1/α)
log n
)
.
Lemma 27 suggests that larger sets have worse vertex expansion for r = 2: for |S| = N1−Ω(1),
the vertex expansion is linear in |S|, while for |S| = Ω(N) the vertex expansion is roughly |S|/ log n.
Using Lemma 27, we show the following in Section 6.3.
Lemma 28. Let r = 2. There exist constants c, ℓ0 > 0 such that for all sufficiently large integers
n and ℓ =
⌈
ℓ0(log n)
1/2
⌉
, the following holds for any ℓ-partition of the torus T = (Bn, En).
With probability 1 − O(1/n2) over the choice of G = (V,E) ∼ Gn,r, every box-like set S with
|S| = αN and α ∈ (0, 99/100] satisfies |∂vS| ≥ c|S| log(1/α)logn .
The following lemma is the analogue of Lemma 26 (r < 2), and allows us to control the
probability mass of a set S in the stationary distribution of the random walk. The difference for
r = 2 is that the expected number of edges in the interior of a set S is significantly higher than in
the case r < 2. Nevertheless, we can recover the following if we restrict our attention to connected
sets S. The proof is analogous to the proof of [1, Lemma 8] and requires some care to handle the
dependency of the average degree of S with the event that S is connected.
Lemma 29. Let r = 2. There exists a constant M > 0 such that the following holds for all
sufficiently large n with probability 1−O(1/n2) over the choice of the graph G = (V,E) ∼ Gn,r.
For every set S ⊆ V which is connected in G, it holds that ∑v∈S dv ≤M max{|S|, log n}.
The proof of Lemma 29 is given in Section 6.4. Combining Lemmas 28 and 29, we obtain the
following bounds on the conductance of the random walk.
Lemma 30. Let r = 2. There exists a constant τ > 0 such that the following holds for all
sufficiently large integers n with probability 1−O(1/n2) over the choice of the graph G ∼ Gn,r.
For every connected set S in G with |S| = αN and π(S) ≤ 1/2, the conductance Φ(S) satisfies
Φ(S) ≥ τ log(1/α)
(log n)2
.
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The proof of Lemma 30 is given in Section 6.5.
Corollary 31. Let r = 2 and n be a sufficiently large integer. With probability 1 − O(1/n2) over
the choice of the graph G ∼ Gn,r, the lazy random walk on G satisfies Tmix = O((log n)4).
Proof. We proceed as in the proof of Corollary 25. Let G = (V,E) ∼ Gn,r. By a union bound, we
have that with probability 1−O(1/n2) the graph G satisfies Lemmas 6 and 30. For all such graphs
G, we will show that Tmix = O((log n)
4).
Recall from Theorem 3 that there exists an absolute constant C > 0 such that
Tmix ≤ C
⌈log2(π−1min)⌉∑
j=1
(
1
Φ˜(2−j)
)2
. (4)
where Φ˜(p) := min{Φ(S) | S is connected, p/2 ≤ π(S) ≤ p}, and Φ˜(p) = 1 if the minimization is
over an empty set. By Lemma 6, we have that |E| ≤ 3N and hence πmin ≥ 4/(2|E|) ≥ 2/(3N), so
that log2(1/πmin) = O(log n).
We will show that
for all j = 1, . . . , ⌈log2(1/πmin)⌉, it holds that Φ˜(2−j) ≥ (τ/10)
j
(log n)2
, (34)
where τ is the constant in Lemma 30. Combining (34) with (4) and the fact that
∑
j≥1
1
j2
= O(1)
yields that Tmix = O((log n)
4).
To prove (34), consider an arbitrary index j with 1 ≤ j ≤ ⌈log2(1/πmin)⌉. If Φ˜(2−j) = 1, the
inequality in (34) is trivially true (for all sufficiently large integers n), so we may assume that
Φ˜(2−j) < 1. In particular, there exists a connected set S such that 2−j−1 ≤ π(S) ≤ 2−j . Consider
an arbitrary such connected set S and let α = |S|/N . Since π(S) ≤ 2−j, we have that∑
v∈S dv ≤ 2−j+1|E| and therefore |S| ≤ 3 · 2−j−1N (using that dv ≥ 4 and |E| ≤ 3N).
It follows that α ≤ 3 · 2−j−1 and hence log(1/α) ≥ (j + 1) log 2 − log 3 ≥ j/10. By Lemma 30, we
therefore have that Φ(S) ≥ (τ/10) j
(log n)2
. Since S was an arbitrary connected set with 2−j−1 ≤
π(S) ≤ 2−j , we obtain that Φ˜(2−j) ≥ (τ/10) j(log n)2 , as needed.
This concludes the proof of (34) and therefore the proof of Corollary 31.
6.2 Lower bounding the expansion – Proof of Lemma 27
In this section, we prove Lemma 27, which we restate here for convenience.
Lemma 27. Let r = 2. Then, there exists a constant c > 0 such that for all sufficiently large
integers n, the following holds.
For all sets S ⊆ V with |S| = αN and α ∈ (0, 1], it holds that
PrGn,r
(
|∂vS| ≤ c|S| log(1/α)
log n
)
≤ exp
(
− c|S| log(1/α)
log n
)
.
Proof. Consider an arbitrary set S ⊆ V with |S| = αN .
For w ∈ V , let Xw be the indicator r.v. that there is an edge from w to the set S. Note that
|∂vS| ≥ XS , where XS :=
∑
w∈V \S
Xw. (35)
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For u,w ∈ V , let Yu,w be the indicator r.v. that there is an edge from u to w in G. Note that
the random variables {Xw}w∈V \S are independent since each Xw is determined by the random
variables {Yu,w}u∈S , where Yu,w is the indicator r.v. that there is an edge between vertices u and
w in G. Thus, for µS := EGn,r [XS ], we obtain by Lemma 5 that
PrGn,r
(
|∂vS| ≤ 12µS
)
≤ exp (− 110µS). (36)
Our goal will be therefore to give a lower bound on µS .
We start by showing the bound
µS ≥ 1
6
mS, where mS :=
1
Z
∑
u∈S
∑
w∈V \S
dist(u,w)−2, (37)
where Z is the normalising factor given in (2) and dist(u,w) denotes the distance between the
vertices u,w in the torus. To see (37), note first that for all w ∈ V \S, we have that∑
u∈S EGn,r [Yu,w] ≤
∑
u∈V EGn,r [Yu,w] = 5,
since w has four neighbours from the torus and one long-range neighbour in expectation. Using
that 1− x ≤ e−x ≤ 1− x/6 for x ∈ [0, 5], we therefore obtain that
EGn,r [Xw] = 1−
∏
u∈S
PrGn,r(Yu,w = 0) = 1−
∏
u∈S
(
1−EGn,r [Yu,w]
)
≥ 1− exp
(
−
∑
u∈S
EGn,r [Yu,w]
)
≥ 1
6
∑
u∈S
EGn,r [Yu,w].
For all sufficiently large n, we claim that EGn,r [Yu,w] ≥ dist(u,w)−r/Z: for non-adjacent vertices
u,w in the torus, the inequality holds at equality by the definition of the model Gn,r; for vertices
u,w which are adjacent in the torus, we have EGn,r [Yu,w] = 1 ≥ 1/Z, where the last inequality holds
for all sufficiently large n by Lemma 4. Combining this with the equality µS =
∑
w∈V \S EGn,r [Xw],
we obtain (37).
Recall by Lemma 4 that, for r = 2, the normalising factor Z is bounded by Z ≤ C log n for
some absolute constant C > 0. We will show that for all sufficiently large n it holds that
mS ≥ log(1/α)
log n
|S|/(50C) for α ∈ [10−4, 1], mS ≥ log(1/α)
log n
|S|/(2C) for α ∈ (0, 10−4). (38)
In light of (36), (37) and (38), we therefore obtain the statement of the lemma (with c = 1/(3000C)).
We thus focus on proving (38).
For α ∈ [10−4, 1], we use the trivial bounds dist(u,w) ≤ 2n and N ≥ n2 and the fact that
|V \S| = (1− α)N to obtain that
mS =
1
Z
∑
u∈S
∑
w∈V \S
dist(u,w)−2 ≥
∑
u∈S
(1− α)N
Z
(2n)−2
≥ 1− α
log n
|S|/(4C) ≥ log(1/α)
log n
|S|/(50C),
where in the last inequality we used that 1−α ≥ 110 log(1/α) for all α ∈ [10−4, 1]. This proves (38)
in the case α ∈ [10−4, 1].
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For α ∈ (0, 10−4), observe that for every u ∈ S it holds that Z ≤∑w∈V ;w 6=u dist(u,w)−2, so
mS =
1
Z
∑
u∈S
∑
w∈V \S
dist(u,w)−r ≥ |S| − 1
Z
∑
u∈S
∑
w∈S;w 6=u
dist(u,w)−2. (39)
Fix an arbitrary vertex u ∈ S, and let
Qu :=
∑
w∈S;w 6=u
dist(u,w)−2.
To upper bound the quantity Qu, note that we can only increase its value by moving all vertices in
S\{u} as close as possible to u. In particular, let ℓ0 := ⌈3
√
αn⌉ < n and consider the set of vertices
U = {w ∈ V | dist(u,w) ≤ ℓ0}.
Note that for ℓ ≤ ℓ0 ≤ n, the number of vertices at distance ℓ from v is 4ℓ, and hence
|U | = 1 + 4
ℓ0∑
i=1
ℓ = 1 + 2ℓ0(ℓ0 + 1) ≥ 1 + 18αn2 ≥ 1 + αN.
It follows that |U\{u}| ≥ |S| and therefore
Qu ≤
∑
w∈U ;w 6=u
dist(u,w)−2 ≤ Z + 4−
∑
w/∈U
dist(u,w)−2. (40)
Thus, it remains to lower bound
∑
w/∈U dist(u,w)
−2. For all distances ℓ satisfying ℓ0 < ℓ ≤ n, there
are 4ℓ vertices at distance ℓ from v. It follows that (cf. (6))
∑
w/∈U
dist(u,w)−2 ≥ 4
n∑
ℓ=ℓ0+1
1
ℓ
≥ 4
∫ n
ℓ0
1
x
dx ≥ 4 log(n/ℓ0) ≥ 1
2
log(1/α) + 4, (41)
where the last inequality follows from the assumption α ∈ (0, 10−4) and the bound ℓ0 ≤ 6
√
αn (note
that αN = |S| ≥ 1 and hence 3√αn ≥ 1). Combining (40) and (41), and using that Z ≤ C log n,
we thus obtain that for all u ∈ S, it holds that
Qu ≤ Z − Z
2C
log(1/α)
log n
Plugging this into (39) yields that mS ≥ log(1/α)logn |S|/(2C), thus completing the proof of (38) in the
case α ∈ (0, 10−4) as well. This concludes the proof of Lemma 27.
6.3 The vertex expansion of box-like sets – Proof of Lemma 28
In this section, we prove Lemma 28, which we restate here for convenience.
Lemma 28. Let r = 2. There exist constants c, ℓ0 > 0 such that for all sufficiently large integers
n and ℓ =
⌈
ℓ0(log n)
1/2
⌉
, the following holds for any ℓ-partition of the torus T = (Bn, En).
With probability 1 − O(1/n2) over the choice of G = (V,E) ∼ Gn,r, every box-like set S with
|S| = αN and α ∈ (0, 99/100] satisfies |∂vS| ≥ c|S| log(1/α)logn .
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Proof. Let G = (V,E) ∼ Gn,r. By Lemma 27, there exists a constant c′ > 0 such that all sets
S ⊆ V with |S| = αN and α ∈ (0, 1] satisfy
PrGn,r
(
|∂vS| ≤ c′|S| log(1/α)
log n
)
≤ exp
(
− c′|S| log(1/α)
log n
)
. (42)
Decreasing the value of c′ does not affect the validity of (42), so we may assume w.l.o.g. that c′ is
a constant in the interval (0, 1).
Let ℓ0 = 100/c
′ and ℓ =
⌈
ℓ0(log n)
1/2
⌉
. Consider an arbitrary ℓ-partition U = {U1, . . . , UQ} of
the torus. Note that N/(4ℓ2) ≤ Q ≤ N/ℓ2 (since every box U ∈ U contains at least ℓ2 and at most
4ℓ2 vertices). For a box-like set S, denote by qS the number of boxes U ∈ U such that S ∩ U 6= ∅.
Consider an arbitrary box-like set S such |S| ≤ 99N/100. Let α := |S|/N . Since N ≥ Qℓ2 ≥
(104/c′)Q log n and log(100/99) ≥ 1/100, (42) gives for α ∈ [1/100, 99/100] that
PrGn,r
(
|∂vS| ≤ c
′|S|
100 log n
)
≤ exp
(
− c
′αN
100 log n
)
≤ exp (− 100αQ) ≤ exp(−Q).
Since the total number of box-like sets is at most 2Q, by a union bound we obtain that with
probability 1− e−Ω(n), every box-like set with |S| = αN and α ∈ [1/100, 99/100] satisfies
|∂vS| ≥ c
′|S|
100 log n
≥ c
′|S|
1000
log(1/α)
log n
, (43)
where in the last inequality we used that for α ∈ [1/100, 99/100] it holds that 10 ≥ log(1/α).
Consider now an arbitrary box-like set S such that |S| ≤ N/100 and let α := |S|/N , so
that α ∈ (0, 1/100]. Since S is box-like, for every box U such that |S ∩ U | 6= 0, we have that
|S ∩ U | = |U | ≥ ℓ2 and |S ∩ U | = |U | ≤ 4ℓ2. Thus, with q := qS, we obtain that
4(q/Q) ≥ α ≥ (q/Q)/4, which also yields that q/Q ≤ 1/10. (44)
Using once again that N ≥ Qℓ2 ≥ (104/c′)Q log n, (42) gives that
PrGn,r
(
|∂vS| ≤ c′|S| log(1/α)
log n
)
≤ exp
(
− 104αQ log(1/α)
)
≤ exp
(
− 10q log(Q/q)
)
, (45)
For 1 ≤ q ≤ Q/10, let Eq be the event that there exists a box-like set S with qS = q such that
|∂vS| ≤ c′|S| log(1/α)logn , where α = |S|/N . The number Wq of box-like sets S with qS = q is bounded
by
Wq =
(
Q
q
)
≤
(eQ
q
)q ≤ exp(2q log(Q/q)). (46)
Combining (45) and (46), we obtain that
PrGn,r(Eq) ≤ e−8q log(Q/q) ≤ e−8 logQ, (47)
where in the last inequality we used that the function x log(Q/x) is concave for 1 ≤ x ≤ Q and
therefore minq∈[1,Q/10] q log(Q/q) = min
{
logQ, (Q log 10)/10
}
= logQ.
Let E be the event that there exists a box-like set with |S| = αN and α ∈ (0, 1/100] such that
|∂vS| ≥ c′|S| log(1/α)logn . Then, by (44), (47) and a union bound, we have that
PrGn,r(E) ≤ PrGn,r
( ⋃
q∈[1,Q/10]
Eq
)
≤ Qe−8 logQ ≤ 1/n2. (48)
A union bound over the events in (43) and (48) yields the statement of the lemma with the
constant c = c′/1000 > 0.
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6.4 Upper bounding the average degree – Proof of Lemma 29
In this section, we prove Lemma 29. Our proof follows closely the proof of [1, Lemma 8] and we
give it for the sake of self-containedness.
The proof uses Harris’ inequality for product measures, which is a special case of the FKG
inequality. Let E = {e1, . . . , en} be a finite set and consider the probability space induced by
choosing a random subset of E by including each element ei with probability pi (0 ≤ pi ≤ 1). An
event F is called increasing if, for all A,B ⊆ E with A ⊆ B, A ∈ F implies that B ∈ F . Similarly,
an event F is called decreasing if, for all A,B ⊆ E with A ⊆ B, B ∈ F implies that A ∈ F .
Lemma 32 ([26, 22]). If F is an increasing event and E is a decreasing event, then Pr(F | E) ≤
Pr(F).
We use Lemma 32 to show the following for the small-world graph G = (V,E) ∼ Gn,r.
Lemma 33. Let r = 2 and n be an integer. Then, for all sets S ⊆ V , it holds that
PrGn,r
(∑
v∈S dv ≥ 150max{|S|, log n}
∣∣∣S is connected) ≤ exp (− 30max{|S|, log n}).
Proof. Let G = (V,E) ∼ Gn,r and consider an arbitrary set S ⊆ V .
For vertices u,w ∈ V , let Yu,w be the indicator r.v. that there is a long-range edge between u,w
in G. Let
(S
2
)
:=
{{u,w} | u,w ∈ S, u 6= w} denote the set of all unordered pairs of vertices in S
and define
Yin :=
∑
{u,w}∈(S
2
)
Yu,w, Yout :=
∑
u∈S,w∈V \S
Yu,w.
Observe that
∑
v∈S dv ≤ 4|S|+ 2Yin + Yout, so to prove the lemma we only need to show that
PrGn,r
(
Yout ≥ 40U
∣∣S is connected) ≤ exp (− 40U), (49)
PrGn,r
(
Yin ≥ 40U
∣∣S is connected) ≤ exp (− 40U), (50)
where U := max{|S|, log n}. Note that the event that S is connected is determined by the random
variables {Yu,w}{u,w}∈(S
2
) and therefore it is independent of the event Yout ≥ 40U . Since every
vertex adds in expectation one long-range neighbour, we have the bound EGn,r [Yout] ≤ |S| ≤ U and
therefore Lemma 5 yields (49).
The proof of (50) requires more work. Let E be the event that S is connected in G. Following
[1], we decompose E as follows. Let t1, . . . , th be an enumeration of all labelled trees on the vertex
set S. For i ∈ [h], let Ei be the edge set of the tree ti and Ei be the event that Ei ⊆ E. Further, let
E ′i be the event Ei\
⋃
j<i Ej and note that {E ′i}i∈[h] is a partition of the event E . Observe also that
for disjoint events A,B and an event C, it holds that Pr(C | A∪B) ≤ max{Pr(C | A),Pr(C | B)},
so we obtain that
PrGn,r
(
Yin ≥ 40U
∣∣ E) ≤ max
i∈[h]
PrGn,r
(
Yin ≥ 40U
∣∣ E ′i). (51)
Now, using Harris’ inequality (Lemma 32) for the distribution PrGn,r(· | Ei) (note that this is also
a product distribution since it only conditions the edges in Ei to be in E), we obtain that for all
i ∈ [h], it holds that
PrGn,r
(
Yin ≥ 40U
∣∣ E ′i) = PrGn,r(Yin ≥ 40U ∣∣∣ (⋃j<i Ej)c ∩ Ei)
≤ PrGn,r
(
Yin ≥ 40U
∣∣ Ei). (52)
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Consider an arbitrary i ∈ [h]. Conditioned on Ei, Yin is distributed as
X := |S| − 1 +
∑
{u,w}∈(S
2
)\Ei
Xu,w,
where {Xu,w}{u,w}∈(S
2
)\Ei are independent {0, 1} random variables with Pr(Xu,w = 1) =
1
Z dist(u,w)
−2.
It follows that E[X] ≤ 2|S| ≤ 2U and therefore by Lemma 5 we obtain that
PrGn,r
(
Yin ≥ 40U
∣∣ Ei) ≤ exp (− 40U).
Combining this with (51) and (52), we obtain (50), concluding the proof of Lemma 33.
Using Lemma 33, we can now prove Lemma 29 by a union bound over all connected sets.
Lemma 29. Let r = 2. There exists a constant M > 0 such that the following holds for all
sufficiently large n with probability 1−O(1/n2) over the choice of the graph G = (V,E) ∼ Gn,r.
For every set S ⊆ V which is connected in G, it holds that ∑v∈S dv ≤M max{|S|, log n}.
Proof. We will show the lemma with M = 150. Let G = (V,E) ∼ Gn,r. By Lemma 33, all sets
S ⊆ V satisfy
PrGn,r
(∑
v∈S dv ≥ 150max{|S|, log n}
∣∣∣S is connected) ≤ e−30max{|S|,logn}. (53)
For an integer q ≥ 1, let Eq be the event that there exists a set S with |S| = q which is connected
in G but
∑
v∈S dv ≥ 150max{|S|, log n}. To prove the lemma, it suffices to show that
PrGn,r
( ⋃
1≤q≤N
Eq
)
≤ 1/n2 (54)
By Lemma 12 with ℓ = 1 (and the trivial partition where every vertex of the torus is a “box”), we
have that the number Wq of sets S with |S| = q that are connected in G satisfies the bound
EGn,r [Wq] ≤ n240q. (55)
Let Fq denote the set of subsets S ⊆ V with |S| = q. Then, using (53) and (55), we have
PrGn,r(Eq) ≤
∑
S∈Fq
PrGn,r(S is connected)PrGn,r
(∑
v∈S dv ≥ 150max{|S|, log n}
∣∣∣S is connected)
≤ e−30max{|S|,logn}
∑
S∈Fq
PrGn,r(S is connected) = e
−30max{|S|,logn}EGn,r [Wq]
≤ n2e−30max{|S|,logn}40q ≤ n−10.
By a union bound over the possible values of q, we therefore obtain (54), as wanted.
6.5 Conductance bounds – Proof of Lemma 30
In this section, we prove Lemma 30, which we restate here for convenience.
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Lemma 30. Let r = 2. There exists a constant τ > 0 such that the following holds for all
sufficiently large integers n with probability 1−O(1/n2) over the choice of the graph G ∼ Gn,r.
For every connected set S in G with |S| = αN and π(S) ≤ 1/2, the conductance Φ(S) satisfies
Φ(S) ≥ τ log(1/α)
(log n)2
.
Proof. Let c, ℓ0 > 0 be the constants in Lemma 28 and M > 0 be the constant in Lemma 29. Let
ℓ =
⌈
ℓ0(log n)
1/2
⌉
and note that for all sufficiently large n we have ℓ ≤ 2ℓ0(log n)1/2.
By taking a union bound over the events in Lemmas 6, 28 and 29, we obtain that the following
hold for all sufficiently large n and an arbitrary ℓ-partition of the torus with probability 1−O(1/n2)
over the choice of G = (V,E) ∼ Gn,r:
1. 2N ≤ |E| ≤ 3N .
2. every box-like set S with |S| = αN and α ∈ (0, 99/100] satisfies |∂vS| ≥ c|S| log(1/α)logn .
3. every set S ⊆ V which is connected in G satisfies ∑v∈S dv ≤M max{|S|, log n}.
Let G be an arbitrary graph satisfying Items 1, 2 and 3. We only need to show that G satisfies
the conclusions of the lemma (for some appropriate constant τ > 0). Note, we may assume w.l.o.g.
that c ∈ (0, 1/100) and M > 100, since Items 2 and 3 continue to hold when we decrease the value
of c and increase the value of M .
By Lemma 11, we have that for every set S ⊆ V and any η ∈ (0, 1) it holds that∣∣box-core(S)∣∣ ≥ (1− η)|S|, or else |∂∗S| ≥ η|S|/(4ℓ2). (56)
We will first show that for the constant ξ = c/(104ℓ20) > 0, it holds that
|∂S|/|S| ≥ ξ log(1/α)
(log n)2
for any set S with |S| = αN and α ∈ (0, 99/100). (57)
To prove (57), let S′ := box-core(S). We have the following case analysis.
Case I. Suppose that |S′| < 12 |S|. Then, we have by (56) (with η = 1/2) that
|∂S| ≥ |∂∗S| ≥ |S|
8ℓ2
≥ |S|
32ℓ20 log n
,
and therefore (57) holds (using that 3 log n ≥ log(1/α)).
Case II. Suppose that |S′| ≥ 12 |S|. Let α′ = |S′|/N and note that α′ ≤ α. By Item 2, we have
|∂vS′| ≥ c|S′| log(1/α
′)
log n
≥ c|S|
2
log(1/α)
log n
.
If |(∂vS′)\S| ≥ 12 |∂vS′|, then we have that
|∂S| ≥ |(∂vS′)\S| ≥ 1
2
|∂vS′| ≥ c|S|
4
log(1/α)
log n
,
and therefore (57) holds.
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If |(∂vS′)\S| < 12 |∂vS′|, then we have that |(∂vS′)∩S| > 12 |∂vS′|. Note that (∂vS′)∩S ⊆ S\S′
and hence we conclude that there are more than c|S|4
log(1/α)
logn vertices in S which do not belong
to the box-core of S. Then, we have by (56) (with η = c log(1/α)4 logn ) that
|∂S| ≥ |∂∗S| ≥ c log(1/α)
4 log n
|S|
4ℓ2
,
and therefore (57) holds.
We are now ready to bound the conductance Φ(S) for a connected set S with π(S) ≤ 1/2 (this
part of the proof is analogous to the corresponding part in Lemma 24). The assumption π(S) ≤ 1/2
gives that
∑
v∈S dv ≤ |E| ≤ 3N , where the last inequality holds from Item 1. Since dv ≥ 4 for any
v ∈ V , we have that |S| ≤ 3N/4. Moreover, we have that Φ(S) ≥ |∂S|∑
v∈S dv
, see (31) for details.
For any connected set S ⊆ V we have by Item 3 that∑
v∈S
dv ≤M max{|S|, log n}.
Combining this with (57) yields that Φ(S) ≥ ξM log(1/α)(logn)2 for all connected sets |S| with |S| > log n
and |S| = αN . For connected sets |S| with |S| ≤ log n and |S| = αN , we have by Theorem 7 that
|∂S| ≥ |∂∗S| ≥ 2√|S| and hence Φ(S) ≥ 2√|S|M logn ≥ 23M log(1/α)(log n)2 (using that 3 log n ≥ log(1/α)).
This concludes the proof of Lemma 30 with the constant τ := min{ξ/M, 2/(3M)} > 0.
7 Lower bounds on the mixing time
The lower bounds in Theorem 1 follow from the following lower bounds on the mixing time.
Theorem 34. Let r ≥ 0 and n be sufficiently large. Then, with probability 1 − O(1/n) over the
choice of the graph G ∼ Gn,r, the lazy random walk on G satisfies
Tmix =

Ω(log n) for r ≤ 2
Ω(nr−2) for 2 < r < 3
Ω(n/ log n) for r = 3
Ω(n) for r > 3.
We next give the proof of Theorem 34 (which follows by combining the upcoming Corollaries 36
and 39).
7.1 Lower bounds for r > 2
In this section, we prove the lower bounds on the mixing time Tmix for r > 2 stated in Theorem 34
for the small-world network. Our goal will be to show a set S with small conductance. Let
G = (V,E) ∼ Gn,r.
Set L = cn for a constant c ∈ (0, 1]; later, we will set c = 9/10. Let S be the set of vertices within
distance ≤ L from the origin ρ = (0, 0). Since L ≤ n, we have that |S| = 1+4∑Lℓ=1 ℓ = 2L2+Θ(L).
Lemma 35. Let r > 2 and n be sufficiently large. For any constant c ∈ (0, 1], with probability
1− exp(−Ω(n)) over the choice of the graph G, it holds that
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1.
∑
v∈S dv ≤ 8|S|.
2. |∂S| = O(L4−r) for 2 < r < 3, |∂S| = O(L logL) for r = 3, and |∂S| = O(L) for r > 3.
Proof. To simplify notation, all probability bounds in the proof are with respect to the choice of
the random graph G ∼ Gn,r. For vertices u,w ∈ V , let Yu,w be the indicator r.v. that there is a
long-range edge from u to w. Let
(S
2
)
:=
{{u,w} | u,w ∈ S, u 6= w} denote the set of all unordered
pairs of vertices in S and define
Yin :=
∑
{u,w}∈(S
2
)
Yu,w, Yout :=
∑
u∈S,w∈V \S
Yu,w.
We have ∑
v∈S
dv ≤ 4|S|+ 2Yin + Yout, |∂S| ≤ 16L+ Yout. (58)
To see the first inequality in (58), note that in the sum
∑
v∈S dv, the edges of the torus contribute
4|S| and the long-range edges contribute 2Yin+Yout. The second inequality in (58) follows similarly,
by noting now that the edges of the torus that contribute to |∂S| must be incident to a vertex at
distance L from the origin; the number of such vertices is 4L and each of these vertices can (crudely)
contribute at most four edges to |∂S|.
Note that for every u,w ∈ V , it holds that Pr[Yu,w = 1] ≤ 1Z dist(u,w)−r. Further, the random
variables {Yu,w}u,w∈V are independent. Thus, with µin := E[Yin] and µout := E[Yout], we obtain by
Lemma 5 that for any t ≥ 0, it holds that
Pr(Yin ≥ µin + t) ≤ exp
(
− t
2
2(µin + t/3)
)
, Pr(Yout ≥ µout + t) ≤ exp
(
− t
2
2(µout + t/3)
)
, (59)
We therefore focus on obtaining upper bounds for µin, µout.
To bound
∑
v∈S dv, we will need only crude bounds on µin and µout. In particular, since every
vertex u ∈ S adds in expectation one long-range neighbour, we have that µin ≤ |S| and µout ≤ |S|.
Thus, using (59) with t = |S|/3, a union bound gives that
with probability 1− exp(−Ω(n2)), it holds that 2Yin + Yout ≤ 4|S|. (60)
To obtain a more precise bound for |∂S|, we will need a more refined upper bound for µout. Let
u ∈ S be at distance i > 0 from the origin ρ, so that i ≤ L. Clearly, all vertices within distance
L− i from u belong to S and hence every vertex w ∈ V \S must satisfy dist(u,w) ≥ L− i+1. Note
that the number of vertices at distance ℓ from u is 4min{ℓ, 2n + 1− ℓ} ≤ 4ℓ, and hence we obtain
the bound ∑
w∈V \S
Pr[Yu,w = 1] ≤ 4
Z
2n∑
ℓ=L−i+1
1
ℓr−1
.
Since there are 4i vertices at distance i > 0 from the origin, we obtain (by using the trivial bound
that the origin has in expectation one long-range edge incident to it) that
µout ≤ 1 + 16
Z
L∑
i=1
2n∑
ℓ=L−i+1
i
ℓr−1
= 1 +
16
Z
(
L∑
ℓ=1
L∑
i=L−ℓ+1
i
ℓr−1
+
2n∑
ℓ=L+1
L∑
i=1
i
ℓr−1
)
,
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where the last equality follows by switching the order of summation. Since r > 2, by Lemma 4 we
have that Z = Θ(1). Note also that
L∑
ℓ=1
L∑
i=L−ℓ+1
i
ℓr−1
≤
L∑
ℓ=1
L
ℓr−2
=

O(L4−r) for 2 < r < 3
O(L logL) for r = 3
O(L) for r > 3,
and, for all r > 2,
2n∑
ℓ=L+1
L∑
i=1
i
ℓr−1
≤
2n∑
ℓ=L+1
L2
ℓr−1
≤ (2n − L)L3−r = O(L4−r).
It follows that
µout =

O(L4−r) for 2 < r < 3
O(L logL) for r = 3
O(L) for r > 3.
Using that L = Ω(n), we obtain by (59) that
with probability 1− exp(−Ω(n)), it holds than Yout ≤ 2µout. (61)
Combining (60) and (61) by a union bound, and plugging them in (58), we obtain the statement
of the lemma.
We are now ready to obtain lower bounds on the mixing time for r > 2.
Corollary 36. Let r > 2 and n be sufficiently large. Then, with probability 1 − exp(−Ω(n)) over
the choice of the graph of the graph G ∼ Gn,r, the lazy random walk on G satisfies
Tmix =

Ω(nr−2) for 2 < r < 3
Ω(n/ log n) for r = 3
Ω(n) for r > 3.
Proof. Let L = cn, where c = 9/10. Let G ∼ Gn,r and, as before, let S be the set of vertices at
distance ≤ L from the origin. Recall that |S| = 2L2+Θ(L) = 2c2n2+Θ(n) = 12c2N + o(N), where
N = (2n + 1)2 is the number of vertices in G.
By a union bound over the events in Lemmas 6 and 35, we have with probability 1−exp(−Ω(n))
that 2N ≤ |E| ≤ 3N and that the set S satisfies
1.
∑
v∈S dv ≤ 8|S|.
2. |∂S| = O(L4−r) for 2 < r < 3, |∂S| = O(L logL) for r = 3, and |∂S| = O(L) for r > 3.
By Item 1 and the choice of the constant c, we have that∑
v/∈S dv
2|E| ≥
2|E| − 8|S|
2|E| ≥ 1−
2|S|
|N | ≥ 1/10
for all sufficiently large n. Thus, using Item 2 and the (deterministic) bound
∑
v∈S dv ≥ 4|S|, we
obtain that the conductance of the set S is bounded by
Φ(S) =
|∂S|
1
2|E|
(∑
v∈S dv
)(∑
v/∈S dv
) =

O(n2−r) for 2 < r < 3
O(log n/n) for r = 3
O(1/n) for r > 3.
It follows that the conductance Φ of the simple random walk on G satisfies Φ ≤ Φ(S), and hence
the corollary follows from Theorem 2.
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7.2 Simple lower bound for r ≤ 2 via diameter
Our lower bounds on the mixing time for r ∈ [0, 2] are based on the following well-known lemma.
For a (connected) graph G, we denote by diam(G) the largest distance between any two vertices in
G.
Lemma 37. Let G = (V,E) be a connected undirected graph. Then, the mixing time Tmix of the
lazy random walk on G satisfies Tmix ≥ diam(G)/3.
Proof. Let L = diam(G) and let T = ⌊(L− 1)/2⌋. Consider two vertices u, v whose graph distance
is L. Then, observe that the vectors P T (u, ·) and P T (v, ·) are supported on disjoint subsets of V
and hence ∥∥P T (u, ·) − P T (v, ·)∥∥
TV
= 1.
By the triangle inequality, we have that either
∥∥P T (u, ·) − pi∥∥
TV
≥ 1/2 or ∥∥P T (v, ·)− pi∥∥
TV
≥ 1/2,
thus proving that Tmix ≥ T ≥ L/3.
Lemma 38. Let r ∈ [0, 2] and n be a sufficiently large positive integer. Then, with probability
1−O(1/n) over the choice of the graph G ∼ Gn,r, it holds that diam(G) = Ω(log n).
Proof. Consider an arbitrary vertex v in G. Since the expected degree of every vertex in G is equal
to 5, we have that the expected number of vertices at distance ≤ k from v is at most 5k+1. Applying
Markov’s inequality for k = 1100 ⌊log n⌋, we obtain that with probability 1−O(1/n) over the choice
of the graph G there are at most n2/2 < N vertices at distance ≤ k from v. For all such graphs G,
we clearly have that diam(G) = Ω(log n), as wanted.
Combining Lemmas 37 and 38, we immediately obtain the following corollary for all r ∈ [0, 2].
Corollary 39. Let r ∈ [0, 2] and n be a positive integer. With probability 1 − O(1/n) over the
choice of the graph G ∼ Gn,r, the lazy random walk on G satisfies Tmix = Ω(log n).
8 Discussion
Kleinberg’s routing results generalize to the d-dimensional integer lattice for d ≥ 1, showing that
there is fast routing when r = d and it is exponentially slower for r 6= d. We can also generalise
our results on the mixing time of the lazy random walk to show a phase transition at r = d. Our
results can also be extended to a 1-out version of Kleinberg’s model, in which each vertex selects a
(directed) long-range edge with appropriate probability and then the direction is “forgotten”.
There are several intriguing directions to pursue:
• Can one establish matching upper and lower bounds for r = 2? We conjecture that the mixing
time is Θ((log n)2). Recall, our result for r = 2 is an upper bound of O((log n)4) and a lower
bound of Ω(log n).
• Although our small-world model is significantly different from the long-range percolation
model, as explained in the Introduction, we expect these differences to be less important for
r > 2. In fact, for r > 4, it is reasonable to conjecture that our model is also “fully local”
with linear diameter, and the mixing time should be Θ(n2), which is the mixing time of the
lazy random walk on the underlying torus.4 It would be more challenging to figure out the
4We remind the reader that the Varopoulos-Carne bounds give that the mixing time of a graph with n vertices
and diameter D is Ω(D2/ log n), see e.g. [32, Proposition 13.11]. Therefore, a linear lower bound on the diameter
would determine the mixing time of the model up to a factor of O(log n).
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mixing time in the regime r ∈ (2, 4); Lemma 35 suggests that a phase transition occurs at
r = 3 and it could just as well be the case that this is the point where the mixing time jumps
to Θ(n2).
• It would be very interesting to analyze the directed version of Kleinberg’s small-world network.
One of the challenges here is to understand the stationary distribution of the random walk
since it is no longer reversible. Recent progress on analysing the mixing time of random walks
on random sparse digraphs has been made in [14, 13] (see also [15]).
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