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Abstract. Recently the authors proposed a novel optimization algorithm that is 
inspired by the principles of magnetic field theory.  In the proposed Magnetic 
Optimization Algorithm (MOA) the possible solutions are magnetic particles 
scattered in the search space. In order improve the performance of MOA, a 
Functional Size population MOA (FSMOA) for this algorithm is proposed here. 
Several functions for MOA is considered and investigated to find the best 
function for the size of the population. The proposed functions have some 
parameters. This paper also finds the best parameters for the functions. In order 
to test the proposed algorithm and the proposed operators, this paper compares 
the proposed algorithm with GA, PSO, QEA and Saw-tooth GA on 14 
numerical benchmark functions. Experimental results show that the proposed 
algorithm consistently has a better performance than the other algorithms in 
most benchmark function.  
Keywords: Optimization Method, Magnetic Optimization algorithm, Particle 
Swarm Optimization, Genetic Algorithms, Numerical Function Optimization. 
1.   Introduction 
Magnetic Optimization Algorithm (MOA) is a novel optimization algorithm [1] that is 
inspired by the magnetic field theory and the attraction between the magnetic 
particles. In order to improve the performance of optimization algorithms several 
operators are introduced that one of them is to controlling the size of the population. 
Size of the population is an effective parameter of the evolutionary algorithms and has 
a great role on the performance of EAs. Several researches investigate the effect of 
population size and try to improve the performance of EAs with controlling the size 
of the population. A functional sized population GA with a periodic function of saw-
tooth function is proposed in [2]. In order to improve the performance of QEA [3] 
proposes a sinusoid sized population for QEA. Reference [4] finds the best population 
size for genetic algorithms. Inspired by the natural features of the variable size of the 
population [5] presents an improved genetic algorithm with variable population-size. 
                                                          
1 Second author is also currently with the departments of electrical engineering and computer 
engineering at Ferdowsi University of Mashhad, Iran (akbarzadeh@ieee.org).  
In [6] an adaptive population size for the population is proposed for a novel 
evolutionary algorithm. Reference [7] proposes a scheme to adjust the population size 
to provide a balance between exploration and exploitation. 
This paper proposes a functional size population for MOA to improve the exploration/ 
exploitation tradeoff in this algorithm. Several functions for the population are 
proposed here to find the best function for the population. This paper is organized as 
follows: Section 2 proposes the functional size for the population, Section 3 finds the 
best parameters for the proposed algorithm, Section 4 experiments the proposed 
algorithm on 14 numerical functions and finally Section 5 concludes the proposed 
operator. 
2.   Functional Sized population MOA (FSMOA) 
Another approach to maintain the diversity of the population and improve the 
performance of the evolutionary algorithms is using a variable size for the population. 
In [2] a variable size population is proposed for GA that improves the performance of 
GA. They use a saw tooth function for the size of the population with partially 
reinitialization of the particles. Here to improve the performance of MOA, this paper 
uses a functional population size for this algorithm. In addition to the saw tooth 
function, this paper uses some other functions for the proposed MOA; the functions 
are saw-tooth, inverse saw-tooth, triangular, sinusoid and square functions. Fig. 1 
shows the functions which are examined in this paper. The pseudo code of the 
proposed Functional Size MOA (FSMOA) is described as below: 
Procedure FSMOA 
begin 
t=0 
1. initialize X0  with a structured population 
2. while not termination condition do 
begin 
t=t+1 
3. )()( tftn =  
4. if n(t)<n(t-1) delete particles with worst fitness and put them in the reserve set  
5. if n(t)>n(t-1) if reserve set is empty create random particles, else put the 
particles of reserve set in the population 
6. evaluate the particles in Xt and store their performance in magnetic fields Bt 
7. normalize Bt according to (1) 
8. evaluate the mass Mt for all particles according to (2) 
9. for all particles xtij in Xt do 
begin 
10. Fij=0 
11. find neighborhood set Nij 
12. for all xtuv  in Nij do 
13. 
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14. for all particles xtij in Xt do 
begin 
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The pseudo code of FSMOA is described as below: 
1. In this step all of the particles in the population Xt (for t=0) are initialized 
randomly. 
2. The while loop is terminated when the termination condition is satisfied. 
3. The size of the population is calculated as a function. 
4. If the size of the population is decreased relative to size of the population in the 
previous iteration, some particles should be deleted from the population. In the 
proposed algorithm, the worst particles are deleted until the size of the population is 
adjusted. The deleted particles are deleted and inserted in a reserve population for the 
future needs.  
5. If the size of the population is increased, some new particles should be inserted in 
the population. In the proposed algorithm the particles that are inserted in the reserve 
set are used to inserts in the population. In this step, if the size of the population is 
increased, the particles of the reserve set are inserted in the population until the size of 
the population is adjusted. In inserting the particles in the population, if the reserve set 
is empty, the new random particles are created and inserted in the population. 
The functions that are used in this paper are: 
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Where n(t) is the size of the population in generation t, n is the average size of the 
population, A is the amplitude of the periodic function of population size, T is the 
period of the functional population, Round(.) is the round function (rounds its input to 
nearest integer), and mod(.,.) is modulus after division function. Fig 1 shows the 
functions which are used in this paper. The best values for T and A are found in the 
following of this section. 
6. In this step the fitness of each particles xtij in Xt is calculated and stored in the 
magnetic field, Btij. 
7. The normalization is performed on the Bt. The normalization is performed as: 
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8. In this step the mass of all particles is calculated and stored in Mt: 
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Where α and ρ are constant values. 
9. In this step in the “for” loop, the resultant force of all forces on each particle is 
calculated. 
10. At first the resultant force which is applied to particle xtij (Fij) is set to zero. 
11. In this step the neighbors of xtij is found. The set of neighbors for particle xij is 
defined as: { }jijijijiij xxxxN ′′′′′′= ,,,  
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Fig 1. a) The functions which are used for the population size. a) saw-tooth b) inverse saw-tooth c) triangular d) sinusoid e) 
square. T is the period of the functions, A is the amplitude and P-size is the size of the population in generation t. 
P-size 
Generation 
T 
A 
0 
n  n n
n n
0 0
0 0
A A
A A 
T T 
T T
Generation Generation
Generation Generation
P-size 
P-size
P-size
P-size
⎪⎩
⎪⎨⎧ ⎩⎨
⎧
=
≠+=′′=
≠+=′′
Sj
Sjj
j
Si
Sii
i
1
1
,
1
1
 
12. In this step, in the “for” loop the force which is applied to particle xtij from its 
neighbor’s xtuv )( ij
t
uv Nx ∈∀  is calculated. 
13. The force which is applied from xtuv to xtij is related to the distance between two 
particles and is calculated as: 
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Where D(.,.) is the distance between each pair of neighboring particles and defined as: 
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14. In the “for” loop, the movement for all particles is calculated. 
15, 16. In these two steps the velocity and the location of the particles is updated: 
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Table 1. the best parameters for the proposed FSMOA. 
 Saw-Tooth Inverse-Saw Sinusoid Square Triangular MOA
 A T Best Ttest A T Best Ttest A T Best Ttest A T Best Ttest A T Best Ttest Best 
f1 0.9 250 23000 0.19 0.4 25 22528 0.55 0.9 500 22743 0.33 0.2 25 22921 0.26 0.9 250 23031 0.18 21881
f2 0.6 25 -78.79 0.03 0.4 25 -80.51 0.05 0.9 250 -70.91 0.002 0.9 250 -78.74 0.03 0.9 250 -79.62 0.05 -105 
f3 0.9 25 -0.80 7e-5 0.6 25 -1.03 0.002 0.9 100 -0.84 1e-4 0.9 1000 -0.82 6e-4 0.9 25 -0.86 0.0002 -1.71
f4 0.9 25 0.60 2e-6 0.9 25 0.52 7e-5 0.9 25 0.58 1e-5 0.9 25 0.49 6e-4 0.9 25 0.60 1.7e-6 0.29 
f5 0.1 25 61.73 0.22 0.4 25 60.36 0.55 0.2 25 59.37 0.86 0.2 250 61.47 0.30 0.1 250 60.48 0.55 51.26
f6 0.9 25 -28.91 1e-4 0.9 25 -34.9 7e4 0.9 25 -32.15 3e-4 0.9 500 -27.93 1e-4 0.9 25 -36.96 0.002 -108 
f7 0.2 25 30.44 0.98 0.1 25 31.60 0.38 0.4 1000 31.56 0.28 0.2 100 31.86 0.28 0.2 25 32.47 0.07 31.28
f8 0.4 25 93.87 0.29 0.9 25 94.55 0.04 0.4 25 94.01 0.27 0.6 1000 93.94 0.31 0.9 250 93.93 0.28 91.59
f9 0.9 25 -79.2 3e-4 0.9 25 -91 7e4 0.4 25 -121 0.006 0.9 25 -175 0.21 0.9 100 -97.54 0.001 -362 
f10 0.4 25 -0.05 8e-6 0.9 25 -0.06 0.01 0.9 25 -0.059 0.002 0.9 25 -0.07 0.73 0.9 25 -0.05 8.5e-5 -0.07
f11 0.9 25 -7.44 1e-5 0.9 25 -7.67 2e-5 0.9 25 -7.30 1e-5 0.9 25 -7.44 2e-5 0.9 100 -7.67 5e-5 -14.44
f12 0.9 25 -68 0.004 0.9 25 -85 0.03 0.9 100 -82 0.01 0.9 25 -100 0.07 0.9 100 -83 0.02 -187 
f13 0.9 25 -100 6e-4 0.9 100 -102 0.002 0.9 25 -102 0.002 0.9 25 -106 0.01 0.9 25 -101 0.001 -117 
f14 0.1 1000 -0.033 0.10 0.1 250 -0.033 0.34 0.2 500 -0.033 0.24 0.6 250 -0.032 5e-10 0.2 1000 -0.033 0.01 -0.033
Table 2. Median and Standard deviation of the best parameters for the proposed FSMOA. 
 A T 
 Mean Std Mean Std 
Saw-Tooth 0.9 0.33 25 262 
Inverse-Saw 0.9 0.33 25 81 
Sinusoid 0.9 0.31 25 289 
Square 0.9 0.25 175 340 
Triangular 0.9 0.35 100 270 
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Indeed in the proposed algorithm, in the decreasing step of the algorithm, the particles 
are not deleted, they only leave the population and in the increasing step they return to 
the population. This policy is used because if the random particles be inserted in the 
population, the randomness of the algorithm is overflowed and the performance of the 
algorithm is decreased. With this policy, the knowledge that exists in the worst 
particles is not ignored and is used in the future iterations. 
The proposed functional size population has two cycles. The first cycle is increasing 
the size of population. In the increasing cycle, the new particles are inserted in the 
population. Inserting the new particles in the population increases the diversity of the 
population and improves the exploration performance of the algorithm. The other 
cycle is the decreasing cycle. In this cycle, the worst particles of the population are 
eliminated. This treatment improves the exploitation of the algorithm by exploiting 
the best solutions and ignoring the inferior ones. This means that the proposed 
algorithm has two cycles: exploration cycle and exploitation cycle. 
3.  Finding the best parameters 
As it seen in Fig. 1, the proposed functions have some parameters that are A, the 
amplitude and T the period of the functions. In order to find the best values for these 
parameters some experiments are done. Fig. 2 shows the finding of the best 
parameters for the proposed FSMOA for Generalized Griewank Function. The best 
parameters for the other 14 numerical benchmark functions are found similar to the 
Generalized Griewank function. The best parameters and the best functions for the 
size of the population are summarized in Table I. According to Table I the Saw-Tooth 
function has the best results for 8 numerical benchmark functions, the Sinusoid and 
Square for 2 benchmark functions, Triangular function for 1 benchmark functions, 
and Inverse Saw-Tooth for 1 benchmark function, so the best function for the size of 
the population is Saw-Tooth function. Table I shows that the functional size for the 
population improves the performance of MOA for all the benchmark functions. 
 
 
Fig. 2. parameter setting of FSMOA for T and A for (a) Rastrigin's Function and (b) Generalized Griewank Function 
for several functions for the population. The parameters are set to T1 … T5=(25,100,250,500,1000) and 
A1 … A5= ×n (0.1,0.2,0.4,0.6,0.9)
T1 T2 T3 T4 T5 
A3 A3 A3 A3 A3 
T1 T2 T3 T4 T5 
A4 A4 A4 A4 A4 
T1 T2 T3 T4 T5 
A2 A2 A2 A2 A2 
T1 T2 T3 T4 T5 
A1 A1 A1 A1 A1 
T1 T2 T3 T4 T5 
A5 A5 A5 A5 A5 
T1 T2 T3 T4 T5 
A3 A3 A3 A3 A3 
T1 T2 T3 T4 T5 
A4 A4 A4 A4 A4 
T1 T2 T3 T4 T5 
A2 A2 A2 A2 A2 
T1 T2 T3 T4 T5 
A1 A1 A1 A1 A1 
T1 T2 T3 T4 T5 
A5 A5 A5 A5 A5 
Table.2 shows the median and standard deviation of the best parameters for 5 
proposed functions. According to this table the best amplitude for the proposed 
functions is 0.9 and best period T is 25. Table.1 shows the Ttest between the FSMOA 
and MOA. The Ttest for most of results is so small; it shows that the results of 
Table.1 are valid. 
3.   Experimental Results 
The proposed FSMOA is compared with 4 algorithms, GA, PSO, MOA and Saw-
Tooth GA. In order to compare the algorithms with their best parameters the best 
parameters for each algorithm is found independently. The experimental results are 
performed for several dimensions (m=5, 10, 25, 100, 250, 500, 1000, 1500, 2000 and 
Table 2. Experimental results on 14 numerical benchmark functions for m=100 and m=500. the 
results are averaged over 30 runs. Ttest shows Ttest between the results of each algorithm with 
FSMOA. 
m=100 
 FSMOA MOA GA PSO Saw-Tooth GA 
 Mean Std Mean Std Ttest Mean Std Ttest Mean Std Ttest Mean Std Ttest 
f1 23067 664 22803 2139 0.71 39249 350 0 9634 1568 2e-15 22413 855 0.59 
f2 -74 15.63 -114 19.75 9e-5 -134.28 7.62 2e-9 -842 51.71 0 -743 42.48 0 
f3 -0.86 0.38 -1.95 0.77 8e-4 -5.05 0.24 2e-16 -8.93 0.43 0 -14.92 0.32 0 
f4 0.60 0.04 0.16 0.17 3e-7 -0.32 0.04 0 -0.90 0.11 0 -5.72 0.78 7e-15 
f5 58.25 6.0 34.25 9.3 2e-6 51.46 7.30 0.03 -782 784 0.003 -29493 3105 0 
f6 -26.06 4.13 -141 38.55 2e-8 -162.33 28.18 1e-11 -600 169 3e-9 -5625 525.9 0 
f7 30.94 2.1 31.38 3.70 0.74 79.11 1.27 0 13.91 2.06 5e-13 35.22 2.08 0.01 
f8 93.72 1.26 87.71 1.75 6e-8 92.99 0.66 0.12 58.78 2.01 0 65.20 1.84 2e-16 
f9 -66.96 12.4 -517.61 396 0.002 -3824 368 0 -11624 1704 3e-14 -61051 5514 0 
f10 -0.06 0.01 -0.09 0.03 0.002 -0.32 0.02 0 -0.81 0.08 2e-16 -1.87 0.08 0 
f11 -8.02 1.28 -19.42 2.9 2e-9 -51.88 3.58 0 -27.62 3.07 3e-13 -75.13 3.08 0 
f12 -66.66 23 -176 140 0.02 -12387 3049 2e-10 -12696 2291 1e-12 -4.8e5 1.2e5 2e-10 
f13 -100 0.45 -125 15.51 7e-5 -657 74.54 5e-15 -542.03 66.04 4e-14 -4409 618 2e-14 
f14 -0.0323 7e-18 -2.29 0.48 2e-11 -0.13 0.01 5e-15 -10.92 3.15 2e-9 -3.73 0.67 3e-5 
m=500 
 FSMOA MOA GA PSO Saw-Tooth GA 
 Mean Std Mean Std Ttest Mean Std Ttest Mean Std Ttest Mean Std Ttest 
f1 7.2e4 2602 6.0e4 6615 5e-5 1.17e5 824 0 2.2e4 3183 0 5.4e4 3508 0.02 
f2 -2233 112 -2460.6 125 4e-4 -3551 83 0 -4710 124 0 -6583 139 0 
f3 -5 0.29 -7 0.46 5e-10 -14 0.17 0 -9 0.22 0 -17 0.05 0 
f4 -1.15 0.06 -3.03 0.18 0 -29.89 0.98 0 -5.70 0.25 0 -80.94 2.06 0 
f5 -420 325 -3735 1433 1e-6 -1.41e5 1e4 0 -8119 2497 1e-8 -4.5e5 1.8e4 0 
f6 -983 97 -2709 267 2e-13 -2.9e4 1526 0 -3588 268 2e-16 -8.9e4 2770 0 
f7 63.46 6.06 62.99 6.27 0.86 197.18 5.05 0 32.34 2.30 1e-11 70.75 2.88 0.002 
f8 365 7.86 318 5.17 6e-12 338 3.91 2e-8 259 4.76 0 223.92 4.64 0 
f9 -1.1e4 733 -3.6e4 5270 2e-11 -3.17e5 1.6e4 0 -6.5e4 3218 0 -9.0e5 2.8e4 0 
f10 -0.39 0.01 -0.54 0.02 2e-13 -1.77 0.04 0 -0.88 0.03 0 -3.45 0.06 0 
f11 -20 1.12 -31 2.29 1e-10 -87.38 1.31 0 -32.94 2.93 3e-10 -94.76 0.87 0 
f12 -4.0e4 1.0e4 -2.2e5 7.3e4 2e-7 -1.13e7 8e5 0 -5.9e5 7.2e4 4e-15 -9e+7 7.6e6 0 
f13 -984 36 -2012 117 6e-16 -1.9e4 1635 0 -3406 236 0 -8.8e4 4015 0 
f14 -24 1.31 -58 2.34 0 -32.5 1.95 1e-9 -132 2.64 0 -92.63 4.95 1e-13 
3000) of 14 numerical benchmark functions. The average population size of all 
algorithms for all of the experiments is set to 25; termination condition is set for a 
maximum of 1000 generations and the structure of population is considered as 
cellular. Due to statistical nature of the optimization algorithms, all results are 
averaged over 30 runs and Ttest analysis is performed on results. The best parameters 
of MOA, GA, PSO and Saw-Tooth GA are found and the parameters of FSMOA are 
set to the best parameters which are found in previous section. 
Table.2 summarizes the experimental results on MOA, FSMOA, GA, PSO and Saw-
Tooth GA for 14 benchmark functions (The results for some dimensions are not 
summarized in Table.2 because of small space of the paper). The last 3 algorithms are 
some well known and state of the art algorithms for the comparison aim.  In Table 2 
the best results are bolded. As it seen the Ttest value for most of experiments is so 
small and this means that each algorithm reaches a distinct performance. The Ttest is 
performed between the results of FSMOA and several algorithms. For the size of 
problem m=5 the best algorithm is Saw-Tooth GA. This algorithm has the best results 
for 4 benchmark functions. After Saw-Tooth is FSMOA with 3 best results and MOA 
with 2 and QEA with 1 best result in 14 numerical benchmark functions. Standard GA 
and PSO could not yield best result for any functions. For m=5, for 7 functions the 
best results is for the proposed algorithms in this paper and for 7 functions the best 
results are for other well known algorithms.  
Increasing the dimension of the problem changes the performance of the algorithms. 
For m=10 Saw-Tooth GA give up its superiority and FSMOA and GA reach the best 
performance for 4 functions and after them are QEA and EMOA with 2 and finally 
SRMOA and Saw-Tooth GA with 1 best result among 14 numerical functions and 8 
compared algorithms. By increasing the dimension of the problem FSMOA dominates 
the other algorithms. For m=25 FSMOA has the best results for 8 functions, GA for 4 
functions and QEA and MOA for 1 functions. For m=100 FSMOA is the best 
algorithm. Because it has the best results for 10 functions, after FSMOA is GA with 3 
and QEA with 1 best result. By increasing the dimension of algorithm to 500 the 
FSMOA retains its domination. According to Table 2 the best algorithm is FSMOA, 
but FSMOA can not work well on Schwefel 2.26, Goldberg, Michalewicz and 
Kennedy functions. The best algorithm for Schwefel 2.26 is QEA which has the best 
Table 3. The effect of dimension on the performance of FSMOA. By increasing the dimension 
of problems, FSMOA dominates the other algorithms. 
Dimension FSMOA MOA GA PSO Saw-Tooth 
5 3 6 0 0 5 
10 3 6 5 0 0 
25 2 7 5 0 0 
100 12 0 2 0 0 
250 12 0 2 0 0 
500 12 0 2 0 0 
1000 12 0 2 0 0 
1500 12 0 2 0 0 
2000 12 0 2 0 0 
 
performance for this function in most dimensions. Saw-Tooth GA has a fine 
performance only for low dimensions and for problems with high dimensions Saw-
Tooth GA can not work well. 
In order to compare the performance of the algorithm through several dimensions the 
experiments are performed over several dimensions. Table 3 shows the domination of 
each algorithm for several functions and dimensions. We can claim that by increasing 
the dimension of the problem, the performance of FSMOA dominates other 
algorithms. 
6.   Conclusion 
One of the main parameters of evolutionary algorithms is the population of the 
algorithm. This paper proposes a novel functional sized population magnetic 
optimization algorithm called FSMOA. The functional sized population of FSMOA 
makes a find trade-off between exploration and exploitation in FSMOA and makes it 
possible to escape from local optima. This paper examines 5 functions for the 
population on 14 numerical objective functions and finds the best parameters for the 
14 objective functions. In order to examine the proposed algorithm several 
experiments are performed on several dimensions of several objective functions. 
Experimental results show that the proposed functional sized population improves the 
performance of MOA. 
5.   Appendix 
In order to compare the proposed algorithm with the well-known and state of the art 
algorithms, the proposed algorithm is compared with other algorithms on 14 
numerical benchmark functions. The functions are f1:Schwefel 2.26 [7], f2:Rastrigin 
[7], f3:Ackley [7], f4:Griewank [7], f5:Penalized 1 [7], f6:Penalized 2 [7], 
f7:Michalewicz [8], f8:Goldberg [2], f9:Sphere Model [7], f10:Schwefel 2.22 [7], 
f11:Schwefel 2.21 [7], f12:Dejong [8], f13:Rosenbrock [2], and f14:Kennedy [2]. 
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