Abstract-In order to solve the problem of monitor in mining and environment, the wireless sensor networks (WSN) is used. As one of the fundamental and important problems in WSN, coverage reflects the effect of monitoring and tracking. Because of the high density and complexity of distributing nodes in WSN, the coverage control algorithm for the optimal working sensor set is studied. On the other hand, especially recent years, quantum computing is attracted as one method which gives us suitable answers for optimization problems. This paper proposes a novel evolution algorithm, called a quantum particle swarm optimization algorithm (QPSO), which is based on the concept and principles of quantum computing. The proposed algorithm adopts quantum angle to express Q-bit and improved particle swarm optimization to update automatically. After the QPSO is described, the experiment result on the coverage scheme is given to show its efficiency.
I. INTRODUCTION
Wireless sensor networks (WSN) have appeared as one of the emerging technologies that combine automated sensing, embedded computing and wireless networking into tiny embedded devices. While the early research on wireless sensor networks has mainly focused on monitoring applications. Wireless sensor networks (WSN) have a wide range of potential, practical and useful applications. sensor coverage is an important issue in wireless sensor networks [1, 2] .A reasonable distribution of sensor nodes and dynamic topology adjustment plays an important role in information aggregation and network survival. Coverage control problem can be summarized that through the collaboration of various sensor nodes to achieve the target regional management and monitoring. The methods to cover the target regional are very important for the process realization. But the artificial deployment is impossible in most cases as we know.
Coverage is an important issue in terms of wireless-sensor-enabled emergency applications and is narrowly related to energy saving, connectivity, fault-tolerant, network reconfiguration, etc. Current solutions are based for the most part either on node scheduling (off-duty mechanisms) or coverage quality [13, 14, 15, 16, 17] . For node-scheduling-based solutions, the main idea is to find the optimal number of inactive nodes that exist while maintaining connectivity and coverage (with no breach areas of monitoring). In the coverage quality approach, the goal is to find areas that are highly observable and identify the best support and guidance regions. In the worst case, the goal is to find areas that are poorly observable and detect blind regions. In [18] , an analytical solution that incorporates sensor and target characteristics (sensor radius, figure noise, moving speed, and traveling distance) is derived so as to determine the number of sensors required to cover a given region. In [19] , the weakest breach path is investigated through defining the breach probability as the miss probability of the weakest breach path. Based on Dijkstra's shortest-path algorithm and the NeymanPearson detection model, the authors point out that the most significant parameter is the false alarm rate, which is inversely proportional to breach probability. Although a novel solution for the target tracking application is introduced, it does not address other important issues such as network breach points. In [17] , a solution is presented that addresses these problems. The authors propose an optimal polynomial time algorithm which combines graph theory and computational geometry in order to solve best-case and worse-case coverage. In [20] , a more general solution for coverage is presented whose goal is to determine whether every point in a given area is suffciently covered by at least k sensors (k-covered, where k is a predefined constant). In addition to coverage, connectivity is another important factor of the sensor-enabled emergency system. Several solutions have been proposed in order to guarantee connectivity (ASCENT [21] ; Span [22] ). However, connectivity alone does not guarantee coverage. In [16] , a connectivity-aware coverage solution is presented in which coverage is achieved through a probing mechanism that controls network density. In this algorithm, a node can be in one of three states: sleeping, awake and working. When a sleeping node wakes up (after an exponentially distributed period of time), it broadcasts a probing message within a certain range and awaits a reply. If no reply is received within a timeout, it will take over the surveillance task continuously until it runs out of battery power. In this solution, the probing range and wake-up rate can be adjusted to indirectly affect the degree of coverage. However, this solution does not guard against blind points since there is no guarantee of coverage. Other solutions that provide connectivity-aware coverage include PEAS [23] (which does not provide an analytical guarantee for degree coverage and connectivity) and, which provides a geometric analysis of the relationship between connectivity and coverage.
On the other hand, several intelligent approaches have been suggested to improve target regional coverage, for instance, the virtual force algorithm [3] , and ant colony optimization method [4] . The coverage control algorithms can result in network resources optimal allocation. It can sense efficiently, collect the environmental information, and communicate with neighboring nodes by WSN. As an intelligent algorithm also has been widely used to control area, Quantum computing is a research area that includes concepts like quantum mechanical computers and quantum algorithms. So far, many efforts on quantum computer have progressed actively due to its superiority to classical computer on various specialized problems. There are well-known quantum algorithms such as Grover's database search algorithm [5] and Shor's quantum factoring algorithm [6] . During the past two decades, evolutionary algorithms have gained much attention and wide applications, which are essentially stochastic search methods based on the principles of natural biological evolution [7] .
Recently, some quantum-inspired genetic algorithms (QGA) have been proposed for some combinatorial optimization problems, such as traveling salesman problem [8] and knapsack problem [8] [9] . A novel evolution algorithm is proposed in this paper, called a quantum particle swarm optimization algorithm (QPSO), and it is used to optimize coverage problem of WSN. PSO (particle swarm optimization) is an outstanding algorithm for solving multi-dimension function optimization in continuous space and has a series of advantages. The algorithm has high-speed regional convergence and efficient global searching ability. QPSO algorithm adopts quantum angle to express Q-bit and improved particle swarm optimization to update automatically. The results show that QPSO is superior to classical evolutionary algorithm in quality and efficiency.
The rest part of the paper is organized as follows. In section II, the ideology of QPSO is formulated in detail. Section III presents an application example for optimization of coverage of WSN. Concluding remarks follows in Section IV.
II.QUANTUM PARTICLE SWARM OPTIMIZATION ALGORITHM

A. About Particle Swarm Optimization
PSO is a population based stochastic optimization technique developed by Eberhart and Kennedy [10] in 1995, inspired by the social behavior of bird flocking or fish schooling. PSO learned from the scenario and used it to solve the optimization problems. Partical swarm optimization is similar to a genetic algorithrm in that system is initialialized with a population of random solutions. It is unlike a GA, however, in that each potential solution is also assigned a randomized velocity and the potential solutions, called particles,are then "flown" through the problem space. All of the particles have fitness values which are evaluated by the fitness function to be optimized.
Each particle keeps track of its coordinates in the problem space that are associated with the best solution (fitness) achieved so far. (The fitness value is also stored.) This value is called "pbest." Another "best" value that is tracked by the global version of the particle swarm optimizer is the overall best value, and its location, obtained so far by any particle in the population. This location is called "gbest."
The PSO concept consists of, at each time step, changing the velocity (accelerating) each particle toward its pbest and gbest locations (in the global version of PSO).Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and gbest locations.
There is also a local version of PSO in which, in addition to pbest, each particle keeps track of the best solution, called "lbest", attained within a local topological neighborhood of particles.
The (original) process for implementing the global version of PSO is as follows:
1. Initialize a population (array) of particles with random positions and velocities on d dimensions in the problem space.
2. For each particle, evaluate the desired optimization fitness function in d variables.
3. Compare each particle, evaluation with its pbest. If current value is better than pbest, set the pbest value equal to the current location in d-dimensional space.
4. Compare fitness evaluation with the population's overall previous best. If the current value is better than gbest, reset gbest to the current particle's array index and value.
5. Change the velocity and position of the particle according to equations (1) and (2), respectively: 6. Loop to step 2 until a criterion is met, usually a sufficiently good fitness of a maximum number of iteration generations.
Note that in equation (2) we appear to be adding a velocity to a position. However, we are really adding a velocity occurring over a single time increment (iteration), so the equation is valid. Particles' velocities on each dimension are clamped to a maximum velocity Vmax. If the sum of accelerations causes the velocity on that dimension to exceed Vmax, which is a parameter specified by the user, then the velocity on that dimension is limited to Vmax. Vmax is therefore an important parameter. It determines the resolution, or fineness, with which regions between the present position and the target (best so far) position are searched. If Vmax is too high, particles might fly past good solutions. If Vmax is too small, on the other hand, particles may not explore sufficiently beyond locally good regions. In fact, they could become trapped in local optima, unable to move far enough to reach a better position in the problem space. The acceleration constants 1 c and 2 c in equation (1) represent the weighting of the stochastic acceleration terms that pull each particle toward pbest and gbest positions. Thus, adjustment of these constants changes the amount of "tension" in the system. Low values allow particles to roam far from target regions before being tugged back, while high values result in abrupt movement toward, or past, target regions. This position is called global extreme (This value is called gbest). In practical operation, the values of particles are evaluated through the fitness function decided by the optimization. Each particle can update itself constantly through these two extreme, then create a new generation of groups. The implementation of PSO is based on a state machine (SM) instead of a flowchart. Fig.  1 shows the state machine of this PSO implementation. Eberhart et al. [10] have introduced an inertia weight factor that dynamically adjust the velocity over time, gradually focusing the PSO into a local search, the particle updates its velocity and positions with the following formula:
If the particle size of the group is M,
where Vi is Particle velocity, Xi is current particle (solution), pbest[i] is best solution among the each particle, gbest[i] is best among defined as stated before, rand( ) is random numbers between 0 and 1, ω is inertia weights, usually 0.8 or 0.9, C1 and C2 are learning factors, usually C1 = C2 = 2.
B. Quantum Optimization Algorithm
Quantum evolution algorithm (QEA) uses a new representation that is based on the concept of qubits and superpositions of states. One qubit is define with a pair of complex numbers, (α, β), which is characterized by . If there is a system of m-qubits, the system can contain information of 2 m states. The basic structure of it is described in the following: procedure QEA begin t←0 initialize Q(t) make P(t) by observing Q(t) states evaluate P(t) store the best solution among P(t) while (not termination-condition) do begin t←t+1 make P
(t)by observing Q(t-1) states evaluate P(t) update Q(t) using quantum gates U(θ) store the best solution among P(t) end end
Where Q(t) is a population of qubit chromosomes at generation t, and P(t) is a set of binary solutions at generation t. One binary solution is formed by selecting each bit using the probability of qubit. A set of qubit chromosomes Q(t) is updated by applying some appropriate quantum gates U(θ) , which is formed by using the binary solutions P(t) and the best stored Solution. From the basic structure of QEA, we can easily find that QEA evolves the qubit chromosomes by applying some quantum gates, and makes the binary solutions by observing the states of qubit chromosomes. Because it is a probabilistic operation process which makes individuals change randomly and blindly, it not only give the individuals the evolutionary chance but also cause certain degeneracy.
A rotation gate is employed in QEA to update a Q-bit individual as a variation operator. Of the i-th Q-bit is updated as follows: 
C. Quantum Particle Swarm Optimization Algorithm As QOA described, an m-Qbits could be replaced
Using the concept of swarm intelligence of PSO, we regard all m-Qbits in the population as an intelligence group, named quantum swarm.
The basic structure of QPSO is described in the following: Procedure QPSO Begin t←0 Initialize Q(t) Initialize particle For (each particle)
Calculate fitness value If the fitness value is better than the best fitness value (pBest) in history Set current value as the new pBest end Choose the particle with the best fitness value of all the particles as the gBest For (each particle) Update Q(t) with the formula(1)(2) end Make P(t) by observing Q(t) states Evaluate P(t) Store the best solution among P(t) While (not termination-condition) do begin t←t+1 For (each particle) Update Q(t) with the formula(1)(2) end Make P(t)by observing Q(t-1) states Evaluate P(t) Update Q(t) using quantum gates U(θ) store the best solution among P(t) end end Set X=0.99, ω=0.8912, C1 =1.82, and C2 =1.97, which satisfy the convergence condition of the particles: ω=( C1 + C2)/2-1. Since C2 > C1, the particle will convergence faster to the global optimal position of the swarm than the local optimal position of each particle, i.e., the algorithm has global searching property.
III. EXPERIMENT RESULTS
According to the coverage model of WSN, the fitness function is defined as: Simulation experiments were executed using QPSO in Matlab7.0. Let m=620, n=720, w C =C=40, 1 ω =0.9254, 2 ω =1, r=80. The initial state, the distribution of the nodes are shown in Fig.2 , the distribution of the nodes after 30 iterations is shown in Fig.3 . From these figures, we can find that using the QPSO algorithm, the coverage of WSN has better performance on regional convergence . Simulation experiments were executed using virtual force algorithm (VFA), PSO and QPSO in Matlab7.0. Let m=n=50, w C =C=40, 1 ω =0.9254, 2 ω =1, r=5.5. The initial state, the distribution of the nodes according to VFA and PSO are shown in Fig.8 , Fig.9 and Fig.10 , the distribution of the nodes after 100 iterations is shown in Fig.11 . From these figures, we can find that using the QPSO algorithm, the coverage of WSN has better performance on regional convergence and global searching than VF and PSO algorithm.
IV. CONCLUSIONS
From the result of computer simulation, optimal coverage scheme based on QPSO in this article realizes effective coverage in WSN. Using the method, we can not only optimize the node distribution in target area but reduce the network energy consumption, increase the whole coverage rate at relatively low cost and extend the lifetime of sensor network.
