A number of schemes have been proposed for communication using chaos over the past years. Regardless of the exact modulation method used, the transmitted signal must go through a physical channel which undesirably introduces distortion to the signal and adds noise to it. The problem is particularly serious when coherent-based demodulation is used because the necessary process of chaos synchronization is difficult to implement in practice. This paper addresses the channel distortion problem and proposes a technique for channel equalization in chaos-based communication systems. The proposed equalization is realized by a modified recurrent neural network (RNN) incorporating a specific training (equalizing) algorithm. Computer simulations are used to demonstrate the performance of the proposed equalizer in chaos-based communication systems. The H! e enon map and Chua's circuit are used to generate chaotic signals. It is shown that the proposed RNN-based equalizer outperforms conventional equalizers as well as those based on feedforward neural networks for noisy, distorted linear and non-linear channels.
INTRODUCTION
Chaotic signals, by virtue of their wideband and deterministic nature, are well suited for carrying information in a spread-spectrum communication environment [1] [2] [3] . The wideband feature allows the information to be spread over a wide frequency band, resulting in improved performance in multipath environments and antijamming capability. The deterministic nature allows a high degree of controllability in signal generation and processing. Since 1990s, the use of chaos in communication has been catalysed by the pioneering work of Pecora and Carroll [4, 5] , who demonstrated the synchronizability of two coupled chaotic systems and hence established the possibility of achieving coherent detection in chaos-based communication. A number of conceptual approaches have been proposed for communication with chaotic signals, function of the channel. The output of the channel s is corrupted by noise Z; which is usually modelled as an AWGN process with a zero mean. At the receiver, the received signal, y; first goes through an equalizer which cancels the channel effects and estimates the transmitted signal. In this study, we do not consider any specific modulation (demodulation) strategy, and our specific focus here is on cancelling the channel effects.
If the channel h is modelled as a linear operator, the output of the channel, s; is simply the convolution of the input sequence x with h; i.e. s ¼ h Ã x: Alternatively, h can be modelled as a non-linear operator, which is given generally by s ¼ hðxÞ [11] . The input to the equalizer is then
The problem addressed in this paper may be summarized as follows. Given the noisy and distorted sequence y; the problem is to find an equalizer such that the originally transmitted sequence x or at least a delayed and/or phase shifted version of it, can be reconstructed. Therefore, the ideal equalization requires # x x ¼ d tL e jy x be achieved, where t is time instant, L is a time delay, y is a constant phase shift, and d is the Kronecker delta function.
Conventional equalizers
The problem of equalization can be interpreted as one of inverse modelling [18] , i.e. deconvolving the received sequence in order to reconstruct the original message. The conventional equalizer architecture is shown in Figure 2 . The received training sequence, fyðtÞg; is filtered by an LTE which produces an output for the sample at time t À L based on m most recent channel observations made at time t; where the integers m and L are the equalizer's order (tap) and delay, respectively. In the training stage (Figure 2(a) ), some preset sample signals are transmitted via the channel, and the received samples are used to train the LTE. Usually, a stochastic gradient algorithm, such as the least mean square (LMS) algorithm [19] , is used to adjust the tap weights w i ; i ¼ 0; 1; 2; . . . ; m À 1; in the light of the error signal eðt À LÞ; which is given by
where dðt À LÞ is the desired signal at time t À L; and # x xðt À LÞ is the estimate of xðt À LÞ: In the equalizing stage (Figure 2(b) ), the trained LTE gives the estimate of xðt À LÞ from the unknown received sequence when communication commences. 
RNN and equalization
The aforementioned equalization problem can be regarded as a non-linear modelling problem. The non-linear auto-regressive moving average model (NARMA), which is a widely used tool for modelling non-linear dynamical system (e.g. in time series processing, non-linear signal reconstruction, etc.), can be used to describe the aforementioned system [20] . Typically, we write xðtÞ ¼ $ðyðt À 1Þ; yðt À 2Þ; . . . ; yðt À MÞ; eðt À 1Þ; eðt À 2Þ; . . . ; eðt À N ÞÞ þ eðtÞ ð 3Þ
where eðtÞ is the error signal at time instant t between the original and the estimated signal, $ is an unknown function, M and N are the time delays of the input signal and the error signal, respectively. The conditional mean of x based on the infinite past observations is Since in practice only a finite observation record is available, one cannot perform computation using (6). However, it is possible to approximate (6) by the recursive algorithm [20] # x xðtÞ ¼ -ðyðt À 1Þ; yðt À 2Þ; . . . ; yðt À MÞ; # e eðt À 1Þ; # e eðt À 2Þ; . . . ; # e eðt À N ÞÞ ð7Þ
where # e eðjÞ ¼ xðjÞ À # x xðjÞ; j ¼ t À 1; t À 2; . . . ; t À N : The above equation can be approximated by the following recurrent model [20] [21] [22] :
which is actually a special case of a general RNN to be described in the following. Here, u i ; & w w ij and & w w 0 ij are coefficients. y i is a parameter and j is a non-linear function. An RNN is shown in Figure 3 , which is a three-layer network consisting of the input layer, the hidden layer (processing layer) and the output layer. The input vector of the input layer at time instant t is vðtÞ; which is defined as 
is the feedback input of the ith input unit at time instant t: Also, N is the number of hidden layer units and v 1 is the bias input which has been fixed at ''+1'' in this paper.
The internal activity of the ith hidden unit at time instant t is given by r i ðtÞ ¼ X where w ij ðtÞ is the connection weight between the ith hidden unit and the jth input unit at time instant t: At the next time step t þ 1; the output of the ith neuron, q i ðt þ 1Þ; is computed using a non-linear activation function, jðÁÞ; yielding
In this study, we choose
where c is constant. Let u i ðtÞ be the connection weight between the ith hidden unit and the output unit. The output of the output unit is given by
For 14i4N ; and letting
and
we can easily see that (8) is a special case of (13) for M > N : Similarly, for the cases where M5N and M ¼ N ; the same conclusion holds. The above estimation procedures, together with the training algorithm described in the following section, can be used to realize the equalization task.
TRAINING ALGORITHM
Let dðt þ 1Þ be the desired output of the output unit at time instant t þ 1: The error signal eðt þ 1Þ is The weight between the hidden layer and the output unit is then updated by an LMS algorithm [19] , i.e.
where b 1 is the learning rate. The instantaneous sum of squared errors of the network is defined as e 0 ðt þ 1Þ ¼ 1 2 e 2 ðt þ 1Þ (here, there is only one output unit, see Figure 3 ). Also, we define the local gradient of the ith hidden unit at time instant t þ 1; g i ðt þ 1Þ; as
where j 0 ðÁÞ is the derivative of j with respect to its argument. According to the delta learning law, the weight w ij (i ¼ 1; 2; . . . ; N ; j ¼ 1; 2; . . . ; M þ N þ 1) can be updated as follows:
where b 2 is the learning rate. Now, define the instantaneous sum of squared errors for the hidden layer units as
where e k ðtÞ is the difference (error) in the output of the kth hidden unit before and after the weight w ij is updated. Then, the instantaneous weight is updated as
where b 3 is learning rate. From (11) and (20), we have
where q þ k ðt þ 1Þ is the output of the kth hidden unit after the weight w ij is updated to w (10) and (11) with respect to w ij : By applying the chain rule, we obtain where r À k ðt þ 1Þ corresponds to the updated internal state of hidden unit k: By using (11), we get @r
Note that the derivative @w
À ij ðt þ 1Þ is equal to one if k ¼ i and n ¼ j; and is zero otherwise. Thus, we may rewrite (24) as
From (9), we have
We may then combine (23), (25) and (26) to yield
where d is the Kronecker delta function. We now define a dynamical system described by a triply indexed set of variables fO n ij ðt þ 1Þg; where
For each time step t and all appropriate n; i and j; the dynamics of the system so defined is governed by
Finally, the weight between the input layer and the hidden layer is updated by
The above procedure is repeatedly applied to all input sample pairs during the training stage.
SIMULATION STUDY
In this section we simulate a chaos-based communication system which is subject to channel distortion and AWGN. Our purpose is to test the ability of the proposed equalizer in combating the channel effects and noise. 
Chaotic signal transmission
Two chaotic systems will be used to evaluate the performance of the proposed equalizer in this paper. The first system is based on the H! e enon map:
where a 1 and a 2 are the bifurcation parameters fixed at 1.4 and 0.3, respectively. In particular, we select x 2 as the transmitted signal, which guarantees that the dynamics can be reconstructed by using the observed distorted samples of the transmitted signal [23] . The second system is based on the Chua's circuit [24] , which is given by the following dimensionless equations:
where kðÁÞ is a piecewise-linear function given by
For different values of a 3 and a 4 ; the system operates in different regimes, e.g. periodic and chaotic regimes. The well-known double scroll Chua's attractor, for example, is obtained for a 3 ¼ 9 and a 4 ¼ À 100 7 : The attractor has the largest Lyapunov exponent and the Lyapunov dimension equal to 0.23 and 2.13, respectively [25] . In this case, we select x 3 as the transmitted signal. This choice of the transmitted signal guarantees that the dynamics of the transmission system can be reconstructed by using the observed distorted samples of the transmitted signal [23] .
Filtering effect of communication channels
Three channel models will be used to test the performance of the proposed equalizer in this paper. The first two channels are linear channels which can be described in the z domain by the following transformation functions:
These two channel models are widely used to evaluate the performance of equalizers in communication systems [26] . Let us consider the frequency responses of the channels. The amplitude-and phase-frequency responses of the channels are shown in Figure 4 . It is worth noting that from Figure 4 (a), Channel II has a deep spectrum null at a normalized angular frequency of 2.56, which is difficult to equalize by the usual LTE [11] . The third channel to be studied is a non-linear channel, which is shown in Figure 5 . This channel is also widely used for testing the performance of equalizers [27] . The model can be described by
where a 1 and a 2 are channel parameters which are fixed at 0.2 and À0:1; respectively, and & s s is the output of the linear part of the channel which is given by & s sðtÞ ¼ 0:3482xðtÞ þ 0:8704xðt À 1Þ þ 0:3482xðt À 2Þ ð 37Þ
Thus, the transformation function of the linear component can be expressed as
As an example to illustrate the channel effects, we consider a communication event, in which the transmitted signal x 2 generated from (31) passes through Channel I. When the signal-tonoise ratio (SNR) is 10 dB; the FFT spectra of the transmitted signal and the received signal are shown in Figures 6(a) and 6(b) , from which we clearly observe the wideband property of the transmitted signal and the distortion caused by the channel. Furthermore, the return maps reconstructed from the transmitted signal, the distorted signal due to Channel I, and the noisy received signal are shown in Figure 7 . It has been shown [13] that without an equalizer, the simple inverse system approach will give unacceptable performance even when the channel, besides AWGN, is an ideal allpass filter, i.e. h ¼ 1: 
Results
The equalization for each channel model consists of two stages. The first is the training or adaptation stage in which the equalizer makes use of some partially known sampling pairs to adapt to the communication environment. When the training or adaptation is completed, actual communication commences. In the training stage, 600 training sample sets are used, each having seven transmitted signals and one known signal at the receiver. Also, noise is added to the training samples at an SNR of 10 dB during the training stage. In the simulation, the RNN is assigned with M ¼ 7; which is subject to the requirement for the embedding dimension in the Takens' theory [28] , and N ¼ 6: The training of the equalizer completes when the mean-square-error (MSE) for all samples is less than 10 À7 : In this paper, we define the MSE as hð # x x À xÞ 2 i; where ''hi'' is an averaging operator. Results are summarized as follows:
(1) When the RNN-based equalizer is applied to equalize Channels I and II, the following results are obtained:
K For the H! e enon-map system, Figure 8 shows the MSE of the equalized signals versus the number of iterations in the training duration for Channels I and II. The MSE for each channel in the training stage is averaged over 40 independent realizations in this study. It can be seen from Figure 8 that the equalizer completes the training in approximately 500 iterations for Channel I and 600 iterations for Channel II. In this paper, one iteration means that the equalizer is trained once with all training samples. The trained equalizers are then used to test their performances when actual communication takes place. Figure 9 shows the MSE versus SNR for Channels I and II. When the SNR exceeds 14 dB; the MSE of the equalized signal for the two channels is less than À80 dB: 
RECONSTRUCTION OF CHAOTIC SIGNALS
K For the Chua's system, it is found that the equalizer completes the training after approximately 500 iterations for Channel I and 700 iterations for Channel II. The trained equalizers are then used to test their performances when actual communication takes place. We find that the MSE decreases with the increased SNR, and when SNR is more than 14 dB; MSE of the equalized signal for the two channels is less than À76:3 dB:
(2) When the RNN-based equalizer is applied to equalize the non-linear channel described in Section 4.2, the following results are obtained:
K For the H! e enon-map system, it is found that the equalizer completes its training after about 800 iterations in the training stage, and the MSE decreases with the increased SNR in the equalizing stage. When SNR is equal to 14 dB in the equalizing phase, the MSE is À73:8 dB: K For the Chua's system, similarly, it is found that the equalizer completes its training after about 900 iterations, and the MSE decreases with the increased SNR in the equalizing stage. When the SNR is equal to 14 dB in the equalizing stage, the MSE of the equalized signal is approximately À76 dB:
COMPARISONS AND DISCUSSIONS
Firstly, we compare the proposed RNN-based equalizer with conventional LTEs. In our study, 13-and 15-tap LTEs (see Section 2.1) are applied to equalize Channels I and II. The results are summarized as follows. Figures 10(a) and 10(b) show the MSE performance of the equalized signal versus the SNR of the channel for the communication systems based on the H! e enon map and the Chua's circuit, respectively. When the SNR is 14 dB; the MSE is À19:2 and À16:7 dB for Channels I and II, respectively, for the H! e enon-map system. Here, the RNN-based equalizer outperforms these LTEs by 60 and 63:3 dB for Channels I and II, respectively. Likewise, for the Chua's system, the MSE is À32:8 and À31:8 dB for Channels I and II, respectively. In this case, the RNN-based equalizer outperforms the LTEs by 45.5 and 44:5 dB for Channels I and II, respectively. Also, the LTEs are found completely inadequate for equalizing the non-linear channel, and results are omitted here. Secondly, we discuss the performance of the proposed equalizer based on the modified RNN in this paper. As described in Section 2.2 the equalization task can be modelled as a general RNN. Basically, artificial neural networks (ANN) can perform complex mapping between its input and output space. Specifically, unlike static networks, for example, feedforward neural networks, RNN can perform temporally extended tasks, for which static networks have serious limitations [29] . The salient property of the RNN is that the outputs of the hidden units are fed back at every time step to provide an additional input. This recurrence enables the filtered data of the previous period to be used as an additional input in the current period. In other words, in each time period the network is subject to not only the new noisy inputs data but also the past history of all noisy inputs as well as their filtered counterparts. This additional information of filtered input history acts as an additional guidance to evaluate the current noisy input and its signal component. Therefore, RNN provides a suitable platform to realize the above equalization task. Here, as an example, we use a feedforward neural network without recurrent input, which is a special case of the one shown in Figure 3 (i.e. N ¼ 0 in the input layer), to realize the same equalization task for Channels I and II. In the adaption stage, the back propagation algorithm [30] is used to train the equalizer. Figure 11 shows the MSE performance of the equalized signal versus the SNR of the channel. We can see by comparing Figures 9 and 11 that when SNR is 14 dB; the RNN-based equalizer outperforms the static feedforward network by 48.9 and 51:8 dB for Channels I and II, respectively.
CONCLUSIONS
Channel equalization in chaos-based communication systems has been studied in this paper. The main focus is the kind of channel distortion arising from linear delays as well as non- linearity. The aim is to derive an effective equalization method such that a transmitted chaotic signal can be preserved with minimal distortion as it passes through a communication channel. Our design approach is based on the use of a recurrent neural network, which has the memory ability to combat dynamical changes, for ''probing'' the channel characteristics. The equalizer essentially consists of a modified recurrent neural network which incorporates a specific learning algorithm. The H! e enon-map system and Chua's system have been used as chaos generating systems in the simulation study, and three typical linear and non-linear channels are considered. It has been found that the proposed equalizer can effectively ''undo'' the channel effects, permitting the chaotic signal to be reconstructed at the receiver. It should be noted that in present work, the equalizer has only been tested for some specific linear and non-linear channel models, which represent basic types of channel distortions. However, in practical wireless communication channels, the types of distortion may arise from a wider range of non-linear phenomena (e.g. fading channels), which can make the problem much harder to tackle. We believe that future research will therefore focus on further theories and techniques for tracking and modelling these channels.
