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Abstract 
In this project our main focus has been on robots, ethics and emotions, with an 
anchoring on which consequences may arise by developing robots with artificial 
emotional intelligence. To tackle this problem we investigated and accounted for 
what it entails to be human and to possess emotional intelligence. This was done with 
the assistance of Dylan Evans and Antonio Damasios' theories on emotions and the 
human body. Furthermore we employed the theories of Alan Turing and John R. 
Searle about artificial intelligence and its abilities. For the ethical discussion we 
applied Wendell Wallach and Colin Allan’s theories whose main focus is on robot 
ethics and moral. We discussed the ethical responsibility and consequences on the 
basis of our results and analysis, and with the help of the ethical counsel (Det Etiske 
råd). In this respect we also employed some of Daniel Dennett's viewpoints. 
Our conclusion and results is based primarily on, which human abilities one shall 
possess in order to call oneself 'human'. These abilities are especially interconnected 
with rationality, emotion, the body and our reaction-patterns on the surrounding 
environment and culture. We discovered that the ethical obligations are not only 
depended on these skills, but also on our own attitude towards these emotional robots. 
This conclusion is based on our personification of objects. Robots simulating 
'genuine humanistic' behavior can assist in personifying these agents.  
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Projekt Referat  
I dette projekt har vi haft fokus på robotter, etik og følelser, med et særligt henblik på 
hvilke konsekvenser der kan opstå ved udviklingen af robotter udstyret med kunstig 
emotiv intelligens. For at besvarer denne problemstilling har vi undersøgt og 
redegjort for, hvad det indebærer at være menneskelig og have emotiv intelligens. 
Dette er blevet gjort ved hjælp af Dylan Evans og Antonio Damasios teorier om 
følelser, emotiv intelligens og den menneskelig krop. Ydermere har vi benyttet os af 
Alan Turing og John R. Searles teorier om kunstig intelligens og dens kunnen. Til de 
etiske diskussioner har vi benyttet os af teorietikkerne Wallach og Allan som har 
fokus på robot etik og morale. Vi har diskuteret de etiske forpligtelser og 
konsekvenser på baggrund af vores analyser og ved hjælp af synspunkter fra det 
etiske råd og Daniel Dennett.  
Vores konklusioner og resultater bygger hovedsageligt på, hvilke menneskelig 
egenskaber man skal besidde for at kunne kalde sig selv 'menneskelig'. Disse 
egenskaber er især sammenhængen rationalitet, følelser og krop og vores 
reaktionsmønstre på det omkring læggende miljø og kultur. Vi har opdaget at de 
etiske forpligtelser ikke kun er afhængige af disse egenskaber, men også vores egen 
stillingtagen til disse emotive robotter. Denne konklusion bygger vi på baggrund af 
vores personificering af objekter. Robotters simulering af 'ægte menneskelige' 
adfærdsmønstre kan hjælpe i personificeringen af disse agenter. 
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1.0. Indledning 
I vores hverdagsliv spiller teknologi en væsentlig rolle. Vi er på mange måder blevet 
afhængig af teknologien, ikke kun for underholdningens skyld, men også i praktiske 
henseender. Vi bruger teknologien til at udføre opgaver som vi ikke selv kan klare 
eller som virker for uoverskuelige. Dette har gjort at teknologien og menneskets 
eksistens i de fleste kulturer er blevet en integreret del af hinanden. Som mennesket 
udvikler sig, når teknologien også nye højder. Gennem mange år har der været større 
og større fokus på udviklingen af robotteknologier, især inden for plejeområderne. På 
plejehjem i dag snakker man om at erstatte trivielt arbejde udført af mennesker, med 
robotter. 
 I en fjern fremtid kunne dette være et skridt imod at skabe sociale robotter. Men 
denne nye udvikling skaber nogle interessante etiske problemstillinger om vores 
interaktion med disse emotive robotter. Hooman Samani, en forsker i kunstig 
intelligens ved The National University of Singapore, tror at det i fremtiden vil være 
muligt at konstruere robotter som vil være i stand til at erstatte menneskelige 
partnere. Disse robotpartnere kalder han for lovotics 
(http://www.extremetech.com/extreme/88740-lovotics-the-new-science-of-human-
robot-love ). Dette skaber selvfølgelig spørgsmål om hvorvidt man overhovedet kan 
være i stand til at give robotter menneskelige emotive egenskaber og om man i sådan 
et tilfælde burde tage hensyn til deres indre følelsesliv. Dette scenarie er noget vi har 
valgt at gå i dybden med i dette projekt. Som konsekvens af dette vil det blive 
diskuteret hvad der i fremtiden ville ske hvis man var i stand til at fremstille robotter 
med emotive egenskaber. Derpå vil dette emne blive udarbejdet som et 
tankeeksperiment som tager stilling til hypoteser om fremtidens robotetik, og ud fra 
det undersøge, hvordan vi burde handle hvis skabelsen af kunstig intelligens kunne 
anses for en realistisk mulighed. Med dette i mente vil projektet kaste lys på mulige 
etiske forpligtigelser og hvilke konsekvenser der kunne komme af at skabe emotiv 
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kunstig intelligente robotter med samme følelsesmæssige status og krav på 
rettigheder som mennesker. Dette leder til en analyse og diskussion af hvad det vil 
sige at være menneske og hvor meget et væsen skal ligne et menneske for at komme i 
samme kategori som os.  Til slut vil der blive kastet lys på vores eventuelle behov for 
at skabe sociale robotter og vores potentielle afhængighed af at kunne skabe væsener 
som ligner os selv. 
 
1.1. Problemformulering 
Hvilke etiske forpligtigelser kan der opstå som konsekvens af udviklingen af emotiv 
kunstig intelligens? 
Underspørgsmål:  
1. Hvad indebærer det at være menneskelig og have emotiv intelligens? 
2. Hvor meget skal en robot ligne os for med rimelighed for at kunne gøre krav 
på etik i forhold til mennesket? 
3. Er det etisk korrekt at udstyre en robot med menneskelige egenskaber uden 
også at give denne de samme rettigheder? og er det overhovedet realistisk at 
den ville kunne få samme etiske status som et menneske?  
 
1.2. Motivation og mål 
Mennesket er gået ind i en alder, hvor vi har omringet os med teknologiske 
hjælpemidler som er blevet en central del af vores hverdag. De er i vores lommer, de 
står i vores skabe og de transportere os hver dag i skole og på arbejde.  Som en 
konsekvens af dette er det i vores tid blevet svært, at forestille os en hverdag eller 
fremtid der ikke involvere brugen af disse teknologiske fordele. Da teknologien er i 
konstant udvikling kan man næsten kun forestille sig at disse teknologier kun kan 
blive mere og mere avanceret. I dag ville man ikke stoppe op og tænke yderligere 
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over om de gadgets vi bruger er tænkende maskiner, men faktum er at den tanke 
meget vel kunne blive relevant i vores fremtid. Når vi ser film der omhandler 
udviklingen af emotiv kunstig intelligens virker det fjernt og som en surrealistisk 
science fiction fortælling. Men spoler man tiden 50 år tilbage, ville de teknologier vi 
har i dag virke fantastiske og absurde. Denne tankegang er interessant i debatten om 
robot-etik og dens relevans. Mange ville nok mene at det er irrelevant at tage op nu 
da denne fremtids-teknologi stadig er langt ude i fremtiden. Men ikke desto mindre 
bliver vores tankesæt provokeret af den stadigt voksende filmindustri vedrørende 
science fiction film og romaner som virker mere som varsler end løfter om en 
moderne og storslået fremtid. Disse provokationer er noget som har motiveret os til at 
behandle emnet robot-etik, da vi mener at en forudanelse om vores teknologiske 
kunnen i fremtiden både er relevant og væsentlig da den rejser en del etiske 
spørgsmål omkring vores forpligtigelse overfor de ting vi skaber.  
En anden tanke som har motiveret os til at diskutere dette emne er menneskets 
manglende tolerance overfor væsener der ikke ligner os. Hvis man kigger på vores 
håndtering af dyr kan man bevidne en manglende retfærdighedssans overfor dyrs 
rettigheder. Det kan næsten konkluderes at siden de ikke besidder de samme emotive 
egenskaber som mennesker, så kan de som konsekvens af dette ikke gøre krav på 
retmæssig levestandard og vilkår. Dette gør det svært at forestille sig at mennesket vil 
kunne acceptere andre væsener på lige fod med dem selv hvis de ikke med rette 
falder i samme arts-kategori som os. Dette skaber tvivl om hvorvidt mennesket er 
klar til at leve med de konsekvenser der kunne følge af at skabe robotter med emotiv 
intelligens, da det muligvis ville resultere i at menneskeskabte robotter aldrig ville 
kunne opnå ligestilling med et menneske. Dette er selvfølgelig ikke et problem hvis 
robotterne ikke er i stand til at føle på samme niveau som et menneske. Men hvis 
emotiv kunstig intelligens bliver en realitet, så vil en robot i fremtiden muligvis være 
i stand til at sanse en forskel. Denne problemstilling har motiveret os til at stille 
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spørgsmålene; Hvor meget skal en robot ligne et menneske for at kunne gøre krav på 
menneskerettigheder og er vi i vores skabelse af emotiv intelligens ansvarlig for 
produktet?  
 
1.3. Filosofihistorie og videnskabshistorie 
I dette semester følger vi to kurser indenfor filosofi og videnskab som kommer til at 
blive afspejlet i dette projekt. Disse kurser er filosofihistorie og videnskabshistorie. 
Det filosofihistoriske aspekt i dette projekt vil hovedsageligt være vores redegørelse 
af de menneskelige egenskaber, herunder følelser. Dette projekt vil i høj grad være et 
bevidsthedsprojekt som håndterer de egenskaber der gør mennesker til mennesker. 
Det vil sige, at der vil blive lavet filosofiske refleksioner over disse emner, og til dette 
vil vi gøre brug af Dylan Evans og hans arbejde med menneskets følelser.  
Det videnskabshistoriske aspekt i projektet vil være det mest centrale, da selve emnet 
er noget som er blevet behandlet siden mennesket begyndte at udvikle avanceret 
teknologi. Derfor vil dette projekt i høj grad tage udgangspunkt i udviklingen af synet 
på kunstig intelligens op gennem tiderne men også forsøge at opstille en hypotetisk 
forudsigelse af de moralske problematikker der kunne opstå hvis vores teknologiske 
kunnen udviklede sig til at kunne skabe emotiv kunstig intelligens.  
 
1.4. Metode og teori 
Til dette projekt har vi valgt at bruge en teoretisk fremgang til at belyse emnet om 
etik og robotter. Vi har valgt ikke at gøre brug af empirisk analyse, men fremstille et 
tankeeksperiment der omhandler konsekvenserne ved at man i fremtiden kunne blive 
i stand til at producere tænkende og emotive robotter. For at besvare disse 
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problemstillinger har vi fundet materiale der behandler menneskelige egenskaber og 
en filosofisk gennemgang af hvad konceptet kunstig intelligens indebærer. 
Vi bruger Dylan Evans som arbejder med kognitiv adfærd hos mennesker, med særlig 
fokus på menneskets følelsesliv. Hans teorier vil også blive anvendt i vores 
diskussion om hvorvidt det i princippet er muligt at skabe en robot der kan måle sig 
med mennesker på et kognitivt niveau. 
Derudover bruger vi Colin Allen Og Wendell Wallach, som har skrevet bogen 
”Moral Machines” til at belyse emnet om robot-morale/etik. Begge teoretikere 
beskæftiger sig med kunstig intelligens og etik og morale.  
Vi gør også i vores diskussion brug af Det Etiske Råd og deres overvejelser angående 
kunstig intelligens. Dette har vi valgt at gøre fordi, der i dette råd bliver taget fat om 
mange af de samme problemstillinger som i dette projekt. Yderligere består dette råd 
af lærde filosoffer og videnskabsmænd som sammen giver en bred og varieret 
holdning til emnerne som bliver diskuteret.  
 
1.5 Afgrænsning 
 
Da vi i dette projekt har valgt, at benytte en primær filosofisk tilgang, må vi 
naturligvis udelukke andre dimensioner som måske ville ha været oplagt. Heriblandt, 
har vi undgået, at lave en litterær analyse af noveller, romaner og film, som berør 
emnet omkring robotter og etik, da vi basere vores projekt på et filosofisk hypotese 
om fremtidens robotetik i stedet. Man kunne også ha taget et psykosocialt aspekt 
vedrørende robotters indflydelse på menneskers psyke, men i stedet har vi valgt at 
fokusere på den etiske forpligtelse overfor de emotive robotter. 
 
Igennem projektet fokuserer vi desuden på menneskers emotive egenskaber. Her 
10 
 
kunne vi have valgt at lave en dybdegående psykologisk og/eller en neurologisk 
analyse af begrebet følelser og de processer der foregår i hjernen og eventuelt have 
inkluderet empiriske undersøgelser af menneskers adfærd og tilknytning til robotter. 
Dette er et aspekt, som vi kommer til at berører teoretisk igennem Antonio Damasio 
og Dylan Evans teorier om følelser, krop og rationalitet, men som sagt har vi valgt, at 
lægge vægt på den filosofiske problemstilling. Som en del af vores diskussion kunne 
vi også have inkluderet interviews af offentlig holdning til brug af emotive robotter i 
den offentlige sektor.  
Til vores forståelse af konceptet kunstig intelligens, har vi brugt matematikeren Alan 
Turings 'Turings testen' og filosof John R. Searles 'the Chinese room'. Disse to 
metoder danner en base for forståelse og forventningen til kunstig intelligente 
robotter. Til de to teorier eksistere der dog en masse kritiske indfaldsvinkler fra et 
moderne synspunkt, men grunden plads mangel har vi valgt at fokusere ganske lidt på 
dette. Kun igennem Wallach og Allen bliver Searle kritiseret ganske kort. Vi 
vurderede at for det store billede var dette ikke relevant, og prioriterede i stedet andre 
fokuspunkter.  
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2.0 Hvad er kunstig intelligens? 
 
Mange mennesker har en eller anden forestilling om hvad kunstig intelligens er og 
har måske endda et forhold til konceptet. Dette forhold udarter sig måske bedst i de 
flestes bekendtskaber med science fiction film hvori kunstig intelligens spiller en 
central rolle. Dette kan være i form af computerprogrammer eller fremskreden 
teknologi, men også i form af robotteknologi. De bedste eksempler på film med 
fremskreden robotteknologi kunne for eksempel være; Star Wars, iRobot, Star Trek, 
A.I – Kunstig intelligens osv. Men selvom disse film er hjertegribende og 
interessante så er de dog kun fiktion… Eller er det?  I de følgende kapitler vil vi 
forsøge at give en kort redegørelse og definition for hvad kunstig intelligens er og 
hvordan den bør forstås. Derudover vil vi prøve at sætte dens kunnen og grænser op 
imod den menneskelige intelligens. Dette vil blive uddybet yderligere i kapitel tre. 
 
2.1 Redegørelse og definition af den kunstige intelligens 
 
Den mest avancerede og komplicerede kunstige intelligens vi kan få øje på i vores 
hverdag vil nok være de teknologiske hjælpemidler som rengøringsrobotter. Mange 
har i dag støvsugerrobotter og græsslåmaskinerobotter som gør det trivielt kedelige 
arbejde, som vi ikke selv gider. Vi har måske også i vores hverdag oplevet 
computerintelligens som endda er smartere end os selv. Lommeregnere er et godt 
eksempel på en matematisk intelligent kunnen som de fleste mennesker ikke kan 
måle sig med. Men uanset vores avancerede teknologi så er der ingen af disse 
robotter eller computere som kan måle sig med vores egen abstrakte, uafhængige og 
fantasifulde sind.  Men på trods af denne overbevisning sniger et spørgsmål sig ind i 
vores tanker, ”vil vi en dag komme til at se robotter lige så intelligente som os selv og 
som i vores højtelskede science fiction-film?”.  
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Vi er dog meget langt fra en realitet som kommer i nærheden af det som vi ser i film 
og spørgsmålet er om vi overhovedet kan komme i nærheden af det. Men en ting står 
klart: kunstig intelligens vil en dag komme til at spille en stor rolle, og det vil næsten 
blive uundgåeligt at det ikke vil have en eller anden indflydelse på vores hverdag og 
vores måde at leve på. Computeren spiller allerede en kæmpemæssig rolle i vores 
hverdag og i de fleste kulturer er det svært at forestille sig et liv uden computeren og 
internettet.   
 
- Kunstig intelligens og betydningen af dette 
 
For at forstå konceptet af kunstig intelligens kan man først og fremmest prøve at 
forstå begrebet, ved at kigge på ordene og deres sammensætning. Ordet kunstig 
refererer til en form for abnomanitet som for eksempel kunstigt hår eller øjenvipper. 
Slår man ordet op som adverbium i den danske begrebsordbog, står der følgende: 
”afvige fra (det almindelige), skille sig fra, stikke af imod” 
(http://dcentral.dk/begrebsordbog/?s=kunstig). Altså taler det om noget som er skabt af 
mennesker, som skal ligne noget naturskabt, og som deler den originale naturlige 
funktion. 
Intelligens refererer i denne sammensætning til den menneskelige hjerne, og at det er 
denne vi prøver at efterligne når vi kreere den kunstige intelligens. Som konklusion 
herpå må det så konstateres at når der siges, ”kunstig intelligens” menes der 
”kunstige hjerner” som kan efterligne nogle af de ting vi kan som mennesker. Dette 
er ingen smal sag da den menneskelige hjerne er den mest komplekse vi har i naturen.  
 
 
- John Searle og Alan Turing  
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Vi skal nu kigge på henholdsvis en filosof, John Searle og matematikeren Alan 
Turing, som hver især giver et bud på hvad kunstig intelligens er og hvordan man kan 
definere og måle den.  I de to nedenstående kapitler vil vi se, at Turing definerer den 
kunstige intelligens ud fra en test han laver som ikke tager udgangspunkt 
psykologien.  Searle derimod deler den kunstige intelligens op i to kategorier, stærk 
og svag KI, som vi skal komme ind på og gå i dybden med i følgende kapitel.    
Formålet med at redegøre for Turing-testen og Searles tankeeksperiment er at vise 
den kunstige intelligens’ restriktioner og kunnen. Ved at gøre dette vil vi i vores 
senere kapitler sætte denne definition af den kunstige intelligens op imod den 
menneskelige. For at forstå de menneskelige egenskabers separation fra 
computerteknologiens er det vigtigt at pointere disse uligheder. Dette vil forhåbentlig 
senere gøre os i stand til at pege på de præcise forskelle i intelligens. Yderligere vil 
det også give os muligheden for at finde de eksakte menneskelige værdier, som vil 
være vitale og nødvendige for at man kan gøre krav på etik i forhold til de 
menneskelige rettigheders standard.  
Afsluttende vil vi pointere at der i redegørelsen af disse to eksperimenter ikke vil 
blive lavet en dybdegående analyse af de enkelte elementer. Formålet er at vise hvad 
den kunstige intelligens begrænsning omfatter og hvad de overordnede resultater 
viser i disse forsøg. Der vil derfor ikke blive givet nogen større kritik af 
eksperimenterne, da vi ikke mener at dette er relevant for den videregående analyse 
af maskinens begrænsninger.  
 
- Turing testen – Kan vi afgøre om computere har menneskelige 
egenskaber? 
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Om en computer kan tænke, er et spørgsmål som Allan M. Turing håndtere igennem 
hele sin artikel ”Computing Machinery and Intelligence” (Turing:1950). Faktisk 
starter han sin artikel ud med følgende spørgsmål ”Can machines think?” (Turing: 
1950). Dette leder til en række spørgsmål om hvad en maskine er, hvad intelligens er 
og hvordan vi kan afgøre om maskiner er intelligente. Disse spørgsmål ligger 
desværre op til en definition om hvorvidt mennesker er intelligente og i hvilken grad. 
Dette er ikke Turings fokuspunkt eller formål med sin artikel. Turing laver derpå 
spørgsmålene om til at omhandle om hvorvidt en maskine kan simulere et menneskes 
svar på alle tænkelige spørgsmål (Turing, 1950, 41). På denne måde må man antage 
at det ikke længere er et spørgsmål om maskinens og menneskets intelligens sat mod 
hinanden, men et spørgsmål om hvor meget ”menneskelighed” en computer kan 
simulere.   
For at teste denne idé foreslår Turing en test som er inspireret af en slags rolle-
spilsleg. Dette kalder han for ”the imitation game”. I denne ”leg” er en menneskelig 
dommer i skriftlig dialog med et andet menneske og en computer (maskine). 
Dommeren har så til opgave at gætte hvem der er hvem ud fra svarene på vilkårlige 
spørgsmål som han stiller begge parter. Hvis dommeren ikke kan gætte hvem der er 
hvem, så har computeren bestået testen. Da computeren svarede optimalt på 
spørgsmålene og simuleret menneskelig adfærd, må man da gå ud fra at den kan 
tænke eller i hvert fald med succes snyde dommeren.  
Denne metode til at teste om en computer kan simulere menneskelig adfærd ses ofte i 
chatbokse på hjemmesider. Dette er for eksempel noget som IKEA bruger som en 
form for kunde service, for at kunne svare på spørgsmål hurtigere. Disse chatbokse 
besidder dog på ingen måde stærk K.I. Maskinen forstår ikke svarene, men laver en 
form for symbolmanipulation som konstruerer et ”korrekt” svar. Der er derpå ingen 
bevidsthed eller forståelse bag svaret.  
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Hvert år bliver der afholdt en konkurrence I kunstig intelligens som hedder “The 
Loebner Prize”, hvor formålet er at skabe en maskine med bedst lignende 
menneskelige egenskaber. I denne konkurrence bruger man Turing testen som model 
for sværhedsgraden af computerens intelligens. Man har dog ikke endnu opfundet en 
maskine der har bestået testen.  
 
 
- Det kinesiske værelse - John Searle 
I artiklen ”Mind, Brains and Programs” 1980 fremsætter John Searle for første gang 
”The Chinese Room Argument” (Searle, 1980), som er et tankeksperiment hvis formål 
er at vise, at den kunstige intelligens ikke kan måle sig med menneskelig intelligens. 
Den kunstige intelligens bliver i dette tankeeksperiment dubleret af Searle som 
repræsenterer en computers funktioner.  
I Searles argument starter vi ud med en hypotese som foreslår følgende scenarie: Er 
det muligt at opfinde en form for computer med stærk kunstig intelligens, som kunne 
opføre sig som om at den forstår kinesisk? Denne computer kunne således tage de 
kinesiske tegn ind i dens database og via dens kunstige intelligens producere andre 
kinesiske tegn som svar, som var overbevisende nok til at det kunne ligne en samtale 
med et andet menneske. I eksperimentet stiller Searle det op på en måde, hvor vi har 
et værelse, hvor der i den ene væg er en sprække hvorpå man kan sende breve ind og 
ud. Vi skal forestille os at Searle repræsentere en computer, som sidder inde i dette 
kinesiske værelse og modtager breve fra en person udefra, som stiller spørgsmål på 
kinesisk. Searle forstår ikke kinesisk og heller ikke kinesiske tegn. Han taler og læser 
dog flydende engelsk og har adgang til en ordbog og andre redskaber som kan hjælpe 
ham med at oversætte de kinesiske spørgsmål. Disse redskaber forklarer dog ikke 
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ordenes mening eller sætningernes betydning. Når et brev kommer ind til Searle, slår 
han op i sine bøger og finder derudfra et svar som han sender ud igennem sprækken 
til personen på den anden side. Personen som sidder udenfor værelset har stillet et 
spørgsmål som har betydning og giver mening for ham selv. Han modtager et svar fra 
Searle på kinesisk som han forstår, og kan på baggrund af dette mene at værelset 
muligvis er intelligent og besidder bevidsthed. Selvom personen udenfor forstår 
svaret og kan sætte det sammen med det stillede spørgsmål så betyder det dog ikke at 
personen inde i værelset, Searle, forstår noget som helst af den samtale der lige har 
foregået.  
Dette leder tilbage til Searles hypotese om hvorvidt man kunne opfinde en maskine 
som bogstaveligtalt forstår kinesisk, eller om computeren simpelthen bare simulere at 
kunne forstå kinesisk. Første hypotese, som peger mod computeren forståelse af 
kinesisk, kalder Searle for ”stærk” K.I. Sidstnævnte bliver kaldt for ”svag K.I.”. Det 
er vigtigt at forstå at der ikke er nogen signifikant forskel på Searle og computeren. 
Begge følger et program som simulerer intelligent opførsel. Searle pointere i sin 
artikel, ”I don’t speak a word of Chinese” (1980: s.3). Da han ikke forstår kinesisk så 
må man antage at computeren heller ikke forstår kinesisk. Begge kan slå de kinesiske 
tegn op ved hjælp af forskellige hjælpemidler, men det betyder ikke at der ligger en 
generel forståelse bag svarene.  
Således argumentere Searle for, at vi ikke kan kalde det som computeren gør, at 
”tænke”. Dette bygger han på begrundelsen, at uden forståelse, kan der ikke foregå en 
refleksion eller tankeprocess. Som konsekvens af dette kan der, uden tankeprocess, 
ikke være et ”sind” i ordets klareste forstand. Ud fra dette konkluderer Searle at der 
ikke er ”stærk K.I.” tilstede.  
En anden konklusion man kan drage af dette eksperiment er at symbolmanipulationen 
som finder sted i det kinesiske værelse, ikke indebærer semantisk forståelse. I dette 
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eksperiment er der således kun en person der forstår kinesisk og det er personen som 
stiller spørgsmålene. Computeren i værelset foretager sig ikke andet end, at 
manipulere de kinesiske symboler til andre kinesiske symboler, som således stemmer 
overens med forståelsen. Syntaksen, som er symbolmanipulationen, er således ikke 
en forudsætning for tilstedeværelsen af semantisk fornemmelse. Derfor kan man ikke 
kalde computerens intelligens for stærk K.I. da semantikken er en vigtig forudsætning 
for intelligens og bevidsthed i human fornuft. Den kunstige intelligens kan i dette 
tilfælde ikke være intelligent eller bevidst.  
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3.0 Hvad hører til at være menneske? 
Man kan hurtig få tankerne hen på romantiske scenarier når konceptet følelser bliver 
bragt på banen. På film, i bøger og noveller er der altid store følelser på spil når 
historierne udfolder sig, men forbeholder disse følelser sig kun til pompøse 
forestillinger som romantik eller har vi følelser med i selv de mest trivielle aspekter 
af livet? I dette kapitel vil vi forsøge at redegøre for det indre liv i mennesker og 
hvilken betydning følelser har og har haft i udviklingen af mennesket. Her vil vi 
særligt fokusere på menneskers emotive og kognitive intelligens for at forstå hvordan 
vi som mennesker adskiller os fra andre væsener. 
 
3.1 Definition og redegørelse af menneskelige intelligens 
I dette kapitel vil vi fokusere og redegøre for, hvad kognitiv og emotiv intelligens er 
og hvilken betydning disse to begreber har for mennesker. Vi vil derfor udforske, 
hvad præcist begrebet følelser indebære, hvorfor vi har følelser og hvilken betydning 
dette har for vores færden i verden. 
 
Dette vil blive relevant i tilknytning af resten af projektet når der skal analyseres og 
diskuteres mulighederne for at skabe maskiner med emotiv kunstig intelligens der 
skulle være på niveau med menneskets. 
At definere menneskelige egenskaber kan godt blive en smule abstrus. Særligt fordi 
man hurtig kan blive overrasket over, hvor mange kvaliteter vi deler med andre dyre 
grupper og derved gøres grænserne for forskellighederne til gråzoner. Ikke kun 
anatomisk, men også de sociale redskaber som giver os mulighed for at relatere til 
hinanden på tværs af arter, sprog, køn og kulturer. For i virkeligheden deler de fleste 
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organismer noget meget universelt. Nemlig evnen til at kommunikerer i form af et 
lydløst sprog. Mere præcist igennem vores følelser, instinkter og kropssprog.  
Der har dog været en tendens efter René Descartes teorier om krop og sind at opfatte 
disse to koncepter som fuldstændig uafhængige af hinanden. Dette menes imidlertid 
at være en forkert opfattelse af både kroppens funktioner og følelseskapacitet i følge 
forfatter og akademiker i adfærdsvidenskab Dylan Evans og Antonio Damasio, 
professor i neurologi ved Iowa hospital universitet. De påstår begge at man tydeligt 
kan samle disse to koncepter som sammenhængende. Dylans påstand er at 
ansigtsudtryk eksempelvis er et produkt af følelser, ligesom aktionen at græde er et 
tydeligt bevis på at kroppen forsøger at komme af med det stress hormon mennesker 
skaber, når vi bliver fortvivlet (Evans 2001:31). Dette er et standpunkt som Damasio 
er enig i og udtrykker i hans bog Descartes' fejltagelse (2001).  
"Dette er Descartes' fejltagelse: den afgrundsdybe adskillelse mellem krop og sind, 
mellem den udstrakte, dimensionerede, mekanisk iværksatte, uendeligt delelige 
kropsubstans på den ene side og sindets uudstrakte, udimensionerede, ubevægelige, 
udelelige substans på den anden. Den påstand, at rationel tænkning og moralsk 
bedømmelse og den lidelse, der skyldes fysisk smerte eller emotionelt oprør, kan 
eksistere uafhængigt af kroppen. Specifikt: adskillelsen af de mest avancerede 
mentale operationer fra en biologisk organismes struktur og funktioner" (Damasio, 
2001:261). 
Yderligere diskuterer Dylan Evans følelser som en del af det ’universelle sprog’, hvis 
udtryk danner grundlag for fælles menneskelig træk over hele verden (Evans, 
2001:1).”Emotion expression are not like words, which differ from culture to culture; 
they are closer to breathing, which is just part of human nature” (Evans, 2001:6). 
Hermed fastslår han at muligvis, kan vores udtryksformer variere i forhold til 
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kulturelle rødder, men evnen til at udtrykke os og tolke disse udtryk er del af at leve 
og overleve. 
 
Det ligger så dybt i mennesket at kunne kommunikere og overleve ved 
kommunikation, at det tidligere urmenneske har fundet metoder til at overbringe 
information ved hjælp af andre midler end sprog, heraf mimik og gestikulationer. 
Emotiv kommunikation binder mennesker sammen på et niveau som ifølge ham, 
overstiger kulturforskelle. Årsagen til dette vil vi komme nærmere ind på i afsnit 
3.2.1. 
Hvorvidt om man kan sige at disse emotive egenskaber forbeholder mennesker alene 
er noget vi vil udforske videre i det næste kapitel, men som afslutning på dette afsnit 
kan det konkluderes at en af de menneskelige kvaliteter er evnen til at rumme og 
kommunikere et emotivt liv, ikke kun igennem sindet med også i samspil med 
kroppen.  
 
3.2 Dylan Evans - Emotions 
Indtil videre har vi introduceret følelser som en del af de menneskelige egenskaber, 
men emotive egenskaber er ikke bare en ’evne’, det er en del af vores 
forsvarsmekanismer. I forhold til mange andre dyr er mennesket særligt kropsligt 
sårbar. Menneskers ben er ikke bygget til at løbe ekstraordinært hurtigt eller langt og 
vores kropsstyrke blegner hurtigt i forhold til større dyr. Til gengæld har vi udviklet 
vores emotive intelligens som er en balance imellem de følelser der driver mennesket 
og dennes evne til at rationalisere. Dette er vigtigt at anerkende da udviklingen af 
emotiv kunstig intelligens i høj grad vil afhænge af en erkendelse af, at for at udvikle 
emotive følelser som forsvarsmekanisme, skal det i høj grad være en reaktion på 
kropslig sårbarhed.  
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I dette afsnit vil vi kigge dybere ind i, hvad der forstås ved konceptet følelser og 
grundigere udforske årsagen og funktionen ved dette koncept. Dette vil vi gøre ved at 
tage udgangspunkt i Dylan Evans teorier om følelser i et forsøg på at forstå, hvad 
følelser i grunden gør godt for. 
 
3.2.1 Følelsers udvikling 
Helt fra begyndelsen menes der at have hersket nogle grundlæggende emotive 
egenskaber hos mennesker og dyr. Ikke bare af kommunikations fordele, men til hel 
basal overlevelse. Følelser er en del af menneskers og dyrs indbygget 
forsvarsmekanismer der gennem evolutionen har beskyttet mod fare og har styrket 
arternes trang til at sikre efterkommere. 
Dylan Evans præsentere tre kategorier som han mener giver det bedste overblik, når 
man skal forske i konceptet følelser. Disse er: De grundlæggende følelser, de 
kognitive og de miljø betingede følelser (disse referere Dylan til, som ”Social 
Functions). Han understreger dog i sin redegørelse at disse ’kategorier’ ikke skal 
forstås som adskilte, men dynamiske begreber der interagere og er afhængige af 
hinanden. 
”Some basic emotions can also be co-opted for the social functions that typify higher 
cognitive emotions. When someone feels disgusted by the sight of faeces, this is a 
basic emotion. When you feel disgusted by an immoral act, however, the basic 
emotional response designed to keep you away from infectious or poisonous things is 
co-opted for the social function of keeping you away from untrustworthy people” 
(Evans, 2001:21) 
Ifølge Dylan Evans er de grundlæggende følelser noget vi deler med det meste af 
dyreverden. Han fremstiller herved fem universale og medfødte følelser: Glæde, 
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frygt, afsky, overraskelse og vrede der kommer til udtryk i form af kropssprog, 
toneleje og ansigtsudtryk (Evans, 2001:3). Evans påpeger dog også at der stadig 
hersker tvivl i mellem forskere, hvor mange yderligere følelser der tilhøre denne 
kategori, men at disse fem menes at være grundlaget (Evans, 2001:5). Det er disse 
følelser der sørger for vores umiddelbare overlevelse og hjælper til at frasortere ting 
som er til fare for vores helbred: 
”When something unexpected comes along, the surprise reaction stops us in our 
tracks and forces us to pay attention to it. (…) Likewise, the capacity for disgust is 
helpful in a world where rotting food and faces are home to colonies of infectious 
bacteria. By causing animals to steer clear of such objects, disgust helps them to 
avoid being poisoned or infected” (Evans, 2001:25) 
Som tiden er gået og udviklingen har taget fart og form er der ligeledes sket en 
forskel fra de begrænsede fem følelser, til det indre liv der er manifesteret i os den 
dag i dag. For eksempel nævner Evans de kognitive følelser som har sine praktiske 
årsager i et moderne samfund. Her er der tale om kærlighed, skam, skyldfølelse, 
forlegenhed, stolthed, misundelse og jalousi (Evans, 2001:21). De kognitive følelser 
anses for at rangere på et højere niveau, men at de udspringer fra basale følelser. 
Evans forklarer også at, hvor de basale følelsers ’levetid’ som regel er relativ kort, 
sidder de kognitive følelser i kroppen længere. 
Af de grundlæggende og de kognitive følelser udspringer en sidste kategori, nemlig 
kulturelt eller miljø betingede følelser, som er helt unikt for menneske-arten. Denne 
kategori er lidt svær at konceptualisere, da der hersker en del uenighed om, hvilke af 
de kognitive følelser der tilhører denne gruppe. Dette er svært fordi det er de 
kulturelle tendenser som styrer følelses koncepter og således, hvordan de tager form. 
Skeptikere mener for eksempel at kærlighed er en opfindelse skabt i middelalderen da 
ridderlighed og hof-kærlighed blev en del af kutymen i Europa. Heraf må det 
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konkluderes at denne definition af kærlighed er opstået på baggrund af miljø, og 
derfor lander indenfor rammerne af Evans sidste formulerede kategori.  
I denne forbindelse referer Evans til en psykolog ved navn James Averill der 
forklarer at de kulturelt betingede følelser har, ligesom basale følelser en overlevelses 
funktion, men i modsætning til at det er naturens farer vi bliver beskyttet imod 
igennem de grundlæggende følelser, er det de kulturelle krav vi forsøger at 
imødekomme (Evans, 2001:15). Yderligere siger Evans selv at disse følelser er 
indoktrineret fra kulturens side:”The main such condition is that you learn about this 
emotion when you are a child. In other words, unlike basic emotions, which develop 
willy-nilly, culturally specific emotions develop only if you are exposed to them by 
your culture” (Evans, 2001:13). 
Om konceptet kærlighed er kulturelt eller en kognitiv følelse er i bund og grund 
ligegyldigt. Det kan indbefatte begge dele og florere i begge kategorier. Det vigtige er 
at konceptet er en universel realitet og også denne følelse har sin funktion i begge 
disse kategorier. Kærlighed har den praktiske fordel at den skaber lysten til at 
formere sig med en anden partner og at forblive tro mod den for at undgå en anden 
kognitiv følelse, nemlig jalousi og skyldfølelse. De er alle sammen en del af et net der 
skaber et levevenligt konfliktløst samfund. Det skaber rammerne for en tilværelse 
som vi som flokdyr helt instinktivt lever og stræber efter.  
Vores følelser kontrollere en stor del af vores hverdag, men menneskers adfærd bliver 
ikke udelukkende dikteret af disse følelser. Der ville være en del ulemper ved kun at 
efterleve sine følelsesmæssige impulser. Endnu en faktor, som stopper impulsernes 
styring, er vores fornuft som er en vigtig del af det at interagere med vores 
omgivelser. Denne balance mellem fornuft og følelser vil vi se nærmere på i næste 
afsnit.  
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3.2.2 Emotiv Intelligens 
Fornuft og følelser er som regel to koncepter vi fortrækker at holde adskilt. Enten 
reagere vi på baggrund af vores 'sunde fornuft' og tager klare rationelle beslutninger, 
eller også følger vi vores følelsers kald og lytter til vores ”hjerter”. Men spørgsmålet 
er om det i realiteten er to koncepter som er så langt fra hinanden. I dette afsnit vil vi 
prøve at smede de to koncepter sammen og illustrere, hvordan og hvorfor det rent 
faktisk er fornuft med følelser. Dette er relevant i forhold til at forstå sammenspillet 
imellem disse to begreber, og hvordan det har indflydelse på vores beslutningstagen. 
Forståelsen af dette kan måske hjælpe i at danne et billede af hvordan disse 
menneskelige egenskaber skulle udvikles til emotiv kunstig intelligens.  
I de tidligere afsnit har vi fået slået fast at følelser er en del af vores menneskelighed 
og det er en del af menneskers og dyrs overlevelsesstrategi at efterleve de signaler vi 
får via vores impulser. På den måde kan man hævde at det er fornuftigt at lytte til 
vores emotive stemmer. Fornuft og følelser kan i høj grad sættes sammen med vores 
overlevelse, da følelser er praktiske i forhold til vores interaktion med verden og 
andre mennesker. Dette gør at i daglig basis er disse begreber helt igennem 
nødvendige. 
I bogen A Very Short Introduction - Emotions (2001) og i hans essay The Search 
Hypothesis of Emotion fra 2004 opstiller Dylan Evans, et eksempel der tager 
udgangspunkt i en virkelig historie der omhandler Antonio Damasio, som vi 
refererede til i afsnit 3.1. Historien handler om en patient af Damasio, som har fået en 
hjerneskade som gør ham ude af stand til at træffe en spontan beslutning uden først at 
tage alle konsekvenserne i betragtning(Evans, 2001:87). Dilemmaet er simpelt. 
Damasio spørger om patienten kan gense ham ugen efter og om hvorvidt det ville 
være bedst for patienten mandag eller tirsdag. Det er altså opgaven for patienten at 
vælge en dag (Evans, 2001:87).  
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For et normalt fungerende menneske ville denne opgave være simpel og hurtig 
gennemførlig ved blot at vælge den dag, der medføre færrest konsekvenser. Det er 
blot en hurtig optælling af de rationelle virkninger af beslutning og en emotionel 
godtagelse af handlingen. Derved udspiller der sig et samarbejde mellem fornuft of 
følelser. Hos patienten derimod er dette i virkeligheden et dilemma. Hans hjerneskade 
gør at han er ude af stand til at lade sine følelser lave en hurtig afslutning på de 
endeløse konklusioner det kan forekomme ved at overveje alle rationelle 
konsekvenser af en beslutning. Historien bliver afsluttet af lægen der observere 
patientens overvejelser og foreslår at han vælger mandag, hvortil patienten uden 
videre siger ja (Evans, 2001:89). 
Dette er Evans eksempel på at mennesker har en indfødt evne til at overveje og 
forsøge at dømme konsekvenserne af vores beslutninger, og om hvor vigtigt en 
indflydelse vores emotive bedømmelser er for specifikke overvejelser. Menneskers 
tankeproces er altså ikke kun bygget op af rationelle overvejelser, for det ville 
resultere i, at den mindste beslutning ville tage dage at overveje til fulde. Samtidig er 
vi heller ikke kun et produkt af vores følelser, der måske kan give os kortsigtede svar. 
Fornuft og følelser opretholder en balance, som resulterer i at mennesker formår at 
fungere og gør os bevidste om vores omgivelser, såvel som det indre liv, som vi 
forsøger at beskytter imod de negative betingede følelser såsom skyld og jalousi, ved 
at undgå at handle umoralsk. 
 
"Ideally, however, we are neither completely rational nor completely emotional, but 
manage to strike the elegant balance between the two that we refer to as emotional 
intelligence" (Evans, 2001:98).  
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4.0 Analyse  
 
I denne sektion vil der blive fokuseret på den menneskelige kategori og den emotive 
kunstige intelligens. I de ovenstående kapitler har der været fokus på at redegøre for 
delvist den kunstige intelligens og dens status i dag, og ydermere at vise dens kunnen. 
Udover dette er der blevet redegjort for menneskets egenskaber, med forankring i 
følelser. Det er denne sektions hensigt at tage disse resultater videre og analysere 
præcis hvornår man kan kalde sig selv for menneske. Er der forskellige krav man skal 
opfylde? Og hvor mange?  
Yderligere vil denne del af projektet tage fat i debatten om udviklingen af den 
emotive kunstige intelligens, med ekstraordinært henblik på etik og morale. Her skal 
det understreges at der ikke bliver gjort forskel på morale og etik, men i stedet bliver 
det et generelt analyserende spørgsmål om hvorvidt det i fremtiden kunne lade sig 
gøre at udvikle kunstige moralske agenter eller ej.  
 
4.1 Hvornår kan man kalde sig menneske?  
 
I de tidligere afsnit har vi redegjort for, hvilke egenskaber et menneske indeholder. I 
nedenstående afsnit vil vi analyser, disse egenskaber og hvordan det gør os til 
mennesker. I relation til dette vil vi komme ind på vores sårbarhed som homo sapiens 
og Evans tredje kategori som omhandler kulturen og miljøets indflydelse på 
følelseskoncepter.  Det næste afsnit vil belyse sammenhængen mellem krop, følelser 
og sind, med fokus på Antionio Damasio og hans kritik af Decartes, da denne er en 
stor del af den menneskelige oplevelse.  
 
- De tre kategorier og den menneskelige sårbarhed 
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I vores søgen efter at finde ud af, hvad det er for kvalifikationer der gør os 
menneskelige, har vi tidligere gjort brug af Dylan Evans teorier. Disse teorier 
udlignede at den menneskelige følelsesmæssige kategori består af tre grupper. De tre 
grupper er de grundlæggende følelser, der er baseret på vores mest basale 
overlevelse. De kognitive følelser er, hvad Evans referere til, som en 'højerestående' 
del af de følelsesmæssige nuancer mennesker består af, såsom kærlighed, 
skyldfølelser osv. De er et produkt af menneskets sociale kvaliteter. Sidst, men ikke 
mindst nævnes den sidste kategori som indeholder de kulturelle og miljø-betingede 
følelser, som Dylan Evans forklarede i afsnit 3.2.1 er: "culturally specific emotions 
develop only if you are exposed to them by your culture” (Evans, 2001:13). Denne 
gruppe er yderst interessant at behandle i forhold til emnet om hvilke egenskaber der 
bliver essentielle at indprente i robotters K.I. Dilemmaet er, at for at udvikle en 
selvstændig emotiv K.I. så skal vi sørge for at robotten er tilpasningsdygtig, således 
at den kan forme og udvikle sig efter de omkringliggende miljøs. På baggrund af 
dette kan man sige at robotterne skal udvikles til at være observante og reflekterende 
omkring deres omgivelser og den kultur som de befinder sig i. Dette kunne blive 
svært, da det må antages at sådanne egenskaber ikke kan struktureres på forhånd, men 
skal indlæres igennem erfaringer og oplevelser i samspil med omgangskreds og 
civilisation.  
En anden menneskelig kvalitet som er vigtig, for at kunne skabe robotter der er 
uafhængige af mennesker, er sammenspillet mellem bevidstelig sårbarhed og følelser. 
Som før nævnt i kapital 3.0 har mennesker ikke de store fysiologiske fordele i forhold 
til resten af dyreverdenen og derved er mennesker særlig bevidste om sårbarhed-og 
dødelighed. Dette faktum har fungeret som en motivation for vores emotive 
intelligens udvikling som er blevet en vigtig del af at holde mennesker i live på en 
daglig basis. Det er denne bevidsthed man kunne frygte at robotter med underudviklet 
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emotiv intelligens kunne mangle, og som konsekvens af dette ville den ikke have 
følelsesmæssige forsvars mekanismer og derved bringe dem selv i farer 
 
- Krop, sind og følelser 
Vi har flere steder snakket om hvordan følelser er en del af det indre liv (sindet). Men  
for at undgå hvad Antonio Damasio kendetegner som Descartes' fejltagelse, må vi 
dog ydereligere tilføje en vigtig kendsgerning. Nemlig, at krop og sind hænger 
sammen og er afhængigt af hinanden. Både Dylan Evans og Antonio Damasio 
argumentere, hvordan kroppen og følelser interagere med hinanden og er en stor del 
af at have et emotivt liv. For det er ikke kun et samarbejde mellem fornuft og følelser, 
men også et sammenspil mellem krop of følelser der gør mennesket ”menneskeligt”. 
I følge Antonio Damasio ville "(...); Sindet ville ikke have den karakter, det har, hvis 
det ikke var for samspillet mellem krop og hjerne i løbet af evolutionen, i løbet af den 
individuelle udvikling og i det indeværende øjeblik" (Damasio, 2001:16). Vi kan se 
og mærke nogle af disse udspil i særlige situationer. Dylan Evans bruger eksemplet 
med mennesker og evnen til at græde. Han pointere at dette fænomen længe har været 
op til debat mellem forskere verden over. Evolutionisten Charles Darwin selv, mente 
at tårer var et levn fra vores tid som spæd hvor vi græd tårer som beskyttelse mod 
øjenskader (Evans, 2001:30). Evans henviser dog til mere nutidige undersøgelser der 
foreslår at tårer er med til at reducere det stresshormon der opstår når mennesker er i 
en fortvivlet tilstand (Evans, 2001:31). Men tårer bliver derved også et signal til 
omkring stående væsner og derved er det ikke blot en individuel fordel, men 
yderligere en social orienteret fordel, at have denne evne til at udtrykke sin fysiske og 
emotive tilstand (Evans, 2001:31). Det er her at emotiv intelligens endnu en gang 
kommer i spil, da styrer evnen til at tolke andre menneskers følelser og signaler 
(Evans, 2001:42). Dette er en forståelse som Antonio Damasio deler. Han udtrykker 
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selv i sin bog, som omhandler den arv og udvikling mennesker har gennemgået for, at 
kunne tilpasse sig sine omgivelser, at: 
"Følelser er ud fra denne synsvinkel sensorer for overensstemmelse eller manglende 
overensstemmelse mellem natur og vilkår. Og med natur mener jeg både den natur, vi 
har arvet som en samling genetisk konstruerede tilpasninger, og den natur, vi har 
erhvervet i løbet af vores individuelle udvikling gennem samspil med vores sociale 
omgivelser, bevidste og tilsigtede såvel som det modsatte. Følelser og de emotioner, 
de stammer fra, er ikke nogen luksus. De fungere som vejvisere, og de hjælper os med 
at meddele andre mennesker signaler, der også kan vejlede dem" (Damasio, 
2001:15). 
Dette støtter deres teorier om at mennesket er et produkt af deres følelser og deres 
krop. Damasio diskutere endda videre i sin bog at forståelsen af et menneskeliv ikke 
ville være det samme uden disse følelser og kroppen.  
"Følelser giver os et glimt af organismen i fuld biologisk aktivitet, en afspejling af 
selve livsmekanismerne i funktion. Uden denne mulighed for at opleve kropstilstande, 
der er forudbestemt til at være smertefulde eller behagelige, ville der ikke være nogen 
lidelse eller lyksalighed, længsel eller barmhjertighed, tragedie eller ære i 
menneskelivet" (Damasio, 2001:15). 
Ud fra dette citat kan vi se at følelseskoncepter som, lidelse, længsel, tragedie etc. 
hænger sammen med den givne tilstand i kroppen.  Denne sammenhæng mellem krop 
og følelser kan dog muligvis udfordres. Det er sandt at disse koncepter interagere 
med hinanden, men ville opfattelsen af en person der manglede en af disse 
dimensioner blive dårligere, da han eller hun ikke længere ville være ”ægte” 
menneske? Dette er et dilemma vi vil komme ind på i den senere diskussion. 
Lige som de tre kategorier for følelser som Evans skitserede og redegjorde for i 
kapitel 3.2 arbejder kroppen, rationaliteten og følelserne som en symbiose for det 
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menneskelige væsen og udgør en kompleks livsform. Denne livsform har skabt en 
treenighed der danner grundlag for, hvordan mennesket menes at fungere og det er 
denne selvforståelse der bliver udfordret når en af koncepterne kommer i ubalance 
eller helt fjernet.  
  
Men selvom et menneske ikke er i stand til at føle en bestemt følelse vil vi jo stadig 
kvalificerer dette individ som et menneske, på sammen vis som man ville gøre det 
med et menneske der havde mistet en arm og erstattet den med en protese. Vores 
opfattelse af mennesker er selvfølgelig også afhængig af det fysiske udseende, men 
menneskets evne til at projektere menneskelige kvaliteter stopper ikke ved at man ser 
et menneske med et fysisk handikap eller for den sags skyld pålægger kæledyr 
menneskelige egenskaber og motivationer (Evans, 2001:104). "Følelser danner 
grundlaget for, hvad mennesker gennem årtusinder har beskrevet som den 
menneskelige sjæl eller ånd" (Damasio, 2001:16), så hvis det er muligt at projektere 
eller skabe et objekt der mimikere disse følelsestræk kan man så påstå at dette væsen 
ikke kan blive tildelt titlen som et individ med menneskelige egenskaber? 
- Del-konklusion 
På baggrund af denne analyse, kan vi konkludere og vurdere at nogle af de 
egenskaber som gør os menneskelige, i høj grad er samspillet mellem de tre 
kategorier, herunder især den sidste som er særlig unik for mennesker og vores evne 
til at tilpasse os vores forskellige kulturelle miljøs. Men derudover spiller vores 
sårbarhed også en voldsomt stor rolle, da den hjælper os i at udvikle vores følelser til 
nye højder, og i denne proces finpudser vores overlevelsesstrategier. Sidst, spiller 
vekselvirkningen mellem krop og sind, ligeledes en anselig rolle i menneskets færden 
i verden.  
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4.2 Emotiv kunstig intelligens– er det muligt?  
 
Om emotiv kunstig intelligens nogensinde bliver en realitet, er svært at give et 
konkret svar på. Der er mange delte meninger om dette. Faktisk er der stor forvirring 
om man i det hele taget burde udvikle den kunstige intelligens hvis man fik 
muligheden for det. En ting virker dog sikkert ud fra ovenstående kapitel, der er 
menneskelige egenskaber som vil være nødvendige at erhverve sig for at kunne gøre 
krav på etik i forhold til menneskelige rettigheder. For at kunne komme i samme 
kategori som mennesker, vil det også kræve en perfekt forståelse og simulation af 
disse egenskaber.  Eller gør det? 
 
I denne sektion vil vi forsøge at vurdere og analysere, ud fra vores resultater, om det 
kan være muligt at skabe emotiv kunstig intelligens, og yderligere, at debattere 
spørgsmålet om en robot kan være i stand til at handle ud fra følelser, eller rettere, 
kan robotter tage valg baseret på moralske vurderinger?  
 
For at vurdere succesraten for udviklingen af emotiv kunstig intelligens er det 
nødvendigt at kigge tilbage på vores tidligere resultater. Hvis vi kigger på Searles 
filosofiske tankeeksperiment får vi ikke efterladt mange positive tanker omkring 
udviklingen af den emotive kunstige intelligens fremtid.  
Igennem vores arbejde med Searle kan vi slå nogle ting fast vedrørende den 
nuværende status for udviklingen af emotiv kunstig intelligens. Ud fra Searles 
perspektiv kan man konkludere at fremtidsprospekterne for robotudvikling ser en 
smule sort ud. En af Searles mest væsentlige konklusioner er at en computer aldrig vil 
være i stand til at udvikle tilstrækkelig stærk K.I. til at opnå bevidsthed eller 
forståelse som mennesker (se sektion 2). Via hans undersøgelser får han slået den 
ellers optimistiske Turing afvejen. Searle viser i sit tankeeksperiment at han kan bestå 
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Turing testen uden at have nogen som helst forståelse af det kinesiske sprog. Dette 
betyder at, bare fordi Searle, eller en computer, kan udnytte midler til 
symbolmanipulation er det ikke ensbetydende med semantisk forståelse, som er 
vigtig for bevidsthed. Dette har givet anledning til lange debatter om hvorvidt et 
computersystem kan forstå noget som helst. Dette giver en meget håbløs 
fornemmelse for fremtidens stærke K.I.  
 
Men er det nu også håbløst? Wendell Wallach og Colin Allen har et langt mere 
positivt syn på fremtidens udvikling af robotter med emotive egenskaber. Allen Og 
Wallach siger dette om Searles filosofiske argument imod stærk K.I.: ”We disagree, 
that is, we disagree that the philosophical objections should stop us from continuing 
to advocate for better computational solutions to ethical decision making” (W & A 
ps. 58).  
Wallach og Allen går positivt videre med hypotesen om fremtidens K.I. og stiller 
derpå to spørgsmål op; Kan en robot virkelig nogensinde fungere som en moralsk 
agent? Og hvordan kan vi vide det? Forskellige faktorer spiller ind i spørgsmålet om 
hvad der påkræves for en velfungerende følelses agent. Dette har vi allerede været 
inde på i ovenstående kapitler, men det som Wallach og Allen peger på er især 
Bevidsthed, fri vilje og moralsk forpligtigelse (W & A s. 58).  
 
Wallach og Allen ligger i deres vurdering af fremtiden for moralske agenter, stor 
vægt på hvordan opfattelsen af disse egenskabers nødvendighed udarter sig. De 
mener selv at ovenstående to spørgsmål ikke kan blive besvaret med fuld tilfredshed, 
men at de stadig er værd at diskutere. Netop derfor spørger de ikke om en robot kan 
være en moralsk agent, men om den kan virke som en ægte moralsk agent set ud fra 
menneskelig standard.  
 
Som nævnt går udviklingen af emotiv intelligens imod, ikke kun Searle men også 
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Decartes og deres samlet opfattelse af sindets kompleksitet. Men Wallach og Allen 
mener at argumenterne mod kunstige moralske agenter, baseret på Searles position er 
af lille konsekvens i praktiske henseender. I Searles tankeeksperiment, bliver den 
behavioristiske faktor ikke medregnet, og som resultat af dette, kan man ikke sige at 
Searle har udelukket muligheden for at producere kunstige moralske agenter som er 
behavioristisk anderledes fra ægte humane agenter (W & A s. 58). Dette må betyde at 
robotternes manglende semantiske forståelse er irrelevant for at få robotterne til at 
opføre sig etisk, eller i hvert fald i at simulere etik.  
For Decartes var idéen om kunstig intelligens metafysisk absurd. Decartes kiggede 
ind i sit eget sind, og hvad han fandt, var så anderledes end den fysiske verden, at han 
konkluderede at sind og krop var adskilt. Dette betød for Decartes, at materielle 
maskiner alene, aldrig kunne have intellektuelle kvaliteter. Hvis Decartes havde ret, 
ser fremtiden for kunstige moralske agenter sølle ud. Wallach og Allen peger dog på 
en vigtig faktor i denne tankegang. Selvom Decartes mente at maskinen alene aldrig 
kunne reproducere menneskelige egenskaber, kom han aldrig med et direkte 
modargument imod dette. Og som analyseret i ovenstående kapitel var denne 
tankegang også en stor fejltagelse, da krop og sind i den grad hører sammen. 
 
 
- Forståelse og bevidsthed 
 
Wallach og Allen lægger vægt på følgende begreber i deres søgen efter svaret på 
spørgsmålet, kan en robot være en ægte moralsk agent? Disse er: Fri vilje, etik, 
forståelse og bevidsthed. Eftersom vi kun har et begrænset sideantal vil vi kun 
fokusere på forståelse og bevidsthed i denne sektion.  
 
Human forståelse og bevidsthed indeholder en mystisk fascination for mange. 
Ligesom mange forsøg på at afmystificere det menneskelige sind, har påstanden om 
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at digitale systemer kan indeholde oprigtig forståelse eller ægte bevidsthed, givet 
anledning til en meget stærk negativ respons. Mennesker har en tendens til at 
antropomorfisere både kæledyr og maskiner. Denne antropomorfisering gør det svært 
at snakke om disse væsener, som om de ikke har noget der kunne minde om human 
forståelse og bevidsthed. Men hvilken slags forståelse kan robotter egentlig have? Og 
vil det nogensinde være ”nok” for at kunne udvikle og bygge kunstige moralske 
agenter? Er det overhovedet givet at disse agenter har brug for bevidsthed og kan et 
system uden morale blive set som en moralsk agent? 
 
Searles kinesiske værelse er ”ground zero” i den kontinuerlige debat om maskiners 
forståelse. Hans eksempel på frakoblet og ulegemlig symbolmanipulation gør ægte 
forståelse praktisk talt umulig. Ægte kognitive systemer er fysisk tilstede og situeret i 
verden af fysiske objekter og sociale agenter. Ordene, koncepterne og symbolerne 
som er brugt af disse systemer er funderet i deres interaktion med objekter og andre 
agenter (W & A, s. 64).  
 
Rodney Brooks, direktør for MIT’s Artificial Intelligence Laboratory, opfandt en lille 
robotmyre, kaldet Genghis, som var i stand til at tilpasse sig et miljø omkring den og 
reagere ud fra dette. Genghis kunne også følge mennesker ved hjælp af infrarøde 
censorer. Genghismyren var ikke klar over hvad den gjorde, men alligevel så den ud 
som om den blev tiltrukket af andre dyr som den stødte på. Det så ud som om den 
havde målrettet opførsel. Brooks referer til dette som ”behavior-based Robotics”. 
Idéen går ud på at give robotten basale opførselsmønstre som den kan udføre som 
respons på dens omgivelser. På denne måde er det omgivelserne der styrer robottens 
aktivitet. Denne tendens kan man også se i komplekse dyr og måske sågar i 
mennesker. I disse tendenser ser man en kollektion af relative simple komponenter, 
der udfører specifikke gøremål, som giver en illusion af kompleks adfærd og en 
højere kognitiv funktion (W & A s. 65). Wallach og Allen indrømmer dog at der er 
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lang vej fra insekt-lignende adfærd til højere kognition, inklusiv etiske beslutninger. 
Men på trods af dette, er det vigtigt at anerkende betydningen af at være fysisk 
tilstede i verdenen, da dette tilføre to vigtige indsigter: først, mange af de vigtige 
informationer agenterne har brug for er muligvis allerede indbygget i omgivelserne 
som de bevæger sig i. Dette gør det overflødigt at reproducere eller simulere denne 
information på forhånd. For det andet: Folks egenskaber til at reagere med lignende 
forståelse til deres fysiske og sociale omgivelser, skyldes i høj grad strukturen og 
designet af deres kroppe, lemmer, og deres sanser, som tillader dem at reagere, med 
lidt, eller slet ingen bevidsthed eller refleksion (W & A, s. 65).  
 
- Del-konklusion 
 
Ud fra Wallach og Allens fremgangsmåde til kunstig intelligens, ser den emotive 
kunstige intelligens fremtid en del lysere ud. Wallach og Allen går ikke direkte ind og 
siger at, selvfølgelig kan det lade sig gøre, og dette vil vi heller ikke gøre. Men de 
sætter et nyt scenarie op, og foreslår at en del af udviklingen måske findes i miljøets 
påvirkning og i vores reaktion på robotterne. Searle fokusere i høj grad på robotternes 
egen forståelse af dens omgivelser og ikke så meget på omgivelsernes 
menneskeliggørelse af maskinen. Robotmyre-eksemplet, viser et nyt perspektiv på 
hvordan en simulering af ”ægte” behaviorisme kan give et nyt indtryk af kunstige 
agenter, som reagere på deres omgivelser via kropslige reflekser. Dette giver os en ny 
vinkel på vores problemstilling. Vi stiller spørgsmålet, hvor mange menneskelige 
egenskaber skal man gøre krav på for at komme i den menneskelige kategori. For at 
svare på dette ved vi nu, at vi ikke kun skal kigge i de egenskaber som kommer 
indefra, men også i høj grad overveje hvordan miljøet har indflydelse på simulationen 
af ægte følelser.  
Et andet vigtigt perspektiv som Wallach og Allen inspirerer, er hvor vi burde ligge 
vores fokus i denne robotteknologi. Vi har igennem projektet været meget fokuseret 
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på det vigtige i at reproducere de menneskelige egenskaber, og konsekvensen denne 
reproduktion vil have på kvaliteten i fremtidens emotive robot. For at kunne skabe 
emotiv intelligens antager vi næsten, at der skal laves eksakte kopier af mennesket 
fysik og indre liv. Men måske ligger svaret for fremtidens udvikling af robotter ikke 
gemt i menneskets følelsesmæssige egenskaber. Da vi forsøgte at flyve, kiggede vi på 
fuglen og prøvede at genskabe dens struktur. Dette var en fiasko, da dens 
konstruktion ikke passede til menneskets fysik og kunnen. Det var først da vi gik væk 
fra at prøve at genskabe fuglen, at vi begyndte at se efter andre metoder for at kunne 
flyve. Derpå skabte vi flyvemaskinen. Den samme attitude skal måske til for at 
udvikle den kunstige emotive intelligens. Muligvis er Wallach og Allen på rette spor i 
deres, lidt anderledes, perspektiv på fremtidens stærke K.I.   
 
5.0 Diskussion  
I de næste to kapitler vil vi forsøge at besvare vores problemstillinger og diskutere 
disse i henhold til vores resultater og undersøgelser. Vi vil diskutere vores etiske 
forpligtigelse overfor fremtidens emotive robotter og ansvaret der følger med denne 
avancerede teknologi, ikke kun for robotter, men også i henhold til deres omgivelser. 
Der vil også blive lagt en del vægt på at diskutere disse kunstige emotive agenters 
rettigheder, og om det overhovedet er realistisk at de ville få nogen. Vi vil også 
vurdere rummeligheden af den menneskelige kategori og hvilke værdier der sætter os 
i denne gruppe. Dette vil lede til et afsluttende kapitel som kigger på hvad der sker 
med de ”væsener” som lander uden for vores kategori. Her vil vi diskutere kort, om 
robotter nogensinde vil kunne få rettigheder udenfor det menneskelige fællesskab. 
Dette vil derpå drage paralleller til vores diskrimination imod andre arter.  
 
5.1 Etisk forpligtigelse og rettigheder  
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”Den teknologiske udvikling af robotter omfatter ikke længere blot industrirobotter, 
der kan programmeres til at læse veldefinerede og komplekse opagaver indenfor 
fremstillingen af produkter som biler, mobiltelefoner, køleskabe, m.m. Nu og i 
fremtiden vil robotter også være at finde midt imellem mennesker – til brug for hjælp 
og støtte i sociale relationer” (Etisk Råd, 2010, s.1).  
Dette quote fortæller om en verden som bliver mere og mere afhængig af robotter, 
både nu og i fremtiden. Det er måske ikke så overraskende for de fleste af os, at 
robotter i fremtiden vil blive udviklet til at tjene mennesker.  Men har vi overvejet 
konsekvenserne af at knytte os til disse sociale robotter og har vi tænkt over hvordan 
de sociale robotter kunne reagere på os, hvis vi udviklede en bevidsthed til dem? 
For at svare på disse spørgsmål, har vi valgt at gøre brug, ikke kun af vores egne 
iagttagelser og resultater, men også nogle synspunkter fra Det Etiske Råd (se 
fordybelse af det Etiske Råd i kildekritik). 
  
- Etiske forpligtigelser overfor mennesker 
I Danmark har der i de seneste år været en stigende interesse for sociale robotter. 
Noget som specielt har startet denne interesse er blandt andet udviklingen af den 
japanske robotsæl Paro, som der fra 2007 blev indført i enkelte danske hjem. 
Robotsælen kan på mange måder betragtes som et interaktivt og intelligent kæledyr. 
Den har fået indbygget kunstig intelligens og følelsescensorer som gør den i stand til 
at simulere velbehag og ubehag som reaktion på brugerens berøring og tale. Denne 
interaktion har en beroligende og terapeutisk effekt på nogle demente mennesker 
(Etisk Råd, 2010, s.1).  
Dette fortæller os at der allerede nu opstår relationer mellem mennesker og maskiner. 
Vi skal altså ikke ud i en fjern fremtid for at dette emne bliver relevant at diskutere. 
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Disse relationer giver således anledning til flere etiske spørgsmål og overvejelser. Et 
af de vanskelige etiske problemer som kunne opstå af at have sociale relationer til 
robotter, kunne for eksempel være elementet af falske følelses relationer. Dette er 
noget som de i Det Etiske Råd debattere om og kalder for ”foregivelsens etik” (Etisk 
Råd, 2010, s. 4).  
Hverdagserfaring fortæller os at der ikke skal meget til før der kan opstå 
følelsesmæssige relationer imellem mennesker og de ting som vi beskæftiger os med. 
Vi kender blandt andet dette fænomen igennem, især, børns leg og besjæling af ting. 
Børn der leger med eksempelvis dukker, relatere til disse ting som om at de havde et 
indre liv, som minder om vores eget (Etiske Råd, 2010, s. 4). Denne vilje til at 
besjæle ”døde” ting kommer også til at blive afgørende i vores relation til robotter.  
 
Robotsælen Paro er et godt eksempel som viser at der ikke skal meget kunstig 
intelligens til før det er muligt for mennesker at indgå i en følelsesmæssig kontakt til 
en robot. Men som nævnt tidligere genererer dette jo et etisk problem, da hele denne 
relation bygger på en foregivelse som gør det falsk. Robotten foregiver et bedrageri i 
det den simulere at have brug for omsorg og kommunikation som et rigtig væsen ville 
have. Bekymringen som opstår her er selve ubehaget ved snyd og ved at det måske er 
uetisk og uværdigt at tilbyde mennesker, særligt børn og ældre. At påføre disse 
mennesker rene simulationer af sociale relationer, som ellers kun opstår i omsorgen 
mellem mennesker og andre levende væsener, virker umoralsk og tarveligt. Men er 
det nu også det? 
Hvis det ligefrem kunne have en beroligende og terapeutisk effekt, burde målet så 
ikke hellige midlet? Det kommer meget an på den etiske vurdering af dette ”spil” 
imellem mennesker og maskiner. Kan man acceptere at en relation er uægte? 
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 Det Etiske Råd mener i hvert fald at der er nogle etiske aspekter som 
robotfirmaerne og det modtagende samfund bør overveje. Et af disse aspekter er 
blandt andet, at man bør overveje om en udbredt anvendelse af sociale robotter kan 
føre til en afstumpning af det menneskelige følelsesliv.  
”Dette etiske spørgsmål er uafhængigt af bedrags-aspektet, fordi spørgsmålet 
handler om, hvorvidt selv den blotte leg eller bevidste foregivelse af en 
følelsesmæssig relation til sociale robotter i sidste ende kan have uønskeværdige 
psykosociale konsekvenser” (Etiske Råd, 2010, s.8).  
 
- Etiske forpligtigelser og rettigheder overfor robotter 
Spørgsmålet om vi er etisk forpligtiget til at give de robotter vi skaber rettigheder, 
afhænger en hel del af robotternes indre liv. Dette er svært at vurdere når vi ikke 
engang er i stand til at sige om andre levende væsener overhovedet har et indre liv. 
Mange filosoffer har beskæftiget sig med dette emne. De hævder, at vi strengt taget 
ikke ved noget om, hvorvidt andre personer eller væsener har et indre liv (Etisk Råd 
2, 2010, s.1). Man kan selvfølgelig hævde at det da er logisk at sige at andre 
mennesker har et ”indre liv”, men sikker viden har vi altså ikke.  
 Svaret på om robotter har et indre liv, som giver etisk status, er afgørende 
for om man skal tage hensyn til robotter. Man kan jo sige at såfremt en robot har et 
indre liv, så har den nok også interesser, og på den måde må vores behandling af 
robotter påvirke deres indre tilværelse. Måske skulle man se på det sådan her: Hvis 
man slår en kat gør det ondt på den. Derfor er det uetisk at gøre. Derudfra kan man 
konkludere at hvad man gør positivt eller negativt har en indflydelse. Hvis man på 
samme måde kan påvirke en robot negativt eller positivt, så er det relevant og etisk 
korrekt, at overveje hvordan man omgås dem.  
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En anden overvejelse er, om man ud fra karakteren af robottens indre liv, skulle 
bedømme dens ret til etik. Hvilken form for bevidsthed har den? Hvis robotten bliver 
udstyret med samme følelsesregister som mennesket (se sektion om følelser), kan 
man jo føle sig tilbøjelig til at sige at de da må gøre krav på de samme rettigheder. 
Men kan vi stadig forholde os til dem ud fra samme målestok som vi gør med andre 
væsener? Det Etiske Råd peger her på et interessant perspektiv. Man kan jo ikke altid 
antage, at de kriterier, vi bruger til at tilskrive andre væsener bevidsthed ud fra, er det 
samme som dem det ville give mening at give til robotter. Dette giver god mening 
hvis man kigger på den darwinistiske forståelse af den naturlige selektion. Mennesker 
og dyr er en del af denne selektion som har fundet sted over millioner af år. Nogle af 
os har endda fælles forfædre. Men robotter er jo blevet til på en helt anden måde. Det 
betyder at det måske vil være nødvendigt at forholde os til dem ud fra et helt andet 
grundlag (Etiske Råd 2, 2010, s. 4).  
En tredje overvejelse, som følger af ovenstående dilemma, er at hvis vi ikke har 
samme eksistens grundlag, kan vi så nogensinde forstå hinanden til fulde. Den 
berømte østrigske filosof, Ludwig Wittgenstein (1889-1951), skrev i sit værk 
Filosofiske Undersøgelser, en sætning, der sidenhen er blevet kendt, ”Hvis en løve 
kunne tale, kunne vi ikke forstå den” (Etiske Råd 2, 2010, s. 4). Det interessante ved 
denne sætning er de begrundelser som Wittgenstein gav for den. Wittgenstein mener 
nemlig at den eneste måde hvorpå vi ville kunne forstå andre livsformer, er hvis vi 
indgår i denne gruppe.  
For at man kan have en meningsfuld dialog er det altså nødvendigt at man deles om 
et fælles grundlag af værdier, erfaringer, gøremål, handlemønstre osv. (Etiske Råd 2, 
2010, s. 4). Man kunne selvfølgelig mene at dette ikke ville ske med robotter da de 
ville være flydende i menneske-sprog. Men det er alligevel ikke helt så enkelt. For 
som før nævnt kan man ikke ”bare” gå ud fra at robotter har samme indre oplevelser 
– måske er menneskesproget slet ikke egnet til at beskrive deres oplevelses 
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erfaringer. Dette skaber et scenarie hvor vi mangler forståelse, og hvis vi skal tage 
hensyn til robotter i form af etik, kræver det et hvis grundlag af forståelse for deres 
eksistens (Etisk Råd 2, 2010, s. 4). Dette gør det nærmest umuligt at varetage deres 
interesser, i hvert fald hvis man ikke til fulde kan sætte sig ind i hvad deres perspektiv 
på verden er.  
 
- Del-konklusion 
At skabe sociale robotter lader til at kunne have konsekvenser både for mennesker og 
for robotter. Som vi har diskuteret kunne det godt se ud som om at interaktionen 
mellem mennesker og maskiner kunne have en etisk konsekvens for mennesket, når 
den følelsesmæssige kontakt kun kan være ensidig. Dette kunne måske på sigt være 
skyld i meget egocentreret sociale forhold. Problemet i dette kunne jo måske gøre at 
man ikke føler sig moralsk ansvarlig for den andens velbefindende. Man kunne 
selvfølgelig sige at denne observation er irrelevant da robotten ikke ville lide skade 
grundet manglende selvbevidsthed. Men dette ville måske ændre sig en dag, hvis vi 
var i stand til at udvikle tænkende robotter med krav og behov for moralsk 
behandling.  
 Dette dilemma kunne meget let have indflydelse på om robotter skulle 
have krav på etik og rettigheder. At komme med en afrundet konklusion på dette er 
svært. Svaret afhænger, som diskuteret, af hvordan deres indre liv og perspektiv på 
verden fungerer. Dyr og mennesker bliver jo heller ikke behandlet ens.  
 
5.2 Os og dem 
En del af diskussioner igennem dette projekt har ofte taget en drejning, hvor 
vurderingen af andre væseners liv er kommet på tale. Dette mener vi er relevant at 
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tage videre i diskussionen om den fremtidige robots plads i vores hverdag. For at 
forstå vores reaktion på maskiner i fremtiden, kunne vi måske lære en del af at kigge 
på hvordan vi behandler andre væsener i dag. Hvis vi har svært ved, allerede nu, at 
behandle vores ”med-væsener” ordentligt, hvordan ser det så ud for den sociale 
robots fremtid? For at svare på dette vil vi igen gøre brug af nogle af Det Etiske Råds 
perspektiver.  
 
- Alle er lige? 
”De væsener, vi mennesker tager mest hensyn til, er andre mennesker, ikke at vi altid 
gør det, men vi gør det da i det mindste somme tider”. (Det Etiske Råd 2, 2010, 1).  
Denne udtalelse fra Det Etiske Råd, er en klar indikation om, at hvis du er født 
menneske, betyder det også at vi naturligt har krav og ret til en helt speciel etisk 
status. Der er endda blevet udformet et regelsæt, som vi bedst kender som 
menneskerettighederne.  
Denne naturlige ret til etik er desværre ikke noget som indlemmer alle, eksempelvis 
dyr. Dyr holder vi i fangenskab, ofte under kummerlige forhold, med ét formål, at 
slagte og spise dem. Chimpansen, som er nært beslægtet med mennesker, behandler 
vi også dårligt. Særligt ved at fælde skove, som er deres hjem og fødesteder. 
Chimpansen deler vi endda fælles forfædre med. Vi har tilmed nogle af de samme 
træk i udseende. Men medmindre man tilhører arten homo sapiens, er man ikke en 
automatisk del af dette helt specielle og særlige fællesskab. Et fællesskab som 
åbenbart giver én rettigheder og bemyndigelse til at herske over andre væsener. Man 
kunne måske sige at det er vores intellekt, følelser og bevidsthed som giver os 
rettigheder. Men en hund kan jo sagtens udvise glæde, sorg og adfærd som 
konsekvens af smerte eller velbehag. Godt nok ikke på samme selv-reflekterende 
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niveau som mennesker (se sektion 2.2,1), men dog på et niveau som gør det etisk 
ukorrekt at behandle dem signifikant dårligt.  
Vores manglende indlemmelse af dyrene siger lidt om hvor rummeligt vores 
fællesskab egentlig er, og om det burde være større? Spørgsmålet er om der egentlig 
ikke burde være plads til andre væsener? Man kunne jo så diskutere hvad kriterierne 
for denne inkludering er, og hvor meget skal man ligne et menneske før man kan 
blive en del af den.  
Det er interessant at kigge på denne naturlige rettighed til etik, i relation til homo 
sapiens, da denne i høj grad kan manipuleres til at være en undskyldning for at 
undertrykke andre væsener som ikke tilhører arten. I det hele taget skaber denne 
gruppefordeling en del ulighed, en ulighed som kan sammenlignes med et begreb vi 
kender særdeles godt, nemlig racisme. På samme måde, som racister ligger vægt på at 
man skal tilhøre samme race, bliver der mellem arterne lagt vægt på artslige 
interessemodsætninger.  
Denne problemstilling er allerede blevet visualiseret i mange sci-fi film hvor 
rumvæsener bliver behandlet anderledes end os mennesker. I det nyere film hit 
Distric 9, må et rumskib nødlande på jorden og får derpå tildelt en slags ghetto hvor 
rumvæsenerne lever i meget kummerlige forhold. Der bliver i det hele taget set ned 
på deres eksistens, og det eneste mennesket er interesseret i, er deres avancerede 
teknologi. Den største kontrast i arts-diskriminikationen ses da hovedpersonen 
kommer ud for et uheld og langsomt går fra at være menneske, til at udvikle sig til en 
af de andre ”aliens”. Pludselig mister han alle rettigheder, på trods af at han stadig har 
sine tanker og bevidsthed i behold. Selve ordet ”Alien” betyder jo også fremmed.  
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- Del-konklusion 
Om vores behandling af andre væsener vil have indflydelse på fremtidens robotetik, 
er svært at sige. Det er i hvert fald svært, når man kigger på omfanget af det 
menneskelige fællesskab, at tro på at vi kan leve op til det etiske ansvar der kunne 
opstå af at skabe emotiv kunstig intelligens.  
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6.0 En sidste diskussion 
Som vores projekt har skredet frem har vi undersøgt mange aspekter af den 
problemstilling vi startede ud med. Vi har forsøgt at redegøre, analysere og diskutere 
for både menneskelig og kunstig intelligens og den indflydelse de to begreber 
muligvis vil komme til at have på hinanden i fremtiden. I dette kapitel vil på 
baggrund af Daniel Dennetts teori om ”The Intentional stance”, kigge på det bånd der 
eventuelt kunne opstå imellem mennesker. 
Imellem mennesker udvikles der bånd som danner grundlag for de forhold som vi 
omgiver os med. Det kan være forhold der er dannet på baggrund af kærlighed, 
venskab eller fjendskab. Det kan være mennesker imellem som man kan relateres til, 
men det kan også være forhold vi skaber til objekter, som kan være lige så kraftfulde. 
For eksempel vores følelsesmæssige tilknytninger til arvestykker eller børns 
tilknytning til en højtelsket dukke. Der er masser af eksempler på mennesker som 
knytter sig til objekter i forskellige situationer og så danner, hvad man 'normalt' ville 
kalde et umage par. Med dette faktum i baghovedet er det måske ikke så urealistisk at 
man i fremtiden kunne forstille relationer imellem mennesker og robotter med emotiv 
intelligens? 
 
6.1 Følelsesmæssige relationer til emotive robotter 
Vi har til dette kapitel ladet os inspirere af filosof og kognitiv forsker Daniel Dennetts 
overvejelser om menneskelig adfærd når der er tale om at afkode omverdenen. Det er 
med et særligt henblik på, hvordan vi som mennesker fortolker vores omgivelser og 
på hvilken måde vi derefter forholder os til den (Dennett, 1981,151).  Dette kalder 
Dennett for ”The Intentional Stance”. Vi vil referere til dette som ”Den tilsigtede 
strategi” på Dansk. 
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Dennett forklarer at ’den tilsigtede strategi' er en måde at forudsige adfærden for et 
specifikt rationelt objekt som menneske, dyr eller ting, som han betegner som 
'tilsigtede systemer'. Det er altså en måde at spå om et motiv bag en adfærd, hvilket er 
behjælpeligt i relationer mellem mennesker og vores omverden. På denne måde 
danner mennesker sig hurtigt et begreb om objektet, uden at kende meget mere end 
systemets motiv (Dennett, 1981, 153).  
Så det handler grundlæggende om projektering og de kvaliteter vi som mennesker 
pålægger vores omgivelser. Det vil altså sige at, hvis man i fremtiden kunne være i 
stand til at skabe en maskine, som ikke bare havde én specifik funktion, men havde 
evnen til at udtrykke sig, er det store dilemma ikke om maskinen selv ville være 
bevidst om hvad den udtrykte, men om mennesket på baggrund af disse udtryk 
maskinen ville kunne levere, ville projektere et eventuelt indre liv over på maskinen.  
Dennett argumentere igennem sin artikel at mennesker har en tendens til at tro at vi 
ved en masse om ting der omgiver os, ved blot at påføre denne 'tilsigtede strategi' 
som er en del af 'det tilsigtede standpunkt' (Dennett, 1981, 153). Det handler 
grundlæggende om den subjektive forståelse af objektet og hvilke kvaliteter der 
herefter påføres det givne objekt (Dennett, 1981,153). 
Vi har fra barnsben en evne til at skabe fiktive omgivelser og endda interagere med 
fiktive karakterer i form af imaginære personer eller dyr. Vi tildeler ivrigt legetøj liv 
og morer os selv som voksne når vores biler selv regulere varme efter vores ønsker 
eller vores DVD-maskiner byder os et venligt 'hello'.  
Så brugen af den 'tilsigtede strategi’ kommer ofte i spil i forhold til sammenspillet 
med de ting der omgiver os i dagligdagen. På denne måde bliver det integreret i vores 
hverdagsliv og har via dette en indflydelse på vores færden.  Denne evne er relevant i 
forhold til at relatere til objekter som er anderledes end os selv, som eksempelvis 
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robotter.  Denne metode giver os også muligheden for at få lov til at reflektere over 
de personlige kvaliteter, vi vælger enten bevidst eller ubevidst at give videre til vores 
omgivelser. Dette er en metode, som i følge Dennett, gøre det nemmere at tilføje 
vores egne karaktertræk til et ”objekt”. Dette gør at vi kan relatere til disse objekter 
fordi vi forestiller os at de indeholder det samme indre liv som os selv. Vi er herved i 
stand til at læse os selv i robotterne.  
Der vil sikkert være mange af fremtidens robotter der udelukkende vil yde et 
videnskabeligt formål, men ifølge Dylan Evans bliver den første generation af 
robotter målsat med et underholdende og social funktion (Evans, 2001:112), men 
dette behøver absolut ikke at have en devaluerende effekt. Evans fremstiller et 
scenarie, hvor en fremtidig arbejdscomputer vil være i stand til at tolke et menneskes 
ansigtsudtryk og kropssprog og på den måde determinere, hvordan at den skal 
forholde sig til personen. For eksempel foreslår Evans, at hvis en person var kommet 
på arbejde i et dårligt humør ville computeren enten muntre personen op ved først at 
præsentere en venlig stemt mail eller vente på at personen havde fået sin første kop 
kaffe (Evans, 2001:107). Formålet med dette er at skabe et varmt og socialt 
arbejdssamarbejde der ville fremme arbejdsindsatsen på jobbet.  
 
Hvorvidt det er vigtigt om computeren selv forstår og derved er bevidst om at vi er i 
ubalance eller om den reagere på de signaler vi udsender, virker næsten som en 
ligegyldig diskussion, hvis resultatet bliver det samme, da det ifølge Dennett 
afhænger fuldkommen af de kvaliteter vi som mennesker vælger at give maskinen. 
Dilemmaet vender altså igen tilbage til Dennetts 'tilsigtede standpunkt'. Hvis 
mennesker vælger se deres arbejdscomputer som en venlig og omsorgsfuld kollega, 
hvad taler så for at dette skulle være andet end individets realitet?   
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Mennesker er helt sikkert i stand til at skabe følelsesmæssige relationer til deres 
omgivelser og som teknologien udvikler sig og disse robotter bliver mere og mere 
livlige, gøres denne tilknytningsproces kun mere relevant og realistisk. På baggrund 
af de sidste ti års udvikling med legetøj, computerspil, GPS-maskiner osv. er det 
tydeligt at mange mennesker gerne vil have disse robotter ind i dagligdagen og er 
mere end i stand til at danne et følelsesmæssigt forhold til dem. Mennesker udvikler 
til daglig disse tilsigtede standpunkter til ting og endda til andre mennesker, som vi i 
virkeligheden heller aldrig kan blive helt sikre på indeholder de samme kvaliteter 
man selv indeholder. Så hvis fremtidens robotter ville være i stand til at agere mere 
menneskeligt og omsorgsfuldt, virker det næsten umuligt at forstille sig at mennesker 
ikke ville være i stand til at danne følelsesmæssige relationer til emotive robotter 
-  Del-konklusion 
At personificere og besjæle objekter som vi omgiver os med, er noget mennesker ofte 
gør igennem leg, skuespil og indlevelse. Det kan ske både bevidst og ubevidst 
igennem disse processer. Vi gør det fra barnsben og det er en evne der følger os 
igennem hele livet. I følge Daniel Dennetts teorier om 'the intentional strategy', er det 
en del af den menneskelige adfærd, at projektere vores egne karaktertræk og 
egenskaber over på væsner, hvis indre liv, vi ellers ikke kender. Dette gør vi ikke kun 
med 'døde' objekter, men også mennesker i mellem. Vi gør dette i et forsøg på at 
skabe et hurtigt overblik over vores omgivelser. Denne projektering resultere i at vi 
påfører ”objekter” og andre væsener et indre liv, som vi så enten vil knytte os til eller 
blive frastødt af, alt efter hvilke kvaliteter vi vælger at påføre.  Det er denne tendens 
der kommer i spil, når man taler om menneskers følelsesmæssige tilknytning af 
robotter. Dette kan blive altafgørende for menneskers holdning til etik og robotter og 
deraf vores accept af dem, som følende væsner i vores samfund.  
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7.0 Konklusion  
Da vi startede dette projekt havde vi ét væsentligt spørgsmål som drev vores interesse 
og motivation. Dette var overvejelsen om hvilke etiske forpligtigelser der kunne 
opstå som konsekvens af udviklingen af emotiv kunstig intelligens. Således ledte det 
os ud på forskellige områder og interesse felter. Bland andet, spørgsmålet om hvad 
det vil sige at være menneske og hvor meget man skal ligne et menneske for at kunne 
gøre krav på etik i forhold til den menneskelige kategori.  
Nogle af de essentielle ting som gør os til mennesker er at vi i høj grad bruger vores 
følelser til at agere med verden omkring os på en bevidst og selvreflekterende måde. 
Dyr agere også med det omkringliggende miljø, men hos mennesker ses der en 
sammenhæng mellem krop, rationalitet og følelser, som ikke ses hos nogle andre 
dyrearter. En anden egenskab som mennesker har, er vores trang til at stille 
spørgsmål til vores egen eksistens. Vi reflekterer over vores følelser og vores 
skabelse, og stiller derpå spørgsmål til verden omkring os. Igennem vores redegørelse 
har vi også fundet ud af, at der er forskellige kategorier af følelser som styrer os 
mennesker. Disse bliver fundamentale at kunne indprente i fremtidens robotter for at 
de kan fungere som os. En kategori som især kunne blive besværlig at reproducere i 
kunstig intelligens, er den kulturelle og miljø baserede kategori. For at det kulturelle 
skulle have indflydelse på robotternes udvikling af følelser, vurdere vi at den skulle 
have en kulturel bevidsthed og evne til at tilpasse sig sit miljø. Ikke kun fysisk men 
også psykisk. Dette skulle i høj grad gøres igennem konstant observation og 
indlæring fra ens omgivelser.   
Disse ovenstående egenskaber mener vi igennem vores analyser er nogle få af de 
væsentlige ting som gør os ”menneskelige”, og det er også de egenskaber som giver 
os de rettigheder der følger med titlen Homo Sapiens. At være en del af vores art er 
ikke blot et spørgsmål om udseende, men det er i høj grad også et spørgsmål om at 
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besidde disse kvaliteter. Men hvor mange af disse egenskaber man skal have for at 
kunne gøre krav på etik, er meget svært at vurdere. Det kan jo både være et 
spørgsmål om hvorvidt man kan registrere smerte eller om man også skal have en 
selvreflekterende bevidsthed om dette før at det er forkert at, eksempelvis, slå en 
robot. Vores nuværende behandling af dyr, viser os, at der er en grænse for hvor 
meget etik der skal gives til andre væsener. Det er nemlig ikke kun et spørgsmål om 
andre væsener end os mennesker har krav på etik, men også et spørgsmål om hvor 
meget. De fleste mennesker er enige om at dyr for eksempel skal slagtes på en human 
måde, denne etik kan vi godt give dem, men mange mennesker er dog stadig 
ligeglade med om deres lørdagskylling ikke har haft mere plads en et a4-ark. Ud fra 
dette kan vi konkludere at der helt sikkert er en begrænsning på niveauet af etik, selv 
for vores ”med-væsener” på jorden.  
De ovennævnte egenskaber vurderer vi i dag til stadig at spille en central rolle, uanset 
om man er menneske eller maskine. Hvis dagen for stærk emotionel K.I. kommer, så 
vil disse menneskelige kvaliteter betyde noget i vores behandling af robotter, og 
burde med rette gøre det, da de i høj grad gør krav på etik.  
Igennem arbejdet med problemstillingerne i dette projekt har vi fået et nyt og 
anderledes perspektiv på robotetik. Vi har hele tiden forventet og været forberedt på 
at bevidsthed i robotter nok kommer til at spille den største rolle i det retmæssige 
krav på etik og rettigheder. Men måske behøver robotter slet ikke bevidsthed for at 
simulere ægte menneskelig opførsel. En opførsel som måske vil vække en form for 
sympati i os som mennesker, som der vil purre et naturligt behov for 
retfærdighedsfølelse. I vores sidste diskussion, diskutere vi menneskets 
personificering af ”objekter”, og hvordan vi igennem denne proces giver dem liv og 
status. Det er muligt, at det er igennem denne proces at der kommer til at opstå et 
behov, ikke fra robotternes side, men fra menneskets, om robot-etik. Grundet dette, 
hverken kan eller vil vi, konkludere at den etiske forpligtigelse skulle komme fra 
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robotternes menneskelige egenskaber, da vores eget behov for moralsk ansvar kunne 
spille en ligeså stor rolle for fremtidens emotive robotter.  
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8.0 Videre refleksioner  
Hvis man skulle arbejde videre med dette projekt, kunne det være oplagt at trække på 
nogle flere teorier vedrørende etik. Selve behovet for etik er ikke noget vi har 
diskuteret til fulde i dette projekt, men med det sagt så kunne dette være spændende 
at arbejde videre med. Det kunne også være relevant for forståelsen, at arbejde med, 
hvorfor vi har behov for etik, og igennem dette ville vi kunne vurdere om manglende 
robot-etik ville have fatale konsekvenser. Som det er nu, har vi set på, hvordan vi 
kunne have svært ved at imødekomme kravet om etik, men vi er ikke gået i dybden 
med hvilke konsekvenser det kunne have psykosocialt, både for mennesker og 
robotter. 
Man kunne også med stor fordel arbejde videre med den offentlige mening omkring 
K.I, da der eksisterer utallige debatter om dette emne. Dette kunne gøres for 
eksempel via interviews eller med flere artikler som behandler dette emne. Igenne, 
vores brug af det Etiske Råds meninger får vi dog en varieret holdning om robot-etik. 
Men igennem interviews, kunne det være spændende at se den offentlige mening 
omkring emnet.  
Sidst, men ikke mindst, kunne man tage et religiøst perspektiv med i projektet. Dette 
ville være oplagt at gøre, da skabelsen af emotive væsener, kunne komme på tværs 
med idéen om Gud som den eneste retmæssige skaber af liv. Gud skabte menneskets i 
sit billede. Tanken om at mennesket nu prøver at skabe essensen af sig selv i 
Kunstige emotive robotter, giver helt sikkert stof til den religiøse eftertanke. I denne 
sammenhæng, kunne man reflektere over Mary Shelly’s Frankenstein, som behandler 
denne morale og sammenstød mellem menneske og trangen til at lege Gud.  
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9.0 Projektets svagheder 
I dette projekt har vores største udfordring været at finde essensen i et så bredt 
debatteret emne og ud af dette forsøge at skabe et overblik der kunne belyse vores 
problemstilling. Det er så rigt et emne med hensyn til synspunkter, vinkler og 
teoritikerer at det har til tider været svært at skulle begrænse sig og samtidig give 
emnet en relevans og en samtidsforståelse. Projektets begrænsede sideantal har også 
haft stor indflydelse på denne begrænsning. 
 
Dette har også gjort at vi har og måtte begrænse os med hensyn til teoretiker og 
kritikere på hvert af de afsnit vi har sammensat vores projekt med. Dette har 
resulteret i at vi har produceret et meget konkret og præcist projekt der inkludere, 
hvad vi mener, har været de vigtigste pointer i forhold til etik og viden om kunstig 
intelligens. Samtidig erkender vi at der ellers kunne have været flere nuancer i 
forhold til standpunkter og teorikritik, end vi har haft mulighed for at inkluderer. 
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10.0 Kilder 
 
Antonio Damasio 
Antonio Damasios ekspertise om den menneskelige krops funktioner og indflydelse 
på følelser har vi benyttet os af for at kunne redegøre for, hvilke kvaliteter vi 
forbinder med det menneskelige væsen. Hans teorier om forståelsen af 
sammenhængen mellem krop, følelser og rationalitet har givet os et indblik i, hvordan 
at mennesket oplever og tolker sig selv og resten af verden. Antonio Damasio er 
professor i neurologisk-videnskab, herunder også neuropsykologi ved universitetet i 
det sydlige Californien. 
 
Daniel Dennett 
Daniel Dennett er en prominent filosof og kognitiv forsker med speciale i det 
menneskelige sind, filosofividenskab og biologisk filosofi. Han er også forfatter til 
An Instrumentalist Theory (1981) som i dette projekt bliver brugt på at belyse vores 
sidste diskussion om menneskers følelsesmæssige relationer til robotter i kraft af hans 
arbejde med den tilsigtede strategi. Daniel Dennett arbejder i øjeblikket som 
meddirektør for kognitive studier ved Turfts Universitet. 
 
Dylan Evans 
Til vores kapitel om følelser har vi valgt at bruge Dylan Evans teorier om dette 
koncept. Evans har skrevet flere bøger om konceptet følelser og danner derfor 
baggrund for vores redegørelse af emotive kapaciteter og emotiv intelligens. Han har 
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igennem årene været tilknyttet flere forskellige universiteter i UK, men har siden 
2011 fokuseret på sit firma, men fungere stadig som gæsteprofessor. 
 
Alan Turing og John R. Searle 
Til vores forståelse af kunstig intelligens har vi valgt at benytte Alan Turing og John 
Searles teorier. På trods af at deres teorier er forholdsvis halvtreds og tredve år gamle, 
står disse to stadig som referencer når der tales om kunstig intelligens i moderne tid. 
Det er med særligt henblik på Turing testen, der påviser mekanismen bag kunstig 
intelligens og John Searles 'the chinese room' der betvivler robotters reale forståelse 
og bevidsthed, når der er tale om sammenligning med menneskelig intelligens. 
 
Etiske råd 
Det etiske råd har siden 1987 været med til at rådgive folketinget med etiske 
konflikter der kan opstå med hensyn til det danske samfund. Det er sammensat af 
forskellige eksperter og lægmænd der alle har interesse for etiske spørgsmål og er 
som sagt et rådgivende organ. Vi har brugt to artikler fra det etiske råd til dette 
projekt som hjælp til refleksion og indsamling af aktuelle data for forskning og 
tendenser indenfor emnet mennesker og kunstig intelligens.  
 
Wendell Wallach og Colin Allen 
Wendell Wallach og Colin Allen belyser i vores projekt også det etiske aspekt når vi 
analyserer og diskuterer mennesker og robotter. Deres bog Moral Machines (2010) 
behandler emnet om robotter og etik fra en filosofisk dimension og argumentere for 
ansvaret af skabelsen af robotter der skal interagere med mennesker på daglig basis. 
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Herimellem spekulere de over hvilke konsekvenser det kan have for et samfund at 
skabe robotter uden moralsk bevidsthed og hvilken psykologisk effekt det kan have 
på mennesker. Wendell Wallach arbejder som konsulent  i bioetik ved Yale 
University, New Haven og Colin Allen er professor i historie og filosofi videnskab af 
kognitiv videnskab ved Indiana University, Pennsylvania. 
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