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A NEW UNIFORM LOWER BOUND ON
WEIL-PETERSSON DISTANCE
YUNHUI WU
Abstract. In this paper we study the injectivity radius based at a
fixed point along Weil-Petersson geodesics. We show that the square
root of the injectivity radius based at a fixed point is 0.3884-Lipschitz
on Teichmu¨ller space endowed with the Weil-Petersson metric. As an
application we reprove that the square root of the systole function is uni-
formly Lipschitz on Teichmu¨ller space endowed with the Weil-Petersson
metric, where the Lipschitz constant can be chosen to be 0.5492. Ap-
plications to asymptotic geometry of moduli space of Riemann surfaces
for large genus will also be discussed.
1. Introduction
Let Sg be a closed surface of genus g (g > 2), and Tg be the Teichmu¨ller
space of Sg. Let Teich(Sg) be the space Tg endowed with the Weil-Petersson
metric. The mapping class group Mod(Sg) acts on Teich(Sg) by isometries.
The moduli space Mg of Sg endowed with the Weil-Petersson metric, is
realized as the quotient Teich(Sg)/Mod(Sg). Let p ∈ Sg be fixed and X ∈ Tg
be a hyperbolic surface. The injectivity radius injX(p) of X at p is half of
the length of a shortest nontrivial geodesic loop based at p. The geodesic
loop base at p realizing injX(p) may not be unique. It is known that injX(p)
is bounded from above by a positive constant only depending on g. When
X varies on Teichmu¨ller space Tg, the quantity injX(p) gives a positive
continuous function on Tg. In this paper we study this function injX(p)
along Weil-Petersson geodesics. We prove
Theorem 1.1. Fix a point p ∈ Sg (g > 2). Then for any X,Y ∈ Tg,∣∣∣√injX(p)−√injY (p)∣∣∣ 6 0.3884 distwp(X,Y )
where distwp is the Weil-Petersson distance.
Remark. Rupflin and Topping in [RT18, Section 2] showed that∣∣∣√injX(p)−√injY (p)∣∣∣ 6 c(g) distwp(X,Y )
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where c(g) > 0 is a constant depending on g. Our approach is similar to
that of Rupflin and Topping, but using a detailed analysis of injectivity ra-
dius along shortest geodesic loops and a recent uniform bound for harmonic
Beltrami differentials on thin parts [BW20], we are able to obtain the above
uniform bound independent of g. The Lipschitz constant 0.3884 above is
not optimal. More refined arguments in this proof can improve this uniform
constant. In general, it is difficult to measure the Weil-Petersson distance on
Tg. One may see [Bro03, BBB19, BB20, CP12, KM18, RT18, Sch13, Sch20,
Wol08, Wu19] for related bounds on Weil-Petersson distances.
Recall that the systole `sys(X) of X ∈ Tg is the length of a shortest
nontrivial closed geodesic in X. Which is also the same as 2 minp∈X injX(p).
As a direct application of Theorem 1.1, we prove
Corollary 1.2. For any X,Y ∈ Tg (g > 2),∣∣∣∣√`sys(X)−√`sys(Y )∣∣∣∣ 6 0.5492 distwp(X,Y ).
Proof. Without loss of generality, one may assume that
`sys(X) > `sys(Y ).
Let α ⊂ Y be a shortest closed geodesic. So for any p ∈ α, we have
2 injY (p) = `sys(Y ) and 2 injX(p) > `sys(X).
Then by Theorem 1.1 we get√
`sys(X)−
√
`sys(Y ) 6
√
2 injX(p)−
√
2 injY (p) 6 0.5492 distwp(X,Y )
as desired. 
Remark. It was shown in [Wu19] that∣∣∣∣√`sys(X)−√`sys(Y )∣∣∣∣ 6 K distwp(X,Y )
where K > 0 is a uniform (implicit) constant independent of g. The proof
in [Wu19] relies on certain uniform bound for the Weil-Petersson norm
||∇(`α(X))||wp of the Weil-Petersson gradient ∇(`α(X)) of the geodesic
length function `α(·) on Teichmu¨ller space, where α ⊂ X is a systolic curve
(one may also see [Wu20] for a different proof). In this paper, our proof
is totally different without any estimation on ||∇(`α(X))||wp. Moreover, we
are able to obtain the explicit Lipschitz constant above to be 0.5492, which
can be improved by more careful arguments for the proof of Theorem 1.1.
The Weil-Petersson completion of the moduli spaceMg is compact which
is homeomorphic to the Deligne-Mumford compactification of the moduli
space of Riemann surfaces. In particular, the moduli space Mg has finite
Weil-Petersson diameter and inradius. Cavendish-Parlier [CP12] showed
that for large genus the ratio
diam(Mg)√
g is bounded below by a uniform pos-
itive constant and above by a uniform constant multiple of ln(g). It is an
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open problem that whether the Weil-Petersson diameter diam(Mg) ofMg is
uniformly comparable to
√
g ln(g). Recall that the Weil-Petersson inradius
InRad(Mg) of Mg is defined as
InRad(Mg) := max
X∈Mg
distwp(X, ∂Mg)
where ∂Mg is the boundary of Mg consisting of nodal surfaces. It was
shown in [Wu19] that as g → ∞, the Weil-Petersson inradius InRad(Mg)
is uniformly comparable to
√
ln(g). More precisely, there exists a uniform
constant K ′ > 0 independent of g such that
K ′ 6 InRad(Mg)√
ln(g)
6
√
4pi
where the uniform (implicit) constant K ′ depends on the work of Buser-
Sarnak [BS94]. The following question is natural and interesting.
Question 1. Does limg→∞
InRad(Mg)√
ln(g)
exist? If exists, what is its value?
Set
sys(g) = max
X∈Mg
`sys(X).
It is known that
`sys(X) 6 2 ln(4g − 2)
for all X ∈Mg. Buser and Sarnak in [BS94] showed that
sys(g) > U ln(g)
for some uniform constant U > 0. Moreover, they also showed that there
exists a sequence {gk}k>1 of positive integers tending to infinity such that
for each gk, there exists a closed hyperbolic surface Xgk of genus gk with
`sys(Xgk) >
4 ln(gk)
3
− U ′
where U ′ > 0 is a uniform constant independent of g. Thus, the quantity
sys(g) is uniformly comparable to ln(g) as g →∞. Moreover
4
3
6 lim sup
g→∞
sys(g)
ln(g)
6 2.
By applying the proof of Theorem 1.1 it is not hard to see that
2.0472 6 lim inf
g→∞
InRad(Mg)√
sys(g)
6 2.5066
and
2.3696 6 lim sup
g→∞
InRad(Mg)√
ln(g)
6 3.5449.
In this paper we show that
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Theorem 1.3. The following limit holds:
lim
g→∞
InRad(Mg)√
sys(g)
=
√
2pi ∼ 2.5066.
Remark. (1) Theorem 1.3 was firstly obtained by Bromberg and Bridge-
man in [BB20]. We are grateful to M. Bridgeman for kindly sharing
their latest version of [BB20].
(2) The proof of [BB20] relies on bounds of ||∇(`α(X))||wp in terms of
functions on collars. Our proof is a slightly refined argument of
the proof of [Wu19, Theorem 1.1] where we bound ||∇(`α(X))||wp in
terms of functions on hyperbolic disks. In both cases, α is a systolic
curve of X.
Theorem 1.3 reduces Question 1 to study the following one which has no
metric involved on Mg.
Question 2. Does limg→∞
sys(g)
ln(g) exist? If exists, what is its value?
Recall that for any hyperbolic surface X ∈Mg, the Bers’ constant Bg(X)
at X is the smallest positive number such that there exist (3g − 3) disjoint
simple closed geodesics {γi}3g−3i=1 on X with
max
16i6(3g−3)
`γi(X) 6 Bg(X).
It is known [Bus10, Chapter 5] that√
6g − 2 6 sup
X∈Mg
Bg(X) 6 26(g − 1).
Buser [Bus10] conjectures that supX∈Mg Bg(X) is uniformly comparable to√
g. Fix any L > 0, we set the subset MC(6 L) ⊆Mg as
MC(6 L) := {X ∈Mg; Bg(X) 6 L} .
So MC
(
6 supX∈Mg Bg(X)
)
= Mg. Let Lg = o(ln(g)) for large g. By
applying [Mir13] and Theorem 1.1, we show that for large enough g, the
1.0511
√
ln(g)-neighbourhood of MC(6 Lg) can be arbitrarily small in Mg
in the following sense.
Theorem 1.4. If Lg = o(ln(g)), then
lim
g→∞
VolWP
({
X ∈Mg; distwp (X,MC(6 Lg)) > 1.0511
√
ln(g)
})
VolWP(Mg) = 1
where VolWP(·) is the Weil-Petersson volume.
Plan of the paper. Section 2 provides some necessary background and the
basic properties on two-dimensional hyperbolic geometry and Teichmu¨ller
theory. In Section 3 we prove two bounds for injectivity radius along a short-
est geodesic loop based at a fixed point. A technical inequality is provided
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in Section 4 which is crucial in the proof of Theorem 1.1. In Section 5 we
finish the proof of Theorem 1.1. Theorem 1.3 is shown in Section 6. And
we prove Theorem 1.4 in Section 7.
Acknowledgements. The author would like to thank Martin Bridgeman
and Ran Ji for helpful conversations on this paper. He also would like
to thank Melanie Rupflin, Peter Topping and Shing-Tung Yau for their
interests. This work is supported by a grant from Tsinghua University.
2. Preliminaries
In this section we will set up the notations and provide some necessary
background on two-dimensional hyperbolic geometry and Teichmu¨ller theory
of Riemann surfaces.
2.1. Injectivity radius at a point. Let X be a closed hyperbolic surface.
Since the curvature of X is −1, the conjugate radius at any point of X is
infinity. Thus for any point p ∈ X, the injectivity radius injX(p) of X at p
is half of the length of a shortest nontrivial geodesic loop based at p. Let
σ : [0, 2 injX(p)]→ X
be such a shortest geodesic loop with σ(0) = σ(2 injX(p)) = p of arc-length
parameter. Then
(1) the restriction σ : [0, injX(p)]→ X is a minimizing geodesic;
(2) the restriction σ : [injX(p), 2 injX(p)]→ X is also a minimizing geo-
desic.
For any r > 0, we let
B(p; r) := {q ∈ X; dist(q, p) < r}
be the open geodesic ball centered at p of radius r. The open ballB(p; injX(p))
is an embedded hyperbolic open disk of radius injX(p). By Gauss-Bonnet
formula we know that Area(X) = 4pi(g − 1). Thus,
Area(B(p; injX(p))) = 2pi (cosh(injX(p))− 1) 6 4pi(g − 1)
which implies that for any p ∈ X,
injX(p) 6 ln(4g − 2).(2.1)
We remark here that for all g > 2, Buser and Sarnak in [BS94] constructed
a closed surface Xg of genus g such that
inf
p∈Xg
injXg(p) > U ln(g)
for some uniform constant U > 0 independent of g.
Throughout this paper we always use arc-length parameters for both
geodesics in hyperbolic surfaces and Weil-Petersson geodesics in Teichmu¨ller
space of Riemann surfaces.
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2.2. Teichmu¨ller space and Weil-Petersson metric. We denote by Sg
an oriented closed surface of genus g (g > 2). The Uniformization Theorem
implies that the surface Sg admits hyperbolic metrics of constant curvature
−1. We let Tg be the Teichmu¨ller space of surfaces of genus g, which we
consider as the equivalence classes under the action of the group Diff0(Sg) of
diffeomorphisms isotopic to the identity of the space of hyperbolic surfaces
X = (Sg, σ(z)|dz|2). The tangent space TXTg at a point X = (Sg, σ(z)|dz|2)
is identified with the space of harmonic Beltrami differentials on X, i.e.,
forms on X expressible as µ = ψ/σ where ψ ∈ Q(X) is a holomorphic
quadratic differential on X. The pointwise norm |µ(·)| : X → R>0 gives a
continuous nonnegative function onX. Let z = x+iy and dArea = σ(z)dxdy
be the volume form. The Weil-Petersson metric is the Hermitian metric on
Tg arising from the the Petersson scalar product
〈ϕ,ψ〉 =
∫
X
ϕ · ψ
σ2
dArea
via duality. We will concern ourselves primarily with its Riemannian part
gWP . Throughout this paper we denote by Teich(Sg) the Teichmu¨ller space
endowed with the Weil-Petersson metric. By definition it is easy to see that
the mapping class group Mod(Sg) acts on Teich(Sg) as isometries. Thus, the
Weil-Petersson metric descends to a metric, also called the Weil-Petersson
metric, on the moduli space of Riemann surfaces Mg which is defined as
Tg/Mod(Sg). Throughout this paper we also denote byMg the moduli space
endowed with the Weil-Petersson metric. One may refer to [IT92, Wol10]
for more details on Weil-Petersson geometry.
2.3. Uniform bounds on harmonic Beltrami differentials. In this
subsection we recall two uniform bounds on the pointwise norm of any har-
monic Beltrami differential in terms of the injectivity radius at a point. We
first refer to a function C(r) introduced by Teo in [Teo09] which is given by
C(r) =
(
4pi
3
(
1−
(
4er
(1 + er)2
)3))− 12
.(2.2)
It follows that C(r) is decreasing with respect to r and as r tends to zero
we have
C(r) =
1√
pir
+O(1).
Furthermore C(r) tends to
√
3
4pi as r tends to infinity. The following prop-
erty follows by a Taylor expansion of µ on a hyperbolic disk of radius r > 0.
Proposition 2.1 (Teo, [Teo09, Prop 3.1] or [WW18, Prop 2.10]). Let X be
a closed hyperbolic surface and µ be a harmonic Beltrami differential on X.
Then for any p ∈ X,
|µ(p)|2 6 (C(injX(p)))2
∫
B(p;r)
|µ(z)|2 dArea(z), ∀ 0 < r 6 injX(p)
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where the constant C(·) is given by (2.2).
Proposition 2.1 is useful when the injectivity radius at a point is uniformly
bounded from below, especially as the injectivity radius goes to infinity. For
the case that the injectivity radius at a point is small, we will use the
following recent result, which follows by a detailed analysis on the Fourier
expansion of µ on a collar of a short closed geodesic. More precisely,
Proposition 2.2 (Bridgeman-Wu, [BW20, Prop 1.1]). Let X be a closed
hyperbolic surface and µ be a harmonic Beltrami differential on X. Then
for any p ∈ X with injX(p) 6 arcsinh(1),
|µ(p)|2 6
∫
X |µ(z)|2 dArea(z)
injX(p)
.
3. Two bounds on injectivity radius
Let X be a closed hyperbolic surface of genus g > 2 and γ ⊂ X be
a non-trivial simple loop. There always exists a unique closed geodesic,
still denoted by γ, representing this loop. The Collar Lemma says that it
has a tubular neighborhood which is a topological cylinder with a standard
hyperbolic metric. And the width of this cylinder, only depending on the
length of γ, goes to infinity as the length of γ goes to 0. First we recall the
following version of the Collar Lemma which will be applied.
Theorem 3.1. [Bus10, Theorem 4.1.1] Let γ1, γ2, ..., γm be disjoint simple
closed geodesics on a closed hyperbolic Riemann surface X of genus g, and
`(γi) be the length of γi. Then m 6 3g − 3 and we can define the collar of
γi by
C(γi) = {x ∈ Xg; dist(x, γi) 6 w(γi)}
where
w(γi) = arcsinh
(
1
sinh 12`(γi)
)
is the half width of the collar.
Then the collars are pairwise disjoint for i = 1, ...,m. Each C(γi) is
isomorphic to a cylinder (ρ, t) ∈ [−w(γi), w(γi)]×S1, where S1 = R/Z, with
the metric
ds2 = dρ2 + `(γi)
2 cosh2 ρdt2.(3.1)
And for a point (ρ, t), the point (0, t) is its projection on the geodesic γi, the
absolute value |ρ| is the distance to γi, t is the coordinate on γi ∼= S1.
As the length `(γ) of the central closed geodesic goes to 0, the width
ew(γ) ∼ 4
`(γ)
(3.2)
which tends to infinity. In this paper, we mainly deal with the case that
`(γ) is small and so w(γ) is large.
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Now we recall another version of the Collar Lemma which provides useful
information on the injectivity radius at a point.
Theorem 3.2. [Bus10, Theorem 4.1.6] Let β1, · · · , βk be the set of all simple
closed geodesics of length 6 2 arcsinh(1) on a closed hyperbolic Riemann
surface X of genus g. Then k 6 3g − 3, and the followings hold.
(1) The geodesics β1, · · · , βk are pairwise disjoint
(2) injX(p) > arcsinh(1) for any p ∈ X \ (∪ki=1C(βi)).
(3) If p ∈ C(βi), and d(p) = dist(p, ∂C(βi)), then
sinh(injX(p)) = cosh
(
`(βi)
2
)
cosh (d(p))− sinh(d(p)) ,(3.3)
sinh(injX(p)) = sinh
(
`(βi)
2
)
cosh(dist(p, βi)) (see [Bus10, 4.1.7])(3.4)
By comparing the total area of all these standard collars C(βi)′s and the total
area 4pi(g−1) of X, the set X\(∪ki=1C(βi)) is always non-empty. And for any
point q ∈ ∂C(βi), by continuity or (3.3) we know that injX(q) > arcsinh(1).
Now we study the injectivity radius along shortest geodesic loops (may not
smooth at base points). First we consider the case that the base point is
contained in a collar with a central closed geodesic of length 6 2 arcsinh(1).
Proposition 3.3. Let X be a closed hyperbolic surface. For any p ∈ X with
injX(p) 6 arcsinh(1), we let σ : [0, 2 injX(p)] → X be a shortest nontrivial
geodesic loop based at p. Then for any s ∈ [0, 2 injX(p)], we have(√
2− 1
)
injX(p) 6 injX(σ(s)) 6 injX(p).
Proof. Since injX(p) 6 arcsinh(1), by Theorem 3.1 and 3.2 one may assume
that β is the unique simple closed geodesic of length 6 2 arcsinh(1) such
that p ∈ C(β). So the shortest geodesic loop
σ([0, 2 injX(p)]) ⊂ C(β)
otherwise it follows by Theorem 3.2 that σ([0, 2 injX(p)]) contains a point
q /∈ C(β) with injX(q) > arcsinh(1) implying that `(σ) > 2 arcsinh(1) which
is a contradiction.
Now we first show the right hand side inequality: up to a conjugation one
may lift β onto the imaginary axis i ·R+ in the upper half plane H, and the
deck transformation corresponding to β is A(z) = e`(β)z. By Theorem 3.1
one may let p˜ be a lift of p with
distH(p˜, i · R+) = dist(p, β) 6 arcsinh
(
1
sinh 12`(β)
)
.
Then the lift σ˜ : [0, 2 injX(p)]→ H of σ based at p˜ is the geodesic joining p˜
and A(p˜) in H. By the convexity of distance functions on H we know that
for any s ∈ [0, 2 injX(p)],
distH(σ˜(s), i · R+) 6 distH(p˜, i · R+) = distH(A(p˜), i · R+)
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which implies that
dist(σ(s), β) 6 dist(p, β).(3.5)
Then it follows by (3.4) that
injX(σ(s)) 6 injX(p)
for all s ∈ [0, 2 injX(p)].
Next we show the other side inequality. Let s ∈ [0, 2 injX(p)]. Then
dist(p, σ(s)) 6 injX(p) 6 arcsinh(1).(3.6)
We finish the proof by considering the following two cases.
Case (1). dist(p, β) > dist(p, σ(s)). Let pi(σ(s)) ∈ β with
dist(σ(s), pi(σ(s))) = dist(σ(s), β).
By the triangle inequality we have
dist(σ(s), β) > dist(pi(σ(s)), p)− dist(p, σ(s))
> dist(p, β)− dist(p, σ(s)) > 0.
Then it follows by (3.4) and (3.6) that
sinh(injX(σ(s))) = sinh
(
`(β)
2
)
cosh(dist(σ(s), β))
> sinh
(
`(β)
2
)
cosh (dist(p, β)− dist(p, σ(s)))
>
(
sinh
(
`(β)
2
)
cosh(dist(p, β))
)
e−dist(p,σ(s))
> sinh(injX(p)) · e− arcsinh(1)
> sinh
(
e− arcsinh(1) · injX(p)
)
.
Thus, we have
injX(σ(s)) > e− arcsinh(1) injX(p) =
(√
2− 1
)
injX(p).(3.7)
Which completes the proof for this case.
Case (2). dist(p, β) 6 dist(p, σ(s)). Then by (3.6) we have
dist(p, β) 6 dist(p, σ(s)) 6 arcsinh(1).(3.8)
By (3.1) of Theorem 3.1, we have that the closed curve (not a geodesic loop)
based at p with equidistance dist(p, β) to β has length `(β) cosh(dist(p, β)).
Which together with (3.8) implies that
injX(p) <
`(β)
2
cosh(arcsinh(1)) =
√
2
2
`(β).
Thus, we have
injX(σ(s)) >
`(β)
2
>
√
2
2
injX(p).(3.9)
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Then the conclusion follows by (3.7) and (3.9) because
√
2
2 > (
√
2−1). 
Now we consider the case that the base point has injectivity radius larger
than arcsinh(1). Let β be a simple closed geodesic in X of length
`(β) 6 2 arcsinh(1).
The boundary ∂C(β) of the collar C(β) are two disjoint closed curves ho-
motopic to β. By (3.1) we know that for each component β′ of ∂C(β), the
length `(β′) of β′ is
`(β′) = `(β) cosh(ω(β)) = `(β) · cosh
(
arcsinh
(
1
sinh 12`(β)
))
.
A simple computation shows that
`(β′) =
`(β)
sinh 12`(β)
·
√
1 +
(
sinh
1
2
`(β)
)2
6 2
√
2.(3.10)
Now we are ready to state the result for the other case.
Proposition 3.4. Let X be a closed hyperbolic surface. For any p ∈ X with
injX(p) > arcsinh(1), we let σ : [0, 2 injX(p)] → X be a shortest nontrivial
geodesic loop based at p. Then
min
s∈[0,2 injX(p)]
injX(σ(s)) > ln
(
e−
√
2 +
√
e−2
√
2 + 1
)
∼ 0.2407.
Proof. If the geodesic loop σ does not intersect with any standard collar
with central closed geodesic of length less than 2 arcsinh(1), it follows by
Theorem 3.2 that
min
s∈[0,2 injX(p)]
injX(σ(s)) > arcsinh(1) > ln
(
e−
√
2 +
√
e−2
√
2 + 1
)
∼ 0.2407.
Now we assume that
σ ∩ C(β) 6= ∅
for some simple closed geodesic β of length less than or equal to 2 arcsinh(1).
Claim: ∀q ∈ (σ ∩ C(β)), dist(q, ∂C(β)) 6 √2.
If the claim above is true, then it follows by (3.3) in Theorem 3.2 that
sinh(injX(q)) = cosh
(
`(β)
2
)
cosh (dist(q, ∂C(β)))− sinh(dist(q, ∂C(β)))
> cosh (dist(q, ∂C(β)))− sinh(dist(q, ∂C(β)))
= e− dist(q,∂C(β))
> e−
√
2
which implies that
injX(q) > ln
(
e−
√
2 +
√
e−2
√
2 + 1
)
∼ 0.2407.
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Since β is an arbitrary closed geodesic of length less than or equal to
2 arcsinh(1) such that σ ∩ C(β) 6= ∅, by Theorem 3.2 we know that
min
s∈[0,2 injX(p)]
injX(σ(s)) > min {arcsinh(1), 0.2407} = 0.2407.
Now we prove the claim.
Proof of Claim. Suppose for contradiction that
dist(q, ∂C(β)) >
√
2
for some q ∈ (σ ∩ C(β)). We let t1 > 0 be the first time when σ meets C(β),
and t2 > 0 be the last time when σ meets C(β). That is,
t1 := min {s ∈ [0, 2 injX(p)]; σ(s) ∈ C(β)}
and
t2 := max {s ∈ [0, 2 injX(p)]; σ(t) ∈ C(β)} .
Since injX(σ(0)) = injX(σ(2 injX(p))) = injX(p) > arcsinh(1), we have that
t1 > 0 and t2 < 2 injX(p). Clearly we have σ(t1) ∪ σ(t2) ∈ ∂C(β). If σ(t1)
and σ(t2) are on the same component of the boundary ∂C(β), then we have
t2 − t1 > dist(σ(t1), q) + dist(q, σ(t2)) > 2
√
2.
If σ(t1) and σ(t2) are on the different components of the boundary ∂C(β),
by symmetry of the standard collar C(β) we also have
t2 − t1 > 2 dist(q, ∂C(β)) > 2
√
2.
So we always have
t2 − t1 > 2
√
2.(3.11)
Now we finish the argument by considering the following two cases.
Case (1). t1 = `(σ([0, t1])) 6 `(σ([t2, 2 injX(p)])) = 2 injX(p)− t2. Let β′
be the component of the boundary ∂C(β) with σ(t1) ∈ β′, and we param-
etrize β′ such that β′(0) = β′(`(β′)) = σ(t1). Consider the closed curve σ′
based at p as following.
σ′(s) :=

σ(s), s ∈ [0, t1];
β′(s− t1), s ∈ [t1, t1 + `(β′)];
σ (2t1 + `(β
′)− s) , s ∈ [t1 + `(β′), 2t1 + `(β′)].
The closed curve σ′ is freely homotopic to β. So σ′ is nontrivial. By (3.10)
and (3.11), the length of σ′ satisfies
`(σ′) = 2t1 + `(β′)
6 t1 + (2 injX(p)− t2) + 2
√
2
< 2 injX(p)
which is a contradiction since σ is a shortest nontrivial geodesic loop based
at p.
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Case (2). t1 = `(σ([0, t1])) > `(σ([t2, 2 injX(p)])) = 2 injX(p) − t2. Let
β′′ be the component of the boundary ∂C(β) with σ(t2) ∈ β′′. Similarly, we
consider the closed curve σ′′ based at p which is defined as
σ′′ = σ([t2, 2 injX(p)]) ∪ β′′ ∪ σ([t2, 2 injX(p)]).
Then the closed curve σ′′ is freely homotopic to β. So σ′′ is nontrivial. By
(3.10) and (3.11), the length of σ′′ satisfies
`(σ′′) = 2(2 injX(p)− t2) + `(β′′)
6 t1 + (2 injX(p)− t2) + 2
√
2
< 2 injX(p)
which is a contradiction since σ′′ is a nontrivial closed loop based at p.
The proof is complete. 
4. One useful inequality
In this section we prove the following property which is crucial in the
proof of Theorem 1.1.
Proposition 4.1. Let X be a hyperbolic surface. For any p ∈ X we let
σ : [0, 2 injX(p)] → X be a shortest nontrivial geodesic loop based at p.
Assume that
inf
s∈[0,2 injX(p)]
injX(σ(s)) > 2ε0
for some uniform constant ε0 > 0. Then for any function f > 0 on X, we
have ∫ 2 injX(p)
0
(∫
B(σ(s);ε0)
f dArea
)
ds 6 12ε0
∫
Nε0 (σ)
f dArea .
Where B(σ(s); ε0) = {q ∈ X; dist(q, σ(s)) < ε0} and Nε0(σ) is the ε0-
neighbourhood of σ, i.e.,
Nε0(σ) = {z ∈ X; dist (x, σ([0, 2 injX(p)])) < ε0}
We split the proof into several parts.
First since σ : [0, 2 injX(p)] → X is a shortest nontrivial geodesic loop
based at p, it is known that both the two restrictions σ : [0, injX(p)] → X
and σ : [injX(p), 2 injX(p)] → X are minimizing geodesics. For any s ∈
(0, 2 injX(p)), we let ~n(s) be an unit normal vector of σ at σ(s). Consider the
foliation
{
expσ(s)(t · ~n(s))
}
t∈(−ε0,ε0), t∈(0,2 injX(p))
along σ where expσ(s)(·) is
the standard exponential map at σ(s). Set
m =
[
injX(p)
ε0
]
to be the largest integer of the number injX(p)ε0 .
Now we assume that
m > 2.
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Set
(1) for 1 6 i 6 m− 1,
Ri =
⋃
s∈[(i−1)ε0,iε0)
⋃
t∈(−ε0,ε0)
expσ(s)(t · ~n(s))
and
Rm =
⋃
s∈[(m−1)ε0,injX(p)]
⋃
t∈(−ε0,ε0)
expσ(s)(t · ~n(s))
(see Figure 1).
Figure 1.
(2) for 1 6 i 6 m− 1,
R
′
i =
⋃
s∈(2 injX(p)−i·ε0,2 injX(p)−(i−1)ε0]
⋃
t∈(−ε0,ε0)
expσ(s)(t · ~n(s))
and
R
′
m =
⋃
s∈[injX(p),2 injX(p)−(m−1)ε0]
⋃
t∈(−ε0,ε0)
expσ(s)(t · ~n(s)).
Lemma 4.2. With the notations above,
(1)
⋃m
i=1
(
Ri ∪R′i
)
⊆ Nε0(σ);
(2) for all 1 6 i 6= j 6 m, we have
Ri ∩Rj = ∅ and R′i ∩R
′
j = ∅.
Proof. Part (1) is clear.
For Part (2), we first prove
Ri ∩Rj = ∅ for 1 6 i 6= j 6 m.
Suppose for contradiction that there would exist a point q ∈ Ri∩Rj for some
i 6= j ∈ [1,m]. Recall that σ : [0, injX(p)]→ X is a minimizing geodesic. By
construction one may assume that qi ∈ Ri and qj ∈ Rj such that
(i) the geodesic triangle ∆(pi, pj , q) with vertices pi, pj and q has at least
two interior pi2 -angles;
(ii) max{dist(pi, q),dist(pj , q)} < ε0.
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It follows by the triangle inequality and Part (ii) above that
dist(pi, pj) < 2ε0
which implies that the geodesic triangle ∆(pi, pj , q) ⊂ B(pi; 2ε0). Recall that
injX(pi) > 2ε0. So ∆(pi, pj , q) ⊂ B(pi; 2ε0) bounds a disk. By the Gauss-
Bonnet formula [Bus10] we know that the total interior angle of ∆(pi, pj , q)
is less than pi, which contradicts Part (i).
The proof for R
′
i ∩R
′
j = ∅ is the same as above. 
Remark 4.3. It is possible that for all 1 6 i 6 m, Ri ∩R′i 6= ∅.
Lemma 4.4. With the notations above,
(1)
∫ ε0
0
(∫
B(σ(s);ε0)
f dArea
)
ds 6 ε0
∫
Nε0 (σ) f dArea .
(2)
∫ injX(p)
(m−1)ε0
(∫
B(σ(s);ε0)
f dArea
)
ds 6 2ε0
∫
Nε0 (σ) f dArea .
Proof. It follows by the triangle inequality that
∪06s6ε0B(σ(s); ε0) ⊂ Nε0(σ) and ∪(m−1)ε06s6injX(p) B(σ(s); ε0) ⊂ Nε0(σ)
which implies (1), and∫ injX(p)
(m−1)ε0
(∫
B(σ(s);ε0)
f dArea
)
6 (injX(p)− (m− 1)ε0)
∫
Nε0 (σ)
f dArea
6 2ε0
∫
Nε0 (σ)
f dArea .
The proof is complete. 
Now we are ready to prove Proposition 4.1.
Proof of Proposition 4.1. If
m =
[
injX(p)
ε0
]
6 5,
then 2 injX(p) 6 12ε0. Since ∪06s62 injX(p)B(σ(s); ε0) ⊂ Nε0(σ), we have∫ 2 injX(p)
0
(∫
B(σ(s);ε0)
f dArea
)
ds 6 12ε0
∫
Nε0 (σ)
f dArea
which completes the proof.
Now we always assume that
m =
[
injX(p)
ε0
]
> 6.
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From Lemma 4.4 we have∫ injX(p)
0
(∫
B(σ(s);ε0)
f dArea
)
ds =
∫ ε0
0
(∫
B(σ(s);ε0)
f dArea
)
ds+(4.1)
m−2∑
i=1
∫ (i+1)ε0
iε0
(∫
B(σ(s);ε0)
f dArea
)
ds+
∫ injX(p)
(m−1)ε0
(∫
B(σ(s);ε0)
f dArea
)
ds
6 3ε0
∫
Nε0 (σ)
f dArea +
m−2∑
i=1
∫ (i+1)ε0
iε0
(∫
B(σ(s);ε0)
f dArea
)
ds.
For each 1 6 i 6 m− 2, by the triangle inequality we know that
(i+1)ε0⋃
s=iε0
B(σ(s); ε0) ⊂ (Ri ∪Ri+1 ∪Ri+2).
Thus, by Lemma 4.2 we have
m−2∑
i=1
∫ (i+1)ε0
iε0
(∫
B(σ(s);ε0)
f dArea
)
ds 6
m−2∑
i=1
ε0
(∫
Ri∪Ri+1∪Ri+2
f dArea
)
= ε0
m−2∑
i=1
(∫
Ri
f dArea +
∫
Ri+1
f dArea +
∫
Ri+2
f dArea
)
6 3ε0
∫
⋃m
i=1 Ri
f dArea
6 3ε0
∫
N (σ)
f dArea
which together with (4.1) implies that∫ injX(p)
0
(∫
B(σ(s);ε0)
f dArea
)
ds 6 6ε0
∫
N (σ)
f dArea .(4.2)
Restricted on the geodesic σ([injX(p), 2 injX(p)]) and replace each Ri by
R′i , one may also apply the same argument above to get∫ 2 injX(p)
injX(p)
(∫
B(σ(s);ε0)
f dArea
)
ds 6 6ε0
∫
N (σ)
f dArea .(4.3)
Then the conclusion follows by (4.2) and (4.3). 
Remark 4.5. The two main ingredients in the proof above are:
(1) the two restrictions σ : [0, injX(p)]→ X and σ : [injX(p), 2 injX(p)]→
X are minimizing geodesics;
(2) the total interior angle of any geodesic triangle, which bounds a disk,
is less than or equal to pi.
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Actually in the argument above, if one replaces the foliation{
expσ(s)(t · ~n(s))
}
t∈(−ε0,ε0),t∈(0,2 injX(p))
along σ by{
expσ(s)(t · ~w(s))
}
t∈(−ε0,ε0), t∈(0,2 injX(p)), ~w(s) is unit and normal to σ′(s)
,
then it follows by the same argument above that one may generalize Propo-
sition 4.1 to higher dimensions. More precisely, we have
Proposition 4.6. Let M be a complete Riemannian manifold of nonpositive
curvature. For any p ∈ M we let σ : [0, 2 injM (p)] → M be a shortest
nontrivial geodesic loop based at p. Assume that
inf
s∈[0,2 injM (p)]
injX(σ(s)) > 2ε0
for some uniform constant ε0 > 0. Then for any function f > 0 on M , we
have ∫ 2 injM (p)
0
(∫
B(σ(s);ε0)
f dVol
)
ds 6 12ε0
∫
Nε0 (σ)
f dVol .
Where Nε0(σ) is the ε0-neighbourhood of σ, i.e.,
Nε0(σ) = {z ∈ X; dist (x, σ([0, 2 injM (p)])) < ε0}.
5. Proof of Theorem 1.1
In this section we prove Theorem 1.1.
Let c : [0, T0] → Teich(Sg) be a Weil-Petersson geodesic of arc-length
parameter where T0 > 0 is a constant. For any t ∈ (0, T0), the tangent
vector c′(t) is a harmonic Beltrami differential on the hyperbolic surface
c(t) ∈ Teich(Sg). Since t is an arc-length parameter,∫
c(t)
|c′(t)(z)|2 dArea(z) ≡ 1
for all t ∈ (0, T0). Fix a point p ∈ Sg, the injectivity radius injc(t)(p) at
p clearly is a continuous function. It is known from [RT18] that one can
play the Fundamental Theorem of Calculus for this function injc(t)(p). Now
we recall two lemmas from [RT18] which actually hold in a more general
setting. We only restrict to Weil-Petersson geodesics.
Lemma 5.1 (Rupflin-Topping, [RT18, Lemma 2.1]). Let c : [0, T0]→ Tg be
a Weil-Petersson geodesic of arc-length parameter where T0 > 0 is a fixed
constant. Then for any p ∈ Sg, the function injc(t)(p) : [0, T0] → R>0 is
locally Lipschitz.
Proof. For completeness we outline the proof here. One may see the proof
of [RT18, Lemma 2.1] for more details. Let I ⊂ [0, T0] be any sub-interval.
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Since c(t) is smooth, for any t1, t2 ∈ I there exists a constant C > 0 such
that for all t1, t2, t ∈ I,
||c(t1)− c(t2)||c(t) 6 C · |t1 − t2|
where ||c(t1) − c(t2)||c(t) is the norm of the difference of two hyperbolic
metrics c(t1) and c(t2) at c(t). Let σi(i = 1, 2) : [0, 2 injc(ti)(p)] → c(ti) be
a shortest geodesic loop based at p respectively. Without loss of generality
one may assume that injc(t1)(p) > injc(t2)(p). Since,
2 injc(t1)(p) 6
∫ 2 injc(t2)(p)
0
√
〈σ′2(s), σ′2(s)〉c(t1)ds
6 1
2
∫ 2 injc(t2)(p)
0
(〈
σ′2(s), σ
′
2(s)
〉
c(t1)
+ 1
)
ds.
Thus, we have
2(injc(t1)(p)− injc(t2)(p)) 6
1
2
∫ 2 injc(t2)(p)
0
(〈
σ′2(s), σ
′
2(s)
〉
c(t1)
− 1
)
ds
=
1
2
∫ 2 injc(t2)(p)
0
(〈
σ′2(s), σ
′
2(s)
〉
c(t1)
− 〈σ′2(s), σ′2(s)〉c(t2)) ds
6 1
2
∫ 2 injc(t2)(p)
0
||c(t2)− c(t1)||c(t2)ds
6 C injc(t2)(p)|t1 − t2|
6 C ln(4g − 2)|t1 − t2|
which completes the proof. 
Lemma 5.2 (Rupflin-Topping, [RT18, Lemma 2.5]). Let c : [0, T0]→ Tg be
a Weil-Petersson geodesic of arc-length parameter where T0 > 0 is a fixed
constant. For any p ∈ Sg, and suppose that the function injc(t)(p) : [0, T0]→
R>0 is differentiable at t = t0 ∈ (0, T0). Then for any shortest geodesic loop
σ : [0, 2 injc(t0)(p)]→ c(t0) based at p,
d
dt
injc(t)(p)
∣∣
t=t0
=
1
4
∫ 2 injc(t0)(p)
0
c′(t0)(σ′(s), σ′(s))ds.
Proof. For completeness we also provide the proof here. Set
f(t) :=
1
2
∫ 2 injc(t0)(p)
0
√
〈σ′(s), σ′(s)〉c(t)ds− injc(t)(p).
So we have f(t) > 0 and f(t0) = 0. Then the conclusion follows by that
f ′(t0) = 0. 
Now we prove the key estimation in the proof of Theorem 1.1.
Proposition 5.3. Let c : [0, T0] → Teich(Sg) be a Weil-Petersson geodesic
of arc-length parameter where T0 > 0 is a fixed constant. For any p ∈ Sg,
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and suppose that the function injc(t)(p) : [0, T0] → R>0 is differentiable at
t = t0 ∈ (0, T0). Then we have∣∣∣∣∣ ddt√injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6 0.3884.
Proof. We follow the same idea as the proof of [RT18, Lemma 2.2], and
prove it by two cases. Let σ : [0, 2 injc(t0)(p)]→ c(t0) be a shortest geodesic
loop based at p. Thus, it follows by Lemma 5.2 that∣∣∣∣∣ ddt injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6 14
∫ 2 injc(t0)(p)
0
∣∣c′(t0)(σ′(s), σ′(s))∣∣ ds(5.1)
6 1
4
∫ 2 injc(t0)(p)
0
∣∣c′(t0)(σ(s))∣∣ ds.
Either (1). injc(t0)(p) 6 arcsinh(1) or (2). injc(t0)(p) > arcsinh(1). We finish
the proof by considering these two cases.
Case (1). injc(t0)(p) 6 arcsinh(1). By Proposition 3.3 we know that for
any s ∈ [0, 2 injc(t0)(p)],(√
2− 1
)
injc(t0)(p) 6 injc(t0)(σ(s)) 6 injc(t0)(p) 6 arcsinh(1).(5.2)
Then one may apply Proposition 2.2 to get that for any s ∈ [0, 2 injc(t0)(p)],
∣∣c′(t0)(σ(s))∣∣ 6
√√√√∫c(t0) |c′(t0)(z)|2 dArea(z)
injc(t0)(σ(s))
(5.3)
=
1√
injc(t0)(σ(s))
where in the last inequality we apply the fact that t is an arc-length param-
eter. Thus, by (5.1), (5.2) and (5.3) we have∣∣∣∣∣ ddt injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6 14
∫ 2 injc(t0)(p)
0
1√
injc(t0)(σ(s))
ds
6
√
injc(t0)(p)
2
√√
2− 1
which implies that∣∣∣∣∣ ddt√injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6 14√√2− 1 ∼ 0.3884.(5.4)
Case (2). injc(t0)(p) > arcsinh(1). First by Proposition 3.4 we know that
min
s∈[0,2 injX(p)]
injX(σ(s)) > 0.2407.(5.5)
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Let
0 < r0 6
0.2407
2
∼ 0.1203.
One may apply Proposition 2.1 to get that for any s ∈ [0, 2 injc(t0)(p)],∣∣c′(t0)(σ(s))∣∣ 6 C(r0)√∫
Bc(t0)(σ(s);r0)
|c′(t0)(z)|2 dArea(z)(5.6)
where Bc(t0)(σ(s); r0) = {q ∈ c(t0); dist(q, σ(s)) < r0}. Then by (5.1) and
(5.6) we have∣∣∣∣∣ ddt injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6 C(r0)4
∫ 2 injc(t0)(p)
0
√∫
Bc(t0)(σ(s);r0)
|c′(t0)(z)|2 dArea(z)ds
6 C(r0)
4
√
2 injc(t0)(p)
√√√√∫ 2 injc(t0)(p)
0
(∫
Bc(t0)(σ(s);r0)
|c′(t0)(z)|2 dArea(z)
)
ds
where in the last inequality we apply the Cauchy-Schwarz inequality. In light
of (5.5), we now apply Proposition 4.1. Let X = c(t0), ε0 = r0 and f(z) =
|c′(t0)(z)|2 > 0 in Proposition 4.1, then it follows by Proposition 4.1 that∣∣∣∣∣ ddt injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6
√
6r0
2
C(r0)
√
injc(t0)(p)
√∫
Nr0 (σ)
|c′(t0)(z)|2 dArea(z)
6
√
6r0
2
C(r0)
√
injc(t0)(p)
where in the last inequality we apply that c(t) is a Weil-Petersson geodesic of arc-
length parameter. Thus, we have∣∣∣∣∣ ddt√injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6
√
6
4
C(r0)
√
r0.(5.7)
Recall that C(r) = 1√
pir
+O(1) as r → 0. Let r0 → 0 in (5.7) we get∣∣∣∣∣ ddt√injc(t)(p)
∣∣∣∣
t=t0
∣∣∣∣∣ 6
√
6
4
√
pi
∼ 0.3454.(5.8)
Then the conclusion follows by (5.4) and (5.8). 
Now we are ready to prove Theorem 1.1.
Theorem 5.4 (= Theorem 1.1). Fix a point p ∈ Sg (g > 2). Then for any
X,Y ∈ Tg, ∣∣∣√injX(p)−√injY (p)∣∣∣ 6 0.3884 distwp(X,Y )
where distwp is the Weil-Petersson distance.
Proof of Theorem 1.1. For any X,Y ∈ Teich(Sg), by Wolpert [Wol87] there
exists a unique Weil-Petersson geodesic c : [0,distwp(X,Y )] → Teich(Sg)
of arc-length parameter such that c(0) = X and c(distwp(X,Y )) = Y . By
Lemma 5.1 we know that the injectivity radius injc(t)(p) : [0,distwp(X,Y )]→
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R>0 is locally Lipschitz. Then we apply the Fundamental Theorem of Cal-
culus and Proposition 5.3 to get
|
√
injX(p)−
√
injY (p)| =
∣∣∣∣∣
∫ distwp(X,Y )
0
d
dt
(√
injc(t)(p)
)
dt
∣∣∣∣∣
6
∫ distwp(X,Y )
0
∣∣∣∣ ddt (√injc(t)(p))
∣∣∣∣ dt
6 0.3884 distwp(X,Y )
as desired. 
If we only restrict the proof of Theorem 1.1 on the Case (2) in the proof
of Proposition 5.3, one may get
Corollary 5.5. Let X,Y ∈Mg, and c : [0,distwp(X,Y )]→Mg be a Weil-
Petersson geodesic joining X and Y . Assume that there exists a point p ∈ Sg
such that
min
t∈[0,distwp(X,Y )]
injc(t)(p) > arcsinh(1),
then we have ∣∣∣√injX(p)−√injY (p)∣∣∣ 6 0.3454 distwp(X,Y ).
6. The geometry of Mg for large genus
In this section we study the asymptotic geometry of Mg for large genus.
Before proving Theorem 1.3, we recall several things in [Wu19]. Let α ⊂
X be a simple closed geodesic. Up to a conjugation one may lift α to the
imaginary axis iR+ in the upper half plane H. A special case of Riera’s
formula [Rie05, Theorem 2] says that
(6.1) 〈∇`α,∇`α〉wp(X) = 2
pi
(`α +
∑
B∈{〈A〉\Γ/〈A〉−id}
(u ln
u+ 1
u− 1 − 2))
where u = cosh (distH(iR+, B ◦ iR+)) and the double-coset of the identity
element is omitted from the sum.
From now on, we always assume that α is a systolic curve of X with large
length, more precisely,
`α(X) = `sys(X) > 8.(6.2)
As in [Wu19, Page 1327], we know that for any B ∈ {〈A〉 \Γ/ 〈A〉 − id}
there exists a unique point pB ∈ B ◦ (iR+) such that
distH(pB, iR+) = distH(B ◦ (iR+), iR+).
By [Wu19, Lemma 4.6] and [Wu19, Lemma 4.8], one may choose a repre-
sentative B′ ∈ 〈A〉 \Γ− id for B such that
(1) distH(pB′ , iR+) > `sys(X)4 > 2;
(2) 1 6 rB′ 6 e`sys(X)
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where pB′ = (rB′ , θB′) in polar coordinate be the nearest projection point
on B′ ◦ (iR+) from iR+. For z = (r, θ) ∈ H given in polar coordinate where
θ ∈ (0, pi), the hyperbolic distance between z and the imaginary axis iR+ is
distH(z, iR+) = ln | csc θ + | cot θ||.(6.3)
Which implies
e−2 distH(z,iR
+) 6 sin2 θ = Im
2(z)
|z|2 6 4e
−2 distH(z,iR+).(6.4)
Now we consider the geodesic balls {B(pB; 1)}B∈〈A〉\Γ−id of radius 1 in H.
Lemma 6.1. For any B1 6= B2 ∈ 〈A〉 \Γ− id,
B(pB1 ; 1) ∩B(pB2 ; 1) = ∅.
Proof. It follows by the triangle inequality and [Wu19, Lemma 4.6]. 
Lemma 6.2.⋃
B∈〈A〉\Γ−id
B(pB ; 1) ⊂
{
(r, θ) ∈ H; e−1 6 r 6 e`sys(X)+1 and sin(θ) 6 2e− `sys(X)8
}
.
Proof. For any z = (r, θ) ∈ (pB; 1) where B ∈ {〈A〉 \Γ − id} is arbitrary,
since 1 6 rB 6 e`sys(X), by the triangle inequality we clearly have
e−1 6 r 6 e`sys(X)+1.
Now we control the angle θ. Since distH(pB, iR+) > `sys(X)4 , by the trian-
gle inequality we have that for any z = (r, θ) ∈ B(pB; 1),
distH(z, iR+) > distH(pB, iR+)− distH(pB, z)
> `sys(X)
4
− 1
> `sys(X)
8
.
Then by (6.3) we know that
sin(θ) 6 2e−
`sys(X)
8
which completes the proof. 
Now we follow the same argument of the proof of [Wu19, Proposition 4.4]
to prove the following property with an effective leading constant.
Proposition 6.3. Let X ∈Mg with `sys(X) > 8. Then for any curve α ⊂
X with `α(X) = `sys(X) there exists a uniform constant C > 0 independent
of g such that
||∇`α(X)||2wp 6
2
pi
`sys(X)
(
1 + Ce−
`sys(X)
8
)
.
That is
||∇
√
`α(X)||wp 6 1√
2pi
√(
1 + Ce−
`sys(X)
8
)
.
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Proof. We will apply (6.1) of Riera to finish the proof. First we know that
lim
u→∞
u ln u+1u−1 − 2
u−2
=
2
3
.
Similar as [Wu19, Equation (4.5)], since `sys(X) > 8, the quantity u in
Equation (6.1) satisfies u > cosh(2) > 1. Thus, it follows by (6.1) that there
exists a uniform constant C2 > 0 independent of g such that
〈∇`α,∇`α〉wp(X) 6 2
pi
`α + C2 ∑
B∈{〈A〉\Γ/〈A〉−id}
e−2 distH(iR
+,B◦(iR+))
 .
As introduced above one may choose pB = (rB, θB) ∈ B ◦ (iR+) such that
(1) distH(pB, iR+) > `sys(X)4 > 2;
(2) 1 6 rB 6 e`sys(X);
(3) distH(pB, iR+) = distH(B ◦ (iR+), iR+).
Then, we have
||∇`α(X)||2wp 6
2
pi
`α + C2 ∑
B∈{〈A〉\Γ/〈A〉−id}
e−2 distH(iR
+,pB)
 .(6.5)
It is known from [Wol08, Lemma 2.4] or [Wu19, Lemma 2.1] that the func-
tion e−2 distH(iR+,z) has the mean value property. More precisely, it follows
by [Wol08, Lemma 2.4] or [Wu19, Lemma 2.1] that there exists a uniform
constant C3 > 0 such that
e−2 distH(iR
+,pB) 6 C3
∫
BH(pB ;1)
e−2 distH(z,iR
+) dArea(z).
By Lemma 6.1 we know that the geodesic balls {BH(pB; 1)}B∈{〈A〉\Γ/〈A〉−id}
are pairwise disjoint. Thus, we have∑
B∈{〈A〉\Γ/〈A〉−id}
e−2 distH(iR
+,pB)(6.6)
6 C3
∑
B∈{〈A〉\Γ/〈A〉−id}
∫
BH(pB ;1)
e−2 distH(z,iR
+) dArea(z)
= C3
∫
⋃
B∈{〈A〉\Γ/〈A〉−id}BH(pB ;1)
e−2 distH(z,iR
+) dArea(z).
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It follows by (6.4) and Lemma 6.2 that∫
⋃
B∈{〈A〉\Γ/〈A〉−id}BH(pB ;1)
e−2 distH(z,iR
+) dArea(z)(6.7)
6
∫
sin(θ)62e−
`sys(X)
8
∫ e`sys(X)+1
e−1
sin2 θ dArea(z)
= 2
∫ arcsin(2e− `sys(X)8 )
0
∫ e`sys(X)+1
e−1
sin2 θ
r2 sin2 θ
rdrdθ
= 2 arcsin(2e−
`sys(X)
8 )(`sys(X) + 2)
6 C4`sys(X)e−
`sys(X)
8
where C4 > 0 is a uniform constant.
Thus, it follows by (6.5), (6.6) and (6.7) that
||∇`α(X)||2wp 6
2
pi
`sys(X)
(
1 + C2C3C4e
− `sys(X)
8
)
.(6.8)
Then the conclusion follows by choosing
C = C2C3C4 > 0
which is a uniform constant independent of g. 
Recall that
sys(g) = max
X∈Mg
`sys(X).
As g →∞, by Buser-Sarnak [BS94] we know that sys(g) is uniformly com-
parable to ln(g). In particular
sys(g)→∞ as g →∞.
For any multicurve γ ⊂ Sg, we denote by Mγg the stratum of Mg whose
pinching curves are γ. Wolpert in [Wol08] applied Riera’s formula [Rie05,
Theorem 2] to give an upper bound for the Weil-Petersson distance from
any X ∈Mg toMγg in terms of the length `γ(X) of γ at X. More precisely,
Theorem 6.4 (Wolpert, [Wol08, Section 4]). For any X ∈Mg,
distwp(X,Mγg ) 6
√
2pi`X(γ).
Now we are ready to prove Theorem 1.3.
Theorem 6.5 (=Theorem 1.3). The following limit holds:
lim
g→∞
InRad(Mg)√
sys(g)
=
√
2pi ∼ 2.5066.
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Proof of Theorem 1.3. For the upper bound, we follow the same argument
as the proof of the upper bound of [Wu19, Theorem 1.1]. For any hyperbolic
surface X ∈ Mg, let α ⊂ X with `sys(X) = `α(X). Let Mαg be a stratum
of Mg whose pinching curve is α. Then it follows by Theorem 6.4 that
distwp(X,Mαg ) 6
√
2pi`α(X) 6
√
2pi sys(g)
which implies that
distwp(X, ∂Mg) 6
√
2pi sys(g).
Since X ∈Mg is arbitrary, we have
lim sup
g→∞
InRad(Mg)√
sys(g)
6
√
2pi ∼ 2.5066.(6.9)
For the lower bound, we follow a similar idea as in [BB20]. Let X ∈ Mg
with
`sys(X) = sys(g).
Let c : [0, InRad(Mg)] → Mg be a Weil-Petersson geodesic of arc-length
parameter realizing InRad(Mg), i.e.,
(1) c(0) = X;
(2) c(t) ∈Mg for all t ∈ [0, InRad(Mg));
(3) c(InRad(Mg)) ∈ ∂Mg.
For any fixed number
T > 8,
by continuity one may assume that tg ∈ (0, InRad(Mg)) such that for large
enough g,
min
t∈[0,tg ]
`sys(c(t)) = `sys(c(tg)) = T > 8.(6.10)
By [Wu19, Lemma 3.4] we know that `sys(c(·)) is piecewise smooth. So one
may apply the Fundamental Theorem of Calculus and the Cauchy-Schwarz
inequality to get∣∣∣√sys(g)−√T ∣∣∣ = ∣∣∣∣√`sys(X)−√`sys(c(tg))∣∣∣∣(6.11)
=
∣∣∣∣∫ tg
0
〈∇
√
`sys(c(t)), c
′(t)〉wpdt
∣∣∣∣
6
∫ tg
0
∣∣∣∣∣∣∣∣∇√`sys(c(t))∣∣∣∣∣∣∣∣
wp
dt
6 tg√
2pi
√(
1 + Ce−
T
8
)
where we apply Proposition 6.3 and (6.10) in the last inequality above, and
the uniform constant C > 0 is from Proposition 6.3. Clearly we have
tg 6 InRad(Mg).
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Recall that sys(g)→∞ as g →∞. Thus, it follows by (6.11) that
lim inf
g→∞
InRad(Mg)√
sys(g)
> lim inf
g→∞
tg√
sys(g)
>
√
2pi√(
1 + Ce−
T
8
) .
Since T > 8 is arbitrary, let T →∞ we get
lim inf
g→∞
InRad(Mg)√
sys(g)
>
√
2pi ∼ 2.5066.(6.12)
Then the conclusion follows by (6.9) and (6.12). 
Remark 6.6. The argument for Theorem 1.3 also works for the moduli
space Mg,n of Riemann surfaces with punctures where n > 0. We only
consider the closed case in this paper for simplicity.
Remark 6.7. The argument of Theorem 1.3 above highly relies on large
genus. Bromberg and Bridgeman in [BB20] proved the following surprising
result: for all g, n with 3g + n− 3 < 0,
InRad(Mg,n) > 0.94
√
2pi sys(g, n)
where sys(g, n) = maxX∈Mg,n `sys(X).
Similarly, we define the Weil-Petersson inradius InRad(Tg) of the Te-
ichmu¨ller space Tg as
InRad(Tg) := max
X∈Tg
distwp(X, ∂Tg)
where ∂Tg is the boundary of Tg consisting of nodal surfaces. The proof of
Theorem 1.3 also gives that
Corollary 6.8. The following limit holds:
lim
g→∞
InRad(Tg)√
sys(g)
=
√
2pi.
7. Proof of Theorem 1.4
For any L > 0 which may depend on the genus g, recall that for any
X ∈ MC(6 L) there exists a pants decomposition P of X such that the
length satisfies
max
α∈P
`(α) 6 L.
The following lemma tells that the largest radius of embedded hyperbolic
disk in X is bounded above by a function of L. More precisely,
Lemma 7.1. For any X ∈MC(6 L),
max
p∈X
injX(p) <
L
2
+ ln(6).
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Proof. For any p ∈ X ∈ MC(6 L), one may assume that p ∈ P where P
is a pant whose three boundary closed geodesics all have length 6 L. Take
two copies of P and we double them into a closed hyperbolic surface X2 of
genus 2 (here one may take any twist along these three closed geodesics). In
X2, by (2.1) we have
injX2(p) 6 ln(6).
Let BX2(p; injX2(p)) :=
{
q ∈ X2; dist(q, p) < injX2(p)
}
be the hyperbolic
open disk in X2 centered at p of radius injX2(p). We finish the proof by
considering the following two cases.
Case (1). BX2(p; injX2(p)) ∩ ∂P = ∅. For this case we clearly have
injX(p) = injX2(p) 6 ln(6).(7.1)
Case (2). BX2(p; injX2(p)) ∩ ∂P 6= ∅. For this case, one may assume
p0 ∈ BX2(p; injX2(p)) ∩ α
for some component α of ∂P . We parametrize α such that α(0) = α(`(α)) =
p0. Let σ : [0, dist(p, p0)] → P ⊂ X be a shortest geodesic of X joining p
and p0. Consider the closed curve σ
′ based at p as following.
σ′(s) :=

σ(s), 0 6 s 6 dist(p, p0)
α(s− dist(p, p0)), dist(p, p0) 6 s 6 dist(p, p0) + `(α)
σ(2 dist(p, p0) + `(α)− s), dist(p, p0) + `(α) 6 s 6 2 dist(p, p0) + `(α)
This closed curve σ′ ⊂ P ⊂ X is freely homotopic to α. So it is nontrivial.
Thus, we have
injX(p) <
`(σ′)
2
= dist(p, p0) +
`(α)
2
6 ln(6) + L
2
.(7.2)
Then the conclusion follows by these two cases. 
Now we recall the following result of Mirzakhani which roughly says that
as g →∞, almost all the hyperbolic surface of genus g contains an embedded
hyperbolic disk of radius ln(g)6 . More precisely,
Theorem 7.2 (Mirzakhani, [Mir13, Theorem 4.5]).
lim
g→∞
VolWP
({
X ∈Mg; maxp∈X injX(p) > ln(g)6
})
VolWP(Mg) = 1.
Now we are ready to prove Theorem 1.4.
Theorem 7.3 (= Theorem 1.4). If Lg = o(ln(g)), then
lim
g→∞
VolWP
({
X ∈Mg; distwp (X,MC(6 Lg)) > 1.0511
√
ln(g)
})
VolWP(Mg) = 1
where VolWP(·) is the Weil-Petersson volume.
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Proof of Theorem 1.4. Set
MR :=
{
X ∈Mg; max
p∈X
injX(p) >
ln(g)
6
}
.
For any X ∈MR and Y ∈MC(6 Lg), one may let p ∈ Sg such that
injX(p) >
ln(g)
6
.
Then it follows by Theorem 1.1 and Lemma 7.1 that
distwp(X,Y ) >
√
injX(p)−
√
injY (p)
0.3884
>
√
ln(g)−√3Lg + 6 ln(6)
0.3884
√
6
.
Since 1
0.3884
√
6
∼ 1.051102 > 1.0511 and Lg = o(ln(g)), we have that for
large enough g,
distwp(X,Y ) > 1.0511
√
ln(g).(7.3)
Which implies that for large enough g,
MR ⊂
{
X ∈Mg; distwp (X,MC(6 Lg)) > 1.0511
√
ln(g)
}
.
Then the conclusion follows by Theorem 7.2. 
Remark 7.4. The argument above also works for Lg =  ln(g) where  > 0
is small enough.
Remark 7.5. For L > 0, we say X ∈ Mg has total pants length at least L
if for any pants decomposition P of X, ∑α∈P `(α) > L. Guth, Parlier and
Young in [GPY11] showed that for any ε > 0,
lim
g→∞
VolWP
({
X ∈Mg; X has total pants length at least g 76−ε
})
VolWP(Mg) = 1.
Clearly we have that for any X ∈MC(6 Lg), the hyperbolic surface X has
total pants length at most (3g−3)Lg. We do not know too much information
on the least total pants length of Y ∈ Mg with distwp(Y,MC(6 Lg)) >
1.0511
√
ln(g).
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