










































4. 手 法 の 検 討


































このため，我々は 2D 画像において提案された [Fard

















































learn[Pedregosa 11]，可視化に matplotlib[Hunter 07] お
よび plotly[Plotly Technologies Inc. 15]を使用した．
5 ·2 実 験 結 果










図 3 主成分正規化後の特徴量の 2 次元散布図







§ 2 実験 2：深層学習クラスター分析（クラスター数 10）
最初のモデルは，3次元の畳み込みとMax Pooling，そ
の後バッチ正規化のユニットを 4回繰り返した後，Global
図 5 主成分正規化後の特徴量による k-means++法の SSE
図 6 未処理の特徴量の k-means++法の SSE


































図 11 主成分正規化後の特徴量の 2 次元散布図
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図 12 特徴量の t-SNE2 次元散布図
図 13 特徴量の主成分の t-SNE2 次元散布図
図 14 特徴量の主成分を正規化した t-SNE2 次元散布図
図 15 クラスラベルとクラスターの対応
6
法の SSEの変化を図 16に示す．クラスター数 10が変曲
点となっているが，これは学習時に設定したクラスター
数が 10であったためと考えられる．
図 16 主成分正規化後の特徴量の t-SNE2 次元散布図
§ 3 実験 3：深層学習クラスター解析（クラスター数 20）
比較のためにクラスター数を k=20に設定し実験を行
なった．疑似ラベル更新ごとの深層学習モデルの学習回






図 17 主成分正規化後の特徴量の 2 次元散布図
クラスター数を2から40まで変えて実施したk-means++
法の SSEの変化（図 19）を見ると，変曲点は k=20の付
近と見られ，学習の際に設定したクラスター数が学習結
果に反映していることが確認された．
図 18 主成分正規化後の特徴量の t-SNE2 次元散布図
図 19 k-means++法の k=2 から 40 までの SSE 推移
縄文土器 3D計測データによるクラスタ解析モデルの検討 7
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Monga, R., Moore, S., Murray, D., Olah, C., Schuster, M., Shlens, J.,
Steiner, B., Sutskever, I., Talwar, K., Tucker, P., Vanhoucke, V., Va-
sudevan, V., Viégas, F., Vinyals, O., Warden, P., Wattenberg, M.,
Wicke, M., Yu, Y., and Zheng, X.: TensorFlow: Large-Scale Machine
Learning on Heterogeneous Systems (2015), Software available from
tensorflow.org
[Caron 18] Caron, M., Bojanowski, P., Joulin, A., and Douze, M.:
Deep Clustering for Unsupervised Learning of Visual Features,
in Proceedings of the European Conference on Computer Vision
(ECCV) (2018)
[Caron 19] Caron, M., Bojanowski, P., Mairal, J., and Joulin, A.: Un-
supervised Pre-Training of Image Features on Non-Curated Data,
in Proceedings of the IEEE/CVF International Conference on Com-
puter Vision (ICCV) (2019)
[Dawson-Haggerty et al.] Dawson-Haggerty et al., : trimesh
[Fard 18] Fard, M. M., Thonet, T., and Gaussier, E.: Deep k-Means:
Jointly clustering with k-Means and learning representations (2018)
[Hunter 07] Hunter, J. D.: Matplotlib: A 2D graphics environment,
Computing in Science & Engineering, Vol. 9, No. 3, pp. 90–95 (2007)
[Pedregosa 11] Pedregosa, F., Varoquaux, G., Gramfort, A.,
Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P.,
Weiss, R., Dubourg, V., et al.: Scikit-learn: Machine learning in
Python, Journal of machine learning research, Vol. 12, No. Oct, pp.
2825–2830 (2011)
[Plotly Technologies Inc. 15] Plotly Technologies Inc., : Collabora-
tive data science (2015)
[Su 18] Su, J.-C., Gadelha, M., Wang, R., and Maji, S.: A Deeper
Look at 3D Shape Classifiers, in Second Workshop on 3D Recon-
struction Meets Semantics, ECCV (2018)
[Wu 15] Wu, Z., Song, S., Khosla, A., Yu, F., Zhang, L., Tang, X.,
and Xiao, J.: 3D ShapeNets: A Deep Representation for Volumetric
Shapes (2015)
[Yang 18] Yang, C., Rangarajan, A., and Ranka, S.: Visual Explana-
tions From Deep 3D Convolutional Neural Networks for Alzheimer’s
Disease Classification (2018)
[Zou 16] Zou, K., Zhang, Z., Zhang, J., Liu, J., and Gan, L.: 3D model
retrieval scheme based on fuzzy clustering for physical descriptors,
Journal of Algorithms & Computational Technology, Vol. 10, No. 1,
pp. 12–22 (2016)
