Microphones integrated on a seat belt are an interesting alternative to conventional sensor positions used for handsfree telephony or speech dialog systems in automobile environments. In the setup presented in this contribution, the seat belt consists of three microphones which usually lay around the shoulder and chest of a sitting passenger. The main benefit of belt microphones is the small distance from the talker's mouth to the sensor. As a consequence, an improved signal quality in terms of a better signal-to-noise ratio (SNR) compared to other sensor positions, e.g., at the rear view mirror, the steering wheel, or the center console, can be achieved. However, the belt microphone arrangement varies considerably due to movements of the passenger and depends on the size of the passenger. Furthermore, additional noise sources arise for seat belt microphones: they can easily be touched, e.g., by clothes, or might be in the path of an air-stream from the automotive ventilation system. This contribution presents several robust signal enhancement algorithms designed for belt microphones in multi-seat scenarios. The belt microphone with the highest SNR (usually closest to the speaker's mouth) is selected for speech signal enhancement. Further improvements can be achieved if all belt microphone signals are combined to a single output signal. The proposed signal enhancement system for belt microphones includes a robust echo cancelation scheme, three different microphone combining approaches, a sophisticated noise estimation scheme to track stationary as well as non-stationary noise, and a speech mixer to combine the signals from each seat belt to a single channel output in a multi-seat scenario.
Introduction
If speech-based services such as hands-free telephony [1, 2] , in-car communication [3, 4] , or voice control [5] should be used in cars, microphones that convert the acoustic signals into electric counterparts are required. In order to capture the speech signals of the passengers in an optimal way, the question on the placement of the microphones is natural. Here, several competing interests arise. Engineers who are responsible for optimizing the performance of voice control systems might favor a small distance between the microphone and the mouth of the speaker. This might lead to solutions that are not preferred by designers and final customers (being the second and third group in that process). Currently, several positions have been found as a compromise among the three groups: automotive microphones are placed in the roof of the car (e.g., BMW), in the rear-view mirror (e.g., Daimler), in the overhead console (e.g., Audi), or on the steering wheel (e.g., Porsche) to mention just a few positions. When selecting those places, usually the expected average noise and speech levels are taken into account.
While the speech level is mainly a function of the distance between the talker's mouths and the microphones, the noise level depends on a lot of factors such as the noise distribution in the passenger compartment. In addition, it is evaluated if the position allows for simple wiring and if the microphone can be used for more than one passenger. Some systems also like to exploit spatial filtering such as beamforming [6] or diversity-based approaches [7] . Then, it must be ensured that more than one microphone can be mounted.
Recently, a new interesting microphone position and type is available (see Fig. 1 ): microphones that are integrated into the seat belt [8] . From here on, such microphones will shortly be called as belt microphones. Details about belt microphones will be presented in the next chapter.
Belt microphones
In the following, we will view the belt microphones as an array consisting of three sensors. All of them are omnidirectional microphones, spaced 160 mm apart, fixed on one seat belt. Each microphone is approximately 10 mm in diameter, and all wiring needed for voltage supply and signal transport is weaved into the seat belts so that it appears invisible. The microphones are able to receive signals between 100 and 8500 Hz at a maximum sound pressure level of 115 dB. Figure 2 shows an example of a seat belt microphone system installed in a vehicle. The region of placement of these microphones is roughly between the shoulder and the center of the upper body of a sitting passenger. The exact position can vary considerably depending on the size of the passenger and also the seat position. However, due to the arrangement of the three microphones, at least one is usually close to the speaker's mouth. It is important to note that the entire geometry is likely to change due to movements of the passenger. The array can be of linear type with all microphones in one line, but could also be spread on a convex curve.
In Fig. 3 , a belt microphone system is compared with three hands-free microphones placed at different positions (see Fig. 2 ) in terms of the average signal-to-noise ratio (SNR) for driving speeds between 120 and 160 km/h.
The distances from different microphone positions to the mouth are 20-27 cm (Pos. 1), 28 cm (Pos. 2/3), and 58 cm (Pos. 4). All microphones are calibrated to have the same speech power at standstill. This comparison shows that at higher frequencies, the behavior of all microphones is almost similar, whereas at low and medium frequencies, the belt microphone outperforms conventional handsfree microphones. An improvement of up to 6-10 dB in SNR can be achieved.
Even if belt microphones have a strong potential to improve the speech acquisition in automotive environments, we face several challenges with this microphone type. We will highlight the three major ones in the following paragraphs:
• Continuously changing echo paths An undesired characteristic of belt microphones is their changing position. Every time the driver or passenger moves his/her body, the positions of the microphones are changed. This is a recurring phenomenon during the course of normal driving. It is not an easy task for adaptive signal processing schemes such as echo cancelation filters to cope up with this movement. Every time the position is changed, the "true" frequency response is different from the estimated one which results in echo bursts. The sudden appearance of echoes can be quite unpleasant for the remote communication partner and can occur several times during a conversation. This serious restriction must be handled with robust and reliable detection and suppression schemes. It motivates the (re-) investigation of so-called room change detectors and shadow filters approaches.
• Array processing Another challenge resulting from the varying microphone positions is to process them as an array. One promising algorithm to this problem is the so-called adaptive microphone selection [9] . The algorithm applies a sensor switching based on the corresponding SNR. However, for optimal usage of the array structure, all microphone signals should be processed and utilized simultaneously. This motivates the investigation of robust adaptive beamforming schemes.
• Additional noise sources An additional noise source arises for seat belt microphones because they are placed directly at the passenger's body. They might be touched accidentally by hand or rubbed by clothes such as ties, zippers of a jacket. Ventilation systems can severely degrade the signal quality when the air-stream is directed towards the passenger. Therefore, more sophisticated noise estimation schemes that are also able to track non-stationary noise sources are of great interest.
Structure of the contribution and notation
The authors have organized this article around the signal enhancement scheme designed for belt microphones in a multi-seat scenario as shown in Fig 4. All signal processing solutions involving various tasks like echo cancelation, speaker localization, signal equalization and delay alignment, microphone combination, noise estimation, residual echo and noise suppression, and speech mixer will be described in the following sections. Section 4.1 introduces a robust echo cancelation scheme to solve the major challenge of continuously changing echo paths with belt microphones. A reliable and robust localization of the moving signal source (passenger) will be presented in Section 4.2. The equalization and alignment methods for effectively combining the belt microphone signals for each seat will be illustrated in Section 4.3. Three different methods for combining belt microphones on each seat will be presented and their performance will be compared to each other in Section 4.4. A sophisticated low computational complexity noise estimation method which is able to track stationary as well as non-stationary noise will be discussed in Section 4.5. This is followed by Section 4.6, in which the residual echo and noise suppression scheme for attenuating different kinds of interferences at the output of the combiner will be considered. Details of a speech mixer that combines the different belt microphones from various seats to a single output will be illustrated in Section 4.7. Finally, the contribution concludes with a summary and an outlook in Sections 5 and 6, respectively. All presented algorithms designed for belt microphones operate in the short-term frequency domain [10] . Thus, the entire structure is embedded into analysis and synthesis filter banks. For some applications, e.g., incar communication (ICC) systems, special restrictions such as a low delay have to be fulfilled by the filter banks [11, 12] .
In the following, we will use a sample rate f s = 16 kHz, a frame shift of r = 128 samples, and a fast Fourier transform (FFT) order of N FFT = 512 where the samples are weighted with a Hann window. As an example, the output of the analysis filter bank of the belt microphone signal contains the corresponding short-term spectra of the M = 3 microphone signals Y
where the index l ∈ {0, . . . , M − 1} is the microphone index, (p) ∈ {0, . . . , P − 1} indicates the seat index, μ ∈ {0, 1, . . . , N FFT − 1} is the subband, and k is the frame index. Since the input signals are assumed to be real, it is sufficient to store and process only the first N Sbb = N FFT /2 + 1 frequency supporting points. For better readability, the seat index (p) and the microphone index l are dropped in most of the following sections. However, when we discuss beamforming and how the Fig. 4 Overview of the proposed signal enhancement system for processing belt microphones. The numbers in the frames refer to the related sections of this article enhanced spectra of the individual seats can be combined, the indices will reappear.
Signal processing techniques for belt microphones
In the following subsections, the signal enhancement scheme designed for belt microphones in a multi-seat scenario will be described in detail.
Belt microphones used in echo path estimation
Belt microphones, like other automotive microphones, are often used for communication with a remote person. The setup is such that the remote person's voice is played back locally inside the automobile cabin which results in the well-understood problem of acoustic echoes [13] . The signals recorded by the belt microphones consist of these undesired echo components (besides the desired speech signals). As described in the previous section, the major challenge in using belt microphones for such a scenario is the continuously changing echo path. Along with the need for a robustly controlled adaptive filter, a method to handle the sudden changes in echo path is necessary. The task of the echo canceler is to produce a signal which is an estimate of the true echo signal.
Design of the echo canceler
The echo canceler is designed to operate in the subband domain as shown in Fig. 4 . This subband domain operation offers an advantage of keeping the computational load low. In a multi-channel scenario such as here with at least three microphones per seat belt along with multiple seats, the total number of cancelation filters required are dependent on the number of loudspeakers present in the cabin as well. The number of cancelation filters required is given by number of loudspeakers × (P × M), where the loudspeakers are referred to as the reference channels and (P × M) is the total number of microphones for all seats. The echo path from each loudspeaker to a microphone is modeled as a finite impulse response (FIR) filter. The principle behind echo cancelation is first to estimate the total echoes at the microphone which is then subtracted from the microphone signal. For the sake of simplicity, a single channel setup is considered here although the method of cancelation remains the same for each filter. The belt microphone signal and its spectrum is represented by y(n) and Y (μ, k), respectively. Y (μ, k) consists of the echo D(μ, k), the local speech component S(μ, k), and the background noise B(μ, k), respectively. Thus, the short-term spectrum of each belt microphone is given by
The estimated echo spectrum by the echo canceler is represented by D(μ, k). This estimated spectrum is subtracted from the belt microphone spectrum to get the error spectrum given by
where the estimated echo is obtained by the convolution of the reference spectrum with the estimated multi-path transmission from the loudspeaker to the microphone
with
where L is the length of the FIR filter. The echo path is estimated in terms of its frequency response between the loudspeaker and the seat belt microphones represented by H(μ, k). The coefficients of the FIR filters are updated using the normalized least-mean square (NLMS) update rule [14] 
where ν(μ, k) is the adaptive step-size control parameter. The step-size parameter in the NLMS equation controls the filter update and ranges between 0 and 1 [14] . This parameter is a critical aspect of modern day echo cancelers. It enables the system to
• Update the filters based on the reference spectral power distribution • Inherit double-talk detection capabilities
• Protect the filters in high noise scenarios A pseudo-optimal step-size control for the NLMS algorithm is derived in [15] . The result is given by
where E u (μ, k) is the undisturbed error spectrum
and E{. . .} is the expectation operator. For the application of belt microphone, the pseudo-optimal step-size is approximated by
where β coupl (μ, k) is referred to as the coupling between the reference spectrum and the error spectrum. The magnitude spectra of the reference signal X(μ, k) and the error signal E(μ, k) are smoothed by first-order infinite impulse response (IIR) filtering:
In Eq. (11), the variable δ delay (k) captures the delay of the impulse response between the loudspeaker and the belt microphone. This variable helps in choosing the value of the input along time that has the largest contribution to the echo. This delay is computed by averaging the largest value per subband in the estimated frequency response matrix. The coupling factors have two roles to play:
• To ensure the tracking of the ratio of the squared magnitudes of the reference and the error signal • To indicate the instantaneous coupling between the two quantities It is desired that the filters converge to the true frequency response as fast as possible. Given this, the coupling factors are computed and adjusted based on multiplicative constants. These time constants are responsible for the speed and accuracy trade-off of the tracking according to
where β,inc and β,dec are the increment and decrement time constants. The definition ofβ coupl (μ, k) will be given in the next section. After sufficient excitation time, the filters converge to the desired frequency response.
Accommodating the altering position of belt microphones
The constantly altering position of the belt microphones results in an incorrectly estimated frequency response H(μ, k) as compared to the true frequency response. The coupling factors absorb the change to a certain extent. For example the minor movement of the microphone caused due to breathing, slight movement of body, etc. is accounted by the multiplicative constants. Nevertheless, depending on the chosen time constants ( β inc , β dec in Eq. (12)), echo leakage can occur during the time of readaptation. In cases where the shift is more significant, it can freeze the system. This particular problem has been addressed by several authors earlier [16] [17] [18] . The problem of changes in the true echo paths causes the estimated echo path to be different from the current echo path. The altering position of the belt microphones is modeled here as a change in the echo path. A change in the system distance can be caused by other factors like a adjusting the volume of the playback of the reference signal, or delay change of the entire system could also lead to an increase in the system distance. Such behaviors are called "echo path change" or "room change" in the literature [19, 20] . Several algorithms are suggested for detecting echo path changes mostly in combination with double-talk detection methods [21, 22] . The approach proposed in [22] is based on correlation techniques in the time-domain, whereas in [21] , a subband-based solution with two filters is presented. One filter is responsible for the single-talk echo cancelation and the second for the double-talk and echo path change detection.
Coupling trigger to handle room changes
After room changes, the re-adaptation of the estimated filter coefficients seems to be an appropriate action to converge to the new frequency response. The solution presented here is integrated into the adaptive step-size control approach presented in the previous section. The coupling factors, which adjust the filter update according to Eq. (9), are triggered. The factors responsible for the computation of the step-size are:
• The short-term spectrum of undisturbed error
• The short-term spectrum of the (measurable) disturbed error
The average short-term magnitude of the undisturbed error spectrum E u (μ, k) is computed by multiplying the smoothed magnitude of the reference spectrum with the coupling factors. This can be seen as the estimated ratio of the squared magnitudes of the reference signal and the error signal.
When the filters reach a certain convergence, the resulting step-size will be small due to converged values of the coupling factor and the error signal. At this stage, a change in the computed step-size can only be achieved by a change in the coupling factors. This will cause the computed step-size to be large (close to one) since the high value of the coupling factor will ensure that the numerator is greater than the denominator (see Eq. (9). The consistently large step-size will ensure that the filters converge to the new frequency response. The coupling factors need a certain time to reach the new convergence levels. During this time, as during normal operation of the system, the residual echo power is computed according to
The computed residual echo power is suppressed by the postfilter as described in Section 4.6. By triggering the coupling factors, echo artifacts caused, e.g., by movements of the belts, can be handled now. It is now clear that a forced change in the coupling factor can handle the room change which gives the filters and the NLMS algorithm time to adapt to the new frequency response without freezing the system. The question now is to detect such events. During remote-side single talk, the shortterm power of the error spectrum E(μ, k) will suddenly increase when the belt microphones alter their positions. This occurs as the estimated filter coefficients are incorrect and the convolution with the reference signal does not lead to the amount of echo that is actually present in the belt microphone signal.
An ideal solution for the recovering from the room change is to have a parallel set of filters that contain the coefficients of the new frequency response. Since this is hard to achieve, filters that indicate in this direction are useful. Such schemes can be realized with a second set of filters, in parallel to the main filters, referred to as shadow filters [23, 24] . The shadow filters are updated with the same NLMS update rule as for the main filters, but the step-size parameter is always set to 1 whenever there is activity in the reference signal. This ensures that the shadow filters converge very quickly to the true frequency response but with the problem of very quick divergence.
To reduce the overall computational load of the system, shadow filters are not placed in parallel to every subband but only a few chosen subbands. The index μ sh refers to the shadow filter subbands which is μ sh ⊂ μ. Since the shadow filters are always updated with step-size 1, they adapt much faster than the main filters. During the time of change in the position of the belt microphones, the power of the error signal produced by the shadow filters is much lower than the power of the error of the main filters. It is exactly with this error power difference that a room change can be detected:
else, (14) with
N Sbb,sh is the total number of subbands for which shadow filters have been placed. E sh (μ sh , k) is the error signal obtained from the shadow filters similar to the main filters. During normal updates, the shadow filters will diverge because of a lack of optimum control. During this time, the error power of the main filters is lower than the error power of the shadow filters and is detected according to
where T div is the threshold at which the divergence of the shadow filters is detected. When this occurs, the coefficients from the main filter are copied to the shadow filters.
Results
The echo canceler presented before has been tested in various scenarios. The test setup consisted of one reference signal originating from the phone which is played back via the loudspeakers in the car with engines turned on. This signal is picked up as an echo by the belt microphones. The echo canceler filter length was set to about 100 ms. The entire echo canceler was tuned for performance in terms of smoothing constants, multiplicative constants of the coupling factors, etc. The first scenario for testing the echo canceler is a regular speech activity from both the remote side and the local side in the following order: a remote-side single talk, a local-side single-talk, and a double-talk. The test determines the amount of echo suppression by the echo canceler alone without the postfilter applied to suppress the residual echo. The plots in Fig. 5 compare the microphone signal spectrogram of the first belt microphone versus the corresponding error signal. The time spans of each activity situation are shown encircled along with the echo canceled regions. A cancelation of between −20 and −30 dB is achieved during the remote-side singletalk situation. During the local-side-only speech-activity, the speech is completely retained as seen clearly in the spectrograms. During the double-talk situation, one of the important factors is that the echo cancelation filters do not diverge. Also, when postfilter is applied, the conversation must be as transparent as possible. Transparent conversation here means the retention of the local speech components against the suppression of the echo components. An overview of the results of some important tests performed under the ITU tests [25] is shown through a quality pie in Fig. 6 . All tests except the distortion RCV and distortion SND belong to the echo canceler. The green color indicates that the ITU tests have passed, while the yellow area indicates that the test has failed. The red area indicates the area to be covered in order to pass the test. The most important tests are the double talk-tests (preceding with DT-) which have all passed with the highest class of class 1. More details about the test can be found in the ITU recommendation document [25] .
The second test scenario focuses on the room-change detection. For this test, the microphone signal was simulated in such a way that after about 9.5 s time, the impulse response is changed to another impulse response, both belonging to typical belt microphone positions. Figure 7 shows the microphone signal and the point at which the room change was applied. The second plot shows the error signal in which the echo reappears after the room change. The third plot is the trigger signal which indicates that the room change condition is met according to Eq. (14) . Finally, the reaction of the coupling factor β coupl (μ, k) is seen which is reset to about 0 dB after each trigger. The coupling factor is plotted for subband μ = 29, but the trigger is applied to all subbands. The tunable threshold parameter T change for this scenario was set at 25 dB. This parameter will determine the reaction time of the trigger to the room change. During the time after the room change and before the coupling trigger, there will be echo blips which would be suppressed by the postfilter through the residual echo. The power of the echo blips is dependent mainly on the distance between the adapted frequency response and the changed frequency response. During subjective tests, it has been seen that these blips mostly go unnoticed by the remote listener. During initial adaptation and re-adaptation after a room change, there will be many re-triggers because the filters are still converging to the changed frequency response. This is also seen in the third and the fourth plots where after the first trigger, there are four follow-up triggers which again reset the coupling factors. This results in a slightly higher residual echo power. This can be improved by averaging the trigger indicator over time, holding the room-change detection for a while after the first trigger.
Localization
Based on the array geometry of the three microphones on each seat belt, the microphone signals can be combined with a beamformer as described in Section 4.4. Because Fig. 6 Results overview for ITU tests of the highly varying geometry of the array and changing position of the signal source, it is nearly impossible to generate any a priori knowledge about the direction of the beamformer. Therefore, a reliable and robust localization of the signal source has to be applied. To estimate the delays τ l,j (k) in samples between the microphones and thereby the direction of the beamformer, a generalized cross correlation (GCC) function is utilized as presented in [26] . Here, a pairwise instantaneous cross power spectral density (CPSD)S e l ,e j (μ, k) = E l (μ, k) E * j (μ, k) between the error spectra is determined for l = j. The CPSD is smoothed to avoid the jumps and variations seen on the instantaneous spectra through a first-order IIR filter given by 1
where the smoothing constant α E is chosen to be around 0.8 (240 dB/s). The delay is computed by the argument that maximizes the inverse Fourier transform of that quantity. Before transforming it, a weighting can be applied. We utilized here the so-called phase transformation (PHAT) [27] leading to the following normalized cross correlation:
The time-domain transformed samples are indexed by κ. Optionally, a lower FFT size can be used to reduce the computational complexity by dropping bins above, e.g., 3500 Hz. The robustness can be improved by setting the lowest bins to zero before applying the transform. The maximum distance between the belt microphones is 320 mm, and hence, the delay is limited to this distance given by τ max . From the time-domain transformed frame, Fig. 7 Plots showing triggering of the coupling factor (shown for subband around 1 kHz) due to a room change detected by the trigger indicator. The room change was inserted after about 9.5 s as shown in the microphone signal the delay τ l,j (k) is computed by finding the argument κ that maximizes the cross correlation function s e l ,e j (κ, k):
Signal equalization and delay alignment
The nature of the belt microphones is such that they usually pickup slightly varied ambient noise even if they are in the same environment. To achieve good combination performance, it is important to correct this by equalizing the noise for all the microphones. This is achieved by using a simple multiplicative constant based on the noise PSD estimation for each microphone given by
where B l (μ, k) is the estimated magnitude spectrum of background noise for each microphone, δ inc is the incremental constant, and δ dec is the decremental constant, with 0 
The equalization factor, which is bounded by a maximum and a minimum value for safety reasons, is applied to the error spectra along with the estimated delay to obtain the pre-processed spectra on which the beamforming technique is applied. This is performed by
Usually, the center microphone is used as a (delay) reference, meaning that we use j 0 = 1 in Eq. (23).
Combining belt microphones
The microphone combination computes one signal for each passenger from a subset of all microphones. From the arrangement of M = 3 microphones positioned on a seat belt, that microphone can be selected which has the best overall signal quality in terms of high SNR. Further improvements can be achieved if all microphone signals are combined to a single output signal. In the following subsections, three different combining methods are presented and compared to each other in terms of SNR and signal-to-interference ratio (SIR).
Max-SNR approach
A straightforward and robust method is to use only the microphone with the best signal quality that is measured based on instantaneous SNR:
This measure is smoothed over time and also decreased if the microphone signal suffers frequently from degradations by instationary distortions. The smoothed SNR l (μ, k) is only updated during local speech activity of pth passenger and while no activity on the reference channel and from the neighboring speaker's is detected. The signal combination is done in two stages:
1. Select the microphone i ∈ {0, . . . , M − 1} with the best quality measure:
In order to avoid frequent switching in case the measures are close together, a hysteresis is introduced.
2. If instationary distortions have been detected in the microphone that is currently selected, the disturbed frequency bins are replaced by those of signal with the next best quality. In case that all signals are distorted, comfort noise is injected.
The estimates of the time delays between microphones can also be exploited and combined with the smoothed SNR for enhanced microphone selection. Details can be found, e.g., in [28] .
SNR-based weighting
For combining the microphone signals to one output signal, a modified filter and sum beamformer is used with an SNR-based signal weighting. In the literature, e.g., in [7, 29] , SNR-based beamforming is widely presented. The SNR-based weighting beamformer is a modified filterand-sum beamformer which means that each input to the beamformer will be filtered and the sum of all the filtered inputs forms the output of the beamformer. In the context of this paper, the inputs to the beamformer are the three equalized and delay-aligned belt microphone spectra. This is shown in Eq. (26)
The filter weights G l (μ, k) are a function of the normalized SNR computed per subband for the respective microphone. The SNR per subband l (μ, k) is computed according to Eq. (24) . The normalized SNR is computed by dividing the subband SNR by the sum of all the subband SNRs of three microphones given by
Since the short-term SNR of the individual microphone signals is highly varying, the filter function is computed as a smoothed version of the normalized SNRs. In addition, the filter function should be updated only during speech activity. The smoothing is again performed by an IIR filter with the smoothing constant that is switched between a constant and 0 to ensure that the previous values are kept during non-speech frames. This is captured in Eqs. (28) and (29):
where
where α SNR is the smoothing constant and T SNR is the SNR threshold parameter for voice activity detection.
Adaptive beamformer
In the following, we will describe details about all components that are necessary to perform a robust beamforming approach with belt microphones. Before proceeding with combining the three microphone spectra using an adaptive beamformer based on the generalized sidelobe canceler [30] , they are pre-processed with two blocks, namely the delay alignment and equalization. In addition, a localization as shown in Fig. 8 is computed. The delay alignment is performed in order to compensate the elapsed time between the mouth of the talking passenger and the individual microphones. Localization and equalization are realized as described in Sections 4.2 and 4.3. The SNR-weighted beamformer presented in the previous section referred to as the first beamformer (see Fig. 8 ) is used as a precursor to the adaptive blocking matrix and the interference canceler presented in the following section.
Adaptive blocking matrix:
The adaptive blocking matrix (ABM) generates a noise reference for the interference canceler (IC) as shown in Fig. 8 . A fixed blocking matrix [31] , which subtracts adjacent equalized and time-aligned microphone subband signals, is not suitable for belt microphones due to the strong microphone SNR variations. The ABM subtracts adaptively filtered versions of the first beamformer output Y fb (μ, k) from each channel input E l (μ, k) and provides the noise reference signals U l (μ, k) for the IC with l ∈ {0, . . . , M − 1}. The SNR differences between belt microphones and the mismatch of the steering direction can be compensated. Filters of the blocking matrix are adapted using the NLMS algorithm:
denote the subband filter coefficients and N bm is the filter length. The vector
comprises the current and the last N bm − 1 subband outputs of the first beamformer. The filters of the blocking matrix are adapted only if speech is picked up from the steering direction. For improved robustness, the filter coefficients can be limited (in terms of their magnitudes) by an upper and lower threshold [32, 33] . The step-size β bm (μ, k) is used to control the speed of the adaptation in every subband.
Interference canceler:
The subband signals U l (μ, k) are passed to the IC which adaptively removes the signal components that are correlated to the interference input signals from the beamformer output Y fb (μ, k). The adaptive filters
T (33) of the IC are not adapted if speech is coming from the steering direction to avoid signal cancelation. N ic denotes the filter length. For filter adaptation, again the NLMS algorithm is used:
T comprises the last N ic − 1 output signals of the ABM. The adaptive beamformer output is determined by In order to increase the robustness of the beamformer, the norm of the adaptive filter coefficients can be limited [32, 33] . The control of the step-size β ic (μ, k) is described in the following section.
Adaptation control: The step-sizes for the ABM and the IC are controlled based on the speech activity estimation from the steering direction. As a measure for the speech activity, a ratio of the smoothed short-term powers S y fb y fb (μ, k) and S uu (μ, k) of the first beamformer and of the ABM output, respectively, averaged over a certain frequency range, is used:
The short-term powers are smoothed through a firstorder IIR filter according to:
The smoothing constant is chosen around α = 750 dB/s, and the lower and upper frequencies used in Eq. (36) were set by N u = 1 kHz and N o = 6 kHz. β(μ, k) is controlled such that in periods of stationary background noise, the ratio r SD (k) becomes one. Only high values of r SD (k) indicate signal energy from the steering direction. Thus, the filters of the ABM are adjusted only when r SD (k) exceeds a predetermined threshold t bm = 0.3 using:
where S b fb b fb (μ, k) denotes the estimated PSD of the noise at the first beamformer output and K is set to 6 dB. The adaptive filters of the IC are controlled using:
with t ic = 0.2. The maximum step-sizes can be set to β 
Results
For evaluating the performance of the adaptive beamformer, real-world recordings have been made at a speed of 120 km/h using the microphones on the driver's seat belt. The belt position was set to a worst-case position for the beamformer. Thus, the distance of the three microphones of the belt was highly different from each other, and therefore, the single microphone SNRs are varying significantly.
A frequency-selective SNR and SIR analysis has been made to compare the non-adaptive and the adaptive beamformers with the best single microphone. For the analysis, the speech signal with a duration of about 120 s recorded in a car at 120 km/h has been used. No remote speech was considered for this test scenario. During the first 60 s, the passenger sitting beside the drive was speaking (interference speech). Afterward, the driver was active also for about 60 s (desired speech). The number of filter taps for the interference canceler and for the adaptive blocking matrix were chosen as N ic = 3 and N bm = 3. The maximum step-sizes for the adaptive filters were set as indicated in the last paragraph. For a simple analysis, two belt microphones with high SNRs have been used to reduce computational complexity. The results in terms of SNR can be seen in Fig. 9 . The SNR performance of the first beamformer is slightly better than that of the single best microphones (on average about 2 dB). The overall SNR performance can be further increased by about 5 dB when using the proposed adaptive beamformer compared to the best belt microphone. The SIR analysis as shown in Fig. 10 indicates that on average, about 2 dB SIR improvement with the first beamformer and 6 dB with the adaptive beamformer can be achieved. The proposed adaptive beamformer is suitable for highly suboptimal array geometries and shows robust performance when the signal source position is changing fast. The SIR can be further enhanced if a spatial postfilter is applied as postprocessor for adaptive beamforming.
Belt microphones in speech enhancement: low complexity noise estimation
Another common problem faced in the automobile environment is the presence of highly varying background noise. With increasing number of microphones like in the case of belt microphones, a reliable and robust noise estimation scheme that requires a low computational complexity is essential. A straightforward solution to estimate the noise accurately is to track the segments of the beamformer output spectrum that do not contain speech. Naturally, the behavior of this spectrum is dependent on the nature of noise present in the given environment which can be classified as non-stationarity in many cases in automobiles. Generally for such environments, the noise spectrum can be described as non-flat with a low-pass characteristic dominated below 500 Hz. Apart from this low-pass characteristic, changes in speed, opening and closing of windows, passing cars, etc. cause the noise floor to vary with time. A close look at one frequency bin of the noise spectrum reveals the following properties:
1. Instantaneous power can vary a large extent from the mean power even during steady conditions.
2.
A steady increase or a steady decrease of power is observed during certain situations (e.g., during acceleration). The signal model considered here is an additive noise which is described by
where S(μ, k) is the local speech in the echo canceled and beamformed spectrum and B c (μ, k) is the local background noise. Consider a simple estimator used to track the change in magnitude per subband
where B c (μ, k) is the estimated background noise magnitude spectrum. This estimator follows a smoothed input Y c (μ, k) based on the previous noise estimate. The speed at which it tracks the noise floor is controlled by the increment constant inc and the decrement constant dec . The advantage of this algorithm is its low computational complexity. With careful tuning of increment and decrement constants combined with a highly smoothed input, an estimate of the background noise can be obtained. However, this estimator would fail for the following reasons
• Low time-constants will lag in tracking the noise power • High time-constants will estimate speech as noise
Idea of the proposed noise estimator
Using the simple estimator in Eq. (42) as the basis, an improved noise estimation algorithm is proposed that tries to find a balance by keeping the computational complexity low and offering fast and accurate tracking. By recursive averaging of the estimated background noise in combination with the smoothed input spectrum, the noise estimate is obtained by
where the time-varying parameters W B (μ, k) along with final (μ, k) (applied to estimate B pre (μ, k)) control the estimation. B pre (μ, k) is a slow varying noise estimation used similar to the basic noise estimation signal. The principle behind the new estimator is to choose the most suitable multiplicative constant in a given specific situation through the final (μ, k) parameter. Common situations are the presence of speech, a consistent background noise, increasing background noise, decreasing background noise, etc. A measure called trend is computed which indicates if the long-term direction of the input signal is going up or down. Details are described in the following paragraphs. The incremental and decremental time-constants along with the trend are finally applied together in Eq. (51).
Smoothing the input spectrum
The tracking of the noise estimator is dependent on the smoothed input signal Y c (μ, k) . The input spectrum is smoothed using a first-order IIR filter
where γ smth is the smoothing constant. The smoothing constant must be chosen in such a way that it retains fine variations of the input spectrum as well as eliminate the high variation of the instantaneous spectrum. A value of 300 dB/s is chosen here. 2 Optionally, additional frequency-domain smoothing can be applied.
Trend: long-term activity measurement
One of the difficulties for noise estimators in nonstationary environments is differentiating between a speech part and an actual change in the noise level. This problem can be partially overcome by measuring the duration for a power increase, i.e., the difference between the estimated background noise level and the instantaneous power. If the increase is due to a speech source, then the power difference will drop down after the utterance of a syllable, whereas the power difference continues to stay high for a longer duration. This can be utilized as an indication of an increased background noise. By using these power differences, a trend measure is computed by the proposed noise estimation algorithm. By observing the direction of the trend, the noise floor changes can be tracked by avoiding track speech-like parts of the spectrum. The decision about the current state of the frame is made by comparing if the estimated noise of the previous frame is smaller than the smoothed input spectrum of the current frame, and a set of values are obtained. A positive value indicates that the direction is going up, and a negative value indicates that the direction is going down
where B c (μ, k − 1) is the estimated noise of the previous frame. The values A up = 1 and A down = −4 are chosen empirically. The trend is smoothed along both the time and the frequency axis. A zero-phase forwardbackward filter is used for smoothing along the frequency axis. Smoothing along the frequency ensures that isolated peaks caused by non-speech-like activities are suppressed.
Smoothing is applied by using
for μ = 1, . . . , N Sbb and similarly backward smoothing is applied. Both frequency smoothing constants γ tr-fq are chosen to be at about 35 dB/Hz. This is temporally smoothed to obtain the time-smoothed trend factor A tr (μ, k) by an IIR filter
where γ tr-tm is the smoothing constant chosen to be at about 15 dB/s. The behavior of the double-smoothed trend factor A tr (μ, k) can be summarized as follows. The trend factor is a long-term indicator of the power level of the input spectrum. During speech parts, the trend factor temporarily goes up but comes down quickly. When the true background noise increases, then the trend goes up and stays there until the noise estimate catches up. A similar behavior is seen for a decreasing background noise power. This trend measure is used to further push the noise estimate in the desired direction. The trend is compared to an upward threshold and a downward threshold. When either of these thresholds are reached, then the respective time-constant to be used later is chosen by
The values of tr-up and tr-down are chosen to be at 20 and −20 dB/s. The trend multiplicative tr (μ, k) is used later in Eq. (50) to obtain the final multiplicative constant.
Tracking constants based on activity detection
The tracking of the noise estimation has to be performed for two cases:
• When the smoothed input is greater than the estimated noise • When the smoothed input is smaller than the estimated noise
Incrementing the noise estimate The short-term input spectrum can be greater than the estimated noise due to three reasons:
• When there is speech activity
• When the previous noise estimate has dipped too low and has to rise up • When there is a continuous increase in the true background noise
The first case is handled by checking if the level of Y c (μ, k) is greater than a certain SNR threshold T snr , in which case the chosen incremental constant speech has to be very slow because speech should not be tracked. For the second case, the incremental constant is set to noise which means that this is a case of normal rise and fall during tracking. For the case of a continuous increase in the true background noise, the estimate must catch up with it as fast as possible. For this, a counter k cnt (μ, k) is utilized. The variable counts the duration for which the input spectrum has stayed above the estimated noise. If this counter reaches a threshold K inc-max , then the inc-fast is chosen. The counter is incremented by 1 every time Y c (μ, k) is greater than B c (μ, k − 1) and reset to 0 otherwise. Equation (49) captures these conditions
The value for the fast increment inc-fast is chosen to be at about 40 dB/s. For the speech case, speech has to very slow and is chosen to be at about 0.5 dB/s (where T snr is the SNR threshold for speech presence), and finally, the noise is chosen to be at about 6 dB/s.
Decrementing the noise estimate
The choice of a decrementing constant does not have to be as explicit as the incrementing case. This is because of lesser ambiguity when Y c (μ, k) is smaller than B c (μ, k − 1) as a decrease in power usually settles down to the background noise power level. Here, the noise estimator chooses a decremental constant dec by default. The value for falling edge is chosen to be at about −20 dB/s. For a subband μ, only one of the above two stated conditions is chosen. From either of the two conditions, a final multiplicative constant is determined
else.
(50)
Combining all detection schemes
The input spectrum consists of only background noise when no speech-like activity is present. During this time, the best estimate is to set the noise estimate equal to the input spectrum. When the estimated noise is lower than the input spectrum, the noise estimate and the input spectrum are combined with a certain weight. The weights are computed according to Eq. (52). A pre-estimate B pre (μ, k) is obtained for computing the weights. The pre-estimate is used in combination with the input spectrum. It is obtained by multiplying the estimate from the previous frame with the multiplicative constant final (μ, k) and the trend constant tr (μ, k)
The weighting factor for combining the input spectrum and the pre-estimate is given by
The final noise estimate is computed by applying this weighting factor as shown in Eq. (43). During the first few frames of the noise estimation algorithm, the input spectrum itself is directly chosen as the noise estimate for faster convergence. The plot in Fig. 11 shows the result of the noise estimation algorithm for subband μ = 34.
Results
The proposed algorithm was evaluated under different automobile noise conditions to test the performance in realistic situations encountered while driving. Noise recordings were performed under different speeds, with the air-condition system turned on and off, opening/closing of a window, accelerating to a high speed, breaking to a low speed, etc. The so-called Harvard sentences [34] were used for mixing speech for different SNRs. Noise recordings from one of the belt microphones were used for the evaluation. Two sentences of male and female speakers in a total length of 20 s were used for the evaluation. Figure 12 shows the log-error distance plot of the proposed noise estimation algorithm as compared to the speech presence probability (SPP) scheme [35] and the minimum statistics method [36] as these were the best among the five estimation schemes that were evaluated in our tests for different SNRs [37] [38] [39] . These schemes were evaluated as a noise estimation scheme applied to the belt microphone system. The log-error measure is a way to compute the distance between the true noise B(μ, k) and the estimated noise B f (μ, k) given by [40] B (μ, k) = 20 log 10 |B(μ, k)| − 20 log 10 B f (μ, k) ,
where L seg is the number of frames of the noisy signal. The errors for the proposed scheme occur mainly when a rising noise has to be followed. The SPP-based estimate follows the noise well but also follows some speech segments, thereby distorting parts of speech. The minimum-statistics-based estimation was not able to follow the rising spectrum parts fast enough. The proposed algorithm performed better in terms of segmental SNR and overall SNR improvement. The estimated noise PSD is used by the postfilter to suppress the noise and residual echoes by using a suppression filter that is presented in the next section.
Residual echo and noise suppression
The output of the adaptive beamformer contains two unwanted components:
• The residual echo from the echo canceler which is caused due to imperfect cancelation • The background noise of the automobile Although an estimate of the residual echo E u (μ, k) is already available from the echo canceler as per Eq. (13), the application of the adaptive beamformer on the error spectra modifies the estimated residual echo. The residual echo now needs to be re-estimated. Adaptive beamforming can be viewed as spatial filtering applied on the belt microphones. Hence, the filter applied on the error spectra cannot be directly applied on residual echo magnitude estimates. Given this, a good approximate of the residual echo can be obtained from the already available estimate for each microphone on the belt microphone array by applying a maximum over the entire array to get E 2 u (μ, k). Even if the gain by the beamformer is not included here, it turned out that this approach leads to satisfying results in terms of the echo and so-called double-talk performance of the overall system:
The residual echo estimate along with the background noise estimate B f (μ, k) is suppressed by a modified Log-error plot of the proposed algorithm as compared to SPP [35] and MS [36] under various automobile noise conditions
Wiener filter [41] in the subband domain given bỹ
whereζ (μ, k) is the instantaneous Wiener filter. The filter is usually limited by a floor value (usually about −8 to −15 dB) to control the maximum attenuation applied by the filter:
Equation (55) also contains two parameters res and the ns which are overestimation factors applied for the residual echo and the background noise estimate, respectively. This ensures that estimated values are compensated for incorrect estimates especially when the filter does not attenuate sufficiently. The output of the noise suppression filter is the estimated clean speech for each belt. It is obtained by
Whenever the estimated residual echo is larger than the background noise level reduced by the spectral floor, the output signal is replaced by so-called comfort noise at an appropriate level. Therefore, the following condition is checked:
Belt microphones in multi-seat scenarios: speech mixer
In a setup which involves multiple seat belts fitted with belt microphones, all channels have to be mixed before they can be sent out via the single channel phone uplink. A first solution for mixing the channels is to simply add all of them. This would lead to a simple mixing scheme, but the overall broadband noise would increase. The solution presented here performs what is called noise equalization among the various seats before mixing them with individual time-varying weights. The weights are determined mainly on whether the channels (after beamforming and posfiltering) are active, meaning that the passenger on the specific seat is speaking. Before the channels are added, the noise in every channel should be the same. This is done by means of noise equalization, which is described at the end of this section. In general, the output of the speech mixer signal is computed by
where S(μ, k) is the output signal and S
(p)
e,noise-eq (μ, k) are the noise equalized input channels to be mixed. Since we will combine now the outputs of the individual seats, the index (p) is no longer omitted. The time-varying weights w (p) (k) are combinations of two factors
The activity weight a (p) (k) is based on whether the channel has been detected to have activity and the background noise weight b(k) normalizes the background noise to stay constant assuming all noise components from the individual seat being mutually orthogonal. Figure 13 shows the signal flow diagram of the speech mixer with the activity and the background noise weights.
The activity weight a (p) (k) controls the opening and closing of a given channel, and hence, the value of this weight lies between 0 dB and A att . The background noise weight b(k) is computed based on these activity weights:
The background noise weight is derived by assuming the remaining noise output in terms of its power spectral density should be the same as the noise level of all inputs after equalization: 
Activity detection
The acoustic arrangement of the belt microphones in a car is such that when only one talker is active, his/her voice is also captured by belt microphones of other passenger seats which could result in incorrect detection for the non-speaking passengers. If there is no mechanism to differentiate this, then the result will be an addition of all the channels. The problem here is to identify the "true" passenger microphone where the talker is active. The approach adopted here is to find the loudest channel among the available channels. The activity decision for the loudest channel is set to 1, and the other channels are decayed with a falling constant up to A att . Before a loudest channel search is performed, a simple VAD is performed as a pre-detection. The pre-detection ensures that channels where the signal is not loud enough is omitted from the loudness search. For example, the belt microphone immediately behind the driver's seat can be omitted from the loudness search when only the driver is active. The loudest channel search is performed over the subbands with a minimum SNR T loud as compared to the background noise B f (μ, k)
where the computation of the noise level B 
A maximum search is performed over the χ (p) (k) value to obtain the loudest passenger index p max (k) given by
(65) Fig. 13 Input-output signal flow of the mixer (depicting the two types of weights) and its position in the entire processing structure However, the index of the loudest passenger is only updated if a sufficient amount of subbands show a large SNR. The weights resulting for the activity decision are changing on the bases of multiplicative timeconstants. This ensures a smooth transition when the estimated talker's activity is switching from one passenger to another. To compute the activity weights a (p) (k), first, a default time-constant act-def is applied to the activity weights. This is then followed by a faster incremental time constant if the current channel is found to be the loudest; else, it is decremented with a slow time constant. The activity decisions are then set according to
(67)
Noise equalization
Before the channels can be added, the noise for every channel has to be the same. This is achieved by a slowly changing average-noise-gain tracker G (p) (μ, k) multiplied with every channel. The noise gains are aimed to bring all channels to an average noise level. This is performed by a two-stage procedure. First, the gains of the last frame are updated in a preliminary fashion ( μ, k) ). Afterwards, the preliminary gains are limited, resulting in the final gains for the current frame ( μ, k) ). An average noise B f,avg (μ, k) of all channels is computed by
The background noise estimates are the ones that were used in the postfilter section (see Eq. (43)). The noise gains per channel are tracked with the help of slow time constants:
The gains G (p) (μ, k) are finally limited by G max and G min :
These noise gains are applied to the respective input channels resulting in
Although the usefulness of the speech mixer for a multiseat conference is easy to see, there are no readily available evaluation methods for the mixer. One way to evaluate the mixer is to measure how fast the activity detection switches for continuously changing speakers in different seat positions. The noise equalizer can be evaluated by creating different noise situations at each seat position. Due to time and space constraints, the speech mixer presented here was subjectively evaluated by a remote speaker for scenarios involving conversation with passengers seated in different seat positions in real driving conditions. During the first part of the conversation, the mixer was turned off, and for second part of the conversation, the mixer was turned on. The remote speakers always positively acknowledged the improved speech situation from the car when the mixer was turned on.
Summary
The paper highlighted various positions in which microphones can be placed inside an automobile for capturing speech and compared conventional sensors to belt microphones. The natural SNR advantage of the belt microphones is hindered by various properties of the seat belt. For example, movement relative to the local speaker and the loudspeaker lead to acoustic echo path changes. The work presented in this paper has tried to solve these problems using appropriate signal processing schemes. First, the problem of continuously changing echo paths is managed by combining existing methods in step-size control with improvements through a delay estimate for faster adaptation. To tackle a large change in the echo path, a shadow-filter-based approach was presented. By using these additional filter, the coupling factors between the reference and error spectra are triggered to new values whenever a room change was detected. The results showed that the detection of the room change and the coupling trigger helps in quickly re-adapting to the changed frequency response. The next stage of signal processing were three different approaches for acquiring the local speech in the form of choosing a single microphone with the best SNR, an SNR-based microphone combination, and finally an adaptive beamformer where a first SNR-based beamformer is used in combination with an adaptive blocking matrix and an interference canceler. The adaptive blocking matrix is used to generate a reference for the interference canceler. Real measurement in cars showed that even with this highly time-varying setup, still some benefit could be achieved with beamforming techniques. For the estimation of the overall background noise of the vehicle, a simple but reliable and effective noise estimation method based on switching multiplicative constants was presented. The switching is based mainly on a long-term activity measure, the previous noise estimates, and the smoothed input spectrum. This results in an overall improved performance for the automobile noise situations compared to two other well-established noise estimation schemes. As a last step, a speech mixer was presented that combines the different belts from various seats to a single output. The mixer is designed in such a way that it differentiates between single-talker and multiple-talker situations by controlling the attenuation applied for every belt. The mixer also performs a simple noise equalization to maintain a constant background noise even if the individual belts might have different individual noise levels. The work shows that much of the problems presented initially for the belt microphones have been successfully handled through the various signal processing techniques developed. These techniques are supported with results using measures commonly applied by the research community.
Conclusions
This paper has shown that belt microphones can be used as an alternative to traditionally placed microphones. The algorithms presented in this paper are applied in real systems, and the results were rather promising. The expected problems, such as short echo bursts after movements of the passengers, can be avoided by appropriate control schemes. The presented methods have also taken into account multiple inputs, and an extension to multiple output is rather straightforward. The methods have also been tested against industry standards like the ITU [25] specifications.
The next steps towards improving the system can be made in several directions: since the echo cancelation schemes involve(s) several adaptive filters and control units, methods to reduce complexity by reducing processing bands, finding a correlation between the loudspeaker and the different microphone arrays can be explored. On the same line, the overall complexity of the adaptive beamformer could be reduced by further using the same attempts. In terms of noise estimation and suppression, other methods like a time-varying attenuation floor as presented in [42] can be examined. These methods also have the potential to be extended further to other systems like high-quality multichannel audio-video conferencing systems. Finally, the belt microphones itself can be used to measure the noise level as heard by the passengers since they are close to the ears. This information can be used to control the gain of the level control unit for the remote-side signals. The same holds for the adjustment of the playback level of music signals.
Endnotes

