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Abstract 
 The entropy per particle in most Monte-Carlo simulations is size dependent due to 
correlated energy fluctuations. Guided by nanothermodynamics, we find a constraint for 
the Ising model that enhances the fluctuations and lowers the free energy, while making 
the entropy homogeneous, additive, and extensive. Although the average interaction 
energy becomes size dependent, the resulting distribution of energies provides a 
mechanism for the heterogeneity found in the dynamics of many materials.  
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 The size dependence of thermal variables provides an important test of self 
consistency in thermodynamics. In macrothermodynamics there are two distinct 
categories of variables: intensive variables (e.g. temperature and magnetic field) that are 
independent of system size; and extensive variables (e.g. entropy and magnetization) that 
are linearly proportional to the number of particles in the system. For small systems, one 
or more of the extensive variables may become nonextensive, where the variable no 
longer depends linearly on system size. Here we use Monte-Carlo simulations to study 
how local interactions cause nonextensive behavior in the standard 3-D Ising model. We 
avoid simple surface terms by studying subsystem “blocks” of n particles, inside a large 
system with periodic boundary conditions and size N>>n, so that the main nonextensivity 
comes from thermal fluctuations. Although it is well known that most Monte-Carlo 
simulations of  such blocks in the Ising model have energy fluctuations per particle 
<(ΔU)2>/n that decrease with decreasing n [1], now we focus on the fact that when 
integrated between two temperatures the nonextensive heat capacity yields a 
nonextensive entropy. Specifically, the heat capacity of two separate blocks is less than 
the heat capacity of the same two blocks combined into a single block. Although 
superficially similar to Gibbs’ paradox for combining systems of indistinguishable 
particles [2], here the nonadditive entropy comes from interparticle interactions [3,4].  
Two diverse scenarios have been used to modify thermodynamics when the 
interaction length becomes comparable to system size. Tsallis statistics starts with a 
generalized definition of entropy that is intrinsically nonextensive [5,6], which may 
accommodate the behavior found in standard Monte-Carlo simulations; but some experts 
remain skeptical about the physical foundation of this alternate entropy [7]. Hill’s small-
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system thermodynamics [8,9] starts with the postulate that entropy is extensive, so that 
nonextensive factors arise in the energy. Here we introduce a constraint from fluctuation 
theory [10] that allows simulations of the Ising model to scan between these scenarios. 
Of course the instantaneous energy remains extensive: the constraint simply slows down 
transitions from low-energy states, so that the resulting time-averaged energy per particle 
depends on block size. In contrast, according to Boltzmann’s definition entropy is not an 
average, instead coming from the sum over all accessible states, so that in thermal 
equilibrium the average entropy must always equal the instantaneous entropy. We present 
evidence that the optimal value of this extra constraint maximizes the fluctuations in 
energy, yielding a homogeneous heat capacity per particle, and an entropy that is 
extensive and additive. Although there is a size-dependent reduction in the average 
energy of small blocks, causing a heterogeneous distribution of energies, the net free 
energy of the entire system is reduced, indicating better agreement with thermal 
equilibrium. Beyond theoretical interest, such size-dependent average energies are 
consistent with measurements of non-resonant spectral hole burning and nonlinear 
dielectric response in many materials [11- 13]. Indeed, these measurements are 
quantitatively described with no adjustable parameters by models having a heterogeneous 
distribution of energies, but a homogeneous heat capacity per particle [14,15]. 
Computer simulations utilize dynamical constraints on model systems to mimic 
thermodynamic behavior [16,17]. The primary constraint for Monte-Carlo simulations is 
detailed balance, where the ratio of transition rates between two states must equal the 
Boltzmann probability for the energy difference between the states; but detailed balance 
alone yields fluctuations per particle that depend on the size of the subsystem block [1], 
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yielding a nonextensive heat capacity. Perhaps the resulting nonextensive entropy is 
unavoidable, coming from a non-Boltzmann formula for the entropy. Alternatively, Hill’s 
small-system thermodynamics may provide a less extreme approach for treating the 
finite-size thermal effects [18]. Although originally developed for isolated nanoparticles 
and individual molecules, this “nanothermodynamics” has been adapted to explain the 
independently relaxing regions in bulk materials [19,20]. Indeed, measurements showing 
heterogeneous dynamics demonstrate that nanoscale regions are statistically independent 
during relaxation, so that their entropies must be additive. The additional constraint that 
we investigate, which comes from standard fluctuation theory, limits the correlation 
between distinct degrees of freedom. Specifically, the constraint separates steps having 
no net alignment of nearest neighbors (constant interaction energy) from steps having no 
net alignment of the entire block (constant average interaction energy), thus slowing the 
dynamics of low-energy states, and lowering the average energy. We show that for the 
Ising model, this constraint yields homogeneous fluctuations, so that the specific heat and 
resulting entropy per particle do not depend on the size of the block. 
 We start with the Ising model for a system of binary degrees of freedom 
(“particles”) on a simple cubic lattice of N sites. The particle at site i may be “up” (σi=+1) 
or “down” (σi=−1), which simulates two allowed states of a magnetic spin. (Other 
systems that can be related to the Ising model include structural glasses, where σi=+1 may 
correspond to a locally-favored bond-ordered structure, while σi=−1 may correspond to a 
long-ranged density-ordered structure [21].) The local field at site i is Hi=Σ<ij>σj, where 
the sum is over all six nearest neighbors. The Ising Hamiltonian is H = – ½ J . 
Here J>0 for ferromagnetic interactions, the sum is over all N sites in the system, and the 
∑=Ni ii H1σ
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factor of ½ removes double counting. Now consider a block of n sites within the larger 
system, with energy U= –½ J and alignment M=∑=ni ii H1σ ∑ =ni i1σ . (We reemphasize that 
Hi always includes all six nearest neighbors, even at the edges of each block, so that a 
block is defined only by the number of particles over which U and M are averaged.) As in 
Landau’s theory for phase transitions, the average interaction energy as a function of 
alignment <U(M)> is approximately parabolic, with its maximum at M=0 where the slope 
is zero. Suppose a Monte-Carlo step inverts the particle at site i. If Hi=0 the instantaneous 
change in interaction energy is zero; whereas if M=0 the average change in interaction 
energy is zero [because <ΔU(0)>=0]. We find that when these two processes are 
separated by a constraint, the Ising model exhibits a minimum energy and homogeneous 
entropy, consistent with the assumptions of equilibrium nanothermodynamics and the 
analysis of nonlinear response measurements.   
 Justification for constraining the changes in interaction energy comes from 
fluctuation theory that requires distinct fluctuations about thermal equilibrium to be 
uncorrelated. The constraint is found from a Taylor-series expansion of the entropy for a 
small part of a large system. For magnetic variables equation 112.5 from Landau and 
Lifshitz [10] gives <ΔTΔM>=0, so that fluctuations in T and M must be statistically 
independent. Local temperature fluctuations come from changes in the interaction energy. 
For example, using the Creutz model for Ising spins in contact with a local heat bath [22], 
the average temperature is <T>=4J/[kBln(1+4J/<K/n> )], where <K/n> is the average 
kinetic energy per particle and kB is Boltzmann’s constant. Conservation of energy yields 
ΔK=−ΔU, so that ΔT=[kBT2/(<K/n>2+4J<K/n>)](−ΔU/n), and the constraint becomes 
<ΔUΔM>=0. 
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 Although most MC simulations have <ΔUΔM>=0 when averaged over long times, 
we find better agreement with the postulate of extensive entropy using a constraint that 
gives ΔUΔM=0 locally, for most steps. Because ΔM≠0 for every successful MC step, the 
constraint requires that ΔU=0 for most steps. As mentioned above, in Landau’s theory 
<U(M)> is approximately parabolic with its maximum at M=0. Thus, if M≠0 the slope of 
the average interaction energy is non-zero, giving a net correlation between ΔU and ΔM 
unless there is no change in the local interaction energy for each step, ΔU≡0. In other 
words, if M≠0 then a particle flips only if Hi=0. Changes in interaction energy are 
allowed only if the block fluctuates to M=0, where the slope of <U(M)> is zero, giving 
negligible correlation between ΔU and ΔM. In other words, if M=0 then particles in the 
block may flip even if Hi≠0, subject only to the constraint of detailed balance. Here we 
approximate the probability that a block fluctuates to M=0 by p~exp(ΔSM/kB), where ΔSM 
is the change in alignment entropy. Using the binomial coefficient for the multiplicity of 
binary degrees of freedom in a block, with Stirling’s formula expanded about M=0, the 
alignment entropy can be written as SM = kB [nln2 − ½M2/n]. Thus, an approximate 
expression for the probability that a block fluctuates to zero alignment during a particle 
flip is: 
p=exp[− ½ g M2 / n].       Eq. (1) 
Here g is a parameter that governs the strength of the fluctuation-theory constraint. 
Specifically, for g=0 there is no additional constraint, so that the dynamics is governed 
entirely by detailed balance. (Here we use the standard Metropolis algorithm.) However, 
if g>>1, a particle flips only if the local field or block alignment is exactly zero, Hi=0 or 
M=0. We now describe the behavior of the Ising model as a function of g. 
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Figure 1 shows (a) the average interaction energy per particle (<U/J>/n) and (b) 
the specific heat [<(ΔU/kBT)2>/n] as a function of the block size (n) over which they are 
averaged. The simulation is performed by subdividing a 30x30x30 lattice (N = 27,000) 
with periodic boundaries into 140 blocks ranging in size from n=6 to 1080 particles, then 
averaging over 106 sweeps. Because every site in every block has the same number of 
nearest neighbors with the same value for J, the heterogeneous behavior of each block 
comes solely from intrinsic correlations. The two sets of data are from simulations at two 
temperatures, T/TC=1.66 and 1.22, where TC=4.51J/kB is the critical temperature of the 
simple-cubic Ising model. The solid lines have g=0, showing the usual result that 
<U/J>/n is independent of n, and <(ΔU/kBT)2>/n increases with increasing n. As g 
increases, the energy per particle decreases while the fluctuations in energy increase, until 
g>1 where the trend reverses. Near g=1, <U/J>/n is minimized and <(ΔU/kBT)2>/n is 
maximized. More importantly, near g=1, <(ΔU/kBT) >/n becomes essentially independent 
of block size (dashed lines), so that the entropy per particle is homogeneous and additive. 
Although the average interaction energy depends on block size for g>0, size-dependent 
average energies are expected in nanothermodynamics.  
B
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Figures 2 (a) and (b) show the average interaction energy per particle and specific 
heat as a function of constraint parameter. For all different block sizes (solid symbols), 
<U/J>/n has a minimum and <(ΔU/kBT)2>/n has a maximum near g=1. The open symbols 
show a similar g dependence for the net behavior of the entire system, N=27,000. The 
approximate symmetry of the properties about g~1 indicates that the constraint does not 
artificially bias the simulations. Although the exact value at which the extrema occur 
depends on temperature and block size, the range of optimal g is quite narrow near g=1, 
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consistent with the binomial coefficient that yields Eq. (1). Thus, Eq. (1) with g=1 is a 
reasonable approximation for the probability that a fluctuation allows a change in 
interaction energy at these temperatures. Another approximation used in this 
investigation is that the distribution of blocks is fixed. The true thermal equilibrium 
comes from blocks that fluctuate in size, forming a dynamic distribution that eventually 
yields a homogeneous average interaction energy (albeit at a lower energy than if there 
was no heterogeneity), and an increase in entropy. The thermal equilibrium distribution is 
found theoretically from the generalized ensemble in nanothermodynamics [19,20]. The 
fixed distribution used here is sufficient to show that Eq. (1) with g~1 can be used to 
minimize <U/n>/J and make <(ΔU/kBT)2>/n essentially independent of n.  
Figures 3 (a) and (b) show the average interaction energy per particle and specific 
heat as a function of normalized alignment. To reduce statistical errors, this simulation 
was performed by subdividing the 30x30x30 lattice into 216 blocks, each having n=125 
particles. The solid lines from g=0 show the usual parabolic curvature of Landau’s theory, 
centered about M=0. The dashed lines from g=1 show that this constraint: (a) lowers the 
average energy and steepens its slope, and (b) increases the fluctuations in energy and 
flattens its curvature. The flattened curvature indicates improved agreement with the 
postulate of nanothermodynamics that similar blocks inside a larger system should have 
the same entropy per particle, even if they have different alignments. The inset shows the 
temperature dependence of the free energy of the entire lattice, F = <U>−TS, normalized 
by the temperature and total number of particles. [Entropy is found by integrating from 
its known value at infinite temperature, .] 
The additional constraint given by Eq. (1) with g=1 lowers the net free energy of the 
∫ >Δ<−= T BB TdTTkUNkS /10 2 )/1()/()2ln(/
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entire lattice for all temperatures TC<T<∞. For T<TC, the optimal constraint is expected to 
change when the symmetry about M=0 is broken. 
Size-dependent interaction energies, as shown in Figs. 1(a) and 2(a), provide an 
explanation for the heterogeneity measured on nanometer length scales in the dynamics 
of many materials [23- 25]. Measurements and analysis of non-resonant spectral hole 
burning in electric [11], magnetic [12], and mechanical responses [13] demonstrate that 
excess energy added to selected degrees of freedom remains localized for times that may 
exceed thousands of seconds. A mean-field cluster model [19,20] and Landau theory 
[21,26] for heterogeneity, based on nanothermodynamics, predicts a 1/n dependence for 
the energy reduction from fluctuations, as shown by the dashed curves in Fig. 1 (a). The 
model and theory provide an explanation for the non-exponential relaxation, non-
Arrhenius activation, and non-classical critical scaling found in many materials. The 
constraint investigated here, which conserves interaction energy during local fluctuations, 
gives a fundamental mechanism for the distribution of average energies used in the mean-
field cluster model and theory, and for the homogeneous specific heat used to analyze 
non-resonant spectral hole burning.  
 In summary, although the entropy per particle in most Monte-Carlo simulations of 
interacting particles depends on the block size used for thermal averaging, we have 
shown that for the Ising model this size dependence can be removed by adding a 
constraint. The constraint, which comes from separating second-order changes in entropy 
during fluctuations, is added to the linear term contained in detailed balance. The 
additional constraint increases the thermal fluctuations of small systems, allowing the 
entropy to be extensive, homogeneous, and additive, consistent with a fundamental 
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assumption of nanothermodynamics. The constraint lowers the net free energy by 
subdividing a large system into an ensemble of independently fluctuating blocks, 
providing an explanation for the dynamical heterogeneity found in many materials.  
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Figure Captions 
 
Figure 1. (a) Average interaction energy per particle and (b) specific heat as a 
function of block size at two temperatures. Simulations are performed on a system of 
N=27,000 particles with periodic boundary conditions. The system is subdivided into 140 
blocks, ranging in size from n=6 to 1080. The solid curves come from the standard 
Metropolis algorithm. The symbols come from simulations using the values of the 
constraint parameter (g) given in the legend. The dashed curves show that for g=1, 
<U/n>~1/n and <(ΔU)2/n>~constant. Error bars are shown for the g=1 data. 
 
Figure 2. (a) Average interaction energy per particle and (b) specific heat as a 
function of constraint parameter at T/TC=1.44. The solid symbols are from simulations 
for various blocks containing the number of particles given in the legend. Error bars are 
shown for the n=12 and n=96 data. The lines are a guide to the eye. The open squares 
show the net behavior of the entire system, N=27,000.  
 
Figure 3. (a) Average interaction energy per particle and (b) specific heat as a 
function of alignment per particle at three temperatures. Simulations are performed on a 
system of N=27,000 particles subdivided into 216 blocks of n=125 particles. The solid 
lines are from the standard Metropolis algorithm (g=0), while the dashed lines have g=1. 
The inset shows the temperature dependence of the free energy per particle for the entire 
system, for two different block sizes, comparing g=1 to g=0. The error bars (shown for 
g=0) are smaller than the width of the line except at the lowest temperature. 
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