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ABSTRACT 
In this paper two methods to compute Pad6 approximants are given. These methods are based 
on the interpretation of the e-algorithm of Wynn as the solution of a system of linear equa- 
tions with an Hankel matrix. Both methods recursively computed a sub-diagonal of the Pad6 
table. The first one gives the values of the approximants (the e-array) while the second 
provides the coefficient of numerators and denominators. The connection of this method with 
some polynomials and with continued fractions is studied. This method provides a way to 
compute recursively a diagonal of the q-d scheme. A variant of the second method can be 
used to compute the e-array and to settle the topological e-algorithm. The computational 
aspects of these methods are discussed. Some numerical examples are given. 
1. THE e-ALGORITHM AND ITS ALGEBRAIC 
INTERPRETATION 
The e-algorithm is a recursive device found by 
Wynn [46] to compute the Shanks' transformation 
of sequences [38]. Let (s n } be a sequence of 
numbers; it can be transformed in a set of sequences 
by the relationship : 
H(n) 
k+l  (Sn) n,k = O, 1 .... 
ek(Sn) = Hb(n ) (a2Sn) 
where H(k n) (Un) is the Hankel determinant defined 
bY H(on)(Un): =1 n=0,1  .... 
u n . . . . . . . .  Un+k_ 1 
Un+ 1 . . . . .  Un+ k H(k n) (%)= 
Un+k-1 . . . .  Un+2k-2 
n=0,1 .... 
k=1,2 .... 
and where the operator A is such that : 
A ° S n = S n n = 0, 1 . . . .  
A k+ 1S n = kkSn+l  kkSn n,k = 0,1 .... 
In the following we shall denote by the symbol 
A(k n) (Un) the Hankel matrix whose determinant is 
H(k n) (Un). The e-algorithm is a method to avoid the 
computation of the determinants involved in the 
ek(Sn) transformation of Shanks. 
Let us set : 
~ l )=0and e(n)=Sn for n=0,1  .... 
Then the e-array can be constructed by recursive 
use of the relation : 
(n) (n+l)  + 1 
ek+l  = ek-1 e(n+l-i-l~ £~ n) 
for k,n, =0,1 .... 
As shown by Wynn [45] : 
e(2k ) = ek(Sn) 
The quantities (n) e2k + 1 are only intermediate numbers 
and the computation of e~'[ j needs the knowledge 
of S n, Sn+ 1 ..... Sn+2k. 
In [4], Brezinski gives an algebraic interpretation of 
the computation of the auantity e(n). One begins to 
solve the system : " 2k 
aoS n + a lSn+ 1 + "'" + akSn+ k = 1 
aoSn+ 1 + a lSn+ 2 + ... + akSn+k+ 1 = 1 
(1) 
aoSn+ k + a lSn+k+ 1 + ... + akSn+2k 
(;k) is given by : then 
i = 0 ai 
=1 
(2) 
As it can easily be seen, a i is the sum of the dements 
of the i th row of the inverse of the Hankel matrix 
A(kn)(Sn ) and, consequently, i k 0 ai is the sum of all 
the dements of the inverse of A(n) (Sn). 
Hence a new method for computing the e-array can 
be achieved if one can easily compute the inverse of 
the matrices '-A~*)(Sn). Such a method will be expla in-  
. e L  
ed in the next paragraph. 
(*) C. Brezinski,  UER d' I .E.E.A. ,  In format ique,  BP 36, 59650 v i l l eneuve  d'Ascq,  France 
Journal of Computational nd Applied Mathematics, volume 2, no 2, 1976. 113 
Let us now turn to the Pad6 table. Let f be a power 
series : 
f(x) = i=~ 0 cixl 
Under certain asumptions it is possible to obtain a 
double sequence of rational functions :
p • q • 
= X aixl/ bixl [p/q] f(x) i = 0 i = 0 
such that the development of [p/q]f(x) in ascending 
powers of x agrees with the development of f as far 
as the term xP+q. Thus 
f(x) - [p/q]f(x) = 0(xP+q +1) p,q = 0,1 .... 
The rational functions [p/q]f(x) are the Pad6 ap- 
proximants to f(x). They are widely used in numeric- 
al analysis and in various domains of physics [3, 23]. 
The coefficients b i of the denominators of Pad6 ap- 
proximants are obtained by solving the system of 
linear equations whose matrix is an Hankel matrix : 
Cp+lb o + cpb I + ... + Cp_q+lb q = 0 
Cp+2b o + Cp+lb I + ... + Cp_q+2b q = 0 
(3) 
Cp+qb o + Cp+q_lb I + ... + cpbq = 0 
with b o = 1. The coefficients a i are then obtained 
from the relations :
cob ° = a o 
Clbo+Cobl = a 1 
cpbo +Cp_lb 1 + ... + Cp.qbq = ap 
where c i=o  if i<  o. 
The computation of [p/q]f(x) needs the knowledge 
of Cp_q ..... Cp+q. The Pad~ table is connected to 
the ~-array in the following way [47] : if one applies 
the g-algorithm to the sequence %(n) = Sn = 
n 
o Ci xl then : 
i=  
g(2k ) = [n + k/k]f(x) for n, k = 0, 1 .... 
Thus the g-algorithm can be used to compute one 
half of the Pad~ table but all the computations must 
be done for each value of x. In some applications 
it is preferable to obtain the coefficients of the 
numerators and denominators of the Pad~ approx- 
imants. A new method for computing these coef- 
ficients can be achieved if one can easily compute 
the solution of a system of linear equations with an 
Hankel matrix• Such a method will now be present- 
ed. 
2. THE BORDERING METHOD 
Let us consider the computation of g~k ) or that of 
[n + k/k] f(x). If the index k is now replaced by 
k+ 1 then the same systems (1) and (3) are to be 
solved where the new matrices are the old ones 
bordered by a new column and a new row. The in- 
verse of the bordered matrix can be deduced from 
the inverse of the first matrix by using the so-called 
bordering method. This method is a very classical 
one (see for example [16]) and it is not our purpose 
to develop it here; it is based on the method of 
Sherman and Morrison [39] for modified matrices. 
Let us only say that the bordering method needs, 
in the general case, to store in the computer's 
memory the inverse of the matrix to compute the 
inverse of the bordered matrix• For our purpose we 
don't need the knowledge of these matrices but only, 
in the first case, the sum of its elements or, in the 
second case, the vector solution of the linear system 
(3). The special structure of the Hankel matrices 
allows us to use a suitable modification of the 
bordering method which is due to Trench [42] 
because we don't need in fact the inverses of the 
successive Hankel matrices• 
By using the bordering method in connection with 
the modification of Trench, one can derive a re- 
cursive method for computing a sequence E(on) , ~2 ), 
g(n) .... for fixed n. One can also obtain a recursive 
m4thod for computing the coefficients of the Pad~ 
approximants [n/o]f(x), [n+l/1]f(x) ,  [n+2/2]f(x), 
... for fixed n. Because of the relation between the 
~-algorithm and the Pad6 table this method produces 
a second recursive method-for computing a diagonal 
of the ,-array. 
These three methods are easily obtained from the 
formulas (16), (17), (19) and (20) of the paper of 
Trench [42]. Thus the details of the way the methods 
are found will not be given since they are only a re- 
writing in a more suitable order of the formulas of 
Trench using the notations of our problem in con- 
nection with some of its particularities. 
3. F IRST  BORDERING METHOD FOR THE 
g-ALGORITHM 
Let us give the rules for computing a diagonal 
(gt~} of the c-array for fixed n (n =0,1 .... ) and 
for k=0,1 ,2  .... 
Initialisation of the method :
3'-1 = 0 X_I = 1 d_l = 1 d.2 = 0 )'o = Sn 
u!2)= 0 vi 
1 
u ('1)=1 and u ( '1)=0 Vi=/=0 
O 1 
u(P) = 0 Vq>p+l  
q 
u (p) = 1 Vp~0 
p+l  
and Vq<0 
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~ ) = S n 
Computation of _(n) for fLxed n ~ 0 and for C2k+2 
k=0,1 ,2  .... : 
k (k-l) 
~/k --i ~ Sn+k+i+l  ui 
"=0 
) u (k) /')'k-1 "¢k (k- l)+ ulk-1)_Xk.1 i = kXk-1 )'k ui 
for i=O .... ,k  
u (k) = 
k+l  
k+l  u(k) 
~k+l  i 1 = __Z 0 Sn+k+i+l  • 
2 
1 1 dk 
(n) = E(;~ + 
E2k+2 ~k+l  
__u!  k-2) 
1 
Of course the rules of this method are much more 
complicated than the rule of the E-algorithm. How- 
ever this method is very much interesting because it
needs three times less arithmetic operations than 
the E-algorithm. Thus let us study it in more details 
and give some of its principal features. 
1) The method breaks down if, during the computa- 
tion of the nth diagonal, one of the matrices 
needs A(n) (Sn)is s ingnhr ' that  of theThus the c°mputati°Ainf) E ( ;k ) (n  
none matrices A1) (Sn), (Sn), 
(n) 
.... Ak+l(Sn) be singular. In parti~uhr Sn must be 
different from zero. 
2) The computation of E~;~ by our bordering 
method needs the knowledge of S n, Sn+ 1 .... , 
Sn + 2k as with the E-algorithm. 
37 The computation of ~ ~n~ by our bordering 
/ % 
method needs the storage of, approximatively, 3k
values in the computer's memory. The computation 
of  E~;~ by the E-algorithm needs only the storage 
of 2k numbers. 
47 Let us now turn to the count of the arithmetic 
onerations The comnutation of E(n) by our border- 
ing method for fixed k and n need~: 
k(2k+5) additions 
2k(k+3) mukiplications 
6k divisions 
By the E-algorithm the computation of E~;k) needs : 
2k(2k+l) additions 
k(2k+ 17 divisions 
If we take into account he fact that for example a
multiplication lasts 3 times an addition and that a 
division lasts 9 times an addition, then the computa- 
tion of E(~) needs :
k (8k+77) additions with the bordering method 
11k (2k+1) additions with the E-algorithm 
Thus, for large k, our method is proportional to 
8 k 2 while the E-algorithm is proportional to  22 k 2. 
The most important fact is certainely that our 
bordering method needs only half the additions of 
the E-algorithm. In the E-algorithm ost of the 
rounding errors come from canceUation when effect- 
in the difference (n+l) (n) . . . .  g E k - Eb wltn operanas 
having similar values. Thus the'bordering method is 
hoped to be numerically better than the E-algorithm 
for some sequences. 
4. BORDERING METHOD FOR PADE APPRO- 
XIMANTS 
~0 cixi and [n+k/k]f(x) as : Let us write f(x) =i 
n+k a(k)xi k ,(k) i 
[n+k/kl f(x) ~'--ZO / i=  i oOi x for fixed 
n and k = O, 1, ... 
Thus the bordering method used in connection with 
Trench's modification aUows us to compute re- 
cursively the coefficients b! k) for k = 0, 1 .... ; we get : 
Initializations of the methoXd : 
~/o = 0 ~o = 1 
b!-l)= 0 "¢i 
1 
= x b!°)= 0 ,  v i .0  
b!P)=o V i<0 and V i>p 
1 
b(0P)-- = 1 V p 0 
Computation of the coefficients of the denominator 
of [n+k/k]f(x) for fixed n ~ -1 and for k = 1, 2 .... 
k - 1 h(k_l) 
Xk = ~ Cn+k+i -k-i-1 i=O 
k - 1 h(k_ 1) 
= ~0 Cn+k+i+l-k' i -1 3'k i 
b!k)= ( 7k-1 
* ~'k-1 
i=  1 ..... k 
b~ k) = 1. 
The coefficients of the numerator of [n+k/k]f (x) 
are then obtained by : 
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~k ) )'k-1 bi2 
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Clb(o k) + c0b  k)= k) 
+ + 
ckb(0 k) + Ck_lb~ k) + ... + c0b(k)= a(k ) 
Ck+lb(0 k) + ckb~ k) + ... + Clb(k ) = a(kk)l 
Cn +kbZ_. ) ¢1¢u + t'(k) + + a (k)  Cn+k-l~'l "'" Cn k = n+k 
This method is directly derived from that of Trench 
using new indices and the fact that u! k) = blk')~-i for 
i = 0 ..... k-1. 
Let us offer some remarks :
17 The method breaks down if, during the computa- 
tion of the n th sub-diagonal of the Pad~ table, one 
of the matrices A~n+l)(cn+l ) -  is singular. Thus the 
computation of the coefficients of [n+k/k]f(x) 
A (n+l)  c needs that none of the matrices 1 ( n+l) '  
(n+l) (n+l).  , 
A 2 (Cn+l) ..... A k {Cn+l) be singular. 
In particular Cn+ 1 must be different from zero. 
2) The computation of the coefficients of 
[n+k/k]f(x) by our bordering method needs the 
knowledge of c 0, c I ..... Cn+2k as it is the case by 
direct resolution of system (3). 
3) The computation of the coefficients of the 
denominator f [n+k/k]f(x) by our bordering 
method needs the storage of, approximatively, 3k
values in the computer's memory while the direct 
resolution of (37 needs the storage of k 2 numbers. 
4) Let us now count the number of arithmetic 
operations one needs for the computation of the 
coefficients b} k)" of the denominator f [n+k/k]f(x) 
using our method :
k(2k+ 1) additions 
2k (k+ 1) multiplications !n 
3k divisions H )(x) = IK 
We recall that the solution of system (3) by the 
Cholesky method would need 
k(k-1)(k+7)/6 additions (on 
k(k-1)(k+7)/6 multiplications H )(x) = 1 
k(k+ 3)/2 divisions 
k extractions of square roots. 
If we count one square root extraction for 70 
additions then the total number of arithmetic 
operations expressed in terms of additions is : 
k(rk+34) with our bordering method 
k(4k2+51k+473)/6 with Cholesky method 
Thus, for large k, our bordering method is proportion- 
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al to 8k 2 while direct resolution of system (3) by 
Cholesky method is proportional to 2k3/3. 
This bordering method is to be compared with a 
method proposed by Baker [3] to compute the 
coefficients of the sequence 
[n/0]f(x), [n-1/0]f(x), [n-1/1]f(x), [n-2/1]f(x), 
[n-2/2]f(x) ..... 
[l/n-ill(x), [l/nlf(x), [0/nlf(x) for fixed n. This 
method requires the order of n 2 arithmetic operations 
to derive an approximant. A different algorithm for 
computing the coefficients of the same sequence of 
Padg approximants is due to Longman [30]. 
Another ecursive scheme to compute the coefficients 
of Pad~ approximants has also been proposed by 
Watson [44]. This method provides the coefficients 
of the sequence [n/0]f(x), [n+l/0]f(x), [n+l/llgx), 
[n+2/1]f(x), [n+2/2]f(x), [n+3/2]f(x) .... for 
ftxed n. 
Some other schemes to compute recursively the 
coefficients of Pad~ approximants lying on a diagonal 
can also be found in a paper by Wynn [51]. These 
methods are based on the connection between Pad~ 
approximants and continued fractions. They also 
need the order of k 2 operations to obtain the coef- 
ficients of [n+k/klf(x) (see also [571). 
If the coefficients of only one Padfi approximant are 
needed then a direct method proposed by Rissanen 
[35] can be used; this method oes not require the 
principal minors of the matrix to be non-zero and 
needs only 0(n 2) arithmetic operations. 
5. CONNECTION WITH HADAMARD POLY- 
NOMIALS AND CONTINUED FRACTIONS 
Let us now study the connection of the method 
described in the preceding section with some poly- 
nomials and with continued fractions. For this 
purpose we introduce the Hankel polynomials 
H~n)(x)-- defined by : 
c n Cn+ 1 ....... Cn+ k 
Cn+l Cn+2 ....... Cn+k+ 1
Cn+k-1 Cn+k ....... Cn+2k_ 1
1 x ....... x k 
n =0,±1,-+2, 
k=1,2,... 
These polynomials have properties similar to those 
of the Hankel determinants. In particular they obey 
a three terms recurrence formula. 
Let us now consider the polynomials p~')(x)/- defined 
by ~(kn)(x) =H(kn)(x) / H(kn)(cn ) 
These polynomials were studied and used by various 
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authors; this fact can explain the various names they 
received : Rutishauser polynomials, Lanczos poly- 
nomials or Hadamard polynomials. As a proof of 
the french chauvinism I prefer to give them the 
name of Fladamard [24]. 
The properties of these polynomials can be found in 
25, 26, 41, 52]. If we denote by Q~n)(x) the [15, 
denominator of [n+k/k]f(x)  for k = O, 1 .... and 
n=-1 ,0 ,1  .... then : 
Q(kn)(x) = xkp(k n+ 1)(x-1 ) 
If we write : 
(k n k b!k,n) xi b!k,n) b!k) with ---- of Q )(x) = i=O 1 1 1 
section 4 
(n+l)(x) = •k ~}k,n+l)x i = k bk4(k'n) ix 
Pk i=0 i=0 
then the bordering method of section 4 generalizes 
an algorithm due to Gragg [22] and issued from the 
ideas of Chebyshev [13] to compute rerursively the 
coefficients 
£(k,0). of p(k0)(x) for k = 1, 2 .... 
1 
The Hadamard polynomials atisfy a three terms 
relation for fixed n : 
p(kn + i)(x)= (x - ak_ 1(n + 1 ) ' p(kn_: l ) (x ) )  
_(n+ i) (n+l) 
-3k -2  Pk-2 (x) k = 1, 2 .... 
with : 
P ( l+ 1)(x) =0 _ P~n+ 1)(x) =1 3!1+1)=0 
On the other hand if we use the definition of 
p(n+l) ,  , b!k, n) k txj in term of the I and the bordering 
method of section 4, then it can easily be found 
that for fixed n : 
p(n+ (x 1)(x) = + - -  
k 
)~k p(kn: l)(x ) 
kk_ 1 - 
7k-1 
kk_ l  
Vk- (n+l) 
~'k) Pk-1 (x) 
k=1,2  .... 
and that the denominators of the Pad6 quotients 
are related by : 
~ \ ) 'k -1 x + 1 k-1 (x) 
Xk 2 ^ (n) 
k-1 x ~k-2(x) 
with Q(~)(x). =0  and Q(0n)(x) = 1. 
Journal of Computational and Applied Mathematics, volume 2, no 2, 1976. 
Thus, for fixed n, we get : 
a(n + 1) -1 -1 
k-1 = 7kkk - 7k-lXk-1 
and Pk-2~(n+l) = )~k / Xk-1 
Let us now study the connection of all these poly- 
nomials with the theory of orthogonal polynomials. 
Let us assume that the coefficients c k are given by : 
Ck = fb xk da(x) for k = 0, 1 . . . .  
a 
where a is bounded and non decreasing in the 
finite, semi-infinite or infinite interval [a,b]. It is 
weU-known and easy to state that the polynomials 
p~n-- + 1) (x), for fixed n = -1, O, 1 ..... are orthogonal 
polynomials uch that : 
f :  (n+ p~+l ) (x )  dan(X ) if k~=m Pk 1)(x) = 0 
where a n is defined by : 
n+lda(x )  for n =-1, 0, 1 .... d a n(X) = x 
From the theory of orthogonal polynomials (see, 
for example [20]7 we know that these polynomials 
satisfy the relation : 
p(kn+l)(x)=(b(°k'n)\bo 1 (n+l) ,. (k-l,n)x+A Pk-1 (x) 
(n + 1)(x) 
+ A2Pk_ 2 
where A 1 and A 2 are defined by : 
b(0 k'n) .b (n+l) (n+l)  - 
0= (k-l,n) JaXPk-2 (x)Vk-1 (x)dan(X) 
b 0 
[p(n+l) 
+ A2 Ja k-2 (x)]2dan(X) 
b(k,n) b 
0 fax [p~n+l)(x)]2 dan(X) 0 =. (k-l,n) 
b 0 
a 
These integrals can be expressed in terms of the 
moments ck and we get : 
7k_ 1 7k 
A2=- ;~k/kk l  and A 1 = " ~k-1 ~k 
Thus the bordering method described in section 4 
appears as a way of constructing the family of 
orthogonal polynomials with respect o an(X ) ff the 
coefficients ck are the moments of a(x). This method 
can be used to obtain Gaussian quadrature formulas[20]. 
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Let us recall that the connection between Pad~ ap- 
proximants and Gaussian quadratures formulas is 
more profond. If we consider the function 
g(t) = (1-xt) -1 where x is a parameter and if we 
want to evaluate the integral : 
b 
f(x) = f g(t) da(t) 
a 
where ~, is bounded and non decreasing in the finite, 
semi-infinite or infinite interval [a,b], then we can 
use a Gaussian quadrature formula [20] : 
f(x) = k A lk)g(t i )  
i=0  
where the t i ' s  are the roots of P (0) fxl 
k+ l '  '" 
On the other hand we have : 
b da(t) = ~. c:x i 
f(x) = f 1 -x t  i=O , 
a 
b.  
with c i = f t 1 &z(t) and it is easy to show that : 
a 
k ik ) g(ti) = l~ A [k/k+l]f(x) i=O 
Thus the Pad~ approximant [k/k+l]f(x) to the 
Stieltjes series f(x) is nothifig else but the Gaussian 
quadrature formula for g(t) constructed with respect 
to a [56]. The convergence of the sequence 
[k/k+1] f(x) to f(x) [54, 55] when k goes to infinity 
can be deduced from the convergence of Gaussian 
quadrature formulas when the number k of inter- 
polating points goes to infinity. 
Another way of constructing such polynomials 
(orthogonal or not) is the q-d algorithm of Rutis- 
(n+l) and (n+l)  hauser [36]. If the numbers e k qk are 
defined by : 
(n+l) and a(k::l)= q(k n+l )  + ek_ 1 
n=-1 ,0 ,1  .... 
fl(n+l) (n+l) q(kn?l) k= 1,2, 
k-2 = ek-1 "'" 
then these numbers can be obtained by the q-d 
algorithm :
e~n)=0 q~n)=cn+l /Cn n=0,1  .... 
(n) (n) (n+l) (n+l) 
qk+l e = qk e k = 1, 2 .... 
n = O, 1, ... 
q(n) + e(n)= qk(n+l) + e(k??l) 
(n+l) ^(n+l) 
Since the coefficients ak_ 1 and //k-2 are 
related to the coefficients 7k-1' ?k' Xk-1 and Xk_ 1, 
the bordering method of section 4 can be used to 
compute recursively only one diagonal of the q-d 
scheme. For fixed n =-1,0, 1 ..... we thus obtain : 
(n+l) -1 (n-l-l) 
ek = kk+l Xk/qk k = 1, 2, ... 
(n+l) -1 - (n+l) 
qk+l  = ?k+l  Xk+l - ")'k Xk - ek 
Replacing 
also get : 
(n+1) 
e k 
(n+l) 
qk+1 
(n+1) (n+l) k = I, 2 .... 
e k and qk by their values we 
1 ¢:1,;1 = 
k=1,2  .... 
-1 -1 - . (n+l )  
= ?k+l  kk+l  - ?kXk Xk+l~ ~ - /qk 
k=1,2  .... 
Using some recurrence relations proved by Wynn 
[52] but whose principle goes back to Frobenius 
[17], we obtain : 
(n+1) (k+l,n) (k,n) 
qk+l =-bk+ 1 /b k and 
qk+l(n+l) + e(kn+l) = b~k,n) - b(k+1'n)l " 
Since X k, Xk_ 1, ?k and ?k-1 depend of n the pre- 
ceding relations are only valid for the value of n 
under consideration. 
Once the computation of a diagonal has been achiev- 
ed, there are no difficulties for obtaining the follow- 
ing diagonals. 
Indeed we have [36] : 
p(k n+l)  (x)--x p~n?2)(x) - q(k n+l)p~n_+ 1)(x) 
which can be written as [52] : 
b(k- l ,n+l) (n+l) (k-l,n) 
k-i = bkk-i n) + qk bk-i-1 
i = 1 ..... k-1 
for n =-1,0 ,1  .... and k=2,3  .... 
Thus if the coefficient of the n th diagonal of the 
Pad6 table is known, then this relation allows to 
compute the coefficients of the (n+l)t  h diagonal. 
Once this has been done, we get : 
(n+2) " (k 'n+l) /k(k ' l 'n+i l )  for k--2,31 
qk = - bk "-k-1 "'" 
and the process can be repeated. This shows that, for 
the other diagonals, it is unuseful to compute the 
Xk'S and ?k'S and that they can be obtained much 
more easily. !n+l)  (n+l) 
The coefficients e, :  and qk thus computed 
(for fixed n) can be used to construct he continued 
fraction corresponding to the series f(x) [10] : 
Cn+l xn+lJ 
c(n)(x) = CO + ClX + "'" + cnxn + [ 1 
(n+l) (n+l)x 
ql x l _e l  I -  
- I  1 I 1 " ' "  
The development of the k th convergent C(kn)(x) of  
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this continued fraction in ascending power of x 
agrees with f(x) as far as the term in x n4.k. The 
kn+l) (n+l) computation of e and qk by our border- 
hag method therefore dispenses with the construction 
of the whole q-d table to obtain these coefficients. 
Now if we make a contraction of this corresponding 
continued fraction we obtain the associated con- 
tinued fraction :
Cn+lxn+l I 
D(n) (x)=cO+ClX+'"+cnxn+l "bl 
+ . . .  
1"2 
with : 
, (n+l) (n+l)x 2 k = 2,3,..i 
ak = -ek-1 qk-1 
(n+l) (n+l)x k 1,2,... b E = 1 - qk x - e = 
The development of the k th convergent D(k n) (x) of 
this continued fraction in ascending power of x 
agrees with f(x) as far as the term in x n+2k. 
D(kn)(x) is the ratio of a polynomial of degree n+k 
by a polynomial whose degree is k. Thus, by the 
unicity of Pad~ approxirnants, we have : 
[n+k/k] f(x) = D~n)(x) n = -1, 0, 1 .... 
k =0,1 .... 
The denominator f D(kn)(x) is, of course, nothing 
else but the denominator Q(n)(x) of [n+k/k]f(x). 
It is well known that the partial denominators (as 
well as the partial numerators) of a continued 
fraction are related by a recurrence r lation. For 
the associated continued fraction D(n)(x) we thus 
get : 
=o = 1 
n - L, r~(n) , QCn) (x) k = 1, 2 .... 
Q )(x) -Ok~k,  1 (x) 4" a k k-2 
or  : 
Q(kn)(x) = (1 (n4.1) (n-l-1)x, (n) 
- qk x - ek_ 1 ) Qk-1 (x) 
(n+l) q(kn_14.1) x2 o(n) 
- ek-1 "~k-2 (x). 
This relationship is exacdy the one we found by 
using Hadarnard polynomials. If we denote by R(kn)(x ) 
the numerator of [n+k/k]f(x) then we irnmediady 
obtain : 
R(kn)(x) (1 (n÷l) _e(n+l)x~n(n)tx~ 
= - qk x k-1 J "'k-1 ~ j 
e(n+I) (n+l)  2~(n) ,  , 
- k-1 qk-1 x Kk_2tx) for k = 1,2 .... 
and R~n)(x) = c O + ClX + ... + cnxn if n = 0, 1 .... 
and with R~- l ) (x)=0 and R(1-1)(x)=c 0 i fn=- l .  
The results of this section, joined to the results of 
[10], thus complete the connection between the 
e-algorithm, continued fractions corresponding or
associated to a power series, the Pad~ table, Hada- 
mard polynomials and orthogonal polynomials. 
They also show that the Pad~ table is closely related 
to the recurrence r lations of orthogonal polynomials. 
For the sake of completeness letus mention some 
matters related to the material of this section : the 
moment problem [40], the geometry of moment 
spaces [28], some positivity properties [27], the 
biorthogonalization method of Lanczos [29],which 
is closely related to orthogonal polynomials [21] 
and gaussian quadrature formulas [18], Jacobi 
matrices [1], the LR algorithm of Rutishauser [37] 
to compute the eigenvalues of matrices and, of 
course, the theory of continued fractions [33, 43] 
and P-fractions [31]. 
6. SECOND BORDERING METHOD FOR THE 
E-ALGORITHM 
The bordering method for computing the coefficients 
of Pad~ approximants described in the preceding 
section can also be used to compute a diagonal 
{ e[2~ ) ) of the ~-array. This is, of course, due to the 
connection between the E-algorithm and the Pad6 
table. 
Let {Sn} be the sequence to be transformed by the 
1 ~ 0 cixi = the series defined e-algorithm and let f(x) "= 
by c o = S o and c i = ASi_ 1 for i = 1, 2 .... Then 
S n = [n/0]f(1) for n = 0,1 .... and, consequently : 
E(2~=[n+k/k]f(1) 
Thus we can first compute the coefficients of 
[n+k/k]f(x) by the bordering method,_~ of the pre- 
ceding section and then obtain E~'kJ by setting x = 1 : 
in) n+k (k) k . i k )  
a. . ,= ,~ a. / Zobi z~ i=0 * i= 
As in our first bordering method, the denominator 
of this quantity can be computed recursively. 
Finally our second bordering method for the 
z-algorithm is the following :
Initialization of the method :
with R(;)(x)_ = 1 
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d_l =o  do= 1 
~,o=O ko= 1 
b! -1) =0 v i  
! 
b~ 0)=1 b!0)l =0 Vi~=0 
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b. (p) = 0 V i  < 0 and V i > p 
1 
b~ p) = 1 Vp I> 0 
Computation of e(2k 7for fixed n t> 0 and for 
k=1,2  .... : 
k-1 (k-l) 
Xk = i ~ 0 ASn+k+i-lbk-i-1 k exact values 
k-1 ^e u(k-l) 1 .250000000000000 
= ~ a°n+k+i°k_i_ 1 2 .111111111111111 
7k i = 0 3 .625000000000000(-01) 
b(k) /Tk_ 1 b(ik_l)_ Xk i.(k_2 ) 4 .400000000000000(-01) 
i \Xk-1 ~k blk-17 + 5 .277777777777778(-01) 
= Xk-1 ui-2 6 .204081632653061(-01) 
i = 1 ..... k 7 .156250000000000(-017 
b~ k7 = 1 8 .123456790123457(-01) 
9 . 1000 oooooo  00000 (-o 1) 
(?k-1 ?k ~ ~k 10.826446280991735 (-02) 
dk = \Xk-1 ~k + 1] dk_ 1 Xk_l dk-21211.591715976331361(-02)'694444444444444(-02) 
13.510204081632653(-02) 
k Ik ) Sn+k-i Ok = 1~ ob 14.444444444444444(-02) 
i = 15.390625000000000 (- 27 
C(2k ) = Ok/d k 16.346020761245675(-02) 
This second bordering method for the e-algorithm 
presents the same characteristics a the first one. 
computation of c~ ) approximatively needs the The 
storage of 4k values in the computer's memory. The 
count of arithmetic operations i : 
k(5k + 77 / 2 additions 
k(5k+ 117/2 multiplications 
3k divisions 
Taking into account he ratio between the opera- 
tions, the computation of c(2~7 by this second 
bordering method needs for fixed n and k : 
k(10k+47) additions 
Thus, for large k, this second method is proportion- 
al to 10 k 2 while the first method is proportional 
to 8 k 2 and the c-algorithm to 22 k 2. However this 
second method seems to be numerically more stable 
than the first one and than the e-algorithm. 
7. SOME NUMERICAL EXAMPLES 
In this section we shall give some numerical examples 
and compare the results obtained by the e-algorithm 
and by the two bordering methods of the preceding 
sections. We shall also discuss the numerical stability 
of the methods. 
Let us consider the sequence S n = S + 1/(n+l 7. 
If we apply the e-algorithm to this sequence we 
should theoretically obtain : 
c(2~) 1 = S + (k+l)(n+k+l) for n,k = 0, 1 .... 
Thus the true value can be compared with the 
numerical values obtained by the e-algorithm and 
the two bordering methods. 
The computations have been done on the CII 10070 
computer of the University of Lille with 15 decimal 
figures in double precision and with 7 decimal figures 
in simple precision. For n = 0 and S = 0 the double 
precision computations provide us : 
e.-algorithm 
.250000000000000 
.111111111111111 
.625000000000146(~1) 
.400000000000052(~1) 
.277777777716181(-01) 
.204081631924590(~1) 
.156249998057573(~1) 
.123456809542561(~1) 
• 999957663494740(~27 
.824013924802394(-027 
.629753128851614(-027 
.626851115015721(~2) 
.647125796028496(-02) 
.570650135518806(-02) 
.521883650878668(~2) 
.402060422474512(~2) 
k f~stborderingmethod 
1 .250000000000000 
2 .111111111111110 
3 .625000000000151(-017 
4 .399999999999901(~1) 
5 .277777777711456(-017 
6 .204081631902181(-01) 
7 .156249998181396~017 
8 .123456805803422(-017 
9 .999954889013473(-027 
10.823954271278536(-02) 
11.627311277250008(-02) 
12.623213581817685(-027 
13.646657635635001(-027 
14.786329326252375(-027 
15.569212052729958(-027 
second bordering method 
0,250000000000000 
0,11111111111111 
0,625000000000005(-1) 
0,399999999999985(-1) 
0,277777777778016(-1) 
0,204081632653324(-1) 
0,156250000071621 (-1) 
0,123456791703715(-1) 
0,100000025421318(-1) 
0,826450678356392(-2) 
0,694493243224402(-2) 
0,591238185703939(-2) 
0,425943527330876(-2) 
0,495127733502212(-2) 
0,440971312178377(-2) 
For such a sequence the e-algorithm is known to be 
an unstable transformation [53]. 
The second example will concern the sequence : 
S n = 1 + n cos(n/107 0.95 n n = 0, 1 .... 
Then, by a classical result on the e-algorithm [11], 
we must obtain : 
c~ n) = 1 for n = 0,1 
u 
By the e-algorithm we get c~ 0) 0.999999484 
while the first bordering method provides 
e(80) = 0,999999541 
Let us now turn to our bordering method for com- 
puting the coefficients of Pad~ approximants. 
For f(x 7 = e x, Pad~ [32] formally computes the 
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coefficients of some approximants with n = 0 and 
double precision computations we exactly obtain 
these coefficients up to 15 exact decimal f~res  for 
k = 1, 2, 3 and 4. We then get only 19-k exact 
decimal figures for k = 5 up to 15. 
Let us now consider the series : 
X i 
f(x) = ~ 1(-1)i+1 i= i = Log (l+x) 
with our bordering method to compute the coef- 
ficients of Pad~ approximants we get for [k/k]f(x) : 
k approximants 
X 
1 1+0.5x 
x + 0.5x 2 
1+x+O.16666666x 2 
X er ro I  
2 -0.898(-1) 
1 -0.382(-1) 
0.5 -0.135(-I) 
2 -0.701(-2) 
1 -0.121(-2) 
0.5 -0.147(-3) 
x+O.99999999x2+O.18333333x 3 
l+l.5x+O.59999999x2+O.O4999999x 3 
2 - 0.522(-3) 
1 - 0.368(-4) 
0.5 - 0.155(-5) 
where the errors are the relative errors given by : 
([k/k]f(x) - f (x )  ) / f(x) 
We have also done some experiments o test the 
numerical stabilit~ of the e-algorithm and the first 
bordering method. We worked with the sequence 
S n = 1+1/(n+1) and the computations were con- 
ducted in simple and in double precision. We thus 
get the following results :
Double precision :
k exact values e-algorithm first bordering 
method 
2 1,111111 1,111111 1,111111 
4 1,040000 1,040000 1,040000 
6 1,020408 1,020408 1,020408 
8 1,012345 1,012345 1,012345 
10 1,008264 1,008240 1,008239 
12 1,005917 1,006308 1,005818 
14 1,004444 1,005706 1,006430 
Simple precision :
k e-algorithm first bordering method 
2 1,111106 1,111105 
4 1,040011 1,037220 
6 1,030035 1,029316 
8 1,020540 1,023299 
As it can easily be seen, none of these methods 
seems to be very much numericaly stable. With our 
second bordering method we obtain : 
k double precision simple precision 
2.1,111111 1,111108 
4 1,040000 1,039298 
6 1,020408 1,031465 
8 1,012345 1,024074 
Some numerical experiments have also been made 
with a method due to Pichat [34] to correct he 
sum of N terms. These experiments where conducted 
in double precision arithmetic on an IBM 370/168 
computer to satisfy the assumptions needed by the 
correcting method. With this method we correct the 
computation of 7 k and kk+ 1 in the first bordering 
method for the e-algorithm and moreover that of 
o k in the second bordering method. 
The computations were made with 16 decimal digits 
and the initial sequence was S n = 1 + 1/(n+1) : 
k exact vahes ~algorithm 
9 1,0100000000 1,0099995651 
11 1,0069444444 1,0062881000 
14 1,0044444444 1,0057059170 
16 1,0034602076 1,0040226901 
k first bordering with one second border- 
method without correction ing method 
correction with correction 
9 1,0099988209 1,0099995299 1,0099995773 
11 1,0037390914 1,0063753151 1,0063002306 
14 1,0064434622 1,0061267528 1,0057229082 
16 1,0054069075 1,0049937875 1,0040373994 
In conclusion, the numerical results obtained by the 
e-algorithm and by our two bordering methods with 
Hchat correction are quite similar. The second 
bordering method with correction seems to be a 
litth more stabh. 
This correcting method is valid ff the computer 
works in normalized floating-point arithmetic, the 
rounding-off law being a trunc'ature with a guard 
digit. For other computers the correcting method 
of Pichat can be modified. One can also try to 
correct he arithmetic operations when using the 
standard rule of the e-algorithm or to use modified 
moments in conjunction with a method ue to 
Wheeler [45]. 
8. THE TOPOLOGICAL CASE 
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In [5], Brezinski proposed some generalizations of
Shanks' transformation a d Pad~ table. These gener- 
alizations work when the sequence {S n) under con- 
sideration is a sequence of elements of a topological 
vector space and they lead to the so-calhd topological 
E-algorithm. Of course, in the numerical applications, 
the vector case is the most important. The elements 
involved in the topological E-algorithm can be, con- 
trarily to the vector e-algorithm, expressed as the 
ratio of two determinants. However the elements 
computed by this topological e-algorithm cannot be 
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obtained by a system similar to system (1) and by 
a formula similar to (2) ; hence a generalization of 
the first bordering method of section 3 cannot be 
achieved. 
The situation is different for the generalization of 
the Pad~ table. The author actually does not know 
if there is some interest in computing the coefficients 
of these Pad~ approximants, but, in fact, these 
coefficients can be obtained by replacing the 
coefficients Cp by < y', Cp > in the formulas 
giving Xk and "/k in the bordering method of section 
4 for Pad6 approximants. Then the coefficients of 
the numerator are obtained by the same system of 
relationships. 
Since the coefficients of the generalized Pad~ 
approximants can be computed by a suitable 
modification of the bordering method of section 4, 
then the second bordering method of section 6 can 
also be generalized to settle the topological E-algo- 
rithm. The only modification is to replace ASp by 
<y ' ,  ASp> Vp in the formulas giving ~'k et ?k" 
This second bordering method for the vector case 
can be very useful in the numerical applications : 
the vector E-algorithm is used as a quadratic method 
to solve systems of nonlinear equations without 
calculating any derivatives [6,19], to integrate 
boundary value problems for ordinary differential 
equations [12], to settle implicit A-stable Runge- 
Kutta methods [2] or to compute the eigenvalues 
and eigenvectors of some matrices [7]. In these 
applications some difficulties often arise because of 
the propagation of rounding errors in the vector 
e-algorithm. Particular ules to obviate these errors 
have recently been derived [14]. 
In all these applications the bordering method for 
the topological E-algorithm can be used in the place 
of the vector E-algorithm, Thus the same work is 
done with less arithmetic operations and probably 
with less rounding errors. Numerical experiments 
still remain to be done. 
given [48]. It is also possible to define a confluent 
form for the topological E-algorithm and to construct 
its theory [8]. These confluents forms can be applied, 
for example, to the evaluation of improper integrals 
[50,51]. 
When one wants to settle the confluent form of the 
E-algorithm one does not compute the derivatives 
of the functions e k for k = 0, 1 . . . . .  In fact one can 
use either the recurence relations between Hankel 
determinants [9] or some special algorithms con- 
structed for this purpose by Wynn [49]. 
The first extension we propose is to use a suitable 
modification of the bordering method of section 3 
to compute the quantities e2k(t). The second ex- 
tension which can be done is to generalize to the 
topological case the special algorithms of Wynn. 
The third extension is to define a bordering method 
for the confluent form of the topological E-algorithm. 
Maybe these extensions will be studied in a forth- 
coming paper. 
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