Proactive rebalancing and speed-up techniques for on-demand high
  capacity ridesourcing services by Liu, Yang & Samaranayake, Samitha
ar
X
iv
:1
90
2.
03
37
4v
2 
 [c
s.S
Y]
  1
5 A
ug
 20
19
1
Proactive rebalancing and speed-up techniques for
on-demand high capacity ridesourcing services
Yang Liu, Samitha Samaranayake
Abstract—We present a probabilistic proactive rebalancing
method and speed-up techniques for improving the performance
of a state-of-the-art real-time high-capacity fleet management
framework [1]. We improve on both computational efficiency and
system performance. The speed-up techniques include search-
space pruning and I/O cost reduction for parallelization, reducing
the computation time by up to 97.67%, in experiments on
taxi trips in New York City. The proactive rebalancing routes
idle vehicles to future demands based on probabilistic estimates
from historical demand, increasing the service rate by 4.8% on
average, and decreasing the waiting time and total delay by 5.0%
and 10.7% on average, respectively.
Index Terms—Ridesourcing, Mobility-on-Demand system, Ve-
hicle routing, Proactive rebalancing
I. INTRODUCTION
THE growing popularity of on-demand ridesplitting (trip-sharing) services, such as UberPool and Lyft Line, is
moving us towards a more sustainable form of urban mobility
[2]. These services allow multiple passengers traveling on
similar routes to share a ride. They not only provide passengers
with a reliable and low-cost travel mode but also help reduce
the congestion and pollution associated with transportation.
Higher capacity ridesourcing services such as Via also offer
affordable alternatives to public transit services.
While these services are currently operated by fleets with
human drivers, the operators are aggressively pursuing fleets
of autonomous vehicles, with millions of dollars of invest-
ments in the autonomous vehicle industry. Therefore, demand-
responsive autonomous mobility services are gaining research
interest and have the potential for reducing operational costs
in moving passengers [3].
Efficient fleet management methods for optimizing the
assignment of vehicles to travel requests is critical for enabling
high-quality on-demand ridesourcing services. Most of the
literature on Mobility-on-Demand (MoD) services has focused
on ride-hailing systems (without shared rides) until recently
[4]. A recent study showed that 80% taxi trips in Manhattan,
New York City (NYC) could be shared by two riders with
only a few minutes travel time increase [5], using a optimal
trip matching algorithm, which was one of the first attempts
to quantify the benefits of pooling ridesourcing services on
an urban-scale network. Unfortunately, this matching problem
can only be solved optimally in polynomial time when at
most 2 requests are shared by a vehicle, and is intractable
for high capacity settings. At higher capacities, this problem
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is commonly known as the dynamic vehicle routing problem
(VRP) with time windows and has a large literature that spans
many decades [6]. However, techniques to solve this problem
efficiently at an urban scale have not emerged until recently.
In a recent study [1], a computationally efficient anytime op-
timal fleet management framework was proposed to solve this
problem at scale. The framework addressed both the problem
of assigning vehicles to travel requests and the problem of
rebalancing idle vehicles. Traditional methods for fleet man-
agement usually formulate the problem as an Integer Linear
Program (ILP) and use various heuristics to solve the ILP,
but most these methods are either not tractable for large-scale
cases or do not provide good results. The framework presented
in [1] decoupled the routing and matching components of the
problem; first employing the pairwise shareability graph [5]
to compute feasible trips and then solving a compacter ILP
to find the optimal assignment of vehicles to trips. While the
framework was shown to be scaleable for real-time operations
in most of the experiments based on taxi trips in NYC, the
computation time was found to be too high in cases where
the fleet size was large. For example, considering a fleet of
3000 four-seat vehicles, the simulation for travel demand of
one day could be as high as about 41 hours using a 24-core
computer [1].
In this work, we present a series of techniques to improve
the performance of the above-mentioned framework in [1].
The contributions of this work include:
• Two search space pruning techniques for computing feasi-
ble trips. As mentioned above, the method in [1] first uses
the shareability graph to find all feasible trips and then
solves a compacter ILP to find the optimal assignment
between vehicles and trips. The computation is the most
intensive in the first step, since it involves solving a large
number of small-scale generalized pickup-and-delivery
(PDP) problems. These two techniques focus on reducing
the computation time of the generalized PDP by pruning
the search space based on feasibility constraints.
• An Input/Output (I/O) reduction technique for paralleliza-
tion. In [1], the process for finding feasible request-
vehicle allocations is parallelized. The requests are parti-
tioned and the compatibility checks are done in parallel
in separate compute units. However, since the set of
candidate vehicles for different requests can overlap with
each other, the same vehicle information might be passed
to many compute units creating an I/O bottleneck. There-
fore, we propose a method for efficiently partitioning
requests such that the I/O overhead is minimized.
•
2demand distributions obtained from historical data. This
method guides idle vehicles to areas with a high proba-
bility of future requests, as determined by the marginal
probability of an additional vehicle being utilized at a
given location. While other predictive rebalancing meth-
ods exist, they are usually based on sampling future
demands from historical demand distribution and routing
idle vehicles to these regions [7], [8]. By computing the
estimated marginal probability of a request assignment,
our proposed method goes beyond this and increases the
probability of a rebalancing vehicle being used.
We numerically evaluate the performance of the proposed
techniques using taxi trips in Manhattan, NYC.
The rest of this article is structured as follows. In Section II,
we present the problem definition and briefly review the fleet
management method in [1]. In Section III, we introduce speed-
up techniques to improve computation performance. Sec-
tion IV proposes a proactive rebalancing method to improve
the MoD system performance. Section V consists of numerical
experiments on the Manhattan network to show the efficiency
of the techniques. Finally, Section VI provides closing remarks
and discusses possible directions for future research.
II. PRELIMINARIES
In this section, we present the problem definition and
then briefly introduce the state-of-the-art high capacity MoD
service simulation framework in [1].
A. Problem definition
We consider a fleet of vehicles with a given capacity to
satisfy the MoD service demand. Two main tasks of the
MoD fleet management are: i) to assign the vehicles to travel
requests; ii) to rebalance idle vehicles to areas where would
likely to have travel demand.
The set of vehicles is denoted by V . Each vehicle vi has a
corresponding capacity ci. The set of travel requests is denoted
byR. A passenger is defined as a request that has already been
picked up by a vehicle and is on its path to the destination.
For each request r, the waiting time denoted by wr is defined
as the difference between the pickup time tpr and the request
time trr. For each request r that has been picked up (i.e.
passenger), the total travel delay is defined as δr = t
d
r − t
∗
r ,
where tdr is the dropoff time and t
∗
r is the earliest possible
time at which the destination could be reached. We assume t∗r
to be the travel time between the origin or and the destination
dr by following the shortest path. The goal is to find the
optimal assignment that minimizes a cost function C under
the following constraints:
• For each request r, the waiting time wr must be below
the maximum waiting time Ωr.
• For each request r that has been picked up, the total delay
δr must not exceed the maximum delay ∆r.
If a request is not served under the above constraints, it
is discarded in the simulation, and a large penalty cko will
occur in the cost function. The cost function C is set to the
sum of total delay and the penalty for unassigned requests.1
1We use this cost function to be consistent with the framework in [1]. In
practice, we can use other cost functions.
The total delay includes both the waiting time for all assigned
requests and the in-vehicle delay caused by sharing with other
passengers.
C =
∑
v∈V
∑
r∈Pv
δr +
∑
r∈Rok
δr +
∑
r∈Rko
cko
where Pv is the set of passengers in vehicle v, Rok is the set
of requests that have been assigned vehicles, and Rko is the
set of requests that are not assigned any vehicles.
B. Method overview
The framework in [1] decouples the problem by first com-
puting feasible trips based on a pairwise shareability graph [5]
and then finding the optimal trip-vehicle assignment by solving
an ILP of reduced dimensionality. The vehicle assignment
is processed every 30 seconds. After an assignment round,
requests that have not been picked up remain in the request
pool until the waiting time constraint is violated. Specifically,
each round of the assignment simulation includes the follow-
ing steps.
i) Construct a pairwise request-vehicle graph (RV-graph).
RV-graph describes possible pairwise matchings between ve-
hicles and requests. In the graph, two requests ri and rj are
connected if a virtual vehicle at the origin of either request
can serve both requests under the constraints discussed in
Section II-A; Similarly, a request r is connected to a vehicle
v if v can serve r without violating the constraints.
ii) Compute the Request-Trip-Vehicle graph (RTV-graph)
using the cliques of the RV-graph. A feasible trip is defined
as a set of requests that can be served by one vehicle without
violating the constraints. RTV-graph consists of all the feasible
trips and the vehicles that can serve them. A request r is
connected to a trip T if T contains r; A trip T is connected
to a vehicle v if v can serve T under the system constraints.
iii) Solve an ILP to find the optimal assignment from
vehicles to feasible trips. The ILP in [1] is as follows:
minimize
∑
i,j∈XTV
ci,j · xi,j +
∑
k∈{1,...,n}
cko · χk
subject to
∑
i∈IT
V=j
xi,j ≤ 1, ∀vj ∈ V
∑
i∈IT
R=k
∑
j∈IV
T=i
xi,j + χk = 1, ∀rk ∈ R
xi,j ∈ {0, 1}, ∀i, j ∈ XTV
(1)
where XTV is the set of all feasible assignments between trips
and vehicles, ci,j is the cost of vehicle j serving trip i. The
decision variables are xi,j and χk, where xi,j = 1 if vehicle j
is assigned to trip i, and χk = 1 if the request rk is unassigned
in this round of assignment simulation. In the constraints, there
are three sets: the set of trips that can be served by vehicle j
is ITV=j ; the set of trips that contains request rk is I
T
R=k; the
set of vehicles that can serve trip i is IVT=i.
iv) Rebalance idle vehicles. After the assignment, there
may be idle vehicles (no trips assigned to the vehicle) and
unsatisfied requests (no vehicles assigned). Assuming that
more requests will be likely to appear in the neighborhood
of the unsatisfied requests, a linear program (LP) is solved to
3match the idle vehicles to the locations of unsatisfied requests
while minimizing the rebalancing cost.
minimize
∑
v∈Vidle
∑
r∈Rko
τv,ryv,r
subject to
∑
v∈Vidle
∑
r∈Rko
yv,r = min(|Vidle|, |Rko|)
0 ≤ yv,r ≤ 1 ∀yv,r ∈ Y
(2)
where Vidle is the set of idle vehicles, τv,r is the travel
time between the vehicle v’s location and the origin of the
unassigned request r, yv,r is the decision variable where
yv,r = 1 if the vehicle v is assigned the task of traveling to
the origin of r and 0 otherwise, and Y is the set of decision
variables.
III. SPEED-UP TECHNIQUES TO IMPROVE ON-DEMAND
HIGH CAPACITY RIDESOURCING SERVICES
In this section, we propose two speed-up techniques for
improving the computation time of the framework in [1].
These techniques are exact in the sense that they do not
compromise the anytime optimality of the framework.
A. Search space pruning
When constructing the RV-graph and the RTV-graph in [1],
an exhaustive search is conducted to check which vehicles
can serve each trip. For each trip and vehicle, a generalized
pickup-and-delivery-problem (PDP) with time windows and
capacity constraints is conducted. For low vehicle capacities
(four or less), this is done via enumerating every possible order
of pickups and drop-offs and then checking for the violation of
any constraints. For larger capacities, an insertion heuristic is
used. The best feasible order (if one exists) is picked for each
trip-vehicle pair. This is a time-consuming process for trips
that include a high number of requests. In addition, the number
of trips increases exponentially with the number of requests.
Therefore, we propose two techniques to: i) reduce the number
of PDP instances that need to be solved; ii) decrease the
computation time of each such computation. The following
claims are based on the assumption that the travel time in the
network is not decreasing2.
Claim 1. If a vehicle v is not feasible for trip T at time t, it
will not be feasible for T at any time t′(t′ > t).
Proof. As the definition reveals, vehicle v is not feasible for
trip T at time t represents that any possible route of v serving
trip T will violate at least one of the constraints. As the travel
time in the network is not decreasing from t to t′, any possible
route of v serving trip T at t′ still violates at least one of the
constraints. 
In [1], when a vehicle v is not feasible for a trip in the
current round of assignment simulation, it is still considered
2This is a reasonable assumption in these settings since; i) the performance
guarantees are given with respect to expected travel-times based on some
travel time estimation model, and ii) if real-time traffic conditions are used,
they almost always only get worse.
for the trip in the following rounds. To reduce such duplicate
computation, we propose the following technique:
For any trip T , an array AT is used to record the set of
feasible vehicles corresponding to trip T . At each round of
assignment, we incorporate the following procedure.
i) If a new request (one that occurred in the last 30 seconds)
is assigned to a trip T , initialize AT to be the empty set;
ii) Check the feasibility of assigning each vehicle v ∈ V to
T . If v is feasible for T , add v to AT .
Claim 2. Only vehicles in AT need to be considered for trip
T . If |AT | = 0, trip T can be ignored in subsequent rounds.
Claim 1 trivially leads to the correctness of Claim 2 as
an infeasible trip can not be feasible without a reduction in
travel-times.
However, as the number of trips increases exponentially
with the number of requests, this process can be prohibitively
memory-consuming if we consider all trips. Furthermore, the
computation time saved by this technique is diminishing as the
number of requests in a trip increases, since the set of feasible
vehicles for larger trip sizes is much smaller. Therefore, we
only use the technique for trips with a single request. Even
when considering networks with dynamic travel times, the
technique can be used as an efficient heuristic, since the travel
times will rarely decrease during a trip.
As mentioned previously, for each trip and vehicle, we need
to solve a generalized PDP to check the feasibility of the trip-
vehicle pairing. In [1], this is done by performing the following
checks during the construction of each candidate route: i) the
waiting time constraint of a request when the vehicle traverses
its origin, and ii) the delay constraint of a request when the
vehicle reaches the request’s destination. We can improve this
process with the following modification. Given a vehicle v
and a trip t, we check the feasibility of v with respect to
each waiting time and delay constraint for each request r ∈
T at each step of the route construction. This technique can
decrease the computation time for solving the generalized PDP.
The intuition is that we can proactively eliminate infea-
sible routes by considering potential constraint violations in
advance. Inserting a request into a specific route may imme-
diately make other requests (both already inserted and to be
inserted) that belong to this trip to be infeasible under this
route. Eliminating infeasible routes as early as possible in the
search process leads to faster computation. For example, con-
sider a vehicle v assigned to a route [o1, o2..., on, ..., d1, ..., dn]
where oi and di represent the origin and destination of request
i, respectively. The assignment of o2 as the second pickup
point might immediately make it impossible to satisfy the
pickup time constraint for on and the detour constraint for d1.
Pruning out infeasible routes as early as possible will reduce
computation time if the saving exceeds the overhead of the
additional checks. Our experimental results validate that the
procedure leads to reduced overall computation time.
B. Parallelization I/O bottleneck
When constructing the RV-graph, each request is checked
against to all vehicles in the fleet to determine which vehicles
4satisfy its constraints. Specifically, for each request-vehicle
pair, the framework checks if there exists a route that can
serve the request and all the passengers in the vehicle without
violating their constraints. This process is done via enumer-
ation and is parallelized across the requests. Each request is
assigned to a computing unit in the pool, and information on
the set of candidate vehicles is also input to it. Here candidate
vehicles represents vehicles that can travel directly to the origin
of the request and pick up the request within the waiting
time constraint. The set of candidate vehicles for different
requests may overlap with each other. Therefore, to minimize
the I/O requirements of the system, it would be advantageous
to allocate requests with similar candidate vehicle sets to the
same computing unit. More formally, to minimize the I/O
overhead, we propose the following optimization for clustering
the requests:
minimize
∑
i∈N
|
⋃
r|zi,r=1
Vr| (3)
subject to
∑
i∈N
zi,r = 1 ∀r ∈ R (4)
zi,r ∈ {0, 1} ∀i ∈ N, r ∈ R (5)
whereN is the set of computing units, Vr is the set of possible
vehicles for request r, zi,r is the decision variable, where
zi,r = 1 represents that request r is assigned to computing
unit i, and 0 otherwise. The objective is to minimize the
total number of vehicles that are allocated to each computing
unit (collectively). The problem is similar to the weighted
set partitioning problem, but has the added complexity of the
weight for each set not being known until the assignment zi,r
is made.
Intuitively, the set of candidate vehicles should be similar
for requests that are spatially close to each other, Therefore,
instead of solving the above problem directly, we use the K-
means clustering algorithm [9] to cluster the requests based
on their coordinates, and assign each cluster of requests to
different computing units. The number of clusters k is set to
the number of computing units in the computer. While this
approach leads to good experimental results, more advanced
approximation methods such as [10] can also be used.
IV. PROACTIVE REBALANCING OF IDLE VEHICLES
In this section, we propose a proactive probabilistic vehicle
rebalancing method for improving the service efficiency of
the MoD system. Specifically, we incorporate the following
changes: i) a new rebalancing formulation, which guarantees
that the solution is a one-to-one matching between the idle
vehicles and unsatisfied requests; ii) a probabilistic approach
for incorporating proactive vehicle rebalancing.
1) New vehicle rebalancing formulation: The rebalancing
approach in [1] routes empty vehicles to locations with un-
served demand after each round of trip-vehicle assignment. It
is possible for a vehicle to be assigned different rebalancing
destinations in consecutive iterations, and potentially circle
around inefficiently. Therefore, we first add a constraint to
ensure that a vehicle that is already rebalancing will not be
re-routed to another destination. Importantly, this does not
preclude a rebalancing vehicle from being re-routed to pick
up a real demand .
In the original formulation (discussed in Section II-B),
multiple vehicles may be assigned to a single unserved request
when there are many empty vehicles close to a request. This
can lead to vehicles clustering around a neighborhood (with
supply exceeding expected demand) and decrease the spatial
coverage of the fleet. Therefore, we include an additional
constraint to the rebalancing problem to avoid this.
minimize
∑
v∈Vidle
∑
r∈Rko
τv,ryv,r
subject to
∑
v∈Vidle
∑
r∈Rko
yv,r = min(|Vidle|, |Rko|)
∑
v∈Vidle
yv,r ≤ 1, ∀r ∈ Rko
0 ≤ yv,r ≤ 1, ∀yv,r ∈ Y
(6)
This revised formulation ensures that the solution is a
one-to-one matching between the vehicles and the requests.
However, it also increases the number of constraints by |Rko|.
Formulating this problem explicitly (for a solver) can be
prohibitively time-consuming when |Rko| is large. Therefore,
in our experiments, we set an upper bound to both the number
of vehicles and requests in the formulation, which are denoted
by V max and Rmax, respectively. Specifically, this is done via
the following steps:
Step 1: If |Rko| > R
max, we randomly sample Rmax re-
quests from Rko as the set of requests used in the rebalancing
procedure;
Step 2: If |Vidle| > min (V max, γ ·min(|Rko|, Rmax)), we
randomly sample min (V max, γ ·min(|Rko|, Rmax)) vehicles
from Vidle as the set of vehicles used in the rebalance.
We apply a constant multiplier γ, which corresponds to γ
idle vehicles being considered for rebalancing on average for
each unassigned request. The parameters Rmax, V max and γ
control the tradeoff between the computation time and the
rebalancing optimality at the moment.3
The rebalancing technique used in [1] assumes that the
demand is stationary - i.e. new requests will appear in the
same areas where the unserved requests are. However, this
assumption does not hold through during many time periods of
the day. Therefore, we propose a new probabilistic rebalancing
approach for incorporating future demand information more
accurately via spatio-temporal demand distributions that are
estimated from historical data.
Our work is not the first extension of this framework that
considers predictive rebalancing strategies. In particular, in [7]
the authors built a probability distribution over the future
demand according to historical data, and then sample virtual
requests from this distribution which were added to the request
pool. These virtual future requests guided the vehicles to
the areas of historical future demand through the trip-vehicle
assignment. However, we note from their results that: i) the
service rate (number of requests served) was approximately the
3In the experiments, γ = 3, V max = 300 and Rmax = 600.
5same as the reactive method without sampled virtual requests.
A potential explanation is that the simple demand sampling
is not effective in capturing the most important locations to
rebalance to; ii) the computation time increased significantly
when adding several hundred virtual requests in each round
of assignment simulation. Therefore, we introduce a new
probabilistic rebalancing method that addresses both of these
limitations.
Since the demand is typically sparsely distributed across
thousands of nodes in an urban-size network, it is hard to
predict future demand at the node level for a short time
window. As we only need to guide the vehicles to areas where
requests are likely to appear, we use a clustering algorithm to
spatially cluster the nodes according to their geo-coordinates.
We assume that each passenger has a walking range of α miles
. Then, the number of clusters k is determined by satisfying
Total area
k
≈ 2piα2. Based on historical data, we build the
probability distribution P (n | o, ξ), which is the probability of
n requests appearing in cluster o given a time interval ξ. A time
interval ξ is defined by a tuple (ts, te) where ts and te are the
start time and the end time of the time interval, respectively.
Let nξo be the maximum number of requests appearing in
cluster o at time interval ξ according to historical data. We
can generate
∑
o∈O
nξo virtual requests for time interval ξ, where
O is the set of clusters. For each virtual request r, we set the
probability of it appearing at time interval ξ, which is denoted
by pr, as follows.
Assume that we are considering cluster o and time interval
ξ. The virtual requests are denoted by r1, r2, ..., rnξo . As the
definition reveals, P (n | o, ξ) is the joint probability of exactly
n requests occurring among all nξo requests. What we want
is the marginal probability pri for 1 ≤ i ≤ n
ξ
o. We cannot
solve all these marginal probabilities because the correlations
between the requests are unknown. To help get a solution, we
assume that ri can only appear when all requests in the set
{rj | 1 ≤ j < i} appear. This assumption implies the order on
these requests, i.e., when there are i requests appearing, they
would be r1, r2,..., ri. Under this assumption, we derive that
pri =
nξo∑
n=i
P (n | o, ξ).
We can use the formulation in Section IV-1 considering the
set of virtual requests with a probability higher than pmin
4.
The number of virtual requests can be large when the demand
is high. To reduce the scale of the optimization problem, we
ignore the virtual requests if there exists an idle vehicle within
a predefined travel time range5.
In summary, this method has the following advantages: i)
Our method is able to more effectively match the rebalancing
vehicles with the most likely locations in which they will be
useful, since we explicitly compute the marginal probabilities
for the vehicle to be matched with a future request.; ii) Our
approach does not increase the scale of any of the optimization
problems that need to be solved.
4We let pmin be 0.75 in the numerical experiments.
5We let the predefined range to be half of the maximum waiting time in
the experiments.
V. NUMERICAL EXPERIMENTS
A. Experimental setup
We use taxi trip data in Manhattan, NYC from 6 am to 12
pm on an arbitrary day (Monday, May 6th, 2013) [11] as the
travel demand. The network we use is the entire road network
of Manhattan (4092 nodes and 9453 edges) [1], [5]. The link
travel time is the daily mean travel time, which is computed
using the method in [5]. We evaluate the performance of the
techniques by comparing the metrics of interest in varying
cases (different fleet sizes, capacities, maximum waiting time,
maximum delay) between three methods: i) the framework in
[1], denoted by original; ii) the framework with the speed-
up techniques6, denoted by speed-up; iii) the framework with
speed-up techniques and the proactive rebalancing, denoted by
speed-up+proactive. The system is implemented using Python
3.5, and all experiments are conducted on a 4 core 3.4GHz
computer. The maximum waiting time and the maximum total
delay are assumed to be the same for all requests, which are
denoted by Ω and ∆, respectively.
B. Experimental results
We conduct two sets of experiments with a fleet of capacity
4 vehicles and a fleet of capacity 10 vehicles, respectively.
During the experiments, we collect the following metrics: the
mean computation time (average computation time for a round
of assignment simulation), service rate, mean waiting time and
mean total delay. These metrics are shown in Table I.
The speed-up techniques decrease the computation time
significantly in all cases with no optimality loss. Specifically,
the average computation time reduction is as high as 87.46%,
while the mean waiting time and mean in-vehicle delay remain
at the same level. The maximum computation time reduction
is 97.67% when operating a fleet of 1000 capacity 10 vehicles
with Ω = 300 and ∆ = 600. When Ω and ∆ increases,
the computation time of the original framework increases
significantly, but the computation time of the framework
with speed-up techniques remains at the same magnitude. In
addition, the service rate is increased by 3.5% on average,
which corresponds to 4068 more passengers being served in
6 hours. These service rate improvements can potentially be
attributed to two features of our system: i) the search space
pruning techniques reduce the computation time needed for
trip feasibility checks, thereby providing additional time for
exploring more feasible solutions in the RTV-graph, given a
computation time budget7; ii) the rebalancing formulation in
Equation 6 is more effective due to the better alignment of
vehicles with future requests. The maximum gap in service
rate (11.9%) happens when operating a fleet of 3000 capacity
4 vehicles with Ω = 120 and ∆ = 240.
The framework with speed-up techniques and proactive
rebalancing offers an 81.44% computation time reduction on
average compared to the original framework. The average
computation reduction is slightly lower than the framework
6Note that the rebalancing formulation 6 is also used in the framework with
speed-up techniques, denoted by Speed-up.
7In [1], when computing the RTV-graph, a time limit to explore potential
trips per vehicle is imposed.
6Table I: Performance comparison.
Number of vehicles Capacity Ω (s) ∆ (s) Method Computation time (s) Service rate Waiting time (s) Total delay (s)
1000
4
120 240
Original 4.56 0.445 73.58 132.82
Speed-up 0.78 0.461 73.67 132.43
Speed-up+Proactive 1.02 0.460 72.91 131.13
2000
Original 8.10 0.697 71.70 120.70
Speed-up 1.38 0.768 72.11 117.51
Speed-up+Proactive 2.41 0.762 70.41 114.57
3000
Original 10.37 0.785 69.37 110.18
Speed-up 1.92 0.904 67.62 95.84
Speed-up+Proactive 4.28 0.913 64.66 87.81
1000
300 600
Original 45.46 0.608 172.54 377.55
Speed-up 2.92 0.609 171.28 373.78
Speed-up+Proactive 2.61 0.609 171.30 373.70
2000
Original 58.26 0.950 147.79 305.12
Speed-up 5.04 0.957 146.97 301.02
Speed-up+Proactive 4.79 0.956 143.78 293.73
3000
Original 60.14 0.988 119.87 200.15
Speed-up 5.25 0.992 116.53 185.97
Speed-up+Proactive 6.02 0.996 95.59 131.64
1000
10
120 240
Original 5.20 0.454 73.14 132.86
Speed-up 0.76 0.467 73.55 132.42
Speed-up+Proactive 1.03 0.464 72.71 131.16
2000
Original 8.85 0.701 71.61 120.67
Speed-up 1.37 0.769 72.07 117.34
Speed-up+Proactive 2.43 0.763 70.53 114.82
3000
Original 11.24 0.793 69.07 109.42
Speed-up 2.81 0.904 67.80 96.19
Speed-up+Proactive 4.26 0.913 64.63 88.26
1000
300 600
Original 120.75 0.661 158.26 373.29
Speed-up 2.81 0.667 161.17 372.05
Speed-up+Proactive 2.63 0.659 160.32 369.98
2000
Original 80.39 0.960 140.30 297.76
Speed-up 4.85 0.963 143.61 299.02
Speed-up+Proactive 4.80 0.962 139.85 289.87
3000
Original 49.61 0.989 117.27 198.59
Speed-up 5.25 0.991 115.47 184.88
Speed-up+Proactive 5.95 0.996 95.19 131.33
with only the speed-up techniques, because the virtual requests
can increase the complexity of the ILP (when higher than the
number of unassigned requests). However, the service rate is
increased by 4.8% on average, which is higher than with just
the speed-up techniques. In addition, the waiting time and total
delay are decreased by 5.0% and 10.7%, respectively. The
largest gap happens when operating a fleet of 3000 capacity 4
vehicles when Ω = 120 and ∆ = 300, where the waiting time
and the total delay are reduced by 24.28 seconds and 68.51
seconds on average, respectively.
VI. CONCLUSION
We presented a series of techniques to improve ride-vehicle
assignment and fleet rebalancing, within the context of the
state-of-the-art Mobility-on-Demand (MoD) service fleet man-
agement framework from [1]. We experimentally show that
the proposed speed-up techniques can reduce the computation
time by up to 97.67% for the representative day in NYC.
We also propose a proactive probabilistic rebalancing method,
which increases the service rate by 4.8% on average, and
decreases the waiting time and total delay by 5% and 10.7%
on average. We believe that these techniques will enable faster
and more accurate system simulation and provide insights for
implementing such a framework in industry. Future extensions
include: i) designing speed-up techniques that can be em-
ployed in networks with dynamic travel times; ii) analyzing the
sensitivity of the hyperparameters in the rebalancing methods.
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