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a b s t r a c t
In this paper, we consider and study a general system of generalized nonlinear mixed
composite-type equilibria in Hilbert spaces. First, we prove the existence and uniqueness
of the solution for this system of generalized nonlinear mixed composite-type equilibria.
Second, the Mann iterative method with errors is extended to develop some new iterative
algorithms for finding approximate solutions for this system of generalized nonlinear
mixed composite-type equilibria. We also derive the strong convergence of the sequences
generated by these iterative algorithms in Hilbert spaces.
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1. Introduction
It is well known that the theory of equilibrium problems plays an important role in studying a wide class of problems
arising in economics, finance, transportation, network and structural analysis, elasticity and optimization. Now it has been
widely studied by many authors; see, for example, [1–8] and the references therein. Moreover, the ideas and techniques of
this theory are being applied to a variety of diverse areas and proven to be productive and innovative. It has been shown by
Blum and Oettli [9] and Noor and Oettli [10] that variational inequalities and mathematical programming problems can be
viewed as a special realization of the abstract equilibrium problems. It is worth pointing out that equilibrium problems have
numerous applications, including but not limited to problems in economics, game theory, finance, traffic analysis, circuit
network analysis and mechanics.
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. Let C be a nonempty closed convex subset of H and
S : C → H be a mapping on C . We denote by F(S) the set of fixed points of S and by PC the metric projection of H onto C .
Moreover, we also denote by R the set of all real numbers. Let G1,G2 : C×C → R be two bifunctions, B1, B2, T1, T2 : C → H
be four nonlinear mappings and ψ1, ψ2 : C → R be two functions. Consider the following general system of generalized
nonlinear mixed composite-type equilibria: Find (x¯, y¯) ∈ C × C such that{
µ1G1(x¯, x)+ 〈µ1(B1 + T1)y¯+ x¯− y¯, x− x¯〉 ≥ µ1ψ1(x¯)− µ1ψ1(x), ∀x ∈ C,
µ2G2(y¯, y)+ 〈µ2(B2 + T2)x¯+ y¯− x¯, y− y¯〉 ≥ µ2ψ2(y¯)− µ2ψ2(y), ∀y ∈ C, (1.1)
where µ1 > 0 and µ2 > 0 are two constants. We denote byΩ the set of solutions of problem (1.1).
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Next we present some special cases of problem (1.1) as follows:
If G1 = G2 = Θ , B1 = B2 = A, T1 = T2 = T and ψ1 = ψ2 = ϕ, then problem (1.1) reduces to the following problem of
finding (x¯, y¯) ∈ C × C such that{
µ1Θ(x¯, x)+ 〈µ1(A+ T )y¯+ x¯− y¯, x− x¯〉 ≥ µ1ϕ(x¯)− µ1ϕ(x), ∀x ∈ C,
µ2Θ(y¯, y)+ 〈µ2(A+ T )x¯+ y¯− x¯, y− y¯〉 ≥ µ2ϕ(y¯)− µ2ϕ(y), ∀y ∈ C, (1.2)
which is called a new system of generalized nonlinear mixed composite-type equilibria where µ1 > 0 and µ2 > 0 are two
constants.
If C = H,G1 = G2 = 0 and ψ1 = ψ2 = ϕ, then problem (1.1) reduces to the following new system of generalized
nonlinear mixed variational inequalities: Find (x¯, y¯) ∈ H × H such that{〈µ1(B1 + T1)y¯+ x¯− y¯, x− x¯〉 ≥ µ1ϕ(x¯)− µ1ϕ(x), ∀x ∈ H,
〈µ2(B2 + T2)x¯+ y¯− x¯, y− y¯〉 ≥ µ2ϕ(y¯)− µ2ϕ(y), ∀y ∈ H, (1.3)
where µ1 > 0 and µ2 > 0 are two constants, which was introduced and considered by Kim and Kim [11].
If T1 = T2 = 0 and ψ1 = ψ2 = 0, then problem (1.1) reduces to the following general system of generalized equilibria:
Find (x¯, y¯) ∈ C × C such that
G1(x¯, x)+ 〈B1y¯, x− x¯〉 + 1
µ1
〈x¯− y¯, x− x¯〉 ≥ 0, ∀x ∈ C,
G2(y¯, y)+ 〈B2x¯, y− y¯〉 + 1
µ2
〈y¯− x¯, y− y¯〉 ≥ 0, ∀y ∈ C,
(1.4)
whereµ1 > 0 andµ2 > 0 are two constants, which was introduced and studied by Ceng and Yao [12]. We denote byΩ the
set of solutions of problem (1.4).
If T = 0 and ϕ = 0 in problem (1.2), then problem (1.2) reduces to the following new system of generalized equilibria:
Find (x¯, y¯) ∈ C × C such that
Θ(x¯, x)+ 〈Ay¯, x− x¯〉 + 1
µ1
〈x¯− y¯, x− x¯〉 ≥ 0, ∀x ∈ C,
Θ(y¯, y)+ 〈Ax¯, y− y¯〉 + 1
µ2
〈y¯− x¯, y− y¯〉 ≥ 0, ∀y ∈ C,
(1.5)
where µ1 > 0 and µ2 > 0 are two constants, which was introduced and considered by Ceng and Yao [12].
If G1 = G2 = Θ , B1 = B2 = F , T1 = T2 = 0, ψ1 = ψ2 = ϕ and x¯ = y¯, then problem (1.1) reduces to the following
generalized mixed equilibrium problem of finding x¯ ∈ C such that
Θ(x¯, y)+ ϕ(y)− ϕ(x¯)+ 〈F x¯, y− x¯〉 ≥ 0, ∀y ∈ C, (1.6)
which was considered by Peng and Yao [13]. The set of solutions of problem (1.6) is denoted by GMEP . Subsequently, Yao
et al. [14] also investigated problem (1.6). It is clear that problem (1.6) includes as special cases Ceng and Yao’s mixed
equilibrium problem [1] and Takahashi and Takahashi’s generalized equilibrium problem [2].
IfG1 = G2 = 0, then problem (1.4) reduces to the following general system of variational inequalities: Find (x¯, y¯) ∈ C×C
such that{〈µ1B1y¯+ x¯− y¯, x− x¯〉 ≥ 0, ∀x ∈ C,
〈µ2B2x¯+ y¯− x¯, y− y¯〉 ≥ 0, ∀y ∈ C, (1.7)
where µ1 > 0 and µ2 > 0 are two constants, which was introduced and studied by Ceng, Wang and Yao [15].
If B1 = B2 = A, then problem (1.7) reduces to the following new system of variational inequalities: Find (x¯, y¯) ∈ C × C
such that{〈µ1Ay¯+ x¯− y¯, x− x¯〉 ≥ 0, ∀x ∈ C,
〈µ2Ax¯+ y¯− x¯, y− y¯〉 ≥ 0, ∀y ∈ C, (1.8)
where µ1 > 0 and µ2 > 0 are two constants, which was defined and studied by Verma [16] (see also [17]).
If x¯ = y¯, then problem (1.8) reduces to the following classical variational inequality: Find x¯ ∈ C such that
〈Ax¯, y− x¯〉 ≥ 0, ∀y ∈ C . (1.9)
The set of solutions of problem (1.9) is denoted byVI(A, C). The variational inequality problemhas been extensively studied in
the literature; see [18–28] and the references therein. Recently, in order to solve problem (1.6), Peng and Yao [13] developed
a CQ method. They established some strong convergence results for finding a common element of the set of solutions of
problem (1.6), the set of solutions of problem (1.9), and the set of fixed points of a nonexpansive mapping.
We remark that Zeng and Yao introduced a system of variational inequalities in [29] similar to but different from (1.7).
Recently, Ceng et al. [15] introduced and studied a relaxed extragradient method for finding solutions of problem (1.7).
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It is clear that the authors’ results unifies and extends many results in the literature. Later on, Yao et al. [14] proposed a new
iterative method based on the relaxed hybrid method and the extragradient method for finding a common element of the
set of solutions of problem (1.6), the set of fixed points of a strictly pseudocontractive mapping and the set of solutions of
problem (1.7).
Very recently, Ceng and Yao [12] introduced and considered a relaxed extragradient-like method for finding a common
element of the set of solutions of problem (1.6), the set of fixed points of a strictly pseudocontractive mapping and the set
of solutions of problem (1.4). The authors’ results [12] include, as special cases, the corresponding ones of Takahashi and
Takahashi [2], Ceng, Wang and Yao [15], Peng and Yao [13], and Yao, Liou and Yao [14].
Theorem CY (See [12, Theorem 3.1]). Let C be a nonempty closed convex subset of a real Hilbert space H. Let Θ , G1,G2 :
C×C → R be three bifunctions satisfying conditions (H1)–(H4) and ϕ : C → R be a lower semicontinuous and convex function
with assumption (A1) or (A2) , where
(H1) Θ(x, x) = 0, ∀x ∈ C;
(H2) Θ is monotone, i.e.,Θ(x, y)+Θ(y, x) ≤ 0, ∀x, y ∈ C;
(H3) for each y ∈ C, x 7→ Θ(x, y) is weakly upper semicontinuous;
(H4) for each x ∈ C, y 7→ Θ(x, y) is convex and lower semicontinuous;
(A1) for each x ∈ H and r > 0, there exist a bounded subset Dx ⊂ C and yx ∈ C such that for any z ∈ C \ Dx,
Θ(z, yx)+ ϕ(yx)− ϕ(z)+ 1r 〈yx − z, z − x〉 < 0;
(A2) C is a bounded set.
Let the mappings F , B1, B2 : C → H be α-inverse-strongly monotone, β˜1-inverse-strongly monotone and β˜2-inverse-strongly
monotone, respectively. Let S : C → C be a k-strictly pseudocontractive mapping such that Ξh := F(S) ∩Ω ∩ GMEP 6= ∅. For
fixed u ∈ C and x0 ∈ C arbitrary, let {xn} ⊂ C be a sequence generated by
Θ(zn, z)+ ϕ(z)− ϕ(zn)+ 〈Fxn, z − zn〉 + 1
λn
〈z − zn, zn − xn〉 ≥ 0, ∀z ∈ C,
G2(un, u)+ 〈B2zn, u− un〉 + 1
µ2
〈u− un, un − zn〉 ≥ 0, ∀u ∈ C,
G1(yn, y)+ 〈B1un, y− yn〉 + 1
µ1
〈y− yn, yn − un〉 ≥ 0, ∀y ∈ C,
xn+1 = αnu+ βnxn + γnyn + δnSyn, ∀n ≥ 0,
(1.10)
where µ1 ∈ (0, 2β˜1), µ2 ∈ (0, 2β˜2), and {λn} ⊂ [0, 2α], {αn}, {βn}, {γn}, {δn} ⊂ [0, 1] satisfy the following conditions:
(i) αn + βn + γn + δn = 1 and (γn + δn)k ≤ γn for all n ≥ 0;
(ii) limn→∞ αn = 0 and∑∞n=0 αn = ∞;
(iii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1 and lim infn→∞ δn > 0;
(iv) limn→∞(
γn+1
1−βn+1 −
γn
1−βn ) = 0;
(v) 0 < lim infn→∞ λn ≤ lim supn→∞ λn < 2α and lim infn→∞(λn − λn+1) = 0.
Then, {xn} converges strongly to x¯ = PΞu and (x¯, y¯) is a solution of problem (1.4), where
G2(y¯, y)+ 〈B2x¯, y− y¯〉 + 1
µ2
〈y− y¯, y¯− x¯〉 ≥ 0, ∀y ∈ C .
Throughout this paper, let C be a nonempty closed convex subset of a real Hilbert space H . Let G1,G2 : C × C → R be
two bifunctions satisfying conditions (H1)–(H4) and let the mappings B1, B2, T1, T2 : C → H be four nonlinear mappings.
Letµ1 andµ2 be two given positive numbers. Letψ1, ψ2 : C → R be two lower semicontinuous and convex functions with
assumption (A1) or (A2). In this paper, under appropriate conditions we prove the existence and uniqueness of solution
for general system (1.1) of generalized nonlinear mixed composite-type equilibria. These results on the existence and
uniqueness extend [11, Theorem 2.1] from problem (1.3) to problem (1.1).
Moreover, motivated and inspired by Kim and Kim [11] we propose the following algorithm for solving problem (1.1):
Algorithm I. For an arbitrary initial data x0 ∈ C , define the iterative sequences {xn} and {yn} via the following iterative
scheme:{
yn = T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn),
xn+1 = (1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en),
where µ1 and µ2 are given positive numbers, {en} is a sequence of errors in H with ‖en‖ → 0, and {αn} is a sequence in
[0, 1] such that∑∞n=0 αn = ∞.
L.-C. Ceng et al. / Computers and Mathematics with Applications 60 (2010) 890–905 893
And also, we suggest the following algorithm for solving problem (1.1) with C = H:
Algorithm II. For an arbitrary initial data x0 ∈ H , define the iterative sequences {xn} and {yn} via the following iterative
scheme:{
yn = T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)+ vn,
xn+1 = (1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)+ αnun + wn,
where µ1 and µ2 are given positive numbers, {αn} is a sequence in [0, 1] and {un}, {vn} and {wn} are three sequences in H
satisfying the following conditions:
∞∑
n=0
αn = ∞,
∞∑
n=0
‖wn‖ <∞ and lim
n→∞ ‖un‖ = limn→∞ ‖vn‖ = 0.
It is proven that under appropriate conditions, the sequences generated by Algorithm I converge strongly to the unique
solution of problem (1.1)while the sequences generated by Algorithm II converge strongly to the unique solution of problem
(1.1) with C = H . These results on algorithms and convergence extend [11, Theorem 3.5] from problem (1.3) to problem
(1.1). Here, we remind the reader of the fact: throughout this paper, we remove the restriction that problem (1.1) has a
solution, i.e.,Ω 6= ∅.
2. Preliminaries
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, and let C be a nonempty closed convex subset of H .
We write xn ⇀ x to indicate that the sequence {xn} converges weakly to x. xn → x implies that {xn} converges strongly to x.
We denote byωw({xn}) the weakω-limit set of {xn}. For every point x ∈ H , there exists a unique nearest point of C , denoted
by PCx, such that ‖x− PCx‖ ≤ ‖x− y‖ for all y ∈ C . Such a PC is called the metric projection of H onto C . We know that PC
is a firmly nonexpansive mapping of H onto C , i.e.,
〈x− y, PCx− PCy〉 ≥ ‖PCx− PCy‖2, ∀x, y ∈ H.
It is also known that, PCx is characterized by the following property:
〈x− PCx, y− PCx〉 ≤ 0, ∀x ∈ H and y ∈ C .
In a real Hilbert space H , it is well known that
‖λx+ (1− λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2 (2.1)
for all x, y ∈ H and λ ∈ [0, 1].
In what follows, we give some definitions and lemmas.
Definition 2.1. A mapping T : C → H is said to be k-strongly monotone if there exists a constant k > 0 such that
〈Tx− Ty, x− y〉 ≥ k‖x− y‖2, ∀x, y ∈ C .
Definition 2.2. A mapping T : C → H is said to be s-Lipschitz continuous if there exists a constant s > 0 such that
‖Tx− Ty‖ ≤ s‖x− y‖, ∀x, y ∈ C .
Definition 2.3. A mapping A : C → H is called α-inverse-strongly monotone if there exists α > 0 such that
〈x− y, Ax− Ay〉 ≥ α‖Ax− Ay‖2, ∀x, y ∈ C .
It is obvious that any inverse-strongly monotone mapping is Lipschitz continuous.
Example 2.1. If S : C → C is a k-strict pseudocontractive mapping, i.e.,there exists a constant 0 ≤ k < 1 such that
‖Sx− Sy‖2 ≤ ‖x− y‖2 + k‖(I − S)x− (I − S)y‖2, ∀x, y ∈ C, (2.2)
then it is easy to see that (2.2) is equivalent to
〈Sx− Sy, x− y〉 ≤ ‖x− y‖2 − 1− k
2
‖(I − S)x− (I − S)y‖2, ∀x, y ∈ C; (2.3)
that is, I − S is 1−k2 -inverse-strongly monotone. Moreover, from [30], we know that if S is a k-strict pseudocontractive
mapping, then S is Lipschitz continuous with constant 1+k1−k , i.e.,‖Sx− Sy‖ ≤ 1+k1−k‖x− y‖ for all x, y ∈ C . We denote by F(S)
the set of fixed points of S. It is clear that the class of strict pseudocontractions strictly includes the one of nonexpansive
mappings which are mappings S : C → C such that ‖Sx− Sy‖ ≤ ‖x− y‖ for all x, y ∈ C .
In order to prove the main results in this paper, we shall need the following lemmas in what follows.
Lemma 2.1 (See [1]). Let C be a nonempty closed convex subset of H. Let Θ : C × C → R be a bifunction satisfying
conditions (H1)–(H4) and let ϕ : C → R be a lower semicontinuous and convex function. For r > 0 and x ∈ H, define a
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mapping T (Θ,ϕ)r : H → C as follows:
T (Θ,ϕ)r (x) = {z ∈ C : Θ(z, y)+ ϕ(y)− ϕ(z)+
1
r
〈y− z, z − x〉 ≥ 0, ∀y ∈ C}
for all x ∈ H. Assume that either (A1) or (A2) holds. Then the following statements holds:
(i) T (Θ,ϕ)r (x) 6= ∅ for each x ∈ H and T (Θ,ϕ)r is single valued;
(ii) T (Θ,ϕ)r is firmly nonexpansive, i.e.,for any x, y ∈ H,
‖T (Θ,ϕ)r x− T (Θ,ϕ)r y‖2 ≤ 〈T (Θ,ϕ)r x− T (Θ,ϕ)r y, x− y〉;
(iii) F(T (Θ,ϕ)r ) = MEP(Θ, ϕ);
(iv) MEP(Θ, ϕ) is closed and convex.
Remark 2.1. If ϕ = 0, then T (Θ,ϕ)r is rewritten as TΘr .
Lemma 2.2. Let C be a nonempty closed convex subset of H. Let G1,G2 : C × C → R be two bifunctions satisfying
conditions (H1)–(H4) and let the mappings B1, B2, T1, T2 : C → H be four nonlinear mappings. Let µ1 and µ2 be two given
positive numbers. Let ψ1, ψ2 : C → R be two lower semicontinuous and convex functions with assumption (A1) or (A2) . Then,
for given x¯, y¯ ∈ C, (x¯, y¯) is a solution of problem (1.1) if and only if x¯ is a fixed point of the mapping Γ : C → C defined by
Γ (x) = T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)], ∀x ∈ C,
where y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
Proof. Observe that{
µ1G1(x¯, x)+ 〈µ1(B1 + T1)y¯+ x¯− y¯, x− x¯〉 ≥ µ1ψ1(x¯)− µ1ψ1(x), ∀x ∈ C,
µ2G2(y¯, y)+ 〈µ2(B2 + T2)x¯+ y¯− x¯, y− y¯〉 ≥ µ2ψ2(y¯)− µ2ψ2(y), ∀y ∈ C,
m{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)m
x¯ = T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)− µ1(B1 + T1)T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)]. 
Corollary 2.1 (See [12, Lemma 2.2]). Let C be a nonempty closed convex subset of H. Let G1,G2 : C×C → R be two bifunctions
satisfying conditions (H1)–(H4) and let the mappings B1, B2 : C → H be β˜1-inverse-strongly monotone and β˜2-inverse-strongly
monotone, respectively. Let µ1 ∈ (0, 2β˜1) and µ2 ∈ (0, 2β˜2), respectively. Then, for given x¯, y¯ ∈ C, (x¯, y¯) is a solution of
problem (1.7) if and only if x¯ is a fixed point of the mapping Γ : C → C defined by
Γ (x) = TG1µ1 [TG2µ2 (x− µ2B2x)− µ1B1TG2µ2 (x− µ2B2x)], ∀x ∈ C,
where y¯ = TG2µ2 (x¯− µ2B2x¯).
Corollary 2.2 (See [15, Lemma 2.1]). For given x¯, y¯ ∈ C, (x¯, y¯) is a solution of problem (1.9) if and only if x¯ is a fixed point of the
mapping G : C → C defined by
G(x) = PC [PC (x− µ2B2x)− µ1B1PC (x− µ2B2x)], ∀x ∈ C,
where y¯ = PC (x¯− µ2B2x¯).
Remark 2.2. It can be proven that under appropriate conditions, Γ : C → C is a contraction; for example, from the proof
of Theorem 3.1 in Section 3, we know that if G1,G2 : C × C → R are two bifunctions satisfying (H1)–(H4), the mapping
Bi : C → H is ki-strongly monotone and si-Lipschitz continuous for i = 1, 2, T1, T2 : C → H are l1-Lipschitz continuous
and l2-Lipschitz continuous, respectively, and ψ1, ψ2 : C → R are two lower semicontinuous and convex functions with
assumption (A1) or (A2) , then Γ : C → C is a contraction provided two positive numbers µ1 and µ2 satisfy appropriate
restrictions.
Lemma 2.3 (See [11, Lemma 1.3]). Let {an}, {bn} and {cn} be three sequences of nonnegative numbers satisfying the following
conditions: there exists an integer n0 ≥ 0 such that
an+1 ≤ (1− tn)an + bntn + cn, ∀n ≥ n0,
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where
tn ∈ [0, 1],
∞∑
n=0
tn = ∞, lim
n→∞ bn = 0 and
∞∑
n=0
cn <∞.
Then an → 0 as n→∞.
The following lemma is an immediate consequence of an inner product.
Lemma 2.4. In a real Hilbert space H, there holds the inequality
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉, ∀x, y ∈ H.
3. Existence and uniqueness
In this section, we shall show the existence and uniqueness of the solution for the problem (1.1).
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let G1,G2 : C × C → R be two
bifunctions satisfying assumptions (H1)–(H4) and ψ1, ψ2 : C → R be two lower semicontinuous and convex functions with
assumption (A1) or (A2) . Let the mapping Bi : C → H be ki-strongly monotone and si-Lipschitz continuous for i = 1, 2, and
T1, T2 : C → H be l1-Lipschitz continuous and l2-Lipschitz continuous, respectively. If
0 < µ1 < min
{
2(k1 − l1)
s21 − l21
,
1
l1
}
, l1 < k1,
0 < µ2 < min
{
2(k2 − l2)
s22 − l22
,
1
l2
}
, l2 < k2,
(3.1)
then problem (1.1) has a unique solution (x¯, y¯), where{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
(3.2)
Proof. First, we prove the existence of the solution. Define a mapping Γ : C → C as follows:
Γ (x) = T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)], ∀x ∈ C . (3.3)
Since T (G1,ψ1)µ1 and T
(G2,ψ2)
µ2 are firmly nonexpansive according to Lemma 2.1, we deduce that for all x, y ∈ C
‖Γ (x)− Γ (y)‖ = ‖T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)]
− T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)− µ1(B1 + T1)T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)
−µ1[B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖
+µ1‖T1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖. (3.4)
Since B1 and B2 are strongly monotone and B1, B2, T1, T2 are all Lipschitz continuous, it follows that
‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)
−µ1[B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖2
= ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
+µ21‖B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
− 2µ1〈T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y),
B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)〉
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
+µ21s21‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
− 2µ1k1‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
= (1− 2µ1k1 + µ21s21)‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
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≤ (1− 2µ1k1 + µ21s21)‖x− y− µ2[(B2 + T2)x− (B2 + T2)y]‖2
= (1− 2µ1k1 + µ21s21)[(‖x− y‖2 − 2µ2〈x− y, B2x− B2y〉 + µ22‖B2x− B2y‖2)1/2 + µ2l2‖x− y‖]2
≤ (1− 2µ1k1 + µ21s21)[(1− 2µ2k2 + µ22s22)1/2 + µ2l2]2‖x− y‖2, (3.5)
and
µ1‖T1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖
≤ µ1l1‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖
≤ µ1l1‖x− y− µ2[(B2 + T2)x− (B2 + T2)y]‖
≤ µ1l1[‖x− y− µ2(B2x− B2y)‖ + µ2l2‖x− y‖]
≤ µ1l1[(1− µ2k2 + µ22s22)1/2 + µ2l2]‖x− y‖. (3.6)
From (3.4)–(3.6), we have
‖Γ (x)− Γ (y)‖ ≤ θ1θ2‖x− y‖, ∀x, y ∈ C, (3.7)
where
θ1 = (1− 2µ1k1 + µ21s21)1/2 + µ1l1 and θ2 = (1− µ2k2 + µ22s22)1/2 + µ2l2. (3.8)
Note that (3.2) implies that θ1 < 1 and θ2 < 1. Thus, it follows from (3.7) that Γ is a contraction and so, by the Banach
contraction principle there exists a point x¯ ∈ C such that x¯ = Γ (x¯). Let
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
From the definition of Γ , we have{
x = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
By Lemma 2.2, we know that (x¯, y¯) is a solution of problem (1.1).
Next, let us show the uniqueness of the solution. Let (xˆ, yˆ) be another solution of problem (1.1). Then it follows from
Lemma 2.2 that{
xˆ = T (G1,ψ1)µ1 (yˆ− µ1(B1 + T1)yˆ),
yˆ = T (G2,ψ2)µ2 (xˆ− µ2(B2 + T2)xˆ).
Repeating the same argument as in the proof of (3.7), we have
‖x¯− xˆ‖ ≤ θ1θ2‖x¯− xˆ‖. (3.9)
Since θ1 < 1 and θ2 < 1, it follows that x¯ = xˆ and so y¯ = yˆ. This completes the proof. 
Theorem 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let G1,G2 : C × C → R be two
bifunctions satisfying assumption (H1)–(H4) and ψ1, ψ2 : C → R be two lower semicontinuous and convex functions with
assumption (A1) or (A2). Let the mapping B1 : C → H be k1-strongly monotone and s1-Lipschitz continuous, and T1 : C → H
be l1-Lipschitz continuous. Let themappings B2, T2 : C → H beβ2-inverse-stronglymonotone andη2-inverse-stronglymonotone,
respectively. If0 < µ1 < min
{
2(k1 − l1)
s21 − l21
,
1
l1
}
, l1 < k1,
0 < µ2 ≤ min{β2, η2},
(3.10)
then problem (1.1) has a unique solution (x¯, y¯), where x¯ and y¯ satisfy (3.2).
Proof. First, we prove the existence of the solution. Define a mapping Γ : C → C as follows:
Γ (x) = T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)], ∀x ∈ C .
Since T (G1,ψ1)µ1 and T
(G2,ψ2)
µ2 are firmly nonexpansive according to Lemma 2.1, we deduce that for all x, y ∈ C
‖Γ (x)− Γ (y)‖ = ‖T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)]
− T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)− µ1(B1 + T1)T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)
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−µ1[B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖
+µ1‖T1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖. (3.11)
Note that B1 is k1-strongly monotone and s1-Lipschitz continuous, that T1 is l1-Lipschitz continuous, and that B2 and T2 are
β2-inverse-strongly monotone and η2-inverse-strongly monotone, respectively. Thus, it follows that
‖x− y− µ2[(B2 + T2)x− (B2 + T2)y]‖2 =
∥∥∥∥12 [x− y− 2µ2(B2x− B2y)] + 12 [x− y− 2µ2(T2x− T2y)]
∥∥∥∥2
≤ 1
2
‖x− y− 2µ2(B2x− B2y)‖2 + 12‖x− y− 2µ2(T2x− T2y)‖
2
= 1
2
(‖x− y‖2 − 4µ2〈x− y, B2x− B2y〉 + 4µ22‖B2x− B2y‖2)
+ 1
2
(‖x− y‖2 − 4µ2〈x− y, T2x− T2y〉 + 4µ22‖T2x− T2y‖2)
≤ 1
2
(‖x− y‖2 − 4µ2(β2 − µ2)‖B2x− B2y‖2)+ 12 (‖x− y‖
2 − 4µ2(η2 − µ2)‖T2x− T2y‖2)
= ‖x− y‖2 − 2µ2(β2 − µ2)‖B2x− B2y‖2 − 2µ2(η2 − µ2)‖T2x− T2y‖2
≤ ‖x− y‖2,
and hence
‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)
−µ1[B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖2
= ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
+µ21‖B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
− 2µ1〈T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y),
B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)〉
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
+µ21s21‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
− 2µ1k1‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
= (1− 2µ1k1 + µ21s21)‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
≤ (1− 2µ1k1 + µ21s21)‖x− y− µ2[(B2 + T2)x− (B2 + T2)y]‖2
≤ (1− 2µ1k1 + µ21s21)‖x− y‖2. (3.12)
Moreover, we have
µ1‖T1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖
≤ µ1l1‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖
≤ µ1l1‖x− y− µ2[(B2 + T2)x− (B2 + T2)y]‖
≤ µ1l1‖x− y‖. (3.13)
From (3.11)–(3.13), we have
‖Γ (x)− Γ (y)‖ ≤ θ1‖x− y‖, ∀x, y ∈ C, (3.14)
where θ1 = (1 − 2µ1k1 + µ21s21)1/2 + µ1l1. Note that (3.10) implies that θ1 < 1. Thus, it follows from (3.14) that Γ is a
contraction and so, by the Banach contraction principle there exists a point x¯ ∈ C such that x¯ = Γ (x¯). Let
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
From the definition of Γ , we have{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
By Lemma 2.2, we know that (x¯, y¯) is a solution of problem (1.1).
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Next, let us show the uniqueness of the solution. Let (xˆ, yˆ) be another solution of problem (1.1). Then it follows from
Lemma 2.2 that{
xˆ = T (G1,ψ1)µ1 (yˆ− µ1(B1 + T1)yˆ),
yˆ = T (G2,ψ2)µ2 (xˆ− µ2(B2 + T2)xˆ).
Repeating the same argument as in the proof of (3.14), we have
‖x¯− xˆ‖ ≤ θ1‖x¯− xˆ‖. (3.15)
Since θ1 < 1, it follows that x¯ = xˆ and so y¯ = yˆ. This completes the proof. 
Theorem 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H. Let G1,G2 : C × C → R be two
bifunctions satisfying assumption (H1)–(H4) and ψ1, ψ2 : C → R be two lower semicontinuous and convex functions with
assumption (A1) or (A2) . Let themappings B1, T1 : C → H beβ1-inverse-stronglymonotone and η1-inverse-stronglymonotone,
respectively. Let the mapping B2 : C → H be k2-strongly monotone and s2-Lipschitz continuous, and T2 : C → H be l2-Lipschitz
continuous. If
0 < µ1 ≤ min{β1, η1},
0 < µ2 < min
{
2(k2 − l2)
s22 − l22
,
1
l2
}
, l2 < k2,
(3.16)
then problem (1.1) has a unique solution (x¯, y¯), where x¯ and y¯ satisfy (3.2).
Proof. First, we prove the existence of the solution. Define a mapping Γ : C → C as follows:
Γ (x) = T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)], ∀x ∈ C .
Since T (G1,ψ1)µ1 and T
(G2,ψ2)
µ2 are firmly nonexpansive according to Lemma 2.1, we deduce that for all x, y ∈ C
‖Γ (x)− Γ (y)‖2 = ‖T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)]
− T (G1,ψ1)µ1 [T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)− µ1(B1 + T1)T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖2
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− µ1(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)
− [T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)− µ1(B1 + T1)T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖2
= ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)
−µ1[(B1 + T1)T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− (B1 + T1)T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)]‖2
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
− 2µ1(β1 − µ1)‖B1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− B1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
− 2µ1(η1 − µ1)‖T1T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T1T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
≤ ‖T (G2,ψ2)µ2 (x− µ2(B2 + T2)x)− T (G2,ψ2)µ2 (y− µ2(B2 + T2)y)‖2
≤ ‖(x− µ2(B2 + T2)x)− (y− µ2(B2 + T2)y)‖2
≤ [‖x− y− µ2(B2x− B2y)‖ + µ2‖T2x− T2y‖]2
≤ [(1− 2µ2k2 + µ22s22)1/2 + µ2l2]2‖x− y‖2
= θ22 ‖x− y‖2, (3.17)
where θ2 = (1 − 2µ2k2 + µ22s22)1/2 + µ2l2. Note that (3.16) implies that θ2 < 1. Thus, it follows from (3.17) that Γ is a
contraction and so, by the Banach contraction principle there exists a point x¯ ∈ C such that x¯ = Γ (x¯). Let
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
From the definition of Γ , we have{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
By Lemma 2.2, we know that (x¯, y¯) is a solution of problem (1.1).
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Next, let us show the uniqueness of the solution. Let (xˆ, yˆ) be another solution of problem (1.1). Then it follows from
Lemma 2.2 that{
xˆ = T (G1,ψ1)µ1 (yˆ− µ1(B1 + T1)yˆ),
yˆ = T (G2,ψ2)µ2 (xˆ− µ2(B2 + T2)xˆ).
Repeating the same argument as in the proof of (3.17), we have
‖x¯− xˆ‖ ≤ θ2‖x¯− xˆ‖. (3.18)
Since θ2 < 1, it follows that x¯ = xˆ and so y¯ = yˆ. This completes the proof. 
4. Algorithms and convergence
In this section, we construct iterative algorithms for finding approximate solutions of problem (1.1). We also give the
convergence analysis of the iterative sequences generated by the algorithms. Nowwe give the algorithm for solving problem
(1.1) as follows:
Algorithm 4.1. For an arbitrary initial data x0 ∈ C , define the iterative sequences {xn} and {yn} via the following iterative
scheme:{
yn = T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn),
xn+1 = (1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en),
(4.1)
where µ1 and µ2 are given positive numbers, {en} is a sequence of errors in H with ‖en‖ → 0, and {αn} is a sequence in
[0, 1] such that∑∞n=0 αn = ∞.
Theorem 4.1. Let G1,G2, ψ1, ψ2, B1, B2, T1, T2 be the same as in Theorem 3.1, and {xn} be the iterative sequence generated
by Algorithm 4.1. If the condition (3.1) holds, then (xn, yn) converges strongly to the unique solution (x¯, y¯) of problem (1.1).
Proof. By Theorem 3.1, we know that problem (1.1) has a unique solution (x¯, y¯). It follows from Lemma 2.2 that{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
(4.2)
From (4.1) and (4.2), we have
‖xn+1 − x¯‖ = ‖(1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en)− x¯‖
≤ (1− αn)‖xn − x¯‖ + αn‖T (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en)− T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯)‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − µ1(B1 + T1)yn + en − (y¯− µ1(B1 + T1)y¯)‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1(B1yn − B1y¯)‖ + αn‖en‖ + αnµ1l1‖yn − y¯‖. (4.3)
Since B1 is k1-strongly monotone and s1-Lipschitz continuous, we get
‖yn − y¯− µ1(B1yn − B1y¯)‖ ≤ (1− 2µ1k1 + µ21s21)1/2‖yn − y¯‖. (4.4)
Combining (4.3) with (4.4), we obtain
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1‖yn − y¯‖ + αn‖en‖, (4.5)
where θ1 = (1− 2µ1k1 + µ21s21)1/2 + µ1l1. Again from (4.1) and (4.2), we have
‖yn − y¯‖ = ‖T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)− T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2(B2xn − B2x¯)‖ + µ2l2‖xn − x¯‖. (4.6)
Since B2 is k2-strongly monotone and s2-Lipschitz continuous, we have
‖xn − x¯− µ2(B2xn − B2x¯)‖ ≤ (1− 2µ2k2 + µ22s22)1/2‖xn − x¯‖. (4.7)
Letting θ2 = (1− 2µ2k2 + µ22s22)1/2 + µ2l2, it follows from (4.5)–(4.7) that
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1θ2‖xn − x¯‖ + αn‖en‖
≤ (1− αn(1− θ1θ2))‖xn − x¯‖ + αn‖en‖
= (1− αn(1− θ1θ2))‖xn − x¯‖ + αn(1− θ1θ2) · ‖en‖1− θ1θ2 . (4.8)
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Now put
an = ‖xn − x¯‖ bn = 11− θ1θ2 ‖en‖ cn = 0, and tn = αn(1− θ1θ2).
Then (4.8) can be rewritten as follows:
an+1 ≤ (1− tn)an + bntn + cn.
From the assumption, we know that {an}, {bn}, {cn} and {tn} satisfy the conditions in Lemma 2.3. Thus, an → 0 and so xn → x¯
as n→∞. Since xn → x¯, it follows from (4.6) and (4.7) that
‖yn − y¯‖ ≤ ‖xn − x¯− µ2(B2xn − B2x¯)‖ + µ2l2‖xn − x¯‖ ≤ θ2‖xn − x¯‖ → 0
as n→∞. That is, yn → y¯ as n→∞. This completes the proof. 
Whenever C is the whole Hilbert space H , inspired by Kim and Kim [11, Algorithm 3.1], we suggest and propose the
following iterative algorithm for finding approximate solutions of problem (1.1) with C = H .
Algorithm 4.2. For an arbitrary initial data x0 ∈ H , define the iterative sequences {xn} and {yn} via the following iterative
scheme:{
yn = T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)+ vn,
xn+1 = (1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)+ αnun + wn,
(4.9)
where µ1 and µ2 are given positive numbers, {αn} is a sequence in [0, 1] and {un}, {vn} and {wn} are three sequences in H
satisfying the following conditions:
∞∑
n=0
αn = ∞,
∞∑
n=0
‖wn‖ <∞ and lim
n→∞ ‖un‖ = limn→∞ ‖vn‖ = 0. (4.10)
Theorem 4.2. Let G1,G2, ψ1, ψ2, B1, B2, T1, T2 be the same as in Theorem 3.1 where C = H, and {xn} be the iterative
sequence generated by Algorithm 4.2. If the condition (3.1) holds, then (xn, yn) converges strongly to the unique solution (x¯, y¯) of
problem (1.1) with C = H.
Proof. By Theorem 3.1, we know that problem (1.1) with C = H has a unique solution (x¯, y¯). It follows from Lemma 2.2 that{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
(4.11)
From (4.9) and (4.11), we have
‖xn+1 − x¯‖ = ‖(1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)+ αnun + wn − x¯‖
≤ (1− αn)‖xn − x¯‖ + αn‖T (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)
− T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯)‖ + αn‖un‖ + ‖wn‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1(B1yn + T1yn − (B1y¯+ T1y¯))‖ + αn‖un‖ + ‖wn‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1(B1yn − B1y¯)‖ + αnµ1l1‖yn − y¯‖ + αn‖un‖ + ‖wn‖. (4.12)
Since B1 is k1-strongly monotone and s1-Lipschitz continuous, we get
‖yn − y¯− µ1(B1yn − B1y¯)‖ ≤ (1− 2µ1k1 + µ21s21)1/2‖yn − y¯‖. (4.13)
Combining (4.12) with (4.13), we obtain
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1‖yn − y¯‖ + αn‖un‖ + ‖wn‖, (4.14)
where θ1 = (1− 2µ1k1 + µ21s21)1/2 + µ1l1. Again from (4.9) and (4.11), we have
‖yn − y¯‖ = ‖T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)+ vn − T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖ + ‖vn‖
≤ ‖xn − x¯− µ2(B2xn − B2x¯)‖ + µ2l2‖xn − x¯‖ + ‖vn‖. (4.15)
Since B2 is k2-strongly monotone and s2-Lipschitz continuous, we have
‖xn − x¯− µ2(B2xn − B2x¯)‖ ≤ (1− 2µ2k2 + µ22s22)1/2‖xn − x¯‖. (4.16)
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Letting θ2 = (1− 2µ2k2 + µ22s22)1/2 + µ2l2, it follows from (4.14)–(4.16) that
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1θ2‖xn − x¯‖ + αnθ1‖vn‖ + αn‖un‖ + ‖wn‖
= (1− αn(1− θ1θ2))‖xn − x¯‖ + ‖wn‖ + αn(1− θ1θ2) · 11− θ1θ2 (θ1‖vn‖ + ‖un‖). (4.17)
Now put
an = ‖xn − x¯‖, bn = 11− θ1θ2 (θ1‖vn‖ + ‖un‖), cn = ‖wn‖, and tn = αn(1− θ1θ2).
Then (4.17) can be rewritten as follows:
an+1 ≤ (1− tn)an + bntn + cn.
From the assumption, we know that {an}, {bn}, {cn} and {tn} satisfy the conditions in Lemma 2.3. Thus, an → 0 and so xn → x¯
as n→∞. Since xn → x¯, it follows from (4.15) and (4.16) that
‖yn − y¯‖ ≤ ‖xn − x¯− µ2(B2xn − B2x¯)‖ + µ2l2‖xn − x¯‖ + ‖vn‖ ≤ θ2‖xn − x¯‖ + ‖vn‖ → 0
as n→∞. That is, yn → y¯ as n→∞. This completes the proof. 
Theorem 4.3. Let G1,G2, ψ1, ψ2, B1, B2, T1, T2 be the same as in Theorem 3.2, and {xn} be the iterative sequence generated
by Algorithm 4.1. If the condition (3.10) holds, then (xn, yn) converges strongly to the unique solution (x¯, y¯) of problem (1.1).
Proof. By Theorem 3.2, we know that problem (1.1) has a unique solution (x¯, y¯). It follows from Lemma 2.2 that{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
Hence, we have
‖xn+1 − x¯‖ = ‖(1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en)− x¯‖
≤ (1− αn)‖xn − x¯‖ + αn‖T (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en)− T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯)‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − µ1(B1 + T1)yn + en − (y¯− µ1(B1 + T1)y¯)‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1(B1yn − B1y¯)‖ + αn‖en‖ + αnµ1l1‖yn − y¯‖.
Since B1 is k1-strongly monotone and s1-Lipschitz continuous, we get
‖yn − y¯− µ1(B1yn − B1y¯)‖ ≤ (1− 2µ1k1 + µ21s21)1/2‖yn − y¯‖.
Combining the last two inequalities, we obtain
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1‖yn − y¯‖ + αn‖en‖, (4.18)
where θ1 = (1−2µ1k1+µ21s21)1/2+µ1l1. Since B2 is β2-inverse-stronglymonotone and T2 is η2-inverse-stronglymonotone,
we deduce from 0 < µ2 ≤ min{β2, η2} that
‖yn − y¯‖2 = ‖T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)− T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)‖2
≤ ‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖2
≤ ‖xn − x¯‖2 − 2µ2(β2 − µ2)‖B2xn − B2x¯‖2 − 2µ2(η2 − µ2)‖T2xn − T2x¯‖2
≤ ‖xn − x¯‖2. (4.19)
Thus, from (4.18) and (4.19) we obtain
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1‖xn − x¯‖ + αn‖en‖
= (1− αn(1− θ1))‖xn − x¯‖ + αn‖en‖
= (1− αn(1− θ1))‖xn − x¯‖ + αn(1− θ1) · ‖en‖1− θ1 . (4.20)
Now put
an = ‖xn − x¯‖, bn = 11− θ1 ‖en‖, cn = 0, and tn = αn(1− θ1).
Then (4.20) can be rewritten as follows:
an+1 ≤ (1− tn)an + bntn + cn.
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From the assumption, we know that {an}, {bn}, {cn} and {tn} satisfy the conditions in Lemma 2.3. Thus, an → 0 and so xn → x¯
as n→∞. Since xn → x¯, it follows from (4.19) that yn → y¯ as n→∞. This completes the proof. 
Theorem 4.4. Let G1,G2, ψ1, ψ2, B1, B2, T1, T2 be the same as in Theorem 3.2 where C = H, and {xn} be the iterative sequence
generated by Algorithm 4.2. If the condition (3.10) holds, then (xn, yn) converges strongly to the unique solution (x¯, y¯) of
problem (1.1) with C = H.
Proof. By Theorem 3.2, we know that problem (1.1) with C = H has a unique solution (x¯, y¯). It follows from Lemma 2.2 that{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
Observe that
‖xn+1 − x¯‖ = ‖(1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)+ αnun + wn − x¯‖
≤ (1− αn)‖xn − x¯‖ + αn‖T (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)
− T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯)‖ + αn‖un‖ + ‖wn‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1(B1yn + T1yn − (B1y¯+ T1y¯))‖ + αn‖un‖ + ‖wn‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1(B1yn − B1y¯)‖ + αnµ1l1‖yn − y¯‖ + αn‖un‖ + ‖wn‖.
Since B1 is k1-strongly monotone and s1-Lipschitz continuous, we get
‖yn − y¯− µ1(B1yn − B1y¯)‖ ≤ (1− 2µ1k1 + µ21s21)1/2‖yn − y¯‖.
Combining the last two inequalities, we obtain
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1‖yn − y¯‖ + αn‖un‖ + ‖wn‖,
where θ1 = (1 − 2µ1k1 + µ21s21)1/2 + µ1l1. Also, since B2 is β2-inverse-strongly monotone and T2 is η2-inverse-strongly
monotone, we know from 0 < µ2 ≤ min{β2, η2} that
‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖2
≤ ‖xn − x¯‖2 − 2µ2(β2 − µ2)‖B2xn − B2x¯‖2 − 2µ2(η2 − µ2)‖T2xn − T2x¯‖2
≤ ‖xn − x¯‖2,
and hence
‖yn − y¯‖ = ‖T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)+ vn − T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖ + ‖vn‖
≤ ‖xn − x¯‖ + ‖vn‖. (4.21)
Consequently, it follows that
‖xn+1 − x¯‖ ≤ (1− αn)‖xn − x¯‖ + αnθ1‖xn − x¯‖ + αnθ1‖vn‖ + αn‖un‖ + ‖wn‖
= (1− αn(1− θ1))‖xn − x¯‖ + ‖wn‖ + αn(1− θ1) · 11− θ1 (θ1‖vn‖ + ‖un‖). (4.22)
Now put
an = ‖xn − x¯‖, bn = 11− θ1 (θ1‖vn‖ + ‖un‖), cn = ‖wn‖, and tn = αn(1− θ1).
Then (4.22) can be rewritten as follows:
an+1 ≤ (1− tn)an + bntn + cn.
From the assumption, we know that {an}, {bn}, {cn} and {tn} satisfy the conditions in Lemma 2.3. Thus, an → 0 and so xn → x¯
as n→∞. Since xn → x¯, it follows from (4.21) and vn → 0 that yn → y¯ as n→∞. This completes the proof. 
Theorem 4.5. Let G1,G2, ψ1, ψ2, B1, B2, T1, T2 be the same as in Theorem 3.3, and {xn} be the iterative sequence generated
by Algorithm 4.1. If the condition (3.16) holds, then (xn, yn) converges strongly to the unique solution (x¯, y¯) of problem (1.1).
Proof. By Theorem 3.3, we know that problem (1.1) has a unique solution (x¯, y¯). It follows from Lemma 2.2 that{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
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Since B2 is k2-strongly monotone and s2-Lipschitz continuous and T2 is l2-Lipschitz continuous, we get
‖yn − y¯‖ = ‖T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)− T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2(B2xn − B2x¯)‖ + µ2l2‖xn − x¯‖
≤ [(1− 2µ2k2 + µ22s22)1/2 + µ2l2]‖xn − x¯‖
= θ2‖xn − x¯‖, (4.23)
where θ2 = (1 − 2µ2k2 + µ22s22)1/2 + µ2l2. Also, since B1 is β1-inverse-strongly monotone and T1 is η1-inverse-strongly
monotone, we deduce from 0 < µ1 ≤ min{β1, η1} that
‖yn − y¯− µ1((B1 + T1)yn − (B1 + T1)y¯)‖2
≤ ‖yn − y¯‖2 − 2µ1(β1 − µ1)‖B1yn − B1y¯‖2 − 2µ1(η1 − µ1)‖T1yn − T1y¯‖2
≤ ‖yn − y¯‖2
≤ θ22 ‖xn − x¯‖2,
Thus, we have
‖xn+1 − x¯‖ = ‖(1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en)− x¯‖
≤ (1− αn)‖xn − x¯‖ + αn‖T (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn + en)− T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯)‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1((B1 + T1)yn − (B1 + T1)y¯)‖ + αn‖en‖
≤ (1− αn)‖xn − x¯‖ + αnθ2‖xn − x¯‖ + αn‖en‖
= (1− αn(1− θ2))‖xn − x¯‖ + αn‖en‖
= (1− αn(1− θ2))‖xn − x¯‖ + αn(1− θ2) · ‖en‖1− θ2 . (4.24)
Now put
an = ‖xn − x¯‖, bn = 11− θ2 ‖en‖, cn = 0, and tn = αn(1− θ2).
Then (4.24) can be rewritten as follows:
an+1 ≤ (1− tn)an + bntn + cn.
From the assumption, we know that {an}, {bn}, {cn} and {tn} satisfy the conditions in Lemma 2.3. Thus, an → 0 and so xn → x¯
as n→∞. Since xn → x¯, it follows from (4.23) that yn → y¯ as n→∞. This completes the proof. 
Theorem 4.6. Let G1,G2, ψ1, ψ2, B1, B2, T1, T2 be the same as in Theorem 3.3 where C = H, and {xn} be the iterative sequence
generated by Algorithm 4.2. If the condition (3.16) holds, then (xn, yn) converges strongly to the unique solution (x¯, y¯) of
problem (1.1) with C = H.
Proof. By Theorem 3.3, we know that problem (1.1) with C = H has a unique solution (x¯, y¯). It follows from Lemma 2.2 that{
x¯ = T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯),
y¯ = T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯).
Since B2 is k2-strongly monotone and s2-Lipschitz continuous and T2 is l2-Lipschitz continuous, we get
‖yn − y¯‖ = ‖T (G2,ψ2)µ2 (xn − µ2(B2 + T2)xn)+ vn − T (G2,ψ2)µ2 (x¯− µ2(B2 + T2)x¯)‖
≤ ‖xn − x¯− µ2((B2 + T2)xn − (B2 + T2)x¯)‖ + ‖vn‖
≤ ‖xn − x¯− µ2(B2xn − B2x¯)‖ + µ2l2‖xn − x¯‖ + ‖vn‖
≤ [(1− 2µ2k2 + µ22s22)1/2 + µ2l2]‖xn − x¯‖ + ‖vn‖
= θ2‖xn − x¯‖ + ‖vn‖, (4.25)
where θ2 = (1 − 2µ2k2 + µ22s22)1/2 + µ2l2. Also, since B1 is β1-inverse-strongly monotone and T1 is η1-inverse-strongly
monotone, we deduce from 0 < µ1 ≤ min{β1, η1} that
‖yn − y¯− µ1((B1 + T1)yn − (B1 + T1)y¯)‖2
≤ ‖yn − y¯‖2 − 2µ1(β1 − µ1)‖B1yn − B1y¯‖2 − 2µ1(η1 − µ1)‖T1yn − T1y¯‖2
≤ ‖yn − y¯‖2
≤ [θ2‖xn − x¯‖ + ‖vn‖]2,
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Thus, we have
‖xn+1 − x¯‖ = ‖(1− αn)xn + αnT (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)+ αnun + wn − x¯‖
≤ (1− αn)‖xn − x¯‖ + αn‖T (G1,ψ1)µ1 (yn − µ1(B1 + T1)yn)
− T (G1,ψ1)µ1 (y¯− µ1(B1 + T1)y¯)‖ + αn‖un‖ + ‖wn‖
≤ (1− αn)‖xn − x¯‖ + αn‖yn − y¯− µ1((B1 + T1)yn − (B1 + T1)y¯)‖ + αn‖un‖ + ‖wn‖
≤ (1− αn)‖xn − x¯‖ + αn[θ2‖xn − x¯‖ + ‖vn‖] + αn‖un‖ + ‖wn‖
= (1− αn(1− θ2))‖xn − x¯‖ + αn(1− θ2)‖un‖ + ‖vn‖1− θ2 + ‖wn‖. (4.26)
Now put
an = ‖xn − x¯‖, bn = 11− θ2 (‖un‖ + ‖vn‖), cn = ‖wn‖, and tn = αn(1− θ2).
Then (4.26) can be rewritten as follows:
an+1 ≤ (1− tn)an + bntn + cn.
From the assumption, we know that {an}, {bn}, {cn} and {tn} satisfy the conditions in Lemma 2.3. Thus, an → 0 and so xn → x¯
as n→∞. Since xn → x¯, it follows from (4.25) and vn → 0 that yn → y¯ as n→∞. This completes the proof. 
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