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Abstract 
Hydrological flow routing covers a class of simple and computationally highly efficient techniques for steep river 
reaches without backwater effects. It is often applied as a routing component in semi-distributed and distributed 
hydrological models or as a stand-alone routing scheme in flow forecasting systems. If embedded into variational 
data assimilation (DA) or model predictive control (MPC), i.e. running the model in optimization mode, three main 
characteristics of the routing approach become essential: i) numerical robustness, ii) mass conservation and iii) the 
efficient computation of first-order sensitivities. 
We present a unified approach in which we reformulate various hydrological routing approaches as a cascade of 
non-linear reservoirs. This covers linear and nonlinear reservoir routing as well as Muskingum-type schemes. 
Whereas original variable-parameter versions of these schemes, e.g. Muskingum-Cunge, are not mass conservative, 
the reformulated version guarantees strict mass conservation. An iterative Newton-Raphson scheme integrates the 
implicit schematization of the reservoir equation in time. The first order sensitivities are derived by the implicit 
function theorem and the adjoint sensitivity equation at the computational costs of the time integration itself. 
The novel framework is applied to an academic test case and a routing network in the upper basin of Main River in 
Germany. Results show the performance of the routing scheme and verify the mass conservation properties of the 
approach. Furthermore, we give an outlook at the future use of the model within variational DA and MPC scenarios.
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1. Introduction 
Hydrological flow routing is a central aspect for the management of many water resources systems. It allows 
estimating the wave propagation between an upstream and downstream point within a river reach, which in many 
cases is a crucial aspect for the decision-making process. The main difference with hydraulic routing is that the latter 
considers the continuity and momentum equations to describe the propagation of a wave. Hydrological flow routing 
has been intensively studied in the past and it is often applied as a routing component in semi-distributed and 
distributed hydrological models or as a stand-alone routing scheme in flow forecasting systems. 
The implementation of non-linear routing schemes such as the widely used Muskingum-Cunge (MC) approach 
was reported to produce mass balance errors that can reach values of 8 to 10% (Tang et al, 1999). This problem was 
discussed by several authors (Cunge, 2001; Perumal & Sahoo, 2008; Reggiani et al., 2014). In particular, Todini 
(2007) proposed an alternative for adapting the MC to a mass conservative approach. His implementation combined 
accuracy and mass-conservation properties, although robustness was still not adequately addressed. As a result, 
Schwanenberg & Alvarado-Montero (2016) proposed an iterative scheme for the variable parameter of MC 
approach and presented a Total Variation Diminishing (TVD) and a mass conservative implementation for this 
approach.
Some authors present the application of variational data assimilation including kinematic wave models (Lee, 
2012) or unit hydrograph models (Seo, 2009) as routing method. These methods can still be improved using the 
approach by Schwanenberg & Alvarado-Montero (2016) which eliminates the loss in the mass conservation. 
However, its application in variational data assimilation (DA) and model predictive control (MPC) applications still 
requires the computation of first-order derivatives that enable the application of gradient-based optimizers 
(Schwanenberg et al., 2012). 
This paper covers the computation of the adjoint model for the TVD and mass conservative hydrological flow 
routing model presented by Schwanenberg & Alvarado-Montero (2016). The adjoint model produces the first-order 
sensitivities required for variational DA and MPC applications and allows an efficient solution of the optimization 
problem. This novel framework is tested first in a simple academic test case and subsequently applied to a real-
world river reach of Main River in Germany.  
2. Methods 
Schwanenberg & Alvarado-Montero (2016) presented a unified framework for TVD and mass-conservative 
hydrological flow routing methods and the following section wraps up the approach. The discrete-time version of 
this approach reads as follows:  
     
    kQkQkIkI
kkkkkk
kkkk
QQII
t
pQISpQISQQIF
TTTT 
'
 



11
111
1,1
11
,,,,
,,
  (1) 
where F is the mass balance error, S is the reservoir storage depending on inflow I, outflow Q and arbitrary 
parameters p of the volume runoff relation (e.g. K, İ, m), k denotes the time step index and șI,Q are time weighting 
coefficients with unconditional stability in the range [0.5,1]. Depending on the choice of S and ș, Eq. (1) represents 
a linear reservoir routing (e.g. S = KQ, 0.5  șI,Q  1), a nonlinear reservoir routing (S = KQm, 0.5  șI,Q  1) or a 
Muskingum method (S = KİI + K(1-İ)Q, șI,Q  0.5). In the latter, parameters K and İ can be computed from the 
Muskingum-Cunge approach using: 
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where ǻx is the spatial step, c is the wave celerity, S0 is the bed slope, and B is the channel top width. The solution of 
Eq. (1) is achieved by a Newton-Raphson iteration procedure. In the forward mode simulation, the dependent 
variable of F is the outflow Q at time step k depending on the independent variables Ik-1, Qk-1, Ik. The iteration reads: 
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where n is the iteration index. A solution is reached when F is close enough to zero. Parameters K and İ change in 
the iteration history because of their dependency on Qk. In the original Muskingum-Cunge method, the two 
parameters get evaluated at Qk-1 only which corresponds to a single iteration step of the Newton-Raphson approach. 
Therefore, the use of variable parameters K and İ requires the following formulation of function F and its 
corresponding derivative: 
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We now proceed to formulate the adjoint model for the previously described model. This allows us to compute 
first-order derivatives of an arbitrary cost function by reverse model algorithmic differentiation (Griewank & 
Walther, 2008). If we considered a cost function J, the adjoint variable v  describes the first-order derivative of J
with respect to v . For simplicity we assume ș=șI=șQ. From our previous implementation we receive the 
independent vector x, the dependent vector z and the system of nonlinear equations represented by w. We first 
compute the partial derivatives of the system of nonlinear equations F(z,x)=0 described in Eq.1 with respect to the 
independent (Ik-1, Ik, Qk-1) and dependent variables (Qk): 
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The adjoint of the dependent variable can be directly computed by:  
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The adjoint of the independent variable is computed using the implicit function theorem as: 
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In case of our routing approach, the cascade of nonlinear reservoirs results in a sequence of scalar implicit 
functions for time integration. These get separately solved from upstream to downstream by the iterative Newton-
Raphson approach. In comparison, the adjoint model (Eq. 8) is a simple and explicit calculation which requires less 
computational resources than the time integration itself. 
3. Results 
3.1. Test 1: Simple hydrograph routing 
The first experiment assesses the correct implementation of the adjoint model and the propagation of sensitivities 
in application to a simple academic data assimilation problem. For this experiment we considered a similar setup as 
presented in Todini (2007), which consists of a simple river reach of 100 km length, discretized in sections of 2000 
m, with a bed slope of S0=0.00025, and a trapezoidal cross section with bottom width of B0=15 m, a slope ratio 
(elevation/width) of 1:5, and a Manning coefficient of n=0.035 sm-1/3. In this test we assumed observed discharges 
downstream the river reach that are assimilated into the flow routing model to update the upstream inflow.  
The inflow hydrograph QI,BC is adopted from a synthetic series introduced by NERC (1975) and further used by 
Todini (2007) and Perumal & Price (2013) defined as: 
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where ȕ=16, Qpeak=900m3s-1, Qbase=100 and Tp=24h. We also assumed an observed outflow at the downstream 
boundary condition according to the above equation, with the modified parameters Qpeak=600 m3s-1 and Tp=38 h.
The objective function penalizes updates of the inflow boundary as well as deviation between observed and 
simulated (and updated) flow at the downstream boundary according to the following formulation: 
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where is QI is the updated or assimilated inflow( optimization variable), k is the time step, QO,obs and QO,sim are 
observed and simulated outflows, wn and wd=1.0 are weighting factors for the penalty on the update introduced to 
the inflow hydrograph and for the distance between observed and simulated outflow hydrographs.  
The assimilation problem was tested using different values for the weighting of the noise introduced into the 
mode. Fig 1 shows the obtained results for values of wn=0, 0.1 and 1.0, allowing a different level of modification of 
the upstream inflow. It is clear that a setup of wn=0 allows arbitrary variations of QI at no costs in order to obtain the 
perfect match between the observed and simulated outflow hydrograph, as it is shown in Fig 1a. Fig 1b and c show 
the results for a low and high weight, respectively, on the amount of update introduced to the model. With an 
increasing weight, the update gets more expensive and leads to a closer agreement between the original and updated 
inflow boundary condition. The trade-off in this case is a decreasing agreement of observed and simulated outflow. 
In practical cases, the parameterization of the weights depends on the expected error in inflow and outflow. 
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Fig. 1. Results of assimilating discharge using different weighting factors for the noise (wn) introduced to the inflow hydrograph in the iterative 
Muskingum-Cunge approach as hydrological flow routing method 
3.2. Test 2:Assimilation of discharge data for Main River 
A similar setup as the one presented in Test 1 is implemented for a real-world application to assimilate discharge 
observations in the Main River in Germany, using an integration of a conceptual rainfall-runoff HBV model 
(Lindström et al, 1997) and a flow routing network between two sub-catchments using the Muskingum approach. 
The assimilation consists on updating model states of the HBV models of both sub-catchments to achieve a better 
agreement between observations and simulated discharges at the outlets of each sub-catchment, namely gauging 
stations Schwuerbitz and Kemmern (see Fig. 2). In this test, we also use a Muskingum routing as the transformation 
function for the hydrograph computed from the HBV model to simulate the concentration time of each catchment. 
For our purposes, we fix the Muskingum parameters for this routing as well as the parameters for routing between 
both gauging stations. This simplification allows us to reduce the degrees of freedom of the assimilation problem.  
The model is automatically calibrated using daily observations between 1962 and 2006 using the particle swarm 
algorithm. We achieve a Nash-Sutcliffe Efficiency (NSE) of 0.92 for the model up to Schwuerbitz and 0.91 for the 
model up to Kemmern. The catchment has a total area of 4224 km2 with mean annual discharges of 30 m3/s and 44 
m3/s at gauges Schwuerbitz and Kemmern, respectively. 
Fig. 2. Main River in Germany up to Kemmern gauge station; blue and green represent upper and lower part of the catchment 
The assimilation is tested on a single snowmelt event forecasted on January 7, 2011, which reached a maximum 
observed discharge of more than 450 m3/s at both gauge stations. We assimilate historical observed discharge from 
up to 6 months prior to the forecast time and update model inputs precipitation and temperature, as well as model 
states of soil moisture, upper and lower zone water storage of the HBV models (bound constraints are shown in 
Table 1). The hydrological flow routing is particularly relevant to track down the sensitivity of the model to the 
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modifications of the simulated discharge propagated downstream to Kemmern. In this experiment, the assimilation 
is driven not only by the contribution from the second sub-catchment (depicted in green color in Fig 2), but also by 
the routing between Schwuerbitz and Kemmern, as the upper sub-catchment has a significant impact after 
propagating downstream. 
Table 1: Minimum and maximum bound constraints for updating HBV model 
Optimization variable Bound constraints 
Precipitation (Pf) 3.17.0 dd kfP
Temperature (Tup) KTK kup 11 dd
Soil Moisture (SMup) mm1mm1 dd kupSM
Upper Zone (UZup) mm1mm1 dd kupUZ
Lower Zone (LZup) mm1mm1 dd kupLZ
Fig 3 and 4 show the results obtained from the update and forecast runs without and with data assimilation of 
discharge observations from the two gauge stations. The assimilation of discharge shows an almost perfect match 
between simulated and observed discharge at both stations in the update run, compared to the results without data 
assimilation. This is a good indicator that the adjoint model is correctly propagating the sensitivities of the 
optimization variable within the model. The impact of assimilating discharge can be observed in the forecast runs. 
Fig 4 shows a significant improvement on the forecast at both gauges; the forecast without data assimilation reaches 
a first peak of about 230 m3/s whereas the forecast with data assimilation reaches almost 297 m3/s. Similarly the 
forecast of the first peak discharge at Kemmern changes from 343m3/s to 417m3/s, and produces a better estimate 
during the first 5 days of lead time.  
Fig. 3. Model update and forecast runs without data assimilation at gauging stations Schwuerbitz and Kemmern 
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It is worth noting that these results are highly dependent on the choice of the minimum and maximum bounds 
provided in Table 2, which define the flexibility for the optimizer to modify the forcing variables as well as the 
model states. A larger range allows larger updates, whereas a more constrained range limits the updates and restrains 
the model uncertainty.  
Fig. 4. Model update and forecast runs with assimilation of discharges at gauging stations Schwuerbitz and Kemmern 
4. Conclusions and Outlook 
We present a unified implementation for several hydrological flow routing schemes. The approach is mass 
conservative by design and uses the theta parameters (șI and șQ) to trade robustness against accuracy by 
implementation of a TVD limiter. The scheme represents the routing as a cascade of lumped nonlinear reservoirs. 
Time integration is achieved by an iterative solution of the implicit mass balance function of each reservoir. The 
highly efficient computation of the first-order derivative relies on the application of the implicit function theorem 
and the adjoint sensitivity equation.  
We present the application of the scheme in a variational data assimilation context. It is applied to an academic 
test case and a real-world application in Main River in Germany. In the first case, we show the trade-off between the 
introduction of model updates and the agreement of model outputs with observation. These related weighting factors 
correspond to our expectation or error in model forcing, the model itself and observed data. In the second case, we 
demonstrate the practical benefit of the approach in application to an integrated hydrological model for the flow 
forecast in Main River. 
D
is
ch
ar
ge
 [m
3
/s
]
1348   Rodolfo Alvarado Montero et al. /  Procedia Engineering  154 ( 2016 )  1341 – 1348 
The routing approach will be further tested in the context of short-term reservoir management applications. In 
this setup, the routing will be applied to the flow propagation between reservoirs with the overall goal to schedule 
reservoir releases according to multiple management objectives.
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