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Abstract
Astronomical images, degraded by the effects of atmospheric turbulence, can be corrected in real-time using
adaptive optics (AO). A reconstructed wavefront, measured using a reference object with a small angular
separation from a target object, is used to compensate aberrations effecting a target object. The conjugate
of the recovered wavefront is used to alter the optical path of a telescope for correction. To ensure high
performance, a constraint is imposed on the angular separation between a reference object, such as a bright
guide star, and target object which is typically fainter. This constraint is referred to as the isoplanatic
angle, θ0. Given the sparsity of natural guide stars, combined with limitations on the use of artificial
guide stars, severe restrictions are imposed on the field of view (FOV) and turbulence compensation over
the anisoplanatic region. Our aim is to use aberration data from two or more reference objects to extend
the isoplantatic angle. This paper outlines a system architecture and proposes the use of artificial neural
networks (ANN) to provide extended FOV coverage for real-time astronomical image restoration.
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1 Introduction
A planar wavefront entering the Earth’s atmosphere
is subject to distortion as light propagates through
turbulence. The effects of such distortion, in terms
of spatial resolution and sensitivity, can be cor-
rected by up to two orders of magnitude using
adaptive optics (AO) [1].
AO systems require a wavefront sensor (WFS) to
measure aberrations induced by atmospheric tur-
bulence. Since target objects are typically too faint
to measure directly, natural or artificial source ob-
jects (guide stars) are imaged to achieve adequate
signal to noise ratio (SNR). However, to maximise
correlation of source and target aberrations the an-
gular separation between objects must be limited
to the isoplanatic angle, θ0. Turbulence induced
aberrations of target and source objects can be
considered identical if θ0 ≤ 40 arcseconds [2].
Target image reconstruction using a point spread
function (PSF) in anisoplanatic regions requires
more than one source. Our approach is to use
a parallel architecture, based on a set of artifi-
cial neural network (ANN) modules, for real-time
aberration prediction and correction. This paper
describes a simulation platform for evaluation of
an ANN module for the prediction of the space-
varying PSF required for image reconstruction.
The problem statement is defined in the following
section. Phase perturbations defined by Zernike
polynomials are outlined in Section 3, and this
is followed by an introduction to artificial neural
networks in Section 4. The system architecture
is described in Section 5 and an overview of the
simulation platform is given in Section 6. Our
interim results are presented in Section 7 and this
is followed by our conclusion and outline of future
work in Section 8.
2 Problem Statement
The simultaneous capture of two slightly defocused
images, comprised of multiple point source objects,
i.e. natural guide stars (NGSs), propagating through
separate regions and multiple layers of atmospheric
turbulence, are used to determine modal wavefront
aberrations.
Wavefront aberrations can be characterised in terms
of Zernike polynomials [3]. The utilisation of these
polynomials and employment of machine learning
to determine wavefront aberrations in regions ex-
tending the isoplanatic region is the basis for this
study.
Figure 1 shows the geometry of three objects and
the angular separations that define two regions of
variable wavefront correlation. Considering the sep-
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aration angle, θγβ, the aberrated PSFs that result
from imaging a target object, γ, and source ob-
ject, α, can be considered equivalent, since θγβ ≤
θ0. However, considering the angular separation of
source object, α, and target object, γ, the aber-
rated PSFs that result from imaging these objects
will be significantly different, since θαγ > θ0.
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Figure 1: Geometry of Anisoplanatic Effects.
Determining the aberrations of a target PSF, such
as γ in Figure 1, from aberrations measured using
one or more source objects, such as α (shown in
the same figure as exceeding θ0), is ill-posed if any
of the following conditions are satisfied [4]:
1. A nonexistent input vector results in an out-
put vector i.e., the existence condition is vi-
olated.
2. Input data is insufficient to uniquely recon-
struct the non-linear dynamics in the solu-
tion space.
3. The presence of noise or errors caused by
imprecise measurements introduces disconti-
nuity in the reconstruction.
Solutions to such inverse problems have been pro-
posed, however architectural considerations for hard-
ware implementation are rare. For example, Tikhonov
regularization and the expectation-maximisation (EM)
algorithm have been shown to improve predictabil-
ity of the geometrical properties of the space-varying
PSF with a mean squared error (MSE) of less than
2.7% [5]. Time-delay neural network (TDNN) ar-
chitectures have been used for prediction of low-
order wavefront aberrations [6]. Modal tomogra-
phy has been adapted from medical imaging appli-
cations to estimate NGS wavefront distortions over
a wide FOV [7].
Our approach to make such dynamic reconstruc-
tion problems well-posed is to use a priori know-
ledge of aberrations from multiple sources, such as
point sources α and β in Figure 1, and through
optimisation of the dynamic structure of an ANN.
The use of spatially variable parameters, such as
θαγ , will provide the basis for training and system
evaluation.
3 Zernike Polynomials
Zernike polynomials are 2D orthonormal basis func-
tions that represent an ordered series of aberrations
on a unit circle. This set of polynomials is defined
as
Zeveni(r, θ) =
√
n+ 1Rmn (r)
√
2 cos(mθ)
Zoddi(r, θ) =
√
n+ 1Rmn (r)
√
2 sin(mθ)
}
m 6= 0,
Z0(r) = R0n(r)
√
2, m = 0. (1)
The radial functions Rmn (r) are defined as
Rmn (r) =
(n−m)/2∑
s=0
(−1)n (n− s)!
s!
[ (n+m)
2 − s
]
!
[ (n−m)
2 − s
]
!
r(n−2s).
(2)
Each Zernike mode can be represented by a 2D
image, commonly referred to as a phase map. For
example, an aberrated PSF will be represented by
N phase maps on the pupil plane. The linear
combination of N aberrations over a unit circle of
radius R results in the phase perturbation
Ψ(Rr, θ) =
N∑
i=2
aiZi(r, θ), (3)
where the piston term, Z1, has been removed, as
is common for single aperture instruments.
The Zernike coefficients are defined as
ai =
∫ 1
0
∫ 2pi
0
W(r)Ψ(Rr, θ)Zi(r, θ)dθdr, (4)
where W(r) is an area weighting function,
W(r, θ) =
{
1
pi r ≤ 1
0 r > 1
. (5)
Given the linear collection of aberrations, repre-
sented by Zernike polynomials in Equation 3, where
Ψ(Rr, θ) can be represented by a vector location,
~x, a wavefront can be defined as,
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ut(~x) = exp[jΨ(~x)]. (6)
Simulating the propagation of several source ob-
jects through multiple turbulent layers, imaging
each source using Fresnel diffraction, and recov-
ering the Zernike coefficients ai given in Equation
4, where i = 2 . . . 20, is the basis for our work to
predict the aberrated PSF over an anisoplanatic
region.
4 Artificial Neural Networks
Artificial neural networks are used for blackbox
modelling when an analytical model is either not
able or is too complex to be practically realisable.
In this regard, ANNs do not necessarily model the
internal physical mechanisms but are trained to
support the input/output behaviour of a target
system [8].
McGuire et al., provides extensive background on
ANNs and details how such networks have been
applied in the field of adaptive optics [9].
4.1 Applications
ANNs have demonstrated their practicality in the
following applications:
1. Noise reduction: ANNs are very effective in
recovering signals from noisy data, particu-
larly for image processing applications [10].
2. Estimation/Classification: Zernike polynomial
coefficients are estimated either directly [11],
or indirectly using dimensionally reduction
[12], from image data.
3. Prediction: Single- and multi-step prediction
is used as an alternative to Kalman filters
[13] to compensate for computational delays
in wavefront sensing and servo lag due to
temporal decorrelation of the atmosphere.
4.2 Architecture
For optimal performance, in terms of MSE, ANN
architectures are application dependent and highly
sensitive to parameters, such as the number of in-
puts and hidden node configurations that define
their architecture. For example, given a discrete
time series, u(n), where n = 0, 1, . . .N , predicting
the value of u, one sample period into the future
requires the ability to store and access time history
of input data. This is expressed as
u(n+ 1) = f(u(n), u(n− 1), . . . , u(n−N)). (7)
The simple delay-line architecture described in Equa-
tion 7 is referred to as a time delay neural network
(TDNN). Recurrent neural networks (RNNs) also
satisfy this requirement with the use of feedback,
however training algorithms have been difficult to
implement.
Recently, echo state networks (ESNs) have been
proposed that simplify training of RNNs [14] and
can be optimised using a signal processing interpre-
tation and metric to describe the richness of their
dynamics [15].
4.3 Echo State Networks
Echo state networks are recurrent, sparsely con-
nected, artificial neural networks. The distinguish-
ing features of ESNs as RNNs includes their ran-
dom, fixed recurrent weights, damped dynamics,
and simple training algorithm.
Given a sampled data series u(n), where n = 1 . . .N ,
an ESN can be defined in terms of the previously
updated state vector, x(n-1), current state vector
x(n), and predicted output, y(n)
x(n) = tanh(Win u(n)
T +WDR x(n-1)T),
y(n) =Wout x(n)
T
,
(8)
whereWin is the input weight matrix,WDR is the
dynamic reservoir matrix, andWout is the output
weight matrix.
The predicted output of the input series, u(n), one
time-step into the future, is given by
uˆ(n+1) = y(n). (9)
ESNs were considered for the prediction of the space-
varying PDF for the following reasons:
1. Training of an ESN is simplified; a simple
linear regression is required for each output
node.
2. Due to their simplified architecture, efficient
hardware implementations should be possi-
ble.
3. Dynamic optimisation of the network may be
more easily facilitated by the simplicity of the
architecture.
Various studies on the design [15] and architectural
enhancements [16] of ESNs have been conducted.
4.4 Training
ANNs require training to minimise weight vectors
to ensure convergence and provide generalised per-
formance. Batch training algorithms pass all the
training data through the network prior to use
in an application; on-line algorithms require one
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training pattern, such as the previous data sample,
and update the weight vectors before processing
the next input.
In practice, the gradient decent algorithm is com-
monly used for on-line training; batch mode train-
ing typically employes linear regression or the Moore-
Penrose pseudoinverse. Advantages and disadvan-
tages of both training methods can be summarised
as a trade-off between training time and MSE. The
principle requirement of any regression algorithm is
to ensure that ill-posed conditions, such as outlined
in Section 2, are minimised or circumvented.
ESNs use a simple least-squares algorithm to train
only the output nodes; the reservoir is not trained
and relies on the spectral radius (the largest eigen-
values of the reservoir matrix) as the basis for se-
lection of design parameters [15].
5 Architectural Overview
A concurrent system architecture for the predic-
tion of wavefront aberrations, employing M point
source functions (PSF) over a wide FOV, is shown
in Figure 2. This model provides a basis for real-
time AO operation and may be considered for wide-
field adaptive optics and modal tomography [7].
To extend θ0 beyond 40 arcseconds [9] a system
architecture is described as follows. Two high-
resolution, high-speed CCD cameras are used to
continuously capture image frames of multiple NGSs
(each considered an aberrated PSF), and a tar-
get object, over a wide spatial field. Phase re-
trieval [17] or an ANN classifier [12] is used to es-
timate wavefront aberrations from multiple source
objects using defocused (intra- & extra-focal) im-
ages. To support the demands of a real-time sys-
tem, pipelined image acquisition and preprocessing
modules are used. Two sets of these modules (one
per image) are shown on the right of image planes
I1 and I2 in Figure 2.
A region of interest (ROI) surrounding each source
and target is determined, a priori. Each source
represents a point-spread function (PSF) and the
image aberrations resulting from the adverse ef-
fects of the atmosphere are estimated, as described
in the previous paragraph. To improve perfor-
mance, a set of parallel modules (estimators) are
used (one module per source) to define the set of
Zenike polynomials, Z2...20, that represent aberra-
tions effecting each PSF. The set of estimators, E1
to EM , is shown to the center right of Figure 2.
Lastly, a modal predictor, P , employs an echo state
network (ESN) to predict turbulence surrounding
a target object, TEst. The structure of a suitable
predictor module is shown on the right of Figure 2.
The set of Zenike coefficients Z2...20 for each source
S1...N is used as time-series input to determine
aberrations surrounding a target region.
Additional parameters, such as angular separations
of source and target regions (not shown in Figure
2), are used to predict modal expansions Z2...20, TEst. ,
over a constrained, anisoplanatic region.
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Figure 2: Proposed ANN System Architecture.
6 Simulations
Diffraction limited imaging systems typically em-
ploy Fourier optics to characterise an optical sys-
tem [18]. Such systems are considered linear and
the point spread function (PSF) is used extensively
to define inverse problems using either incoherent
and coherent light [19].
Thus, given multiple source objects with planer
wavefronts i.e., NGSs in the absence of turbulence,
an optical system will image PSFs for each source
object within the FOV. After considering the ef-
fects of Fresnel diffraction and the required wave-
front sensor (WFS), two slightly defocused images
were produced. Each image showedmultiple, diffraction-
limited sources in the absence of turbulence.
Simulations were developed in Matlab and two 1024
× 1024 focal plane images were produced, using
a simulated shutter speed of Ts milliseconds, and
a frame rate of fr FPS, where Ts < 1fc . The
imaging model is based on a Cassegrain optical
telescope of 1 m diameter, with focal length of
7.7 m, supporting two, 4.7 × 4.7 mm CCDs. This
provided a FOV of approximately 2.1 arc-minutes.
Independent and movable phase-screens, employ-
ing Komogorov statistics, representing one or more
atmospheric layers at a height of 0 . . . Z kilome-
ters, were generated using the fractal method [20].
Planar wavefronts from M NGSs were convolved
with each layer resulting in highly aberrated sub-
images. Examples of non-aberrated sub-images are
shown on the far left of Figure 2.
Predefined regions of interest, representing the sim-
ulated image of each NGS were taken and pro-
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cessed to extract aberrations, in terms of Zernike
coefficients of order Z2...20. At each time-step the
phase-screen is moved over each sub-image, at a
velocity of Vp meters per second - Taylor’s frozen
turbulence hypothesis was assumed [21]. A curva-
ture WFS [17], shown in Figure 2 as E1...M , was
used to estimate M sets of Zernike coefficients,
Z2...20, from sub-images I1,2, and sources S1...M .
The capture of several thousand frames, and subse-
quent estimation of Zernike coefficients from aber-
rated point-spread functions, S1...M , resulted in
time-series data, Z2...20, S1...M . To demonstrate in
principle the effectiveness of these methods, only
low-order Tilt terms, Z2 and Z3, were used in our
analysis. An example of the resulting Zernike poly-
nomial time-series ensembles for the Tilt term, Z3,
is shown in Figure 3. These data series, S1 . . . S3,
were used to train an ESN using batch mode train-
ing for prediction of a corresponding aberration,
Z3, adversely affecting a target PSF, also shown
in Figure 3. The ESN module used to predict the
target aberration is shown as the modal predictor
network, P , in Figure 2.
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7 Results
A set of results from a low-order PSF target aber-
ration is shown in Figure 4. These results represent
an extract of 26 samples from a time-series gener-
ated using three source objects and orientated in
the configuration of an equilateral triangle.
Test data were collected using 30 random angular
separations within the anisoplanatic region, with
a maximum of 50 and minimum of 20 arcseconds
separation between target, T and source objects,
S1...3. Batch mode training employed the Moore-
Penrose pseudoinverse.
Each sample run used 1024 iterations from a mov-
ing phase screen. The results from over 30 simula-
tions were used to provide a statistical average of
Z3, TEst. .
The predicted results of the tilt aberration ZTEst. ,
of a space-varying target PSF, given input aber-
rations Z3, and angular separations θ1...3 between
each source S1...3 and target object T , are com-
pared to actual tilt aberrations Z3, TAct. in Figure
4(a). A corresponding error plot for a portion of
the original time-series is shown in Figure 4(b).
The MSE over this portion was 0.0497.
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Figure 4: (a) Z3: Actual (TAct.) & Predicted (TEst.)
(b) Error Plot.
Currently, we are optimising for MSE using various
orientations of source objects over aniosoplanatic
regions and multiple turbulence layers. Additive
photon and CCD read noise profiles have also been
considered.
8 Conclusion & Future Work
In this paper we have described a system archi-
tecture suitable for demonstrating single time-step
prediction of low-order aberrations from anisopla-
natic target objects. A more thorough analysis,
however, in terms of ESN optimisation and orien-
tation of source objects is required to complete this
study.
A hardware implementation within an FPGA of
each of the modules discussed in Sections 4.2 and
4.3, is being investigated for real-time application.
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