Existence of solutions for the MHD-Leray-alpha equations and their relations to the MHD equations  by Yu, Yongjiang & Li, Kaitai
J. Math. Anal. Appl. 329 (2007) 298–326
www.elsevier.com/locate/jmaa
Existence of solutions for the MHD-Leray-alpha
equations and their relations to the MHD equations
Yongjiang Yu a,∗, Kaitai Li b
a Department of Mathematics, Shanghai Jiaotong University, Shanghai 200240, China
b Department of Mathematics, Xi’an Jiaotong University, Xi’an 710049, China
Received 7 April 2006
Available online 28 July 2006
Submitted by William F. Ames
Abstract
In this paper we derive some new equations and we call them MHD-Leray-alpha equations which are sim-
ilar to the MHD equations. We put forward the concept of weak and strong solutions for the new equations.
Whether the 3-dimensional MHD equations have a unique weak solution is unknown, however, there is a
unique weak solution for the 3-dimensional MHD-Leray-alpha equations. The global existence of strong
solution and the Gevrey class regularity for the new equations are also obtained. Furthermore, we prove
that the solutions of the MHD-Leray-alpha equations converge to the solution of the MHD equations in the
weak sense as the parameter ε in the new equations converges to zero.
© 2006 Elsevier Inc. All rights reserved.
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1. Notations and the main results
The magnetohydrodynamic (MHD) equations considered on Ω = [0,2π]3 are
∂u
∂t
− 1
Re
u+ u · ∇u− ρh · ∇h+ ∇
(
p + 1
2
ρ|h|2
)
= f, (1.1)
∂h
∂t
− 1
Rm
h+ u · ∇h− h · ∇u = g, (1.2)
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u(x,0) = u0, h(x,0) = h0, (1.4)
u and h satisfy periodic boundary conditions,
where u,h,p,f, g are all non-dimensional quantities and u,h,p are unknown. u(x, t) =
(u1(x, t), u2(x, t), u3(x, t)) and h(x, t) = (h1(x, t), h2(x, t), h3(x, t)) are the velocity field and
the magnetism field at point x = (x1, x2, x3) at time t . p(x, t) is the pressure of the fluid. Re and
Rm represent the Reynolds number and the magnetic Reynolds number. ρ = M2/(ReRm), where
M is the Hartman number. f (x, t), g(x, t) are two given body forcing terms. In many cases g is
zero, however, we will assume that it is not zero in this research.
The MHD equations (1.1)–(1.3) were proposed by T.G. Cowling [1] or L. Landau and E. Lif-
shitz [2]. G. Lassner [3] pointed out that smooth weak solutions of the initial boundary value
problem for MHD equations with the Dirichlet boundary conditions are not automatically clas-
sical solutions. M. Sermange and R. Temam [4] proved the local existence and uniqueness of the
strong solution for 3-dimensional MHD equations, and for the 2-dimensional MHD equations
they proved the global existence of solutions. M.A. Rojas-Medar and J.L. Boldrini [5] showed
the global existence of strong solutions for small initial data for 3-dimensional case.
Considering the periodic boundary conditions, we assume that
∫
Ω
f dx = ∫
Ω
g dx = ∫
Ω
u0 dx
= ∫
Ω
h0 dx = 0, after integration by parts from (1.1)–(1.2) one can easily see that
∫
Ω
udx =∫
Ω
hdx = 0. Let C∞per(Ω)3 denote the space of all Ω-periodic, C∞ vector fields defined on Ω .
Let
V =
{
Φ ∈ C∞per(Ω)3:
∫
Ω
Φ dx = 0, ∇ ·Φ = 0
}
,
H = the closure of V in L2(Ω)3, V = the closure of V in H 1(Ω)3.
We denote by (·,·) and | · | the inner product and norm in H . The inner product and norm in V
are denoted by ((·,·)) and ‖ · ‖, respectively. Let A be the Stokes operator with domain D(A) =
H 2(Ω)3 ∩V , where P :L2(Ω)3 → H is the Leray projector. A is an isomorphism from V to V ′
(the dual space of V ) with compact inverse, hence A has eigenvalues {λk}∞k=1, i.e., 0 < λ1 
λ2  · · ·  λn → +∞(n → +∞) and corresponding eigenfunctions {wk}∞k=1 which consist of
the orthogonal basis of H , such that Awk = λkwk . Following the notations of Navier–Stokes
equations in [6,7], we set
B(u, v) = P(u · ∇v), b(u, v;w) =
∫
Ω
B(u, v) ·wdx, ∀u,v,w ∈ V.
Then [6,7]
b(u, v;v) = 0, b(u, v;w) = −b(u,w;v), ∀u,v,w ∈ V.
Now the system (1.1)–(1.4) with periodic boundary conditions can be written as abstract equa-
tions for u,h
du
dt
+ ν1Au+B(u,u)− ρB(h,h) = Pf, (1.5)
dh
dt
+ ν2Ah+B(u,h)−B(h,u) = Pg, (1.6)
u(0) = u0, h(0) = h0, (1.7)
where ν1 = 1 , ν2 = 1 .Re Rm
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tions which are similar to the MHD equations. For that, we first mention Leray regularization of
Navier–Stokes equations. The Navier–Stokes equations on Ω = [0,2π]3 are
∂u
∂t
− 1
Re
u+ u · ∇u+ ∇p = f,
∇ · u = 0, u is periodic on Ω,
u(x,0) = u0(x). (1.8)
It is well known that there exists at least one global weak solution u ∈ L2(0, T ;V ) ∩
L∞(0, T ;H) for any time T > 0 for (1.8) when the initial data u0 is in H , but whether the
weak solution is unique is unknown. And no global strong solutions can be available no matter
how smooth of the initial data is given. The strong solutions exist globally only for small initial
value and force, otherwise, the strong solutions hold locally. In 1934, Leray [8] proposed to reg-
ularize the Navier–Stokes equations in order to circumvent the uniqueness problem. Considering
a sequence of mollifying functions {φε}ε>0 satisfying
φε ∈ C∞0 (R3), suppφε ⊂ B(0, ε),
∫
R3
φε(x) dx = 1,
and the convolution product φε  v such that
φε  v =
∫
R3
φε(x − y)v(y) dy.
Leray suggested to regularize the Navier–Stokes equations as follows:
∂u
∂t
− 1
Re
u+ (φε  u) · ∇u+ ∇p = φε  f,
∇ · u = 0, u is periodic on Ω,
u(x,0) = φε  u0. (1.9)
We want to emphasize that the solution of (1.9) is different from that of (1.8). In fact, Leray
proved the following theorem [9, Theorem 2.1], [8].
Theorem 1.1. For all u0 ∈ H , f ∈ H and ε > 0, (1.9) has a unique C∞ solution. This solution
is bounded in L∞(0, T ;H) ∩ L2(0, T ;V ) and there exists a subsequence of the weak solutions
which converges weakly in L2(0, T ;V ) to a weak solution of Navier–Stokes equation as ε → 0.
The striking conclusion of this theorem is that solution of (1.9) is unique. For other method to
approach the solutions of Navier–Stokes equations, J.L. Guermond et al. [9] and A. Cheskidov
et al. [10] proposed the following equations:
∂u
∂t
− 1
Re
u+ uˆ · ∇u+ ∇p = fˆ ,
∇ · u = 0, u is periodic on Ω,
u(x,0) = uˆ0, (1.10)
where for a given function u, uˆ is defined by Helmholtz equations:
uˆ− ε2uˆ = u, uˆ satisfies periodic boundary conditions on Ω. (1.11)
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between Lq(Ω)3,1 < q < +∞ and W 2,q (Ω)3 that commutes with time and space derivatives
[11]. Substituting (1.11) into (1.10) and then dropping the supper index, J.L. Guermond et al. [9]
and A. Cheskidov et al. [10] got respectively the following equations:
∂(u− ε2u)
∂t
− 1
Re
(u− ε2u)− u · ∇(u− ε2u)+ ∇p = f,
∇ · u = 0, u is periodic on Ω,
u(x,0) = u0(x). (1.12)
The equations in (1.12) were called Leray-alpha equations in [10]. The authors in [9] interpreted
the system (1.12) as a perturbation of Navier–Stokes-alpha equations [12,13] expressed as fol-
lows:
∂(u− ε2u)
∂t
− 1
Re
(u− ε2u)− u× (∇ × (u− ε2u))+ ∇p = f,
∇ · u = 0, u is periodic on Ω,
u(x,0) = u0(x). (1.13)
The Navier–Stokes-alpha equations are also called viscous Camassa–Holm equations put for-
ward by D.D. Holm et al. [13], see also [12,14–19]. As originally presented by the authors,
the Navier–Stokes-alpha equations are “derived by applying time averaging procedures to the
Hamilton’s principle for an ideal incompressible fluid flow” and “by using the Euler–Poincaré
variational framework,” interpreting the “Euler–Poincaré equations as the Lagrangian version
of Lie–Poisson Hamilton systems.” In [9], the authors proposed a new interpretation of the
Navier–Stokes-alpha model by showing that this model is actually a perturbation of the Leray
regularization that transforms the frame-dependent Leray regularization into a frame-indifferent
model.
Using the identity (b · ∇)a +∑3j=1 aj∇bj = −b × (∇ × a)+ ∇(a · b), we have
−u× (∇ × (u− ε2u))= u · ∇(u− ε2u)
+
3∑
j=1
(uj − ε2uj )∇uj + ∇
(
u · (u− ε2u)).
If we put the term ∇(u · (u − ε2u)) into the pressure term and redefine the pressure, we find
the Navier–Stokes-alpha equations are none other than the Leray-alpha equations except for a
second term
∑3
j=1(uj − ε2uj )∇uj .
Return to our MHD equations, it is nature to ask the problem “is the Leray regularization
suitable for MHD equations?” If the answer is “yes,” how to regularize them. In this paper, we
suggest to consider the following Leray regularization equations for MHD equations:
∂u
∂t
− ν1u+ uˆ · ∇u− ρhˆ · ∇h+ ∇p = fˆ ,
∂h
∂t
− ν2h+ uˆ · ∇h− hˆ · ∇u = gˆ,
∇ · u = 0, ∇ · h = 0, u,h are periodic on Ω,
u(x,0) = uˆ0, h(x,0) = hˆ0,
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ε2)−1h into the above equations and then dropping the super index of uˆ, hˆ, we reach to the
equations as follows:
∂(u− ε2u)
∂t
− ν1(u− ε2u)+ u · ∇(u− ε2u)− ρh · ∇(h− ε2h)+ ∇p = f,
∂(h− ε2h)
∂t
− ν2(h− ε2h)+ u · ∇(h− ε2h)− h · ∇(u− ε2u) = g,
∇ · u = 0, ∇ · h = 0, u and h are periodic on Ω,
u(x,0) = u0, h(x,0) = h0. (1.14)
We call (1.14) MHD-Leray-alpha equations for the reason that it is obtained through Leray reg-
ularization [8–10] of MHD equations. Note that when ε = 0 we recover the MHD equations on
Ω with periodic boundary conditions.
And the system (1.14) can be written as abstract equations for u,h
d
dt
(u+ ε2Au)+ ν1A(u+ ε2Au)+B(u,u+ ε2Au)− ρB(h,h+ ε2Ah) = Pf, (1.15)
d
dt
(h+ ε2Ah)+ ν2A(h+ ε2Ah)+B(u,h+ ε2Ah)−B(h,u+ ε2Au) = Pg, (1.16)
u(x,0) = u0, h(x,0) = h0. (1.17)
Whether the MHD equations have a unique weak solution is unknown, however, there is a unique
solution for MHD-Leray-alpha equations in the weak sense. So they are totally different models
though they are formally similar. We prove that MHD-Leray-alpha equations possess a unique
weak solution and a unique strong solution for all the time. Based on the existence of the strong
solutions, we establish the Gevrey class regularity [19–23] for the solutions when the initial
values are suitable smooth and the forces lie in certain Gevrey class function space. More impor-
tantly, the relations between MHD-Leray-alpha equations and MHD equations are considered
in this note, the analysis reveals that solutions of the MHD-Leray-alpha equations converge to
solutions of the MHD equations in some weak sense as the parameter ε in the new equations
approaches to zero.
We assume that ε > 0 in (1.15)–(1.17), let T > 0. The weak and strong solutions of the system
(1.15)–(1.17) are defined as follows.
Definition 1.1. Assume that f,g ∈ L2(0, T ;V ′), u0, h0 ∈ D(A). The functions u,h ∈ L2(0, T ;
D(A
3
2 ))∩L∞(0,∞;D(A)) are the weak solutions of (1.15)–(1.17) if and only if u,h satisfy
〈
v(t), φ
〉
V ′ + ν1
T∫
0
(
A
1
2 v(s),A
1
2 φ
)
ds +
T∫
0
〈
B
(
u(s), v(s)
)
, φ
〉
V ′ ds
− ρ
T∫
0
〈
B
(
h(s), k(s)
)
, φ
〉
V ′ ds = 〈v0, φ〉V ′ +
T∫
0
〈
f (s),φ
〉
V ′ ds, (1.18)
〈
k(t), ϕ
〉
V ′ + ν2
T∫ (
A
1
2 k(s),A
1
2 ϕ
)
ds +
T∫ 〈
B
(
u(s), k(s)
)
, ϕ
〉
V ′ ds0 0
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T∫
0
〈
B
(
h(s), v(s)
)
, ϕ
〉
V ′ ds = 〈k0, ϕ〉V ′ +
T∫
0
〈
g(s), ϕ
〉
V ′ ds, (1.19)
∀t ∈ [0, T ), φ,ϕ ∈ V , where v = u+ ε2Au, k = h+ ε2Ah, v0 = u0 + ε2Au0, k0 = h0 + ε2Ah0.
Definition 1.2. Assume that f,g ∈ L2(0, T ;H), u0, h0 ∈ D(A 32 ). The functions u,h ∈
L2(0, T ;D(A2)) ∩ L∞(0,∞;D(A 32 )) are the strong solutions of (1.15)–(1.17) if and only if
u,h satisfy
(
v(t), φ
)+ ν1
T∫
0
(
A
1
2 v(s),A
1
2 φ
)
ds +
T∫
0
(
B
(
u(s), v(s)
)
, φ
)
ds
− ρ
T∫
0
(
B
(
h(s), k(s)
)
, φ
)
ds = (v0, φ)+
T∫
0
(
f (s),φ
)
ds, (1.20)
(
k(t), ϕ
)+ ν2
T∫
0
(
A
1
2 k(s),A
1
2 ϕ
)
ds +
T∫
0
(
B
(
u(s), k(s)
)
, ϕ
)
ds
−
T∫
0
(
B
(
h(s), v(s)
)
, ϕ
)
ds = (k0, ϕ)+
T∫
0
(
g(s), ϕ
)
ds, (1.21)
∀t ∈ [0, T ), φ,ϕ ∈ V , where v = u+ ε2Au, k = h+ ε2Ah, v0 = u0 + ε2Au0, k0 = h0 + ε2Ah0.
The global existence of solutions for the MHD-Leray-alpha equations are the following
Theorem 1.2. Assume that f,g ∈ L2(0, T ;V ′), u0, h0 ∈ D(A). Then (1.15)–(1.17) have a
unique weak solution.
Theorem 1.3. Assume that f,g ∈ L2(0, T ;H), u0, h0 ∈ D(A 32 ). Then (1.15)–(1.17) have a
unique strong solution.
Theorem 1.4. Assume that u0, h0 ∈ D(A 32 ) and f,g is given in D(eσ1A
1
2
) for some σ1 > 0. Then
there exists T ∗∗ such that:
(1) Two functions⎧⎨
⎩ t → e
ϕ(t)A
1
2
A
3
2 u(t)
t → eϕ(t)A
1
2
A
3
2 h(t)
with values in H are analytic in a neighborhood of (0, T ∗∗) in the complex plane C with
ϕ(t) = min(t, σ1).
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⎩ t → e
σA
1
2
A
3
2 u(t)
t → eσA
1
2
A
3
2 h(t)
with values in H are analytic in a neighborhood of (
√
2
2 T
∗∗,∞) in the complex plane.
The following theorem reveals the relations between the MHD-Leray-alpha equations and the
MHD equations.
Theorem 1.5. Assume that f,g ∈ L2(0, T ;H), u0, h0 ∈ D(A 32 ). Let uε,hε denote the solutions
of (1.15)–(1.17) for every ε > 0, vε = uε + ε2Auε , kε = hε + ε2Ahε . Then there exist four
functions u,h;v, k and subsequences uεj , hεj ;vεj , kεj of uε,hε;vε, kε such that when εj → 0+:
(1) uεj (t) → u(t), hεj (t) → h(t) weakly in L2(0, T ;V ).
(2) uεj (t) → u(t), hεj (t) → h(t) strongly in L2(0, T ;H).
(3) (uεj (t),w) → (u(t),w), (hεj (t),w) → (h(t),w) uniformly on [0, T ], ∀w ∈ H .
(4) vεj → u, kεj → h strongly in L2(0, T ;H).
Furthermore, u,h are the weak solutions of the three-dimensional MHD equations with initial
data u(0) = u0, h(0) = h0 (see [3–5] for the definition of the weak solutions of three-dimensional
MHD equations).
Throughout this paper, we shall denote by c the various constants and they may vary at each
occurrence.
2. Existence and uniqueness of solution for the MHD-Leray-alpha equations
In this section, we will prove Theorems 1.2 and 1.3. We need the following lemma.
Lemma 2.1. [6,7] Let Ω ⊆Rn, n 2 be a bounded open Cl-domain, l  1 and s1, s2, s3 are real
numbers, 0 s1  l, 0 s2  l − 1, 0 s3  l. Assume that
s1 + s2 + s3  n2 with (s1, s2, s3) =
(
0,0,
n
2
)
,
(
0,
n
2
,0
)
,
(
n
2
,0,0
)
.
Then there exists a constant c depending on s1, s2, s3,Ω , scale invariant, such that∣∣(B(u, v),w)∣∣ c|Ω| s1+s2+s3n − 12 ‖u‖1+[s1]−s1[s1],Ω ‖u‖s1−[s1][s1]+1,Ω‖v‖1+[s2]−s2[s2]+1,Ω
× ‖v‖s2−[s2][s2]+2,Ω‖w‖
1+[s3]−s3[s3],Ω ‖w‖
s3−[s3]
[s3]+1,Ω
for all u,v,w ∈ C∞(Ω)n.
In particular, for the case n = 3, taking (s1, s2, s3) = ( 12 ,0,1), (2,0,0), (0,0,2), we have∣∣〈B(u, v),w〉
V ′
∣∣ c|u| 12 ‖u‖ 12 ‖v‖‖w‖, ∀u,v,w ∈ V, (2.1)∣∣(B(u, v),w)∣∣ c|Au|‖v‖|w|, ∀u ∈ D(A), v ∈ V, w ∈ H, (2.2)∣∣〈B(u, v),w〉
D(A)′
∣∣ c|u|‖v‖|Aw|, ∀u ∈ H, v ∈ V, w ∈ D(A). (2.3)
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Let Hn = span{w1,w2, . . . ,wn}, Pn :H → Hn be the orthogonal projection. The Galerkin pro-
cedure for (1.15)–(1.17) is the following ordinary differential system:
d
dt
vn + ν1Avn +B(un, vn)− ρB(hn, kn) = PnPf, (2.4)
d
dt
kn + ν2Akn +B(un, kn)−B(hn, vn) = PnPg, (2.5)
vn(0) = vn0 = un0 + ε2Aun0, un(0) = un0 = Pnu0,
kn(0) = kn0 = hn0 + ε2Ahn0, hn(0) = hn0 = Pnh0. (2.6)
In the following, we give estimates for (2.4)–(2.6). Set
ν = min{ν1, ν2}, ρ¯ = max{1, ρ}, ρ = min{1, ρ}.
Taking the scale product of (2.4) with vn = un + ε2Aun, (2.5) with ρkn = ρ(hn + ε2Ahn) in V ′
and then adding them, we obtain
1
2
d
dt
(|vn|2 + ρ|kn|2)+ ν(‖vn‖2 + ρ‖vn‖2) ∣∣〈PnPf,vn〉V ′ ∣∣+ ρ∣∣〈PnPg, kn〉V ′ ∣∣
and ∣∣〈PnPf,vn〉V ′ ∣∣+ ρ∣∣〈PnPg, kn〉V ′ ∣∣ 12ν
(‖f ‖2V ′ + ρ‖g‖2V ′)+ ν2
(‖vn‖2 + ‖kn‖2).
So
d
dt
(|vn|2 + ρ|kn|2)+ ν(‖vn‖2 + ‖kn‖2) 1
ν
(‖f ‖2V ′ + ρ‖g‖2V ′). (2.7)
Using a similar method as the one for the Navier–Stokes equations [6,7], we get
‖vn‖2L2(0,T ;V ) + ‖kn‖2L2(0,T ;V ) =
T∫
0
‖vn‖2 dt +
T∫
0
‖kn‖2 dt K1, (2.8)
‖vn‖2L∞(0,T ;H) + ‖kn‖2L∞(0,T ;H) = sup
s∈[0,T ]
(∣∣vn(s)∣∣2 + ∣∣vn(s)∣∣2)K2, (2.9)
where
K1 = ρ¯
ρν
{(|v0|2 + |k0|2)+ 1
ν
(‖f ‖2
L2(0,T ;V ′) + ‖g‖2L2(0,T ;V ′)
)}
, K2 = νK1.
From (2.8), (2.9) and
‖vn‖2 = ‖un‖2 + 2ε2|Aun|2 + ε4
∣∣A 32 un∣∣2, |vn|2 = |un|2 + 2ε2‖un‖2 + ε4|Aun|2,
‖kn‖2 = ‖hn‖2 + 2ε2|Ahn|2 + ε4
∣∣A 32 hn∣∣2, |kn|2 = |hn|2 + 2ε2‖hn‖2 + ε4|Ahn|2,
we have
‖un‖2L2(0,T ;V ) K1, ‖un‖2L2(0,T ;D(A)) 
K1
2ε2
, ‖un‖2
L2(0,T ;D(A 32 ))
 K1
ε4
, (2.10)
‖un‖2L∞(0,T ;H) K2, ‖un‖2L∞(0,T ;V ) 
K2
2 , ‖un‖2L∞(0,T ;D(A)) 
K2
4 , (2.11)2ε ε
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‖hn‖2L2(0,T ;V ) K1, ‖hn‖2L2(0,T ;D(A)) 
K1
2ε2
, ‖hn‖2
L2(0,T ;D(A 32 ))
 K1
ε4
, (2.12)
‖hn‖2L∞(0,T ;H) K2, ‖hn‖2L∞(0,T ;V ) 
K2
2ε2
, ‖hn‖2L∞(0,T ;D(A)) 
K2
ε4
. (2.13)
From (2.1),∣∣〈B(un, vn),w〉V ′ ∣∣ c|un| 12 ‖un‖ 12 ‖vn‖‖w‖, w ∈ V,∣∣〈B(hn, kn),w〉V ′ ∣∣ c|hn| 12 ‖hn‖ 12 ‖kn‖‖w‖, w ∈ V,∣∣〈B(un, kn), j 〉V ′ ∣∣ c|un| 12 ‖un‖ 12 ‖kn‖‖j‖, j ∈ V,∣∣〈B(hn, vn),w〉V ′ ∣∣ c|hn| 12 ‖hn‖ 12 ‖vn‖‖j‖, j ∈ V.
Taking (2.8), (2.10)–(2.13) into account, we have
∥∥B(un, vn)∥∥2L2(0,T ;V ′)  c|un|‖un‖
T∫
0
‖vn‖2 dt  cK1K2
ε
,
∥∥B(hn, kn)∥∥2L2(0,T ;V ′)  c|hn|‖hn‖
T∫
0
‖kn‖2 dt  cK1K2
ε
,
∥∥B(un, kn)∥∥2L2(0,T ;V ′)  c|un|‖un‖
T∫
0
‖kn‖2 dt  cK1K2
ε
,
∥∥B(hn, vn)∥∥2L2(0,T ;V ′)  c|hn|‖hn‖
T∫
0
‖vn‖2 dt  cK1K2
ε
.
Obviously,
PnPf − ν1Avn ∈ L2(0, T ;V ′) and PnPg − ν2Akn ∈ L2(0, T ;V ′).
Since
dvn
dt
= PnPf − ν1Avn −B(un, vn)+ ρB(hn, kn),
dkn
dt
= PnPg − ν2Akn −B(un, kn)+B(hn, vn),
we obtain∥∥∥∥dvndt
∥∥∥∥
L2(0,T ;V ′)
< ∞,
∥∥∥∥dkndt
∥∥∥∥
L2(0,T ;V ′)
< ∞. (2.14)
It is easy to get∥∥∥∥dvndt
∥∥∥∥
2
V ′
=
∥∥∥∥dundt
∥∥∥∥
2
V ′
+ 2ε2
∣∣∣∣dundt
∣∣∣∣
2
+ ε4
∥∥∥∥dundt
∥∥∥∥
2
,
∥∥∥∥dkndt
∥∥∥∥
2
=
∥∥∥∥dhndt
∥∥∥∥
2
+ 2ε2
∣∣∣∣dhndt
∣∣∣∣
2
+ ε4
∥∥∥∥dhndt
∥∥∥∥
2
,V ′ V ′
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∥∥∥∥
L2(0,T ;V )
< ∞,
∥∥∥∥dhndt
∥∥∥∥
L2(0,T ;V )
< ∞.
Since V ⊆ H ⊆ V ′, D(A 32 ) ⊆ D(A) ⊆ V and V ⊆ H , D(A 32 ) ⊆ D(A) are compact, by Aubin’s
compact theorem [6,7], we conclude that there exist functions u,h, v, k with
v, k ∈ L2(0, T ;V ), u,h ∈ L2(0, T ;D(A 32 )) (2.15)
and subsequences un′(t), hn′(t) of un(t), un(t) such that when n′ → ∞
vn′ → v weakly in L2(0, T ;V ), un′ → u weakly in L2
(
0, T ;D(A 32 )),
vn′ → v strongly in L2(0, T ;H), un′ → u strongly in L2
(
0, T ;D(A)),
vn′ → v in C(0, T ;V ′), un′ → u in C(0, T ;V ), (2.16)
and
kn′ → k weakly in L2(0, T ;V ), hn′ → h weakly in L2
(
0, T ;D(A 32 )),
kn′ → k strongly in L2(0, T ;H), hn′ → h strongly in L2
(
0, T ;D(A)),
kn′ → k in C(0, T ;V ′), hn′ → h in C(0, T ;V ). (2.17)
From (2.16) and (2.17), we easily see that when n′ → ∞
vn′ = un′ + ε2Aun′ → v = u+ ε2Au strongly in L2(0, T ;H), (2.18)
kn′ = hn′ + ε2Ahn′ → h = h+ ε2Ah strongly in L2(0, T ;H). (2.19)
From Holder inequality and (2.1), we have that for all φ ∈ V
∣∣∣∣∣
T∫
0
〈
B(un′ , vn′),φ
〉
V ′ dt −
T∫
0
〈
B(u, v),φ
〉
V ′ dt
∣∣∣∣∣

T∫
0
(∣∣〈B(un′ − u,vn′),φ〉V ′ ∣∣+ ∣∣〈B(u, vn′ − v),φ〉V ′ ∣∣)dt

T∫
0
(
c|un′ − u| 12 ‖un′ − u‖ 12 ‖vn′‖‖φ‖ + c|Au|‖φ‖|vn′ − v|
)
dt
 c‖φ‖
{( T∫
0
|Aun′ −Au|2 dt
) 1
2
( T∫
0
‖vn′‖2 dt
) 1
2
+
( T∫
0
|Au|2 dt
) 1
2
( T∫
0
|vn′ − v|2 dt
) 1
2
}
. (2.20)
In a similar manner,
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T∫
0
〈
B(hn′ , kn′),φ
〉
V ′ dt −
T∫
0
〈
B(h, k),φ
〉
V ′ dt
∣∣∣∣∣

T∫
0
(∣∣〈B(hn′ − h, kn′),φ〉V ′ ∣∣+ ∣∣〈B(h, kn′ − k),φ〉V ′ ∣∣)dt
 c‖φ‖
{( T∫
0
|Ahn′ −Ah|2 dt
) 1
2
( T∫
0
‖kn′ ‖2 dt
) 1
2
+
( T∫
0
|Ah|2 dt
) 1
2
( T∫
0
|kn′ − k|2 dt
) 1
2
}
, (2.21)
∣∣∣∣∣
T∫
0
〈
B(un′ , kn′),φ
〉
V ′ dt −
T∫
0
〈
B(u, k),φ
〉
V ′ dt
∣∣∣∣∣

T∫
0
(∣∣〈B(un′ − u, kn′),φ〉V ′ ∣∣+ ∣∣〈B(u, kn′ − k),φ〉V ′ ∣∣)dt
 c‖φ‖
{( T∫
0
|Aun′ −Au|2 dt
) 1
2
( T∫
0
‖kn′ ‖2 dt
) 1
2
+
( T∫
0
|Au|2 dt
) 1
2
( T∫
0
|kn′ − k|2 dt
) 1
2
}
, (2.22)
∣∣∣∣∣
T∫
0
〈
B(hn′ , vn′),φ
〉
V ′ dt −
T∫
0
〈
B(h, v),φ
〉
V ′ dt
∣∣∣∣∣

T∫
0
(∣∣〈B(hn′ − h,vn′),φ〉V ′ ∣∣+ ∣∣〈B(h, vn′ − v),φ〉V ′ ∣∣)dt
 c‖φ‖
{( T∫
0
|Ahn′ −Ah|2 dt
) 1
2
( T∫
0
‖vn′ ‖2 dt
) 1
2
+
( T∫
0
|Ah|2 dt
) 1
2
( T∫
0
|vn′ − v|2 dt
) 1
2
}
. (2.23)
Considering (2.8), (2.10), (2.12), (2.16), (2.17), we get for all φ,ϕ ∈ V when n′ → ∞
T∫ 〈(
B(un′ , vn′),φ
)〉
V ′ dt →
T∫ 〈(
B(u, v),φ
)〉
V ′ dt,0 0
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0
〈(
B(hn′ , kn′),φ
)〉
V ′ dt →
T∫
0
〈(
B(h, k),φ
)〉
V ′ dt,
T∫
0
〈(
B(un′ , kn′), ϕ
)〉
V ′ dt →
T∫
0
〈(
B(u, k),ϕ
)〉
V ′ dt,
T∫
0
〈(
B(hn′ , vn′), ϕ
)〉
V ′ dt →
T∫
0
〈(
B(h, v),ϕ
)〉
V ′ dt. (2.24)
On the other hand, for all φ,ϕ ∈ V when n′ → ∞
T∫
0
(
A
1
2 vn′ ,A
1
2 φ
)→
T∫
0
(
A
1
2 v,A
1
2 φ
)
,
T∫
0
(
A
1
2 vn′ ,A
1
2 ϕ
)→
T∫
0
(
A
1
2 v,A
1
2 ϕ
)
. (2.25)
To sum up we claim that (1.18) and (1.19) hold. Considering (2.15), we see u,h are weak solu-
tions of MHD-Leray-alpha equations. This proves the existence of weak solutions.
In the following, we will prove the uniqueness of the weak solution. Assume that u1, h1
and u2, h2 are all weak solutions of the system (1.15)–(1.17), we denote by vi = ui + ε2Aui ,
ki = hi + ε2Ahi , i = 1,2. Setting
u = u1 − u2, h = h1 − h2,
v = v1 − v2 = u+ ε2Au, k = k1 − k2 = h+ ε2Ah.
Then
dv
dt
+ ν1Av +B(u, v1)+B(u2, v)− ρ
{
B(h, k1)+B(h2, k)
}= 0, (2.26)
dk
dt
+ ν2Ak +B(u, k1)+B(u2, k)−
{
B(h, v1)+B(h2, v)
}= 0, (2.27)
v(0) = 0, k(0) = 0; u(0 = 0), h(0) = 0.
Taking the scale product of (2.26) with v = u+ ε2Au, (2.27) with ρk = ρ(h+ ε2Ah) in V ′, we
see that
1
2
d
dt
(|v|2 + ρ|k|2)+ ν(‖v‖2 + ρ‖k‖2)+ 〈B(u, v1), v〉V ′
+ ρ〈B(u, k1), k〉V ′ − ρ{〈B(h, k1), v〉V ′ + 〈B(h, v1), k〉V ′}= 0.
From (2.1), we get∣∣〈B(u, v1), v〉V ′ ∣∣ c|u| 12 ‖u‖ 12 ‖v1‖‖v‖ cν |u|‖u‖‖v1‖2 + ν4‖v‖2
 c
νε
(|u|2 + 2ε2‖u‖2)‖v1‖2 + ν4‖v‖2  cνε |v|2‖v1‖2 + ν4‖v‖2.
Similarly,
ρ
∣∣〈B(u, k1), k〉V ′ ∣∣ cρ|u| 12 ‖u‖ 12 ‖k1‖‖k‖ cρν |u|‖u‖‖k1‖2 + νρ4 ‖k‖2
 cρ
(|u|2 + 2ε2‖u‖2)‖k1‖2 + νρ ‖k‖2  cρ |v|2‖k1‖2 + νρ ‖k‖2.νε 4 νε 4
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∣∣〈B(h, k1), v〉V ′ ∣∣ c|h| 12 ‖h‖ 12 ‖k1‖‖v‖ cρ2ν |h|‖h‖‖k1‖2 + ν4‖v‖2
 cρ
2
νε
(|h|2 + 2ε2‖h‖2)‖k1‖2 + ν4‖v‖2  cρ
2
νε
|k|2‖k1‖2 + ν4‖v‖
2,
ρ
∣∣〈B(h, v1), k〉V ′ ∣∣ c|h| 12 ‖h‖ 12 ‖v1‖‖k‖ cρν |h|‖h‖‖v1‖2 + νρ4 ‖k‖2
 cρ
νε
(|h|2 + 2ε2‖h‖2)‖v1‖2 + νρ4 ‖k‖2  cρνε |k|2‖v1‖2 + νρ4 ‖k‖2.
To sum up we get
d
dt
(|v|2 + ρ|k|2)+ ν(‖v‖2 + ρ‖k‖2) c
νε
(‖v1‖2 + ρ‖k1‖2)(|v|2 + ρ|k|2).
This implies that
|v|2 + ρ|k|2  (∣∣v(0)∣∣2 + ρ∣∣k(0)∣∣2)e cνε ∫ T0 (‖v1‖2+ρ‖k1‖2)dt

(∣∣v(0)∣∣2 + ρ∣∣k(0)∣∣2)e cρ¯νε K1 . (2.28)
The uniqueness follows from the fact that |v|2 + ρ|k|2 is continuously dependent on the initial
data. This proves Theorem 1.2. 
In the following, we will prove the existence and uniqueness of strong solution to MHD-
Leray-alpha equations.
Proof of Theorem 1.3. Taking the scalar product of (2.4) with Avn = A(un + ε2Aun), (2.5)
with Akn = A(hn + ε2Ahn) in H and then adding them, we obtain
1
2
d
dt
(‖vn‖2 + ‖kn‖2)+ ν(|Avn|2 + |Akn|2)+ (B(un, vn),Avn)− ρ(B(hn, kn),Avn)
+ (B(un, kn),Akn)− ρ(B(hn, vn),Akn)= (PnPf,Avn)+ (PnPg,Akn).
It is obvious that
(PnPf,Avn)+ (PnPg,Akn) 1
ν
(|f |2 + |g|2)+ ν
4
(|Avn|2 + |Akn|2).
From (2.2), we get
∣∣(B(un, vn),Avn)∣∣ c|Aun|‖vn‖|Avn| c
ν
|Aun|2‖vn‖2 + ν8 |Avn|
2,
ρ
∣∣(B(hn, kn),Avn)∣∣ cρ|Ahn|‖kn‖|Avn| cρ2
ν
|Ahn|2‖kn‖2 + ν8 |Avn|
2,
∣∣(B(un, kn),Akn)∣∣ c|Aun|‖kn‖|Akn| c
ν
|Aun|2‖kn‖2 + ν8 |Akn|
2,
ρ
∣∣(B(hn, vn),Akn)∣∣ cρ|Ahn|‖vn‖|Akn| cρ2
ν
|Ahn|2‖vn‖2 + ν8 |Akn|
2.
To sum up we get
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dt
(‖vn‖2 + ‖kn‖2)+ ν(|Avn|2 + |Akn|2)
 2
ν
(|f |2 + |g|2)+ cρ¯2
ν
(|Aun|2 + ‖hn‖2)(‖vn‖2 + ‖kn‖2)
max
{
2
ν
(|f |2 + |g|2), cρ¯2
ν
(|Aun|2 + |Ahn|2)
}(‖vn‖2 + ‖kn‖2).
It leads to∥∥vn(s)∥∥2 + ∥∥kn(s)∥∥2  (‖v0‖2 + ‖k0‖2)e∫ T0 max{ 2ν (|f |2+|g|2), cρ¯2ν (|Aun|2+|Ahn|2)}dt

(‖v0‖2 + ‖k0‖2)eK3, ∀s ∈ [0, T ],
where
K3 = max
{
2
ν
(‖f ‖2
L2(0,T ;H) + ‖g‖2L2(0,T ;H)
)
,
cρ¯2K1
νε2
}
.
Hence∥∥vn(s)∥∥2L∞(0,T ;V ) + ∥∥kn(s)∥∥2L∞(0,T ;V ) = sup
s∈[0,T ]
(‖vn(s)‖2 + ‖kn‖2)K4,
K4 =
{‖u0‖2 + ‖h0‖2 + 2ε2(|Au0|2 + |Ah0|2)+ ε4(∣∣A 32 u0∣∣2 + ∣∣A 32 h0∣∣2)}eK3 , (2.29)
‖vn‖2L2(0,T ;D(A)) + ‖kn‖2L2(0,T ;D(A)) =
T∫
0
|Avn|2 dt +
T∫
0
|Avn|2 dt K5,
K5 = ‖u0‖2 + ‖h0‖2 + 2ε2
(|Au0|2 + |Ah0|2)+ ε4(∣∣A 32 u0∣∣2 + ∣∣A 32 h0∣∣2)+K3K4. (2.30)
We obtain from (2.29), (2.30) that
‖un‖2L∞(0,T ;V ) K4, ‖un‖2L∞(0,T ;D(A)) 
K4
2ε2
, ‖un‖2
L∞(0,T ;D(A 32 ))
 K4
ε4
,
(2.31)
‖un‖2L2(0,T ;D(A)) K5, ‖un‖2
L2(0,T ;D(A 32 ))
 K5
2ε2
, ‖un‖2L2(0,T ;D(A2)) 
K5
ε4
,
(2.32)
and
‖hn‖2L∞(0,T ;V ) K4, ‖hn‖2L∞(0,T ;D(A)) 
K4
2ε2
, ‖hn‖2
L∞(0,T ;D(A 32 ))
 K4
ε4
,
(2.33)
‖hn‖2L2(0,T ;D(A)) K5, ‖hn‖2
L2(0,T ;D(A 32 ))
 K5
2ε2
, ‖hn‖2L2(0,T ;D(A2)) 
K5
ε4
.
(2.34)
From (2.2), we know∣∣(B(un, vn),φ)∣∣ c|Aun|‖vn‖|φ|, ∣∣(B(hn, kn),φ)∣∣ c|Ahn|‖kn‖|φ|, ∀φ ∈ H,∣∣(B(un, kn),ϕ)∣∣ c|Aun|‖kn‖|ϕ|, ∣∣(B(hn, vn),ϕ)∣∣ c|Ahn|‖vn‖|ϕ|, ∀ϕ ∈ H.
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∥∥B(un, vn)∥∥2L2(0,T ;H)  c|Aun|2
T∫
0
‖vn‖2 dt  cK1K2
ε4
,
∥∥B(hn, kn)∥∥2L2(0,T ;H)  c|Ahn|2
T∫
0
‖kn‖2 dt  cK1K2
ε4
,
∥∥B(un, kn)∥∥2L2(0,T ;H)  c|Aun|2
T∫
0
‖kn‖2 dt  cK1K2
ε4
,
∥∥B(hn, vn)∥∥2L2(0,T ;H)  c|Ahn|2
T∫
0
‖vn‖2 dt  cK1K2
ε4
.
It is obvious that
PnPf −Avn ∈ L2(0, T ;H), PnPg −Avn ∈ L2(0, T ;H).
From equations
dvn
dt
= PnPf − ν1Avn −B(un, vn)+ ρB(hn, kn),
dkn
dt
= PnPg − ν2Akn −B(un, kn)+B(hn, vn),
we have∥∥∥∥dvndt
∥∥∥∥
L2(0,T ;H)
< ∞,
∥∥∥∥dkndt
∥∥∥∥
L2(0,T ;H)
< ∞,
∥∥∥∥dundt
∥∥∥∥
L2(0,T ;D(A))
< ∞.
By the fact that∥∥∥∥dvndt
∥∥∥∥
2
L2(0,T ;H)
=
∥∥∥∥dundt
∥∥∥∥
2
L2(0,T ;H)
+ 2ε2
∥∥∥∥dundt
∥∥∥∥
2
L2(0,T ;V )
+ ε4
∥∥∥∥dundt
∥∥∥∥
2
L2(0,T ;D(A))
,
∥∥∥∥dkndt
∥∥∥∥
2
L2(0,T ;H)
=
∥∥∥∥dhndt
∥∥∥∥
2
L2(0,T ;H)
+ 2ε2
∥∥∥∥dhndt
∥∥∥∥
2
L2(0,T ;V )
+ ε4
∥∥∥∥dhndt
∥∥∥∥
2
L2(0,T ;D(A))
,
we obtain∥∥∥∥dundt
∥∥∥∥
L2(0,T ;D(A))
< ∞,
∥∥∥∥dhndt
∥∥∥∥
L2(0,T ;D(A))
< ∞.
Since D(A) ⊆ V ⊆ H , D(A2) ⊆ D(A 32 ) ⊆ D(A) and D(A) ⊆ V , D(A2) ⊆ D(A 32 ) are compact,
according to Aubin’s compact theorem [6,7], we conclude that there exist functions v, k,u,h
with
v, k ∈ L2(0, T ;D(A)), u,h ∈ L2(0, T ;D(A2)) (2.35)
and subsequences un′(t), hn′(t) of un(t), un(t) such that when n′ → ∞
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(
0, T ;D(A)), un′ → u weakly in L2(0, T ;D(A2)),
vn′ → v strongly in L2(0, T ;V ), un′ → u strongly in L2
(
0, T ;D(A 32 )),
vn′ → v in C
([0, T ];H ), un′ → u in C([0, T ];D(A)), (2.36)
and
kn′ → k weakly in L2
(
0, T ;D(A)), hn′ → h weakly in L2(0, T ;D(A2)),
kn′ → k strongly in L2(0, T ;V ), hn′ → h strongly in L2
(
0, T ;D(A 32 )),
kn′ → v in C
([0, T ];H ), hn′ → h in C([0, T ];D(A)). (2.37)
From (2.36) and (2.37), we easily see that when n′ → +∞
vn′ = un′ + ε2Aun′ → v = u+ ε2Au strongly in L2(0, T ;V ), (2.38)
kn′ = hn′ + ε2Ahn′ → k = h+ ε2Ah strongly in L2(0, T ;V ). (2.39)
For all φ ∈ H , we derive
∣∣∣∣∣
T∫
0
(
B(un′ , vn′),φ
)
dt −
T∫
0
(
B(u, v),φ
)
dt
∣∣∣∣∣

T∫
0
(∣∣(B(un′ − u,vn′),φ)∣∣+ ∣∣(B(u, vn′ − v),φ)∣∣)dt

T∫
0
(
c|Aun′ −Au|‖vn′ ‖|φ| + c|Au|‖vn′ − v‖|φ|
)
dt
 c
T∫
0
λ
− 12
1
∣∣A 32 un′ −A 32 u∣∣‖vn′‖|φ|dt + c
T∫
0
λ
− 12
1
∣∣A 32 u∣∣‖vn′ − v‖|φ|dt
 cλ−
1
2
1 |φ|
{‖un′ − u‖
L2(0,T ;D(A 32 ))‖vn′ ‖L2(0,T ;V )
+ ‖u‖
L2(0,T ;D(A 32 ))‖vn′ − v‖L2(0,T ;V )
}
.
Similarly, for all ϕ ∈ H
∣∣∣∣∣
T∫
0
(
B(hn′ , kn′),φ
)
dt −
T∫
0
(
B(h, k),φ
)
dt
∣∣∣∣∣
 cλ−
1
2
1 |φ|
{‖hn′ − h‖
L2(0,T ;D(A 32 ))‖kn′ ‖L2(0,T ;V )
+ ‖h‖
L2(0,T ;D(A 32 ))‖kn′ − k‖L2(0,T ;V )
}
,
∣∣∣∣∣
T∫ (
B(un′ , kn′), ϕ
)
dt −
T∫ (
B(u, k),ϕ
)
dt
∣∣∣∣∣
0 0
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1
2
1 |ϕ|
{‖un′ − u‖
L2(0,T ;D(A 32 ))‖kn′ ‖L2(0,T ;V )
+ ‖u‖
L2(0,T ;D(A 32 ))‖kn′ − k‖L2(0,T ;V )
}
,
∣∣∣∣∣
T∫
0
(
B(hn′ , vn′), ϕ
)
dt −
T∫
0
(
B(h, v),ϕ
)
dt
∣∣∣∣∣
 cλ−
1
2
1 |ϕ|
{‖hn′ − h‖
L2(0,T ;D(A 32 ))‖vn′‖L2(0,T ;V )
+ ‖h‖
L2(0,T ;D(A 32 ))‖vn′ − v‖L2(0,T ;V )
}
.
By virtue of (2.36), (2.37), it follows that for all φ,ϕ ∈ H when n′ → ∞
T∫
0
(
B(un′ , vn′),φ
)
dt →
T∫
0
(
B(u, v),φ
)
dt,
T∫
0
(
B(hn′ , kn′),φ
)
dt →
T∫
0
(
B(h, k),φ
)
dt,
T∫
0
(
B(un′ , kn′), ϕ
)
dt →
T∫
0
(
B(u, k),φ
)
dt,
T∫
0
(B
(
hn′ , vn′
)
, ϕ) dt →
T∫
0
(
B(h, v),ϕ
)
dt.
To sum up we claim that (1.20), (1.21) hold. Considering (2.35), u,h are strong solutions to
MHD-Leray-alpha equations.
Now we prove the uniqueness of the strong solution. Assume that u1, h1 and u2, h2 are two
strong solutions of the system (1.15), (1.17), vi = ui + ε2Aui , ki = hi + ε2Ahi , i = 1,2. Setting
u = u1 − u2, h = h1 − h2,
v = v1 − v2 = u+ ε2Au, k = k1 − k2 = h+ ε2Ah.
Then u,h and v, k satisfy the same equations as the ones stated in (2.26), (2.27). Taking the scale
product of (2.26) with Av = A(u+ ε2Au), (2.27) with Ak = A(h+ ε2Ah) in H and then adding
them, we see that
1
2
d
dt
(‖v‖2 + ‖k‖2)+ ν(|Av|2 + |Ak|2)+ (B(u, v1),Av)+ (B(u2, v),Av)
+ (B(u, k1),Ak)+ (B(u2, k),Ak)− {ρ(B(h, k1),Av)+ ρ(B(h2, k),Av)
+ (B(h, v1),Ak)+
(
B(h2, v),Ak
)}= 0.
From (2.2) and the fact that 2ε2|Au|2  ‖v‖2, 2ε2|Ah|2  ‖k‖2, we get∣∣(B(u, v1),Av)∣∣+ ∣∣(B(u2, v),Av)∣∣+ ρ∣∣(B(h, k1),Av)∣∣+ ρ∣∣(B(h2, k),Av)∣∣
 c|Au|‖v1‖|Av| + c|Au2|‖v‖|Av| + cρ|Ah|‖k1‖|Av| + cρ|Ah2|‖k‖|Av|
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2
|Av|2 + c
ν
|Au|2‖v1‖2 + c
ν
|Au2|2‖v‖2 + cρ
2
ν
|Ah|2‖k1‖2 + cρ
2
ν
|Ah2|2‖k‖2
 ν
2
|Av|2 + c
νε2
‖v‖2‖v1‖2 + c
ν
|Au2|2‖v‖2 + cρ
2
νε2
‖k‖2‖k1‖2 + cρ
2
ν
|Ah2|2‖k‖2
and ∣∣(B(u, k1),Ak)∣∣+ ∣∣(B(u2, k),Ak)∣∣+ ∣∣(B(h, v1),Ak)∣∣+ ∣∣(B(h2, v),Ak)∣∣
 c|Au|‖k1‖|Ak| + c|Au2|‖k‖|Ak| + c|Ah|‖v1‖|Ak| + c|Ah2|‖v‖|Ak|
 ν
2
|Ak|2 + c
ν
|Au|2‖k1‖2 + c
ν
|Au2|2‖k‖2 + c
ν
|Ah|2‖v1‖2 + c
ν
|Ah2|2‖v‖2
 ν
2
|Ak|2 + c
νε2
‖v‖2‖k1‖2 + c
ν
|Au2|2‖k‖2 + c
νε2
‖k‖2‖v1‖2 + c
ν
|Ah2|2‖v‖2.
So
d
dt
(‖v‖2 + ‖k‖2)+ ν(|Av|2 + |Ak|2)
 cρ¯
2
νε2
(‖v1‖2 + ‖k1‖2)(‖v‖2 + ‖k‖2)+ cρ¯2
ν
(|Au2|2 + |Ah2|2)(‖v‖2 + ‖k‖2).
It leads to
∥∥v(t)∥∥2 + ∥∥k(t)∥∥2  (∥∥v(0)∥∥2 + ∥∥k(0)∥∥2)e∫ t0 { cρ¯2νε2 (‖v1‖2+‖k1‖2)+ cρ¯2ν (|Au2|2+|Ah2|2)}dt

(∥∥v(0)∥∥2 + ∥∥k(0)∥∥2)eK6, (2.40)
∀t ∈ [0, T ], where
K6 = cρ¯
2
νε2
K1 + cρ¯
2
ν
K5.
The uniqueness of the strong solution follows from the fact that ‖v(t)‖ and ‖k(t)‖ are continu-
ously dependent on the initial data. This proves Theorem 1.3. 
3. Gevrey class regularity for the MHD-Leray-alpha equations
In this section, we prove Theorem 1.4. We use the method of C. Foias and R. Temam [20] and
Y. Yu and K. Li [19,24]. Firstly, we introduce some additional notations. Using Fourier series
expansions, we can identify H with the space of functions u satisfying
u =
∑
j∈Z3
uje
ij ·x, uj ∈ C3, u−j = u¯j , u0 = 0, (3.1)
j · uj = 0, ∀j and
∑
j∈Z3
|uj |2 = 1
(2π)3
|u|2 < ∞. (3.2)
For α > 0, we consider the domains of the powers of A, Aα , which are the sets of func-
tions u of the form (3.1), (3.2) such that (2π)3∑j∈Z3 |j |2α|uj |2 = |Aαu|2 < ∞. For τ, s > 0,
the Gevrey function class D(eτAs ) is the set of the functions u satisfying (3.1), (3.2) and
(2π)3
∑
j∈Z3 e2τ |j |
2s |uj |2 = |eτAs u|2 < ∞. We denote by (·,·)τ , | · |τ the scalar product and norm
in D(eτA
1
2
) which are defined as (eτA
1
2 ·, eτA
1
2 ·) and |eτA
1
2 ·|, respectively, while ((·,·))τ and
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1
2
A
1
2 ) which are defined as ((eτA
1
2 ·, eτA
1
2 ·))
and ‖eτA
1
2 ·‖, respectively.
We start with Lemma 3.1 which essentially belongs to [20].
Lemma 3.1. Let u,v,w be given in D(eτA
1
2
A), τ > 0. Then B(u, v) belongs to D(eτA
1
2
),
∣∣(eτA 12 B(u, v), eτA 12 Aw)∣∣ c∣∣eτA 12 Au∣∣∣∣eτA 12 A 12 v∣∣∣∣eτA 12 Aw∣∣,
where c is an appropriate constant.
Proof. We set
u =
∑
j∈Z3
uj e
ij ·x, u∗ =
∑
j∈Z3
u∗j eij ·x, u∗j = eτ |j |uj
and use the similar notations for v and w. Let j, k, l ∈ Z3, we have(
B(u, v),w
)= (2π)3i ∑
l∈Z3
∑
j+k=l
(uj · k)(vk · w¯l),
(
eτA
1
2
B(u, v), eτA
1
2
Aw
)= (2π)3i ∑
l∈Z3
∑
j+k=l
(uj · k)(vk · w¯l)|l|2e2τ |l|
= (2π)3i
∑
l∈Z3
∑
j+k=l
(u∗j · k)(v∗k · w¯∗l )|l|2eτ(|l|−|j |−|k|).
Since |l| − |j | − |k| = |j + k| − |j | − |k| 0, we obtain
∣∣(eτA 12 B(u, v), eτA 12 Aw)∣∣ (2π)3 ∑
l∈Z3
∑
j+k=l
|u∗j ||k||v∗k ||w∗l ||l|2 =
∫
Ω
ξ(x)φ(x)ψ(x)dx,
where
ξ(x) =
∑
j∈Z3
u∗j eij ·x, φ(x) =
∑
k∈Z3
|k||v∗k |eik·x, ψ(x) =
∑
l∈Z3
|l|2|w∗l |eil·x.
And the integral
∫
Ω
ξ(x)φ(x)ψ(x)dx can be estimated exactly as (B(u∗, v∗),Aw∗). We com-
plete the proof by taking s1 = 2, s2 = 0, s3 = 0 in Lemma 2.1.
In order to get the analytic property stated in Theorem 1.4, we have to work in the complex
framework and consider the time to be in the complex plane. For simplicity, we first consider the
real case in which the time is real.
(I) The real case.
For a real time t , we set ϕ(t) = max(t, σ1). We take the scalar product of (1.15) with Av =
A(u+ ε2Au), (1.16) with Ak = A(h+ ε2Ah) in D(eϕ(t)A
1
2
) and then add them, we get(
eϕ(t)A
1
2 d
dt
v, eϕ(t)A
1
2
Av
)
+
(
eϕ(t)A
1
2 d
dt
k, eϕ(t)A
1
2
Ak
)
+ ν1
(
eϕ(t)A
1
2
Av, eϕ(t)A
1
2
Av
)
+ ν2
(
eϕ(t)A
1
2
Ak, eϕ(t)A
1
2
Ak
)
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− (eϕ(t)A 12 B(u, v), eϕ(t)A 12 Av)+ ρ(eϕ(t)A 12 B(h, k), eϕ(t)A 12 Av)
− (eϕ(t)A 12 B(u, k), eϕ(t)A 12 Ak)+ (eϕ(t)A 12 B(h, v), eϕ(t)A 12 Ak).
Since(
eϕ(t)A
1
2 d
dt
v, eϕ(t)A
1
2
Av
)
= 1
2
d
dt
∥∥eϕ(t)A 12 v∥∥2 − ϕ′(t)(eϕ(t)A 12 Av, eϕ(t)A 12 A 12 v)
 1
2
d
dt
∥∥eϕ(t)A 12 v∥∥2 − ∣∣eϕ(t)A 12 Av∣∣∥∥eϕ(t)A 12 A 12 v∥∥
 1
2
d
dt
∥∥eϕ(t)A 12 v∥∥2 − 1
ν
∥∥eϕ(t)A 12 A 12 v∥∥2 − ν
4
∣∣eϕ(t)A 12 Av∣∣2.
(3.3)
Similarly,(
eϕ(t)A
1
2 dk
dt
, eϕ(t)A
1
2
Ak
)
 1
2
d
dt
∥∥eϕ(t)A 12 k∥∥2 − 1
ν
∥∥eϕ(t)A 12 A 12 k∥∥2 − ν
4
∣∣eϕ(t)A 12 Ak∣∣2 (3.4)
and ∣∣(eϕ(t)A 12 f, eϕ(t)A 12 Av)∣∣ 1
ν
∣∣eϕ(t)A 12 f ∣∣2 + ν
8
∣∣eϕ(t)A 12 Av∣∣2,
∣∣(eϕ(t)A 12 g, eϕ(t)A 12 Ak)∣∣ 1
ν
∣∣eϕ(t)A 12 g∣∣2 + ν
8
∣∣eϕ(t)A 12 Ak∣∣2. (3.5)
From Lemma 3.1, we have∣∣(eϕ(t)A 12 B(u, v), eϕ(t)A 12 Av)∣∣ c∣∣eϕ(t)A 12 Au∣∣∥∥eϕ(t)A 12 v∥∥∣∣eϕ(t)A 12 Av∣∣
 c
ε2
∣∣eϕ(t)A 12 v∣∣∥∥eϕ(t)A 12 v∥∥∣∣eϕ(t)A 12 Av∣∣
 c
ε4λ1ν
∥∥eϕ(t)A 12 v∥∥4 + ν
8
∣∣eϕ(t)A 12 Av∣∣2. (3.6)
In a similar manner, we have
ρ
∣∣(eϕ(t)A 12 B(h, k), eϕ(t)A 12 Av)∣∣ cρ4
ε4λ1ν
∥∥eϕ(t)A 12 k∥∥4 + ν
8
∣∣eϕ(t)A 12 Ak∣∣2,
∣∣(eϕ(t)A 12 B(u, k), eϕ(t)A 12 Ak)∣∣ c
ε4λ1ν
∥∥eϕ(t)A 12 v∥∥2∥∥eϕ(t)A 12 k∥∥2 + ν
8
∣∣eϕ(t)A 12 Ak∣∣2,
∣∣(eϕ(t)A 12 B(h, v), eϕ(t)A 12 Ak)∣∣ c
ε4λ1ν
∥∥eϕ(t)A 12 v∥∥2∥∥eϕ(t)A 12 k∥∥2 + ν
8
∣∣eϕ(t)A 12 Ak∣∣2. (3.7)
We get from (3.3)–(3.7) that
d
dt
(∥∥eϕ(t)A 12 v∥∥2 + ∥∥eϕ(t)A 12 k∥∥2)+ ν(∣∣eϕ(t)A 12 Av∣∣2 + ∣∣eϕ(t)A 12 Ak∣∣2)
 2
(∣∣eϕ(t)A 12 f ∣∣2 + ∣∣eϕ(t)A 12 g∣∣2)+ cρ¯44 (∥∥eϕ(t)A 12 v∥∥2 + ∥∥eϕ(t)A 12 k∥∥2)2.ν ε λ1ν
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K = max
{
2
ν
(∣∣eσ1A 12 f ∣∣2 + ∣∣eσ1A 12 g∣∣2), cρ¯4
ε4λ1ν
}
.
We have
d
dt
(∥∥eϕ(t)A 12 v∥∥2 + ∥∥eϕ(t)A 12 k∥∥2)+ ν(∣∣eϕ(t)A 12 Av∣∣2 + ∣∣eϕ(t)A 12 Ak∣∣2)
K
(
1 + ∥∥eϕ(t)A 12 v∥∥2 + ∥∥eϕ(t)A 12 k∥∥2)2.
This implies that
∥∥eϕ(t)A 12 v(t)∥∥2 + ∥∥eϕ(t)A 12 k(t)∥∥2  1 + 2(‖v0‖2 + ‖k0‖2),
∀t ∈ [0, T1], T1 = 12(1 + ‖v0‖2 + ‖k0‖2)K .
From Theorem 1.3, there exists constant M depending on |A 32 u0|, |A 32 h0| and |f |, |g| such that
for almost all the time
‖v‖2 + ‖k‖2 = ‖u‖2 + ‖h‖2 + 2ε2(|Au|2 + |Ah|2)+ ε4(∣∣A 32 u∣∣2 + ∣∣A 32 h∣∣2)M2. (3.8)
So we can repeat the arguments above at any time t0 and find that
∥∥eσ2A 12 v(t)∥∥2 + ∥∥eσ2A 12 k(t)∥∥2  1 + 2M2,
for all t  T2, where σ2 = ϕ(T2) = min{T2, σ1} and T2 = 12(1 +M2)K .
(II) The complex case.
We consider a complex time ξ ∈ C and a complex valued function u, we still denote by H
and V the complexified spaces of H and V [6,20,25], and keep the same notations for the scalar
product and norm and for the extensions of A and B(u, v) to these spaces. Ru and Iu will
denote by the real part and the imaginary part of a complex function u. For a complex time
ξ = seiθ , s > 0, θ ∈ [−π2 , π2 ], we set ϕ(s cos θ) = min(Rξ, σ1) = min(s cos θ, σ1). Eqs. (1.14)
for a complex time are just rewritten as
dv
dξ
+ ν1Av +B(u, v)− ρB(h, k) = f, (3.9)
dk
dξ
+ ν2Ak +B(u, k)−B(h, v) = g, (3.10)
v = u+ ε2Au, k = h+ ε2Ah, v0 = u0 + ε2Au0,
k0 = h0 + ε2Ah0, u(x,0) = u0, h(x,0) = h0. (3.11)
We take the scalar product of (3.9) with Av(seiθ ), (3.10) with Ak(seiθ ) in D(eϕ(s cos θ)A
1
2
), mul-
tiply the two equations by eiθ respectively and take their real parts, and then we add them, we
get
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(
eϕ(s cos θ)A
1
2 dv
dξ
, eϕ(s cos θ)A
1
2
Av
)
+Reiθ
(
eϕ(s cos θ)A
1
2 dk
dξ
, eϕ(s cos θ)A
1
2
Ak
)
+Reiθ ν1
(
eϕ(s cos θ)A
1
2
Av, eϕ(s cos θ)A
1
2
Av
)
+Reiθ ν2
(
eϕ(s cos θ)A
1
2
Ak, eϕ(s cos θ)A
1
2
Ak
)
= −Reiθ (eϕ(s cos θ)A 12 B(u, v), eϕ(s cos θ)A 12 Av)
+ ρReiθ (eϕ(s cos θ)A 12 B(h, k), eϕ(s cos θ)A 12 Av)
−Reiθ (eϕ(s cos θ)A 12 B(u, k), eϕ(s cos θ)A 12 Ak)
+Reiθ (eϕ(s cos θ)A 12 B(h, v), eϕ(s cos θ)A 12 Ak)
+Reiθ (eϕ(s cos θ)A 12 f, eϕ(s cos θ)A 12 Av)+Reiθ (eϕ(s cos θ)A 12 g, eϕ(s cos θ)A 12 Ak).
Since ∣∣∣∣Reiθ
(
eϕ(s cos θ)A
1
2 dv
dξ
, eϕ(s cos θ)A
1
2
Av
)∣∣∣∣
=
∣∣∣∣eiθ
(
eϕ(s cos θ)A
1
2 d
dξ
(
A
1
2 v
)
, eϕ(s cos θ)A
1
2
A
1
2 v
)∣∣∣∣
= 1
2
d
ds
∥∥eϕ(s cos θ)A 12 v∥∥2 − (cos θϕ′(s cos θ)eϕ(s cos θ)A 12 Av, eϕ(s cos θ)A 12 A 12 v)
 1
2
d
ds
∥∥eϕ(s cos θ)A 12 v∥∥2 − ν cos θ
4
∣∣eϕ(s cos θ)A 12 Av∣∣2 − 1
ν cos θ
∥∥eϕ(s cos θ)A 12 A 12 v∥∥2.
(3.12)
Similarly,∣∣∣∣Reiθ
(
eϕ(s cos θ)A
1
2 dk
dξ
, eϕ(s cos θ)A
1
2
Ak
)∣∣∣∣
=
∣∣∣∣eiθ
(
eϕ(s cos θ)A
1
2 d
dξ
(
A
1
2 k
)
, eϕ(s cos θ)A
1
2
A
1
2 k
)∣∣∣∣
 1
2
d
ds
∥∥eϕ(s cos θ)A 12 k∥∥2 − ν cos θ
4
∣∣eϕ(s cos θ)A 12 Ak∣∣2 − 1
ν cos θ
∥∥eϕ(s cos θ)A 12 A 12 k∥∥2
(3.13)
and ∣∣Reiθ ν1(eϕ(s cos θ)A 12 Av, eϕ(s cos θ)A 12 Av)∣∣= ν1 cos θ ∣∣eϕ(s cos θ)A 12 Av(seiθ )∣∣2,∣∣Reiθ ν2(eϕ(s cos θ)A 12 Ak, eϕ(s cos θ)A 12 Ak)∣∣= ν2 cos θ ∣∣eϕ(s cos θ)A 12 Ak(seiθ )∣∣2. (3.14)
From Lemma 3.1, we get
∣∣Reiθ (eϕ(s cos θ)A 12 B(u, v), eϕ(s cos θ)A 12 Av(seiθ ))∣∣
 c
∣∣eϕ(s cos θ)A 12 Au∣∣∥∥eϕ(s cos θ)A 12 v∥∥∣∣eϕ(s cos θ)A 12 Av∣∣
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ε2
∣∣eϕ(s cos θ)A 12 v∣∣∥∥eϕ(s cos θ)A 12 v∥∥∣∣eϕ(s cos θ)A 12 Av∣∣
 c
ε4λ1ν cos θ
∥∥eϕ(s cos θ)A 12 v∥∥4 + ν cos θ
8
∣∣eϕ(s cos θ)A 12 Av∣∣2. (3.15)
Similarly,
ρ
∣∣Reiθ (eϕ(s cos θ)A 12 B(h, k), eϕ(s cos θ)A 12 Av(seiθ ))∣∣
 cρ
2
ε4λ1ν cos θ
∥∥eϕ(s cos θ)A 12 k∥∥4 + ν cos θ
8
∣∣eϕ(s cos θ)A 12 Av∣∣2, (3.16)
∣∣Reiθ (eϕ(s cos θ)A 12 B(u, k), eϕ(s cos θ)A 12 Ak(seiθ ))∣∣
 c
ε4λ1ν cos θ
∥∥eϕ(s cos θ)A 12 v∥∥2∥∥eϕ(s cos θ)A 12 k∥∥2 + ν cos θ
8
∣∣eϕ(s cos θ)A 12 Ak∣∣2, (3.17)
∣∣Reiθ (eϕ(s cos θ)A 12 B(h, v), eϕ(s cos θ)A 12 Ak(seiθ ))∣∣
 c
ε4λ1ν cos θ
∥∥eϕ(s cos θ)A 12 k∥∥2∥∥eϕ(s cos θ)A 12 v∥∥2 + ν cos θ
8
∣∣eϕ(s cos θ)A 12 Ak∣∣2 (3.18)
and ∣∣Reiθ (eϕ(s cos θ)A 12 f, eϕ(s cos θ)A 12 Av)∣∣
 1
ν cos θ
∣∣eϕ(s cos θ)A 12 f ∣∣2 + ν cos θ
8
∣∣eϕ(s cos θ)A 12 Av∣∣2, (3.19)
∣∣Reiθ (eϕ(s cos θ)A 12 g, eϕ(s cos θ)A 12 Ak)∣∣
 1
ν cos θ
∣∣eϕ(s cos θ)A 12 g∣∣2 + ν cos θ
8
∣∣eϕ(s cos θ)A 12 Ak∣∣2. (3.20)
From (3.12)–(3.20), it is easy to see that
d
ds
{∥∥eϕ(s cos θ)A 12 v∥∥2 + ∥∥eϕ(s cos θ)A 12 v∥∥2}
+ ν cos θ{∣∣eϕ(s cos θ)A 12 Av∣∣2 + ∣∣eϕ(s cos θ)A 12 Ak∣∣2}
 cρ¯
2
ε4λ1ν cos θ
{
2
∥∥eϕ(s cos θ)A 12 k∥∥2∥∥eϕ(s cos θ)A 12 v∥∥2
+ ∥∥eϕ(s cos θ)A 12 v∥∥4 + ∥∥eϕ(s cos θ)A 12 k∥∥4}
+ 2
ν cos θ
{∣∣eϕ(s cos θ)A 12 f ∣∣2 + ∣∣eϕ(s cos θ)A 12 g∣∣2}
max
{
2
ν cos θ
(∣∣eϕ(s cos θ)A 12 f ∣∣2 + ∣∣eϕ(s cos θ)A 12 g∣∣2), cρ¯2
ε4λ1ν cos θ
}
× (1 + ∥∥eϕ(s cos θ)A 12 v∥∥2 + ∥∥eϕ(s cos θ)A 12 k∥∥2)2.
If we restrict ourselves to the case
√
2
2  cos θ  1 and set
K∗ = max
{
2
√
2 (∣∣eσ1A 12 f ∣∣2 + ∣∣eσ1A 12 g∣∣2),
√
2cρ¯2
4
}
.ν ε λ1ν
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d
ds
{∥∥eϕ(s cos θ)A 12 v∥∥2 + ∥∥eϕ(s cos θ)A 12 k∥∥2}
+ ν cos θ{∣∣eϕ(s cos θ)A 12 Av∣∣2 + ∣∣eϕ(s cos θ)A 12 Ak∣∣2}
K∗
(
1 + ∥∥eϕ(s cos θ)A 12 v∥∥2 + ∥∥eϕ(s cos θ)A 12 k∥∥2)2.
This implies that
1 + ∥∥eϕ(s cos θ)A 12 v(ξ)∥∥2 + ∥∥eϕ(s cos θ)A 12 k(ξ)∥∥2  2(1 + ‖v0‖2 + ‖k0‖2),
ξ = seiθ , 0 s  T ∗ = 1
2(1 + ‖v0‖2 + ‖k0‖2)K∗ and
√
2
2
 cos θ  1.
Since ∥∥eϕA 12 v∥∥2 = ∥∥eϕA 12 u∥∥2 + 2ε2∣∣eϕA 12 Au∣∣2 + ε4∣∣eϕA 12 A 32 u∣∣2,∥∥eϕA 12 k∥∥2 = ∥∥eϕA 12 h∥∥2 + 2ε2∣∣eϕA 12 Ah∣∣2 + ε4∣∣eϕA 12 A 32 h∣∣2,
we have∣∣eϕ(s cos θ)A 12 A 32 u(ξ)∣∣2 + ∣∣eϕ(s cos θ)A 12 A 32 h(ξ)∣∣2  1 + 2(‖v0‖2 + ‖k0‖2
ε4
,
ξ = seiθ , 0 s  T ∗ = 1
2(1 + ‖v0‖2 + +‖k0‖2)K∗ and
√
2
2
 cos θ  1. (3.21)
This means that u(seiθ ), h(seiθ ) ∈ D(eϕ(s cos θ)A
1
2
A
3
2 ) in the angular region of C given by (3.21).
Considering (3.8), we can repeat the arguments above at any time t0  0 and find that
1 + ∥∥eσA 12 v(seiθ + t0)∥∥2 + ∥∥eσA 12 k(seiθ + t0)∥∥2  2(1 +M2),
0 s  T ∗∗, T ∗∗ = 1
2(1 +M2)K∗ ,
√
2
2
 cos θ  1 and
σ = ϕ
(√
2
2
T ∗∗
)
= min
{√
2
2
T ∗∗, σ1
}
.
In particular, if ξ = seiθ =
√
2
2 T
∗∗ + iβ , |β|
√
2
2 T
∗∗
, we obtain∥∥∥∥eσA 12 v
(√
2
2
T ∗∗ + iβ + t0
)∥∥∥∥
2
 1 + 2M2.
Since t0  0 is arbitrary, it follows that∥∥eσA 12 v(ξ)∥∥2  1 + 2M2, ξ ∈ {ξ : Rξ 
√
2
2
T ∗∗, |Iξ |
√
2
2
T ∗∗
}
.
So ∣∣eσA 12 A 32 u(ξ)∣∣2  1 + 2M2
ε4
, ξ ∈
{
ξ : Rξ 
√
2
2
T ∗∗, |Iξ |
√
2
2
T ∗∗
}
.
This proves the Gevrey class regularity for MHD-Leray-alpha equations stated in Theo-
rem 1.4. 
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From Theorems 1.2 and 1.3, we know there exist a unique global weak solution and a unique
global strong solution for MHD-Leray-alpha equations. Note that the global existence is obtained
under the assumption that ε > 0. When ε = 0 MHD-Leray-alpha equations are in fact MHD
equations. For three-dimensional MHD equations, however, whether the weak solution is unique
is unknown and whether the strong solution is global for general initial data is also unknown.
Recalling the good properties of solutions of MHD-Leray-alpha equations, maybe, it is a good
idea to approach the MHD equations by using MHD-Leray-alpha equations. So we suggest to put
forward MHD-Leray-alpha equations. In this section, we will investigate the relations between
MHD-Leray-alpha equations and MHD equations as ε converges to zero. We denote the solutions
of (1.15)–(1.17) by uε,hε and set vε = uε + ε2Auε, kε = hε + ε2Ahε for every ε > 0. We will
investigate the convergence of the solutions of the system (1.15)–(1.17) as ε → 0+. We find that
subsequences of solutions of the MHD-Leray-alpha equations converge as ε → 0+ to the weak
solutions of the three-dimensional MHD equations. The result is similar to Theorem 8 in [12]
for the Navier–Stokes-alpha equations. In [12], C. Foias et al. proved that the solutions of the
Navier–Stokes-alpha equations convergence to the solutions of the Navier–Stokes equations in
the weak sense as the parameter in the Navier–Stokes-alpha equations approaches to zero.
Proof of Theorem 1.5. (2.8), (2.9) imply that
T∫
0
‖vε‖2 dt =
T∫
0
(‖uε‖2 + 2ε2|Auε|2 + ε4∣∣A 32 uε∣∣2)dt K1,
T∫
0
‖kε‖2 dt =
T∫
0
(‖hε‖2 + 2ε2|Ahε|2 + ε4∣∣A 32 hε∣∣2)dt K1,
sup
s∈[0,T ]
|vε|2 = sup
s∈[0,T ]
(|uε|2 + 2ε2‖uε‖2 + ε4|Auε|2)K2,
sup
s∈[0,T ]
|kε|2 = sup
s∈[0,T ]
(|hε|2 + 2ε2‖hε‖2 + ε4|Ahε|2)K2.
On the other hand, the equations
d(I + ε2A)uε
dt
+ νA(I + ε2A)uε +B(uε,uε + ε2Auε)− ρB(hε,hε + ε2Ahε) = PnPf,
d(I + ε2A)hε
dt
+ νA(I + ε2A)hε +B(uε,hε + ε2Ahε)− ρB(hε,uε + ε2Auε) = PnPg
show that∣∣∣∣A−1 duεdt
∣∣∣∣ ν|uε| + ∣∣A−1(I + ε2A)−1B(uε,uε + ε2Auε)∣∣
+ ρ∣∣A−1(I + ε2A)−1B(hε,hε + ε2Ahε)∣∣+ ∣∣A−1(I + ε2A)−1PnPf ∣∣,∣∣∣∣A−1 dhεdt
∣∣∣∣ ν|hε∣∣+ ∣∣A−1(I + ε2A)−1B(uε,hε + ε2Ahε)∣∣
+ ∣∣A−1(I + ε2A)−1B(hε,uε + ε2Auε)∣∣+ ∣∣A−1(I + ε2A)−1PnPg∣∣.
Y. Yu, K. Li / J. Math. Anal. Appl. 329 (2007) 298–326 323Using (2.3), we assert for all φ,ϕ ∈ D(A)∣∣〈B(uε, vε),φ〉D(A)′ ∣∣ c|uε|‖vε‖|Aφ|, ∣∣〈B(hε, kε),φ〉D(A)′ ∣∣ c|hε|‖kε‖|Aφ|,∣∣〈B(uε, kε), ϕ〉D(A)′ ∣∣ c|uε|‖kε‖|Aϕ|, ∣∣〈B(hε, vε), ϕ〉D(A)′ ∣∣ c|hε|‖vε‖|Aϕ|.
So ∣∣A−1B(uε, vε)∣∣ c|uε|‖vε‖, ∣∣A−1B(hε, kε)∣∣ c|hε|‖kε‖,∣∣A−1B(uε, kε)∣∣ c|uε|‖kε‖, ∣∣A−1B(hε, vε)∣∣ c|hε|‖vε‖.
Hence
T∫
0
∣∣A−1(I + ε2A)−1B(uε, vε)∣∣2 dt 
T∫
0
∣∣A−1B(uε, vε)∣∣2dt

T∫
0
c|uε|2‖vε‖2 dt  cK1K2,
T∫
0
∣∣A−1(I + ε2A)−1B(hε, kε)∣∣2 dt 
T∫
0
∣∣A−1B(hε, kε)∣∣2 dt

T∫
0
c|hε|2‖kε‖2 dt  cK1K2,
T∫
0
∣∣A−1(I + ε2A)−1B(uε, kε)∣∣2 dt 
T∫
0
∣∣A−1B(uε, kε)∣∣2 dt

T∫
0
c|uε|2‖kε‖2 dt  cK1K2,
T∫
0
∣∣A−1(I + ε2A)−1B(hε, vε)∣∣2 dt 
T∫
0
∣∣A−1B(hε, vε)∣∣2 dt

T∫
0
c|hε|2‖vε‖2 dt  cK1K2.
We can conclude that
duε
dt
∈ L2(0, T ;D(A)′), dhε
dt
∈ L2(0, T ;D(A)′).
Since V ⊆ H ⊆ D(A)′ and V ⊆ H is compact, according to Aubin’s compact theorem [6,7,25],
there exist subsequences uεj (t), hεj (t) of uε(t), hε(t) such that when εj → 0
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uεj (t) → u, hεj (t) → h strongly in L2(0, T ;H),
uεj (t) → u, hεj (t) → h in C
([0, T ];D(A)′)
and
vεj → u, kεj → h strongly in L2(0, T ;H),
since
T∫
0
|vεj − uεj |2 dt =
ε2j
2
T∫
0
2ε2j |Auεj |2 dt 
ε2j
2
K1,
T∫
0
|kεj − hεj |2 dt =
ε2j
2
T∫
0
2ε2j |Ahεj |2 dt 
ε2j
2
K1.
It is obvious that for all φ ∈ D(A)
T∫
0
〈
B(uεj , vεj ), φ
〉
dt −
T∫
0
〈
B(u, v),φ
〉
dt
=
T∫
0
〈
B(uεj − u,vεj ), φ
〉
dt +
T∫
0
〈
B(u, vεj − v),φ
〉
dt
 c
T∫
0
|uεj − u|‖vεj ‖|Aφ|dt + c
T∫
0
|u| 12 ‖u‖ 12 |Aφ‖vεj − v|dt
 c|Aφ|‖uεj − u‖L2(0,T ;H)‖vεj ‖L2(0,T ;V )
+ cλ−
1
4
1 |Aφ|‖u‖L2(0,T ;V )‖vεj − v‖L2(0,T ;H).
In a similar manner, for all φ,ϕ ∈ D(A)
T∫
0
〈
B(hεj , kεj ), φ
〉
dt −
T∫
0
〈
B(h, k),φ
〉
dt
 c|Aφ|‖hεj − h‖L2(0,T ;H)‖kεj ‖L2(0,T ;V )
+ cλ−
1
4
1 |Aφ|‖h‖L2(0,T ;V )‖kεj − k‖L2(0,T ;H),
T∫
0
〈
B(uεj , kεj ), ϕ
〉
dt −
T∫
0
〈
B(u, k),ϕ
〉
dt
 c|Aϕ|‖uεj − u‖L2(0,T ;H)‖kεj ‖L2(0,T ;V )
+ cλ−
1
4 |Aϕ|‖u‖L2(0,T ;V )‖kεj − k‖L2(0,T ;H),1
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0
〈
B(hεj , vεj ), ϕ
〉
dt −
T∫
0
〈
B(h, v),ϕ
〉
dt
 c|Aϕ|‖hεj − h‖L2(0,T ;H)‖vεj ‖L2(0,T ;V )
+ cλ−
1
4
1 |Aϕ|‖h‖L2(0,T ;V )‖vεj − v‖L2(0,T ;H).
We get when εj → 0
B(uεj , vεj ) → B(u, v), B(hεj , kεj ) → B(h, k) in L2
(
0, T ;D(A)′),
B(uεj , kεj ) → B(u, k), B(hεj , vεj ) → B(h, v) in L2
(
0, T ;D(A)′).
It is obvious that when ε → 0
Avεj → Au, Avεj → Au in L2
(
0, T ;D(A)′).
u and h are the weak solutions of the three dimensional MHD equations. The proof is com-
pleted. 
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