Based on the Galerkin method, the formulas for eigenvalues of discrete lower semibounded operators were obtained. Numerical experiments demonstrated high accuracy and computational efficiency of them.
Introduction
Based on the method of regularized traces a noniterative method was developed [1] − [6] . This method enables us to compute eigenvalues of perturbed discrete lower semibounded operators.
Take a discrete lower semibounded operator T and a bounded operator P on a separable Hilbert space H. Assume that the eigenvalues {λ n } ∞ n=1 and orthonormal eigenfunctions {v n } ∞ n=1 of T are available and enumerate them in the ascending order of λ n , taking their multiplicities ν n into account. Denote by n 0 the number of distinct eigenvalues λ n lying inside the circle T n 0 of radius ρ n 0 = |λ n 0 +1 +λn 0 | 2 centered at the origin. Enumerate as {µ n } ∞ n=1 the eigenvalues of the operator T + P in the ascending order of their real parts, taking into account their algebraic multiplicities.
If q n = 2 P |λ n+νn −λn| < 1 for all n ∈ N and the system of eigenfunctions
ν n and we can calculate the eigenvalues {µ n } m 0 n=1 of T + P as
Galerkin approximation to the corresponding eigenvalue µ k of T + P . For δ(n) we have the estimates
The method of regularized traces was the basis of many successful studies, including studies of eigenvalue problem in the stochastic models [7] . Unfortunately, restrictions on the norm of the perturbing operator limits the usefulness of this method and as a consequence formulas (2) . Further investigations showed that we can remove the restrictions on the norm if we use the Galerkin method.
The Formulas of the Eigenvalues of Discrete Lower Semibounded Operators
Consider a discrete lower semibounded operator L on a separable Hilbert space H. We determine the eigenvalues µ when finding the solutions of the operator equation
satisfying certain homogeneous boundary conditions. To find the eigenvalues of L, we use the Galerkin method. Introduce a sequence {H n } ∞ n=1 of finite-dimensional spaces H n ⊆ H which is complete H. Assume available an orthonormal basis for H n consisting of some functions {ϕ k } n k=1 satisfying all boundary conditions of the problem. Following the Galerkin method, we seek an approximate solution to the spectral problem (3) in the form constitutes an orthonormal basis for H then
Proof. Inserting (4) into (3) yields
The coefficients {a k (n)} n k=1 are determined from the requirement that the lefthand side here be orthogonal to the functions {ϕ l } n l=1 , which leads to the system of linear equations
, where δ k,l is the Kronecker symbol. Setting its determinant equal to zero, we arrive at the equation det A − µ(n)E = 0, which defines the approximate values of the first n eigenvalues
Here E is the n × n identity matrix and A = (a kl ) n k,l=1 is the n × n matrix with
It is known that the eigenvalues
which yields
Subtracting (6) for n − 1, namely,
from (7), we infer that
This justifies the theorem.
Observe that to obtain (5) we used the diagonal elements a kk = (Lϕ k , ϕ k ) for k = 1, n of the square matrix A = (a kl ) n k,l=1 . For small n the error of finding the eigenvalues { µ k } n k=1 can be significant; consequently, we should apply (5) with care. If the requirements of Theorem 1 are fulfilled then the Galerkin method converges; therefore, as n grows, the calculation of µ n using (5) becomes more accurate. In addition, we can calculate the approximate eigenvalues µ n of L using (5) starting at an arbitrary desired index n since the values with smaller indices are avoided.
It can be shown that if L = T + P and P < 0, 5|λ n+νn − λ n |, ∀n ∈ N , then formulas (1) and (5) coincide.
Numerical experiments
We applied our method to calculate by (5) the eigenvalues of the spectral problem
Here L is an operator acting in L 2 [a, b], and operaot P is bounded. In this case L is a discrete lower semibounded operator.
Let {ϕ k } n k=1 be an orthonormal system of coordinate functions, satisfying (9).
T is a selfadjoint operator whose eigenvalues {λ k } ∞ k=1 are the roots of the transcendental equation
The corresponding eigenfunctions ϕ k are
We can determine the constants C k from the normalization condition. Let us compare the results calculating the eigenvalues µ k (n) of the SturmLiouville spectral problem (9) using (5) and the Galerkin method. Denote them by µ k (n) and µ k (n) respectively. Experiment 1. Let P be an operator of multiplication by the function p. Table 1 presents an example of calculating the eigenvalues of (9) for a = 1, b = 3, α = π/5, γ = π/7, p(x) = x 2 − 10x + 11 + (3x 2 − 10x + 9)i. We made the calculations on assuming that µ k (n) − µ k (n − 1) = 0 for k = 1, 51, n = 51. It is clear from Table 1 that as the index k of the eigenvalue grows, the corresponding quantities | µ k (n)− µ k (n)| decrease, with the exception of the last row for k = 51. The jump of value | µ 51 (51) − µ 51 (51)| in Table 1 is connected with computing errors when we find µ 51 (51) by Galerkin method.
Experiment 2. Let P be an integral operator:
. Table 2 presents an example of calculating the eigenvalues of (9) for a = 1, b = 3, α = π/5, γ = π/7, g(s) = s 2 − 10s + (s 4 + 31s 2 − 10)i. We made the calculations on assuming that µ k (n)− µ k (n−1) = 0 for k = 1, 71,n = 71. It is clear from Table 2 that as the index k of the eigenvalue grows, the corresponding quantities | µ k (n) − µ k (n)| decrease. Numerous calculations for various values of the parameters a, b, c, d, α, β, p, g demonstrated high accuracy and computational efficiency of our formula (5) for the eigenvalues of the spectral problem (9).
