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A relief is modeled by a centered sample continuous gaussian process, with 
stationary increments, X= {X,, 0 < r d T}, 0 < T< co. On this relief, the sun shines 
at an inclination 0 C 0 < n/2 and sheds shadow zones on the relief. What is observed 
is the mean quadratic average variation of the shadow process, 
1 if X(y)>X(x)+(y-x)tg0 
GJ, x(x) = 
i 
for some y E Ix + E, T], 
0 otherwise, O<x< T, E>O. 
Then, knowing this quadratic variation, that is to say, IlL; .Jx)- L&(~)11~, 
for small values of (x- yl, we answer the following question: what is the 
gaussian process taking place of for the model of relief! This is carried out by 
getting a two-sided inequality of IIL&(x)- L&(y)J/,, expressed in terms of 
IIX(x)--WY)ll,. 0 1992 Academic Press, Inc. 
INTRODUCTION 
The work is motivated by concrete problems appearing, especially in the 
question of the image restoration by variogram. The concepts of variogram 
have been previously introduced by J. Serra in [9] and recently applied by 
M. Raffy and G. Ramstein in [7, 81 to a remotely sensed image, also intro- 
ducing a new technic of fractal simulation regarding the important case of 
fog image perturbation. We also refer the reader to D. Schertzer and 
S. Lovejoy [S], for a fractal simulation of atmospheric turbulences. In 
many situations of that kind, one is led to carry out the following type of 
simulation: a gaussian relief is modeled by a gaussian process X= {X(t), 
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0 < I < T}, assumed to be at least sample paths bounded. Over this relief, 
the sun shines at an inclination 8,O < 8 < 7r/2, and thus sheds shadow zones 
on the relief, simply due to the nature of this one. Pictural description of 
this relief corresponds for the observer to an image of these shadow areas. 
Concretely, what is observed (and in turn measured) is the average of the 
increments of the “shadow process” L”,(x), the necessity of E > 0 is due to 
the gaussian nature of the modeling as well as to practical considerations. 
Then, knowing the L2-norm of the increments of the shadow process, the 
relevant question arising here is: what is the relation to the underlying 
gaussian process? In other words: how to relate 
IIG?b)- G?(Y)llz 
to 
II-w)-RY)ll*? 
This is precisely what it is done in this paper. 
For a sufficiently large class of gaussian processes, we obtain a two-sided 
inequality regarding 
IIG(x) - G(Y)ll* 
which is explained in terms of I/X(x) - X(y) II 2. 
That inequality becomes particularly sharp when considering gaussian 
processes with stationary increments, such as, E IX(t) - X(s)l' = Is - tl", 
0 < CI < f, used for modelizing urban zones or hills planted with trees. That 
case is studied in Theorem 1.4.; as for general results dealing with that 
question, they are stated in Theorems 1.1, 1.2, and 1.3. 
This paper is organized as follows. In Section 1, we do a precise descrip- 
tion of the problem, also setting notations and definitions used later on. 
Comments on the work’s assumptions are made and all the results are 
presented. Afterwards, Section 2 is devoted to collecting some preliminary 
results. The general treatment of this work involves, indeed, a consequent 
material arising from the theory of gaussian processes (and even non- 
gaussian processes, as in Proposition 2.2). Mainly used are sharp 
inequalities regarding the distribution function of the supremum of X over 
an interval. Because of the practical situation in view here, the inequality 
in (2.7) appears (after having tried others) as the most convenient, allowing 
statements stripped of heavy expressions. Meanwhile, for proving lower 
bounds, we were led, due to the kind of problem studied, to use the 
isoperimetric inequality in Gauss space by C. Bore11 [ 11. Estimations of the 
density function of the distribution of the supremum of X are also needed 
for proving the upper bounds. Very often, in the proofs, estimations of the 
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covariance function of the increment’s process 2 = { (X, - X,)/ 11 X, - X,1/ 2, 
IlJfs-JGll2#0)> are crucial. Finally, Sections 3 and 4 are used to present 
the proofs of Theorems 1.1 and 1.2, respectively. Regarding Theorems 1.3 
and 1.4, they are just direct applications of the previous theorems. 
We thank Professor M. Raffy for suggesting this study to us and 
for valuable discussions. The author also thanks the referee for helpful 
comments. 
1. NOTATIONS AND MAIN RESULTS 
Let X= {X,, 0 < t < T}, T > 0, be a centered gaussian process. Let also 
E > 0, p > 0, and 19 2 0. We associate to the process X, the shadow process 
and the average shadow process, respectively defined as 
1 if X(y)>X(x)+(y-x)tg8, 
VO<x<T, G,,(x) = for some y E [x + E, T], (1.1) 
0 otherwise. 
VO<xd T, =Yi+y (X) = I,,,.,, G-7, Au) I(pfJx)). (1.2) 
where V,(x) = ]x - p, x + p[ n [0, T] and A( .) stands for the Lebesgue 
measure. 
What is observed, in turn, is the mean quadratic variation of the 
average shadow process 9, that is to say, IlZ$,,,,(x) - 9&(y)l12. As 
announced in the Introduction, here we present results comparing this 
mean quadratic variation with those of the process X, which takes place for 
a gaussian model of the studied relief. 
We will make, straight off, some assumptions regarding the process X, 
due not to constraints resulting from the theory itself, but rather due to 
practical considerations. Our goal being, indeed, to obtain plain relations, 
thus easily usable, between the mean quadratic variations of the processes 
mentioned above. We do assume, thus, throughout this paper: 
(h - 1) X is the restriction to [0, T] of a centered gaussian process 
with stationary increments and having a version which is almost surely 
paths continuous on (w. 
(h - 2) a’(h) E IE(X,+, - X,)‘, 0 < h < 1, is a nondecreasing concave 
function. 
According to the theory of gaussian processes (see [3 or 41, for instance), 
we recall that a gaussian process with stationary increments is either 
almost surely bounded on any bounded interval (in that case, it has a ver- 
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sion which is almost surely paths continuous), or almost surely unbounded 
on any nonempty open intervai (in that case, its oscillation at each point 
is unbounded almost surely). So that, assumption (h - 1) is really needed. 
As for assumption (h - 2), taking account of the practical situation in view 
here, it is a reasonable hypothesis, providing plain statements. And, 
although it is just used in the proof of Theorem 1.1 for avoiding constants 
with heavy expressions, it becomes crucial for proving Theorem 1.2. 
Without loss of generality, assume T= 1 in the sequel. We are now ready 
to present our results. 
THEOREM 1.1 (Upper bound). Let X= {X,, O=$ t< l} be a centered 
gaussian process satisfying assumptions (h - 1) and (h - 2). Then, for any 
O<.s<l, 0aO,O<p<l,O<x, y<l besuch thatp<lx-yl, wehave 
II~~,p,x(x)-~~,p,x(Y)ll: 
G Ilz?.,,x b) - =%, p. x(Y)II 1 
62 Ji+9/Eo(l)cr’ 
i 
O(E) 
( 1) 
4 
s 
d3 IX-VI) 
X log(9/o-‘(s)(l A a(3 Ix-yl))) ds. (1.5) 
0 
THEOREM 1.2 (Lower bound). Let X= {X,, 0 < t < 1 } be a centered 
gaussian process satisfying assumptions (h - 1) and (h - 2). We assume, 
moreover, 
there exists 0 < 6 < 1 such that XC+(X) < &T(X) for 0 < x < 1. (1.6) 
Let p = 23 j;(l) ,/ log( l/a-l(s)) ds. Let 0 <E < 1 befixed. Let 8 be such that 
tg8>64p/(l-6) Ed. Then, for any x, y in [O, l] such that 3~ < [x - yj, we 
have 
llJ% x(x) - G, x(YNI 1 
>e-‘$ (z) min (1, 12”’ 41x-A) 
rJ2(&)( 1 - 6)2 .a2’ a$)( 1 - 6) 
), (1.7) 
where we note $(x)=P{Jlr(O, l)>x). 
In particular, for E > 0 suf3ciently small, that is, if 
O(E) d min( 8p, 1 ), (1.8) 
lI~“s,~~~~-~~.~~Y~ll~~~~~~ z min(l,a(lx-yl)). 
( > 
(1.9) 
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From these two statements, we easily derive a two-sided inequality for 
I/L.:, x(x) - Li. x(y)II 1, which is stated below. 
THEOREM 1.3. Under the assumptions of Theorem 1.2, we have 
min(L 41x-~1)) 
d IIG, x(x)-G, x(Y)II 1 
G WI* x(x)-L”,, x(YN2 Q I&?, x(x)-G, x(YNI t” 
s 
d3 IX-VI) 
X 
0 
Jlog(9/C’(s)(l A a(3 Ix-~1))) ds 
I 
112 
. (1.10) 
As an application, we have 
THEOREM 1.4. Let X= (X,, 0 < t < 1) be a centered gaussian process 
such that E[Xs+,-Xs]2=hh2”, where 0<2a<l: 
(a) for any O<&<l, O<p<l, 8~0, O<x, y<l such that 
p6lx-ylif, 
(b) for any 0 < E < 1, 0 < p < 1, 0 <x, y G 1 such that 3 max(2p, E) d 
Ix-y1 and 8 such that 
tgea 2 
2844 
& (1 -a)’ 
(1.12) 
we have 
IIL”s,x~x~-L~,x~Y~ll,~~ Ul((tg 0) &l-Q). (1.13) 
This theorem follows from Theorem 1.4, by using the inequality 
1; d&-ji= ds < 2x ,/w. 
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2. PRELIMINARIES 
We will use some auxiliary results, that we collect below, for the 
convenience of the reader. 
PROPOSITION 2.1 [ 10, p. 5 151. Let X: Q + Iw T be a centered gaussiun 
random vector defined on an arbitrary set T; let R(s, t) = E(X,. X,) its 
covariance function and d(s, t) = [E(X, - X,)2] lJ2, s, t E T, the pseudometric 
induced on T by the L2-norm of the increments of X. We assume 
(T, d,) is a paracompact space and X is drseparable, 
almost surely bounded on T. 
Under these assumptions 
(2.1) 
(i) if?’ = inf{ R(t, t), t E T} > 0, then the density of the distribution of 
the supremum of X, namely supIS T X,, exists and is uniformly bounded 
on II& 
(ii) let S be a subset of T such that 
for some t, in S, P=Ps(tl)=SUP 
We define for each t E T, the conditional process Y, = X, - Exll(X,). Let 
gl,(.) be the density of the distribution of X,,. Let gs(.) be the density of the 
distribution of the supremum of X over S, namely sup, E S X,. Then we have 
the explicit bound 
VXEIR, gs(x) d- E(g,,((x-sup Y)(l t-p)-‘)). 
1-P 
(2.3) 
s 
Let now A, be a real random variable. We define, relative to A,, the 
functions, r( .) and R( .) satisfying 
vo<u< 1, P{A,>r(u)}=u, 
(2.4) 
vx>o, R(x) = xE(A,l(A, > r(l/x))). 
FROWSITION 2.2 [ll, p. 3943. Let X= {X,, tET} be a real random 
function. Let 6(., .) be a pseudo-metric on T. Let A, be a real random 
variable. We assume that X, 6, and A, are linked by the relation 
V(s, t)e TX T, Vx>O, P{IX,-X,1 >xS(s, t)}G’{A,>x}. (2.5) 
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Under this assumption, a sufficient condition for the process X to be almost 
surely sample bounded on T and almost surely sample continuous at each 
point, is 
I 
diam( T. 6) 
R(N( T, 6, u)) du < co, (2.6) 
0 
where R( .) is defined in (2.4) and N( T, 6, u) defines the minimal cardinality 
of a covering of T by &open balls of radius u. In that case, we have, 
moreover, VtoE T, VO<a< 1, 
and 
‘(m’: IX, -X,1) d 4 j-;iamiT’ ‘) R(N( T, 6, u)) du. (2.8) 
We observe in this statement that assumption (2.5) really is an assump- 
tion on A’ and 6, since the real random variable A, can always be defined 
as giving a bound to sup{ P{ IX, - X,1 > x&s, t)}, (s, t) E T x T}. We will 
use a “gaussian” version of this proposition, which is contained in the next 
statement. 
COROLLARY 2.3. Let X = (X,, t E T} be a centered gaussian. random 
function and set 6(s, t) = (E I X, - X,1 *)I/*. Then, under the condition 
(2.9) 
the process X has a version which is sample continuous and 
Vt,ET, VO<a<j, 
P ;~f IX, - Xt,( > 8 j;iam” ‘) ,/ 2 log(N(T, 6, u)/a) du (2.10) 
‘(w’: IX,- X,,l) < 8 !-;iam(K’) ,/2 log N(T, 6, u) du. (2.11) 
There exist, of course, numerous inequalities of type (2.10) in the theory 
of gaussian processes (see, for instance, [ 1, 3, 133). However, after several 
trials, this one appeared, under assumption (2.9) as the more usable for 
numerical applications and variational calculus. The proof of Corollary 2.3 
depends on the following elementary lemma that we are proving. 
RADIANCE VARIATION 299 
LEMMA 2.4. Let A, be a standard M(O, 1) gaussian random variable. 
Then, 
VXER, R(x) = -l-2( l/x)/Z *xe , (2.12a) 
VO<u<& T(u) < J2 log(4/3 J%. U), (2.12b) 
vx>2, R(x) < 2 ,/G. (2.12c) 
Proof A direct integration produces 
R(x)cx Ia ue”2/2 ducx ~ 
p-2’ l/x)/2 
r(l/x) fi fi’ 
hence (2.12a) is shown. Besides, using the estimate 
Vt>O, Cf2’2<P{~(0, l)>t}<-.- -e 4 1 1 -*2p 
3&t+l ’ 
(2.13) 
we obtain, when T(U) 2 0, 
u=P{N(O, ~)>T(u)}>~ 1 e -rquyz 
Js;; l+T(u) ’ 
and, thus, 
which implies 
R(x)<l+T i 
0 
if x> 2. (2.13’) 
X 
Moreover, for 0 < u < 4, we obtain, using (2.13) again, 
4 1 . - pw2. 
“5 J2?r ’ 
hence 
and thus (2.12b) is established. Finally, (2.12~) follows from (2.13’) and 
(2.12b). Q.E.D. 
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The next lemma is a version of the sharp isoperimetric inequality in 
Gauss space due to C. Bore11 [ 11. Its use is crucial for proving Theorem 
1.2. 
LEMMA 2.5, (a) [ 11. Let X= {X,, t E T} be a sample bounded cen- 
tered gaussian process defined on an arbitrary set. We set ts2 = sup{ E( X:), 
t E T}. Let p be such that P{ suptc T X, > p} < 1. Then, for any z 2 p, 
P{supX,>z}<!P (2.14) 
lET 
(b) [Z]. For any a 20, b 20, we have 
!P(&&27) < Y(a) eb212. (2.15) 
In the last lemma of this section, we summarize some easy properties of 
concave functions, which will be of a practical use in the sequel. 
LEMMA 2.6. Let o: [0, T] + R+, T > 0, be a concave function. Then the 
following properties are fulj?lled: 
0(x)/x is nonincreasing and o’(x) < x0(x) on [0, T], 
for every x, y, z in R +, 
(2.16a) 
(u(x + y) - u(x)) - (u(x + y + z) - a(x + z)) 2 0. (2.16b) 
The proof of this lemma rests on the elementary fact that the slopes of 
(T are decreasing. 
We are now ready to give the 
3. PROOF OF THEOREM 1.1 
By means of the Cauchy-Schwarz inequality, we first observe 
< s s 
E IL;(u) - L”,(v)1 du dv 
4 V,(x)) 4 V,(Y)) 
. (3.1) 
V@(X) V,(Y) 
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But, 
IE K?(u) - -G(u)l 
=P -xu > tg e x SUP u+h -X” 
h 
> tg e (3.2) 
h>E 
and this reduces the problem to the study of 
P 
X 
sup “‘;, -xu>X -x” 
h>s 
Let q >O and x,>O be fixed. There is no restriction 
0 < u < u < 1. We observe that 
when assuming 
X 
“‘L -x, <x0 and sup 
X v+h -x” 
h>e h 
X u+h -x, 
h 
<x0 
X 
u+h -xl4 <x,-q and sup 
X u+h -x” 
h ha& h 
= (I) + (II). (3.3) 
First, we have 
(11) X u+h -xtd <x,-q and X “+h -x” 
h h >xo 3 I 
We define for any h > E, an auxiliary process Yh = X, + h - X, + h. We 
have, thus, to give a bound to P{suph,, Yh - Yo> q~}. We set for any h, 
h’3 E, d,(h, h’) = 11 Yh - Yh!llZ. An easy majoration, using the Cauchy- 
Schwartz inequality shows 
Vh, h’ac, d,(h, h’)<2min(o(lh-h’l), u(lu--vi)) 
and diam([O, 11, d,)<2~(lu-ul). It follows that 
1 
NC@ 1 I, d,, P) G 2ii’(p/2) 
if O<p~2a(l~--~l), 
(3.4) 
if p>2a(lu-ul) 
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and, consequently, using the change of variables p = 2s, 
s 
diam(C0, 11. dv) 
0 
Jlog(N( [0, l-J, d,, ~)/a) dp < 2 [;““-“’ Jlog( 1/2&(s)) ds; 
hence, by virtue of Corollary 2.3, 
VO<a<t, P 
i/ 
“,y; 1 Y, - Y,l > 16 j;“‘-“‘) J 2 log( 1/2&(s)) ds < a. 
(3.5) 
We choose q > 0 as 
y~c = 16 s,;“U- “‘I ,/2 log( 1/2&(s)) ds. (3.6) 
Thus we have obtained 
(II)<a. (3.7) 
We now turn our attention to the control of (I). Having fixed u in [0, 11, 
we set 
Vs,<h<l-u, 
x z,= 14fh -XI4 
h ’ (3-g) 
We observe that the auxiliary gaussian process Z is sample bounded too. 
For any h and h’ in [E, 1 - u], we define its covariance function R(h, h’) = 
E(Zh . Zh!). In order to apply Proposition 2.1, we need some estimations on 
this covariance function: 
1 _ R(h, h,) = 
Nh, h,) 
- 
4 h: 
IE(-%i+h, -xu) 
h: 
IEtxu+h -XuNXt4+h, -Xu) 
E(xu+ h, - xu)2 
+ 
E(xu+h, -xu)(xu+h,-xu+h) 
W”,h, - XJ’ ; 
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hence, by means of the Cauchy-Schwarz inequality, Lemma 2.6, and the 
fact that (h - 2) easily yields that cr is concave, 
since a(h)/h~o(lh-h,)/lh-h,l. 
Let h, E [E, 1 -u] and set 
We have thus shown, 
PS(hl) d 4. 
According to our assumptions, 
(3.9) 
yi(h,) = inf{R(h, h), h E S} = inf {qg hES}W(l)>O. (3.10) 
We are thus in a position to apply Proposition 2.1. The density function 
of the distribution of the supremum of 2 over S exists and is uniformly 
bounded on lT% by 2/J2xR(h,, h,) <,/m. 
We now cover [a, 1 - u J by sets of type S. They are intervals of length 
26’(0(~)/4). We need at most 
such intervals. By subadditivity, the density function gZ( e) of the distribu- 
of 2 over [E, 1 - u] exists and is uniformly bounded 
We have shown 
VXEIR, g=(x)< l/.(l) 5’ (+)) fi. 
We deduce from this 
(3.12) 
Hence, by putting together (3.6), (3.7), and (3.12), 
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J2 log( 1/2ac?‘(s)) ds, 
,/2 log(3e/2mT1(s)) ds, 
since UE V,(x), UE V,(y), and p< Ix-yl. 
Then integrating with respect to du du(l( V,(x) .A( V,,(y)))-’ over 
V,(x) x F’,(y), we obtain (if x0 = tg 0). 
IL%, Jx) - y??, ,(Y)II: 
J2 log(3e/2a#(s)) ds 
(3.13) 
We put a = a(3 Ix - yl) A $. Since 3e/2uc?(s) > e, we obtain 
II=%, p, x(x) - =K?, p, AYN: 
I 
d3 1x-A) 
X 
0 
Jlog(9/c?‘(s)(l A a(3 Ix-y/))) ds. (3.14) 
4. PROOF OF THEOREM 1.2 
We start, observing that 
L=P sup 
i 
X -xu d x0 and sup 
x u+h 
h>c h>e h 
X u+h -Xl4 <x0 and 
X 
“+’ -XlJ 
h E 
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In order to get precise control of (I) (which is crucial here), we apply 
Borell’s inequality, which is stated in Lemma 2. For, we observe that (by 
using (2.11)) 
x Uth-XU+X”+e-XV 
h < #UC’. 
E 
We set 
a* = sup IE 
x .+h-xu+x,+,-xu * 
h II 4. h3E E (4.2) 
By means of Lemma 2.5 we obtain the bound 
The next step of our proof is devoted to evaluating the gap between 0-l 
and E/C(E) because of the bound in (4.1). Then, 
Since g is concave, a(x)/x is nonincreasing (by (2.16a)). Thus, 
hence 
(4.3) 
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where 
D~E((~u+;-~u)+(x”+&&-x”))’ E(x”+&&-x”)2. 
By means of the Cauchy-Schwarz inequality, we easily obtain 
Hence 
(4.4) 
and, finally 
*-Z&+L inf lE((xU+~~xU)-(xu+;“))‘. (4.5) 
(T (E) 404(E) h>E 
We now estimate 
XLl+e-J-U 2. 
E ). 
First Case. The intervals [u, u + h] and [II, u + E] are disjoint. We 
have 
E X 
a’(h) O’(E) 
=7+ E2 
2E (“+;-“)(“‘;-“), 
But 
-2lE(X;X,)=02(~s-t~)-a2(s)-02(t). 
Hence, since there is no loss when assuming u + h < u, 
A= -2~(x,+,-x,)(x”+,-x”) 
=a2(u+~-u-h)-a2(u-h-u)-02(v+e-u)+~2(u-u). 
We put <=u-u-h. Hence, 
x4 = (o*(< + E) - (r*(t)) - (~~(5 + E + h) - (r2(h + 5)) 
2 0, 
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by (2.16b). It follows that 
307 
and, consequently, 
J> g2(&)/e2, (4.6) 
in this case. 
Second case. [u, u + h] n [u, u + E] # 0. By means of Jensen’s 
inequality, we observe that 
Hence, 
since 
since 
= b(E)-@+lX-Yl/3) 
E E+ IX-Yl/3 > ' 
since 0(x)/x is nonincreasing. 
683/40/Z-10 
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But, according to our assumptions, and letting y(x) = a(x)/x, we have 
-y’(x) = 
0(x)-0’(x).x,(l-6)CJ(x) 
x2 / x2 . 
In virtue of the theorem of finite increments, 
for some c in ]E, E+ Jx-yl/3[, 
> (1-d) IX-A 4c) , 
3 c2 . 
But c<2 Ix-yl/3; thus, 
qm2 (1-h) IX-A a(c) (1-d) 42 b-A/3) 3.2 lx-yJ/3 ‘?F 2 b-A/3 ’ 
2; (1 -@a(2 lx-y1/3), 
(l-6) 2- ax-.A), 2 
since a(ax) 2 at(x), 0 < a < 1, 0 <x < 1. 
Finally, we obtain in both cases, 
(1 - s)= 
~ a(lx-Yl)* 2K 
From this estimate, we deduce 
+>E2 
+ mm 
. - D2(&) &= (1-d)e4.c=(,x-yyl) 4d(&) 8a4(c) 
E2 
=F+bo* 
fJ (El 
Therefore, 
(4.7) 
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and, by means of Lemma 2.5, 
(I)< ‘P z exp-B2/2, 
( ) 
where B2 = xicO - 2x,p(5,, + ~~/a~(&)) + p2(c0 + E’/c~(.s)). But, since x0 > 
64p/(l- 6) Ed, we have 
Hence, 
Finally, 
V)GIcI (-f$) exp( - 9). (4.8) 
(4.9 1 
LB+($)[l-exp( - %)I, 
3*(G)fmin(l,$$), 
since for every y 2 0, 
1 -ePY>e-’ min(1, y) 
ae-v ($) min (1, .,.:,y5, E2y ;;;(yy)gJ, (4.10) 
since xg/8 > 83p2/( 1 - 6)’ c4, and IX - yI 2 E, 
(4.11) 
since C(E) < 8~ A 1 implies ECJ(E)(~ - 6) < 8~ and a3(&)(l - 6) < 1. 
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