Abstract-Turbo codes and the iterative algorithm for decoding them sparked a new era in the theory and practice of error control codes. Turbo equalization followed as a natural extension to this development, as an iterative technique for detection and decoding of data that has been both protected with forward error correction and transmitted over a channel with intersymbol interference (ISI). In this paper, we review the turbo equalization approach to coded data transmission over ISI channels, with an emphasis on the basic ideas, some of the practical details, and many of the research directions that have arisen from this offshoot, introduced by Douillard, et al. of the original turbo decoding algorithm. The subsequent relaxation of the maximum a posteriori (MAP) equalization algorithm to include linear and other simpler receivers sparked a decade and a half of research into iterative algorithms, spanning research problems ranging from trellis coded modulation to underwater acoustic communications.
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I. TURBO EQUALIZATION OVERVIEW

I
N this paper, we discuss the turbo equalization approach to coded data transmission over intersymbol interference (ISI) channels. Our emphasis is on the basic ideas and some of the practical details involved in making use of this offshoot of turbo-decoding that has sparked a number of interesting new research directions in the fifteen years since its discovery.
We begin with a high-level overview of turbo equalization and bring our attention to a digital communication system, whose transmitter is depicted in Fig. 1 . The components in this system are typical to most practical digital communication links and are essential to the application of turbo equalization in the receiver.
The receiver for this system must detect the data that was transmitted, making use of knowledge of the channel together with the available redundancy introduced to protect the data, in the form of forward error correction (FEC). Mitigating the effects of an intersymbol interference (ISI) channel on the transmitted data is generally called equalization or detection, while the subsequent problem of recovering the data from the equalized symbols, making use of the FEC, is called decoding. For complexity reasons, these problems have typically been considered separately, with limited interaction between the two blocks.
As such, substantial performance degradation can be induced.
The main contribution of much of the work in turbo equalization to date has been to enable feasible approaches to jointly addressing the equalization and decoding tasks. As a result, the performance gap between an optimal joint equalization and decoding and that achievable through systems with practical complexity has been narrowed in a manner similar to that of near Shannon-limit communications using turbo codes [1] . Such performance gains can be anticipated for any communication link in which joint equalization and decoding would outperform separate detection and decoding, such as would be the case for intersymbol interference channels employing a single-carrier modulation. This paper is organized as follows: Section I begins with an overview of turbo equalization and shows some of the many applications and extensions to the original formulation of [2] that have arisen over the last decade and a half. For ease of description, Section II provides an overview of turbo equalization as applied to systems using BPSK modulation, and Section III applies these developments to more general QAM alphabets. Implementation issues including low-complexity approximations of the receiver structures are described in Section IV. The performance enhancing benefits of precoding are discussed in Section V.
An equalizer produces estimates of the transmitted symbols and, for complexity reasons, often consists of linear processing of the received signal and possibly past symbol estimates. The parameters of these equalizers can be optimized using a variety of optimization algorithms, such as zero forcing (ZF) or minimum mean squared error (MMSE) estimation [3] , [4] . Methods for minimizing the bit error rate (BER) or the sequence error rate (SER) are highly nonlinear, and are based on maximum likelihood (ML) estimation, which turns into maximum a posteriori probability (MAP) estimation in presence of a priori information about the transmitted data. Efficient algorithms exist for MAP/ML sequence estimation, such as the Viterbi algorithm [3] , [5] , [6] , for MAP/ML symbol estimation, such as the 0018-9448/$26.00 © 2011 IEEE BCJR algorithm [7] . However, the complexity of such methods often remains significantly higher than that for linear methods. This is true in particular for channels with large delay spread (memory) or given a large size of the signal alphabet, since the receiver complexity is of order per symbol. State-of-the-art systems for a variety of communication channels employ convolutional codes and ML equalizers together with an interleaver after the encoder and a deinterleaver before the decoder [8] , [9] . Interleaving shuffles symbols within a given block of data to decorrelate error events introduced, or unresolved, by the equalizer between neighboring symbols. These error bursts are hard to mitigate using, for example, a convolutional decoder alone.
A number of iterative receiver algorithms repeat the equalization and decoding tasks on the same set of received data, where feedback information from the decoder is incorporated into the equalization process. This method is the basis of turbo equalization and is based on decoding methods for turbo codes [10] - [12] and has close connections to the iterative algorithms used in conjunction with so-called factor graphs [13] - [16] . This approach has been adapted to various communication tasks, ranging from detection and decoding of trellis coded modulation (TCM) [17] , [18] and code division multiple access (CDMA) [19] to underwater acoustic communications [20] - [23] and optical fiber communications [24] - [26] . Over the last decade and a half, this joint, iterative approach has been applied to a vast array of problems that involve the use of an error control code to aid in the processing of another related task in the receive chain of a digital communication link. Turbo equalization systems were first proposed in [2] , by noting that the transmitter in Fig. 1 can be viewed as employing a serially concatenated convolutional code (turbo code), where the inner code is taken over the reals (by means of the ISI channel), and further developed in a number of articles, including [27] - [30] . In some of these systems, MAP-based techniques, as well as a Viterbi algorithm producing soft output information [31] , were used for both equalization and decoding [2] , [27] . The more complex BCJR algorithm [7] was implemented in [27] . These tasks are similar enough in structure, that in [32] , an architecture was developed such that the same circuitry could be used for both, after which other high-throughput circuit implementations have also appeared [33] - [38] .
The approaches in [29] , [30] , [39] - [41] address a major shortcoming of the classical turbo equalization scheme [2] , [27] , [28] , which is the exponentially increasing complexity of the equalizer for channels with long memory or given a large signal alphabet. These replace the MAP equalizer with a linear or a decision feedback equalizer. The approach in [39] and later [42] , replaces the MAP equalizer in the turbo equalization framework by a soft interference canceler, obtained using a leastmean-square (LMS) based update algorithm. An added benefit of this approach is its ability to track changes in the channel over time. However, this comes at the expense of using a single linear filter that does not adjust to the soft-feedback from the decoder, a property that the MMSE-based linear methods possess [29] , [30] . In [43] , an extending window version of the slidingwindow MMSE approach in [29] , [30] exploits the added structure to further reduce complexity.
Another common technique to reduce the complexity of the MAP equalizer is to reduce the number of states in the underlying trellis, which was applied to turbo equalization in [44] . In [45] , MAP complexity is reduced by exploring only the most promising paths in the trellis, exploiting properties of the channel in this selection. In [46] , [47] , the MAP complexity is reduced by replacing the BCJR algorithm with an approximation based on Markov chain Monte Carlo methods, and in [48] , the BCJR algorithm is replaced by an approach based on simulated annealing. A local search over a suitably defined objective function is used to approximate MAP detection in [49] .
Reduced complexity turbo equalization methods have been applied to magnetic recording channels, where in [50] a soft decision feedback equalizer is used and in [51] 2-D MMSE turbo equalization is used along with LDPC codes. The special case of 2-D separable ISI was considered in [52] and in [53] overlapping tracks are considered.
The original work of [19] pioneered a turbo equalization-like approach to multiuser detection in CDMA using linear receivers in place of the MAP detector. A number of extensions of this work followed, including a reduced-state trellis search approach to mitigating ISI and multiple access interference (MAI) in [54] . For mitigating intercell and intersymbol interference, a distributed turbo equalization approach was explored in [55] . For multiple-access links that include ISI, MAI, and multiple antennas, a variational inference approach was used to approximate MAP detection in [56] . When such MIMO channels are rapidly fading, improved convergence speed was achieved through the use of linear dispersion codes in [57] .
Based on the multiuser formulation of the problem, a natural extension to multiple-input/multiple-output (MIMO) channels arose and a host of results were also developed in this area, including methods for suppressing multiuser interference [58] - [60] , accounting for channel estimation errors [61] , and results from a number of so-called turbo-BLAST experimental systems followed, e.g., [62] . Extensions to trellis-coded modulation [63] and BICM [64] as well as frequency domain-based formulations using single-carrier transmission with and without cyclic prefix [65] - [69] as well as MIMO OFDM were also developed [70] , [71] . The increase in problem dimensionality lends itself naturally to complexity reduction methods through rank reduction [72] and a variety of other MAP approximation methods.
One application area in which turbo equalziation methods have provided substantial gains over systematically separate equalization and decoding is that of underwater acoustic communications [21] , [23] . The long delay-spread of the channel (several tens to hundreds of symbol periods) makes MAP-based methods prohibitive and poses real challenges for MMSE-based linear methods as well. In addition, the underwater acoustic environment is often rapidly time-varying, such that explicit channel estimation and tracking must be employed [73] . A variety of methods for incorporating soft information for iteratively estimating the channel have been developed, such as those based on a Kalman formulation [74] , [75] . The relatively long delay-spread of the channel makes OFDM-based methods appear attractive, however this gives rise to intercarrier Section Guide interference (ICI) due to the time variation and, once again, a linear channel matrix arises, for which ISI is replaced by ICI. A variety of joint ICI-mitigation/decoding methods have been developed for performing turbo equalization over such time-varying channels using OFDM [76] - [78] .
In the sequel, we consider the turbo equalization approach as applied to simple BPSK modulation as well as higher order alphabets. Additionally, we consider several approaches to realizing the turbo equalization algorithm, ranging from trellis-based algorithms that make use of the BCJR algorithm to approaches based on MMSE linear equalization as well as low complexity implementations and approximations based on time-domain and frequency domain formulations. As a guide to the reader, the Section Guide above provides an overview of where each of these topics is discussed, together with a listing of tables containing pseudocode algorithmic descriptions for each case considered and an approximate complexity, per equalization iteration, for a block of length symbols from an alphabet of size for a channel of memory , assuming an equalizer with support .
II. COMMUNICATION SYSTEMS USING BPSK MODULATION
A. System Model
This section defines a specific configuration of the transmitter of Fig. 1 . In particular, the real-valued BPSK signal alphabet and an ISI channel with real-valued impulse response is considered. Based on these results, algorithms for arbitrary complex-valued signal alphabets and channel impulse responses are given in Section III. A data source produces independent and uniformly distributed (IUD) data bits . The sequence of data bits is protected by a memory convolutional FEC code defined by the generator polynomials and . The encoding operation yielding the code bits is carried out systematically including trellis termination. It follows that the FEC code rate is equal to The initial state is and (termination bits). The code bits are permuted using an S-random interleaver [11] to the bits , which are modulated to the symbols using BPSK modulation. It follows that the transmitted symbols are given by
The system code rate is given by
The additive white Gaussian noise (AWGN) ISI channel model is given by (1) where and for . The channel coefficients and the noise samples are assumed to be real-valued, i.e., the PDF is given by , where denotes
The system matrix has different structures depending on how the undefined symbols in (1) are treated. For example, they are 0 under the termination assumption or they are given by under the periodic extension assumption. To illustrate performance, the length-3 unit power channel defined by the coefficients , and is used as an example channel. This channel has memory . Its system matrix is given by termination assumption:
. . . . . . . . . periodic extension assumption:
Unless otherwise specified in the sequel, the termination assumption will be applied. The periodic extension assumption is applied in Section IV to derive low-complexity equalization algorithms based on MMSE estimation in the frequency domain. Fig. 3 depicts a trellis with the branch labeling describing the length-3 example channel.
B. Optimal Detection
The BEP-optimal decoder computes estimates of the data bits minimizing bit error probability (BEP) for
The posterior probabilities follow from marginalizing over in the sequence-based posterior probability (4) The IUD assumption on the bits yields that factors into . When binary random variables are concerned, it is convenient to work with log-likelihood ratios (LLRs) rather than probabilities [79] . Consider the conditional LLR of given
The decoding rule (3) can be rewritten to for (6) From (4) it follows that can be decomposed into an extrinsic and an a priori LLR (7) The LLR represents information about contained in and for all , which is the so-called extrinsic information or the extrinsic LLR, respectively. It is added to the a priori LLR , which represents the available a priori information about . Extrinsic LLRs play a crucial role in turbo equalization. Unfortunately the BEP-optimal decoder (6) has computational complexity that is intractible for large and is of order . 
C. Separate Equalization and Decoding
A standard approach to reducing the computational burden of the receiver is to split the detection problem into the two subproblems equalization (detection) and decoding. This strategy is employed in the two receiver structures depicted in Fig. 4 . The difference between them is that the receiver on the left communicates estimates , and from the same alphabet as , and , respectively, from the equalizer to the decoder whereas the receiver on the right use so-called soft information , and . Two common, but distinct families of algorithms for the subproblem of equalization are those based on trellis methods and those using linear filters. Typical trellis-based approaches are symbol-based or sequence-based MAP/ML detection. A symbol-based MAP detector computes estimates of the symbols as follows:
This can be done efficiently using the BCJR algorithm [7] as long as the ISI channel has a trellis with a sufficiently small number of states. An overview of BCJR-based turbo equalization is given in [80] . (1) , and the ISI channel trellis in Fig. 3 . The scaling of by has been neglected because of the normalization applied in the forward and backward recursion. Practical implementations of the BCJR algorithm often store the logarithms of the quantities in Table I [12], [81] . In this case, it is possible to use the terms directly in without the need for exponentiation. This can be accomplished exactly, for example, using the max-star operator as in [82] , or approximately by making the approximation . A sequence-based MAP detector computes an estimate of the sequence as follows:
This can be done efficiently using the Viterbi algorithm [6] , [83] .
The computational complexity of the trellis-based approaches is determined by the number of trellis states, which grows with the size of the signal alphabet and exponentially with the memory of the ISI channel. Note that the trellis-based implementation of MAP detection (as opposed to exhaustive search) in Table I is possible only because the symbols are assumed to be independent, i.e., factors into . The interleaver between the encoder and the ISI channel provides justification for this assumption and enables separate MAP detection and MAP decoding using trellis-based algorithms to be used.
Linear filter-based approaches perform only simple operations on the received symbols, which can be described with matrix operations on the sequence directly. The matrix formulation (1) of the ISI channel model immediately suggests multiplying the received symbols with an (approximate) inverse matrix yielding an estimate of the sequence . This so-called zero forcing (ZF) equalizer [83] attempts to invert the channel and may suffer from noise enhancement, which can be severe if is ill-conditioned. Noise enhancement can be avoided using (linear) minimum mean square error (MMSE) estimation [84] . The estimate of minimizing the MSE is given by where . Since each entry in the noise sequence is IUD with , it follows that equals . From the IUD assumption on the symbols , it follows that the estimate is therefore given by (8) Since the symbol estimates in are most often not from the signal alphabet , they are usually mapped to that symbol from at closest (Euclidean) distance to . Note that in a practical implementation of (8), only a small window of received symbols rather than the complete sequence is considered for complexity reasons.
The equalizer can often provide more information to the decoder than the hard decisions at the cost of additional storage, processing, and communication, such as probabilities that takes on a particular symbol from . The principle of using probabilities (soft information) rather than hard-decisions is often referred to as soft processing or soft decoding. This is (1) the difference between the two receiver approaches depicted in Fig. 4 . A natural choice for the soft information about the transmitted symbols are the posterior probabilities , which are a by-product of the symbol-based MAP detector. Similarly, the less complex sequence-based MAP detector (Viterbi equalizer) can produce approximations of using, e.g., the soft-output Viterbi algorithm (SOVA) [31] .
For filter-based methods, extracting soft information is more involved. A common approach is to assume that the estimation error, , is Gaussian distributed [19] , i.e., the PDF is given by . For linear MMSE estimation, the mean and the covariance matrix of the sequence of estimation errors are given by
The soft information follows from sampling at the values for each for (9) where the normalization constant ensures that . This scheme to compute soft information from a filter output can be applied to other filter-based equalization algorithms as well.
Since the decoder in Fig. 4 operates on the code bits , the next step for the receiver algorithm is to compute estimates or soft information . The mapping from probabilities to probabilities is commonly referred to as soft demapping. The demapping operation required here is quite simple, since and holds
After deinterleaving to or to , respectively, the decoder can compute estimates of the transmitted data bits. The BEP-optimal MAP decoder given the soft information is defined as follows: (10) with a slight abuse of notation, wherein the notation is interpreted (here and in the sequel) as the distribution of when the variables and are assumed independent and distributed with the prior distributions and , respectively. The posterior probabilities can be computed efficiently using the BCJR algorithm as long as the FEC code has a trellis with a sufficiently small number of states. Table II applies the BCJR algorithm to the example code defined in Section II-A. The entries of and the initial vectors and follow from the code trellis in Fig. 2 .
D. Joint Equalization and Decoding
A receiver algorithm where the equalizer is aware of the underlying code is often termed joint equalization and decoding. The exact implementation of this algorithm is intractable for a general code and interleaver, and as such, a feasible, yet suboptimal, alternative is typically sought.
Consider the following approach. Note first that the equalizer may apply the BCJR algorithm when factors into , which holds for independent symbols . The symbol probabilities can be different for each symbol value and each time step . Initially, the equalizer imposes the IUD assumption on and sets to for all while computing the soft information . The receiver algorithm continues by computing and followed by decoding. At this stage, the decoder may compute a new version of the soft information
The reliability of compared to generally improves because of the redundancy introduced during FEC encoding, i.e., the values in are on average closer to 0 and 1 than those in . The posterior probabilities can be computed with the symbol-based MAP decoder. In fact, to compute for the example code from Section II-A, only the last line of the BCJR algorithm described in Table II need be updated to   where In this example, it turns out that is equal to or , respectively, since the chosen encoding function is systematic. After interleaving to , it makes sense to use the new soft information to guide the equalizer with new symbol probabilities or soft information, respectively, given the improved knowledge about the bits . The mapping from probabilities to probabilities given a -ary signal alphabet is commonly referred to as soft mapping. The soft mapping required here is quite simple:
and . With the soft information at hand, it is natural to repeat the equalization step, yielding updated soft information . Incorporating into the trellis-based equalization algorithms (symbol-or sequence-based MAP detection) is straightforward. Only the transition matrices in the initialization step of the BCJR algorithm described in Table I need be updated as shown in the first equation at the bottom of the page,for , where and follow from the trellis in Fig. 3 (bottom trellis), e.g., and . Also the linear MMSE estimator (8) can take advantage of the probabilities by recomputing the symbol statistics and . This approach is derived and analyzed in detail in Section II-E.
The updated probabilities are again soft demapped to followed by deinterleaving and decoding. This amounts to (suboptimal) joint equalization and decoding, since the equalizer incorporates knowledge about the underlying code. The result is an iterative receiver algorithm, which recomputes the soft information (equalizer to decoder) and (decoder to equalizer) by iterating equalization and decoding tasks, passing soft information between them. The BER performance of the receiver indeed improves with the iterations, but not significantly. In contrast, and perhaps best motivated by the factorization of the a posteriori probability as might be depicted using a factor graph, the improvement can be tremendous when the following information is fed back from the decoder to the equalizer:
This can be viewed as the corresponding message that would be sent into the variable node in the corresponding factor graph. This quantity is the extrinsic soft information about contained in except . Similarly, the equalizer should communicate extrinsic soft information to the decoder computed using the observation and all except . This approach to passing extrinsic soft information between constituent algorithms was first proposed by [10] in the context of decoding turbo codes and has been extended to various concatenated communication systems such as coded data transmission over ISI channels [2] , [27] , [29] , [39] , where it is called turbo equalization.
Since the code bits are from a binary alphabet, it is often more convenient to replace the two probabilities and by the LLR Using the LLRs for decoding seems to be counterintuitive, since they must be incorporated into the matrices in Table II , which requires several exponentiation operations. However, when implementing the BCJR algorithm with the logarithms of , and , it is much easier to use in [12] , [81] . Consequently, instead of the extrinsic soft information , it is also more practical to consider the extrinsic LLR (see second equation at the bottom of the page). If the soft information is a posterior probability, i.e., , it is possible to apply the decomposition (7) to the LLR corresponding to For example, the extrinsic LLRs for the memory-2 convolutional code defined in Section II-A can be computed using the BCJR algorithm described in Table II as follows: However, this formula may produce incorrect extrinsic LLRs in a practical implementation due to numerical probcorresponds to a valid trellis branch otherwise, where the are extrinsic transition matrices, which do not depend on the input LLR while computing . For example, the extrinsic transition matrix corresponding to for the memory-2 convolutional code defined in Section II-A is given by the equation at the bottom of the page. Similarly, the extrinsic LLR is defined corresponding to (11) For example, the extrinsic LLRs for the ISI channel model defined in Section II-A can be computed using the BCJR algorithm described in Table II as follows:
The last line follows from using that can be factored out of and that can be factored out of . However, this relationship holds only for symbol-based MAP detection. In a practical implementation, should be computed directly with an extrinsic transition matrix to avoid numerical problems where if corresponds to a valid trellis branch and otherwise. The basic steps of turbo equalization are summarized in Fig. 5 .
The BER performance of turbo equalization using symbolbased MAP detection as an equalization algorithm is exhibited in Fig. 6 for block length . Using the equalizer and the decoder once corresponds to separate equalization and decoding. Applying the steps outlined in Fig. 5 results in a performance gain. After one additional equalization-decoding step, a so-called iteration, more than 3 dB SNR are gained at a BER of . More iterations do not improve the performance significantly and instead, a limit seems to exist, which is identical to the BER performance of the soft decoder (10) without ISI in the channel (dotted line in Fig. 6 ). In this case, the channel model (1) simplifies to such that the extrinsic LLRs are given by The PDF is equal to . However, follows directly from and must be discarded while computing , which yields
As such, performing several equalization-decoding tasks (iterations) given an ISI-free channel does not improve the LLRs , i.e., a single decoding task is sufficient to achieve the BER performance depicted in Fig. 6 . This finding does not hold for higher-order signal alphabets as shown in Section III.
The lower bound on the BER performance, derived from properties of the ISI channel and the code, also shows that the communication system defined in Section II-A is not well designed, since even the best possible decoder is still 4.5 dB SNR away from the channel capacity at a BER of . A remedy to this problem could be to increase the minimum distance of the convolutional code, but this results in a decoding complexity increase. Using precoding is a more elegant way to improve the distance spectrum. Such communication systems together with a turbo equalization receiver are studied in Section V.
It is interesting to consider the block length required to approach the performance of the BEP optimal receiver, or whether alternative approaches to turbo equalization exist with better performance. These questions are hard to answer and the graphical descriptions of coded data transmission over an ISI channel introduced in [85] , [86] suggest other iterative receiver approaches that may perform as well as turbo equalization (or even better).
The distance spectrum of the overall code, generated by the concatenation of the outer code with the inner rate-one code through an interleaver, yields the lower bound (dashed line) in Fig. 6 . It also decorrelates error bursts or, say, dependencies between neighboring samples of the soft information and produced by the equalizer and the decoder, respectively. Recall that the BCJR algorithm applied for detection and decoding assumes that the input symbols to the state-space model are independent, i.e., the input symbols for the ISI channel as well as the soft information about them are assumed independent. The same holds for the probability information about the output of a state-space model, i.e., the soft information about the code bits must be independent. The interleaver cannot remove dependencies in between the permuted bits or symbols, but it can reduce local dependencies.
The minimal required S parameter of the interleaver in a communication system applying turbo equalization can vary tremendously depending on the system configuration. For example, large memory in the channel or the FEC code usually requires a larger S and, thus, a larger block length for turbo equalization to work effectively.
Another issue of interest is the number of required iterations to achieve desirable BER performance. As a practical rule, longer block lengths require more iterations to approach the performance of the BEP-optimal decoder. In a practical implementation, the number of iterations is often constrained by the computational complexity allowed and the delay of the receiver algorithm. For more information about this topic, the reader is referred to [11] , [79] , and [87] . Fig. 7 shows how the linear MMSE estimator introduced in Section II-C can be integrated into the turbo equalization setup defined in Fig. 5 . It is called a soft-in soft-out (SISO) equalizer because it outputs and processes soft information. Clearly, the symbol-based MAP detector used in the previous section is a SISO equalizer as well. The first step is to incorporate the extrinsic LLRs into the equalization process. This is done by mapping the LLRs to probabilities followed by mapping them to new statistics and of the symbols . For BPSK modulation, this mapping is as follows: (12) A second step is to map the symbol estimates produced from the linear MMSE estimator to the extrinsic LLRs . Combining (9) with (11) yields the following rule to compute (13) where is the value of the PDF evaluated at . The extrinsic LLR should not depend on and, consequently, neither should the estimate depend on , which affects the derivation of the estimation algorithm.
E. SISO Equalization Based on Linear MMSE Estimation
In contrast to Section II-C, the linear MMSE estimator considered here processes a length-window of observations , rather than the complete sequence to compute the estimate . The solution in (8) produces all estimates at once, but this requires the solution of an system of equations (complexity ) and to linearly process the sequence (complexity ). In the remainder of this section, the system matrix is constructed under the termination assumption as shown on the left side of (2).
The estimate of minimizing the MSE is given by (14) From the ISI channel model (1) it follows that (14) is given by (15) where is the submatrix of the system matrix and i.e., is the th column of . The submatrix is given by the equation at the bottom of the page for the time indices . For simplicity, is assumed to have the same structure for the remaining time indices. Although is time-invariant, the time index is kept to make clear that the following equalization algorithms apply to time-varying ISI channels as well.
Under the termination assumption, the statistics and are set to 0 and 1, respectively, for time indices outside the range , which assumes that no information about the corresponding symbol is available and the IUD assumption is applied. The analogous conditions are treated in a straightforward manner.
The estimate calculated in (15) depends on via and . In order that be independent from , this particular LLR is set to 0 while computing . This choice corresponds to an IUD assumption made on the particular symbol . It follows that and should be replaced by 0 and 1, respectively, while computing , which changes (15) to Using Woodbury's identity [88] , the expression can be simplified as follows:
. . . The estimates are now given by (16) To calculate the extrinsic LLRs , we have that the mean and the variance of the estimation error are given by and under the constraint that is replaced by 1 yields (17) where again Woodbury's identity was applied. Under the Gaussian assumption on the distribution of the estimation error , the PDF is given by . Finally, from (13) the extrinsic LLRs for BPSK modulation without precoding are given by (18) The complete SISO equalization algorithm using linear MMSE estimation is shown in Table III .
When the input LLRs are 0 for all time steps , e.g., for the initial equalization step in Fig. 5 or for usual linear MMSE estimation without incorporating prior knowledge about the symbols , the means are equal to 0 and the variances are equal to 1 for all . It follows that the coefficient vectors are given by for all , i.e., they are time-invariant and equal to the common linear MMSE equalizer [3] . The estimates are in this case given by and the extrinsic LLRs are given by . The BER performance of turbo equalization using linear MMSE estimation as equalization algorithm is shown in Fig. 8 for the same block length as in Fig. 6 . Using the equalizer and the decoder once corresponds to separate equalization and decoding. Applying the steps outlined in Fig. 5 while computing the LLRs according to (18) results in a performance gain even larger than that for turbo equalization based on symbol-based MAP detection shown in Fig. 6 . After one iteration, 8 dB SNR less are required to achieve a BER of . As in Fig. 6 , the performance does not improve significantly using more iterations and, instead, approaches the BER performance of the soft decoder with an ISI-free channel (dotted line in Fig. 6 ). The BER performance of turbo equalization using the linear MMSE estimator is in general worse than that using the symbol-based MAP detector for turbo equalization for any SNR and any number of iterations, because the locally BEP-optimal MAP detector produces more reliable extrinsic LLRs . However, comparing the Figs. 6 and 8 reveals that the performance gap between the two diminishes with iterations of the turbo equalization algorithm and is negligible after 8 iterations.
The applicability of decision-feedback equalization for turbo equalization was investigated in [29] . However, the results were not promising as this amounts to replacing soft information by a quantized value, which is inferior to the soft information itself. As such, the linear MMSE approach is, in fact, a decision feedback equalizer that employs soft decisions from the decoder, rather than hard decisions from the output of the equalizer or decoder.
The BER performance of turbo equalization is also affected by the Gaussian assumption made on the distribution of the estimation error (19) Recall that this assumption allows computation of the extrinsic LLRs efficiently. However, these LLRs are incorrect if the true PDF is not Gaussian. Using the exact PDF for each time index to accurately calculate the equalizer output LLRs is impractical. Fortunately, the Gaussian density given by is a good approximation to , although this observation does not hold for higher-order signal alphabets as shown in Section III.
Input LLRs with large magnitude yield that and hold. The coefficient vector and the term are in this case given by and where is the power of the ISI channel. The estimates are given by (20) , at the bottom of the page. The estimation error is given by
The PDF is the superposition of the two conditional PDFs , which are given by , weighted with
The constant assures that is a PDF. This distribution closely matches the Gaussian approximation given by . The performance results in Figs. 6 and 8 indicate that the linear MMSE estimator is a viable alternative to the symbolbased MAP detector, since the BER performance is nearly identical after a few iterations. However, this result should be interpreted with care, since the required number of iterations and the required blocklength may be beyond the specifications of a given application. For separate equalization and decoding and within early iterations, there is still a considerable performance gap between the two approaches.
(20)
III. COMMUNICATION SYSTEMS USING PSK OR QAM MODULATION
A. System Model
In this section, the transmitted symbols are now chosen from a -ary QAM signal alphabet , i.e., they are in general complex-valued. The -tuples are directly mapped to a symbol using a Gray mapping function. The ISI channel model is identical to (1) except that the channel coefficients are complex-valued and the noise samples are circularly symmetric complex Gaussian distributed with variance (21) The PDF is therefore given by , where denotes
The same length-3 unit power example channel as in Section II-A is used to illustrate the BER performance of the algorithms described here. The system matrix is constructed as in (2) .
The same memoryconvolutional code as in Section II-A is applied such that the system code rate is given by
The signal alphabets can be chosen to satisfy the power constraint under the IUD assumption on the symbols . BER performance results are obtained using an 8-PSK alphabet. This choice is made for simplicity, i.e., the following derivations apply to any memory-ISI channel with complex-valued coefficients and any finite signal alphabet .
B. SISO Equalization Based on Symbol-Based MAP Detection
The focus of this section is on the second step in Fig. 5 , which is to compute the extrinsic LLR from the observations and all input LLRs except .
We first consider MAP detection as in Table I . The trellis describing a memory-ISI channel with input symbols from a signal alphabet of size has states. The entries of the matrices are given by the first equation at the bottom of the page, for , where and follow from the ISI channel trellis and . The scaling can be neglected if a normalization step is added in the forward and backward BCJR recursions.
Each symbol depends on exactly code bits , such that a symbol probability is the product of extrinsic code bit probabilities, i.e., with map . For example, the probability for an 8-PSK alphabet might be given by . The soft mapping can be rewritten in terms of extrinsic LLRs map (22) Practical implementations of the BCJR algorithm most often store the quantity , whose entries are easily computed from the LLRs as shown in the second equation at the bottom of the page, where map and all unnecessary normalization factors are omitted.
The soft demapping from the posterior probabilities to the extrinsic LLRs is performed by marginalizing in the corresponding joint probability , as shown in the first equation at the bottom of the next page, with , where follows from the trellis describing the ISI channel and and are part of the BCJR algorithm. To ensure that does not depend on , we observe that computing with the extrinsic transition matrix, as shown in the second equation at the bottom of the next page, ensures that does not depend on , only. This relationship follows from (22) and that the product can be factored out of the expression map . The system rate given an 8-PSK signal alphabet equals bits per channel use for large block lengths . A minimum SNR of 4.7 dB is required in order that the corresponds to a valid trellis branch otherwise, corresponds to a valid trellis branch otherwise, constrained IUD capacity for 8-PSK is larger than . Thus, the capacity limit for arbitrarily reliable data transmission using the given system configuration is 4.7 dB SNR.
The BER performance of turbo equalization using the symbol-based MAP detector as equalization algorithm is shown in Fig. 9 for the same block length as in the previously shown simulations in Figs. 6, and 8. Applying the steps outlined in Fig. 5 results in a performance improvement in the first iteration, since 1.5 dB SNR is gained at a BER of . As in Section II-D, more iterations do not improve the performance significantly and, instead, the BER performance of the soft decoder (10) without ISI (dotted line in Fig. 9 ) is a lower bound. In this case, the channel model (21) simplifies to such that the extrinsic LLRs are given by (23) , at the bottom of the next page, where the PDF is given by . The equalization step given an ISI-free channel is merely a soft demapping operation. A communication system consisting of a FEC code, an interleaver, and a mapper, which transmits data over an (ISI-free) AWGN channel is called bit-interleaved coded modulation (BICM) in the literature [89] . The explanacorresponds to a valid trellis branch otherwise, and map map tions at the end of Section II-D and the results in [89] show that the BER performance of BICM is the same as that of the BEP-optimal decoder (6) for ideal interleaving. Since the performance of turbo equalization closely approaches that of BICM as shown in Fig. 9 , we again observe that turbo equalization achieves the performance of the BEP-optimal decoder for the communication system. However, the BER performance of BICM is far away from the capacity limit, which calls for additional system design, e.g., including precoding or the use of another mapping function map [90] .
C. SISO Equalization Based on MMSE Estimation
It is also natural to extend the SISO equalizer based on linear MMSE equalization derived in Section II-E to higher-order signal alphabets. As in (14) , only a length-window of observations is considered to compute the MMSE-optimal estimate of minimizing the MSE . The MMSE-optimal estimate of the complex-valued symbol is not a linear, but a widely linear [91] combination of the complex-valued symbols (24) where It is also possible to consider the real-valued estimate of , which linearly depends on the real-valued observations and , as in [92] . However, it turns out in Section IV that low-complexity approximate implementations of (24) are easier to derive based on the description in .
The statistics and of the transmitted symbols given an arbitrary signal alphabet are given by and (25) Recall that the soft information is a symbol probability that takes on a value from . The pseudocovariances and using the ISI channel model (21) are and From the independence assumption on the symbols is a diagonal matrix with the pseudovariances (26) on the main diagonal. Combining all results, the estimates are given by (27) where , and . A special case are IUD symbols , i.e., is a uniform PMF, which holds in the initial equalization step of turbo equalization or for separate equalization and decoding. In this case, and holds for all given many signal alphabets. Moreover, the pseudovariances vanish for all , i.e., the symbols are circularly symmetric except for the BPSK alphabet. The corresponding constraint on the signal alphabet is . The coefficient vector vanishes if holds for all such that the estimation problem simplifies greatly to (28) This solution is similar to that in (8) be replaced by 0, 1, and 0, respectively, while computing , which changes (27) to (29) where , and using the updated matrices and .
The statistics
, and of the estimation error under the constraints that and be replaced by 1 and 0, respectively, yield , and and The PDF is, thus, given by under the Gaussian assumption, i.e., (30) , as shown at the bottom of the page. The extrinsic LLRs are given by (31) , at the bottom of the page, where (30) map map map map (31) , and . The complete SISO equalization algorithm based on widely linear MMSE estimation is shown in Table V .
When the input LLRs are 0 for all , e.g., for the initial equalization step in Fig. 5 or for usual MMSE estimation without incorporating prior knowledge about the symbols , all means and pseudovariances are 0 and all variances are 1. As shown in (28) , the estimates are given by with under this condition. The statistics of the estimation error simplify to , and , i.e., the estimation error is circularly symmetric and distributed with under the Gaussian assumption, which simplifies the computation of the extrinsic LLRs to that shown in the equation at the bottom of the page, with . The BER performance of turbo equalization using the widely linear MMSE estimator is exhibited in Fig. 10 for the same block length as in Fig. 9 . The system model and 8PSK signal alphabet are as in Section III-A and the window parameters , and are similar to the choice in Section II-E.
It turns out that the Gaussian assumption made on the estimation error , which is, in particular for higher-order signal alphabets, not accurate [93] , is a limiting factor in this case. The inconsistency apparent in the derivation for the linear MMSE estimator used for BPSK modulation in Section II-E does not cause a significant performance degradation as shown in Fig. 8 , due to the good match between and the Gaussian approximation. In contrast, the degradation is significant in Fig. 10 . A remedy to this problem could be a more accurate modeling of as proposed in [93] at the expense that the calculation of the extrinsic LLRs becomes more complex.
IV. IMPLEMENTATION ISSUES
The focus of this section is on the computational complexity of the MMSE estimation algorithm. The computational complexity is measured per SISO equalization task, which is to produce extrinsic LLRs from input LLRs and observations . This task has to be repeated for each iteration of the turbo equalization algorithm. The complexity depends on the following system parameters: the size of the signal alphabet , the memory of the ISI channel, the estimator window length , and the number of symbols transmitted over the channel.
A. Trellis-Based Approaches
SISO equalization based on symbol-based MAP detection can be implemented on a trellis with states as shown in Table I (for BPSK modulation) and in Section III-A for arbitrary signal alphabets. It follows that the computational complexity of a SISO equalization task is of order . The same holds for sequence-based MAP detection using the Viterbi algorithm [6] , [83] . The exponential increase of the required number of operations in the channel memory , in particular for signal alphabets of large size , is a serious problem in a practical implementation. As a remedy, numerous approximations of both symbol-and sequence-based MAP detection exists, which aim to use an alternative trellis describing the ISI channel with fewer states [44] .
B. Linear MMSE Estimation of BPSK-Modulated Symbols
SISO equalization of BPSK-modulated symbols based on linear MMSE estimation is described in Table III . The complexity order of the SISO equalization task, which is to calculate the output LLRs , is governed by the inversion of the time-varying matrix to calculate the coefficient vector for each time step . This operation is of order such that the complexity of the entire SISO equalization task is of order . However, the structured time-dependence of the matrix admits a fast recursive solution for computing that has complexity that is . The time-recursive update algorithm introduced in [30] The efficient recursive implementation of the equalization algorithm in Table III 
Assembling from , and completes the recursive algorithm.
To bootstrap the time-recursive update algorithm, an initialization of at the starting time step is required, e.g., by computing . This operation can be trivial when the block of transmitted symbols starts with a preamble of at least symbols known to the receiver, which yields and, thus, . The complete SISO equalization based on linear MMSE estimation of BPSK-modulated symbols is summarized in Table IV . The most demanding operations to compute the output LLRs are matrix-vector multiplications such as and outer vector products such as , which are both of order . The complexity of the complete SISO equalization algorithm is therefore .
C. Approximate Linear MMSE Estimation of BPSK-Modulated Symbols
A further complexity reduction is possible by using a time invariant coefficient vector to compute the estimates , i.e., the time varying coefficient vector in (16) is replaced by the length-vector that remains constant for all (36) Fig. 11 . Performance of turbo equalization for the communication system described in Section II-A using approximate linear MMSE estimation of BPSK-modulated symbols. The BER performance (solid lines) is plotted for separate equalization and decoding as well as after 1, 2, or 8 iterations. The dotted line corresponds to the BER performance of the FEC decoder when no ISI is introduced in the channel. The dashed line is a lower bound on the BER performance of any decoder.
The blocklength considered is K = 510 (N = L = 1024). An S-random interleaver with S = 16 is applied.
where is a constant. Recall that is equal to in (16) , where it assures that is replaced by 1 while computing as shown in Section II-E. The complexity order of computing the estimates via (36) is , and the results in Fig. 11 show that this approach has an excellent complexity/ performance trade-off. Clearly, using (36) makes sense only if the ISI channel impulse response is time invariant, i.e., must be constant over time.
Of crucial interest is the actual choice for . In [29] was proposed to set equal to the MMSE-optimal solution in case all input LLRs are 0, e.g., for the initial equalization step. The coefficient vector is given by under this condition. While this choice yields a good BER performance of turbo equalization for the first few iterations, the performance degrades significantly compared to the MMSE-optimal approach in Table III . The reason for this behavior is explained in [29] .
Another method also proposed in [29] is to set equal to the MMSE-optimal solution in case all input LLRs have a large magnitude such that holds for all , e.g., after convergence of turbo equalization. The coefficient vector is given by under this condition, which is the matched filter to the ISI channel impulse response already derived in (20) . Performing turbo equalization based on this equalization algorithm has a severe convergence problem, i.e., large SNR is required to achieve performance improvements over the iterations [29] . This is not surprising, since the input LLRs are initially 0, a condition, for which the choice is certainly not suited.
A possible remedy to cure the weaknesses of both proposals is to start with for the first few iterations, where the input LLRs are usually of small magnitude. Subject to a quality criterion evaluating the output LLRs , the SISO equalizer switches to , which is suitable for input LLRs with large magnitude. This hybrid equalization approach is explained in detail in [29] .
A more powerful solution for was derived in [30] , which includes the above two choices as special cases (37) where is the average variance of the symbols and . This choice minimizes the average MSE if is chosen suitably, which can be shown using the orthogonality principle. The choice yields . The solution (37) is MMSE-optimal, i.e., it minimizes the MSE , whenever all are constant, e.g., in case all are 1 (initial equalization step) or all are 0 (convergence of turbo equalization).
The term can be approximated with by neglecting the boundary effects for time indices smaller than and larger than , which simplifies (37) to (38) Using this coefficient vector, the estimates are given by
The statistics and of the estimation error are given by A simplified way to compute is to approximate with a Gaussian distribution with time invariant statistics. The mean of this distribution is set to 0, since is always 0. The variance of this distribution is set to the average estimation error variance over all time indices where the last line follows from the approximation . The extrinsic LLRs are then given by (39) Note that this simplification of the LLR calculation assigns that same reliability to each output LLR . The complete SISO equalization based on approximate linear MMSE estimation of BPSK-modulated symbols is summarized in Table VI . The complexity order of this SISO equalization algorithm is . The BER performance of turbo equalization using approximate linear MMSE estimation is exhibited in Fig. 11 for the same block length as in Fig. 8 , which depicts the performance of turbo equalization using exact linear MMSE estimation. Comparing the two figures indicates that the performance degradation due to the imposed approximations is small. Both estimation algorithms attain the BER performance of the FEC decoder when no ISI is introduced in the channel. Recall that SISO equalization based on exact linear MMSE estimation has the complexity order as shown in Table IV , whereas SISO equalization based on approximate linear MMSE estimation has the complexity order .
D. Approximate Linear MMSE Estimation in the Frequency Domain
Consider the following linear MMSE estimator:
which, when does not depend on the corresponding symbol statistics and , yields
where , and is (here) the th column of . By considering the following approximation, which is similar to that in Section IV-C, i.e., it minimizes the average MSE where , we see that the term is constant for all given a time invariant ISI channel and a system matrix constructed under a periodic extension. Using a cyclic prefix for transmission, i.e., becomes a circulant matrix. The subsequence transmitted prior to is the so-called cyclic prefix [94] , which in general consists of the last symbols of given a memory-ISI channel. Using the constant term , the estimates are given by which can be combined to (42) The complexity of this calculation can be reduced to by calculating (42) efficiently in the frequency domain, since is a circulant matrix, i.e., its columns are cyclic shifts of the first column . It follows that is equal to , where is the DFT matrix and is the spectrum of . Applying this relationship to yields where was replaced by in order that the properties and of the DFT matrix can be applied. The estimate vector is finally given by (43) , at the bottom of the next page. It will be exact whenever all symbol variances are identical, e.g., in the initial equalization step in turbo equalization, where all are 1. The constant can be calculated using The complexity of the actual estimation part is only and that of the complete equalization algorithm is , using the fast Fourier transform [95] . The extrinsic LLRs are calculated as in Section IV-C. A detailed study of the complexity of estimation algorithms working either in the time or in the frequency domain has been carried out in [96] .
The complete SISO equalization algorithm based on approximate linear MMSE estimation of BPSK-modulated symbols in (43) Table VII . The BER performance of turbo equalization using this estimation algorithm is identical to that in Section IV-C, where approximate linear MMSE estimation of BPSK-modulated symbols in the time domain was applied. The frequency domain approach can perform slightly better than the time domain counterpart in Section IV-C, since the entire received sequence is used to estimate each symbol . However, the improvement is usually small as long as the window parameter is chosen sufficiently long.
E. Linear MMSE Estimation of PSK-or QAM-Modulated Symbols
Another approximation is to simply discard the pseudovariances while computing , i.e., the transmitted symbols are assumed to be circularly symmetric. By setting to 0 for all , the calculation of the estimates in (29) simplifies greatly, since and vanish for all and is given by (44) where and . The expression is equal to , which can be shown using Woodbury's identity. It follows that the estimates can be computed as follows:
The computation of the extrinsic LLRs can be shown to be as described in the first equation at the bottom of the next page, where . The complete order SISO equalization algorithm based on linear MMSE estimation of PSK-or QAM-modulated symbols is summarized in Table VIII .
The BER performance of turbo equalization using the linear MMSE estimation of PSK-or QAM-modulated symbols is studied at the end of the next section, which introduces an even simpler MMSE estimation algorithm. 
F. Approximate Linear MMSE Estimation of PSK-or QAM-Modulated Symbols
An approximate linear MMSE estimation of PSK-or QAMmodulated symbols algorithm follows from using a time-invariant coefficient vector to compute the estimates (45) where and . This solution has a complexity order of per time step similar to the approximate linear MMSE estimation algorithm for BPSK-modulated symbols summarized in Table IX . The dotted line corresponds to the BER performance of bit-interleaved coded modulation given an ISI-free channel after 8
demapping-decoding iterations. The considered blocklength is K = 510 (N = 1024 and L = 342). An S-random interleaver with S = 16 is applied. Fig. 13 . Combined trellis of a length-3 ISI channel given by the coefficients h = 0:407; h = 0:815, and h = 0:407 and the precoderc = c +c under the termination assumption. Note that compared to the trellis in Fig. 3 , only the input x in the labels x =v has changed. and pseudovariance . The latter is again ignored, which yields the formula to calculate the LLRs as shown in the equation at the bottom of the page, where . The complete order SISO equalization algorithm based on approximate linear MMSE estimation of PSK-or QAM-modulated symbols is summarized in Table IX .
The BER performance of turbo equalization based on (approximate) linear MMSE estimation of PSK-or QAM-modulated symbols is exhibited in Fig. 12 for the same block length as in Fig. 9 , which depicts the performance of turbo equalization using exact MMSE estimation. Both the order linear MMSE algorithm summarized in Table VIII  and the order approximate linear MMSE algorithm summarized in Table IX are considered. Comparing the two figures indicates that the performance degradation due to the imposed approximations is small, but not negligible. For separate equalization and decoding, all three solutions are identical and, thus, yield the same BER performance. map map V. PRECODING When considering the concatenation of a channel code with an interleaver followed by an ISI channel as a serially concatenated convolutional code, it is clear that the inner code in this defacto turbo-code is the rate-one convolutional code over the reals provided by the ISI channel. With a finite delay-spread, this inner code typically has a poor distance spectrum. One method of improving the performance of this inner coder is through the use of a recursive precoder which, in effect, makes the inner-code, of the constructed turbo-code, recursive.
We now consider the use of precoders in the transmitter of Fig. 1, i. e., where -tuples of code bits are precoded to the -tuples using a memorystate-space model. The BER performance of ML decoding with perfect interleaving but no precoding and an ISI channel is lower bounded by the ML decoding performance of the FEC decoder given an ISI-free channel at the same SNR. This lower bound can be seen in Figs. 6, 8, 9, 10, 11, and 12. Clearly, the decoding performance is bounded away from capacity limits. Precoding is an elegant way to improve the distance spectrum of the transmitter such that the lower bound on the BER decoding performance, can be beaten.
Using precoding, is affected by and all previous tuples . Vice versa, must be computed taking into account the entire sequence , i.e., (46) Given a state-space model of the precoder, can be obtained using the BCJR algorithm on the combined trellis of the precoder state-space model and the ISI channel state-space model. 
where the terms are arbitrary matrices with binary numbers as elements, the state-space models of the channel and precoder can be combined to (48) , at the bottom of the page, where map is the element-wise mapping from the lengthstate vector to symbols from . The corresponding trellis has states as in the case of no precoding. This holds as well for any precoder with memory less than , whose parameters and can be brought into the form (47) . Although the constraints in (47) limit the number of possible precoders considerably, the remaining choice turn out to be powerful enough to improve the BER of turbo equalization tremendously.
The extrinsic LLRs are computed as in Section III-B using the combined precoder-channel trellis shown in the second equation at the bottom of the page, with , where and are part of the BCJR algorithm and returns 1 for all trellis branches with input label and 0 otherwise. For example, to compute for an 8-PSK alphabet the summation in the numerator might be over the 3-tuples and the summation in the denominator over the 3-tuples . The extrinsic transition matrices are defined as in Section III-B. Consider the system configuration in Section II-A, which uses BPSK modulation and a length-3 channel given by the coefficients , and . In addition, the memory-1 precoder is applied, i.e.,
, and . The initial state is 0. This particular precoding rule can be rewritten to with . The parameters and satisfy the constraint (47), i.e., the combined precoderchannel trellis has only states and is derived from the state-space model: map map (49) Fig. 13 depicts the corresponding trellis with the branch labeling and Fig. 14 depicts the state machines of the precoder and the ISI channel. The top plot shows both machines separately, such that the combined precoder-channel trellis has states due to the three memory elements in the system. The bottom plot shows an identical state machine corresponding to (49) , which requires only two memory elements. This state reduction is possible, because the precoder satisfies (47) .
The BER performance of turbo equalization using the precoder and symbol-based MAP detection as equalization algorithm is exhibited in Fig. 15 [80] for the same block length as in Fig. 6 , which depicts the performance of turbo equalization using symbol-based MAP detection without precoding. Whereas the BER performance of separate equalization and decoding is below that of the system using no precoding shown in Fig. 6 , after one iteration the performance bound of the systems using no precoding is beaten.
Another difference to systems without precoding is the strong correlation between the block length and the number of iterations where performance gains are achieved. This effect has two explanations: The spectrum-enhancing property of precoding is in fact only a necessary condition to achieve improvements in the distance spectrum. The distance enhancement is due to the interleaver, which permutes the ones of the low weight code words of the FEC code far away, such that large weights are accumulated in after precoding. An increasing code length improves this effect, since the interleaver can permute larger groups of consecutive bits farther apart. The bit permutation exerted by the interleaver also helps to fulfill the independence assumption made on the input LLRs to the equalizer and decoder. A system without precoding takes only advantage of the "information decorrelation" purpose of interleaving, which explains why the BER performance over iteration ceases to improve. A system with a carefully designed precoder takes a two-fold advantage of the increasing block length , since both the distance spectrum improves and the interleaver can better decorrelate the input LLRs.
The BER performance of turbo equalization using the precoder and symbol-based MAP detection as equalization algorithm is exhibited in Fig. 15 for the block length . Compared to Fig. 15 , nearly error-free performance is achieved at 2.6 dB SNR after 20 iterations. This is only 1.2 dB away from the capacity limit. The code optimization algorithms in [97] , [98] narrow this gap even further.
It is natural to replace the symbol-based MAP detector by an MMSE estimator in case the combined precoder-channel trellis has too many states. Using precoding, the extrinsic LLRs cannot be obtained from using soft demapping as in Sections II-E and III-C, since a particular code bit tuple depends on all symbols . We note that must be computed by marginalizing in the joint probabilities with . This can be done efficiently with the BCJR algorithm using the precoder trellis, where the transition matrices and are constructed with the corresponding probabilities . However, the BCJR algorithm is derived based on the assumption that the observations of the output or map , respectively, of the precoder state-space model are conditionally independent given , e.g., . This is not the case with the estimates produced by the MMSE estimator.
A remedy to this problem is to place an interleaver between the precoder output and the mapper to . The resulting cascade FEC code-interleaver-precoder-interleaver-mapping is a three-fold concatenation, for which the turbo equalization algorithm in Fig. 5 must take the form of other iterative decoders for three-fold concatenated systems, as in [99] - [103] .
VI. CONCLUSION
This paper provides an overview of turbo equalization, including some of its basic concepts, applications, and tools for analysis. Beginning with the simple observation of [2] that an intersymbol-interference channel could be viewed as a rate-1 convolutional code over the reals, turbo equalization was simply an extension of the turbo decoding algorithm applied to a coded data transmission over a frequency selective channel. By considering the channel itself as an inner-code of a serially concatenated turbo code, the problems of equalization and decoding became inextricably linked.
Two critical components are the communication of extrinsic information between the equalizer and the decoder and the use of interleaving to enable the independence assumptions made at the equalizer and decoder to facilitate simple operation. As such, turbo equalization requires that both the equalizer and the decoder be capable of processing and outputing soft information, i.e., they need to have SISO capability. While symbol-based MAP detection and MAP decoding are natural SISO equalization algorithms, Koetter's work, and that of others, showed that MMSE estimation (and a host of other serially concatenated tasks) can be used to construct a SISO algorithm as well. An important observation is that the turbo equalization algorithm using either symbol-based MAP detection or linear MMSE estimation often achieves the BER performance of ML decoding for the complete communication link after convergence, i.e., turbo equalization has performance that approaches that of the exact joint equalization and decoding. However, a lower bound on the BER governed by the minimum distance of the FEC code is bounded away from the capacity limit, when the ISI channel has finite memory. Precoding, however, provides a simple means for overcoming this performance limitation and in certain cases can be designed without an increase in receiver complexity. We see that the turbo equalization approach is tightly connected to recent work in a variety of areas, including turbo codes, LDPC codes, and iterative detection and decoding algorithms. Just as turbo equalization grew out of the original turbo decoding algorithm, there are numerous extensions of the basic turbo equalization approach in which a wide variety of signal processing tasks have been incorporated into the joint estimation process. There are a host of additional means in which to explore the turbo equalization approach, and we refer the interested reader to the references cited and the references contained therein. A few of the important open problems in this area include: a detailed theoretical analysis of the convergence and asymptotic performance of turbo equalization; operation in the presence of unknown and time-varying channels and the relative merits of frequency-domain and time-domain formulations in this context; complexity-reduction approaches to turbo equalization for MIMO-ISI channels and the development of other non-trellis-based detection methods that provide performance between that of MMSE and MAP performance. We hope that this overview of the general concepts and salient features enables further exploration into this topic that we find both challenging and fascinating.
