Abstract-Precise friend recommendation is an important problem in social media. Although most social websites provide some kinds of auto friend searching functions, their accuracies are not satisfactory. In this paper, we propose a more precise auto friend recommendation method with two stages. In the first stage, by utilizing the information of the relationship between texts and users, as well as the friendship information between users, we align different social networks and choose some "possible friends." In the second stage, with the relationship between image features and users, we build a topic model to further refine the recommendation results. Because some traditional methods, such as variational inference and Gibbs sampling, have their limitations in dealing with our problem, we develop a novel method to find out the solution of the topic model based on series expansion. We conduct experiments on the Flickr dataset to show that the proposed algorithm recommends friends more precisely and faster than traditional methods.
Two-Stage Friend Recommendation Based on
Network Alignment and Series Expansion of Probabilistic Topic Model finding a good on-line friend is not easy without the help of good recommendations. Traditional friend recommendations widely applied by Facebook and Twitter are often based on common friends and similar profiles such as having the same hobbies or studying in the same fields. These methods usually provide a long ranked possible friend list, but the recommendation precision is usually not satisfactory due to its complexity. Nowadays people are commonly retained in a multi-resource environment, and usually do not seek friends based on only one kind of information anymore. Recently cross domain friend recommendation technologies have been extensively explored [2] - [4] . [2] applies a matrix factorisation method to combine the image and text information, [3] considers the proximity and homophily information for synthesised recommendation, and [4] specifies individuals' requirements from different domains. Most of these papers utilise information from different resources simultaneously for recommendation. In this paper, we approach this recommendation problem in a different way by utilizing the multi-domain information in different stages for a more precise recommendation.
The reason why we apply the multi-stage friend recommendation scenario lies in the complexity of multi-source information and the decision making behaviour of people. For example, an individual might make an on-line friend because they discuss a hard mathematical problem, or it is possible that he/she makes a friend because they both enjoy a film. The reason for friend making might be very diverse. It would be relatively difficult if we consider different factors together at the same time for recommendation. In our opinion, it is more convenient and clearer to analyse these factors step by step, rather than to deal with such cross-domain information as a whole. By untwisting the different factors in the recommendation procedure and analysing each factor in depth, a more precise recommendation performance is expected. As a consequence, we apply a two-stage framework to synthesise heterogeneous information from different domains.
In this paper, we concentrate on the widely-used image and image-related experience sharing website Flickr, where individuals can upload photos and tags for sharing as well as make online friends (Flickr Contact) and join communities (Flikr Group). Tag (text) information is quite useful for friend recommendation since it is simple and direct. For example, two individuals that both have interest in tags "travel" and "historical people" have higher probability to be friends with each other. Text-based friend recommendation have been successfully developed in [5] , [6] . We apply the text information in our first stage.
Image information is also helpful for friend recommendation. On the other hand, image information is vaguer and more complex for this task. For example, it is hard to claim that two individuals who both enjoy some vivid and colourful photos, or some photos of beautiful women have the higher probability to be friends. As a consequence, in our algorithm, we utilise the image information as a supplementary source in the second stage of the algorithm, to refine the result of the first stage.
In the first stage, similar to [5] , based on the correlation of different networks, we align the tag-similarity network to friend network to obtain a possible friend list. Specifically, we consider each user as one node in a graph, and we crawl the uploaded tags from each user and calculate the tag similarity between any two users as the edges to form a tag-similarity network. On the other hand, we also obtain the friendship information in Flickr, and if two users have friendship with each other, we add an edge between the two to form a contact network. In this way we build a tag-similarity network and a contact network that have the same nodes but different topologies. Because the tag-similarity network and contact network on Flickr are related to each other, we dig their correlation by choosing important tag features, to make the tag-similarity network more similar to the contact network. In this way, the chosen tag features provide a guideline for friend recommendation. This stage makes a mass election of possible friends.
In the second stage, to overcome the problem that the mass election considering only the tag information might not be precise, we build a topic model to illustrate the relationship between user's friend making behaviour and the image features they have uploaded. This stage refines the list obtained in the first stage. The main reason for applying a topic model in our second stage lies in the fact that the topic model has the ability to tell on what probability a user would prefer a photo/item/friends. The probabilistic topic model discovers the abstract "topics" that occur in a collection of documents/datasets, and it has been widely used in recommendation systems [7] - [9] . By introducing some latent variables and applying the Bayesian rule, it is conceptually easy to combine information from different domains and make specific recommendations [7] , [9] . Generally it assumes that people's various behaviours such as shopping, posting and friend making are controlled by some latent topics. Certain people have particular bias on different latent topics. For an individual that acts differently in different domains, his/her latent interest topic might be similar. For example, a user who posts many different photos about food on Flickr might have higher probability to be interested in the topic of cooking, and thus it is reasonable to recommend some kitchenware to him/her on Amazon. Furthermore, the topic model provides a relatively precise probability to show to what extent an individual is interested in a topic, and thus makes it easy for further recommendation.
In this paper, we propose a topic model to correlate the data about the Flickr image information and the contact information. Compared with some previously cross-domain topic models, our model is more compact with less parameters, which leads to some computational convenience. Briefly, we assume that the attractiveness of photos is controlled by a latent variable, and individuals' photo uploading behaviours and their friend making behaviours are controlled by some other latent variables. By determining the values of these latent variables we can predict individuals' friends.
However, it is often not easy to find the solution of a topic model when different domains are concerned, for it involves the integrals of several coupled random variables, which is a complicated mathematical problem in general [10] . Two methods are widely used to deal with this problem: Gibbs sampling [11] and variational inference [10] , or the combination of the two [12] . Although applied successfully in many cases, both of them have some disadvantages: for Gibbs sampling, it is inefficient for large count values since it requires averaging over many samples to reduce variance; for variational inference, though it is efficient to deal with large scale data, the variational step makes it hard to control the precision when approximating the integrals when making the Bayesian inference. In this paper, with the help of Mellin and inverse Mellin transform, we propose a novel way based on series expansion to calculate the coupled integrals that are required in the Bayesian inference.
Matrix factorization (MF) method can be also applied to deal with the cross domain recommendation problems [13] , [14] . It decomposes different social networks into latent vectors to find the important factors that influence individuals' social behaviours, and make recommendations based on these latent factors. However, it lacks a mechanism to draw the complete distributions of the whole social network, and thus might lead to some local optimum. Our proposed method provides a way to describe the whole distribution of the social network, to perform a better recommendation.
To sum up, we build a two-stage friend recommendation system based on text and image data: in the first stage, we apply tag-user information to get a possible friend list, and in the second stage we refine the list by utilizing the image-user information. Our main contributions are as follows: Firstly, we build a compact topic model to analyse the relationship of the data from different domains. Secondly, we propose a novel method based on the study of the distribution of algebra of random variables to find a solution of the model. The solution is given in a series expansion form, and can lead to more precise solutions of the model. As far as we know,this is the first time to solve a topic model from the aspect of integral series expansion. We also make comprehensive experiments to show the effectiveness of our method.
The rest of the paper is organised as follows: Section II outlines related work. Section III introduces our system framework. Section IV gives the detailed explanation of our series expansion method. Section V evaluates the performance of our method and some analysis is made according to the results. Lastly, Section VI concludes our work.
II. RELATED WORK
Our work in this paper is mainly related to the following research fields: friend recommendation, topic model, and algebra of random variables.
A. Friend Recommendation
Friend recommendation is a relative challenging issue compared with item or group recommendations, for there might be various reasons for two persons to become friends, and online and offline friendships are quite different. Recently, [15] even provides some method to distinguish the online and offline friends.
[6] makes a survey of individuals' daily life, and then summarises the reports as their "life styles" using latent Dirichlet allocation algorithm (LDA). [8] collects individuals' posts in Micro-blogs and arranges them in a chronological order. By building a temporal-topic model it can recommend different friends to each user at different time, as the user's interest changes from time to time. [16] utilises the information from different platforms (Flickr, Twitter, Google+, etc) to alleviate the sparsity problem of social networks, the idea is that Google+ can provide a information bridge between these different social platforms. In this paper, We dig the friend recommendation problem deep by considering multimedia information one platform, and applying a two-step scenario to refine the result.
1) Cross-Domain Recommendation: As mentioned in Section I, individuals' decision of making friends are often multi-dimensional. As a result, recently many researchers consider friend recommendation based on cross-domain information. [17] considers the friend recommendation problem at working places and conferences, by utilising both users' temporal location as well as their common friend information. [2] combines three aspects of each user's information: the items one likes, the friends one has, and the groups one belongs to. Such information of different aspects is synthesised and integrated into one cost function. By optimizing the cost function, the heterogeneous data are fused for item, group and friend recommendations. In [16] , individuals that have both accounts in Flickr, Twitter and Google+ are collected to build the relationship of the two social websites. The common behaviours of each user in Flickr and Twitter are analysed and the friend recommendation of the two domain is made based on these common behaviours.
[4] divides the different data in Flickr into two classes: interaction data(comments, making favorite photos) and similarity data(common friends, groups, tags, geo, visual), and applies these two classes of data comprehensively to estimate the strength of the ties between users. [18] utilises Flickr social relations for further multimedia recommendation. It builds a topic model to combine the image, text, and friendship information to discovery individuals' preferences. The topic model is solved via Gibbs sampling.
For the works listed above, the data from different domains are processed simultaneously or fused together to get the final recommendation result. On the one hand, the above methods take the advantage that data from different domains might be related to each other; On the other hand, these methods combine the cross-domain information in one step ( [16] ) or synthesise it in one cost function ( [2] ), thus usually can not give a good explanation of how the data from a specific domain contribute to the final recommendation result, and the twisted data from different domains often makes the problem more complex. To have a better understanding of the effectiveness of the data from each domain, in this paper, we design a two-step recommendation that in each step we utilise the data from one domain.
2) Multistage Recommendation: Existing multi-stage recommendations are usually applied to find some patterns of users or items. For example, in [19] , a two-stage mobile recommendation is proposed to help users find the correct events. The first stage clusters people according to their profile similarity and the second stage discovers the event-participating pattern. [20] designs the first stage to find some related resources that one user requires, and the second stage is used to find some patterns that the user might prefer from the previous stage for further recommendation. Both [19] and [20] can handle the cold-start problem well but do not consider much about the cross-domain problem.
In this paper we apply a different strategy: in the first stage, some relatively good results are chosen by observing the text data; then we refine the results in our second stage, with the help of image data. In our previous paper [21] , we provide a two-stage recommendation and each stage utilises data from different domains by alignment and co-clustering. However, co-clustering method lacks the ability to tell the intimacy distance between two individuals exactly but only to group people roughly with similar properties, and thus can not make precise recommendation. To overcome this problem, in this paper we propose a probabilistic topic model in the second stage for a better recommendation. We also provide a novel and more precise method to solve the topic model problem.
B. Probabilistic Topic Model
In the second stage of our model, a topic model is applied to get a more precise recommendation.
1) Topic Model in Recommendation:
The probabilistic topic model is a successful approach solving the problem for information retrieval [10] and recommendation [7] - [9] . For example, [8] recommends temporary friends to users by building models that contain latent variables that illustrate users' interests change with time.
By assuming some latent factors it is conceptually easy to build the relationships among different domains. [7] designs a model that connects the Flickr and Foursquare data for image, topic and item recommendation. It assumes that both domains have some common latent factors and each domain also has its own latent factors, and the users' activities on these two platforms are the synergism of all these factors. Gibbs sampling is applied to find the value of the latent factors. [9] considers the friendships and the votings on the large Film rating website. To predict individual's flavour about films his/her social relationships and scores of films are combined with some latent factors. Variational methods are applied to solve the model. To make the model to illustrate the situation of the real world more accurately and reasonably, both [7] and [9] make many assumptions of the latent topic and thus contain many unknown parameters to infer: [9] contains more than 10 unknown parameters and [7] has more than 30. The presence of so many unknown variables not only greatly increases the complexity of the algorithm, but also leads to other problems such as overfitting or redundancies. In this paper we build the model in a more compact manner.
2) Gibbs Sampling, Variational Inference and Matrix Factorization:
Due to the coupling of latent variables, the direct inference is usually impossible for a specific topic model. Generally there are two methods to find a solution for topic model: Gibbs sampling [22] and variational inference [10] . For some complex multivariate probability distributions, to determine the parameters of the distribution, direct sampling is difficult. Gibbs sampling samples the marginal distribution of one variable each time, and iteratively samples all the marginal distributions. The variational method, on the other hand, approaches the solution by approximating the original complex distribution with a factorised one, which is easier to handle.
As stated in Section I, both of the two methods have some weaknesses: Gibbs sampling has difficulties in handling big data problems, and the variational method can not determine if the approximation is close to the original one. Some researchers consider combining the two in one problem: In [12] , small counts of data are sampled and the variational method is applied to update large counts, which improves the performance on the large dataset. However, how accurate the approximation of variational method is not yet discussed in [12] . In this paper, we propose a new solution to a topic model by directly calculating the distribution of the latent variables.
Compared with the above two methods, MF-based method also assumes some latent variables but instead of determining the marginal distribution of the observed data, it factorizes the observed data into different latent factors, which leads to some computational convenience and efficiency. Both of [13] and [14] utilize user friendship network and user-item network and obtain some latent factors that show the preference of individuals. The recommendations based on these latent factors are relatively effective. On the other hand, they do not try to find the probabilistic distribution of the network and all of these methods apply some gradient descent methods, that are relatively easy to be trapped into a local optimum. Our method avoids this drawback by deducing the distribution of the whole probabilistic model.
C. Algebra of Random Variables
The essential problem of our approach in this paper is to get the exact mathematical expression of the coupling of different random variables, mainly the sum and product of random variables. These problems were extensively discussed in the 1950s to 1970s year, last century, during which time the random process was a hot research topic but the computer simulation technology was not well developed. In [23] - [25] , the products of typical distributions such as Beta, Gamma and Rayleigh are discussed. Most of these works utilise the Mellin transform [26] as the essential tool for deducing. [27] gives a good summary of these works and also discusses the distribution of the sum of random variables. The algebra of random variables has also been studied recently in certain fields such as wireless communication in [28] and [29] . These works show that the product and quotient of random variables with certain distributions can be expressed analytically. We will mainly apply some of the results in [25] , [27] later in our work. As Gaussian distribution has some good properties(its domain of definition is all the real values, and has a central point, etc.) we assume that our latent variables to be Gaussian distributed.
III. SYSTEM MODEL
The main framework of our model is shown in Fig. 1 , which contains two stages: In the first stage, network alignment is applied to generate a possible friend list, by correlating the tag and contact data in Flickr; In the second stage, the user-uploaded image features generate some topics by utilising a probabilistic topic model, and a new method is developed to solve the model for precise friend recommendation.
A. First Stage: Network Alignment
The detailed alignment method has been discussed in [5] . The following is an introduction of its basic idea. An individual may join different social networks for different purposes. For example, one may at the same time join a football fan network for physical practice and a restaurant information sharing network to look for the best food. He/she plays different social roles in these different networks, and might make different friends. However, these different social roles for one individual are not independent, but related to each other.(The man might look for some food that helps quickly recuperate after hard physical practice). The motivation for social network alignment lies on the fact that these different networks, though having different edges (relationships), are usually related to each other. Taking Flickr as an example, according to the uploaded-tag-similarity of each user and their contact list, a tag similarity network and a contact network are formed. Although the topologies of the two networks are not the same, they are related to each other, for users uploading similar tags on Flickr have higher probability to make friends with each other. By digging the correlation of the topologies of different networks we may make inference for the knowledge from one domain to another.
Specifically, we align the Flickr tag-similarity network with the contact network, so that after the alignment, one tight edge between two users in the tag similarity network would imply that these two users have higher probability to have contact with each other. We align the tag-similarity network with the contact network by selecting important tag features. The reason we apply feature selection here lies in the phenomenon that when we look for online friends, it is common that we do not take care of all the factors of a person but concentrate on certain points that would interest ourselves. As an example, a traveller might post his photos with the following tags: "Sydney", "Blue Mountain", "great view", and "street". Among these tags some people might contact him/her for some more details about the experiences in ''Sydney" and ''Blue Mountain", but seldom would have interests about "great view" or "street" because they are too common. We can treat these two tags as redundancy for friend making. Based on this observation, we believe that some Flickr tags can be more indicative in the task of friend recommendation, because they are more important to reflect the connections on the contact network. We can treat these tags as important features for friend recommendation. Inspired by this phenomenon, we design a method to choose some important features that are more helpful for friend making decision.
Mathematically, assume that the feature selection matrix to be W, the known tag-user matrix to be X, the tag distance matrix to be L, and the first d eigenvector-matrix of the contact network to be V, the important feature can be obtained by solving the following problem:
The first term of (1) aligns the tag-similarity network to the contact network so that they become more similar to each other, and the second term preserves the local structure of the original tagsimilarity network. The third term is for regularization. In this way the tag feature selection matrix W makes the topology of the tag-similarity network more similar to the contact network, while preserving the topology of the tag-similarity network as much as possible. In other words, we align the tag-similarity network to the contact network. By comparing the similarity of two users on the those important tags we can generate a possible friend list for each user. The solution of W in (1) is discussed more thoroughly in [5] .
B. Second Stage: Topic Model
In the previous stage we get a possible friend list by considering the correlation between the tag and contact networks on Flickr. However, as the real world friend relationship is affected by many factors [1] , one stage is usually not enough for a precise friend recommendation. In the following stage, we introduce the image data as auxiliary information to refine the recommendation list.
We apply the topic model to combine the image data and the friendships in Flickr. It is common sense that a person uploads a photo on Flickr because he/she likes the photo. Why does he/she like the photo? We assume that in one's mind, some latent interest factors control his/her taste of image. For example, some people like colourful, vivid photos, while others prefer spectacular or imposing ones; children enjoy comic-style pictures while adults have more interests in realistic-style paintings; young women pay much attention to photos of beautiful clothes while young men to electrical devices. These latent factors are determined by various aspects such as age, gender, living experiences, etc. and can not be observed or simply summarised. We assume individuals' interest latent factor to be v. Each image contains the factors that attract people, such as colour, line, or history, which we assume to be a. The correlation of v and a determines whether a user would upload an image.
Similarly, we assume that each user exhibits some attractive factors during his/her activities in Flickr such as uploading photos, writing descriptions of photos and making comments, etc. We also summarise these attractive factors with the third latent variable b. Notice that the same user's interest latent factor v and attractive factor b are not the same. The combination of b and v determines whether two users should make friends with each other. For simplicity we view them as independent from each other. The topic model is shown in Fig. 2 .
In Fig. 2 , C and I stand for the 0 − 1 contact network and image-user network, respectively. C is an n × n matrix where n is the number of users. I is an n × f matrix where f stands for the number of total features. For C, if user k and user j are friends with other, then C kj equals one, and zero otherwise. For I, if the uploaded photos of user i contain an image feature j, then I ij equals one, and zero otherwise. a stands for image factor, and b stands for individuals' social interest factor, respectively. v stands for individuals' common interest factor that has effect on both his choice of images and friends. N I and N C stand for zeromean additive noises. The relationship can be mathematically expressed as follows:
We assume that all the latent random variables a i , b k and v j are Gaussian distributed with the parameters of means and variances of μ a , σ a , μ b , σ b , μ v , and σ v , respectively. The reason we choose Gaussian distribution is as follows: Although some other distributions that are in the form of an H-function (such as Beta, Gamma or Rayleigh distributions) would lead to some calculation convenience [27] , we assume Gaussian distribution here because it is defined on the whole real domain and contains negative values and has a central point, while other distributions such as Beta are only defined on the positive real domain.
The coupling between random variables a, b and v makes the integral of (2) often intractable. Traditional methods dealing with (2) contain Gibbs sampling [11] and variational inference [10] . Gibbs sampling meets with difficulties when the data scale is large, and the variational method applies some approximation that the precision is hard to control. In the following we develop a new approach to solve (2) that is based on Mellin transform and series expansion.
IV. SERIES EXPANSION

A. Product of Gaussian Random Variables
When dealing with the distribution of product of random variables, the Mellin transform is an essential tool [27] . We take the first equation in (2) to explain its basic idea. For simplicity we first neglect the noise term N ij (its effectiveness is to be discussed later) and we have I ij = a i v j for two random variables a i and v j with different probability distribution functions. One useful property for Mellin transofrm is: the Mellin transform of the product of two probability density functions (PDF) is equal to the product of the Mellin transforms of their PDFs.
Mathematically, we recall the following rule [27] : If a i and v j are two non-negative random variables with the PDFs f a (a i ) and f v (v j ), their product I ij = a i v j has a distribution h(I ij ), and then the Mellin transform of h(I ij ) is precisely the product of Mellin transform of f a (a i ) and f v (v j ), respectively. The expression is given as
where the Mellin transform and its inverse of an analytical function f (x) are defined as follows:
where c in (5) stands for an arbitrary real number. With the help of (3)- (5) and the known distribution of a i and v j , we can give an exact mathematical expression for distribution of the coupling of the two random variables a i and v i . In this way we can first deduce the Mellin transform of each of the distributions, then make product of the two, and finally inverse the Mellin transform to get the final product distribution. In this way, we first calculate the distribution of I in (2) .
From the previous assumption we know that a i , b k and v j follow the Gaussian distribution with mean μ ai , μ bk , μ vj and the variance σ ai , σ bk , σ vj . We further take the symbol of f ai , f bk and f vj as their PDFs. We first do the Mellin transform on a i and v j separately to get M(f a (a i )) and M(f v (v j )), and then we product them and do the inverse Mellin transform to finally get the distribution of product of two random variables, which is the distribution of the variables in image-user matrix I. The details are given in [27] and [25] , which provide two equivalent expressions for the distribution of two Gaussian random variables. We apply the expression from [25] and the details are briefly outlined in the following.
To calculate the distribution of I ij = a i v j with Gaussian random variables a i and v j , we take the Mellin tranform of f a (a i ) and f v (v j ). Notice that according to (4), the positive and negative parts of the distribution of a i and v j should be considered separately. We apply the property that the Mellin transform of the standard Gaussian distribution is Gamma function [30] 
s/2−1 Γ(s/2), and a non-central Gaussian distribution can be expressed as a standard Gaussian distribution multiplied by a series in the form: e
2 /2 . If we define the following:
And we also define the probability distribution function of I ij −1 , I ij −2 , I ij −3 , and I ij −4 to be h 1 (I ij ), h 2 (I ij ), h 3 (I ij ) and h 4 (I ij ), respectively. Following the methods of [25] , and taking I ij −1 as an example, we have
To get the distribution of I ij −1 , we do the inverse Mellin transform of (6) as
Equation (7) is an integral on half of the complex plane. According to Residue Theorem [31] , the solution is expressed with the infinite residues that are related to the poles on the real plane. By calculating the residues we get (8) , shown at the bottom of the page, where C1 = Similarly we should also consider the case of h 2 (I ij ) for a > 0 ∩ v < 0, h 3 (I ij ) for a < 0 ∩ v > 0, and h 4 (I ij ) for a <
To sum up, we have
In a similar manner we can give the expression for h(C kj ) Here we give a short discussion about this series. In the first place, this is basically an alternating and power series [32] with infinite terms, with some of the terms multiplied with a logarithm factor. This is a series that when the sequence number of the term increases, the absolute value of the term increases. Some of the terms are positive and some are negative, and the sum of the terms eventually becomes convergent, as discussed in [33] . However, similar to some of the convergent Taylor series, when the absolute value of the series terms is large, these series converge only when the term number of the series is also large. In order to make the series to converge rapidly with relatively a small number of terms, in practice, we may normalise the value of I ij to be relatively small (In the experiments, the ground truth of I ij and C ij are 0 or 1, which is small enough).
B. Additive Noise
From Fig. 2 we see that after the products of a, v and b, v, the results should also add a bias value or noise to get the value of I ij and C kj . In practice it can be interpreted as all the outer environmental influences other than the users and the items. For example, the change of seasons for the favour of clothing, or the change of temperature for the preference of food, etc. Mathematically the PDF of two independent random variables are the convolution of their PDFs of the two [27] . In our case, we can simply consider the environmental influences N I and N C to be independent from the image factor a, social attractive factor b and individual's latent factor v. For simplicity we assume the additive noise of N I and N C to be Gaussian distributed with zero mean and variance of σ Ni and σ Nc , respectively. Taking I ij for example, from (8) 
By calculating the convolution we see (10) can be expressed as follows:
In this way we can get a series expression of (9) . So the expression for the distribution of I ij considering the additive noise is given in (12) , shown at the bottom of the previous page.
In a similar way we can also obtain the distribution of C jk .
C. EM for Parameter Estimation
Applying the above, we obtain the exact infinite expansion expression of the PDF. of I in a series form given in (12) . The expression of C kj can be obtained in a similar way. From (12) we can see that the exact value of μ ai and σ ai does not matter much, but the value of matters. So we can assume that a i has standard derivation of 1, and we only need to calculate the average value of a i . Similarly, we also do not need to calculate σ bk and σ vj but only assume that v j and b k have standard derivation.
All the parameters P are summarised in Table I . As mentioned in Section IV-A, in the experiments, when we choose the starting point of the parameters not too large, we can make the series converge in a relatively small number of terms. Then we can apply the standard EM method to refine the parameters iteratively. Experimental result shows that the number of series terms can be no longer than 10 and after several EM iterations, the precision becomes stable.
The EM training process is introduced as follows. For E step, Consider Eq. (12), which is the Equation we want to maximize by knowing the value of I ij , with respect to the parameters P as follow:
In the M step, we find the derivative of each parameter in P by fixing other parameters. Then we set the derivative to be zero to get the value for each parameter. The whole process goes until convergence.
One problem to solve (12) is that (12) contains not only polynomial terms but also exponential terms for the parameters. For simplicity we can make an assumption that the parameters are relatively small, and then we can use the first several terms, or following [34] to get a polynomial expression of the parameters, to make (12) solvable.
Another problem is that for some parameters such as μ ai , it contains infinity high order terms that makes the solution intractable. Again we can make the assumption that these parameters to be smaller than one, and discard the high order terms. In practice we keep the terms whose orders are equal or lower than 4, and follow the method discussed in [35] to calculate the values of the parameters.
From (12) we can obtain the parameters that related to the image-user matrix I, such as μ ai , μ vj , and σ NI . In a similar manner we can also get the parameters related to the contact matrix C, such as σ NC , μ bk , and also μ vj . By iteratively updating these parameters relating to the two matrix we can finally determine the value of all the parameters.
After the EM iterations we fix all the parameters in Table I and according these parameters we can make the final friend recommendation.
D. Recommendation Method
When a new user i comes into the network, he/she may upload some favorite photos as well as some tags. The recommendation procedure is divided in two stages. In the first stage, a list of possible friends is generated according to the similarity of the selected important tags. In the experiments, we put the top 200 users into the list.
In the second stage, according to the features of the images uploaded by use i, we get the individuals' interest factor v i of this user. For a user k in the possible friend list obtained from the first stage, we can also calculate his/her attractive and interest factors b k . The similarity score of user i and k is obtained by S ik = v i b k . The higher the similarity score, the more likely that they are to be friends. So we can rank the 200 users in the list according to the similarity score with user i, and recommend the top ones as user i's friends
The whole procedure is given in Algorithm 1.
E. Complexity Analysis
The complexity analysis of our algorithm is also divided by the two stages as follows:
Considering the first stage, the complexity of the network alignment is mainly decided by two steps: the eigenvalue calculation and the inverse of the similarity matrix, which is given by max(min{n, e} 3 , dn 2 ) as discussed in [5] . e stands for the number of total tags. As previous defined, n stands for the number of users, and d stands for the first d eigenvectors.
To solve the topic model of the second stage, Assume together we need to make L time iterations. in each iteration of the EM step, assume that we calculate the first g terms of the series of (12) (In practice we make g = 4). And it takes e steps to solve a 4th order polynomial equation, as mentioned in Section IV-C. Then the complexity would be of O(L * e * g * (n * f + n * n)), where f is the number of image features, as previously defined.
V. EXPERIMENTS
In this section, we make experiments to show the advantage of our proposed method. First, we introduce our social media dataset, and then we discuss the results of our algorithm by comparing it with reference methods. We utilise a cluster containing 16 cores and 128G memories to run our experiments.
A. Dataset and Feature Extraction
We crawled a social network from the big image sharing site Flickr. As the data set is quite large, a relatively unbiased dataset was obtained. In total we crawled the data of 30000 users, and for each user, we crawled all their photos, and tags of each photo. In this paper we tried the SIFT feature and the deep network extracted features through an CNN autocoder realized by Caffe [36] . For the CNN features we follow the steps of the widely used AlexConvNet [37] and use the 4096 dimensional features vectors from the last full-connected layer. In most cases the CNN features performs better than the SIFT features, so we chose the CNN extracted features for the rest of our experiments. In the future we can also refine feature extraction method for better performance. We then crawled the user contact information to form the contact network. The contact information in Flickr was acquired by checking if a user added another user to his/her friend list, or vice versa. We crawled all the contacts between any two users in our dataset. A short summary of our dataset is given in Table II .
B. Settings and Metrics
Our task is to make precise contact information prediction. When a new user enters into the social network, we recommend new friends according to key words and photos that represent the user's interests.
In friend recommendation, assume we recommend T friends to each user. We use the existing contact information as the ground truth for training and testing. In the first stage, the parameter μ of (1) is determined on the training set by a four-fold cross validation to find the best. The range for the parameter is: μ ∈ 10 [−2:1:3] . We use the method summarised in Algorithm 1 to recommend friends to new users. We use the recommendation precision metrics to show the effectiveness of the proposed algorithm. In our experiment, precision is defined as the number of correctly recommended friends divided by all the recommended users. We also introduce the precision-recall curve to further show the advantage of our algorithm, where recall is defined as the number of the correctly recommended friends divided by the number of all friends.
During our experiments we divide the whole usere set randomly into two groups: 4/5 of all the users are in the training set and the rest are in the test set. The important features in the first stage are selected on the training set, where the parameters in the second stage are also trained. When a new user in the test set comes into the system with some uploaded tags and photos, T friends will be recommended to him/her from the training set. Assume that together we have recommended RecAll real friends to the test users (totally 6000 users), then the overall precision is calculated by RecAll/(6000 × T ). We adopt a five-fold cross validation to ensure that all the users are utilised as training and testing data once Friend recommendation list of the new friend Training:
Stage I 1: Determine λ and μ in (1) via cross validation. 2: Solve (1) with the method in [5] Stage II 3: Generate the expression of distribution of h [(12) ] in the form of series. 4: Apply EM method determining the parameters in 
C. Reference Methods
The performance analysis of our first stage: network alignment methods can be seen in some previous related papers such as [21] , [5] . For the performance analysis of the second stage in which the topic model method is applied, we choose several widely-used methods for comparison.
The first is the variational method, which has been widely applied in this decade for solving the Bayesian network problem [10] . Basically we apply the methods in [9] with some slight modifications to our problem.
The second is the widely-used Gibbs sampling method, which is also very popular in dealing with topic model. Compared with the variational method, the idea of Gibbs sampling is simpler but usually it has difficulty in dealing with large scale problems. We apply the method based on [7] for comparison.
The third method is a co-clustering based method [21] . It is not a topic model-based method, but has a relatively simpler concept: In the second stage, we do co-clustering of image features, users and tags to get a . We apply a simple ranking method, similar to [21] for the final friend recommendation.
To further check the advantage of our method, we also compare our whole two-stage recommendation algorithm with several state-of-the-art recommendation systems. The first one is based on matrix factorization(MF). MF method decomposes the item-user or user-user matrix to infer the latent factors that catch individuals' interests and has been widely discussed for different kinds of recommendation prolems [13] , [14] . In this paper we apply a recent method proposed in [14] for comparison, for it jointly considers the information from two different domains.
Another recent method is based on Bayesian collaborative filtering that takes the social connections into account, called SBPR [38] . As a widely-used recommendation method, collaborative filtering assumes that two users that choose the same items behave similar on other items. Traditional collaborative filtering methods do not consider much about the social connections between users. SBPR removes this drawback by taking the social connections into account by assigning a social coefficient to each user. 1 At last we consider a multi-network based algorithm for comparison. When considering social multiple network problems, transition probability propagation is a method that is frequently used [39] , [40] . We choose [39] as a reference method for the following reasons: 1) It considers the relationships of different networks, which is similar to our idea; 2) It uses the information of other networks for recommendation, which again has some similarities with ours. [39] enhances the links in one network and between different networks using a random walk propagation method. After a sufficient number of walks, it obtains the modified link weights between each user pair. We use the weights for friend recommendation.
D. Experimental Results
Here we report the results of our method for friend recommendation as follows.
1) Performance of Series Expansion:
In this experiment we compare the proposed series expansion method with the variational, Gibbs sampling, and co-clustering methods in the second stage. We treat the performance of the first stage as the baseline.
From Fig. 3 we can see that our method has the best performance for accurate recommendation. P @X stands for that each time we recommend the top X friends to users. Generally, the second stage improves the recommendation precision from only applying the first stage, illustrating the effectiveness and necessity of applying the two staged methods. Our proposed method improves about 5-7% compared with the performance of the first stage, and also makes about 2-3% improvement compared with the Gibss sampling method and the variational method. The reason for the improvement mainly lies in that we apply an 1 The realization of [14] and [38] is based on the existing open-source Java package LibRec at http://www.librec.net/. exact expression to approach the PDF of the data, rather than an approximation or sampling method. The co-clustering method lacks the ranking ability and thus the performance is not good. Fig. 4 illustrates the precision-recall curve of the proposed and reference methods. Based on the result of the first stage, the series expansion method achieves the highest performance (The upper right line on the figure). We can see from Fig. 4 that when precision or recall is fixed, we can achieve a 3-4% improvement over the best reference methods. This means that the proposed method can achieve both the highest precision and recall. This experimental results shows that the series expansion method can best approximate the real distribution of the data, and thus makes the most precise recommendation.
On the other hand, the proposed method have also imposed Gaussian distribution assumption to the latent variables a, b, and v. This may also cause some negative effect although it can give an analytic expression. It is worthy to make a depth observation of the distribution of the latent variables in our future studies.
2) Performance of the Proposed Two-Stage Method: Now we compare our two-stage method with some recently-proposed recommendation systems as mentioned in V-C. The main results for precision and precision-recall curve are shown in Figs. 5 and 6.
From Figs. 5 and 6 we can see that our system achieves the best performance, compared with other state-of-the-art recommendation systems. In average, our system improves the recommendation accuracy by about 3-4%, compared with the second best one. MF based method [14] has the best performance among all the reference methods, for it decomposes the item-user and user-user matrix into different social factors in a proper way. The reason that the proposed method performs better than MF might lies in that the MF method does not consider the whole distribution of the network and is trapped into some local optimum. Collaborative filtering based method [38] has slight lower performance than [14] , the reason might be that its assumptions about the users' positive and negative feedback are not very proper for the Flickr dataset. Finally, the randomwalk based method [39] has the lowest performance, since the random walk algorithm is not accurate enough for precise friend recommendation. 
E. The Influence of Several Settings
1) The Influence of Additional Noise: The introduction of the additive noise, as shown in Section IV-B, makes the model more precise. However, it also leads to complicated inferences and calculations. In the following experiment we study the influence of the additive noise. In Table III , we compare the recommendation accuracy of the model that contains the additive noise and the model that does not contain the noise. From Table III we see that by considering the additive noise we get a precision gain of about 1-2%, which is useful in the case where a more precise result is required.
2) The Influence of the Value of C kj and I ij : As shortly discussed in Section IV, the convergence speed of the series is largely determined by the level of values of C and I. If it is too large, then the convergence speed will decrease, leading to either the inaccuracy of the model, or larger number of terms. On the other hand, if the level is too small, the logarithmic terms in (12) will drop quickly and make the system unstable. In our experiments, contact network C stands for the intimacy of two individuals and in the image-user network I, it stands for to what extent an individual favours an image feature. The values of each entry of C and I can be set according to our requirements. For example, we can set C jk to be 1 if two individuals are friends with each other and 0 otherwise; for image-user network we can also set I ij = 1 if an individual has a certain image feature in his/photos, and 0 otherwise. On the other hand, we can also raise the level of the elements in C and I to be 5 or 10, or reduce it to be smaller than 1. The relationship between any two nodes would not change in the networks by varying the element value of C and I, but the value does have an influence on the accuracy in our algorithm. We set the value of C and I on four levels to be 0.3, 1, 5 and 10 to check its influence on the performance.
In the following we compare the recommendation precision of these four levels.
From Table IV we see that the recommendation precision decreases rapidly as we increase the value of C and I. On the other hand, if it is too small, the performance also goes down as the system becomes unstable around the poles of the logarithmic terms in (12) . This indicates that we should choose the value of I and C around 1 for precise calculation.
VI. CONCLUSION AND FUTURE WORKS
In this paper, we develop a two-stage friend recommendation scenario utilizing multimedia information. In the first stage, tag information is utilised to build a tag-similarity network and is aligned to a contact network by a number of important features to generate a "possible friend list". In the second stage, a topic model is proposed and a new method based on series expansion is developed to combine image features and contact information to make more precise recommendations.
The experimental results show that the proposed method outperforms other methods in friend recommendation in that our method achieves the highest precision and recall in friend prediction. The network alignment of Stage One is effective. The topic model in Stage Two refines the result of stage one and the new series expansion method has better performance than the traditional variational and Gibbs sampling methods.
We will further develop our algorithm. For the series expansion method, it is a novel and effective method but not perfect. It is still to some extent mathematically complicated and has difficulties to apply on different models. We plan to refine the idea to make it more manoeuvrable and can be applied on general topic models. There are two directions to dig further. Firstly, for more complicated topic models, it might be viewed as a combination of some simpler models and thus are solvable based on our method. Secondly, our method is specially developed for Gaussian distributed random variables. For some other simple distributions, their algebra has been discussed in [23] , [24] , [27] , etc. It is our future work to develop some general frameworks to combine all these distributions together.
For our staged recommendation framework, we will extend our ideas to further applications such as product recommendation, media retrieval, etc. One problem of the current method is that in the first stage, some real friend might be omitted. We will further study how to increase the recalls in the first stage. We will develop other algorithms in each of our two stages, and to utilise the information form different domains. We will also make some studies about the ranks of the information from different domains. That is, which data should be applied in the first stage to achieve better performance. In the last, we can also introduce the concept of deep learning in our scenario for more efficient feature learning.
