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We study the integrability and the convergence in the L’(0, I)-metric of Walsh 
series I;= a ak M’~(.Y), where (ak , 1 is a null sequence of bounded variation. Our basic 
tool is the following Sidon type inequality: for every 1 <p < 2, sequence { ak} of real 
numbers, and integer n > 1. we have 
where Dk(x) =xT:d MI,(Y) is the Dirichlet kernel for the Walsh system and 
C,=Zp/(p-1). ‘c 1990 Academic Press, Inc. 
1. INTRODUCTION 
We consider the Walsh orthonormal system {w,Jx): k =O, 1, . ..} defined 
on the interval [0, 1) in the Paiey enumeration. To be more specific, let 
rob) = 
i 
1 if Of.x<$ 
-1 if +<x<l; 
rob + 1) = rdx), 
rk(x) = ro(2kx) (k = 0, 1, . . . . 0 < x < 1) 
* This research was completed while the authors were visiting professors at the University 
of Tennessee, Knoxville, during the academic year 1987-1988. 
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be the well known Rademacher functions. For II = 0 set IVY, = 1, and if 
, I 
n= C n,2”= C 2’1 
k =o j= I 
(n,=Oor 1;1’,>v,>...>v,~O,t31) 
is the dyadic representation of the integer n 3 1, then set 
(1.1) 
(See, e.g. [ 1, p. 603.) 
We shall study the 
(1.2) 
h =o /=I 
convergence properties of the Walsh series 
i UkWk(X) (1.3) 
k=O 
both pointwise and in the L ‘(0. 1 )-metric, where (ak } is a sequence of real 
numbers. Throughout this paper we assume that {uk} is a null sequence of 
bounded variation, 
(i) lim a,=0 and 
k - % 
(ii) i Ida!& < 00, 
k=O 
(1.4) 
where 
Aak=ak-a&+, (k = 0, 1, . ..). 
We denote by 
,I~ 1 
s,(x)= c akWk(X) (n = 1, 2, . ..) 
k=O 
the nth partial sum of series (1.3). A summation by parts yields 
n-1 
S,(X) = c D,, ,(S) Aa, + a,D,(xL 
k=O 
(1.5) 
where 
D,(x)= 1 WAX) (n = 1, 2, . ..) (1.6) 
k=O 
is the Dirichlet kernel for the Walsh system. It is well known (see, e.g. [2]) 
that 
ID,(x)l <t (n = 1, 2, . . . . 0 <.K < 1 ). 
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It follows from this estimate that for every 0 <.Y < 1, the series 
k + I(X) Aa, converges absolutely 
k=O 
and 
lim a,D,(+u) = 0. 
n - r 
Consequently, series (1.3) converges except possibly for, say, zc = 0 and 
f. akM’k(.Y) = f Dk, ](X) AU, =f(X). 
k=O k=O 
(1.7) 
Various conditions are known in the literature which ensure that series 
(1.3) is the Walsh-Fourier series of its sum f(x) and it converges in the 
L’(0, I)-metric. (See, among others, [2, 3. 6, 81.) 
2. MAIN RESULTS 
We introduce new classes I”, of real sequences, similar to the ordinary 
classes lp. 
DEFINITION 1. A sequence A = { uk} is said to belong to the class I”, if 
llAIIp,*= laoI + f 2” [2-“‘2my ,ak,‘]“p< 00, 
T?7=0 k = 2m 
where 0 <p < co. In case p = GCI, we define 1: to be the class of all sequen- 
ces A = { ak} for which 
IIAllp.*= laoI+ f 2” max 
2mGk<2m+l 
lakl < m. 
I?=0 
It is clear that for 1 <p < co, 
lIAIll= IIAll~,*G IIAll,,.*~ llAllz.*r (2.1) 
where 
IIAIl,= f Ia,1 
k=O 
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is the ordinary II-norm of A, and consequently, 
We note that for 1 <p 6 cc the 1: are Banach spaces with the norm lI.II,,, *. 
Furthermore, let 7’ be the class of sequences A = jak} such that there 
exists a nonincreasing sequence j.skJ of nonnegative numbers with the 
properties 
ci) bkl d&k and (ii) 1 sk < Gcj. (2.2) 
k=O 
Since condition (2.2 (ii)) is equivalent to 
,I. 
1 2mEZm< co. 
,?I = 0 
it follows immediately that 7’ c fp. 
Denote 
AA = (Aa,:k =O, I,...). 
We note that the requirement that A = (akf is of bounded variation, i.e., 
condition (1.4(ii)) is satisfied, is equivalent to AA ~1’. 
Following Telyakovskii [7], a null sequence A = {ak] is said to belong 
to the class 9’ if AA E 7’. It is easy to see that Y contains the class of quasi- 
convex null sequences, i.e., the ones which satisfy conditions (1.4 (i)) and 
kgo (k + 1) idzak 1 < Oc, (2.3) 
where 
Indeed, setting 
A2ak=Aak-da,,, 
,r 
(k = 0, 1, . . . ). 
Ed= 1 IA"a,J, 
(2.3) implies the fulfillment of both conditions in (2.2). 
DEFINITION 2. Motivated by (1.5 ), the differences 
u,(x)=S,(?C)-~~D,(~) (n = 1, 2, . ..) 
are called the modified partial sums of series ( 1.3 ). 
(2.4) 
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According to (1.5) 
U,(X) = 1 D, + I(X) Aa,. 
k=O 
(2.5) 
We note that our modified sums are analogous to Garrett and Stanojevic 
sums [4] in the case of cosine series. 
Now our main result reads as follows 
THEOREM 1. Zf a sequence (uk} satisfies condition (1.4 (i)) and for some 
P>l 
then 
f2 Ml - l/P) (2.6) 
I??=0 
[ 2mi- ’ ,hZk,‘]“p < Cc, 
k = 2m 
lim [Iu, -fll = 0. (2.7) n + x 
In this paper I/ .I\ denotes L ‘(0, 1 )-norm: 
llgll = [I W)l dx. 
Clearly, condition (2.6) is equivalent to AA E lz, where A = {ak} and 
(2.6) implies, via (2.1), that A is a sequence of bounded variation. 
COROLLARY 1. Under the conditions of Theorem 1, the sum f = f (x) of 
series (1.3) is integrable and (1.3) is the Walsh-Fourier series off 
COROLLARY 2. Under the conditions of Theorem 1, 
lim IIs,-fll =0 if and only if lim a, IID,, 11 = 0. (2.8) n-a n-r 
As is known [Z], 
Consequently, if 
lIDnIl = O{ln n>. 
lim a, In n = 0, 
n -+ Ix, 
then, by (2.8), we have 
(2.9) 
(2.10) lim IIs,-f\l =O. 
n+n 
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On the other hand, 
lim sup - iID, II , o 
,I-T Inn 
(see also [2]). Thus, if (2.10) is satisfied, then 
lim inf u,, In n = 0. 
,I + I 
COROLLARY 3. If {ak ) E 9, then (1.3) is the Walsh-Fourier series of ifs 
sum ,f E L ‘(0, 1) and the equivalence relation in (2.8 ) holds true. 
We note that an analogous theorem was proven by Telyakovskii [7] for 
cosine series. 
EXAMPLE Let A = (a/, i be defined by 
1 
Aazm = if m = 
2”‘2(m + 1) ln’(m 2) 
0, 1, 
+ 
. . . . 
and 
da,=0 if 2”‘<k<2”+’ for some m>O. 
Then obviously A E l?, which means that condition (2.6) is satisfied for 
p=2. On the other hand, AA$Y. 
This example shows that Theorem 1 is more general than Corollary 3. 
3. BASIC TOOLS 
The following inequality plays a key role in the proof of Theorem 1. 
LEMMA 1. For ever?! 1 < p < 2, sequence { uk ) of real numbers, and 
integer n b 1, 
(3.1) 
The special case p = 2 is worth mentioning. Its counterpart for cosine 
series is the celebrated Sidon inequality (see [7] concerning its history and 
an elegant proof). 
LEMMA 2. For every sequence { ak} of real numbers and integer n > 1, 
ii;, akDkj( I<k<n 
d4n max la,l. (3.2) 
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In the particular case when all ak = 1, it follows immediately from (3.2) 
that 
IIK II d 4, 
where K,(x) is the Fejer kernel for the Walsh system: 
The boundedness of { 11 K, \I} was proven by Yano [9]. 
In the proof of Lemma 1, we need the representation of the Dirichlet 
kernel D,(x) stated below. 
LEMMA 3 (Schipp[ 51). Under notations of ( 1 .l ), for every integer n > 1, 
D,(x) = w,(x) f nkrk(-Y) D24x) 
k=O 
= U’,(X) i r,,(x) D*Lj(X). 
j= 1 
(3.3) 
For the reader’s convenience, we present a proof here, since the original 
one in [S] is done under different notation and in a more complicated 
setting. 
Proof of Lemma 3. By definition (1.2), it is not hard to see that 
2m-I- 1 2m-lL 1 
k=O k=O 
=Dzm-l(-u) + 1 r,-,(x) wk(x) 
k=O 
=(l +r,-,(x))DZmml(x): 
whence 
m--l 
(m = 1, 2, . ..). 
(3.4) 
(3.5) 
In order to prove (3.3) we apply an induction argument. For n = 2”, 
(3.3) becomes 
Dzm(x) = Wan r,(x)D,,(x) 
which clearly holds since w,,(x) = r,(x) by definition. In particular, (3.3) is 
true for n = 1 and n = 2. 
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Now we assume, as an induction hypothesis, that (3.3) has been proven 
for every II 6 2” with some integer IN 3 1. If 2’” < II < 2”’ + ‘, then similar to 
(3.4) we can get that 
D,,(,y ) = Dy4.x) + r,,,(l) D,,,( S) where n’ = n - 2”‘. 
BY ( l.l), now ~1 -m and n’ has the dyadic representation I-- 
We make use of the fact that for any v <HI 
r,(x) &m(x) = r,,(x) ‘il’ (1 + T&)) =‘“t ’ (1 + Y/(X)) = D2m(x) 
k = 0 /=O 
(cf. (3.5)), and consequently, 
w,,(x) D2m(x) = Dzm( x). 
Applying the induction hypothesis, we can conclude that 
D,(X) =D&-x) + Y,(X) W,,(X) 2 Y,,)(X) D*,,(X) 
,==? 
which is (3.3) to be proved. 
Proof of Lemma 1. Assume 2” <n < 2”‘+ ‘. Applying (3.3) for Dk(x) 
with k ,< n (this time k, = 0 for j> m) and interchanging the order of 
summations, we get that 
i akDkb)= f ri(x)D,,(x) i kjakwk(x). 
k=1 /=o k=l 
Setting 
h,,(x) = sign 
I 
+3,(x) t 
k=l I (3.6) 
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we have 
=,fo j;ri(x) D,,(X) h,,(x) i k;a,~,(-x) d- . k=l 
Using the fact that 
D*,(x) = 2’ 
if O<x<2-‘, 
0 otherwise; 
(see, e.g. [2]), we can write that 
I,= 2 2'ji ’ r,(x) h,(x) f- k,ukwk(.~) d.x 
/=O k=l 
where the 
= $ 2’ f- kia,cy’, 
j  = 0 k=l 
2-1 
$) = 
s 
rj(x) h,(x) wk(x) d.x 
0 
are the Walsh-Fourier coefficients of the function rj(x) h,(.u) xto, 2-,j(x), x 
being the characteristic function of the interval indicated in the subscript. 
Applying Holder’s inequality with the exponents p and q = p/( p - 1) and 
taking into account that k, = 0 or 1, we find that 
1,~~02~[~l luki’]l’p [j, lcl’q4. (3.8) 
According to the Hausdorff-Young inequality (see, e.g. [ 10, Vol. 2, p. 1011 
and by (3.6), for each j = 0, 1, . . . . n we can estimate as follows 
[iI icy),“]““< [j:-’ Ir,(x)h,(x)[p d.x]“p=2p’n. (3.9) 
Combining this and (3.8) yields 
zn<;02j”-‘-‘[,i, ,wp ;yr’, [,i, kqp 
(3.10) 
since the function z(t) = t( 1 - 2 ‘) ’ increases for t > 0 and 4 l/2) < 
z( 1) = 2. The proof of (3.1) is complete. 
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4. PRMIFS 
Proof of’ Tlteorett~ I. By ( 1.7 ) and (2.5 ). 
f’(-t--4,(-Y)= ;i: D,+,(x)da,. 
k = ,, 
Assume 2 i < n < 2/+ ’ for some integer ,j 3 0. Then 
Because of (2.1), we may assume that 1 < p < 2. Hence, applying 
Lemma 1. 
and (2.7) is an immediate consequence of (2.6). 
Proof of Corolluty 1. It is common place that convergence in L ‘(0, l)- 
metric (so-called strong convergence) implies weak convergence. Conse- 
quently, (1.3) is the Walsh-Fourier series of its sum f (x) if the conditions 
of Theorem 1 are satisfied. 
Proof of Corollary 2. Sufficiency. Keeping (2.4) in mind, by Theorem 1, 
IIS,, -.fll d lb, - un II + II% -f II = IIan II IID, II + 4 1 1. 
Necessity!. By assumption and Theorem 1 again, 
l%l IID,// = /lUn--~,II d lIu,-f II + IV-s,ll =0(1 1. 
Proof of Corollary 3. It follows from Theorem 1 if we take into 
consideration that (uk} E Y implies {da,> E 1: c I!+ for any p > 1. 
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