Abstract: Phonological density refers to the number of words that can be generated by replacing a phoneme in a target word with another phoneme in the same position. Although the precise nature of the phonological neighborhood density effect is not firmly established, many behavioral psycholinguistic studies have shown that visual recognition of individual words is influenced by the number and type of neighbors the words have. This study explored neurobehavioral correlates of phonological neighborhood density in skilled readers of English using near infrared spectroscopy. On the basis of a lexical decision task, our findings showed that words with many phonological neighbors (e.g., FRUIT) were recognized more slowly than words with few phonological neighbors (e.g., PROOF), and that words with many neighbors elicited significantly greater changes in blood oxygenation in the left than in the right hemisphere of the brain, specifically in the areas BA 22/39/40. In previous studies these brain areas have been implicated in fine-grained phonological processing in readers of English. The present findings provide the first demonstration that areas BA 22/39/40 are also sensitive to phonological density effects.
INTRODUCTION
Behavioral and neurocognitive studies of reading are increasingly being enlisted for their potential contribution to efforts to develop evidence-based interventions for dyslexic readers [Gabrieli, 2009] . On a theoretical level, reading researchers have long debated the extent and nature of the role of phonological processing in visual word recognition. The present study offers an initial neurobehavioral investigation of this issue with particular reference to the variable of phonological neighborhood density. Phonological neighborhood density (PND) is a measure of neighborhood size that is based on the number of words that can be generated by replacing a phoneme in a target word with another phoneme in the same position [Yates, 2005] . For example, phonological neighbors of the word urge are edge, age, earl, earn, and earth. Phonological neighborhood density effects provide potentially important insights into the organization and operation of the mental lexicon [Grainger et al., 2005; Yates, 2005] .
The nature of the phonological neighborhood effect is currently not well understood. In one of the first studies of this variable, Yates et al. [2004] examined phonological neighborhood density (PND) while controlling for orthographic neighborhood characteristics. They found a facilitative effect on a lexical decision task; that is, participants were faster at making lexical decisions to words with many vs. few phonological neighbors [Yates et al., 2004] . Using a different set of stimuli, Yates [2005] again obtained a facilitative phonological neighborhood density effect in lexical decision, as well as in a naming task and a semantic categorization task.
Nevertheless, the presence of an apparent facilitative effect of phonological neighborhood density runs contrary to predictions of interactive activation models of visual word recognition. These models propose that inhibitory connections exist between lexical representations within a given layer of the mental lexicon [Andrews, 1997; Coltheart et al., 2001; Grainger and Jacobs, 1996] . Similarly, the crosscode consistency view of lexical representation proposed by Grainger et al. [2005] argues against a facilitative effect of phonological neighborhood density. The notion of crosscode consistency was invoked by Grainger et al. to account for a pattern of findings they observed when examining the relationship between orthographic neighborhood density and phonological neighborhood density in visual word recognition. Orthographic neighborhood density refers to the number of words that can be generated by replacing one letter from a target word in the same letter position [Coltheart et al., 1977] ; for example, gap, cup, and cat are all orthographic neighbors of the target word, cap. In a lexical decision task with readers of French, Grainger et al. [2005] found that the effect of phonological neighborhood density was facilitative for words with high orthographic neighborhood density but was inhibitory for words with low orthographic neighborhood density.
According to the cross-code consistency account proposed by Grainger et al. [2005] , words with high orthographic and high phonological neighborhood density and words with low orthographic and low phonological neighborhood density tend to have more consistent orthographic to phonological representations compared with words that are high in one type of neighborhood density but low in the other. Higher cross-code consistency is in turn associated with faster response times. In this view, words that have a high orthographic neighborhood density will show more consistent cross-code mapping if they also have high phonological neighborhood density, which should, in turn, lead to faster response latencies and a facilitative phonological neighborhood density effect, as has been reported by Yates et al. [2004] and Yates [2005] . Conversely, when words have a low orthographic neighborhood density, the higher the phonological neighborhood density of a word, the less consistent the cross-code mapping and thus the slower the response should be. This should result in an inhibitory phonological neighborhood density effect. This latter prediction has not been tested to date. The present study, therefore, tested the prediction of an inhibitory phonological neighborhood density effect when orthographic neighborhood density is kept very low.
In addition to testing cross-code consistency-based predictions, this study sought to explore whether there is a neural correlate of phonological density effects detectable using neuroimaging techniques. Recent developments in brain activity recording methods have made it possible for researchers to examine the neural correlates of a number of psycholinguistically-relevant variables influencing word recognition. Two neuroimaging studies using magnetoencephalography (MEG) have studied phonological density effects. Pylkkänen et al. [2002] found that, of the different components studied, the M350 response component was particularly sensitive to phonological neighborhood density [see also Pylkkänen and Marantz, 2003] . Pylkkänen et al. [2002] also found that people responded to words with high phonological neighborhood density more slowly than they did to words with low phonological neighborhood density. However, this finding was not replicated in a subsequent study by Stockall et al. [2004] , in which a null effect of phonological neighborhood density was obtained. It is important to note that these MEG studies of phonological neighborhood density did not control for orthographic neighborhood size, making it difficult to know whether the effects were solely due to phonological neighborhood density.
This study explored neural correlates of phonological neighborhood density effects using the hemodynamic based measure of near infrared spectroscopy (NIRS). To our knowledge, no previous hemodynamic study in visual word recognition has specifically examined this variable. Hemodynamic changes in the brain can potentially provide corroborating evidence for the existence of a distinct phonological neighborhood density effect. NIRS measures changes in the concentration of oxy-hemoglobin and deoxy-hemoglobin in the brain regions of interest by shining near-infrared light (650-950 nm) through the scalp and analyzing the characteristics of its subsequent absorption and scattering. When a brain area engages in a mental operation, an increase in the concentration of the oxy-hemoglobin should be observed [see Strangman et al., 2002a, for a review] . Previous studies suggest that NIRS data are highly consistent with fMRI data [Strangman et al., 2002b] . NIRS is a portable and affordable alternative to fMRI, and provides reasonable temporal and spatial resolution [Hochman, 2000; Strangman et al., 2002a] . The temporal resolution of the NIRS system is a 200 Hz sampling rate, which is better than fMRI but is worse than that of EEG. The spatial resolution of NIRS can be as precise as 5 mm, which is better than EEG but is worse than fMRI.
Because it is not possible to monitor blood oxygenation changes in the whole brain using NIRS, one needs to identify a brain region of interest (ROI). Two recent meta-analyses of functional neuroimaging studies using fMRI have identified several brain areas related to phonological processing [Bolger et al., 2005; Tan et al., 2005] . With English words, brain activation was found to be more pronounced in the left dorsal temporoparietal system, including posterior regions of the left superior temporal gyrus (BA22), the angular gyrus (BA39), and the supramarginal gyrus (BA40). These areas are thought to mediate grapheme-tophoneme conversion and fine-grained phonemic processing in alphabetic writing systems [Bolger et al., 2005; Tan et al., 2005] . Because phonological neighborhood effects, as conceptualized by the cross-code consistency account, relate to fine-grained phonemic processing and to grapheme-to-phoneme conversion, the brain areas of BA22/39/ 40 were selected as the ROI in this study which examined whether hemodynamic measures are sensitive to phonological neighborhood density effects in English readers.
To examine the effect of phonological neighborhood density effect as cleanly as possible, we controlled for orthographic neighborhood density by keeping it very low. This allowed us to test the assumption of interactive activation models of inhibitory connections between similar representations and the prediction based on cross-code consistency of an inhibitory effect of phonological neighborhood density. Moreover, whereas previous NIRS studies of language processing have used a block design approach, we used an event-related design. Although a block design provides superior statistical power to detect subtle differences [Friston et al., 1999] , an event-related design has the advantage of allowing randomized presentation of stimuli. This is desirable in investigations where the carryover effects typical of block designs may introduce response artifacts [Chee et al., 2003] . Using an eventrelated design in the present study also allowed us to determine whether event-related designs using NIRS are sensitive to the subtle changes typically observed in word recognition experiments.
METHOD Participants
Fifteen native English readers from a large southwestern U.S. university participated in the experiment to receive course credit. All were right-handed with normal or corrected-to-normal vision. The study was approved by the university institutional review board and participants gave their written consent.
MATERIALS
Thirty-two monosyllabic, single-morpheme English words ranging from four to seven letters in length were selected as the stimuli. They were subdivided into two lists consisting of 16 high-and 16 low-phonological neighborhood density categories. Words in the high phonological density list contained six or more phonological neighbors; those in the low phonological density list had fewer than six neighbors. Stimuli in the two lists were matched in number of letters, number of phonemes, word frequency, orthographic neighborhood density, bigram frequency, mean frequency of orthographic neighbors, and mean frequency of phonological neighbors. Since previous research with the orthographic neighborhood density effect has found that it is generally restricted to low frequency words [Andrews, 1989 [Andrews, , 1992 , in this study, only low frequency words (those with a frequency count of under 35) were selected. In addition, 32 pronounceable nonwords were selected and intermixed with the experimental trials. Each participant received a different randomized sequence from a list consisting of 64 trials that included 16 words with higher phonological neighborhood density, 16 words with lower phonological neighborhood density, and 32 nonwords. All values of linguistic characteristics were determined by consulting the English lexicon project [Balota et al., 2007] and the Irvine Phonotactic Online Dictionary (IPhOD) [Vaden et al., 2005] . See Table I for a summary of stimulus characteristics.
Apparatus
The experiment was administered on a personal computer using the E-Prime software package [Schneider et al., 2002] . The optical signals were collected by an electronic control box serving both as the source and the receiver of the near-infrared light (NIRS 4 Â 4 CW4 System, TechEn Inc.). Studies of Homan et al. [1987] , Okamota et al. [2004] , and Koessler et al. [2009] have suggested that the international 10-20 system has an appropriate relationship with the cortical anatomy. On the basis of a recent estimation by Koessler et al. [2009] , the grand standard deviation for using the international 10-10 system, which is an extension of the international 10-20 system, is 4.6 mm in x, 7.1 mm in y, and 7.8 mm in z. In relation to the spatial resolution of NIRS system used here, the variability of neuroanatomical localization is acceptable for using the international 10-20 system as a means of NIRS probe placement. Strips placed on the regions corresponding to the presumed locations of BA 22/39/40 for each hemisphere were designed to hold two laser emitters, which directed the two wavelengths of near-infrared light through the scalp, and four laser detectors, which received the returning near-infrared light (see Fig. 1 ). These were placed on participants' heads to record changes in blood oxygenation during the lexical decision task. Specifically, two emitters were located at TP 3 and TP 4 following the international 10/20 system. TP 3 and TP 4 are located midway between regions P 3 and T 3 and between P 4 and T 4 which have been hypothesized to be relevant to language function [Homan et al., 1987] . The locations the emitters were placed, the TP 3 and TP 4 , have been suggested by Homan et al. [1987] , Okamota et al. [2004] , and Koessler et al. [2009] to cover BA 22/39/40. Four detectors were located 3 cm away from the centrally located emitters. This is the distance suggested to ensure detection of near-infrared light following penetration of the adult neocortex [Hedden and Delpy, 1997] . Four channels, formed by different pairs of emitters and detectors, covered the brain areas thought to be related to phonological processing. Specifically, Channels 1 and 2 covered the left superior temporal gyrus (BA22), the supramarginal gyrus (BA40), and the angular gyrus (BA39), whereas Channels 3 and 4 covered the homologous regions of the right hemisphere [Homan et al., 1987; Okamoto et al., 2003 ]. These areas have been identified as playing an important role in grapheme-to-phoneme processing in English [Bolger et al., 2005; Tan et al., 2005] . A chin rest was used to reduce motion artifacts.
Each emitter contained two light sources with a wavelength of 690 nm and 830 nm, respectively. The former is more sensitive to deoxy-hemoglobin and the latter is more sensitive to oxy-hemoglobin. Another laptop computer was programmed to control and record the signals received by the electronic control box. The data recorded by the control box were then converted to relative concentrations of oxy-hemoglobin and deoxy-hemoglobin using the modified Beer-Lambert law [Strangman et al., 2002a] .
Procedure
The task was a go/no go version of the lexical decision task. For each trial, participants, tested individually, first saw a fixation signal presented at the center of the screen. They were to press a button, using their dominant hand, upon seeing the fixation signal. This was followed by the stimulus which was presented at the center of the screen. Participants were instructed to make a speeded lexical decision response and press the response button only if they thought the stimulus formed an actual English word. Each stimulus appeared on the screen for 2 s and was followed by a blank screen. Reaction time (RT) was recorded from the onset of stimulus presentation until the participant pressed a button. In between trials a blank screen was presented for either 12, 14, 16, or 18 s. The variation in exposure time of the fixation stimulus was introduced to hold participants' attention and prevent them from guessing. Participants received at least 10 practice trials until they got used to the procedure before the experiment was initiated.
RESULTS

Behavioral Data
In calculating the mean RTs of correct responses for each condition for each participant, those trials with RTs less than 200 ms or higher than 1800 ms were discarded. These cutoffs led to the rejection of less than 1% of the observations. Table II shows the accuracy and recomputed means for correct RTs for each experimental condition. The results of a t-test indicated a significant effect of phonological neighborhood density in RT, t(14) ¼ 1.88, P < 0.05, with slower RTs for words with more phonological neighbors compared with those with fewer phonological neighbors. In other words, phonological neighborhood density showed an inhibitory effect. No significant effect was found in accuracy, t(14) < 1.
Optical Imaging Data
The NIRS data from 4 channels were digitally recorded at a 200 Hz sampling rate. The data were then converted into optical density units that were digitized and low-pass-filtered at 1 Hz and high-pass-filtered at 0.02 Hz to reduce noise for systemic physiology (e.g., pulse). The filtered data were then converted to reflect the concentration of both the oxy-hemoglobin and deoxy-hemoglobin; these served as the data used for advanced analysis. The converted data were analyzed in 17-s epochs including 2 s before and 15 s after the onset of the stimuli. Data conversion was conducted using HomER software [Huppert and Boas, 2005] .
NIRS data were down-sampled to 2 Hz and then averaged in further analyses. Analyses were first conducted by averaging data from Channels 1 and 2 to estimate the blood oxygenation change in the left hemisphere and by averaging data from Channels 3 and 4 to estimate the blood oxygenation change in the right hemisphere. The estimation of changes in cerebral flow of oxy-hemoglobin, with family-wise error rate controlled by the Bonferroni test, is depicted in Figure 2 . Black lines in the figure represent data for words with high phonological neighborhood density and gray lines represent data for words with low phonological neighborhood density. Circles on the black lines (high phonological neighborhood density) indicate time points at which the changes in blood oxygenation were significantly different from zero. Circles on the gray lines (low phonological neighborhood density) indicate time points at which the changes in blood oxygenation were significantly different from zero. The asterisks above the standard error bars indicate time points at which the changes in blood oxygenation were significantly different between words with high vs. low phonological neighborhood density. Figure 3 shows the estimation of changes in cerebral flow of oxy-hemoglobin for nonwords for comparison with that for words. For evaluating the overall quality of the raw data, the estimation of changes in the concentration in oxy-hemoglobin and deoxy-hemoglobin in both left and right hemispheres for two representative participants is presented in Figure 4 .
Hemodynamic Response to Words With High Phonological Neighborhood Density Per Hemisphere
An analysis of blood oxygenation changes per hemisphere for words with high phonological neighborhood Grand average changes of the concentration in oxy-hemoglobin in (a) left hemisphere and in (b) right hemisphere. The data were analyzed in 17-second epochs with 2 seconds before and 15 seconds after the onset of the stimuli. Black lines represent data for words with high phonological neighborhood density and gray lines represent data for words with low phonological neighborhood density. Circles on the black lines indicate time points at which the changes in blood oxygenation were significantly different from zero for words with high phonological neighborhood density. Circles on the gray lines indicate time points at which the changes in blood oxygenation were significantly different from zero for words with low phonological neighborhood density. The bars on each time point show the standard errors. The asterisks above and below the standard error bars indicate time points at which the changes in blood oxygenation were significantly different between words with high vs. low phonological neighborhood density. These analyses were controlled by the Bonferroni test for family-wise error rate.
r Phonological Neighborhood Density Effect r r 1367 r density showed a significant increase in oxy-hemoglobin concentration in the left hemisphere, t(14) ¼ 3.69, P < 0.001, but no increase in the right hemisphere, t(14) < 1. When analyzing at each sampled time point, with family wise error rate controlled by the Bonferroni test, the increases in oxy-hemoglobin concentration were found to be significantly different from zero in the left hemisphere for the time periods 0.5 to 11.5 s and 13 to 13.5 s after the onset of the stimuli. Oxy-hemoglobin concentration significantly increased from zero in the right hemisphere between 8 and 8.5 s after the onset of the stimuli.
Hemodynamic Response to Words With Low Phonological Neighborhood Density Per Hemisphere
For words with low phonological neighborhood density, a significant increase in oxy-hemoglobin concentration was found in the left hemisphere, t(14) ¼ 2.56, P < 0.05, with no corresponding increase in the right hemisphere, t(14) < 1. When analyzing data for each sampled time point, with family-wise error rate controlled by the Bonferroni test, the increases in oxy-hemoglobin concentration were significantly different from zero in the left hemisphere at 0.5 s, 1.5 to 3.5 s, 7.5 to 10 s, and 12 to 14.5 s after the onset of the stimuli. Oxy-hemoglobin concentration significantly increased from zero in the right hemisphere at 0.5 and at 1.5 to 4 s after the onset of the stimuli.
Hemodynamic Response to Words With High vs. Low Phonological Neighborhood Density Per Hemisphere
When directly comparing activation data for words with high vs. low phonological neighborhood density, stronger activation was found for high than low phonological neighborhood density words in the left hemisphere, t(14) ¼ 1.86, P < 0.05; no difference in activation was found between the two word types in the right hemisphere, t(14) < 1. With family-wise error rate controlled by the Bonferroni test, words with high phonological neighborhood density showed stronger activation than those with low phonological neighborhood density at 2.5 to 7 s and at 8 s in the left hemisphere, whereas in the right hemisphere words with high phonological neighborhood density only showed stronger activation than those with low phonological neighborhood density at 8 s after stimulus onset. Although interpretation of direct comparison of hemodynamic responses across brain areas must be done with caution [e.g., Logothetis and Wandell, 2004] , we present an analysis of NIRS data that directly compared activation patterns between the two hemispheres. Specifically, we conducted a three-way ANOVA with Experiment Period (stimuli present vs. absent-baseline), Phonological Neighborhood Density (high vs. low), and Hemisphere (left vs. right) as within-subjects factors. Baseline was set from 2 s before the onset of the stimuli to the onset of the stimuli. This analysis was conducted following the suggestion of Lloyd-Fox et al. [2009] to compare the shape of the response to different stimuli (i.e., words with high vs. low phonological neighborhood density). A main effect of Experiment Period was found, F(1,14) ¼ 7.36, P < 0.05, suggesting that blood oxygenation changes increased significantly after the presence of the stimuli relative to baseline. An interaction of Experiment Period and Hemisphere was also found, F(1,14) ¼ 6.58, P < 0.05. Further simple effect analyses suggested that the blood oxygenation changes significantly increased relative to baseline after the presence of the stimuli only in the left hemisphere for words with high phonological neighborhood density, F(1,56) ¼ 13.36, P < 0.001; there was no increase in the left hemisphere for words with low phonological neighborhood density, F(1,56) ¼ 2.98, P ¼ 0.09, in the right hemisphere for words with high phonological neighborhood density, F(1,56) ¼ 1.12, P ¼ 0.3, or in the right hemisphere for words with low phonological neighborhood density, F(1,56) < 1. Simple effect analyses also suggested that a phonological neighborhood density effect was only obtained in the left hemisphere, F(1,56) ¼ 3.95, P < 0.05, during the experimental period following stimulus presentation. In other words, the phonological neighborhood density effect was more evident in the left hemisphere in the brain regions of BA 22/39/40 monitored in this study.
DISCUSSION
Phonological neighborhood density was examined in isolation in the present study by keeping orthographic neighborhood density as low as possible. The behavioral results showed an inhibitory effect of phonological neighborhood density. This effect is consistent with predictions based on interactive activation models of word recognition [e.g., Coltheart et al., 2001; Grainger and Jacobs, 1996] and based on a cross-code consistency account [Grainger et al., 2005] . The NIRS data also provided evidence of changes in blood oxygenation volume in relation to changes in phonological neighborhood density, both within and across hemispheres. First, there was significant left hemisphere activation in the brain regions of BA 22/39/40 but no significant right hemisphere activation in these regions. Furthermore, in the left hemisphere, words with high phonological neighborhood density generated stronger blood oxygenation changes in BA 22/39/40 than those with low phonological neighborhood density.
It is possible that some of the left hemisphere activation observed may reflect use of the right hand for response, but it is unlikely that the asymmetry is entirely due to hand used for responding. What is not possible to establish at present is whether the strong blood oxygenation changes observed for high PND words should be interpreted as reflecting an effect of inhibition or facilitation. Given that the behavioral data showed an inhibitory effect of neighborhood density, we tentatively conclude that stronger blood oxygenation changes for words with high phonological neighborhood density likely reflect inhibition from intralevel lateral connections among words. Stated differently, our results indicate that higher phonological neighborhood density was associated with longer response times, and that the associated longer duration of neural activity caused a larger hemodynamic response. Whereas earlier neuroimaging studies of phonological neighborhood density using MEG yielded inconclusive results, largely because they did not control for potential influences of orthographic neighborhood density, this study obtained a clear effect of phonological neighborhood density using a hemodynamic measure, after carefully controlling for characteristics of orthographic neighborhood. Indeed, the present study is the first hemodynamic study demonstrating a neural correlate of the phonological neighborhood density effect in visual word recognition.
Research has suggested that the brain areas of BA 22/39/ 40 in the left hemisphere are important for mediating grapheme-to-phoneme conversion and fine-grained phonemic processing in alphabetic writing systems like English [Bolger et al., 2005; Tan et al., 2005] . The finding of a phonological neighborhood density effect in this area suggests that this effect is closely related to grapheme-to-phoneme conversion. This is in line with what was proposed by the cross-code consistency account [Grainger et al., 2005] . In the latter account, consistency is calculated in terms of lexical and sublexical representations and in terms of orthographic and phonological representations. All coactivated representations can affect lexical decision. The higher the level of compatibility across coactivated representations, the better the resonance that can be established across these representations. In this study, words with low orthographic and low phonological neighborhood density would tend to have more consistent orthographic to phonological representations (thereby producing faster responses) whereas words with low orthographic but high phonological neighborhood density would tend to have less consistent orthographic to phonological representations (producing slower responses), resulting in an inhibitory phonological neighborhood density effect. However, since the stimuli used in the present study were mainly low frequency words, future studies are needed to determine if the present findings will generalize to words in other frequency ranges.
Even with the less powerful event-related design used here (but one that guards against carry-over effects), our results suggest that the NIRS method is capable of detecting subtle hemodynamic changes in complex language experiments, as suggested also by Chen et al. [2008] .
r Phonological Neighborhood Density Effect r r 1369 r Because other studies have suggested that NIRS data are highly consistent with fMRI data, we anticipate seeing more research in the future using NIRS, as it is a more portable and affordable alternative to fMRI, as long as the ROI has been identified and is within the range of spatial resolution provided by NIRS [Strangman et al., 2002a] .
CONCLUSION
This study examined the phonological neighborhood density effect in English visual word recognition using a NIRSbased event-related design. With an English stimulus set in which orthographic neighborhood density was carefully controlled, our NIRS data provide evidence for phonological neighborhood density effects in BA 22/39/40, which is a region previously identified as important in mediating grapheme-to-phoneme conversion in English. This finding shows that it is possible to identify distinct neural correlates of neighborhood density modulating visual word recognition.
