Abstract-The combination of pixel and superpixel has been widely utilized in the interactive segmentation methods to overcome the sensitivity to the seeds' quantity and quality. However, because of the introduction of more variables and variables' interactions, the pixel-superpixel combination methods are still limited to the segmentation accuracy and computational complexity. To solve these problems, in this paper, we propose an interactive multilabel image segmentation method. In the proposed segmentation model, the multilayer relationships among the pixel layer, superpixel layer, and label layer are fused by the Markov random field framework to further improve the segmentation accuracy. During the optimization stage, the parallel partial optimality strategy is utilized to effectively solve the multilabel submodular energy function. Experimental results on challenging data sets demonstrate the competitiveness of the proposed method comparing with several state-of-the-art interactive algorithms.
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I. INTRODUCTION
A S a low level research, image segmentation is very important for many high level applications in image processing and computer vision [1] , [2] . The problem of image segmentation can be interpreted as dividing an image into different regions, where pixels belonging to the same region should have consistent features [3] , [4] . Generally, segmentation methods can be classified into unsupervised, semi-supervised and fully supervised approaches. Recently, the semi-supervised methods, in which the user is allowed to provide a few seeds to represent the label information, have gained much popularity. These methods are very practical in many applications, because the users can add their intention during the segmentation. In this paper, we mainly focus on the semi-supervised model which is also referred as interactive method. T. Wang, Z. Ji, Q. Sun, and Q. Chen are with the School of Computer Science and Engineering, Nanjing University of Science and Technology, Nanjing 210094, China (e-mail: wangtaoatnjust@163.com; jizexuan@njust. edu.cn; sunquansen@njust.edu.cn; chen2qiang@163.com).
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During the last decades, many interactive image segmentation methods have been proposed, such as random walk (RW) [5] - [8] , shortest path (SP) [9] - [11] , and graph cuts (GC) [12] - [17] . In the RW model, the energy function is constructed based on the similarities of all neighborhood pixels, then the labels of unseeded pixels can be estimated through the seed propagation based on a relationship graph. In the SP model, the energy function is formulated based on the distances of the paths between unseeded and seeded pixels, then the unseeded pixel is assigned the foreground label if there is a shorter path to a foreground seed. In the GC model, the energy function is formulated in terms of discrete Markov random field (MRF), in which both the region information (relationships between pixels and labels) and the boundary information (relationships between neighborhood pixels) are taken into account for the segmentation. The minimization of the MRF energy function can be formulated into finding a minimum cut in the constructed s/t graph via a maximum flow computation [18] , [19] . GrabCut [14] extends GC to color images with an iterative strategy. The texture information of the image is fused in the segmentation in [15] . The edge detection is utilized to improve the segmentation performance for thin objects in [13] . GC and normalized cuts algorithms are incorporated into a unified energy optimization framework for segmenting large images in [16] . The RW algorithm is extended with a restarting probability for segmentation in [6] . The lazy random walk [7] is developed for superpixel segmentation. The sub-Markov random walk algorithm [8] with label prior is proposed to solve the segmentation problem of objects with thin and elongated parts.
However, the methods discussed above are generally sensitive to the seed's quantity and location [20] . To solve this problem, the higher-order-based methods have been widely developed for image segmentation [21] - [24] and co-segmentation [25] , [26] . Comparing with pixel-level-based methods, the higherorder-based methods can usually obtain more robust results by utilizing the superpixel consistent constraint. However, the corresponding segmentation results are generally affected by the qualities of superpixels. In fact, the situations that superpixels are not consistent with boundaries often arise in nature images. Thus, the "hard" constraints between pixels and superpixels often lead to over-segmentation results. Therefore, the multiplesuperpixel-based methods [27] - [30] are proposed to overcome the "hard" superpixel constraints. The multiple segmentations can generally be produced by unsupervised segmentation algorithm such as mean shift [31] with different parameter settings. In the Robust P n model [27] , by using condition random filed in a principled manner, the hidden soft constraints between pixels and multiple superpixels are utilized for the segmentation. Furthermore, the quality of each superpixel is also measured to 1520-9210 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. reduce the influence of "bad" superpixels. This method only explores the impact of superpixel on pixel labeling without considering the inherent relationships between superpixels and pixels. Based on the Robust P n model, many combination segmentation methods have been developed [20] , [29] , [30] , which combine the pixels and superpixels, and obtain better results than pixel-level-based methods with fewer seeds. However, without considering the label prior information, the results of these combination methods are often label inconsistent with the objects. Furthermore, because of the introduction of more relationships between pixels and superpixels, these methods are generally time consuming. For example, the method in [20] has a heavy computational burden to solve the inversion of an over-large matrix.
Another important issue for the interactive segmentation method is the optimization of the discrete MRF energy functions. For binary MRFs, the graph cuts method [12] can obtain a global minimum in polynomial time for submodular functions. For non-submodular functions, the roof-duality-based techniques [32] , [33] have been developed to provide a reliable solution. In multilabel MRFs, as described in [34] , it is a NP-hard problem. Recently, many methods combining cuttingplane and branch-and-bound techniques [35] - [37] have been proposed for the multilabel optimization problem. Without considering the computational complexity, the main advantage of these methods is that they can provide globally optimal integer solutions. However, these methods typically do not scale and can no longer guarantee optimality with additional time limitations [42] . To reduce the complexity of optimization, many approximate optimization methods have been proposed, such as expansion moves [34] , swap moves [34] , and FastPD [38] , in which the multilabel problem is divided into sequential twolabel problems and the algorithms solve the two-label problems iteratively until convergence. For each two-label sub-problem, the graph cuts algorithm is usually used to find the best moves. Although these methods have been demonstrated satisfactory results for the discrete MRFs, they still need a considerable time to solve the energy functions due to the involving of a large number of variables [44] . Furthermore, these algorithms are sensitive to the initializations. More iteration steps are needed to obtain the convergence with a "bad" initialization.
Recently, many partial optimality methods [39] - [42] for discrete MRFs have been proposed, in which part labels of the variables can be obtained. This partial optimal property can effectively reduce the number of variables and make the original multilabel problem simpler. Many optimization methods based on the partial optimality have been proposed [43] - [45] for the discrete MRFs. In [43] , this partial optimality is employed to extend the expansion and swap moves methods to arbitrary functions by so-called fusion moves. In [44] , [45] , the partial optimality is used to reduce the problem size.
In this paper, we propose an interactive multilabel image segmentation method. First, the multilayer relationships among the pixel-layer, superpixel-layer and label-layer are fused under the MRF framework, which makes the proposed model take both the inherent pixel-superpixel mutual relationship and the label information into account. For the optimization of the multilabel MRF based energy function, a partial optimality method is then proposed to improve the effectiveness of the optimization. Similar to the expansion moves algorithm, the proposed partial optimality method divides the multilabel problem into two-label sub-problems. In contrast to the serial steps of the expansion moves algorithm, each sub-problem in the proposed method is independent from each other. Comparing with the existing partial optimality methods, the advantage of the proposed method is that our parallel strategy can be naturally utilized on multi-cores computers to further reduce the running time. Fig. 1 shows the overall flow of the proposed model.
II. RELATED WORK
Based on Bayes' theory, the task of segmentation can be regarded as finding the maximum a posteriori (MAP) of labels based on the observed data. The conventional pixel-level MAP-MRF-based methods usually utilize two kinds of information for the segmentation, one is the relationships among neighborhood pixels and the other is the relationships between pixels and labels (shown in Fig. 2 ). The general form of the energy function is described as follows [12] - [17] : where X is the set of all pixels of the image, f x ∈ {1, ...L} represents the label for pixel x, and D x measures the similarity between the observed data of pixel x and label f x . If x matches f x well, the penalty of D x should be small, and vice versa. ℵ X is the set of interacting pairs of pixels and typically consists of adjacent pixels, and V x i ,x j is the smoothness penalty function, which describes the prior probability of a particular label configuration with the elements of the clique (x i , x j ) [46] .
The segmentation qualities of the pixel-level-based methods are sensitive to the seeds' quantity and placement. To overcome this defect and further improve the segmentation accuracy, many pixel-superpixel combination methods have been proposed by imposing the superpixel constraint. The Robust P n model [27] extends the pixel-level energy to the higher-order energy by introducing additional hidden constraints from superpixels to pixels. In the Robust P n model, three kinds of relationships, including pixel-pixel, pixel-label and superpixel-pixel, are utilized for the segmentation (shown in Fig. 3 ). The energy function of the Robust P n model is described as follows:
where Y refers to a set of superpixels, and ψ y are higher-order potentials defined on superpixels. As we mentioned before, this method only explores how the superpixel impacts pixel label- [20] . |S| represents the number of multiple superpixel layers.
ing regardless of the inherent relationship between superpixel and pixels. Furthermore, it is complex and time-consuming by adding auxiliary nodes for the optimization of the higher-order energy function.
Inspired by the Robust P n model, many combination methods have been developed by segmenting pixel and superpixel together [20] , [29] , [30] , in which the interactions between pixels and multiple superpixels are considered. In the nonparametric learning model [20] , three kinds of relationships: pixel-pixel, superpixel-superpixel and superpixel-pixel are utilized for the segmentation (shown in Fig. 4 ). The energy function of the nonparametric learning model is described as follows:
where π X l and π Y l represent the likelihoods for the pixels and superpixels belonging to label l, respectively. V x i ,x j and V y i ,y j correspond to the energies inside the pixels and superpixels, respectively. ℵ X and ℵ Y represent the neighborhoods of pixel and superpixel, respectively. ϕ(·) denotes the hard constraint function for the pixel and superpixel seeds. ψ xy and ψ y x represent the mutual relationships of pixel-superpixel and superpixel-pixels, respectively. The interactions between higher-order cliques and pixels make this model more robust to the initializations. However, there are still some problems which can be summarized as the following two aspects, one is the inconsistency with the label information caused by the inaccurate superpixel constraint especially in many small regions, and the other is the increasing algorithm burden due to the introduction of more interactions.
III. PROPOSED SEGMENTATION MODEL
To overcome the defects of conventional pixel and superpixel combination methods and obtain high-quality segmentation results, in this paper, an interactive image segmentation model is proposed by fusing the multilayer relationships among the pixellayer, superpixel-layer and label-layer with the MRF framework, and five kinds of relationships are utilized for the segmentation. The vertex set V consists of three kinds of nodes, the first denotes the pixels xi ∈ X (green circles), the second denotes the multiple superpixels yi ∈ Y (red and blue circles), and the last denotes the labels l ∈ {1, ...L} (orange circles). The edge set E consists of five kinds of connections, where ω X corresponds to the relationships between pixels, ω Y corresponds to the relationships between superpixels, and ω X Y corresponds to the relationships between pixels and superpixels, and ω X L and ω Y L correspond to the relationships of pixels-labels and superpixels-labels, respectively. |S| represents the number of multiple superpixel layers.
As shown in Fig. 5 , let an undirected graph G = (V, E) be constructed with pixels, superpixels and labels as nodes
, E Y L } are the connections between pairwise nodes. Based on these connections, the proposed segmentation energy function is defined as follows:
x j is the interactions between neighboring pixels x i
and x j (edges in E X ). The corresponding weight ω X i j is defined as
where c i is the intensity value of pixel x i , β is a constant that controls the strength of the weight. A larger value of ω X i j represents a higher similarity between two pixels. Then the V x i ,x j can be defined as is defined as
wherec i is the mean value for all the pixels in the superpixel y i . A larger value of ω Y ij represents a higher similarity between two superpixels. Then V y i ,y j can be defined as
where δ(f y i = f y j ) = 1 if f y i = f y j , and 0 otherwise. 3) D x corresponds to the interactions between pixels and labels (edges in E X L ). Each pixel is linked to all label nodes with the weights ω X L . The prior information of each label can be estimated by the seeds provided by the user. In this paper, the Gaussian mixture model (GMM) is used to model the seeds for each label. For each label l ∈ L, the GMM with K components is utilized on the set {X 
where dim is the dimension of c x (3 for the color image). The values of probability P X L xl ranges from 0 to 1 with the constraint
xl between the pixel x and the label l is defined as
where X s l is the set consisting of pixel seeds with the label l , and λ is a constant used to restraint the pixel seeds belonging to the initial labels. D x is defined as (11) where μ ≥ 0 is a constant used to control the influence of D x . 4) D y corresponds to the interactions between each superpixel and all labels (edges in E Y L ). The probability of the superpixel y belonging to the label l can be estimated by
where
y l between the superpixel y and the label l is defined as (13) where Y s l is the set consisting of superpixel seeds with the label l , λ is a constant used to restraint the superpixel seeds belonging to the initial labels. D y is defined as follows: (14) where μ ≥ 0 is a constant used to control the influence of D y . 5) ψ xy corresponds to the interactions between the pixelbased layer and the superpixel-based layer (edges in E X Y ). It describes the relationships between pixels and their corresponding superpixels. The weight ω X Y xy between the pixel x and the superpixel y is defined as
The weight ω X Y xy can be viewed as the soft relationship between pixel and its corresponding superpixel, which helps to reduce the influence of incorrect superpixel. ψ xy is then defined as
where δ(f x = f y ) = 1 if f x = f y , and 0 otherwise. η ≥ 0 is a constant to control the influence of ψ xy . Because only the relationships between pixels and their corresponding superpixels are considered, ψ xy only consists of pairwise matched pixels-superpixels. Each pixel corresponds to its corresponding superpixels and is likely to have the same label with the superpixels if their weight is large. Inversely, each superpixel connects with a number of pixels and the label of the superpixel is influenced by the overall relationships of all pixels connected to it. Remark 1: Comparing with the Robust P n model [27] , this paper explores the mutual influences between the higher-order cliques and pixels. The superpixels directly participate into the segmentation with the pixels, and the connections between superpixels and pixels are utilized to transfer the information between the higher-order cliques and pixels. In this way, not only the higher-order cliques can impose the superpixel consistency to pixels, but also the pixels can give the higher-order cliques feedbacks and select more accurate higher-order constraints. Furthermore, in contrast to the Robust P n model which is based on the number of pixels in the superpixel not belonging to the dominant label, we use the pairwise submodular functions to denote the relationships between pixels and superpixels, and thus simplify the optimization without performing higher-order optimization.
Remark 2: Comparing with the nonparametric learning model [20] , the label prior information is naturally utilized in the proposed model, which can be easily estimated based on the seeds and has been proved effective for the segmentation in many pixel-level-based methods [12] - [17] . Since the superpixel may not accurately capture the details in small and slender regions, the utilizing of the label information can improve the segmentation accuracy and obtain more satisfactory results.
IV. OPTIMIZATION
The proposed energy function in (4) is a submodular function which consists of unary and binary terms [47] . The expansion or swap moves [34] algorithm can be directly applied to optimize the proposed energy function. However, the introduction of more variables and interactions among the multilayer model would lead to much higher computational complexity for the optimization. Furthermore, the sub-problems in the moves-based algorithms are dependent with each other, which means that the current two-label sub-problem is dependent on the result of the previous step. In this paper, we propose a parallel partial optimality method to simplify the original multilabel optimization problem. To clearly describe the partial optimality algorithm, we rewrite the proposed segmentation energy function in (4) as follows:
where E U and E B represent all unary and binary terms in (4), respectively. P represents the set of nodes which contains all the pixels and superpixels. ℵ represents the set of pairwise nodes which includes all neighboring pixel pairs, neighboring superpixel pairs, and matched pixel-superpixel pairs. U p corresponds to the unary functions D x and D y in (4). B pq · δ(f (p) = f (q)) corresponds to the binary functions V x i ,x j , V y i ,y j , and ψ xy in (4).
Similar to the expansion moves algorithm, we also divide the multilabel problem into two-label sub-problems. For each label l ∈ L, an auxiliary energy function is designed as
where f l ∈ {l,l} |P | , l andl represent two labels. The function E U is defined as
and 6 . Flow of the proposed parallel partial optimality algorithm. In the parallel process, the graph cuts algorithm is utilized to solve the auxiliary two-label submodular energy functions in (18) for each label in parallel. For each label l ∈ L, we can then obtain the globally optimal labeling f * l of the auxiliary function E (f l ), and set f (p) = l for pixels satisfying f * l (p) = l where f represents the labeling of the original multilabel function in (17) .
where L represents the label set, and the function min(·) denotes the minimum in the set. E B is defined as the same form with
Based on the construction of the auxiliary two-label energy function in (18)- (20), we can transform the problem of optimizing the original multilabel energy function in (17) into a series of sub-problems of optimizing the auxiliary energy functions. The relationships between the multilabel energy function and the auxiliary two-label energy functions are shown in property 1 and property 2. A similar construction of the auxiliary energy function is used to solve a (max, +) problem based on the sub-convex theorem in [39] . Comparing with [39] , besides the different validation for the partial optimality property, we give the parallel strategy in the proposed model. Fig. 6 shows the flow of the proposed parallel partial optimality algorithm. In the parallel process, the graph cuts algorithm is utilized to solve the auxiliary two-label submodular energy functions in (18) for each label in parallel. Then for each label l ∈ L, we can obtain the globally optimal labeling f * l of the auxiliary function E (f l ), and set f (p) = l for pixels satisfying f * l (p) = l where f represents the labeling of the original multilabel function in (17) .
From the flow description in Fig. 6 , it can be seen that in the partial optimality step, for each label l ∈ L we set f (p) = l for pixels satisfying f * l (p) = l. There are two questions need to be explained for this step: one is whether f (p) would change its value to different labels, and the other is whether f (p) is optimal. For question 1, due to the fact that we solve the auxiliary functions in parallel, if f (p) changes to different labels, it is impossible to select one label for f (p). For question 2, it involves the effectiveness of the proposed partial optimality algorithm. Next, we explain the two questions by property 1 and property 2, respectively.
, where f * l and f * l are the globally optimal solutions for the auxiliary energy function in (18) with the label l and l , respectively.
Property 2: Node {p|f * l (p) = l} satisfies f * (p) = l, where f * represents the globally optimal labeling of the original multilabel energy function in (17) .
Please refer to the APPENDIX section for the detailed proofs of properties 1 and 2. From property 1, it can be seen that if a pixel has been labeled, it cannot change to other labels, which makes the proposed parallel strategy reasonable. From property 2, it can be seen that the proposed parallel partial optimality algorithm can produce the partial optimality labeling f of the original multilabel energy function in (17) .
After the partial optimality step, although the labels of partial variables can be obtained (in practice, most variables can be labeled), there are still some unlabeled variables. The expansion moves algorithm [34] is utilized to solve these remaining unlabeled variables. To achieve computational efficiency for solving the remaining problem, we utilize the work in [44] to speed the algorithm. First, an initialization is generated for the expansion moves in the first iteration based on the obtained partial optimality labeling. Second, the graph from the corresponding move in the previous iteration is reused to make the new computation faster. The dynamical graph cuts [48] is used to achieve this by dynamically updating the flows and the residual edge capacities (Please refer to [44] for more details). After the expansion moves algorithm, the complete labeling of the multilabel segmentation energy function can be obtained and the labels of all pixels correspond to the final segmentation result. It is worth mentioning that the proposed optimization method can be applied to any submodular functions.
V. EXPERIMENTS
The initial seeds for each label are needed for the interactive image segmentation. We design the interactive system by the MATLAB software and the user needs to move the mouse on the input image to draw the scribble as the seeds. Following [27] , we generate multiple over-segmentations (superpixels) by varying the parameters of the mean shift algorithm [31] . Two parameters (h s , h r ) need to be manually set in the mean shift algorithm, where hs is the scale in the spatial domain and h r is the scale in the range domain. In our experiments, we set (h s , h r ) = {(10, 7), (10, 10) , (10, 15) }, respectively, and hence obtain three over-segmentation results as our superpixels. Unless otherwise specified, parameters involved in the proposed model are set as follows: the constant β is set to 60 and λ is set to 10 5 . The coefficients μ and η are set to 0.001 and 0.01, respectively. The number of Gaussian components K is fixed as 3. The 4-neighborhood is used for the pixel-level neighboring relationships.
The multilayer relationships among the pixel-layer, superpixel-layer and label-layer are fused for the segmentation in the proposed segmentation algorithm. Fig. 7 shows the influence of each relationship on the segmentation performance, in which Fig. 7(a) shows the input images with seeds, Fig. 7(b) shows the results by utilizing all the relationships, Fig. 7(c) -(f) respectively show the results without the energy terms V y i ,y j (the interactions between neighboring superpixels), V x i ,x j (the interactions between neighboring pixels), V y i ,y j and V x i ,x j , ψ xy (the interactions between pixels and superpixels). From Fig. 7(c) , without the interactions between neighboring superpixels, it can be observed that some small areas around the boundaries of the objects are wrongly segmented due to the misclassification of the superpixels. From Fig. 7(d) , without the interactions between neighboring pixels, we may obtain under-segmentation results due to the lack of regularization constraints. From Fig. 7(e) , without utilizing any interactions between neighboring pixels or neighboring superpixels, the algorithm may perform rather poor. From Fig. 7(f) , it can be seen that it is hard to obtain satisfactory results without the interactions between pixels and superpixels. The proposed segmentation model degenerates to the pixel-level-based method without the energy term ψ xy . Comparing Fig. 7(b) and (f), it can be found that the higher-order information between pixels and superpixels can help to improve the segmentation performances.
The performance of the proposed method is compared with state-of-the-art interactive methods including random walk (RW) [5] , lazy random walk (LRW) [7] , sub-Markov random walk (SMRW) [8] , GrabCut [14] and nonparametric higherorder (NHO) [20] on the Berkeley segmentation data set [49] and Microsoft GrabCut database [50] . The implementation codes of these algorithms are offered by the original authors, and the suggested parameters in their papers are used for the comparison experiments.
First, for two-label segmentation, the Microsoft GrabCut database is utilized to evaluate the problem of extracting accurate object details, which has been widely used for RW [5] 6.45 ± 4.8 LRW [7] 5.70 ± 4.6 SMRW [8] 4.61 ± 3.2 GrabCut [14] 5.46 ± 4.1 NHO [20] 4.25 ± 3.7 Our method 3.79 ± 2.8 Robust P n model [27] 6.08 (reported in [20] ) Graph Cuts [12] 6.60 (reported in [20] ) GMMRF [53] 7.90 (reported in [54] ) LazySnapping [23] 6.65 (reported in [54] ) Constrained Random Walk [7] 4.08 (reported in [54]) quantitative two-label segmentation comparison with the stateof-the-art methods. The error rates are utilized as the measurement of accuracy for segmentation, which is defined as the ratio of the number of wrongly labeled pixels to the total number of unlabeled pixels. The misclassified pixels are identified by the difference between the ground truth images and the segmentation results. For multilabel segmentation, 100 images with clearly recognizable objects are then selected from the Berkeley segmentation data set to test the effectiveness of the proposed method. Two stable and significant measures, i.e. probabilistic rand index (PRI) [51] and variation of information (VoI) [52] , are used to compare the performance of the algorithms. PRI measures the agreement between the segmented result and the manually generated ground truth. VoI measures the information content in each of the segmentations and how much information one segmentation gives about the other. The value of PRI ranges from 0 to 1, with a higher value representing a more accurate segmentation result. The value of VoI ranges in [0, ∞), with a smaller value representing a more accurate segmentation result.
A. Two-Label Segmentation
For the two-label segmentation, we demonstrate the quality of the proposed method on the Microsoft GrabCut database [50] . Table I summarizes the error rates achieved by various methods. It can be observed that both LRW and SMRW outperform RW. Comparing with pixel-level-based methods, the pixel-superpixel combination methods achieve better results because of the utilizing of superpixel information. Comparing the proposed method with the robust P n model [27] , the error rate is significantly improved from 6.08% to 3.77% due to the exploration of the inherent mutual relationships between pixels and superpixels. Comparing with NHO which obtains an average error rate 4.25%, the proposed method obtains superior performance due to the utilizing of the label prior information. Fig. 8 shows the comparison of error rate for each image by applying RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] and the proposed method. Consequently, from the comparison results in Table I and Fig. 8 , it can be seen that the proposed multilayer constraint effectively improves the segmentation accuracy, and outperforms other comparison methods in most cases. Fig. 8 . Error rate for all the images in the Microsoft GrabCut database [50] by applying RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] , and the proposed method. Fig. 9 . Example segmentations using the tri-maps on the Microsoft GrabCut database [50] . The first column shows test images with tri-maps. The second through seventh columns show segmentation results obtained by RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] , and the proposed method, respectively. Fig. 9 illustrates the example segmentations on the Microsoft GrabCut database, which shows that the proposed method can achieve high-quality segmentation results. For example, the proposed method can detect the legs of the people with the tri-map in the last row. In the second row, it can be seen that the arms of the people can be well detected and the segmentation boundary is very smooth. These quantitative and qualitative comparison results demonstrate the superior performances of the proposed multilayer constraint-based segmentation model.
B. Multilabel Segmentation
We evaluate the performance of multilabel segmentation on the Berkeley segmentation data set [49] . We select 100 test images with clearly recognizable objects for the quantitative and qualitative multilabel experimental comparisons. The statistical results including the mean and standard deviation of PRI and VoI for all the comparing methods are listed in Table II . It can be observed that the proposed method outperforms the other methods with the smallest VoI value 1.32 and the largest PRI value 0.86. Figs. 10 and 11 show the PRI and VoI curves for each test image to further display the performance of each method. It is clearly observed that the proposed method obtains the best performance in most cases. Fig. 12 shows the multilabel segmentation results of the comparison approaches, in which the first row shows the input images with scribbles, the images from the second to the seventh rows are the segmentation results by applying RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] and the proposed method, respectively. From the results in the second and the Fig . 10 . PRI values achieved on individual images by applying RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] , and the proposed method. Fig. 11 . VoI values achieved on individual images by applying RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] , and the proposed method.
third rows, it can be seen that RW and LRW cannot obtain satisfactory performance with limited seeds. Comparing with RW and LRW, SMRW obtains better results due to the utilizing of global label priors. Comparing with pixel-level-based methods, NHO obtains better performance because of the combination of pixel and superpixel information. However, NHO cannot segment the small and slender objects due to the influence of superpixels. It can be seen that the proposed method achieves high-quality segmentation results with accurate object details. These quantitative and qualitative comparisons confirm the accuracy of the proposed method for multilabel segmentation.
VI. DISCUSSING

A. Parameter Settings
The proposed segmentation model involves two controlling parameters to be manually set, including the parameters μ in (11), (14) and η in (16) . The parameter μ is utilized to control the influence of the relationships between elements and labels, and η is utilized to adjust the effects of the relationships between pixels and superpixels. To investigate the impact of parameter settings for μ and η, the performances with different parameters are evaluated on the Microsoft GrabCut database [50] . Fig. 13 shows the quantitative evaluation of the average error rates (%) Fig. 12 . Comparing the proposed method with state-of-the-art methods for finding multiple patterns or objects with a few scribbles. The first row shows the input images with scribbles. The second through seventh rows show the segmentation results applied by RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] , and the proposed method, respectively. with different values of μ and η. It can be observed that the proposed model is a little sensitive to μ. Comparing with μ, the proposed model is robust to the parameter η. It can be observed that the best result is obtained when μ = 0.001 and η = 0.01. Therefore, in this paper, we experimentally set μ and η to 0.001 and 0.01.
B. Sensitivity Analyzing
Similar to the evaluation in [20] , we analyze the sensitivity of the proposed method with respect to seed quantity and placement. Table III shows the results of the sensitivity checks, in which column 1st shows the test image IDs from the Microsoft GrabCut database [50] . The standard segmen- tations are achieved from the initial trimaps provided by the Microsoft GrabCut database. The initial seeds are then randomly taken from 1% to 50% of total seed quantity. The perturbed segmentations are recomputed from these selected seeds and compared with the standard segmentations. The normalized Fig. 14. Pairwise relationships involving the nodes in P ll , where ℵ 1 represents two nodes p and q both belonging to set P ll , ℵ 2 represents one node belonging to set P ll and the other node belonging to set P l \P ll , ℵ 3 represents one node belonging to set P ll and the other node belonging to set P l \P ll , and ℵ 4 represents one node belonging to set P ll and the other node belonging to set P \{P l , P l }.
| is used to measure the similarity of two segmentations [20] , where F 1 and F 2 indicate the sets of pixels in two segmentations. From Table III , it can be seen that the proposed method is robust to the seed quantity and placement due to the introduction of the multilayer constraints. Even with 1% seeds, the proposed method can still provide satisfactory segmentation results. Table IV lists the average running times of RW [5] , LRW [7] , SMRW [8] , GrabCut [14] , NHO [20] and the proposed method on 100 test images with size 321 × 481 on an Intel Xeon CPU running at 2.0 GHz in MATLAB. We implement the "parfor" function in MATLAB with four cores to perform the parallel partial optimality algorithm. The time costs of NHO [20] and the proposed method do not include the step for superpixel construction. It can be seen that the pixel-levelbased methods obtain lower running times than the pixel and superpixel combination methods because of the fewer variables and variables' interactions. The time cost of NHO is very high due to the fact that it needs to solve the inversion Fig. 15 . Pairwise relationships involving the nodes inP l , where‫א‬ 1 represents two nodes p and q both belonging to setP l , and‫א‬ 2 represents one node belonging to setP l and the other node belonging to set P l \P l , and‫א‬ 3 represents one node belonging to setP l and the other node belonging to set P \P l . 
C. Computational Complexity
of a large matric. Although more relationships are utilized in the proposed segmentation model, the algorithm complexity is still competitive due to the use of parallel partial optimality strategy.
VII. CONCLUSION
This paper presents an interactive multilabel image segmentation method. To overcome the defects of the conventional combination segmentation model, in the proposed segmentation model, the multilayer interactions among the pixel layer, superpixel layer, and label layer are fused under the MRF framework. The inherent pixel-superpixel relationship and the label prior information are both utilized to further improve the segmentation accuracy. For the optimization of the proposed multilabel submodular energy function, the parallel partial optimality strategy is utilized to improve the optimization efficiency. Two properties are also displayed to explain the parallel and partial optimality characteristics of the proposed optimization model. The qualitative and quantitative comparisons with state-of-the-art interactive approaches demonstrate the effectiveness of the proposed method. However, several adjusting parameters need to be manually set, which would make the proposed algorithm less robust for the practical applications. Therefore, our future work will focus on how to obtain the adaptive optimal parameters for each image automatically.
APPENDIX
Proof for Property 1
Let P l denote the set of nodes {p|f * l (p) = l} and P l denote the set of nodes {p|f * l (p) = l }. The original problem can be equivalent to proof: P l ∩ P l = ∅.
We assume that P l ∩ P l = ∅, and let P ll denote their intersection P ll = P l ∩ P l . We then seek for the following two labeling: where P denotes the set of all pixel and superpixel nodes. It can be seen that the difference between the energies E (f * l )/E (f * l ) and E (f l )/E (f l ) lies in the unary and binary terms associated with nodes in set P ll . All the pairwise relationships involving the nodes in P ll are shown in or p ∈ P l \P ll , q ∈ P ll } ℵ 3 = {(p, q)|p ∈ P ll , q ∈ P l \P ll or p ∈ P l \P ll , q ∈ P ll } ℵ 4 = {(p, q)|p ∈ P ll , q ∈ P \{P l , P l } or p ∈ P \{P l , P l }, q ∈ P ll } .
The energy difference between E (f * l )/E (f * l ) and E (f l )/E (f l ) can be denoted as × B pq · δ(f l (p) = f l (q)) < 0
The values of the functions δ(·) in (22) with different node pairs from the sets ℵ 1 , ℵ 2 , ℵ 3 and ℵ 4 are listed in Table V .
Based on the values of δ(·) shown in 
From the definition of unary terms in (19) , it can be derived that U p (l ) = min ξ ∈L\{l } U p (ξ) ≤ U p (l). We can then obtain p∈P l l U p (l ) ≤ p∈P l l U p (l). Furthermore, from the weight definition of the binary term in (5), (7), (10), we have B pq ≥ 0. Therefore, it is apparently that the inequality in (24) is invalid.
Consequently, it can be concluded that the set P ll does not exist and P l ∩ P l = ∅, which means that for node {p|f * l (p) = l}, it satisfies f * l (p) = l for any label l ∈ L\{l}.
Proof for Property 2
Let P l denote the set of nodes {p|f * l (p) = l}. We assume that there exists a setP l ⊆ P l , and it has f * (p) = l for nodes p ∈P l and f * (p) = l for nodes p ∈ P l \P l . The original problem can be equivalent to proof the setP l does not exist.
We seek for the following two labeling:f which satisfies
and f which satisfies
It can be seen that the difference between the energies E (f * l )/E(f * ) and E (f )/E(f ) lies in the unary and binary terms associated with nodes in setP l . All the pairwise relationships involving the nodes inP l are shown in Fig. 15 . Let ℵ(P l ) ‫א=‬ 1 ‫א∪‬ 2 ‫א∪‬ 3 denote the set of all pairwise relationships involving the nodes inP l , where
The energy difference between E (f * l ) and E (f ) can be denoted as Table VI , it can be noticed that δ(f * (p) = f * (q)) ≥ δ(f (p) = f (q)) and δ(f (p) =f (q)) ≤ δ(f * l (p) = f * l (q)) for (p, q) ∈ ℵ(P l ). Therefore, we have
