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Abstract
We are interested in the behavior with respect to the small parameter  > 0 of solutions ρ of the con-
servative transport(-diffusion) equation ∂tρ + ∇x(ρu) = ηxρ , with η  0, driven by a large random
velocity field: |u | =O(1/). Assuming that the velocity does not have long-time memory we justify the
convergence of the expectation Eρ to the solution of a diffusion equation. This question has been widely
investigated; here we present a simple proof which only relies on PDE tools.
© 2006 Elsevier Masson SAS. All rights reserved.
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1. Introduction
We are interested in the evolution of a scalar quantity ρ(t, x), advected by a “turbulent”
velocity field u(t, x). This quantity can also be subject to diffusion effects, characterized
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tion
∂tρ + divx(ρu) = ηxρ, t  0, x ∈ RN. (1)
For the time being, “turbulent” remains a vague adjective roughly meaning that u has vi-
olent and fast variations and we aim at describing the average behavior of ρ over all
these variations. To this end, let us denote by 〈·〉 some averaging operation. We are led
to
∂t 〈ρ〉 = divx〈ρu〉 + ηx〈ρ〉. (2)
Therefore, while the problem (1) is linear, the question we address becomes nonlinear since
we need to characterize 〈ρu〉 and, as a common rule, usually the average of a product does
not coincide with the product of the averages. This is the so-called “turbulent moment closure
problem” which consists in finding an expression of the correlation 〈ρu〉 by means of 〈ρ〉. The
problem arises in many different fields of application. Usual examples come from the prediction
of temperature profiles in high Reynolds number turbulence [5] or the tracking of pollutants
in the atmosphere [10,14]. The problem is also motivated by the study of the propagation of
oscillations in fluid mechanics equations, as pointed out e.g. by Di Perna and Majda [12], Kramer
and Majda [28], Mc Laughlin, Papanicolaou, Pironneau [35] or Hou [22]. Closure of (2) has also
been used recently to derive models for ionospheric plasmas by Besse et al. [6]. It leads to the
so called “turbulent striation model” which is shown to have nice stability properties and gives
a quite accurate model the solution of which can be evaluated with a moderate computational
cost.
There are two ways to model the fluctuations of the velocity field u, which are intended
to mimic the complicated structure of turbulent flows: either we consider a deterministic field
which oscillates fastly with respect to some periodic variables, or we consider a random field.
The former situation (where 〈·〉 stands for the average over the periodic variables) is analyzed in
great generality in Goudon and Poupaud [18] where further references can be found; the latter
(where 〈·〉 stands for the expectation) is the object of this work. Let us point out immediately
that the role of the diffusivity can be completely different in both situations. When considering
periodic oscillations, it is crucial to assume η > 0, the main difficulty being related to the well
known fact that the Fredholm alternative does not apply to the transport operator div(u·). When
η = 0, rigorous results can be obtained only at the price of drastic restrictions to very particular
geometries:
– shear flows, where the oscillations of the velocity field hold in a direction transverse to
the variable of derivation of the scalar field, see Tartar, [39,40], Mascarenhas [36], Amirat,
Hamdache and Ziani [1,2], Hamdache [20,21] etc.;
– divergence free fields in 2 space dimension where we can use the fact that u is the curl of a
potential, see Brenier [9], Hou and Xin [23], E [13] etc.
On the contrary, when dealing with random velocity fields, we can obtain a diffusive behavior
for the average 〈ρ〉, even for η = 0, as we shall see below. Roughly speaking, the difficulty is
related to the fact that the convection equation is essentially reversible while we expect in the
limit  → 0 a dynamics described by a diffusion equation which is therefore irreversible. Taking
into account a nonvanishing viscosity η > 0, or the randomness of the velocity field are possible
routes to introduce irreversibility into the model.
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consists in looking at the evolution of the trajectories, solution of the differential equation
dX(t) = u(t,X(t))dt +√2η dW(t), (3)
W being the standard N -dimensional Brownian motion. Actually, this differential equation is
clearly related to the backward nonconservative form of the PDE (1)
∂tρ + u · ∇xρ + ηxρ = 0, t < T ,
completed by a final data ρ(T , x) = ρT (x). The large time behavior of the trajectories is a ques-
tion which goes back to Taylor [41]. Under appropriate assumptions on u, he conjectured that
particles driven by (3) follow approximately a Brownian motion defined by the correlations ma-
trix E(u⊗u). More general and rigorous results are obtained in the seminal papers of Kubo [32],
Stratonovich [38] and Khas’minskii [29]. Within this viewpoint, the situation has been treated in
full generality in the celebrated article of Kesten and Papanicolaou [24].
To be more specific, let us introduce a small parameter  > 0, associated to some physical
quantities of the problem. Working with dimensionless quantities, the random velocity field be-
comes
1

u(t/2, x/γ ), 0 γ  1,
with u of order O(1). The crucial assumption relies on a strong separation of the time scales.
This is the meaning of the so-called “mixing condition”, which in some sense prohibits long-
time memory of the velocity field. The case γ < 1 corresponds to a weak fluctuation scaling
since, roughly speaking, space scales are not strongly separated. Then, under such a mixing con-
dition on u, we can establish, according to Khas’minskii [29], Kesten and Papanicolaou [24], the
convergence of the measure on C0([0,∞),RN) induced by X , solution of dXdt = 1 u(t/2,X),
X(0) = x, to a probability measure corresponding to a diffusion generator, identified by means
of the correlation matrix of u. This is proved in [24] for η = 0, γ = 0 under very weak assump-
tions on the random field u and the result is generalized to 0 < γ < 1 by Komorowski [30]. When
γ = 1, the problem is much more difficult since space scales are strongly separated. Hence, we
have to average over space fluctuations and the problem combines with homogenization effects.
Note that this scaling is particularly relevant on a physical viewpoint since the change of variables
u(t, x) → 1

u(t/2, x/) leaves invariant the Navier–Stokes equation. This paper only deals with
the weak fluctuation scaling 0 γ < 1 and relies on rapid temporal decorrelation.
Let us end this Introduction with some references, which are certainly far from being ex-
haustive. A very complete presentation of the topics, both on mathematical, physical aspects and
numerical modelling, with nice and deep comments, is the review by Kramer and Majda [28].
A shorter presentation can be found in Fannjiang, Ryzhik and Papanicolaou [17]. The problem
is very often treated under the additional assumption that u is divergence free. It greatly simpli-
fies the mathematical analysis. For instance, when η > 0, on the one hand the incompressibility
condition leads to better functional estimates and on the other hand, by introducing a streaming
skew-symmetric matrix B verifying Div(B) = u, we can reformulate the problem in the simpler
framework of a purely parabolic equation. We refer on this aspect to the works by Avellaneda
and Majda [4], Fannjiang and Papanicolaou [16], Komorowski and Olla [25], Landim, Olla and
Yau [33]. Shear flows situations are analyzed by Avellaneda and Majda [3]. The strong fluctua-
tion scaling (γ = 1) with η > 0 is treated by Komorowski [31], while the situation η = 0 and an
incompressible velocity field is dealt with by Komorowski and Papanicolaou [26].
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⎩
∂tρ
 + divx(uρ) = ηxρ,
ρ(0, x) = ρI (x),
u(t, x) = 1

( u1(t, x) + u0,(t, x)).
(4)
The scaling assumes large fluctuations of the random velocity field around a mean state u1 which
is assumed to be deterministic and which does not depend on . In the spirit of Kubo’s ap-
proach, see [32], the crucial assumption will be that fluctuations decorrelates over large enough
-dependent time interval. Then, we justify the convergence to a diffusion process, in the sense
that Eρ converges to ρ, in some suitable weak sense, solution of a diffusion equation. We
point out once again that the result holds even when assuming η = 0, a situation completely dif-
ferent from the homogenization with periodic fields. Our method of proof uses the framework
introduced in Poupaud and Vasseur [37] to study Schrödinger and Vlasov equation with random
potentials in the weak coupling regime. This strategy has been successfully applied to general
hyperbolic systems by Brassart [8], to investigate turbulent regimes in tokamaks by Loeper and
Vasseur [34] or to derive limit equations describing clouds of particles subject to friction forces
induced by a turbulent surrounding fluid by Goudon and Poupaud [19]. The paper is organized as
follows. In Section 2, we precise our assumptions on the velocity field u, and we state the conver-
gence result, restricting to the simplest case γ = 0, η = 0. Section 3 is devoted to the details of the
proof. We justify the diffusion approximation by using only PDE arguments. The reader should
be warned that we absolutely do not pretend to the full generality and that our assumptions are
really far from optimal. Instead, we emphasize the simplicity of the proof and provide a result as
neat and accessible as possible. We refer for sharper hypothesis to the quoted papers. Eventually,
in Section 4 we sketch the slight modifications which allow to treat the situations η > 0 and of
weak fluctuations scaling 0 < γ < 1/2.
2. Random homogenization of advection equations
In (4), the singular term 1

u0,(t, x) represents random fluctuations around the mean state u1,
assumed to be deterministic and independent on . More precisely, let us introduce the following
notations.
Let (Ω,T ,μ) be a probability space (with μ a σ -finite measure). A random variable X is a
μ-measurable real function on Ω . When X is an integrable random variable, its expectation is
given by
For X :Ω −→ R, E(X) =
∫
Ω
X(ω)dμ(ω).
Here, u0,(t, x) is considered as an integrable random variable of RN . It is assumed to have a
zero mean that is
E
(
u0,(t, x)
)= 0.
Accordingly, solution of (4) depends on the realization of the event ω. Then the solution ρ is
also a random function. Throughout the paper a quantity is said deterministic when it does not
depend on the hazard variable ω ∈ Ω . Since the mean field u1 is of order  compared to the
random fluctuations, we are concerned with a weak mean field problem.
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sequences (ρn)n∈N of bounded measures on RN , we say that ρn converges vaguely to ρ if
lim
n→∞
∫
RN
ϕρn dx =
∫
RN
ϕρ dx (5)
for any continuous function with compact support ϕ ∈ Cc(RN) (actually, the convergence (5)
holds for any function ϕ which is continuous and vanishes at infinity). Considering bounded
measures parametrized by t ∈ [0, T ], we say that ρn(t) converges vaguely to ρ(t) uniformly on
[0, T ] when (5) holds uniformly on [0, T ].
We rewrite the transport equation (4) as follows
∂tρ
 + divx(u1ρ) = Θ[ρ], in Rt × RNx , (6)
where Θ is the operator defined by
Θ(t)[ρ] = −1

divx(u0,ρ).
We wish to determine an effective limit equation for the expectation E(ρ) as  → 0. Averag-
ing (6) gives
∂tE(ρ
) + divx
(
u1E(ρ)
)= E(Θ[ρ]),
and we realize that we seek a description of the behavior of E(Θ[ρ]). We will follow the frame-
work introduced in Poupaud and Vasseur [37] which crucially requires a time mixing hypothesis.
Namely, the fluctuation field u0, has random oscillations with respect to the time variable; we
suppose it has the form
u0,(t, x) = v(t/2, x),
where the function v is required to satisfy⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
• v(t, x) is a L2 random variable with E(v(t, x)) = 0.
• There exists a (N × N matrix valued) smooth function R : [0,∞) × R2N →MN,
such that for every x, y ∈ RN, for every t, s ∈ [0,∞):
E(v(t, x) ⊗ v(s, y)) = R(s − t, x, y).
• There exists a constant T> 0 such that for every x, y ∈ RN, for every t, s ∈ [0,∞),
if |t − s| T then v(t, x) and v(s, y) are independent random variables,
(7)
The velocity field v is assumed to be an L2 random variable so that it admits finite a covari-
ance matrix. The first assumption means that v is centered. The second assumption means that
v is stationary: the covariances of U evaluated at different times depends only on the differ-
ences between these times. The third assumption can be seen as a Markov like assumption
on the trajectories. In [26], a random field v verifying such a property is said T-dependent.
It means that events are decorrelated when occurring at times separated by T. This is remi-
niscent to the classical Kubo analysis, [32], see also [28]. This crucial assumption plays the
role of a time mixing hypothesis which prohibits long-time memory effects. Note that the
function R is compactly supported in [−T,T] × RN × RN since for |t − s|  T, we have
E(v(t, x) ⊗ v(s, y)) = R(s − t, x, y) = E(v(t, x)) ⊗ E(v(s, y)) = 0. We also assume the fol-
lowing regularity assumptions:⎧⎨
⎩
• The mean velocity field u1 ∈ L∞(R;W 2,∞(RN)).
• The random velocity field v ∈ L∞(R;W 2,∞(RN)) satisfies for some K > 0,
sup |∂αv(t, x)|K < ∞, almost surely for any α ∈ NN, |α| 2.
(8)
t,x x
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mogenization process leads to a convection–diffusion equation, as described in the following
statement.
Theorem 1. Under the above assumptions (7) and (8), let
u(t, x) = 1

v
(
t
2
, x
)
+ u1(t, x), ∀(t, x) ∈ RN+1.
Let (ρI )>0 be a bounded sequence of deterministic nonnegative measures on RN . We suppose
that (ρI )>0 converges vaguely to ρI . Let ρ be the solution of the corresponding Cauchy prob-
lem
∂tρ
(t, x) + divx(uρ)(t, x) = 0, (t, x) ∈ RN+1, (9)
ρ(0, x) = ρI (x), x ∈ RN. (10)
Then, up to the extraction of a subsequence, for any time T > 0, E(ρ) converges vaguely to
ρ(t) 0 uniformly on [0, T ] and the limit ρ(t) is a solution of
∂tρ + divx
(
(u1 + c)ρ −D(x)∇ρ)= 0
in the sense that
d
dt
∫
RN
ϕρ(t, x)dx =
∫
RN
(
(u1 + c) · ∇xϕ + divx · (DT ∇xϕ)
)
ρ(t, x)dx (11)
holds in D′([0,∞)) for any ϕ ∈ C∞c (RN), with, furthermore, ρ|t=0 = ρI . The matrix D and the
velocity field c are given by{
Di,j (x) =
∫ T
0 Rj,i(σ, x, x)dσ, i, j ∈ {1, . . . ,N},
ci(x) =∑Nj=1 ∫ T0 ∂∂xj Rj,i(σ, x, x)dσ, i ∈ {1, . . . ,N}.
These expressions of the limit coefficients are referred to as the Kubo formula. Note that the
additional drift coefficient c vanishes when the velocity field is incompressible, as noted in [24].
Let us now detail some properties of the effective coefficients D and c. One important point is
that the symmetric part of the diffusion matrix is nonnegative.
Lemma 1. For all indices i, j ∈ {1, . . . ,N}, we have Ri,j ∈ L∞(R;W 2,∞(RN × RN)), and
supp(Ri,j ) ⊂ [−T,+T] × RN × RN . We also have the symmetry property Ri,j (σ, x, y) =
Rj,i(−σ,y, x). The matrix D has its coefficients in W 2,∞(RN) and it satisfies
N∑
i,j=1
Di,j ξiξj  0
for any ξ ∈ RN . The velocity field c lies in W 1,∞(RN).
Proof. Regularity of the correlation function R is an immediate consequence of (8) while the
support property follows from the second assumption in (7). Regularity of the coefficients D
and c follows from those of R. Next, we remark that
Ri,j (σ, x, y) = E
(
vi(0, x)vj (σ, y)
)= E(vj (σ, y)vi(0, x))= Rj,i(−σ,y, x).
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N∑
i,j=1
Di,j ξiξj = 12
N∑
i,j=1
T∫
−T
Ri,j (σ, x, x)ξiξj dσ = 12
N∑
i,j=1
∫
R
Ri,j (σ, x, x)ξiξj dσ,
by using the support property. Then, according to the strategy of [37], we use the following
property, satisfied by any integrable function F (see [37] for a proof),
∫
R
F(σ)dσ = lim
R→∞
1
2R
R∫
−R
( R∫
−R
F(s − t)dt
)
dt. (12)
We get
N∑
i,j=1
Di,j ξiξj = lim
R→∞
1
4R
N∑
i,j=1
R∫
−R
( R∫
−R
Ri,j (s − t, x, x)ξiξj ds
)
dt
= lim
R→∞
1
4R
R∫
−R
R∫
−R
E
(
v(t, x) · ξ v(s, x) · ξ)ds dt
= lim
R→∞
1
4R
E
([ R∫
−R
v(t, x) · ξ dt
]2)
 0,
which proves the nonnegativeness of the symmetric part of D. 
It is worth illustrating this section with an example of random velocity field satisfying our
requirements. Let V ∈ C∞c (RN+1;R). Consider sequences (ωn)n∈Z, (Tn)n∈Z of independent
random variables in R, with E(ωn) = 0, E(ωnωp) = δnp and Tn equidistributed in [−1/2,1/2].
The random variables ωn and Tn are independent. Then, we set
V(t, x) =
∑
n∈Z
ωnV (t − n− Tn, x).
We define similarly V ′(s, y) =∑n∈Z ωnV ′(s−n−Tn, y) from another function V ′ ∈ C∞c (RN+1;
R). Since V , V ′ have compact supports there is a positive constant K > 0 such that V(t, x)
depends only of ωn, Tn with n ∈ [t − K, t + K] and V ′(s, y) depends only of ωp , Tp with
p ∈ [s −K,s +K]. Then as soon as |t − s| > 2K , V(t, x) and V ′(s, y) are independent. We also
have
V(t, x)V ′(s, y) =
∑
n∈Z
ω2n V (t − n − Tn, x)V ′(s − n− Tn, y)
+
∑
n,m∈Z, n=m
ωnωmV (t − n− Tn)V (s − m− Tm,y).
The Independence of the random variables implies that the expectation of the last sum vanishes.
Hence, we get (using that the Tn’s are equidistributed)
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(V(t, x)V ′(s, y))=∑
n∈Z
E(ω2n) E
(
V (t − n− Tn, x)V ′(s − n− Tn, y)
)
=
∑
n∈Z
1/2∫
−1/2
V (t − n− z, x)V ′(s − n − z, y)dz
=
∑
n∈Z
n+1/2∫
n−1/2
V (t − z, x)V ′(s − z, y)dz
=
∫
R
V (t − z, x)V ′(s − z, y)dz
=
∫
R
V (t − s + z, x)V ′(z, y)dz.
We denote this quantity by RV,V ′(t−s, x, y). Then RV,V ′ is a compactly supported C∞ function.
Starting from functions Vi = Vi(t, x) ∈ C∞c (RN+1;R), i ∈ {1, . . . ,N}, we define the ith compo-
nent of the velocity field as vi(t, x) =∑n∈Z ωnVi(t − n − Tn, x). The correlation functions are
defined by Ri,j = RVi ,Vj .
This example, certainly as others in [8,27,37] that also fulfill our requirements, could be
interpreted as quite academic. Nevertheless, let us comment more on the assumptions, and in
particular the finite time decorrelation hypothesis.2 A turbulent flow can be thought of as a ran-
dom collection of vortices, involving a wide range of scales. The complexity of the structures that
solutions of the Navier–Stokes equation exhibit depends on the Reynolds number Re = u00/ν,
where ν is the kinematic viscosity of the fluid, 0 a typical length of the largest structures and u0
a typical value of the velocity. The higher the Re, the finer the structures: the size of the eddies
ranges from 0 to 0 Re−3/4, which means for applications in a ratio from 1 to 10−4, Moreover,
due to inertial instabilities, vortices break up rapidly into smaller eddies: experiments show that
the life span of the structures is comparable to their turn over time, 0/u0 for the largest vortices.
Hence, while we usually ignore the details of such fine structures, we expect that the prescribed
statistics of the random model shares the features of the turbulent flow. Here, (7) can be inter-
preted as an assumption on the eddies lifetime describing the nonpersistency of the structures,
so that the velocity field loss memory of its previous states quite fast. A more involved modeling
is beyond the scope of this paper, we mention however the contribution [15] where the renewal
time itself is taken as a random variable. An introduction to the physical background can be found
in [11] and we refer to [27] for a heuristic description of the limit process, with an interesting
interpretation of the scaling and the role of the decorrelation assumption based on the central
limit theorem.
3. Proof of Theorem 1
The proof of Theorem 1 starts with the following bound and weak equicontinuity property.
For a bounded measure μ on RN we denote by ‖μ‖1 its total mass, ‖μ‖1 = |μ|(RN).
2 A confusion should be avoided between T and the so-called Eulerian correlation time defined from
∫
R
R(τ, x, x)dτ .
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sup0<1 ‖ρI ‖1, then, we have for any t ∈ R, almost surely,∥∥ρ(t)∥∥1 = ‖ρI ‖1 M, ∥∥E(ρ(t))∥∥1 M.
Moreover, there exists some C > 0 depending only on the data u1 and v, such that for any
ϕ ∈ C∞c (RN), for any t ∈ R, we have almost surely∣∣∣∣
∫
ρ(t + h,x)ϕ(x)dx −
∫
ρ(t, x)ϕ(x)dx
∣∣∣∣C‖ϕ‖W 1,∞ |h| ,∣∣∣∣
∫
Eρ(t + h,x)ϕ(x)dz −
∫
Eρ(t, x)ϕ(x)dx
∣∣∣∣C‖ϕ‖W 1,∞ |h| .
Proof. Since ρ satisfies a transport equation in conservative form with bounded initial data, the
first estimates follow. Next, the continuity property for the expectation is an immediate conse-
quence of the continuity estimate for ρ . To establish it, we simply remark that, in the sense of
distributions,
d
dt
∫
ϕ(x)ρ(t, x)dx =
∫ (
u1 + 1

u0,
)
· ∇xϕ(x)ρ(t, x)dx.
Since the velocity fields u1 and v belong to L∞(R×RN), the right-hand side is readily estimated
by
‖ρ‖1
(
‖u1‖L∞ + ‖v‖L∞

)
‖∇xϕ‖L∞,
which gives the two last estimates of Lemma 2. 
The next crucial fact is the following Independence property.
Lemma 3. Let t  0, then ρ(t) depends only on the realization of u0,(s) on [0, t]; in particu-
lar ρ(t) and u0,(s) are independent provided s  t + 2T.
Proof. It is an immediate consequence of the fact that ρI is deterministic. 
We expect that a part of the mean behavior is related to the free streaming operator
∂t · +divx
(
u1(t, x)·). (13)
Let us introduce the flow X defined from u1 by the ODE{
∂
∂t
X(t; s, x) = u1(t,X(t; s, x)),
X(s; s, x) = x.
Since u1 ∈ L∞(R;C1 ∩ W 2,∞(RN)), the characteristic X is a W 1,∞ function of its arguments
(precisely X belongs to W 1,∞([−T ,+T ] × [−T ,+T ] × RN)). For any bounded intervals I
and J we also have
X ∈ L∞(I × J ;W 2,∞(RN)), (14)
and x −→ X(t; s, x) is a C1 diffeomorphism on RN , with inverse X(s; t, x). The differential
operator (13) defines a family {St,s, t, s ∈ R} of operators acting on measures μ as follows
∀φ ∈ C00(RN),
〈
St,s[μ], φ
〉= 〈μ,φ(X(t; s, x))〉.
T. Goudon, F. Poupaud / Bull. Sci. math. 131 (2007) 72–88 81The adjoint operator is defined by
St,s[φ](x) = φ
(
X(t; s, x)).
Remark 1. The family of measures St,s[μ] gives a solution ν(t) = St,s[μ] in D′(R × RN)
of the Cauchy problem ∂tν + divx(u1(t, x)ν) = 0, ν|t=s = μ. For a given s, t → St,s[μ]
lies in C0(R;M1(RN)-vaguely). Considering measure μ = f (x)dx absolutely continuous
with respect to the Lebesgue measure, we recover St,s[f dx] = f (X(s; t, x))J (s; t, x)dx with
J (s; t, x) = |det(∂xX(s; t, x))|.
Remark 2. The operators St,s satisfy the following group properties
Ss,s = Id, St,τ ◦ Sτ,s = St,s .
For the characteristics, this is translated to the relations X(t; τ,X(τ, s, x)) = X(t; s, x) and
X(s; s, x) = x.
Then, starting from (6), we can express the solution ρ as a fixed point of the Duhamel formula
ρ(t) = St,t−s
[
ρ(t − s)]+
t∫
t−s
St,τΘ
(τ )
[
ρ(τ )
]
dτ. (15)
We interpret this equation and (6) as equalities between distributions in x. We denote by 〈 , 〉
the distribution duality D′,C∞c on RN and we remark that the (formal) adjoint operator of Θ is
given by[
Θ(t)
]
ϕ(x) = 1

u0,(t, x) · ∇xϕ(x).
It allows to obtain the following result.
Lemma 4. For every ϕ ∈ C∞c (RN) we have
d
dt
〈ρ,ϕ〉 = 〈ρ,u1 · ∇ϕ〉 + H(ϕ) + I (ϕ) + J (ϕ)
with
H(ϕ) = 〈Θ(t)[St,t−2Tρ(t − 2T)], ϕ〉,
I (ϕ) =
〈 t∫
t−2T
Θ(t)St,τΘ
(τ )E
(
ρ(t)
)
dτ,ϕ
〉
,
J (ϕ) =
〈 t∫
t−2T
Θ(t)St,τΘ
(τ )
[
ρ(τ ) − E(ρ(t))]dτ,ϕ
〉
.
Proof. Starting from Eq. (6), we only have to compute Θ(t)ρ(t). We use formula (15) with
s = 2T, where T is the decorrelating time in this equation. We obtain
Θ(t)
[
ρ(t)
]= Θ(t)[St,t−2Tρ(t − 2T)]+
t∫
2
Θ(t)St,τΘ
(τ )
[
ρ(τ )
]
dτ.t− T
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H , I  , J  . 
The following task is to compute the expectation of the quantities H , I  , J  .
Lemma 5. For any ϕ ∈ C∞c (RN), we have E(H(ϕ)) = 0.
Proof. This comes from the fact that u0,(t) and ρ(s) are independent when t  s + 2T, see
Lemma 3. Indeed, we have for every ϕ ∈ C10(RN)〈
Θ(t)
[
St,t−2Tρ(t − 2T)
]
, ϕ
〉= 〈ρ(t − 2T), 1

(
u0,(t) · ∇xϕ
)(
X(t; t − 2T, x))〉.
The Independence result applies with s = t − 2T. Then the expectation vanishes because
E(u0,) = 0. 
In the limit  → 0, the expectation of J  vanishes.
Lemma 6. For any ϕ ∈ C∞c (RN), we have lim→0 E(J (ϕ)) = 0.
Proof. The term J  reads
J (ϕ) =
t∫
t−2T
〈(
ρ(τ ) − E(ρ(t))),Θ(τ )St,τΘ(t)ϕ〉dτ.
We look at the expectation of this random quantity. The trick consists of inserting ρ(τ − 2T)−
E(ρ(τ −2T)) because it does not change the expectation of J  . Indeed, we remark that ρ(τ −
2T) and Θ(τ)St,τΘ(t)ϕ are independent since the last term depends only on u0,(t) and
u0,(τ ) with t, τ  (τ − 2T) + 2T. It follows that
E
(〈
ρ(τ − 2T),Θ(τ )St,τΘ(t)ϕ
〉)
= 〈E(ρ(τ − 2T)),E(Θ(τ)St,τΘ(t)ϕ)〉
= E(〈E(ρ(τ − 2T)),Θ(τ )St,τΘ(t)ϕ〉).
Let us set
r(t, τ ) = ρ(τ ) − ρ(τ − 2T) + E(ρ(τ − 2T))− E(ρ(t))= r1 (t, τ ) + r2 (t, τ ).
The previous remark yields
E
(
J (ϕ)
)= E
{ t∫
t−2T
〈
r(t, τ ), Θ(τ )St,τΘ
(t)ϕ
〉
dτ
}
.
Let T > 0 be an arbitrary positive time. We remark that for a constant C > 0 depending only
on T , supt∈R ‖v(t)‖Wp,∞(RN) and on sup0tT ‖u1(t)‖Wp,∞(RN) we have{‖Θ(t)[ϕ]‖Wp,∞(RN)  C ‖ϕ‖Wp+1,∞(RN),‖S [ϕ]‖ p,∞ N C‖ϕ‖ p,∞ N , (16)t,s W (R ) W (R )
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is given in (14). Then we have
∥∥Θ(τ)St,τΘ(t)ϕ∥∥W 1,∞  C2 ‖ϕ‖W 3,∞(RN).
Combining this estimate to Lemma 2, we deduce that
∣∣〈ri (t, τ ),Θ(τ )St,τΘ(t)ϕ〉∣∣ C2 ‖ϕ‖W 3,∞(RN) 
2T

 C

T‖ϕ‖W 3,∞(RN).
Therefore, since we integrate over a τ -interval with length 2T, we finally obtain the desired
result. 
The term I  in Lemma 4 gives the leading term; it reads
E
(
I (ϕ)
)= E
{ t∫
t−2T
〈
Θ(t)St,τΘ
(τ )E
(
ρ(t)
)
, ϕ
〉
dτ
}
= 〈E(ρ(t)),Φ(t)〉,
where we have set
Φ(t) =
t∫
t−2T
E
{
Θ(τ)St,τΘ
(t) ϕ
}
dτ.
Thus we have to discuss the behavior of the quantity
Θ(τ)St,τΘ
(t)ϕ(x)
= 1
2
v
(
τ
2
, x
)
· ∇x
{
v
(
t
2
,X(t; τ, x)
)
· ∇xϕ
(
X(t; τ, x)
)}
= 1
2
∇x ·
{
v
(
τ
2
, x
)
⊗ v
(
t
2
,X(t; τ, x)
)
∇xϕ
(
X(t; τ, x))}
− 1
2
(∇x · v)
(
τ
2
, x
)
v
(
t
2
,X(t; τ, x)
)
· ∇xϕ
(
X(t; τ, x)).
Then, we take the expectation and we integrate over τ ∈ (t − 2T, t) with the change of variable
σ = (t − τ)/2. We obtain
Φ(t, x) = ∇x ·
( T∫
0
E
(
v
(
t
2
− σ,x
)
⊗ v
(
t
2
,X(t; t − 2σ,x)
))
× ∇xϕ
(
X(t; t − 2σ,x))dσ
)
−
T∫
0
E
(
(∇x · v)
(
t
2
− σ,x
)
v
(
t
2
,X(t; t − 2σ,x)
))
× ∇xϕ
(
X(t; t − 2σ,x))dσ
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N∑
i,j=1
∂xj
( T∫
0
Rji
(
σ,x,X(t, t − 2σ,x))∂xi ϕ(X(t; 2σ,x))dσ
)
−
N∑
i,j=1
T∫
0
(∂xj Rji)
(
σ,x,X(t, t − 2σ,x))∂xi ϕ(X(t; t − 2σ,x))dσ.
As  goes to 0, the convergences X(t, t − 2σ,x) → X(t; t, x) = x holds uniformly; then, Φ
tends uniformly to
N∑
i,j=1
∂xj
( T∫
0
Rji(σ, x, x)dσ∂xi ϕ(x)
)
−
N∑
i,j=1
T∫
0
(∂xj Rji)(σ, x, x)dσ∂xi ϕ(x)
= ∇x ·
(
D(x)T · ∇xϕ
)− c(x) · ∇xϕ(x),
where the matrix D and the velocity field c are defined by
Di,j (x) =
T∫
0
Rj,i(σ, x, x)dσ, ci(x) =
N∑
j=1
T∫
0
∂
∂xj
Rj,i(σ, x, x)dσ.
We have thus proved the following claim.
Lemma 7. For any ϕ ∈ C∞c (RN), we have E(I (ϕ)) = 〈E(ρ),Φ(t)〉 where the functions
(Φ)>0 converge uniformly to ∇x · (DT · ∇xϕ) − c · ∇xϕ.
We are now ready to end the proof of Theorem 1. Using Lemmas 4 and 5, the expectation
of ρ satisfies
d
dt
〈
E(ρ), ϕ
〉= 〈E(ρ), u1 · ∇ϕ〉+ E(H(ϕ))+ E(I (ϕ))+ E(J (ϕ))
= 〈E(ρ), u1 · ∇ϕ〉+ E(I (ϕ))+ E(J (ϕ)).
Therefore, by combining Lemmas 6 and 7, we observe that the family (〈E(ρ(t)), ϕ〉)>0 is a
family of Lipshitz functions, with a uniformly bounded Lipschitz constant. By the Arzela–Ascoli
theorem, we therefore obtain that for a subsequence, still denoted by , 〈E(ρ(t)), ϕ〉 converges
uniformly on any time interval [0, T ]. By using the Cantor diagonal process, we can assume
this convergence holds for any 〈E(ρ(t)), ϕn〉 where (ϕn)n∈N is a sequence of C∞c (RN) which
is dense in C00(R
N). By an /3 argument we obtain that for any ϕ ∈ C00(RN), 〈E(ρ(t)), ϕ〉
converges uniformly on any time interval [0, T ].
Let Φ = ∇x · (DT · ∇xϕ) − c · ∇xϕ we have∣∣I (ϕ) − 〈E(ρ(t)),Φ〉∣∣= ∣∣〈E(ρ(t)),Φ −Φ〉∣∣M‖Φ −Φ‖∞.
With the convergence result on E(ρ(t)) and Lemmas 7, 6, letting  → 0, we obtain the limit
equation
∂tρ + divx
(
(u1 + c)ρ −D(x)∇xρ
)= 0,
in the sense of (11). 
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4.1. Convection–diffusion equation
Let us explain how the result extends easily to the case of a convection–diffusion equation.
Theorem 2. Let the assumptions of Theorem 1 be fulfilled. Let ρ be the solution of the corre-
sponding Cauchy problem
∂tρ
(t, x) + divx(uρ)(t, x) = ηxρ, (t, x) ∈ RN+1, (17)
ρ(0, x) = ρI (x), x ∈ RN, (18)
with η > 0. Then, up to the extraction of a subsequence, for any time T > 0, E(ρ) converges
vaguely to ρ(t) 0 uniformly on [0, T ] and the limit ρ(t) is a solution of
∂tρ + divx
(
(u1 + c)ρ)− divx((η +D(x))∇ρ)= 0,
with effective coefficients D and c defined as in Theorem 1.
Remark 3. It is worth mentioning that the original diffusivity is enhanced by the homogenization
limit: we always have (η + D(x))ξ · ξ  ηξ2. This is again a difference with the periodic case
where diffusion coefficients can be depleted when passing to the limit, when the velocity field is
not divergence free, see [18].
Proof. We only mention the modifications in the proof detailed above. First, Eq. (6) reads
∂tρ
 + divx(u1ρ) = Θ[ρ] + ηxρ,
which leads to
∂tEρ
 + divx(u1Eρ) = EΘ[ρ] + ηxEρ.
Next, in the proof of Lemma 2, now we have
d
dt
∫
ϕ(x)ρ(t, x)dx =
∫ (
u1 + 1

u0,
)
· ∇xϕ(x)ρ(t, x)dx
+ η
∫
xϕ(x)ρ
(t, x)dx
so that the estimates in Lemma 2 holds with the W 1,∞ norm of the test function replaced by
‖ϕ‖W 2,∞ .
Then, in the Duhamel formula (15), we add to the right-hand side
η
t∫
t−s
St,τxρ
(τ, x)dτ.
Accordingly, in Lemma 4, we get
d
dt
〈ρ,ϕ〉 = 〈ρ,u1 · ∇ϕ〉 + η〈ρ,ϕ〉 +H(ϕ) + I (ϕ) + J (ϕ) +K(ϕ),
with definition of H , I  , J  left unchanged and
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t∫
t−2T
〈
ρ(τ ),x
(
St,τΘ
(t)ϕ
)〉
dτ
= η
t∫
t−2T
〈
Eρ(t),x
(
St,τΘ
(t)ϕ
)〉
dτ
+ η
t∫
t−2T
〈(
ρ(τ ) − Eρ(t)),x(St,τΘ(t)ϕ)〉dτ.
Taking the expectation, the first term vanishes since it reads
η

〈
Eρ(t),
t∫
t−2T
x
(
Ev
(
t/2,X(t; τ, x)) · ∇xϕ(X(t; τ, x)))dτ
〉
= 0
by using the condition Ev(t, x) = 0. Reasoning as in Lemma 6, the expectation of the second
term rewrites
η
t∫
t−2T
E
〈
r(t, τ ),x
(
St,τΘ
(t)ϕ
)〉
dτ,
which is estimated using Lemma 2 and (16). We show it is dominated by
C2T

∥∥St,τΘ(t)ϕ∥∥W 2,∞ 2T C2T 1 ‖ϕ‖W 3,∞2T= C2T2‖ϕ‖W 3,∞ .
This ends the proof. 
4.2. Weak fluctuations
Our proof extends readily when the random velocity field u0, oscillates also with respect to
the space variable x with characteristic length γ :
u0,(t, x) = v(t/2, x/γ ),
and we assume that there is correlation function of the form E(v(t, x) ⊗ v(s, y)) = R(s − t, y −
x). Indeed, in such a case, the key estimate (16) is modified as follows∥∥Θ(t)[ϕ]∥∥
Wp,∞(RN) 
C

(
1
γp
‖ϕ‖W 1,∞(RN) +
1
γ (p−1)
‖ϕ‖Wp+1,∞(RN)
)
.
Therefore, the estimate on J  in Lemma 6 becomes
C
2
1
2γ
‖ϕ‖W 3,∞
2T

2T= CT2‖ϕ‖W 3,∞1−2γ .
Hence, assuming 0 < γ < 1/2, the space oscillations do not play any role and do not change
the final result. With more technicalities, using in particular characteristics of the total velocity
field u it should be possible to treat the case 1/2  γ < 1. The problem changes completely
of nature in the critical case γ = 1. Then there is an interaction between the time and the space
fluctuations. It is a challenging problem to determine the asymptotic behavior of E(ρ) in this
T. Goudon, F. Poupaud / Bull. Sci. math. 131 (2007) 72–88 87case. Results for the special case of shear flows can be found in [3], and dealing with Gaussian
incompressible flows in [26]. 
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