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RESUME 
La recherche locale basee sur les contraintes se propose de resoudre des pro-
blemes d'optimisation en combinant une modelisation heritee de la programmation 
par contraintes avec des heuristiques de recherche locale. Le langage dc programma-
tion COMET est un langage de programmation recent qui s'inscrit dans cette mou-
vance. COMET permet notamment a l'utilisateur d'implementcr des contraintes sup-
plcmcntaircs. Cc memoire decrit 1'implementation dc la contraintc globale REGULAR 
dans le langage de programmation COMET. 
La contrainte globale REGULAR contraint une sequence de variables a etre re-
connue comme appartenant a un langage regulier, ou reconnue par un automate fini 
deterministc. Le langage COMET permet l'utilisation de variables incrementales - les 
invariants - qui tiennent a jour une relation entre une ou plusieurs variables. COMET 
s'assure de maintenir les invariants a jour. Ce memoire decrit l'implcmentation de la 
contrainte R E G U L A R dans le langage COMET; et comment, a l'aide des invariants on 
peut efficacement evalucr le degre de violation de la contrainte, mais aussi quelques 
mouvements locaux simples. 
La contrainte REGULAR est une contrainte que l'on va utiliser notamment dans 
les problemes de creation d'emploi du temps. En effet, les emplois du temps doivent 
souvent respecter un certain type de patron, aisement representable via un langage 
regulier. A travers deux problemes differents dc creation d'emplois du temps, on va 
pouvoir discuter des avantages mais aussi des limitations de la contrainte REGULAR 
dans une optique de recherche locale basee sur les contraintes. 
M o t s cles : Recherche Locale, Programmation par Contraintes, Recherche Locale 
Basee sur les Contraintes, Contrainte REGULAR, COMET, Creation d'Emplois du 
Temps. 
V l l l 
ABSTRACT 
Constraint-based local search intents to solve optimization problems by combining 
a inherited constraint programming modeling with a local search heuristic. Comet is 
a recent programming language for constraint-based local search. Comet is an open 
language allowing users to implement their own constraints. In this masters thesis, 
we describe an implementation of R E G U L A R Constraint. 
R E G U L A R is a global constraint. It ensures that a sequence of variables may be 
recognized as a word from a regular language, or by a finite state automaton. In 
COMET, invariants are specific incremental variables that maintain a relation between 
one or more variables. COMET ensures that all invariants maintain their relation 
during the use of COMET programs. This master thesis describes an implementation 
of REGULAR constraint in COMET, and the way we use invariants to estimate the 
constraint violation degree and some simple local moves. 
The REGULAR constraint is generally used for scheduling problems. Generally, 
schedules have to respect a specific pattern, which can be modeled within a finite 
state automaton. Through two scheduling problems, we will discuss the benefits and 
the limitations of the use of REGULAR constraint in constraint-based local search. 
K e y w o r d s : Local Search, Constraint Programming, Constraint-Based Local 
Search, REGULAR Constraint, C O M E T , Rotating Schedule, Scheduling problems. 
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1 
INTRODUCTION 
Les methodes de programmation par contraintes permcttent do resoudre exacte-
ment des problemes de decisions en utilisant les informations donnees par les contrain-
tes modelisant le probleme. Les mcthodes de recherche locale decrivent un ensemble 
d'algorithmes que l'on utilise pour obtenir rapidement unc bonne solution a des pro-
blemes d'optimisation, celles-ci n'offrent par contre aucune garantie sur l'optimalitc 
de la solution. Les mcthodes dc recherche locale basee sur les contraintes decrivent 
un ensemble de methodes de recherche locale, ou Ton va utiliser la programmation 
par contraintes pour a la fois modeliser les problemes, mais aussi pour guider la re-
cherche. COMET est un langage informatique qui s'inscrit dans cette mouvancc. II est 
par ailleurs possible en COMET d'implementer ses propres contraintes. 
Nous allons decrirc l'implementation d'une contraintc globale dans le langage de 
programmation COMET; soit la contrainte REGULAR. REGULAR impose a une se-
quence dc variables d'etre reconnuc par un automate fini dctcrministc (ou un langage 
regulier). Contrairement aux methodes de programmation par contraintes, ou Ton uti-
lise des algorithmes afm de restreindre la recherche aux seules solutions realisables, 
la version REGULAR pour COMET va autoriscr toutcs les affectations possibles. Tou-
tefois, on calculera pour chaque affectation differente le degre de violations dc la 
contrainte. 
Une fois la contrainte REGULAR implementce dans le langage COMET, nous allons 
essayer de resoudre deux problemes d'optimisation via des methodes de recherche 
locale. Le premier probleme est un probleme de satisfaction de contraintes ou il faut 
crecr un emploi du temps rotatifs pour plusieurs employes ou equipes d'employes. On 
va proposer par la suite un algorithms de post-optimisation qui propose d'ameliorer 
d'un point de vue ergonomique les horaircs cycliques proposes. Le dcuxiemc probleme 
que l'on va tester porte lui sur un probleme d'optimisation. II va falloir crcer un 
ensemble d'cmplois du temps pour une journee de travail. Ccs cmplois du temps 
2 
doivcnt etre utilises pour un ou plusicurs employes, et doivent satisfaire du micux 
possible une demande. Nous allons presenter quelques resultats que Ton obtient en 
utilisant COMET et REGULAR pour ccs deux problemes. 
Le premier chapitre de ce memoire va done se focaliser sur une description breve 
des methodes de programmation par contraintes, des methodes de recherche locale et 
des methodes de recherche locale basee sur les contraintes. On va aussi decrire dans 
ce chapitre les caracteristiques du langage de programmation COMET. On va enfin 
rappeler la definition d'un langage regulier et la contrainte globale REGULAR. 
Le deuxicme chapitre porte sur les concepts de l'implementation de la contrainte 
REGULAR dans le langage COMET. II va notamment etre decrit comment il est pos-
sible d'implementer dans le langage COMET des primitives qui pourront evaluer l'im-
pact de mouvements simples pour la recherche locale. Nous allons ensuite dans le 
troisiemc chapitre decrire un probleme de satisfaction de contraintes, ainsi qu'un al-
gorithme de recherche tabou pour le resoudre dans le langage COMET. La description 
de la modclisation en COMET du probleme sera evoquee. 
Le quatrieme et dernier chapitre s'interessera a un probleme d'optimisation. II 
s'agit d'un probleme de creation d'cmplois du temps journalicrs pour plusieurs em-
ployes. Les emplois du temps que Ton cree sont evalues non plus par rapport au degre 
de satisfaction des contraintes, mais par rapport a la quantite de travail effectucc. On 
va ainsi presenter une modelisation de ce probleme en COMET, ainsi qu'un algorithme 
tabou pour le resoudre avec le langage COMET. 
3 
CHAPITRE 1 
REVUE DE LITTERATURE 
COMET est un langagc de programmation oriente objet qui vise a resoudre des 
problemes d'optimisations en utilisant des methodes de recherche locale couplees a une 
modelisation heritee de la programmation par contraintcs. COMET offre la possibilite 
d'implementer ses proprcs contraintes. Nous allons decrire dans lc chapitre suivant 
comment decrire la contrainte globale REGULAR. 
Pour pouvoir expliqucr le principe de l'implementation de la contrainte REGULAR 
en COMET, nous allons rapidemcnt rappcler le principe des methodes de programma-
tions par contraintes et des methodes de recherche locale. Nous allons ensuite decrire 
le langage de programmation C O M E T et la contrainte globale REGULAR. 
1.1 Methodes de resolutions 
C O M E T resout des problemes d'optimisation en combinant des algorithmcs de 
recherche locale avec une modelisation des problemes heritee de la programmation 
par contraintes. Avant de decrire le langage de programmation C O M E T , nous allons 
rappeler rapidement le principe des methodes de programmation par contraintcs, les 
methodes de recherche locale, ainsi que les methodes combinant la programmation 
par contraintes avec la recherche locale. 
1.1.1 L a P r o g r a m m a t i o n p a r c o n t r a i n t e s 
Le but de ce paragraphe est de proposer une introduction aux methodes de pro-
grammation par contraintes. Plus d'informations sur la programmation par contraintcs 
sont disponibles dans (Apt 2003). 
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Tableau 1.1 - Comparaison cntre les contraintes a domaincs finis et les contraintes a 
domaines infinis 
Contraintc sur domainc fini 
X>9,X e {6,7,8,9,10,11} 
Contrainte sur domaincs continus 
X + Y > 9 , X e I N + , y GIN 
Les methodes de programmation par contraintes dcsignent a la fois une maniere 
do modcliscr les problcmcs dc decision ou les problcmcs d'optimisation, ainsi qu'un 
ensemble de techniques facilitant la resolution des dits problcmcs. 
1.1.1.1 Model i sat ion d'un probleme en utilisant la programmation par 
contraintes 
Considerons 1'ensemble de m variables X = {x\,x2, • • • xn}. Chacune des variables 
Xi admet des valcurs dans un ensemble de definition D{. Di peut etre fini (Di = 
{1,2,3}) ou infini (Dt = IR) (voir le tableau 1.1). Une contrainte C sur les variables 
X = {xi,X2,... ,xn} peut etre dermic comme etant un sous-ensemble du produit 
cartesien des domaines de definitions de chacune des variables x^. On a done C C 
Di x D2 x . . . x Dn. On appellera un tuple (di, rf2, • • •, dn) G C une solution dc C. 
Une valeur d G Dt est dite inconsistante par rapport a C s'il n'existe pas dc 
tuple (di, d2, • • •, di-i, d, di+i,..., dn) qui soit solution dc C. Sinon, on dira que d est 
consistantc. 
Un probleme dc satisfaction dc contraintes V (ou « Contraint Satisfaction Pro-
blem » , ou CSP) est defini par un triplet V — (X, D,C). X — {xi,x2,... ,n } est un 
ensemble de n variables, D — D\ x D2 x . . . x Dn est le domaine dc definition de X 
ct C = {Ci, C2, • • •, Cm} est un ensemble dc m contraintes. Un tuple d G D est une 
solution du probleme V si et seulement si on a d G Ci,\/i G [l..m] 
Un probleme d'optimisation de contraintes Vo (ou « Constraint Optimization 
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Problemc » , ou COP) est un problcme dc satisfaction de contrainte V auqucl on 
aura adjoint une fonction objectif / ( / : D i—• IR). Le probleme n'est plus de trouver 
un tuple d qui satisfait V, mais un tuple d £ C qui optimise la fonction / . Un problemc 
d'optimisation va done se deerire dc la maniere suivante : Vo = {P, / ) • 
1.1.1.2 D e s outils de resolutions 
II cxiste plusieurs strategics pour la resolution des problemes de satisfaction de 
contraintes et d'optimisation dc contraintes. On va se restreindre ici aux problemes 
sur domaines finis. 
L'approche naive L'approche la plus simple pour essayer de resoudre les pro-
blemes de satisfaction de contrainte consiste a tester toutes les valuations possibles 
des variables X. Bien que a priori inemcace, cctte approchc de resolution est nean-
moins la base des methodes de resolution des contraintes. 
Propagat ion des contraintes Los methodes dc programmations par contraintes 
fonctionnent en utilisant un arbre dc recherche. On va a chaque noeud de l'arbre de 
recherche fixer une variable, et propager l'information. Par exemple, supposons que 
Ton ait les variables X et Y, de domaine de definition respectif Dx = {1,3,4} et 
Dy = {1,2 ,3 ,4} et les contraintes suivantes : 
X <Y 
X + Y>6 
Si on fixe la valeur de X a 3, on peut reduire le domaine de definition de Y aux 
valeurs suivantes {3,4}. On propage alors l'information des contraintes. 
Coherence des domaines de definitions Reprenons l'exemple precedent, les 
domaines de definitions de X et de Y sont respectivement Dx = {1,3,4} ct Dy = 
6 
{1,2 ,3 ,4} . On remarquc que certaines valcurs dcs domaincs de definitions nc sont 
pas consistantes. En effet, les valcurs Y = 1,Y = 2 ne sont pas consistantes. II 
est impossible de trouver une valeur de X avec Y = 1 (ou Y = 2) dans Dx qui 
va satisfaire les contraintes. De meme, pour X = 1, il n'cxiste pas de valeur de Y 
qui satisfasse les contraintes. Les domaines dc definitions de X et de Y sont done 
DX = DY = {3A}. 
Arbre de decision Les methodes de resolution do probleme de progranimation par 
contraintes construisent un arbre de recherche afin de chercher une solution. Chaque 
noeud de 1'arbre est construit de la maniere suivante. Une ou plusieurs variables vont 
etre liees a des valcurs, on propage l'information en eliminant les valeurs inconsistantes 
des domaines de definitions des autres variables, et on continue la recherche. Les 
contraintes scrvent done a elaguer l'arbre de recherche des valeurs qui ne sont pas 
consistantes. Une fcuille de l'arbre de recherche correspond soit a une solution possible 
du probleme, soit a Pcnsemble vide (e'est-a-dire qu'il n'y a pas dc solution possible 
avec les assignations preccdentes). Un cxemple d'arbre de decision est prcsente dans 
la figure 1.1. II s'agit du probleme du decision V suivant : 
f X G { l , 2 } , r e { l , 2 , 3 } , Z G { l , 3 } 
\ (X^Y)A(Y^Z)A(X^Z) 
II existc plusieurs strategies pour parcourir un arbre de recherche (par exemple la 
recherche en profondeur ou la recherche en meilleur d'abord). II n'existe par contre 
pas dc strategic qui soit universellement meilleure que les autres. C'est d'ailleurs un 
axe de recherche important dans le domaine de la programmation par contraintes. 
1.1.2 Les methodes de recherche locale 
Les methodes de recherche locale sont des algorithmes iteratifs que Ton va utiliser 
pour resoudre des problemes d'optimisation pour lesquels on desire obtcnir rapide-
7 
on fixr A' = 1 on fixe -Y = 2 
Y"€ ( 2 | , Z € {3} V s { l , 3 } . Z e { l , 3 } 
Ze{3] ZG{1\ 
[X.Y.Z) = (2,1.3) (A'.r.Z) = (2,3.1) 
Figure 1.1 - arbre de decision pour le probleme V 
merit une « bonne » solution . Les mcthodes de recherche locale offrent une bonne 
alternatives aux methodes exactes pour les problemes qui sont trop grands en taille 
ou trop difficiles pour etrc rcsolus en un temps raisonnable. 
1.1.2.1 Principe d'une methode de recherche locale 
Les methodes de recherche locale sont des mcthodes qui vont chcrchcr, iteration 
par iteration, a ameliorer la qualite d'une solution. On parle d'amelioration locale car 
on ne modifie que legerement la valeur des variables d'une solution d'une iteration 
a l'autre. Les methodes de recherche locale associent done a une solution s donnee 
(e'est-a-dire une assignation des differentcs variables du probleme) un voisinage N(s) 
(e'est-a-dire un ensemble de solutions « proche » de la solution s). Le voisinage d'un 
point N(s) n'est pas unique, il incombe a l'utilisateur de definir son propre voisinage. 
Les methodes de recherche locale fonctionnent toutes en obeissant a un meme 
patron (voir algorithme 1.1). En premier lieu, il faut choisir une solution initiale. Puis, 
on va tenter a chaque iteration de Falgorithme d'ameliorer la valeur de l'objectif en 
choisissant un voisin de la solution courantc. Le choix d'une solution voisine peut ctre 
fait selon plusieurs criteres (meilleur voisin possible, choix aleatoire du voisin). On 
arretcra la recherche quand on atteindra un critere d'arret, par exemple une limitc sur 
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lc nombre d'iterations dc l'algorithme sans ameliorer la meilleurc solution trouvee, ou 
une limitc sur le temps dc recherche. 
Algor i thme 1.1 : Patron d'un algorithmc de recherche local 
s <— solution initiale 
s* <— s ; / / s* est la meilleure solution trouvee 
tant que Le critere a"arret n'est pas satisfait faire 
Sclectionner s dans N(s) 
si f(s) < f(s*) alors 
s* <— s 
fin 
fin 
1.1.2.2 Les meta-heurist iques 
Les meta-heuristiques sont unc classe d'algorithmes particuliere que l'on utilise 
pour resoudrc des problemes d'optimisation. Les meta-heuristiques sont en fait des 
algorithmcs generiques, e'est-a-dire qu'ils ne sont pas crees pour un probleme parti-
culicr, mais « adaptable a tous les problemes ». Les meta-heuristiques sont souvent 
des methodes rapides que Ton utilise pour obtenir une « bonne » valeur de la solution 
d'un probleme. Neanmoins, a l'opposee des methodes exactes, il n'existc pas ou peu 
de garanties sur la convergence des meta-heuristiques. Ce sont done des methodes ap-
prochees puisqu'on ne peut, en theorie, etre sur de l'optimalitc de la solution trouvcc. 
Dans co paragraphc, on ne va traitor quo dos mota-houristiques utilisant la recherche 
locale. D'autrcs meta-heuristiques n'emploient pas dc maniere native la recherche lo-
cale (les algorithmcs genetique (Holland 1992) ct les methodes de colonics dc fourmis 
(Dorigo and Stiitzle 2004) en sont des exemples). 
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La m e t h o d e Tabou La methode de recherche Tabou est une classc dc mcta-
heuristique de recherche locale (Glover 1986). Cette meta-heuristique fonctionne de 
la maniere suivante : apres chaque iteration, on va interdire d'effectuer le deplacement 
local inverse (on intcrdit de « revenir sur scs pas »). On parle alors dc mouvcment 
interdit ou tabou. Les methodcs de recherche Tabou fonctionnent done avec une me-
moire a court-terme. On ne se souvient que des derniers pas que l'on a effectues, et 
e'est pour eviter de revenir directement sur ses pas que Ton les interdit. Les methodcs 
dc recherche Tabou utiliscnt une structure de voisinagc amelioree NT(.). On va definir 
cette structure de la maniere suivante : 
NT(s) = {s'\s' G N(s), s' $ T} (1.2) 
T est en fait la liste des mouvements tabous. C'cst une liste qui sera maintenuc dc 
maniere dynamique tout au long de la recherche. Cela signifie qu'un mouvement qui 
est tabou a un instant t\ de la recherche ne le sera pas forcement a un instant t-2 
(memoire a court-terme). 
Algor i thme 1.2 : Algorithme de recherche Tabou 
s <— solution initiale 
T liste Tabou 
s* <— s ; // s* est la meilleure solution trouvee 
tant que Le critere d'arret n'est pas satisfait faire 
Selectionner s dans NT(S) tel que Vs2 G NT(S), on ait f(s') < /(S2) 
s <— s' 
si f(s) < f(s*) alors 
s* <— s 
fin 
Mettre T a jour 
fin 
Le principe d'une recherche tabou est relativemcnt simple et decrit dans l'algo-
rithme 1.2. II s'agit en fait d'une recherche de type « descente » (e'est-a-dire une 
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recherche ou a chaque iteration on va vers le meilleur voisin possible) en utilisant la 
structure de voisinage NT(-) au lieu de N(.). A chaque iteration de l'algorithmc, on 
mettra par contre la liste tabou T a jour. 
On peut ameliorer un algorithmc dc recherche tabou en introduisant un criterc 
d'aspiration. On peut en effet s'autoriser a effectuer un mouvement « tabou », si et 
seulemcnt si ce mouvement ameliore la meilleure solution trouvee. 
D'autres meta-heurist iques de recherche locale II existe d'autres meta-hcuri-
stiqucs de recherche locale, comme les methodes de recuit simule (Kirkpatrick et al. 
1983) ou les methodes de recherche a voisinage variable (Mladenovic and Hansen 
1997). Les methodes de recuit simule fonctionnent en choisissant un mouvement dans 
lc voisinage de maniere aleatoire. Si le mouvement ameliore la solution courante, 
il sera effectue. S'il degrade la solution courante, il sera effectue avec une probabi-
litc dependant de la degradation et d'un parametre de l'algorithmc : la tempera-
ture. La temperature va varicr avec la recherche. Plus la temperature sera froide, 
moins un mouvement degradant la solution sera accepte. Les methodes a voisinage 
variable utilisent plusieurs structures de voisinages differentes (N\, iV 2 , . . . , Nm). Tra-
ditionnellement, on emploi des voisinages de plus en plus grands, e'est-a-dire que 
Vs G S,Ni(s) C A^(s) C . . . C Nm(s). Les methodes de recherche a voisinages va-
riables vont chcrcher dans un voisinage N{ a ameliorer la valeur d'une solution. Si 
la recherche aboutit dans TV;, alors, la recherche continue en repartant de Nx. Si la 
recherche n'aboutit pas, on recherche alors dans le voisinage suivant Ni+i. 
1.1.3 L e s m e t h o d e s d e r e c h e r c h e l oca l e b a s e e sur les c o n t r a i n t e s 
Dans cette section, nous allons decrire quelques methodes couplant la program-
mation par contraintes avec les methodes de recherche locale. En effet, bien que dc 
philosophies differentes, les deux methodes n'en sont pas moins compatibles. 
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1.1.3.1 M e t h o d e s couplant la programmation par contraintes et la re-
cherche locale 
Plusieurs structures couplant la programmation par contraintes et la recherche 
locale ont ete proposees dans la litterature ccs derniercs annees. Ainsi, par exemple, 
on pcut utiliser les contraintes pour reduire la taille d'un voisinage dans des methodes 
de recherche locale (Pesant and Gendreau 1999). La programmation par contraintes 
facilite alors la recherche, eliminant les voisins ininteressants pour la recherche. 
Mais, sans aller jusqu'a utiliser un algorithme de programmation par contraintes 
pour eliminer les voisinages dans une recherche locale, on peut utiliser les contraintes 
dans le seul but de guider la recherche. Le role des contraintes n'est plus de reduire 
l'espace de recherche. Elles deviennent partie prenante de la fonction objectif. On 
cvaluc non sculcment si la contrainte est violec, mais aussi le degrc de violation 
associe a la contrainte. 
C'cst en tout cas le parti pris par Codognet et Diaz (Codognet and Diaz 2001), qui 
proposent ainsi, un algorithme de recherche locale fortement inspire d'un algorithme 
de recherche Tabou pour resoudre des problemes de satisfaction de contraintes. 
Galinier et Hao (Galinier and Hao 2000) proposent une approche generique pour 
resoudre des problemes de satisfaction de contraintes, en utilisant des methodes de 
recherche locale. A chaque contrainte du probleme que l'on cherche a resoudre, on 
associe une fonction de penalite. Pour une assignation de variables donnees, et pour 
chaque contrainte, on va aussi definir la notion de variables critiques ; une variable sera 
dite critique si et seulement si il est possible, en changeant la valeur de cette variable 
de faire diminuer la fonction de penalite associee a la contrainte. L'approchc gene-
rique ensuite consiste a resoudre le probleme de satisfaction de contraintes, commc 
etant la somme (ponderee ou non) de toutes les fonctions de penalites de chaque 
contraintes. Enfin, une fonction de voisinage heuristique est proposcc en ne conside-
rant a chaque iteration dans le voisinage que les variables critiques. Galinier et Hao 
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utiliscnt, via ccttc approche gencrique, un algorithme de recherche Tabou pour rc-
soudre, par excmple, un probleme de k-coloration de graphes (savoir si il est possible 
de colorier un graphe en au plus k couleurs) (Galinier and Hao 2000). 
Enfin, Pascal Van Hentenryck et Laurent Michel (Michel and Hentcnryck 2000), 
(Michel and Hentcnryck 2002) proposent une bibliotheque C + + (LOCALIZER) puis 
un langage informatique ( C O M E T ) oriente pour la recherche locale. LOCALIZER ct 
COMET sont deux systemes qui utiliscnt neanmoins les contraintes pour guider la re-
cherche locale. Le degre d'information offert par les contraintes atteint un niveau plus 
cleve que precedemment, puisque outre lc degre de violation totale de la contraintc, 
il est possible aussi de s'enquerir de l'impact de l'assignation courante d'une variable 
sur le degre de violation, ct des diffcrents gains que l'on aurait si on changcait une ou 
plusieurs variables. De plus, C O M E T se propose de resoudre non plus des problemes 
de satisfaction de contraintes, mais des problemes « quelconques » d'optimisation 
combinatoire. 
1.1.3.2 Exemple de resolution d'un probleme de satisfaction de contraintes 
On va montrer le fonctionnement des methodes de recherche locale basee sur les 
contraintes a l'aide d'un probleme de satisfaction de contraintes relativement simple. 
Considerons par exemple le probleme de satisfaction de contraintes Vs suivant : 
(Va) { Xe {1,2,3} (1.3) 
Un systeme de recherche locale basee sur les contraintes (comme propose par 
(Codognet and Diaz 2001), (Galinier and Hao 2000) et (Michel and Hentenryck 2002)) 
va chercher a resoudre le probleme Vs en minimisant la fonction f(X, Y) — f\ (X, Y) + 
fz{X, Y) + fz(X, Y) ou / i , / 2 , / 3 sont les trois fonctions associecs au trois contraintes. 
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Tableau 1.2 - Resolution du probleme Vs avcc une mcthode dc recherche locale basec 








amelioration locale (X) 
amelioration locale (Y) 


























Pour simplifier, on supposera que fi(X,Y) vaut 0 quand X = Y, 1 sinon. f2(X,Y) 
vaut 0 quand X £ {1,2 ,3}, 1 sinon. f3(X,Y) vaut 0 quand Y £ {1,3 ,5}, 1 sinon. 
Le tableau 1.2 dccrit, iteration par iteration, la resolution de ce probleme a l'aidc 
d'une mcthode de recherche locale basce sur lcs contraintes. dx et dy sont lcs dc-
gres dc violation associes aux contraintes. dx (respectivement dy) indiquc combien 
dc contraintes X (respectivement Y) viole. Initialement, la recherche propose une 
solution aleatoirc : (X,Y) = (4,5). On a / ( 4 , 5) = 2, mais on remarque que la va-
riable X viole plus de contraintes que la variable Y. La recherche locale se propose 
done de modifier la valour de X en X = 2. A l'ctape suivante de la recherche, une 
seule contrainte est violee. Cette fois, l'algorithme employe propose de modifier Y en 
Y = 1. La recherche se poursuit jusqu'en l'obtention d'une paire (X,Y) qui ne viole 
aucune contrainte. 
1.2 COMET 
COMET est un langage de programmation oricnte objet utilisablc pour resoudre 
des problemes d'optimisation en utilisant des methodes de recherche locale couplees a 
une modelisation du probleme heritee de la programmation par contraintes. COMET 
est telechargeable gratuitement sur internet sur le site officiel dc COMET (site internet 
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officicl de COMET nd) pour les plates-formes MacOS, Linux ct Windows. COMET est 
un langage de programmation academique jeune, fruit du travail de Laurent Michel 
et Pascal Van Hentenryck. Actuellcment COMET est toujours en version beta, e'est-
a-dire qu'il s'agit d'unc version non definitive du langage. 
1.2.1 La s e p a r a t i o n e n t r e le m o d e l e e t la r e c h e r c h e 
C O M E T utilise unc architecture interne qui lui permct dc diffcrcncicr la modelisa-
tion du probleme de 1'algorithme dc recherche utilise. Pour cola, la modelisation du 
probleme est faite a partir d'objets que Ton nomme « objets differentiables » (voir 
paragraphe 1.2.3). Ces objets peuvent etre par exemple des contraintcs ou des objec-
tifs. Les valeurs des parametres d'une contrainte (par exemple le degre dc violation) 
vont etre gardces ct mises a, jour a l'aide d'invariants. 
Les invariants (voir parapraphc 1.2.2) sont unc specification particuliere de CO-
MET deja experimentee via LOCALIZER ((Michel and Hentenryck 2000), (Hentenryck 
1999)). La notion d'invariant est le coeur de 1'implementation et de l'architecture de 
COMET (voir figure 1.2). lis permettent d'associer a une variable incrementale une 
relation entre plusieurs variables du modele. La valeur de l'invariant sera toujours 
maintenue, meme si les variables associecs a l'invariant evoluent. Lc code Comet 1.1 
decrit un invariant. II s'agit ici de la somme des dix premiers elements d'un tableau 
tab. L'invariant ici est s o m m e . A chaque fois qu'une valeur du tableau va changer, 
la repcrcution sur s o m m e se for a automatiquement. 
La modelisation et la recherche sont done les deux composantes majeures de l'ar-
chitecture de COMET (Michel and Hentenryck 2002). Ccs deux composantes sont 
independantes l'une de l'autre. On pcut modifier 1'algorithme de recherche sans avoir 
a modifier la modelisation de notre probleme, et inversement, on peut modifier la 
modelisation du probleme sans avoir a modifier 1'algorithmc de recherche. Cctte indc-
pendance entre modelisation et algorithme de recherche est un des principaux intcrets 
dc COMET. 
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v a r { i n t } somme(m) <- sum( i in 1 . . 10 ) t a b [ i ] ; 
Comet 1.1 - Description d'un invariant : somme dc 10 valours d'un tableau tab 
1.2.2 Les invariants 
Les invariants sont des variables incrcmentales decrivant une relation sur unc ou 
plusieurs variables. Les invariants specificnt unc relation a maintcnir, mais pas com-
ment la maintcnir ((Hentenryck and Michel 2005), (Michel and Hentenryck 2002) ct 
(Michel and Hentenryck 2003)). Le chapitre 6 du livre Constraint-Based Local Search 
(Hentenryck and Michel 2005) aborde plus precisement la notion d'invariants en CO-
MET, nous allons ici la decrire de maniere succincte. Le caractere incrcmentale des 
invariants est a l'origine de la maintenance des formules qu'ils mettent en exergue. 
Les invariants vont servir a la fois dans l'utilisation d'objets diffcrcntiables (voir pa-
ragraphic 1.2.3), mais aussi dans la recherche. 
II existe plusieurs manieres de construire les invariants. On peut utiliser des ope-
rateurs arithmetiques classiques comme des operateurs unaires , binaires , des opera-
teurs de comparaison . COMET offre aussi la possibilite de creer des invariants sur les 
ensemble, en utilisant les operateurs enscmblistcs classique. Un excmplc d'invariant 
ensembliste est decrit en Comet 1.2. On peut aussi employer divers aggregats, la liste 
des principaux utilisables agregats est presentee dans le tableau 1.3. 
1.2.3 Les objets differentiables 
La modclisation d'un probleme en COMET nccessite par exemplc 1'cmploi de 
contraintcs. En effet, COMET est un langage qui va utiliser, pour rcsoudre des pro-
blemes d'optimisation, l'information qu'il va tirer de contraintes a satisfaire ct d'ob-
jectif a minimiser (ou a maximiser). La creation de contraintes et d'objectifs en C o -
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Tableau 1.3 - Aggregats de base supportee par les invariants 
operateur Aggregat correspondant en COMET 
+ sum(i in E) (valeurNumerique[i]) 
* prod(i in E) (valeurNumerique[i]) 
min min(i in E) (valeurNumerique[i]) 
max max(i in E) (valeurNumerique[i]) 
&& and(i in E) (valeurBoolccnc[i]) 
|| or(i in E) (valeurBooleenefi]) 
argmax argmax( i in E )( valour[i]) 
argmin argmin( i in E )( valeur[i]) 
v a r { s e t { i n t } } ensemble(m) <- s e t o f ( i in R ) ( t a b [ i ] == 0 ) ; 
Comet 1.2 - Description d'un invariant d'ensemble 
MET va se faire via les invariants. En effet, on peut interpreter unc contrainte commc 
ctant une collection d'invariants. La mise a jour incrementale des invariants a chaque 
etape de la resolution de l'algorithme assure le maintien de plusicurs informations 
proprc a la contrainte. Ces informations peuvent etre le degre de violation totale de 
la contrainte, mais aussi la violation associec a chacune des variables de la contrainte. 
On pourra aussi obtenir le meme type d'information pour les objectifs en COMET 
(voir le paragraphs 1.2.3.2). L'architecture interne de COMET (voir paragraphe 1.2) 
peut etre sommaircment decomposec en trois couches. Le noyau sera les invariants, 
qui pcrmettront la creation d'objets differentiables (contraintes ct objectifs). Ces ob-
jets differentiables pourront etre appcles lors de la resolution pour guider la recherche. 
Les objets differentiables sont appeles ainsi car on peut effectuer des operations arith-
metiques simples avec eux pour enrichir la modelisation du probleme (voir le code 
Comet 1.6 pour la somme de deux objectifs). 
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Figure 1.2 - Architecture dc COMET : invariants et objets differentiablcs 
1.2.3.1 Les contraintes 
COMET s'inspire de la programmation par contraintes et propose l'utilisation de 
contraintes pour modcliser les problcmes que Ton souhaite resoudre. En particulier, 
dans chaque contrainte, deux invariants specifiqucs vont etre tenus a jour. Le premier 
indique le degre de violation de la contrainte. C'est en effet cette valeur qui permet 
dc savoir comment la contrainte est violee, comparativement a d'autres contraintes. 
Un deuxieme invariant specifique aux contraintes est le degre de violation associe a 
une variable particuliere de la contrainte. En effet, si connaitre le degre de violation 
de la contrainte est important, connaitre l'impact d'une variable sur une violation est 
aussi important. 
Chaque contrainte en COMET dispose d'une interface qui lui est proprc (voir 
Comet 1.3). L'interface des contraintes sera decritc plus en detail lors du chapitre 
suivant (voir le paragraphe 2.1.1), nous ne citerons ici que deux fonctions specifiqucs : 
- getAssignDelta(var{int},int) (ligne 6) 
- getSwapDelta(var{int},var{int}) (ligne 7) 
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Comet 1.3 - Interface partielle d'une contrainte en COMET 
La premiere permet d'evaluer lc gain que l'on aurait sur une contrainte si on changeait 
la valeur de la variable (premier parametre) par la valeur passee en second parametre. 
La seconde fonction permet d'evaluer le gain sur la contrainte si on echangeait les deux 
valcurs passees en parametre. 
C O M E T gere l'utilisation de contraintes simples dc la forme variable = = valeur, 
variable < valeur, variable ^ valeur, et plus gcneralement toutes les contraintes que 
Ton peut specifier purcmcnt numeriqucment. 
COMET permet aussi d'utiliser des contraintes globales, c'est-a-dire des contraintes 
qui sont dependantes d'un ensemble dc variables, comme par exemple la contrainte 
alldifferent (toute les variables associc a la contrainte alldifferent nc peuvent avoir 
de valours identiques). Enfin, COMET permet a l'utilisateur de programmer lui-mcme 
sa propre contrainte, 1'implementation de la contrainte alldifferent est par exemple 
decrite dans (Hentenryck and Michel 2005). 
COMET permet de regrouper les contraintes entre clles, a l'aide de systeme de 
contraintes (Hentenryck and Michel 2005) (Michel and Hentenryck 2002). Les princi-
paux systemes de contraintes sont decrits dans le site wiki de C O M E T (wiki internet 
officiel de C O M E T nd), ils se differencient entre eux de la maniere dont ils gcrcnt les 
contraintes. Par exemple, lc systeme de contrainte classique Constra intSystem agit 
comme une simple collection de contraintes, alors que le systeme SatisfactionSys-
t e m agira comme une collection de contraintes a satisfaire (on nc sc prcoccupc que 
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du nombre de contrainte viole et non du degre dc violation des contraintes). 
Les different systemes permettent de ccntraliser 1'usage de toute les contraintes. 
Lc code Comet 1.4 decrit l'utilisation d'un systeme de contrainte simple, pour un 
probleme de Sudoku. La contrainte appclc a chaqne fois est la contrainte alldifferent. 
Elle impose a un ensemble de variables d'avoir des valeurs differentes. Les lignes 5,8 et 
11 presentent les contraintes que l'on « poste » au systeme de contraintes. Poster une 
contrainte au systeme de contraintes signifie simplement que Ton indiquc au systeme 
de contrainte de prendre la contrainte en compte. 
/ / Systeme de contraintes 
C o n s t r a i n t S y s t e m S(m) ; 
/ / Pour chaque colonne du sudoku 
f o r a l K i in 1. .N) 
S . p o s t ( a l l d i f f e r e n t ( a l l ( k in 1. .N) sudoku [ k , i ] ) ) ; 
/ / Pour chaque ligne du sudoku 
f o r a l K i in 1. . N) 
S . p o s t ( a l l d i f f e r e n t ( a l l ( k in 1. .N) s u d o k u [ i , k ] ) ) ; 
/ / Pour chaque zone du sudoku 
f o r a l K i in i . . n , j in l . . n ) 
S . p o s t ( a l l d i f f e r e n t ( 
a l l (k in i . . n , m in l . . n ) sudoku [( i -1 ) *n+k , ( j - 1) *n+m])) ; 
Comet 1.4 - Systeme de contrainte en COMET : exemple du Sudoku 
1.2.3.2 Les object i fs 
Les objectifs (Hentenryck and Michel 2005) (Michel and Hentenryck 2003) (Michel 
and Hentenryck 2002) sont le deuxiemc type d'objets differcntiablcs principal dc CO-
MET. A l'instar des contraintes, les objectifs vont aussi maintenir des informations 
sur une ou plusieurs variables, a l'aide des invariants. Mais les objectifs ont un role 
different de celui des contraintes. Les contraintes imposent a des ensembles de va-
riables d'obeir a une proprietc, les objectifs eux, ont un aspect qualitatif. II est aussi 
possible pour un utilisateur de pouvoir implementer lui-meme ses proprcs objectifs 
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(voir le paragraphs 2.1.2). L'intcrface partielle d'un objectif est decrite dans le code 
Comet 1.5. L'interface est decrite completemcnt sur le site internet wiki de COMET 
(wiki internet officicl de Comet nd). L'implementation d'un objectif est par ailleurs 
decrite en (Hentenryck and Michel 2005). 







Comet 1.5 - Interface partielle d'un objectif en Comet 
Comme pour les contraintes, les objectifs sont des objcts differcntiables, il est 
done possible de les combiner entre eux, a l'aide d'operateurs classiquc pour enrichir la 
modelisation en Comet (voir le code Comet 1.6). Comet supporte plusieurs operateurs 
classiques. Considcrons la fonction / qui renvoie revaluation d'un objectif. Le tableau 
1.4 decrit les valeurs de / , en fonction de differentes combinaisons d'objectifs possibles. 
// On a deux objectifs 01 et 02 
Objective 01 = ... 
Obj ective 02 = ... 
// On pent combiner les objectifs entre eux 
Objective SommeO = 0 1 + 0 2 ; // somme de deux objectifs 
Objective MaxO = max(01, 02); // maximum des deux objectifs 
Comet 1.6 - Somme de deux objectifs en Comet Comet 
II est aussi possible d'associer une contrainte a une fonction objectif en Comet. 
Supposons que Ton ait un systeme de contraintes S, et un objectif / , il est possible 
dc crccr un nouvel objectif F tel que : 
F = f + S 
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Tableau 1.4 - Combinaisons d'objectif 
combinaison evaluation de l'objectif 
f(oi + o2) f(oi) + f(o2) 
f(oi - o2) /(01) - / (o 2 ) 
/ (min (01,02)) m i n ( / ( o i ) , / ( o 2 ) ) 
/ ( m a x (oi,o2)) m a x ( / ( o i ) , / ( o 2 ) ) 
/ ( M ) |/(oi)| 
/ ( / r * o i ) K*f(oi) 
1.2.3.3 Les expressions de premiere classe 
II est possible en Comet d'exprimer des contraintes plus sophistiquees, a l'aide 
d'expressions de premiere classe (Hentenryck and Michel 2005)(Hentenryck ct al. 
2004). Ces expressions sont construites a partir de variables incrementales, d'opera-
teurs arithmetiqucs et logiques. L'utilisation de ces expressions de premiere classe 
permet de definir les contraintes et les objectifs non plus a partir de simples construc-
tions d'invariants, mais aussi a partir d'expressions plus riches. Comet 1.7 presente 
deux modelisations identiques pour une meme contrainte en Comet. La premiere uti-
lise simplement des invariants ct doit specifier un deuxieme tableau d'invariants sur 
lcquel s'appliquera la contrainte alldifferent. La deuxieme utilisation de la contrainte 
utilise une expression de premiere classe. Ainsi, 1'expression de premiere classe all(i 
in 1..N) (posit ion[i]+i) (voir le code Comet 1.7) permet de modeliser de manicre 
plus sophistiquee la contrainte. 
1.2.3.4 Les invariants differentiables 
Comet offre enfin un dernier niveau d'abstractions pour les contraintes et les ob-
jectifs : les invariants differentiables (Hentenryck and Michel 2006). Les invariants 
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/* Non- Utilisation d'expressions de premiere classe */ 
var{int> diagSup[i in 1..N](m) <- position[i] + i; 
S.post(alldifferent(diagSup)); 
/* Utilisation d' expressions de premiere classe */ 
S.post(alldifferent(all(i in 1..N) (position [i] + i))); 
Comet 1.7 - Modelisation du problemes des reines avec des expressions de premiere 
classe 
differentiables permettent d'associer des expressions incrementales a des objets diffe-
rentiables. Par cxemple, la contrainte decrite en Comet 1.8 est uric reecriture dc la 
contrainte qui impose a un sudoku d'avoir sur chaque colonne une et une seule occur-
rence de chacune des valeurs. Toutefois la contrainte comme elle est posee melange a 
la fois une expression mathematique et une expression logique. Lcs invariants differen-
tiables permettent done d'utiliser des expressions plus complexes pour les contraintes 
ou fonctions objectifs. 
foralKi in 1. .N, j in 1. .N) 
S . post (sum (k in 1.. N) (sudoku [i , j ] ==sudoku [i , k] ) <=1) ; 
Comet 1.8 - Invariants differentiables pour le probleme de Sudoku 
1.2.4 La recherche 
Comme il a ete mentionne precedemment, Comet separe la modelisation des pro-
blemes de l'algorithme de recherche qui est employee pour les resoudre. Comet est 
un langage informatiquc utile pour la resolution de problemes d'optimisation combi-
natoire utilisant des methodes de recherche locale. De ce fait, lcs outils servant a la 
recherche en Comet ont ete congus dans cette optique. 
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1.2.4.1 U n s y s t e m e s imple d'util isation pour la recherche locale : les outi ls 
de controle 
Si l'architccturc de Comet facilite l'utilisation dc methodc de recherche locale pour 
rcsoudrc les problemes d'optimisation, Comet offre en plus la possibilite d'utiliser des 
outils de controle (Hentenryck and Michel 2005) (Michel and Hentenryck 2000) (Michel 
and Hentenryck 2002). Ces outils de controle peuvent etrc des selectionneurs, e'est-a-
dire des operateurs qui permettent dc selectionner un objet dans un ensemble. Comet 
permet aussi de sauvegarder des points precis lors de l'execution de l'algorithme. II 
est de plus possible de specifier une sequence d'operations a effectuer avant de mettrc 
a jour les invariants. 
Les select ionneurs 
Comet propose l'utilisation de selectionneurs. Les selectionneurs sont des routines 
qui permettent de pouvoir selectionner un element dans un ensemble en satisfai-
sant ou en optimisant certains parametrcs. L'utilisation de selectionneurs permet 
dc pouvoir exploiter dc manierc simple dans la recherche les diffcrentes structures 
du modcle. Par exemplc, Comet 1.9 emploie deux selectionneurs gloutons select-
Max et selectMin, qui choisissent respectivement dans la variable la plus violec (se-
lectMax(i in 1..N, j in l..N)(S.getViolations(sudoku[i,jJ))), et la transformation lo-
cale a effectuer pour transformer du mieux possible cette variable (selectMin(v in 
1..N)(S.getAssignDelta(sudoku[i,jj', v))). 
w h i l e ( S . v i o l a t i o n s ( ) > 0) { 
s e l e c t M a x ( i in 1. .N, j in 1. . N ) ( S . g e t V i o l a t i o n s ( s u d o k u [ i , j ] ) ) 
s e l e c t M i n ( v in 1 . . N ) ( S . g e t A s s i g n D e l t a ( s u d o k u [ i , j ] , v ) ) 
s u d o k u [ i , j ] := v; 
} 
Comet 1.9 - Resolution de Sudoku en Comet 
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Comet propose aussi l'cmploi d'autres types de selectionneurs, comme des selec-
tionncurs aleatoires (choisir un clement dans un ensemble de maniere alcatoire), lc 
choix aleatoirc pouvant etre equiprobablc ou non. 
On peut facilemcnt presenter ici comment ameliorcr Falgorithmc de recherche 
(voir Comet 1.9) , en le transformant en un algorithme de recherche tabou (voir 
Comet 1.10). En effet, Comet permet de parametrer le selectionneur. On peut alors 
ameliorer le choix de maniere simple, en ajoutant un simple critere tabou (voir lignc 
5 de Comet 1.10). D'un simple algorithme de descente, on obtient un algorithme de 
recherche Tabou. 
i n t tabou [1 . .N , 1. .M] = - 1 ; 
i n t i t e r = 0; 
w h i l e ( ( S . v i o l a t i o n s () > 0)) { 
s e l e c t M a x ( i in 1 . .N , j in 1. .N : t a b o u [ i , j ] < i t e r ) ( S . 
g e t V i o l a t i o n s ( s u d o k u [ i , j ] ) ) 
s e l e c t M i n ( v in 1. .N : v != s u d o k u [ i , j ] ) 
( S . g e t A s s i g n D e l t a ( s u d o k u [ i , j ] ) ) { 
s u d o k u [ i , j ] := v; 
t a b o u [ i , j ] = i t e r + 7; 
} 
i t e r + + ; 
> 
Comet 1.10 - Algorithme de recherche tabou pour le Sudoku en Comet 
Les Solutions 
II est possible de pouvoir, a un instant domic, fairc une photographic de l'etat d'unc 
solution. L'outil de controle employe est la structure Solution. Lc code informatiquc 
Comet 1.11 decrit les fonctions utilisccs par la structure Solution. 
Les simulations 
Un autre outil interessant a utiliser est un outil de simulation. On peut evalucr ainsi 
la valeur d'un parametre en simulant une scrie d'actions. Le code Comet 1.12 decrit 
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// Faire une copie de la solution 
Solution s = new Solution(m); 
// Restaurer la solution copiee 
s.restore () ; 
// Faire une copie de I'etat des variables de la solution s 
// x est une variable entiere du modele, on recupere la valeur 
de x dans la solution s 
int xRecup = x.getSnapShot(s); 
Comet 1.11 - Utilisation des solutions en Comet 
l'utilisation de l'outil de simulation lookahead pour simuler une simple assignation de 
variable ct evaluer le degre de violation apres assignation. II est important de noter 
ici que la simulation est une operation plus lourde en temps de calcul que l'operation 
getAssignDelta. 
// Les deux commandes suivantes sont equivalentes 
selectMin(v in 1..N)(S.getAssignDelta( sudoku [i,j] , v)); 
selectMin(v in l..N)( 
lookahead(m, S.violations()){sudoku [i,j] := v}) 
Comet 1.12 - Simulation en Comet 
1.3 La contrainte REGULAR 
La contrainte Regular est une contrainte globale proposce par Gilles Pcsant (Pe-
sant 2004). Elle impose a un sequence de variables d'appartenir a un langage regulier. 
Pour pouvoir expliquer lc fonctionnement de la contrainte Regular, nous allons dans 
un premier temps rappeler ce qu'est un langage regulier et un automate fini dctcrmi-
nistc. 
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1.3.1 Les langages reguliers et les automates finis determi-
nistes 
Pour definir ct cxpliquer Regular, il faut dans un premier temps rappcler ce qu'cst 
un langage regulier. En parallele de la definition de langagc regulier, nous allons aussi 
definir la notion d'automate, et plus precisement la notion d'automate fini determi-
niste. 
1.3.1.1 Les langages reguliers 
Pour parlor de langage, on va definir la notion d'alphabet. Un alphabet est un 
ensemble de caracteres. Generalemcnt, on va noter un alphabet E. On va appeler un 
ensemble dc caracteres, les uns a la suite des autres, un mot. Ainsi, via l'alphabet 
E = {a, 6, c, d}, on pcut former le mot dacba. On appellc un ensemble de mots un 
langage. II cxiste plusieurs types de langages formels, on ne va s'interesser qu'aux 
langages reguliers. Un langage est dit regulier (ou rationncl) s'il peut etrc represcnte 
au moyen d'une expression rationnelle (ou reguliere). Les expressions rationnelles sur 
un langage E sont decrites a l'aide des definitions recursives suivantes : 
- le mot compose d'aucune lettrc e (ou mot vide) est une expression reguliere. 
- chaque element a € E est une expression reguliere. 
- Si a et P sont deux expressions regulieres alors aP est une expression reguliere 
(concatenation de deux expressions regulieres). 
- Si a et p sont deux expressions regulieres alors a+P est une expression reguliere 
(union de deux expressions regulieres). 
- Si a est une expression reguliere, alors a* est une expression reguliere (fcrmcturc 
de Klcene) (a* = {e, a, a2, a3,....}). 
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Figure 1.3 - Exemple d'automate fini deterministe 
1.3.1.2 Les automates finis deterministes 
Un automate est unc machine a etat dont lc comportcment est decrit par un 
ensemble d'etats et de transitions. On peut dccrire lc comportcment de l 'automate 
selon lc mot (c'est-a-dire un ensemble dc caracteres) fourni en entree. On va alors 
passer d'etat en etat, selon la lecture de chaque lettre du mot. On dit qu'un mot est 
reconnu par un automate si et seulement si, a la lecture de chaque nouvclle lettre du 
mot, on peut se rendre en un etat de l 'automate et si, lors de la lecture de la derniere 
lettre du mot, on se rend vers un des etats finaux de l 'automate. De manicre formelle, 
un automate fini deterministe M est decrit par un quintuple M = (E, Q, q0, F, 5) tcl 
que : 
- E est 1'alphabet. 
- Q est l'ensemble des etats de l 'automate. 
- go e s t l'etat initial. 
- F est l'ensemble des etats finaux. 
- 5 est la fonction de transition ( 6 : Q x E i—> Q). 
La figure 1.3 represente un automate fini deterministe. On parle d'automate fini 
deterministe, car il y a un nombre fini d'etats (contrairement a une machine de Turing 
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par cxemplc) ct, partant d'un etat ct lisant uric lettrc de F alphabet, on ne pout se 
rendrc qu'cn au plus un etat (contrairement aux automates finis non dctcrministe). 
L'ensemble des mots rcconnus par un automate A forme un langage L^. On sait, 
via le thcorcmc de Kleene (Klcene 1956), que Fensemblc des langagcs rcconnus par 
les automates finis deterministes sur un alphabet E est egal a Fensemblc des langagcs 
reguliers sur le memc alphabet E. 
1.3.2 Description de la contrainte REGULAR 
La contrainte Regular (Pesant 2004) est un contrainte globale qui porte sur unc 
sequence de variables prcnant leurs valeurs dans un domainc fini. Cette contrainte 
impose a une sequence de variables de taille fixe d'appartcnir a un langage regulier, 
e'est-a-dire d'etre rcconnue par un automate fini deterministe. 
Durant cette section, on va considcrer un alphabet E. La notation E* definit Fen-
semblc de tous les mots pouvant etre composes a partir de lettres appartenant a E. 
Plusieurs langagcs de programmation logiquc permettent de travailler avee des se-
quences de caracteres pour pouvoir represcnter des contraintes portant sur les valeurs 
des langagcs reguliers. Par cxemplc, le langage de programmation logiquc CLP(E*) 
(Walinsky 1989) permet dc rcprcsenter des contraintes de la forme : X G p. X ici 
ne represente qu'une seule variable. Une difference fondamentale avec la contrainte 
Regular vient du fait que CLP ill*) travaille sur un domaine de taille infinie : Fen-
semblc de toutcs les combinaisons possibles de lettres de E. Les variables associees a 
la contrainte Regular ont elles un domaine fini : E. 
La contrainte Regular est une contrainte sur domaines finis. Ici, les variables vont 
etre chacun des elements de la sequence de caracteres (au lieu d'etre la sequence de 
caracteres (Walinsky 1989)). La contrainte Regular porte aussi sur des mots de taille 
fixe. 
29 
Figure 1.4 - Graphe en couche associe a l 'automatc fini deterministe decrit en 1.3 
1.3.3 Graphe en couche et filtrage 
La base de la contrainte Regular est la notion de graphe en couche GM associe a 
un automate M. La figure 1.3 presentc un automate fini deterministe . Cet automate 
fini deterministe se compose de 4 etats et est decrit sur l'alphabet E = {a, b, c}. L'etat 
1 est l'etat initial et l'etat 3 est l'etat final. 
Considerons une sequence de n variables X = x,i,x2, • • • ,xn. Le graphe en couche 
GM associe a l 'automate M pour la sequence de variables X va ctre decrit de la 
maniere suivante. Ce graphe est compose dc n + 1 couches N0, N\, N2)... , Nn dc 
\Q\ sommets (|Q| etant le nombre d'etats de l 'automate). Chacune des transitions 
S(qi,a) = (?2 de l 'automate va etre repcrcutec sur le graphe en couche et relie lc 
sommet associe a l'etat q\ de l 'automate pour la couche Ni a l'etat associe a l'etat q% 
de l 'automate pour la couche Ni+i, pour toutes valeurs de i allant de 0 a n — 1. 
Le graphe que l'on obtient est alors appelc graphe en couche associe GM a l'auto-
mate M. 
Le graphe en couche de la figure 1.4 est le graphe en couche associe a l 'automate dc 
la figure 1.3, et a un mot de 5 lettres. Pour ne pas surcharger le dessin, les etiquettes 
de chacune des transitions du graphe en couche ont etc supprimees. De plus, pour 
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Figure 1.5 - Filtragc avant des valeurs des domaines 
facilitcr la lecture du graphc en couche dans ce paragraphe, l'etat initial de la premiere 
couche est « double », ainsi que l'etat final de la derniere couche. 
1.3.3.1 Filtrage du graphe en couche 
On se sert du graphe en couche pour representer les differents mots reconnus par 
l 'automate. Certains arcs deviennent done obsoletes. Par exemple, les arcs partant 
d'un etat i dans la couche N0, ou i n'est pas l'etat initial, sont des arcs qui sont en 
pratique inutilises. On se propose done de filtrer les arcs inutiles du graphc en couche. 
Le filtrage des arcs se fait en utilisant en premier lieu un filtrage « avant », e'est-
a-dire un filtrage qui elimine les arcs partant de sommets inaccessibles. II s'agit des 
sommets appartenant a une couche Ni tels qu'il n'existe pas de chemin partant de 
l'etat initial de l 'automate dans la couche N0 et se rendant vers ces etats en ne suivant 
que des transitions possibles. La figure 1.5 presente le resultat du filtrage avant sur 
lc graphe en couche decrit en la figure 1.4. Certains arcs ont etc elimines, quclqucs 
sommets de couche ne sont plus atteignablcs. 
Une fois le filtrage avant effectuc, il faut aussi faire un filtrage « arriere ». C'est-a-
dire que, de la meme maniere que Ton a, couche par couche, elimine les arcs partant 
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Figure 1.6 - Filtrage arriere des valeurs des domaines 
d'etats inaccessiblcs, on va aussi, couche par couche, eliminer les arcs arrivant vers 
des etats inaccessiblcs. Le filtrage arriere, cffectuc apres le filtrage avant de la figure 
1.5, est presente dans la figure 1.6. A chaque chemin partant de la couche No et allant 
a la couche Nn est associe un mot de n lettres reconnu par le langage (ou l'automate). 
Ainsi, a partir du graphe en couche, on peut deja commencer a reduire le domaine 
de definition de chacunc des variables. En effet, chaque transition cntrc deux couches 
Ni_1 et JVj est associee a une valeur du domaine de la variable X{. De ce fait, Fensemble 
des valeurs pouvant etre affectees a une variable Xt est done l'ensemble des etiquettes 
des transitions reliant la couche iVj_i a la couche iVj. Ainsi, si on note Di les domaines 
dc definition des variables Xt, le graphe filtre 1.6 nous renseignc sur les valeurs de 
chacun des domaines. Les valeurs des domaines sont pour l'exemple du graphe en 
couche filtre dc la figure 1.6 : 
- D1 = {a,b} 
D2 = {a, 6, c} 
- D3 = {a, b, c} 
- D4 = {a,b,c} 
- D5 = {b,c} 
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Figure 1.7 - Graphe en couchc apres avoir fixe la valeur b pour la variable x& 
1.3.3.2 Consistance de domaines 
Si on fixe une variable, la contrainte Regular englobe un algorithme qui assure 
la consistance dcs domaines de definition des variables. Cct algorithme utilise l'algo-
rithme de filtrage a deux phases cvoque ci-dessus. Ainsi, si par exemple on fixe la 
valeur de la variable X4 a la valeur b, l'algorithme de consistance de domainc de la 
contrainte Regular va repcrcuter l'information sur les autres domaines de definition. 
Ainsi, si DA — {b}, le domaine de definition de la variable X2 va etrc reduit en un 
singleton D2 — {a} (voir figure 1.7). La consistance de domaine de la contrainte Re-
gular assure done, que pour chaque valeur a G Di, il existe au moins une sequence 
de variables possible mim 2 . . . m j - i a m j + i . . . mn ou chaque Xj G Dj. L'utilisation de 
graphe en couche, et l'algorithme de filtrage permet d'assurer cette propriete. 
1.3.4 Version souple de REGULAR 
Certains problemes de satisfaction de contraintcs tires d'cxemplcs reels sont sou-
vent sur-contraints, ct il n'existe pas de solution faisable a ces problemes. On peut 
neanmoins chercher une solution qui, a defaut de satisfaire toute les contraintcs, en 
violc le moins possible. Pour ce type de problemes, on ne peut utiliser la contrainte 
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Regular (Pcsant 2004) dccritc comme prccedemmcnt. Dc ce fait, ime version souple 
de la contrainte Regular existe (van Hoeve et al. 2006). La version souple dc Regular 
calcule le degre de violation associe a une sequence de variables a Faide d'un algo-
rithme de plus court chemin. L'algorithme de flot est execute sur un graphe en couche 
modifie Q*M rcssemblant au graphe en couche associe a la contrainte QM auquel on 
aura adjoint d'autres arcs. 
La figure 1.8 presente le graphe en couche modifie associe au graphe en couche de 
la figure 1.6. Pour ne pas surcharger la figure, seules les couches 1 ct 2 sont presentees. 
Pour evalucr la violation d'une valuation des variables associees a la version souple 
de Regular, on calcule done le plus court chemin allant de l'etat initial a un des 
etats finaux. Les arcs qui apparaissent en pointilles sur la figure 1.8 sont des arcs qui 
doublcnt une transition S(qi,a) = q2, autorisant de passer de qx vers q2, sans lire la 
lettrc a. Cc passage n'est pas gratuit, un cout est associe a ces arcs la. Passer par un 
arc licite a par contre un cout mil. 
Figure 1.8 - Graphe en couche modifie 
La figure 1.8 presente une maniere d'obtenir un graphe modifie. Ici, le doublage 
des arcs pcrmet dc calculer la distance de Hamming qui separe un mot du langage 
regulier. La distance d'edition qui separe un mot d'un langage peut aussi etrc utilisec 
(van Hoeve ct al. 2006). Cette version souple est a la base de l'implementation de la 
contrainte Regular en Comet (voir chapitre 2). 
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CHAPITRE 2 
UNE IMPLEMENTATION DE REGULAR EN COMET 
Cc chapitrc decrit 1'implementation de la contrainte globale Regular dans le lan-
gage de programmation Comet. Comet n'utilisc pas des methodes de programmation 
par contraintes, mais des methodes de recherche locale basees sur la programmation 
par contraintes pour resoudre des problemcs d'optimisation. L'implementation de la 
contrainte Regular en Comet est fortcment inspiree de l'implementation de la version 
souple de la contrainte Regular (van Hocve et al. 2006). 
Durant tout ce chapitrc, on va considerer un langage regulicr £ , ct l 'automate fini 
dcterministe qui lui est associe Ac = (Q, S, S, qo, F). 
2.1 Implementation de contraintes ou d'objectifs en 
C O M E T 
Comet etant avant tout un langage de programmation orientec objet, chaque 
contrainte que Ton implcmente derive d'une classe abstraitc Constraint. Pour pou-
voir creer sa propre contrainte, il va falloir recrire les methodes propres aux contraintes 
(voir un exemple d'implcmcntation de la contrainte globale alldifferent dans (Hen-
tenryck and Michel 2005)). II en va de meme pour les fonctions objectif, qui derivent 
de la classe abstraite Objective. 
2.1.1 Description de 1'interface Constraint 
La classe abstraitc Constraint scrt de base a toutes les contraintes implemen-
tees en Comet. La portion de code Comet 2.1 decrit l'interface partiellc d'une 
35 
contrainte. II s'agit des methodes qu'il faudra neccssairement implemcnter pour toutes 
les contraintes que l'on veut creer. 
interface Constraint { 
var{int}[] getVariables () ; 
var{boolean} isTrueO; 
var{int} violations(); 
var{int} violations(var{int} x); 
var{int} decrease(var{int} x) ; 
int getAssignDelta(var{int} x, int v); 
int getSwapDelta(var{int> xl , var{int> x2); 
> 
Comet 2.1 - Interface partielle d'une contrainte en Comet 
violat ions() et violations( var{ int} x) Les methodes violations/o et viola-
tions/i renvoient le degre de violation associe a la contrainte. violations/Q indiquc le 
degre de violation totale de la contrainte, et violations/i indique plus precisement le 
degre de violation associe a la variable passee en parametre. 
decrease( var{ int} x ) La methode decrease^ indique le gain maximum que 
Ton peut esperer sur le degre de violation de la contrainte si on modifie la variable 
passee en parametre. 
getAss ignDel ta ( var{ int} x, int v ) La methode getAssignDelta/2 nous 
donne une indication sur la variation du degre de violation si on changeait la valcur 
de la variable x par la valeur v. 
getSwapDel ta ( var{ int} x l , var{ int} x2 ) La methode getSwapDelta/2 
nous donne unc indication sur la variation du degre de violation si on cchangeait les 
valeurs des deux variables x l et x2. 
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2.1.2 Description de l'interface Objective 
La classe abstraite Objective sert de base a toutes les fonctions objectifs im-
plementees en Comet. Le code Comet 2.2 decrit l'interface partielle d'une fonction 
objectif. Les fonctions de la classe objectif sont principalcmcnt les memos, a quelqucs 
exceptions pres. Ainsi, la fonction evaluation va renvoyer la valcur de 1'objectif. La 
fonction increase, absente pour les contraintes, renvoie l'augmentation maximum 
que l'on peut esperer sur la valeur de la fonction objectif si on modifie la variable 
passee en parametre. 
interface Objective { 
var{int}[] getVariables () ; 
var{int} evaluation(); 
var{int> increase(var{int> x); 
var{int} decrease(var{int> x); 
int getAssignDelta(var{int> x, int v); 
int getSwapDelta(var{int> xl, var{int> x2); 
> 
Comet 2.2 - Interface partielle d'un objectif en Comet 
2.2 Choix de la mesure de violation pour la contrain-
te REGULAR 
La contrainte regular (Pesant 2004) est une contrainte globale qui impose a unc 
chainc de caracteres d' appartenir a un langage regulier. De maniere plus simple, 
regular contraint un ensemble de variables a etre reconnu par un automate fini deter-
ministe precis. 
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2.2.1 Utilisation de REGULAR en COMET 
La contraintc regular impose a unc chaine dc caracteres d'etre reconnuc comme ap-
partenant a un langage regulier donne. C'est unc contrainte globale puisqu'clle touchc 
un ensemble de variables. Neanmoins, pour s'assurer de Femcacite de la contrainte 
regular en recherche locale, il faut pouvoir en definir le degre dc violation. En Co-
met, on va autoriser toutes les assignations dc variables possibles. En contrepartic, 
on va juger la pertinence de chacune des assignations. II faut done pouvoir cvaluer dc 
maniere juste le degre de violation de la contrainte, e'est-a-dire avoir une mesure de 
distance entre le mot (assignation des variables) et le langage sur lcquel on travaille. 
Traditionncllement, les deux mesures de distance les plus utilisees pour evaluer la 
distance d'un mot a un langage sont : 
- La distance de Hamming (utilisee pour les codes corrccteurs d'erreurs en infor-
matique). 
- La distance de Levenshtein ou distance d'edition (utilisee pour les corrccteurs 
orthographiqucs). 
Ccs deux mesurcs dc violations sont les deux mesures de violations qui ont ete utilisees 
pour la version souple de la contrainte Regular(van Hoeve et al. 2006). 
La distance de Hamming nous donne une indication sur le nombre minimum de 
reassignations a faire pour que le mot actuel appartienne au langage. La distance 
de Levenshtein est une mesure plus fine, elle evalue le nombre minimum d'opera-
tions d'edition a effectuer pour que le mot appartienne au langage regulier etudie. 
Les operations d'edition sont la suppression d'une lettrc, l'ajout d'une lcttre et le 
remplacement d'une lettre par unc autre. 
2.2.2 Description des mesures de distance 
Dans cette section, on va considercr deux mots a et b, tous les deux dc longueur 
n. Pour faciliter la comprehension, on va noter a — a\tt2 • • • an et b = 6162 . . . bn. 
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Dis tance de H a m m i n g 
Si on considere deux mots a et 6, la distance de Hamming qui scparc ces deux 
mots est lc nombre de caractercs du mot a qu'il faudrait remplacer pour obtenir b. 
Ainsi, la distance de Hamming entre deux mots a et 6 est : 
n 
dH(a,b) = ^{di ^ hi) 
i = l 
On pcut alors ctendre ainsi la mesure dc Hamming a la distance cntrc un mot 
a et un langagc regulier C. On a alors la mesure suivante dn(a,£) comme etant la 
distance entre a et C : 
djj(a,C) = min(d#(a,&)) 
Distance de Levenshtein 
La distance de Levenshtein, ou distance d'edition, est une mesure de violation 
plus precise que la distance de Hamming. II s'agit du nombre minimum d'inscrtions, 
dc suppressions ou de remplacements a effectuer pour changer le mot a en le mot b. 
Ainsi, par exemple, les mots abbaabbaabba et aabbaabbaabb auront une distance 
de Hamming dc 6, alors qu'on remarque qu'il suffit d'enlever lc dernier a du premier 
mot et de l'inserer en tete, pour obtenir le deuxieme mot. La distance de Levenshtein 
entre ces deux mots est done de 2. On va noter la distance de Levenshtein ou distance 
d'edition d#( . , . ) . On peut facilement voir que Ton aura toujours, pour deux mots a 
et 6 : 
Va,V6,dE{a,b) < dH{a,b) 
On peut calculcr la distance d'edition entre deux mots a et b en utilisant une 
recurrence. Ainsi, on obtient la distance d'edition entre les mots a\tt2 • • • at et 6162 • • • bj 
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en appliquant la formulc suivante (page wikipedia dc la distance dc Levenshtcin nd) : 
dE{axa2.. .at,e) = i (2.2) 
dE(e,blb2...bj)=j (2.3) 
dE(axa2... a*, 6162 • • • bj) = mm(dE(axa2... a*, bxb2.. • bj-i) + 1, 
dE(axa2 • • • a,i-Ubib2 •. • bj) + 1, 
dE(axa2 . . . Oi_i, bxb2 ... 6,-_i) + (a* 7̂  6,)) (
2-2) 
On peut ainsi proposer une formule pour decrirc la distance d'edition d'un mot a 
a un langage C. 
dE(a, C) = mm(dE(a, b)) bee 
2.2.3 Choix de la mesure de distance pour la contrainte RE-
GULAR en C O M E T 
Deux mesurcs de distance differentes peuvent done ctre employees pour la con-
trainte Regular. Comet couple ensemble plusieurs contraintes. Les contraintes en Co-
met utiliscnt des operateurs simples pour mesurer les gains que Ton aurait si on 
change la valeur d'une variable ou si on echange les valeurs de deux variables. La dis-
tance de Levenshtein mesure la distance d'edition, e'est-a-dire le nombre d'operations 
d'edition (remplacement, suppression, insertion) qu'il faudrait effectucr pour obtenir 
un mot reconnu par un langage regulier. Cette mesure de distance est pcu compatible 
avec les operations disponiblcs initialement pour les contraintes. Un mot qui est a une 
distance 1 d'un langage peut l'etre parce qu'il faut inserer une lettrc s u p p l e m e n t a l 
au mot. Or, l'insertion et la suppression de caracteres ne sont pas pris en compte 
lors de la recherche locale. De plus, le degre de violation associe a une variable peut 
apparaitre comme trompeur. Une variable peut violer la contrainte parce qu'il faut 
la supprimer pour obtenir un mot appartenant au langage. 
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Commc on ne va travaillcr que sur des sequences de variables de taille fixe, on ne va 
pas utiliser la distance d'edition comme mesure de distance pour la contraintc Regular 
en Comet. On va employer la distance de Hamming. La distance de Hamming mesure 
pour un mot le nombre de caracteres dont il faudrait changer la valeur pour obtcnir 
un mot du langage. Ce type d'operations entrc en adequation avec les operations 
devaluation de mouvements associees aux contraintes en Comet. 
2.3 Description de l 'implementation de la contrainte 
REGULAR en COMET 
L'implementation proposee de regular utilise done la distance de Hamming comme 
degre de violation. On a explique precedemment comment calculer la distance de 
Hamming d'un mot a un autre mot. On va maintcnant montrer unc manicre simple 
d'evalucr la distance de Hamming d'un mot a un langage, en utilisant la notion de 
graphc en couche associe au langage et a l'automate. 
2.3.1 Utilisation du graphe en couche 
On considere un langage regulier £, et un automate fini deterministe Cg lui cor-
rcspondant. On a explique dans lc ehapitrc precedent comment construirc a partir de 
cct automate fini deterministe un graphe en couche qui lui est associe pour un mot 
de n caracteres. La figure 2.1 propose un automate et le graphe en couche associe a 
l'automate (aprcs filtrage des arcs inutiles). On sait, par construction du graphe en 
couche que pour chaque chemin allant de la source a la destination correspond un 
mot de n lettres reconnu par le langage £. Ainsi, le graphe en couche associe a un 
automate fini deterministe pour un mot de n lettres est compose de n + 1 couches 
(numerotces de 0 a n). Chaque couche est elle-meme composee de \Q\ sommets, (|Q| 
etant le nombre d'etats de l'automate fini deterministe). 
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Figure 2.1 - Automate et graphe en couche qui lui est associe 
Figure 2.2 - Mesurc de la distance de hamming associee au mot accb 
Considerons le mot accb et l 'automate decrit en 2.1. Le mot accb n'est pas un mot 
qui est reconnu par l 'automate. Neanmoins, on va mesurer avec le graphe en couche 
associe a l 'automate Ac la distance separant le mot accb du langage L associe a Ac-
La figure 2.2 represente le graphe en couche associe a l 'automate Ac et au mot accb. 
Ainsi, les ares nc correspondant pas a la lettrc a entre la couche 0 et la couche 1 
apparaissent en pointilles, les arcs ne correspondant pas a la lettrc c entre les couches 
1 et 2 apparaissent aussi en pointilles, et ainsi de suite. 
Les arcs pleins sont done les arcs qui ont un cout nul lors de la lecture du mot, les 
arcs pointilles eux ont un cout de 1. C'est-a-dire qu'a chaquc fois qu'il faudra passer 
par un arc pointille pour traverser une couche, la distance de Hamming separant le 
mot du langage augmentera de 1. Le cout du chemin le plus court partant de l'etat 
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initial dc la couche 0 a un ctat final de la dernierc couchc est done la distance dc 
Hamming separant le mot m = accb du langagc C. Les arcs qui apparaissent plus 
cpais sur la figure 2.2 rcpresentent un plus court chemin. II y a un arc pointille dans 
ce chemin. La distance de Hamming separant le mot accb du langage C est done dc 
1. 
Une information importante que Ton peut obtenir ici, via le graphc en couchc, 
est « l'identite » de la variable coupable, celle qui est la cause de la violation de la 
contrainte. En l'occurrence, il s'agit ici de la deuxieme variable, puisque il faut passer 
par un arc pointille (done de cout 1) pour passer de la couchc 1 a la couche 2. 
II faut toutefois prendre en compte ici qu'on ne considere qu'un des plus courts 
chemins menant de l'etat initial de la premiere couche a un des etats finaux de la 
derniere couche. On ne considere done que les « variables coupables » relatives au 
plus court chemin que l'on a choisi. 
2.3.2 Principe de l'implementation 
Dans cettc section, on considere un mot m de n lcttres : m = m\m<i... mn, associe 
au langage C decrit par l 'automate Ac ct associe au graphe en couche Q. 
2.3.2.1 Retour sur les invariants 
Le but de ce paragraphe est de decrire les principes de l'implementation dc la 
contrainte Regular en Comet. Comme on Fa dit dans le chapitrc precedent, les in-
variants sont une specificite de Comet (Michel and Hentcnryck 2002). Les invariants 
sont en fait des variables incrcmentales propre au langage Comet, qui vont tenir a jour 
une relation entre une ou plusieurs variables (voir le paragraphe 1.2.2). Les invariants 
de Comet sont la cle de voute de l'implementation de la contrainte Regular. 
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2.3.2.2 Descript ion des invariants util ises pour la contrainte Regular 
On utilise pour la contrainte Regular un graphc en couche associe a l 'automate 
de la contrainte. Neanmoins, Comet n'etant pas un langage de programmation par 
contraintes mais un langage de recherche locale base sur les contraintes, on acccpte 
toutes les configurations possibles, moyennant une penalitc. On a deja cxplique pre-
cedemment que l'on utilise la distance de Hamming pour jauger la pertinence d'un 
mot vis-a-vis du langage associe a la contrainte. Un mot de distance nulle appartient 
au langage. Un mot de distance k signifie qu'il faut changer k lettrcs du mot pour 
obtenir un mot appartenant au langage. 
Pour calculer la distance de Hamming d'un mot a un langage, pour la contrainte 
Regular, nous utiliserons les deux families d'invariants suivantcs : 
- A* • : plus court chemin du sommet source du graphe en couche Q au sommet 
(i,j) du graphe en couche Q. On designera A* l'ensemble des invariants \fj,Vi,j. 
- A* j- : plus court chemin du sommet (i,j) du graphe en couche Q au sommet 
destination du graphe en couche Q. On designera A* l'ensemble des invariants 
Pour calculer les valours des invariants As ct A*, on va utiliser les notations sui-
vantcs : 
- Ni designc l'ensemble des etats de la couche i atteignables, e'est-a-dire tous les 
etats tels qu'il existc au moins un chemin de l'etat initial vers un ctat final 
passant par un de scs etats. 
~ Cqim,a
 c s t une fonction qui indique le cout de la transition allant de l'etat qy 
a l'etat q2 en lisant le caractcre a. Si on a 5(q\,a) — q^-, c t l o r s (sqi no ex — ^5 
Cqim%a — 1
 s ' il y a une transition cntre les etats q\ et q^ +oo sinon. 
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2.3.2.3 Calcul des invariants Af,-
Comme on l'a specific plus haut, les invariants Xfj maintiennent la valcur des plus 
courts chemins menant de l'etat initial de la couchc 0 vers l'etat j de la couchc i. Ces 
invariants vont servir dans la modelisation de la contraintc Regular en deux moments 
differents. On va sc servir de ces invariants pour calculer le degre de violation total 
du mot m vis-a-vis du langagc C On va aussi se servir dc ces invariants pour cstimer 
la valeur d'un changement d'une variable. 
On calcule les invariants Ay en fonction de la variable m* et des invariants A^-iy, 
en utilisant la recurrence suivante : 
K,Q0 = 0 (2.3) 
Ay = min (AJ_liff + CqJ,mi), Vj e N, (2.4) 
Xfj =+oo,Vj $ Ni (2.5) 
O +Jnt 1 i -t-mt 
+inf +-inf -t-inf +inf « 3 
O O 0 O "'O 
Figure 2.3 - Valeurs de Ay 
La figure 2.3 presente la valcur des A| • pour tous les etats du graphe en couchc 
decrit sur la figure 2.2 associe au mot accb. 
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2.3.2.4 Calcul des invariants A*, 
Les invariants A* • calculent le plus court chcmin menant dc Pet at j de la couche i 
a un etat final de la derniere couche. Ces invariants vont aussi servir a estimer lc degrc 
de violation de la contrainte Regular. lis vont aussi servir a estimer un mouvcment 
de recherche locale simple, le changement de valeur d'une variable. Les invariants 
A*j vont etrc calcules en fonction des invariants A*+lj- ct de la variable associe a la 
(i + l)me lettre du mot. 
On utilise une recurrence relativement proche dc la formulation precedentc : 
\lQ = 0VqGF (2.6) 
Xl = min (\*+1 + Cjiq,mi+1),Vj e Ni (2.7) 
X^ =+oo,yj^Ni (2.8) 
J -i-int 1 O +ml: 
-t-inf -h-inf -i-jnt -t-inf ' O 
O O O • 0 0> 
Figure 2.4 - Valeur de Xjj sur le graphe en couche associe a Pautomate Ac ct associe 
au mot accb 
La figure 2.4 prcscntc la valeur des A* .• pour tous les etats du graphe cu couche 
decrit sur la figure 2.2 associe au mot accb. 
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2.3.2.5 Calcul du degre de violation associe a rrii 
On va noter v% le degre de violation de la contrainte regular associe amj . II s'agit 
de la difference entre le plus petit coilt pour se rendre a la couche i et le plus petit 
coilt pour se rendre a la couche i — \. On nomme di le plus petit cout pour se rendre 
a la couche i. Alors on a : 
di = min (A?,,) (2.9) 
vi = di-di-X (2.10) 
On crce alors un tableau d'invariants Vi, qui maintiendra la relation decrite ci-dessus. 
2.3.2.6 Calcul du degre de violation totale de la contrainte regular 
On note V le degre de violation total de la contrainte regular. Alors, on peut 
calculer la valcur de V de quatre manieres differcntcs : 
n 
V = dn-d0 (2.12) 
V = dn (2.13) 
V = A$,w (2.14) 
Ces quatre formulations sont cquivalentes. Nous utiliserons pour 1'implementation 
de Comet la premiere formule. En effet, comme on maintient 1'information des diffe-
rents Vi (degre de violations associe a la variable rrij), on va aussi declarer un invariant 
V qui sera la somme des differentes valour v\ possibles. 
2.3.2.7 Utilisation des valeurs de Xs et A* pour estimer les mouvements 
de recherche locale simple 
Comet propose pour ses deux types d'objets differcntiables (contraintes et objec-
tifs) des fonctions qui pcrmettent d'evaluer le gain de deux types de mouvements 
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simples : 
- Lcs re-assignations de variables 
- Les echanges de variables entre elles. 
La re-assignation d'une variable Nous expliquons comment avec l'aide des va-
leurs de Xs ct A* on peut calculcr de maniere simple le gain que l'on a lorsqu'on 
re-assigne une variable a une valeur donnee. 
Les paragraphes precedents decrivent les deux families d'invariants que l'on utilise 
lors de 1'implementation de la contrainte regular en Comet. On se sert de ces invariants 
pour calculer le gain que l'on aurait si on changeait la valeur d'une variable. Ainsi, si 
on change la valeur de la ime variable m* pour la valeur a, la difference Aj>a entre le 
nouvcau degre de violation de la contrainte et l'ancien va etrc estimec de la maniere 
suivante : 
Aita = min (min (A?_li91 + Cgi,Q2,a + A* )) - V 
La valeur Af_1(?l + Cqim^a + \\q2 correspond au cout du plus court chemin allant 
de l'etat initial dans la couche 0 a un des etats finaux dans la derniere couche, tel 
que l'on se force a passer par un arc reliant les etats q\ dans la couche i — 1 a l'etat 
Q2 dans la couche i en lisant le caractere a. De ce fait, par extension 
q2^Ni 
calcule le plus court chemin passant par l'etat q\ dans la couche i, tel qu'on lit le 
caractere a entre les couches i — 1 et i. La formule 
^ 1 1
( S ( A - ^ + C « ^ + A-)) 
decrit done la valeur du plus court chemin tel qu'on lit le caractere a entre les couches 
i — 1 et i. 
La figure 2.5 se focalise sur l'exemple precedent. On a le graphe en couche associe 
a l 'automate ct au mot accb. On veut connaitre la variation du degre de violation si 
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1 -t-inf -1-5 ni 
0 0 0 0 '0 0 0 
Figure 2.5 - Estimation de A2,a pour l'exemplc de la figure 2.2 
on change accb en aacb, e'est-a-dire si l'on re-assigne la deuxieme variable en la valour 
a. Au dessus de chaque etat i de la couche 1, on donnc la valeur de X{t, et au sommet 
de chaque sommet j de la couche 2, on donne la valeur de A2 j . Le chemin passant dc 
l'etat 3 de la couche 1 a l'etat 1 de la couche 2 aura un cout total de A* 3 + A2 x + C3)i>a 
e'est-a-dire de 1 + 1 + 1 = 3. Le chemin passant de l'etat 2 dc la couche 1 et allant a 
l'etat 3 de la couche 2 aura un cout de Af 2 + A23 + C2,i,a = 0 + 0 + 0 = 0. Le mot 
accb a un degre de violation 1, changer la valeur du premier c en un a offre un gain 
de —1(= 0 — 1). La valeur de A2ja est done de — 1. 
L'echange de deux variables Un deuxieme type de voisinage a proposer est 
l'cchange de valours de deux variables entre elles. II n'existe malheureusement pas 
de formulation efficace pour estimer de maniere juste le gain que l'on aurait a effec-
tucr un tel echange. En effet, si on peut estimer le gain d'une simple assignation sans 
etre trop coilteux en terme de calcul (dans le pire des cas, \Q\2 operations pour unc 
assignation), il n'existe pas a notre connaissance dc formule peu couteuse pour eva-
luer precisement un echange de variables. On se propose done d'utiliscr une evaluation 
optimiste qui consiste a considerer que le gain que l'on a a effectuer un echange de 
deux variables rrii et rrij de valeur vt et Vj est equivalent a assigner la variable m* avec 
la valeur Vj et la variable rrij avec la valeur t>j. Si on note A , j le gain que l'on aurait 
49 
a cffectucr un tcl cchange, on utilise done la relation suivante : 
2.4 Comparaison de deux implementations de la con-
trainte en C O M E T 
2.4.1 Une implementat ion met t an t les invariants a jour de ma-
niere « s ta t ique » 
On a vu precedemment que la clc de voute de notre implementation de regular 
en Comet se base sur revaluation des valeurs de As ct A*. Comme on utilise un algo-
rithme de programmation dynamiquc, chaque valour de Afj va dependrc des valeurs 
de AjS_x k. On dispose de peu d'informations sur la qualite de l'algorithmc qui met 
a jour les invariants en Comet. De ce fait, comme l'implementation de la contraintc 
Regular depend de la mise a jour des invariants Xs et A*, on propose en parallelc 
de Fimplementation en Comet une implementation qui met les invariants a jour de 
maniere « statique ». La mise a jour « statique » consiste done en un re-calcul des 
valour des As et A* a chaque iteration, scion les valeurs des variables m\Vii2 • • • mn. 
Neanmoins, si l'on change la valeur de la ieme variable, il faut prendre en compte le 
fait que l'on ne doit mettre a jour que les Xskj, tel que k > i et les Ajj. • tel que k < i. 
2.4.2 Une implementat ion dans la philosophic de COMET 
La dcuxieme implementation que Ton propose de la contrainte Regular se base 
sur Futilisation des invariants en Comet. Les valeurs de Xs et A* sont mises a jour 
de maniere dynamique par Comet. L'utilisateur n'a done qu'a decrirc les relations 
decrivant chaque A* et A*, Comet s'occupe du reste. 
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2.4.3 Comparaison des deux implementations 
Dans cette section, nous comparons les deux implementations « statique » ct « dy-
namique » de la contrainte Regular. On va pour cela comparer les implementations 
via deux tests differents. 
2.4.3.1 Premiere comparaison des deux implementat ions 
Le premier test est relativemcnt simple. On considerc en effet un tableau de 50 
variables que l'on soumct a la contrainte Regular. On mesure lc temps que prend 
Comet pour effectuer une scrie de 100 assignations de variables consccutives. Ce qui 
est mesure ici est done le temps de mise a jour des invariants selon 1'implementation 
de la contrainte. Le tableau 2.1 donne en secondes le temps moyen sur un ensemble de 
20 tests de chacune des series de reassignation. La taillc des automates va de maniere 
croissante sur les tests, Ai etant le plus petit et Ae le plus grand. 
Tableau 2.1 - Comparaison des deux implementations : moyenne du temps en secondes 
dc misc a jour des invariants 
automate version « dynamique » version « statique » 
Ax 0.067 0.278 
A?. 0.090 0.443 
A3 0.096 0.596 
AA 0.325 1.629 
A5 0.516 2.403 
Ae 0-669 4.126 
Empiriquement, on constate que le temps moyen de mises a jour de la version 
« statique » est 5.5 fois celui de la version « dynamique ». La difference de temps dc 
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calcul est ici du au fait de la mise-a-jours des invariants. La mise-a-jour Comet est 
plus efficace que la mise-a-jour statique. 
2.4.3.2 D e u x i e m e comparaison des deux implementat ions 
Le deuxieme test comparatif entre les deux implementations porte sur la resolution 
d'un probleme simple : obtenir a partir d'un mot quelconque un mot reconnu par 
l 'automate. Le probleme s'appuie uniquement sur la contrainte Regular. 
Etant donne la structure de la contrainte Regular en Comet, le probleme pcut 
aussi se poser de la maniere suivante : trouver un des mots appartenant au langagc 
decrit par l 'automate le plus prochc du mot initial au sens de la distance de Hamming. 
Le tableau 2.2 donne les temps moyens, medians et minimaux en sccondes sur 20 
tests. La version « dynamique » est toujours plus rapide que la version « statique ». 
L'ccart de temps entre « la version statique » et « dynamique » est toutefois 
moindre. La raison en est simple. En effet, dans le cadre de la recherche, deux com-
posantes sont a prendre en compte : 
- La mise-a-jour des invariants. 
- L'evaluation d'un mouvement. 
La mise-a-jour des invariants est ici dominee par les evaluations de mouvements 
que l'on fait a chaquc iteration. Or le temps de calcul pour cvaluer un mouvement est 
identique selon l'implementation. L'ecart de temps est done uniquement du au temps 
de mise-a-jours des diffcrents invariants. 
Lc code Comet 2.3 decrit l'algorithmc Comet employe pour resoudre le probleme. 
II s'agit d'un simple algorithme de « descente ». A chaquc iteration, on choisit d'ef-
fectuer le mouvement qui diminuera le plus le degre de violation de la contrainte 
Regular. 
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w h i l e ( S . v i o l a t i o n s () > 0) { 
s e l e c t M i n ( q in 1 . .N , v in l . . m ) 
( S . g e t A s s i g n D e l t a ( v a r i a b l e [ q ] , v ) ) { 
v a r i a b l e [ q ] := v; 
} 
i t e r + + ; 
} 
Comet 2.3 - Resolution du probleme d'appartenancc a un langage 
2.4.3.3 Conclusion 
Les deux implementations de la contrainte Regular en Comet agissent de maniere 
identique. Les invariants, revaluation du degre de violation et les mouvements sont 
calculcs de maniere identique dans les deux implementations. La seule difference entre 
les deux implementations est la misc a jour des valours des invariants. Comet met 
a jour les invariants lui-meme, mais on peut decider nous-memes de la maniere dc 
les mettrc a jour. Les deux manicres dc mettre a jour les invariants ont etc com-
parees. La misc a jour cffcctucc par Comet est plus rapide que la version statique 
(empiriqucment environ 5.5 fois plus rapide). On a aussi compare le temps moyen de 
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recherche d'une solution a un problerne de satisfaction dc contraintcs relativemcnt 
simple, cette fois encore la version Comet a ete plus rapide. Neanmoins, l'ecart est 
moindre dans ce cas. On peut toutefois conclure que la version purement Comet (mise 
a jour « dynamique ») est plus efficace en temps de calcul. 
Dans la suite de ce memoire, lorsque l'on se referera a la contraintc Regular, il 
s'agira de la version « dynamique ». 
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CHAPITRE 3 
CREATION D'HORAIRES CYCLIQUES 
La contrainte globale Regular impose a unc sequence de caracteres d'etre rcconnue 
par un langage regulier ou un automate fini deterministe. Cette contrainte s'utilise 
naturellement pour resoudre des problemes de creation d'emploi du temps. En cffet, la 
creation d'emploi du temps est regie par un ensemble de regies a satisfaire. Certaines 
sont modelisables via la contrainte Regular. 
Dans le chapitrc qui vient, nous allons presenter un problemc de satisfaction de 
contraintes : la creation d'emploi du temps cyclique. Ce problemc peut faire intervenir 
dans sa modclisation la contrainte globale Regular. Nous allons presenter comment 
modeliser lc probleme en Comet ainsi qu'un algorithme de recherche locale pour le 
resoudre. Les resultats obtenus seront compares avec des resultats obtenus en utilisant 
des methodes de programmation par contraintes. 
3.1 Le probleme de creation d'emplois du temps cir-
cu la t e s 
Dans ce paragraphe, nous allons presenter le probleme de creation d'emplois du 
temps cycliques. Nous allons aussi evoquer quelques approches existantes pour le 
resoudre. 
3.1.1 Description du probleme 
Certaines societes de service, les hopitaux, les postes de police travaillcnt sept 
jours sur sept, vingt-quatre heures sur vingt-quatrc. Les emplois du temps, clabores 
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pour chaque semaine de travail, sont souvent divises en serie de quarts de travail (par 
exemple journee, soir, nuit). 
Dans cc contexte, les cntreprises utilisent des emplois du temps rotatifs (ou cy-
cliqucs). Les quarts de travail effectues par chaque employe varient selon un calendrier 
determine. Les travailleurs doivent effectuer en alternance tous les diffcrents quarts 
de travail. L'cmploi du temps est dit cyclique car il va etre construit pour c employes 
(ou equipes d'employes) et c semaines. Le premier employe devra effectuer l'emploi du 
temps des semaines {1, 2 , . . . , c}, le second effectuera l'emploi du temps de semaines 
{ 2 , 3 , . . . , c, 1}, et ainsi de suite jusqu'au dernier employe qui effectuera l'cmploi du 
temps des semaines {c, 1 ,2 , . . . , c — 1}. 
Ces entreprises ont alors besoin de proposer a leurs employes des emplois du temps 
qui respecteront a la fois les contraintes de travail (par exemple : un employe ne peut 
pas commencer une serie de quarts de travail sans avoir pris au prealable au moins 
deux jours de repos), mais aussi les charges de travail. On propose en effet la creation 
d'emplois du temps cycliques (ou rotatifs), decrits sur c semaines, pour c employes 
(ou equipes d'employes). Par exemple, l'emploi du temps presente dans le tableau 3.1 
est un emploi du temps decrit sur 3 semaines pour 3 employes. Cet emploi du temps 
considere deux types de quarts de travail differents (A et B), ainsi que des jours de 
repos (-). 
II faut aussi s'assurer que les charges de travail soient respectees. C'est-a-dire 
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que l'cntrcprise nccessitc un nombre precis d'employes devant effectuer chaquc jour 
chaquc quarts de travail. Pour l'cxcmple du tableau 3.1, on a chaquc jour un employe 
effectuant le quart A et B. 
3.1.2 Les differents types de contraintes existantes 
Dans ce paragraphe, nous allons decrire les differcntes contraintes possibles que 
Ton peut rencontrer dans le cadre dc la resolution des problcmes d'horaires cycliques. 
On va utiliser la denomination des differcntes contraintes utilisees par Gilbert Laportc 
et Gilles Pesant (Laporte and Pesant 2004). 
Les charges de travail journalieres Le probleme porte sur la creation d'emplois 
du temps cycliques. Ces emplois du temps sont creees pour c employes ou c equipes 
d'employes, et se repetent pendant c semaines. Ainsi, apres les c semaincs, chaque em-
ploye aura travaille le meme nombre d'heures et effectue la meme quantite de travail. 
Mais, l'entreprise qui utilise ces emplois du temps a des besoin precis d'employes pour 
chaquc jour de la semaine et pour chaque type dc quart de travail. Ainsi, pour chaque 
jour j de la semaine (j e {Lundi, Mardi,..., Dimanche} et pour chaque quart de 
travail i (i pouvant ctre un des quarts de travail ou une journee de repos), on a une 
demande dij d'employes effectuant la tache i le jour j a satisfaire. 
Les contraintes de patrons Comme on l'a explique precedemment, les emplois du 
temps que Ton cree doivent obeir a plusieurs patrons. Nous allons decrire les differents 
types de patrons que l'on peut rencontrer. 
S C P 1 La classe de patrons (SCPl) n'autorise un changement de quarts dc 
travail que s'il a lieu apres une serie de jours de repos. On va noter ce genre dc 
patrons SaS0Sb, ou Sa,Sb et S0 rcpresentent les series de quarts dc travail des taches 
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a, b et de rcpos o. On peut autoriser tous les quarts possibles SaS0Sb ou seulemcnt 
un sous-ensemble. 
S C P 2 Dans certains contextcs, on va autoriser certains changements de quarts 
sans imposer une serie de jours de rcpos. On a alors un patron de type SaSb, ou Sa 
ct Sb representent les series de quarts de travail des taches a et b. 
S C P 3 Certains patrons du type SaS0Sb vont specifier un ensemble de jours de la 
semaine tel que les periodes de repos doivent (ou ne doivent pas, selon l'exemplaire) 
recouvrir. Par exemple, si une periode de rcpos apres une serie de quarts de nuit inclut 
un samedi ou un dimanche, alors il est interdit dc commencer une serie de quarts du 
matin immediatement apres la sequence de jours de repos. 
Les contraintes portant sur les tailles des sequences de jours de travail 
SSC1 Dans le cadres de la contraintc SCPl, on va limitcr les durces minimales 
et maximales de chacune des series de travail Sa et des series de repos S0. Par exemple, 
on va imposer aux series de quarts de travail de durer cntre 2 et 6 jours consecutifs 
SSC2 Si on autorise les patrons du type SaSb, alors on va aussi limitcr la duree 
de jours consecutifs dc travail. Ainsi par exemple, on pourra demandcr a un employe 
de travaillcr entre 4 et 6 jours consecutifs. 
SSC3 Dans certains contextes, on va aussi limiter le nombre de jours de semaine 
identique ou Ton effectue la meme tache. Par exemple, on va limiter a 3 le nombre dc 
vendredis consecutifs ou un employe sera en repos. 
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S S C 4 Pour tous lcs types de quarts dc travail (en comptant lc rcpos), on va 
limitcr lc nombre de series de quarts identiques d'une longueur donnee dans l'cmploi 
du temps. Par exemple, on va limiter a 2 le nombre de scries de 6 jours consecutifs 
ou Ton effectuera le quart de matin. 
S S C 5 On va aussi limiter le nombre de jours minimum et maximum separant 
deux longues series de quarts de travail. Par exemple, si on autorise des sequences 
dc 7 jours de quarts de travail consecutifs, on va interdire a ccs sequences d'etre 
consccutives (ou separe par une sequence dc jours de rcpos) dans l'cmploi du temps. 
La distribution des jours de repos et de travail 
W R D 1 On va limiter le nombre de jours de travail (et dc rcpos) dans des 
sequences dc une ou plusicurs semaines. Par exemple, pour une semainc de travail, 
un employe devra prendre entrc 2 ct 3 jours de repos. 
W R D 2 La contrainte WRD2 est une variante de la contrainte WRD1. On va 
simplement non plus traiter de sequences de une ou plusicurs semaines, mais des 
sequences dc durees quelconques. 
W R D 3 On va maximiser le nombre de fins de semainc ou un employe travaillcra 
(ou nc travaillcra pas) les deux jours. Cctte contrainte signifie simplement que l'on 
va minimiser le nombre dc fins de semainc ou un jour sur lcs deux serait chome. 
W R D 4 La contrainte WRD4 impose une distribution des fins dc semaines com-
pletes sur plusicurs semaines. Par exemple, chaquc sequence de cinq semaines consc-
cutives devra contenir au moins deux fins de semaines completes dc rcpos. 
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3.1.3 Approches existantes 
Dans ce paragraphe, on va brievemcnt enumerer quelques approches existantes 
pour resoudre le probleme d'emploi du temps cyclique. 
Lc probleme de creation d'emploi du temps cyclique (Rotating Workforce Sche-
duling Problem en anglais) est un probleme qui n'est pas recent. Tien et Kamiyama 
(Tien and Kamiyama 1982) proposent un etat de l'art des methodes datant d'avant 
les annees 1980. La grande majorite des methodes decrites utilisent soit des approches 
enumeratives exhaustives ad-hoc, soit des approches via des problemes de programma-
tion mathematiques qui ne peuvent resoudre que des versions simplificcs du probleme. 
La programmation par contraintes (Laporte and Pesant 2004) a etc employee 
pour resoudre cc probleme. Les contraintes permettent d'ailleurs de modeliser plus 
do contraintes differentes que ne le permettent les methodes precedentcs. Les heuris-
tiques ont aussi ete employees. Un algorithme genetiquc (Morz and Musliu 2004) et 
un algorithme de recherche Tabou (Musliu 2006) se proposent done de resoudre le 
probleme d'horaire cyclique. 
3.2 La modelisation du probleme 
Dans ce paragraphe, on va decrire la modelisation en Comet qui a cte employee 
pour resoudre les problemes d'horaires cycliques ainsi que l'algorithme de recherche 
locale qui a ete employe. 
3.2.1 Representat ion des variables du probleme en COMET 
U n emploi du t emps cyclique Le probleme est la creation d'un emploi du temps 
cyclique sur plusicurs semaines respectant plusieurs contraintes. Le tableau 3.2 est 
une solution possible a une des instances testees. II s'agit ici de proposer un emploi 
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du temps sur 4 scmaines, qui obeit entrc autres au patron suivant : Un employe doit 
prendre au moins un jour de repos avant de commencer un nouveau type de travail. 
II faut s'assurcr que l'cmploi du temps propose sera cycliquc. C'cst-a-dirc que passer 
du dimanche de la premiere semaine au lundi de la deuxicme semaine ne brisc pas les 
regies en vigueur. L'emploi du temps ici est dit cycliquc. On peut le rcpeter plusicurs 
fois consecutives (voir le tableau 3.3), sans briser le patron. 



















































































































La r e p r e s e n t a t i o n des var iab les Pour ne pas avoir a so prcoccuper du caractcrc 
cycliquc dc l'emploi du temps, nous avons decide d'utiliser un artifice de modelisation 
qui permct de passer outre cette contrainte. On rccopie la premiere semaine a la fin 
de l'emploi du temps. Ainsi, on s'assure bien de la continuity entre le dernier jour dc 
la dcrnierc semaine et le premier jour de la premiere semaine. 

















































Ainsi, tout au long de ce chapitre, on presentera l'emploi du temps comme etant 
un tableau nomme variable de taille (n + 1) * 7 ou n est le nombre de semaincs pour 
lesquellcs l'emploi du temps doit etre prevu. Chaquc element variable^ du tableau 
correspond au quart de travail qui sera effectue le ieme jour de l'emploi du temps. 
3.2.2 Les contraintes 
Le probleme consiste a chercher un emploi du temps qui satisfait toutcs les contraintes. 
II y a plusicurs types de contraintes differentes que l'on peut rencontrcr : nous allons 
les enumerer et presenter la modelisation de chacune de ces contraintes en Comet. 
3.2.2.1 Le p a t r o n a r e s p e c t e r ( S C P 1 e t S C P 2 ) 
Les problemes d'horaires imposent le respect d'un patron pour l'emploi du temps. 





Figure 3.1 - Patron simple - 3 quarts de travails A,B et C, un quarts de repos o 
taches effectuecs les jours precedents. Par exemple, unc des contraintes du patron 
pourrait se formuler de la maniere suivante : prendre au moins deux jours de repos 
apres une serie de quarts de nuit. 
On peut modeliser lc patron a l'aide d'un automate fini detcrministe. En effet, un 
etat de l'automate decrit l'etat dans lequel nous sommes, (par exemple une serie de 
quarts du matin), les transitions de l'automate vont decrire quels quarts de travail 
pourront etrc effectues le lendemain. 
La figure 3.1 decrit un patron simple pour un emploi du temps a respecter. Ce 
patron respectc la contrainte suivante « Avant d'entreprendre une nouvelle serie de 
quarts de travail, il faut prendre au moins un jour de repos ». La figure 3.2 decrit 
le meme patron, mais en rajoutant des contraintes sur la duree de chaque serie de 
quarts de travail (et repos). On parlera dans le premier cas de patron simple et dans 
le second de patron complct. 
Lorsque Ton utilise un patron simple, il est quclquefois possible de se passer du 
patron et d'utiliser des contraintes relativement simples du type : Si le jour j , on 
effectue la tdche A, le jour j + 1 on peut effectuer la tdche A ou la tdche B. 
La portion de code Comet 3.1 presente l'utilisation en Comet de la contrainte 
Regular et comment la poster a un systeme de contraintes. Le code Comet 3.2 decrit le 
remplacement de la contrainte Regular associec a l'automate fini detcrministe decrit 
63 
Figure 3.2 - Patron d'cmploi du temps prenant en comptc la duree des series de 
quarts de travail 
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regularlNV cstr(variable, N, fName); 
S.post(cstr); 
Comet 3.1 Utilisation de la contraintc Regular 
f o r a l K i in l . . ( N - l ) , k in 1. . (nbShi f t - 1 ) ) { 
S . p o s t ( 
( v a r i a b l e [ i ] == k) => 
( ( v a r i a b l e [ i + 1 ] == k) II ( v a r i a b l e [ i + 1 ] == r e p o s ) ) 
) ; 
S . p o s t ( 
(variable[i+1] == k) => 
((variable [i] == k) I I (variable[i]] == repos)) 
) ; 
} 
Comet 3.2 - Contraintes de respect du patron simple 
dans la figure 3.1 a l'aide de contraintes simples, variable dans les deux cxemples 
renvoie au tableau de variables qui doit respecter les patrons. fName est le nom 
du fichier dans lequel est decrit 1'automate correspondant, N est la taillc du tableau 
de variables. nbShift est le nombre de taches differentes incluant le repos que pcut 
cffectuer un employe. 
On ne representc pas la contrainte (SCPS). En effet, l'utilisation de cettc contrainte 
equivaut a se passer de l'aspcct global de la contraintc Regular. La contrainte (SCP3) 
impose en effet a la periode de repos d'un patron SaS0Sb autorisee de recouvrir (ou de 
ne pas recouvrir) un ensemble de jours precis (par cxemplc, le samedi et le dimanche). 
On perd ainsi, via cctte contrainte, le caractcrc « global » de Regular, puisqu'on ne 
considere non plus sculement les patrons mais aussi les jours d'applications des diffc-
rents patrons. 
3.2.2.2 Le nombre de jours consecutifs pour une tache (SSC1) 
Comme on vient de le voir, le fait d'utiliser un patron simple au lieu d'un patron 
complet retire plusieurs informations. II convient alors d'exprimer d'autres manicres 
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les contraintes qui disparaissent avec lc patron simple. 
Dans cc paragraphe, on va presenter deux alternatives pour modelisor les contraintes 
qui disparaissent. La premiere alternative est d'utiliser un automate fini deterministe 
et la contrainte Regular qui lui est associce. La figure 3.3 decrit l 'automatc fini de-
terministe associe a cette contrainte. Les arcs etiquetes par la lettre a correspondent 
a une journee ou Ton effectue la tache associee, les arcs etiquetes par la lettre o ren-
voient a un changement de quarts de travail. Cet automate fini deterministe signifie 
ici que la tache A doit etre effectuee au moins 4 jours consecutifs et au plus 5. II 
Figure 3.3 - Automate correspondant a la contrainte sur le nombrc minimal et maxi-
mal de journees consecutives pour une tache 
est done possible d'utiliser la contrainte Regular pour representor la contrainte qui a 
disparu. 
Mais, on peut representer cette contrainte d'une deuxieme maniere, en la divisant 
en deux contraintes differentes. On va done limiter : 
- lc nombre maximum de journees de travail consecutives a effectuer lc quart A. 
- le nombrc minimum de journees de travail consecutives a effectuer le quart A. 
Le nombre de jours consecutifs m a x i m u m pour une tache Pour limiter le 
nombre de jours consecutifs maximum ou un employe effectuera lc quart de travail 
A, on va utiliser la contrainte globale sequence. La contrainte sequence(var,E,p,q) 
assure que, pour chaque sequence consecutive de q valeurs du tableau de variables 
var, il y ait au plus p variables qui prennent une valour contenuc dans l'enscmble E. 
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La contraintc sequence existc en Comet, on pcut done l'utiliscr dc manicre dircctc. 
En effct, dans le cas precis dans lequel nous sommes, il faut s'assurer que dans chaquc 
ensemble dc max A + 1 variables consecutives {max A ctant le nombre dc jours maxi-
mums consecutifs possible pour la variable A), il y ait au plus max A occurrences de 
A. 
Figure 3.4 - Principe de la contraintc sequence 
La figure 3.4 decrit l'idee dc l'implementation dc la contraintc sequence. Dans cet 
cxemple, on vcut limiter le nombre dc A consecutifs a 4. On regarde done toutes les 
sequences de variables consecutives de taille 5. On s'apergoit que la contraintc est 
violee puisque il y a une sequence de 5 A consecutifs. Le code Comet 3.3 decrit deux 
f o r a l l ( k in 1. . ( N - m a x S h i f t S t r e t c h [ i ] ) ) { 
S . p o s t ( s u m ( j in 0 . . m a x S h i f t S t r e t c h [ i ] ) 
( v a r i a b l e [ k + j ] = = i ) <= m a x S h i f t S t r e t c h [ i ] ) ; 
} 
/ / est equivalent a 
S . p o s t ( s e q u e n c e ( v a r i a b l e , { i } , m a x S h i f t S t r e t c h [ i ] , 
m a x S h i f t S t r e t c h [ i ] + l ) ) ; 
Comet 3.3 Utilisation de la contraintc sequence en Comet 
implementations cquivalentcs de la contraintc sequence, la premiere reimplements la 
contraintc sequence et s'assure juste que pour toutes les sequences de max A + 1 jours 
consecutifs, il y ait au plus maxA jours dc quar tsA La seconde poste la contraintc 
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sequence au systeme de contraintcs. Les deux contraintes ont un fonctionnemcnt 
identique en Comet. On utilise toutefois la contrainte sequence, afin de ne poster au 
systeme qu'une contrainte au lieu de iV.De plus la contrainte sequence en Comet est 
empiriquement 5 fois plus rapide que l'implementation directe de la contrainte. 
Le nombre de jours consecutifs min imum pour une tache La contrainte 
assurant le nombre dc jours consecutifs minimum pour une tache donnee ne s'ex-
prime pas directement a l'aide d'une contrainte globale en Comet, contraircment a la 
contrainte precedente. 
On va done s'assurer que, pour chaque variable v ayant la valeur A, il y a une 
sequence dc minA variables consecutives contenant v ayant toutes la meme valeur. 
La figure 3.5 presente cette contrainte. On veut qu'il y ait une sequence d'au moins 
3 A consecutifs. On regarde pour cela les 3 sequences contenant la variable centrale. 



















Figure 3.5 - Implementation de la contrainte limitant le nombre minimum dc jours 
consecutifs pour une tache 
Le code Comet 3.4 decrit l ' implementa t ion de ce t te cont ra in te en Comet . Si la 
variable v associee au keme jour de l'emploi du temps prend la valeur A, on s'assure 
qu'il existe au moins une sequence de minA variables contenant la variable v ne 
prcnant que la valeur A. 
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forall(k in 1..n) { 
S.post( 
(variable[k] == A) => 
(sum(q in 0..(minShiftStretch[A]-1)) 
( 
sum(v in 0..(minShiftStretch[A]-1))(variable[k-q+v] 
== A) == minShiftStretch[A] 
) >= 1) 
) ; 
> 
Comet 3.4 - Contraintcs assurant lc nombrc minimum de jours consccutifs a cffcctucr 
une tache donnec 
3.2.2.3 N o m b r e min imum et m a x i m u m de journees de travail consecu-
t ives (SSC2) 
Un contrainte supplcmcntairc que l'on rencontre porte sur lc nombrc de journees 
non chomces consccutives. Ce genre de contraintcs sert done a imposer a un travaillcur 
de travailler au minimum un nombre m de jours consccutifs et un nombre M au 
maximum. Cctte contrainte ne s'interesse pas a la divcrsite des taches a accomplir, 
mais uniquement a savoir si les taches sont des taches de travail ou de rcpos. Cettc 
contrainte est tres proche de la contrainte precedente. La manierc de la decrire est 
done tres similaire. La scule difference provient du fait que l'on s'interesse a tous les 
types de quarts de travail differents et non a un seul. 
3.2.2.4 Le respect des contraintes « verticales » (SSC3) 
Dans lc cadre des problemes d'horaires cycliques, on peut aussi avoir a assurer un 
nombrc maximum de lundis consccutifs (ou n'importe quel autre jour dc la semainc) 
ou un employe effectue le meme quart de travail. On va utiliser ici la contrainte globale 
sequence pour assurer contrainte. On declare un tableau d'invariant vertVariable 
qui va etre un tableau a deux entrees grand comme deux fois l'emploi du temps. Le 
tableau d'invariants vert Variable va uniquement scrvir pour modeliser cette contrainte 
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en Comet. Le code Comet 3.5 decrit l'implementation de cette contrainte en Regular. 
/ / On declare le tableau d' invariants vertVariable 
v a r { i n t } v e r t V a r i a b l e [ i in 1 . . n b d a y s , 
j in 1 . . 2 * ( n / n b d a y s ) ] (m, 1 . . n b S h i f t ) ; 
f o r a l l ( i in 1 . . n b d a y s , j in 1 . . ( n / n b d a y s ) ) { 
v e r t V a r i a b l e [ i , j ] <- v a r i a b l e [ ( j - 1 ) * n b d a y s + i ] ; 
v e r t V a r i a b l e [ i , j + ( n / n b d a y s ) ] <- v a r i a b l e [ ( j - 1 ) * n b d a y s + i ] ; 
} 
// Contrainte verticale 
forall(i in 1..nbShift, 1 in 1..nbdays) { 
S.post(sequence(all(k in 1..2*(n/nbdays))vertVariable [1,k] , 
{i}, maxVertStretchData [i] , maxVertStretchData[i]+1)); 
> 
Comet 3.5 - Contraintes « verticales » 
3.2.2.5 Respect des charges de travail pour chaque journee 
II est primordial, pour l'cntreprise (ou le service) qui utilise les cmplois du temps 
d'assurer que chaque jour de la semaine, il y aura un nombre sumsant d'employes qui 
effectueront les differentes taches. 
Le code Comet 3.6 decrit l'implementation de cette contrainte. On utilise les 
contraintes atMost et atLeast. La contrainte atMost(tab, variable) (respectivement 
atLeast{tab, variable)) assure qu'il y a au plus (respectivement au moins) tabi occur-
rences de i dans variable, workloadij indique combien de pcrsonnes devront effec-
tuer la tachc j la journee i. nPersonne correspond au nombre de pcrsonnes (ou de 
scmaines) touchees par l'cmploi du temps. 
3.2.2.6 La contrainte de fin de semaine ( W R D 3 ) 
Une autre contrainte que l'on va rencontrer porte sur les fins de semaine (samedi 
ct dimanche). Le respect des fins de semaine consiste a interdire les configurations 
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forall(i in l..nbdays) { 
// Contraintes atmost 
S.post( 
atmost( 
all(j in 1..nbShift)(workload [i,j]) , 
all(j in 1..nPersonne)(variable [(j-1)*nbdays + i]) 
) 
); 
// Contraintes atleast 
S.post( 
atleast( 
all(j in 1..nbShift) (workload [i,j]) , 




Comet 3.6 - Respect des charges de travail pour chaquc journcc 
oil un jour sur les deux serait chomc. Le code Comet 3.7 decrit l'implementation de 
cette contrainte en Comet. 
forall(i in 1..nPersonne) { 
S.post ( 
((variable [(i-1)*7 + 6] == nbShift) && 
(variable[(i-1)*7 + 7] == nbShift)) + 
((variable [(i-1)*7 + 6] != nbShift) && 
(variable[(i-l)*7 + 7] != nbShift)) == 1 
) 
} 
Comet 3.7 - Contrainte de fin de semainc 
3.2.2.7 R e s p e c t des cha rges de t rava i l p a r s e m a i n e ( W R D 1 e t W R D 2 ) 
II se peut que Ton ait a respecter les charges de travail hebdomadaires pour un 
employe. Un exemple serait un emploi du temps ou chaque semaine, un employe aurait 
cntre deux et trois jours de repos. Cette contrainte sert done a s'assurcr que chaque 
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employe effectuera dans sa semaine chaque tache i un nombre de fois compris entrc 
mini e t maXi. On peut exprimer ccttc contraintc de maniere simple avee l'aide des 
contraintes globales atMost et atLeast. 
Le code Comet 3.8 decrit l'implementation de cette contrainte en Comet. Les 
valeurs firstWeek et lastWeek renvoient a la premiere et dernicre semaine de l'cm-
ploi du temps ou on impose cette contrainte. Les tableaux de valeurs maxShift et 
minShift quand a eux renseignent sur le nombre maximum (respectivement mini-
mum) de fois ou Ton peut effectuer la ieme tache. 
f o r a l l ( i in f i r s t W e e k . . l a s t W e e k ) { 
S . p o s t ( a t m o s t ( m a x S h i f t , 
a l l ( k in 1 . . 7 ) ( v a r i a b l e [ ( i - 1 ) * 7 + k ] ) ) ) ; 
S . p o s t ( a t l e a s t ( m i n S h i f t , 
a l l ( k i n 1 . . 7 ) ( v a r i a b l e [ ( i - 1 ) * 7 + k ] ) ) ) ; 
> 
Comet 3.8 - Respect des differcntcs charges de travail par semaine 
Cette contrainte est modulable, on peut par cxemple imposer des charges de travail 
sur plusieurs semaines (au lieu d'une) ou meme simplement sur plusieurs jours. 
3.2.3 La recherche de solution 
Comet est un langage de programmation informatique oriente vers l'utilisation des 
methodes de recherche locale. Pour resoudre le probleme d'horaires cycliqucs, nous 
avons implements unc methode de recherche Tabou. Deux voisinages distincts ont etc 
testes pour resoudre le probleme. 
3.2.3.1 Fonction objectif 
Le probleme est un probleme de satisfaction de contraintes. On essayc de le re-
soudre a l'aide d'un algorithme de recherche locale. Pour guider la recherche, la fonc-
tion objectif que l'on cherche a minimiser est la somme des degres de violations de 
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toutcs les contraintes. Des lors que la fonction objcctif de notrc problemc aura une 
valcur nulle, cela signifiera que Ton aura trouve une solution qui satisfait toutes nos 
contraintes. La recherche s'arretera alors. Puisque Ton pose toutes les contraintes a 
un meme systeme dc contraintes S, la commando Comet S .violations^ renvoie au 
degre de violations total du systeme. S.violationsQ est done la fonction objcctif que 
Ton voudra minimiser tout au long de la recherche. 
3.2.3.2 Les structures de voisinage 
La premiere structure de voisinage : (JVi) Les methodes de recherche lo-
cale, a contrario des methodes exactes, peuvent accepter de violer les contraintes. 
Neanmoins, la premiere structure dc voisinage utilisee ne violer a en aucun cas une 
contrainte particuliere : la contrainte assurant les charges de travail pour chaque jour-
nee diffcrcnte (voir 3.2.2.5). En effet, en partant d'une solution initiale qui ne viole pas 
cettc contrainte, le voisinage N\ d'un emploi du temps s est 1'ensemble des solutions 
s' telles que le passage de s a s' se fait en echangeant deux taches effectuces le meme 





Figure 3.6 - Premiere structure dc voisinage : Nx 
Ainsi, si s ne viole pas la contrainte assurant les charges de travail pour chaque 
journee, aucun voisin s' G Ni(s) ne violera cette contrainte. 
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La deuxieme structure de voisinage : (N2) La deuxieme structure de voisinage 
proposee est proche de la precedente, mais plus large. En effct, cette fois, on va s'au-
toriser de violer la contrainte portant sur lcs charges de travail pour chaquc journce, 
mais on s'assurera ncanmoins que la quantite de tachcs differentcs devant etre effec-
tuees pendant toute la duree de l'emploi du temps sera respectce. Le voisinage A^ 
d'un calendrier s sera l'ensemble des calendriers s' tels que le passage de s a s' se fera 
en echangeant deux taches (voir 3.7). 
Figure 3.7 - Deuxieme structure de voisinage : N2 
3.2.3.3 L'algorithme de recherche 
Une fois toute les contraintes postees, on utilise un algorithme de recherche tabou 
(voir paragraphc 1.1.2.2) pour chercher un calendrier satisfaisant toutes les contraintes. 
Nous allons decrire les differentes caracteristiques de l'algorithme tabou que Ton uti-
lise. 
critere Tabou On utilise une recherche Tabou. Une recherche Tabou est en fait 
une recherche locale ou Ton garde en memoire les derniers mouvcments effectucs. On 
utilise, pour signifier qu'un mouvement est tabou, l'index des deux journees echangccs. 
La listc Tabou va etre en fait un tableau a deux dimensions. La valeur tabouij du 
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tableau tabou en i et en j signifie en fait a partir de quelle iteration lors de la recherche 
on pourra reffectuer l'echange entre i et j . Lc code Comet 3.9 decrit 1'implementation 
simple d'une methode tabou pour le problcme d'horaire cyclique avee la structure de 
voisinage iV2. La recherche est relativement simple, en effet, on va seulement cherchcr 
la meilleure paire de journees q et v a echanger, tel que l'echange de q et de v soit 
possible (tabou[v,q] < iter). 
i n t i t e r = 0; / / on garde en memoire a quelle iteration nous 
sommes 
i n t t a b o u [ 1 . . n , 1 . . N] = - 1 ; / / liste tabou 
w h i l e ( ( S . v i o l a t i o n s () > 0) && ( i t e r < 2 0 0 0 0 ) ) { 
i t e r + + ; 
s e l e c t M i n ( q in 1. . n , v in 1. .n : t a b o u [ v , q ] < i t e r ) 
( S . g e t S w a p D e l t a ( v a r i a b l e [ q ] , v a r i a b l e [ v ] ) ) { 
v a r i a b l e [ q ] :=: v a r i a b l e [ v ] ; 
t a b o u [ q , v ] = i t e r + 7 ; 
t a b o u [ v , q ] = t a b o u [ q , v ] ; 
i f (q <= nbdays ) v a r i a b l e [ n + q] := v a r i a b l e [ q ] ; 
i f (v <= nbdays ) v a r i a b l e [ n + v ] := v a r i a b l e [ v ] ; 
> 
} 
Comet 3.9 - Recherche Tabou pour le probleme d'horaire cyclique 
Dans cet excmple, lorsque l'on aura effectuer l'echange entre q et v, la possibilite 
de refaire cet echange sera interdite pendant 7 iterations (tabou[q, v] = iter + 7). On 
s'assure aussi de reporter l'echange sur la copie de la premiere semaine si q ou v se 
trouve en premiere semaine. La taille de la liste tabou ici est fixee a 7 iterations. 
critere d'aspiration Lors de la recherche, on pcut autoriser certains mouvements 
tabous, a condition qu'ils amcliorent la meilleure solution trouvec. On parle alors de 
critere d'aspiration. Utiliser un critere d'aspiration en Comet est relativement simple. 
Lc code Comet 3.10 decrit l'implementation d'un critere d'aspiration en Comet pour 
une methode de recherche tabou. On garde en memoire la meilleure solution trouvec 
(best) ainsi que l'ecart entre la meilleure solution et la solution actuelle (gap). Savoir si 
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gap = b e s t - S . v i o l a t i o n s () ; 
s e l e c t M i n ( q in l . . n , v i n l . . n , 
d = S . g e t S w a p D e l t a ( v a r i a b l e [ q ] , v a r i a b l e [ v ] ) : 
( t a b o u [ v , q ] < i t e r ) I I ( d < g a p ) ) ( d ) { 
v a r i a b l e [q] : = : v a r i a b l e [ v ] ; 
t a b o u [ q , v ] = i t e r + 7 ; 
t a b o u [ v , q ] = t a b o u [ q , v ] ; 
i f (q <= nbdays ) v a r i a b l e [ n + q] := v a r i a b l e [ q ] ; 
i f (v <= nbdays ) v a r i a b l e [n+v] := v a r i a b l e [ v ] ; 
} 
Comet 3.10 - Critere d'aspiration pour uric recherche tabou 
un mouvement est aspire revient done a comparer si le gain que Ton aurait a effectuer 
le mouvement serait plus petit que l'ecart entre la meilleure solution et la solution 
actuelle. 
Solution initiale Lcs algorithmes de recherche que l'on utilise sont des algorithmcs 
de recherche Tabou. Pour chaque test, on va partir d'une solution initiale aleatoire. 
Toutefois, selon le voisinage employe (iVi ou N2), la solution initiale va etre proposce 
de maniere differente. En effet, si on utilise le voisinage N\, on va crecr aleatoircment 
une solution telle que pour chaque jour de la semaine, on respecte les demandes pour 
chacune des taches. Pour le voisinage N2, on va simplement proposer une solution 
aleatoire telle que Ton s'assure neanmoins de respecter la demande totale de chacun 
des quarts pour le calendrier. 
Caracteristiques de la recherche tabou employee pour resoudre le probleme 
d'horaire cyclique Dans ce paragraphe, nous decrirons les caracteristiques de la 
recherche tabou implementee. La liste tabou n'est pas de taille fixe (contrairement a 
l'exemple), on va declarer un mouvement tabou pendant une durec p d'iterations, p 
etant choisi de maniere aleatoire entre 4 et 11 iterations. La recherche tabou com-
portera bien un critere d'aspiration. Enfin, si apres plusieurs iterations la meilleure 
solution n'est pas trouvee, on redemarrera la recherche en partant d'une nouvcllc 
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solution initiale. 
3.3 Result at s 
Durant cette section, nous allons decrire lcs resultats obtenus sur treize exem-
plaires differents. Chacun de ces exemplaires va differer par la taille des automates, 
la forme des differents patrons, le nombre de taches differentes, le type de contraintes 
nccessaircs. 
Le tableau 3.5 presente lcs exemplaires testes ainsi que leurs caracteristiques. 
Quatre series de 50 tests ont etcs effectuees pour chacun de ces exemplaires, en uti-
lisant les voisinages JVi et N2 et en utilisant un patron complet ou un patron simple 
pour la contrainte Regular. Une dcrniere seric de tests a etc effectuec pour plusicurs 
exemplaires tel qu'il est possible de modcliser lcs patrons de recherche sans utiliser la 
contrainte Regular. 
3.3.1 Resultats utilisant un automate complet 
Dans ce paragraphe, on va presenter les resultats medians que Ton obtient sur 50 
tests en utilisant un automate complet (e'est-a-dire prenant en compte les contraintes 
SCP1, SCP2 et SSCl) et les deux structures de voisinages TVj et jV2. Le tableau 3.6 
presente les resultats obtenus sur les treize exemplaires. La premiere remarque que 
Ton peut faire porte sur la pertinence du voisinage iV2. Le voisinage N2 est plus grand 
que lc voisinage AT1# Or, on s'apergoit que le nombre d'iterations median pour chaquc 
instance est du memo ordrc que l'on utilise A^ ou N2 (a quclqucs exceptions prcs). 
Lc temps de calcul median pour obtenir une solution est par contre plus long avec lc 
voisinage N2. En effet, quand on utilise le voisinage N2, on visite a chaque iteration 
plus de voisins que N\. II est done normal que N2 soit plus lent que N\, puisquc que 
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SCP1, SSC1, WRD3 
SCP1, SSC1, WRD3 
SCP1, SSC1, WRD3 
SCP1, SSC1, WRD3 
SCP1, SCP2, SSC1, SSC2 
SCP1, SSC1, WRD3 
SCP1, SCP2, SSC1 
SCP1, SCP3, SSC1, SSC3 
SCP1, SSC1, WRD1 
SCP1, SCP2, SSC1, SSC2, WRD3 
SCP1, SSC1, WRD3 
SCP1, SSC1, WRD3 
SCP1, SSC1, WRD3 
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le gain que l'on pouvait esperer avoir en terme de nombre d'iterations n'est pas ou 
peu probant. 
On peut en conclure qu'empiriquement, le voisinage N\ est plus efficace que le 
voisinage N2. 
Unc remarquc supplcmentairc portc sur l'emcacitc de l'algorithme de recherehe. 
En effet, hormis pour l'exemplaire H (St. Louis Police), on obtient 100% de reussite. 
Le taux d'echec de l'exemplaire H est relativement bas, ct est uniquement du a un 
des criteres d'arret de l'algorithme (limite sur le nombre d'iterations de la recherche). 
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3.3.2 Resultats utilisant un automate simple 
On peut aussi utiliser un patron simple pour resoudre les problemcs de creation 
d'emplois du temps. On sait que le patron simple ne considere que les contraintes 
S C P 1 et S C P 2 . La contrainte SSC1 est done consideree a part. Le tableau 3.7 
presente les resultats medians obtenus sur 50 tests pour les trcize exemplaires en 
utilisant les voisinages N% et N2. Le nombre median d'iterations est sensiblement le 
meme, que Ton utilise les voisinages Nx ou iV2. Le temps de calcul est par contrc 
plus rapide avec N1: le voisinage Ni ctant plus petit que le voisinagc N2. Le taux 
de reussite pour chacun des exemplaires est par contre de 100%. On a trouve une 
solution satisfaisant les differentes contraintes pour chaque exemplaire. 
On remarque aussi que l'utilisation d'un patron simple est plus rapide en terme de 
temps de calcul que l'utilisation d'un patron complet. Cela vient du fait que lorsquc 
Ton utilise un patron complet, on utilise un automate fini deterministe plus grand que 
1'automate fini deterministe associe a un patron simple. Or, on sait que le temps deva-
luation d'une solution et le temps de mise-a-jour des invariants depend en grande par-
tic dc la taille des automates. Plus l 'automate fini deterministe associe a la contrainte 
Regular est grand, plus le temps de mise-a-jour et le temps devaluation d'une solution 
est long. 
3.3.3 Resultats n'utilisant pas d'automate 
Commc on l'a dit dans la section precedente, on peut se passer d'automate fini de-
terministe dans quelques cas. Ainsi, sur les differentes instances que Ton teste, on peut 
se passer d'utiliscr la contrainte globale Regular pour les instances A, i?, C, D, F, I, K 
et M. Le tableau 3.8 presente les resultats medians obtenus si on utilise pas la 
contrainte Regular, compare avec les resultats obtenus en utilisant un automate fini 
deterministe simple. 
Quand il est possible de se passer de la contrainte Regular, le temps median 
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Tableau 3.8 - Comparaison des resultats medians obtenus en utilisant Regular et en 
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de calcul est plus rapide pour trouver une solution. Cela s'explique en partie parce 
que on remplace une contrainte globale, avec une structure relativement importante, 
par un ensemble de plusieurs contraintes binaires. Dans notrc cxemple, pour un mot 
de longueur n, on remplace une contrainte par 0{n) contraintes binaires. Les 0(n) 
contraintes binaires permettent ici d'obtenir une solution plus rapidement (voir le 
tableau 3.8), pour un nombre d'iterations equivalent. Neanmoins, comme on l'a dit 
precedcmment, on ne peut pas tout le temps se passer de la contrainte Regular pour 
modeliser les patrons. Les bons resultats que Ton obtient ici en se passant de la 
contrainte Regular s'explique en partie a cause de la simplicite du patron, mais aussi 
a cause des differentes structures de donnees inherentes a la contrainte Regular qu'il 
faut tenir a jour et dont les contraintes binaires se passent. 
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3.3.4 Comparaison avec la progranimation par contraintes 
Dans le paragraphe qui suit, nous allons comparer les resultats obtenus avec Co-
met contre les resultats que Ton obtient avec une methode de programmation par 
contraintes. Le programme de programmation par contraintes est celui presente par 
Gilbert Laporte et Gilles Pesant (Laporte and Pesant 2004). Ce programme n'utilise 
pas la contrainte Regular, mais d'autres contraintes. 
Le tableau 3.9 presente les resultats compares obtenus en utilisant le programme 
de programmation par contrainte et le programme Comet utilisant le voisinage Nx 
et la contrainte Regular associe a un automate simple. Les tests comparatifs sont 
executes sur la mcmc machine. La premiere que l'on va faire porte sur la tres nette 
dominance d'un point de vue qualitatif de la programmation par contraintes. En 
effet, sur les treize exemplaires testes, l'algorithme de programmation par contrainte 
est toujours plus efficace. 
On va toutefois nuanccr la qualite des resultats en faisant l'objection suivante. 
On utilise en effet une meta-heuristique de recherche locale generique (un algorithme 
de recherche Tabou) pour trouver une solution a un probleme de satisfaction de 
contraintes. On oppose a un algorithme de recherche tabou relativement generique 
un algorithme robuste de programmation par contraintes, construit dans l'objectif de 
resoudre le probleme etudie. 
3.4 Equilibrage des fins de semaines 
L'algorithmo do recherche tabou que l'on propose chorehe un horaire cycliquo qui 
satisfait toutes les contraintes. Toutefois, il apparait que les horaires que l'on propose 
ne sont pas tous ergonomiques pour les employes. Ainsi, on s'apercoit que les horaires 
que l'on trouve ont tendance a regrouper les fins de semaine entre ellcs. Le tableau 
3.10 presente deux horaires satisfaisant les contraintes de l'exemplairc F. Le second 
83 













































































emploi du temps decrit dans le tableau 3.10 s'assure en plus du respect dcs diffcrentes 
contraintcs, d'equilibrer du mieux possible les fins de semaine. C'est-a-dire que Ton 
va chercher a alterner les fins de semaine ou l'on travaille avec les fins dc semaine ou 
Ton ne travaille pas. 
3.4.1 Algorithme de recherche 
L'equilibrage des fins de semaine est une operation de post-optimisation1. Partant 
d'une solution qui satisfait toutes les contraintes, on va chercher a ameliorer l'cmploi 
du temps d'un point ergonomique. Pour cela, on va chercher a equilibrer du mieux 
possible les fins de semaines dans l'emploi du temps. On considerera qu'un emploi du 
temps est equilibre pour les fins de semaine si : 
- on assure que au plus un dimanche sur deux soit un jour de repos. 
- on assure que toutes les k semaines, on ait au plus m dimanches de repos (k et 
m sont specifies pour chaque exemplaires testes). 
On va done creer une fonction objectif qui va evaluer la qualite d'un horaire 
cycliquc en fonction des deux paramctres d'equilibrage que l'on vient de decrire. La 
premiere partie de l'equilibrage (au plus un dimanche sur deux comme jour de repos) 
assure l'alternance entre les fins de semaines chomes et les fins de semaine non chomes. 
La deuxieme partie de l'equilibrage permet dc mieux repartir les dimanches chomes 
dans l'emploi du temps. 
Pour modeliser l'equilibrage en Comet, on va employer la contrainte globale Re-
gular pour s'assurer que au plus un dimanche sur deux soit un jour de repos. L'auto-
mate fini deterministe correspondant est decrit dans la figure 3.8. On peut par ailleurs 
remplacer cette contrainte avec la contrainte globale sequence {sequence(ensemble des 
dimanches, {repos}, 1, 2)). La deuxieme partie de l'equilibrage sera modelisee via la 
contrainte sequence. 
1 O n parle ici de post-optimisation car on va chercher a equilibrer les emplois du temps apres les 
avoir trouves. 
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Figure 3.8 - Automate fini deterministe associe a la contrainte « au plus un dimanche 
de repos sur deux dimanches » 
La contrainte sequence va alors s'assurer que pour l'ensemble des dimanches, on 
ait au plus m dimanches de repos dans chaque sequence de k dimanches. Le code 
Comet 3.11 decrit l'implementation en Comet de la fonction objectif que Ton cherche 
a minimiser. Le systeme de contrainte S2 correspond aux contraintes d'equilibragc de 
l'emploi du temps, le systeme de contraintes S est le systeme de contrainte associe a 
l'horaire cyclique. La fonction objectif (O) est done congue commc la somme des deux 
systemes de contraintes. On va toutefois ponderer 1'impact du systeme de contrainte 
S par rapport au systeme de contraintes S2, l'objectif etant avant tout d'avoir un 
emploi du temps qui respecte les differentes contraintes. 
/ / L ' equilibrage des fins de semaines 
C o n s t r a i n t S y s t e m S2(m) ; 
r e g u l a r l N V e q u i l ( a l l ( k in 1 . .N:(k%7==0) 
n P e r s o n n e + 1 , a u t o m a t e ) ; 
S 2 . p o s t ( e q u i l ) ; 
S2 . p o s t ( s equence ( a l l (k in l . . N : ( k ' / , 7 == 
{ n b S h i f t } , m, k ) ) ; 
/ / Fonction objectif 
O b j e c t i v e 0 = S2 + w*S; 
Comet 3.11 - Fonction objectif a minimiser 
II est possible de remplacer la contrainte Regular par la contrainte sequence. La 
maniere d'evaluer l'objectif va done etre modifiee. En effet, le degre de violation asso-
cie a la contrainte Regular correspond au nombre de caractcres qu'il faut remplacer 





contrainte sequence va lui corrcspondre au nombre de variables violant une sequence. 
Cette distinction rend plus souple la contrainte Regular vis a vis de la contrainte 
sequence. 
Le code Comet 3.12 decrit 1'implementation en Comet d'un algorithme de re-
cherche tabou qui cherche une solution pour le probleme d'emploi du temps equilibre. 
Le voisinage utilise est le voisinage Aq. L'ensemble de valeur V[u] designe les indices 
des jours de l'emploi du temps correspondant au meme jour de la semaine que u (par 
excmple le lundi). 
b e s t = 0 . e v a l u a t i o n ( ) ; 
i t e r = 0; 
/ / Algorithme de Recherche 
w h i l e ( ( i t e r < 2 0 0 0 0 ) && ( b e s t > 0 ) ) { 
s e l e c t M a x ( u in 1 . n ) ( 0 . d e c r e a s e ( v a r i a b l e [ u ] ) ) 
s e l e c t M i n ( v in V[u] : ( v a r i a b l e [u] != v a r i a b l e 
( t a b o u [ u , v ] < i t e r ) ) 
( 0 . g e t S w a p D e l t a ( v a r i a b l e [ u ] , v a r i a b l e [ v ] ) ) 
v a r i a b l e [u] : = : v a r i a b l e [ v ] ; 
t a b o u [ u , v ] = i t e r + 7; 
t a b o u [ v , u ] = i t e r + 7; 
i f (u< = 7) v a r i a b l e [n + u] := v a r i a b l e [ u ] ; 
i f (v< = 7) v a r i a b l e [ n + v ] := v a r i a b l e [v] ; 
} 
i f ( 0 . e v a l u a t i o n ( ) < b e s t ) b e s t = 0 . e v a l u a t i o n ( ) ; 
i t e r + + ; 
} 
Comet 3.12 - Algorithme de recherche Tabou pour l'equilibrage 
Une deuxicme nouveaute ici est l'utilisation de la fonction decrease(variable). La 
fonction decrease indique le gain maximal que l'on pourrait avoir sur l'objectif si on 
modifiait la valeur de la variable en parametre. L'algorithme consistc done en choisir 
la variable qui pourrait fairc evoluer du micux possible la valeur de l'objectif, et de 
choisir le meilleur jour de l'emploi du temps echangeable avec qui nc soit pas tabou. 
[ v ] ) && 
{ 










































































































On va presenter les resultats que Ton a obtenu via notre algorithme dc post-
optimisation pour les exemplaires C a M. Les tests ont ete effectue sur la memo ma-
chine que precedemment. Pour chaque exemplaire, on a effectue une serie de 100 tests 
diffcrents. Les tableaux 3.11 et 3.12 presentent Femploi du temps ayant le meilleur 
equilibragc pour les exemplaires J et M. Les exemplaires A et B n'ont pas ete testes 
car ils sont triviaux (un scul dimanche de repos pour quatre semaines). 
Les tableaux 3.13 et 3.14 presentent et comparent les resultats moyens et medians 
que Ton obticnt sur chaque exemplaire, selon que Ton utilise la contraintc Regular ou 
la contraintc sequence pour la premiere partie de l'objectif. Les resultats utilisant la 
contrainte Regular sont equivalents en terrnes de temps de calcul et d'iterations aux 
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resultats que l'on obtient si on utilise la contrainte sequence a la place. Les differences 
au niveau dc revaluation des solutions ne sont visiblcs (sur les resultats finaux) que 
pour l'exemplaire J. En effet, pour l'exemplaire J , on ne trouve pas de solution qui 
equilibre « correctement » les fins de semaines. Le tableau 3.11 presente le meilleur 
exemplaire trouve par l'algorithme de recherche pour rexcmplairc J . 
Le temps moyen necessaire pour trouver un emploi du temps plus ergonomique 
que celui que Ton propose est par contre plus important que le temps moyen pour 
obtenir un emploi du temps valide. Cela vient du fait qu'il s'agit d'une operation de 
post-optimisation. La solution initiale de l'algorithme est souvent un minimum local 
duquol il faudra s'oxtirper lors de la recherche. 
On presente done un algorithme de recherche locale basee sur les contraintes qui 
cherche, partant d'un emploi cyclique valide, a proposer un emploi du temps amcliorc 
d'un point ergonomique. La recherche locale basee sur les contraintes, et la contrainte 
Regular se revele done etre un outil puissant permettant de rcsoudre ce type de 
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CREATION D'EMPLOIS DU TEMPS JOURNALIERS 
Le chapitre precedent decrit l'utilisation de la contrainte Regular pour la creation 
d'horaires cycliques. II s'agissait d'un probleme de satisfaction de contraintes. II fallait 
trouver une solution qui ne viole aucune contrainte. 
On peut utiliser la contrainte Regular pour resoudre d'autres problcmes de crea-
tion d'horaires. Le probleme que Ton cherche a resoudre ici ne va plus etre un pro-
bleme de satisfaction de contraintes, mais un probleme d'optimisation. On va devoir 
creer un ensemble d'emplois du temps journaliers pour plusieurs employes. Cette seric 
d'emplois du temps devra satisfaire plusieurs contraintes, mais aussi minimiser une 
fonction dependant des taches effectuees par les employes. 
4.1 Le probleme de creation d'emplois du temps jour-
naliers 
Dans cette section, nous allons decrire le probleme, ainsi que deux approches qui 
ont ete proposees pour le resoudre (Cote et al. 2007) (Demassey et al. 2005). 
4.1.1 Description du probleme 
Le probleme est done la creation d'emplois du temps pour plusieurs employes. 
Los cmplois du t e m p s sont cons t ru i t s pou r une journcc dc 24 heurcs dccoupccs en 96 
periodes de quinze minutes et doivent respecter un ensemble de contraintes. 
Pour decrire le probleme, nous allons definir les notations suivantcs : 
- I : l'ensemble des employes disponibles. 
- W : l'ensemble des differentes taches de travail que peut effectucr un employe. 
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- A : l'ensemble des activites que peut effcctuer un employe. Les activites pcuvcnt 
etre soit une tache de travail a € W, soit une pause p, soit une pause repas I, 
soit un repos o. On a done A = W U {p, I, o}. 
- T = {1, 2 , . . . , 96} : l'ensemble des periodes de la journee. 
- At C A : l'ensemble des activites autorisees pour un employe a l'instant t € T. 
- ca!t '• le cout d'utilisation d'un employe pour effcctuer a l'instant t la tache 
a e At. 
Contraintes d'emplois du t e m p s Les emplois du temps sont soumis a plusieurs 
contraintes differentes que nous allons enoncer : 
- Un employe i £ I n 'a pas le droit d'effectuer a l'instant t une tache a £ A si 
aiAt. 
- Un employe qui travaille doit effcctuer entre 3 et 8 heures de travail effectifs, 
e'est-a-dire sans prendre en compte les differents types de pauses. 
- Un employe qui travaillera 6 heures ou plus aura dans sa journee deux pauses 
p de 15 minutes et une pause repas / d'une heure. 
- Un employe qui travaillera moins de 6 heures aura dans sa journee une pause p 
de 15 minutes et pas de pause repas /. 
- L'emploi du temps de la journee devra respecter un patron precis. 
Un employe qui commence a effectuer une tache a G A doit l'effectuer pendant au 
moins une heure avant de prendre une pause. Deux taches a et b E A ne peuvent 
pas etre effectuees l'une apres l'autre. Un employe devra prendre une pause avant de 
passer de la tache a a la tache b. Pour representer le patron a respecter, on utilise un 
automate iini deterministe. Les figures 4.1 et 4.2 presentent les patrons a respecter 
pour une tache de travail et pour deux taches de travail. 
D e m a n d e a respecter et objectif a minimiser L'ensemble des emplois du temps 
devront etre construits pour repondre a une demande. On note dat le nombre d'em-
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Figure 4.1 - Patron de l'emploi du temps pour une tachc 
Figure 4.2 - Patron de l'emploi du temps pour deux taches differentes 
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ploycs dcvant effectucr la tache a £W & l'instant t. Si la demande n'est pas satisfaitc, 
un cout c~t est associe a chaque employe manquant. De meme, si la demande est sur-
satisfaite, un cout c^t est associe a chaque employe de trop. 
Pour faciliter les notations, on va noter qa>t le nombre d'employes effectuant la 
tache a G W a l'instant t. On va noter q~t le nombre d'employes manquant (q~t — 0 
si la demande da,t est satisfaite). De la meme maniere, q^t est le nombre d'employes 
en trop effectuant la tache a G W a l'instant t (q^t — 0 si la demande datt n'est pas 
satisfaitc, ou si cllc l'cst exactcment). 
Le probleme consiste done a minimiscr la fonction / suivante, tout en respectant 
les differcntes contraintes : 
t€T,a£At 
4.1.2 Approches existantes pour resoudre le probleme 
Le probleme que Ton cherche a resoudre peut se modeliser en partie a l'aide de 
la contrainte Regular (Pesant 2004). En effct, les contraintes portant sur le respect 
d'un patron se modelisent bien a l'aide d'automate fini detcrministe. Marie-Claude 
Cote, Bernard Gendron et Louis-Martin Rousseau (Cote et al. 2007) presentent 
une implementation de la contrainte Regular en programmation mixtc en nombre 
entier (en anglais Mixed Integer Programming ou MIP). La contrainte Regular est 
notamment utilisee pour resoudre le probleme de creation d'horaires evoque ci-dessus. 
Une approche couplant la programmation par contraintes et la generation de co-
lonne (Demassey et al. 2005) est aussi propose pour resoudre ce probleme. L'approchc 
en programmation par contraintes sert pour le sous-probleme de generations de co-
lonnes. 
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4.2 Approche de resolution en C O M E T 
Dans cc chapitre, nous allons decrire 1'implementation d'un algorithme de re-
cherche locale basee sur les contraintcs en Comet pour rcsoudre le probleme de crea-
tion d'horaires journaliers. La modelisation Comet se separe naturellement en deux 
grandes phases : une phase de modelisation et une phase de recherche. 
4.2.1 La modelisation 
4.2.1.1 Les variables et les invariants 
Dans ce paragraphe, nous allons decrire les variables utilisces dans le modelc, 
ainsi que les differents invariants. Les invariants en Comet sont en fait des variables 
incrcmentalcs qui maintiennent a jour une relation entre une ou plusieurs variables. 
Avec l'aidc des invariants, on va pouvoir modeliser certaines contraintes de manieres 
plus simples. 
Les variables de notre probleme en Comet vont ctre notees Vitt,Vi £ I,t £ T. Viit 
indique la tache effectucc par l'cmploye i a l'instant t. On a done t>i)t £ At. 
Les invariants que Ton utilise tout au long de la recherche vont etre les suivants : 
- &i : Pour chaque employe i £ I, a indique le nombre de periodes ou l'employc 
i travaille. 
- aPti : Pour chaque employe i £ I, ap^ indique le nombre de periodes de pause 
prises par l'employc i. 
- crij : Pour chaque employe i E I, oij indique le nombre de periodes de pause 
repas prises par l'employe i. 
- qaj : qa,t correspond au nombre d'employes effectuant a l'instant t £ T la tache 
a£ At 
Le code Comet 4.1 decrit 1'implementation et la description en Comet des va-
riables et des invariants propres au probleme. 
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// Variables de decisions 
var{int> variable [1..nbEmploye, 1. .nbShift](m, 1. .nbActTot) 
:= nbActTot; 
// Nombre de sections de travail pour chaque employe 
var{int} sigma[i in 1..nbEmploye](m, 0..nbShift) 
<- sum(k in 1..nbShift)(variable[i,k] <= nbAct); 
// Nombre de sections de pause pour chaque employe 
var{int} sigmaP [i in 1..nbEmploye](m, 0..nbShift) 
<- sum(k in 1..nbShift)(variable[i,k] == nbAct+1); 
// Nombre de section de pause repas 
var{int} sigmaL[i in 1..nbEmploye](m, 0..nbShift) 
<- sum(k in 1..nbShift)(variable[i,k] == nbAct+2); 
// Nombre de personne effectuant I' activite i a un instant j 
var{int} quantite[j in 1..nbAct, i in 1..nbShift](m, 
0..nbEmploye) 
<- sum(k in 1..nbEmploye)(variable[k,i]==j) ; 
Comet 4.1 - Descriptions des differentcs variables dc decisions ct des invariants 
4.2.1.2 Les differentes contraintes a satisfaire 
La contrainte de patron Commc on l'a dit precedemmcnt, on utilise la contrainte 
Regular pour modeliser la contrainte de respect des patrons pour la creation d'un 
emploi du temps. En effet, pour chaque employe i £ I, l'emploi du temps propose 
doit respecter un ensemble de contraintes. Un employe qui cffectue la tache a G W 
a un instant t ne peut pas effectuer la tache b G W,b ^ a a l'instant t + 1. Cela 
veut dire qu'un employe ne peut pas basculer d'une tache a l'autre sans prendre 
une pause. Un employe qui veut prendre une pause doit avoir prealablement travaille 
pendant au moins une heurc (4 periodes de temps). Une pause repas dure une heure 
(4 periodes de temps), la duree d'une pause normale est dc quinze minutes (1 periode 
de temps). Enfin, un employe ne peut pas terminer sa journce en pause. L'ensemble 
de ces contraintes est modelise via un automate fini deterministe pour W = {a} (voir 
la figure 4.1) et W = {a, b} (voir la figure 4.2). Le code Comet 4.2 decrit l'utilisation 
de la contrainte Regular en Comet. Si on considere TIw l 'automate fini deterministe 
associe a l'ensemble des taches W, la contrainte Regular s'utilise pour chaque employe 
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i G i" de la maniere suivante : 
Regular(IIw , (vitt)teT), Vz G I 
r e g u l a r l N V c s t r [ 1 . . n b E m p l o y e ] ; 
f o r a l l ( i in 1 . .nbEmploye) { 
c s t r [ i ] = new r e g u l a r l N V ( ( a l l ( k i n l . . n b S h i f t ) v a r i a b l e [ i , k ] ) 
, n b S h i f t , a f d ) ; 
S . p o s t ( c s t r [ i ] ) ; 
> 
Comet 4.2 - Utilisation de la contrainte Regular pour le respect des patrons 
Les contraintes sur les durees de travail Comme on Fa dit dans le paragraphe 
4.1.1, le nombre de pauses prises par l'cmploye i depend de la quantite de travail 
qu'il effectue. Les differentes contraintes regissant le nombre de pauses et la duree du 
travail sont done les suivantes : 
- (12 < Gi < 32) V (ai = 0),Vz G I 
- {(Ji > 24) =* ((ai,p = 2) A (a^i = 4)),Vi G / 
- fa < 24) =* ((aitP = 1) A (aitl = 0)),Vi G / 
La premiere contrainte signifie simplement qu'un employe, s'il travaille, doit tra-
vailler entre 3 et 8 heures. La secondc dit que si un employe travaille 6 heurcs ou 
plus, il a droit a une pause repas de une heure et deux pauses de quinze minutes dans 
sa journec de travail. La derniere contrainte dit que si l'employe travaille moins de 6 
heures, il ne peut pas prendre de pause repas et juste une pause de quinze minutes 
dans la journee. 
Le code Comet 4.3 decrit l'implementation de ces contraintes dans le langage de 
programmation Comet. 
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f o r a l l ( i in 1 . .nbEmploye) { 
/ / Au maximum 8 heures de travail dans la journee 
S . p o s t ( s igma [ i ] <= 3 2 ) ; 
/ / Au minimum soit 0 ( et done pas de travail) soit 3 heures 
S . p o s t ( ( s i g m a [ i ] == 0) + ( s igma [ i ] >= 12)) >= 1 ) ; 
/ / Contraintes relatives a la pause repas 
S . p o s t ( ( s i g m a [ i ] >= 12) => ( s i g m a L [ i ] >= 0 ) ) ; 
S . p o s t ( ( s i g m a [ i ] >= 24) => ( s i g m a L [ i ] >= 4 ) ) ; 
S . p o s t ( ( s i g m a [ i ] >= 24) => ( s i g m a L [ i ] <= 0 ) ) ; 
/ / Contraintes relatives aux pauses 
S . p o s t ( ( s i g m a [ i ] >= 12) => ( s i g m a P [ i ] >= 1 ) ) ; 
S . p o s t ( ( s i g m a [ i ] >= 24) => ( s i g m a P [ i ] >= 2 ) ) ; 
S . p o s t ( ( s i g m a [ i ] <= 23) => ( s i g m a P [ i ] <= 1 ) ) ; 
Comet 4.3 - Contraintes sur les quantites de travail pour un employe 
4.2.1.3 La fonction objectif 
La fonction que Ton cherche a minimiser est la suivante : 
Y^ (c«.*̂ .* + c~tq-t + cXtQtt) 
teT,a£At 
Pour modeliser la fonction objectif, on va utiliser une classe particuliere d'objectif 
en Comet : F loatObject iveSum. Cette classe d'objectif Comet permet de specifier 
une fonction objectif comme la somme de plusieurs fonctions qu'on lui « postc ». A 
l'instar des systemes de contraintes, on peut voir F loatObject iveSum comme un 
systeme de fonctions objectifs. 
q~t designe le nombre d'employe manquant pour satisfaire la demande da,t d'em-
ploye effectuant a l'instant t la tache a G At, q£t le nombre d'employe en trop. On va 
calculer q~tt de la maniere suivante : q~t = max(0,datt — qa,t)- De la meme manicre, 
on calculc q+t dc la maniere suivante : q£t — max(0, qatt — dai). 
Le code Comet 4.4 decrit en Comet 1'implementation de la fonction objectif. 
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FloatObjectiveSum OS(m); 
foralKi in 1. . nbShif t , j in l..nbAct) { 
// Sous -Couverture de la tache j a I ' instant i 
OS.post((undercost [j ,i])*max(0.0, demand[j,i]- quant ite[j,i])) 
> 
/ / Sur-Couverture de la tache j a I'instant i 
OS.pos t ( ( o v e r c o s t [j , i ] ) *max ( 0 . 0 , quan t i t e [ j , i ] - d e m a n d [ j , i ] ) ) ; 
/ / Cout des employes effectuant la tache j a I'instant i 
0 S . p o s t ( C [ j , i ] * quan t i t e [j , i ] ) ; 
} 
Comet 4.4 - Objectif a minimiser 
4.2.2 La recherche 
Le probleme que Ton cherche a resoudre est un probleme d'optimisation. On 
cherche a creer un ensemble d'emplois du temps, obeissant a plusieurs contraintes 
qui minimise une fonction objectif. Cette fonction objectif depend du nombre de 
personncs effectuant une tache donnee a chaque instant de la journec. 
4.2.2.1 Solut ion initiale 
Pour tous les exemplaires que Ton testera, l'algorithme partira de la meme solution 
initiale, a savoir un emploi du temps vide. L'algorithme construira ct rcparcra alors 
iterativement les emplois du temps dans l'optique de trouver celui qui minimisera lc 
plus la valeur de l'objectif en respectant les contraintes. 
4.2.2.2 Algor i thme de resolution 
Pour resoudre le probleme, on utilise un algorithme de recherche iteratif en trois 
phases. La premiere phase consiste a choisir l'employe ayant l'emploi du temps « le 
plus prometteur » pour la fonction objectif. La deuxicme phases consiste a modifier 
cet emploi du temps, sans prendre en compte les contraintes, de maniere a minimiser 
l'objectif. La derniere phase est une phase de reparation. On repare l'emploi du temps 
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dc maniere a ce qu'il ne viole aucune contrainte. L'algorithme 4.1 decrit l'algorithmo 
employe. 
Algorithme 4.1 : Algorithme de recherche pour le probleme 
tant que le critere d 'arret n'est pas atteint faire 
1 Choisir l'emploi du temps a priori le plus prometteur en fonction de 
l'objectif. 
2 Chercher pour cet emploi du temps la meilleure affectation possible de 
taches sans prendre en compte les contraintes. 
3 Reparer cet emploi du temps, de maniere a ce qu'il respecte les 
contraintes. 
fin 
Un raffinement que Ton propose est la transformation de cet algorithme en un 
algorithme dc recherche Tabou. En effet, on rajoute un critere tabou sur le choix 
de l'emploi du temps que Ton va modifier dans la premiere phase de l'algorithme. 
On obtient alors un algorithme de recherche Tabou pour la resolution du probleme 
de creation d'emplois du temps. Un dcuxieme raffinement de l'algorithme consistc 
a chercher a ameliorer la valeur dc l'objectif apres la reparation sans violer aucune 
contrainte. 
4.2.2.3 Implementation en Comet 
Le code Comet 4.5 decrit l'implementation de l'algorithme 4.1 dans le langage de 
programmation Comet. Le code insiste notamment sur les trois phases de l'algorithme. 
La premiere phase utilise la fonction Comet decrease(variable) qui propose lc gain 
maximum que Ton pourrait espcrer avoir si on changeait la valeur de la variable 
passee en parametre. 
Les deuxieme et troisieme phases utilisent toutes les deux un algorithme dc re-
cherche Tabou. L'algorithme de satisfaction de reparation de l'emploi du temps (phase 
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while(/* critere d'arrit non atteint */) { 
// PHASE 1 : choix de I'emploi du temps le plus prometteur 
selectMax(i in 1..nbEmploye : 
(bigTabouEi] < biglter) || (tabViol[i] != 0)) 
(1000000*tabViol [i] + 
sum(k in 1..nbShift)(OS.decrease(variable [i,k]))) { 
iter = 1; 
// PHASE 2 : proposition du meilleur emploi du temps 
possible sans prendre les contraintes en compte 
while(/* critere d'arret non atteint */) { 
selectMin(j in 1..nbShift, q in l..nbAct : 
(tabou2[j] < iter)) 
(OS.getAssignDelta(variable [i,j] , q)) { 
variable [i,j] := q; 




// PHASE 3 : reparation pour obtenir un emploi du temps 
valide 
iter = 1; 
int gap; // Pour critere d'aspiration 
int bestTemp = S.violations(); // Pour critere d' 
aspiration 
forall( j in 1..nbShift ) tabou[j] = -1; 
while(/* Emploi du temps non valide */) { 
gap = bestTemp - S.violations(); 
selectMin(j in 1..nbShift, q in 1..nbActTot, 
d = S.getAssignDelta( variable[i,j], q ) : 
((tabou[j] < iter) || (d<gap)) && 
(variable[i,j3 != q))(d) { 
variable [i,j] := q; 




/ / Mise 0 jour de la meilleure solution trouvee 
b i g l t e r = b i g l t e r + 1; 
} 
> 
Comet 4.5 - Algorithme de recherche locale - mcthode Tabou 
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3) utilise en outre un critere d'aspiration. Une iteration de l'algorithmc est done l'exe-
cution des trois phases. 
La phase de reparation peut ne pas aboutir rapidement. On arrete alors la repara-
tion apres un temps de recherche alloue. Ceci est fait dans le but de ne pas s'enfermer 
dans la phase de reparation pendant trop longtemps. En contrepartie, lc choix de 
l'cmploi du temps a modifier (premiere phase) dependra aussi du degre de violations 
de l'emploi du temps. 
4.3 Result at s 
4.3.1 Descriptions des instances 
Pour chacun des exemplaires testes, lorsque la demande ciat a l'instant t G T de 
la tache a G A est nulle, on a a ^ At. De ce fait, on va rcduire T a un ensemble T" 
tel que T" == {t G T : At D W ^ 0}. T" sera done l'ensemble des intervallcs tels qu'il y 
ait au moins une tache a G W de demande non nulle a l'instant t G V. 
De plus, le cout d'utilisation d'un employe i E I effectuant a l'instant t G T" la 
tache a G At aura la meme valeur que le cout de sur-couverture c^t. La fonction 
objectif / que Ton va chercher a minimiser est done la suivante : 
/ = Yl (cttQa,t + c~tq-t + ct,tqt,t) 
teT',a£At 
4.3.2 Resultats 
4.3.2.1 Calcul d'une borne inferieure 
Pour chacun des exemplaires testes, nous avons calcule une borne inferieure de 
la valeur optimale. Le calcul de la borne inferieure Z se fait en utilisant la formule 
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suivantc : 
Z= y ^ ( min (Cat.k + c~t.min(0,dat - k) + c+t.min(0,k - da,t))) 
*•—' fcefo...|/|l 
teT',aeAt
 l ' IJ 
| / | indique le nombre d'employes disponiblcs. 
Ainsi, lors de la recherche locale, on pourra estimer la valeur d'une solution en 
fonction de l'ecart relatif ER avec la borne inferieure. On va calculer l'ecart relatif ER 
de la maniere suivante : 
ER = ( ^ ^ ) * 100 
4.3.3 Premiere serie d'exemplaires 
Nous avons dans un premier temps cffectue nos tests sur un panel de 20 cxem-
plaires differents. Ces exemplaires ont comme particularite d'avoir des dcmandes 
da,t,Vt £ T",Va € At qui peuvent ne pas etre a valeur entiere. C'est-a-dire que l'on 
peut demander 2, 5 employes pour effectuer la tache a a un instant t. 
Le tableau 4.1 donnc les meilleurs resultats pour les exemplaires testes obtenus 
par 3 tests de 60 minutes. Lors de chaque test, on arretera la recherche quand on 
trouvera une solution a 1% de l'optimalite, c'est-a-dire telle que l'on ait la relation 
suivante : ER < 1. 
Les resultats obtenus sont relativement bons. En effet, pour la majorite des exem-
plaires a une tache, on trouve une solution qui est a moins de 3,5% de la borne 
inferieure que l'on calcule. 
Les exemplaires a deux taches offrent aussi de bons resultats. La inoitie des exem-
plaires testes offrent des solutions a au plus 5% de roptimalite (5,27% pour etre 
precis). L'ecart relatif avec la borne inferieur pour les autres exemplaires est plus 
important (entre 12 et 33%). Neanmoins, comme precedemmcnt, on ne connait pas 
la valeur de la solution optimale. On ne sait pas si les solutions trouvees sont proches 
ou non de l'optimalite. 
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4.3.4 Deuxieme serie d'exemplaires 
La version implementee de la contraintc Regular en programmation en nombre 
cntier (Cote et al. 2007) est utilisee pour resoudre le probleme de creation d'emplois 
du temps journaliers, en ayant cette fois des demandes a valeurs entieres. La demande 
da,t,Vt £ T',a £ At des exemplaires precedents va etre modifiee et on ne considere 
que la valeur seuil des demandes. On remarque par ailleurs que pour un des exem-
plaires testes, la demande ne change pas, e'etait deja une demande ne comprenant 
uniqucment que des valeurs entieres; il s'agit du ncuvicme excmplairc a, une tache. 
La solution trouvee precedemment est a moins de 1% de l'optimalite. 
Les resultats obtenus par Cote et al. (2007) sur les instances a une tache et 
quelques resultats obtenus sur les instances a deux taches sont a moins de 1% de la 
valeur optimale. On va done se servir de cette information pour affiner notre calcul 
de borne inferieure. On calcule ainsi une seconde valeur de la borne inferieur Z2. On 
a Z2 — 10°*ioiMJF' o u S°IMIP est la valeur de la solution trouvee a au plus 1% de 
l'optimum. On calcule ensuitc notre nouvelle borne inferieure Z* = max(Z, Z2). On 
calcule un nouvel ecart relatif E*R avec la valeur de Z*. 
Les tableaux 4.2 et 4.3 donne les resultats que Ton obtient sur les instances a une et 
deux taches, en les comparant avec les resultats obtenus par Cote et al. (2007). Pour 
les exemplaires a une tache (voir le tableau 4.2), les resultats sont dans l'ensemble 
equivalents en termc de qualite de la solution. Le temps de calcul de la methodc en 
Comet est par contrc plus important. 
Pour les exemplaires a deux taches, les resultats obtenus avec Comet sont moins 
bons. Les resultats trouves avec Comet sont en moyenne a 7,7% des solutions trouvees 
en utilisant la programmation mixte en nombre entier. II faut toutefois rclativiscr, 
en effet, on utilise en Comet une heuristique, pour laquelle on n 'a aucune garantie 
d'obtenir la solution optimale du probleme. La taille du probleme ne permct pas de 
faire beaucoup d'iterations dans le temps imparti (une iteration par seconde dans le 
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meillcur des cas, une iteration pour quatre secondes dans le pire). Ccci est du a la 
fois a la taille des exemplaires, mais aussi a la grosseur de la contrainte Regular. 
4.3.5 Conclusion 
Le langage Comet permet via la contrainte Regular de modeliser et de proposer 
un algorithme de recherche locale pour resoudre le probleme d'emplois du temps 
journaliers evoque ci-dessus. Comet permet d'avoir un algorithme qui fournit des 
resultats corrects, via un algorithme de recherche pcu elabore. Les resultats, d'un 
point de vue qualitatif, sont certes moins bons que la methode exacte developpee par 
(Cote et al. 2007), mais n'en sont pas moins mauvais. Pour lcs instances a une tache, 
Comet offre des solutions qui sont a 0.14% en moyenne des resultats obtenus par 
(Cote et al. 2007). Pour les exemplaires a deux tachcs, Comet est en moyenne a 7%. 
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Comet rivalisc done avec des methodes pcrformantes pour un probleme « relativement 
difficile ». 
I l l 
CONCLUSION 
Dans ce memoire, nous avons presente l'implcmcntation d'une contrainte globale 
dans le langage de programmation Comet. Comet propose dc resoudre des problemes 
d'optimisation en combinant une modelisation des problemes heritee de la program-
mation par contraintes avec des heuristiques de recherche locale. Comet permet a 
l'utilisateur d'implementer lui-meme ses propres contraintes. 
La contrainte Regular est une contrainte globale qui assure qu'une sequence de 
variables soit reconnue par un langage regulier et Fautomate fini deterministe associe. 
Pour implementer la contrainte Regular en Comet, nous avons employe une structure 
de donnees particuliere, le graphe en couchc associe a la contrainte. Via ce graphe 
en couche, nous avons montre comment estimer le degre de violation de la contrainte 
pour une assignation de variables, mais aussi comment estimer la qualite de deux 
mouvements locaux relativement simples. 
Nous avons par aillcurs porte l'emphase sur l'utilisation de la contrainte Regular 
dans le langage Comet. Pour cela, nous avons etudie deux problemes dc recherche 
operationnelle, pouvant ctre modelises en partie en utilisant la contrainte Regular. 
Le premier probleme est un probleme de satisfaction de contraintes. Le problemc 
consiste a fournir un emploi du temps cyclique etale sur plusieurs semaincs obeissant 
a diverses contraintes. Nous avons presente une modelisation utilisant la contrainte 
Regular ainsi qu'un algorithmic de recherche Tabou pour resoudre le probleme. Nous 
avons aussi presente un probleme dc post-optimisation rclatif a ce problemc, visant a 
ameliorcr la qualite ergonomique des emplois du temps proposes. On peut alors utiliscr 
la contrainte Regular commc membre dc la function objectif cstimant l'cigonomic des 
emplois du temps. Un algorithme dc recherche tabou a aussi etc propose pour resoudre 
ce probleme. 
Le second probleme ctait un problemc d'optimisation consistant a proposer un 
ensemble d'emplois du temps pour plusieurs employes respectant un ensemble de 
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contraintes et minimisant une fonction dependant de la quantitc de travail effcctuec 
par les employes. La contrainte Regular a ete utilisec pour assurer que l'emploi du 
temps dc chaquc employe respcetc un patron precis. Nous avons par ailleurs imple-
mente un algorithme de recherche locale pour resoudre ce probleme. 
La contrainte Regular est une contrainte qui, implementee en Comet, offrc une 
puissance expressive supplementaire au langage. Ainsi, grace a la contrainte Regular, 
on peut implementer des contraintes de respect de patrons de maniere rclativement 
simple. Toutcfois, Regular en Comet est une contrainte relativement lourde. Le temps 
de mise-a-jour depend des variables associees a la contrainte, mais aussi dc la taille 
de l 'automate associc. 
De plus, nous avons remarque dans ce travail que la contrainte Regular perd en 
efficacite si on l'utilise pour modeliser des contraintes qui ne sont pas a proprement 
parler des contraintes de respect de patrons. Ainsi, dans le cadre du probleme dc 
creation d'horaires cycliques, il apparait que le gain que l'on a a utiliser la contrainte 
Regular pour un langage plus precis, e'est-a-dire representant outre le patron a respec-
ter des contraintes annexes ne compense pas en terme de temps de calcul l'utilisation 
de la contrainte Regular pour des patrons plus simples, les contraintes annexes etant 
modelisees autrement. 
La contrainte Regular est done un outil de modelisation qui permet de modeliser 
de maniere simple un ensemble de contraintes qui ne le sont pas necessairement. 
Nous avons vu que, le temps de calcul lorsque Ton emploie la contrainte Regular 
depend en partie de l 'automate auquel on l'associe, nous conseillons l'utilisation de 
la contrainte Regular en recherche locale basee sur les contraintes uniquement si on 
ne l'utilise que pour modeliser une contrainte de respect de patrons. La contrainte 
Regular est neanmoins un outil de modelisation offrant une plus grande cxpressivite 
du langage et guidant intclligemment la recherche locale vers une solution satisfaisant 
les contraintes. 
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La contrainte Regular depend done fortement de 1' automate fini detcrministc qui 
lui est associe. Pour ameliorer le temps de calcul lors de l'utilisation de la contrainte 
Regular en Comet, une piste de travail pourrait etre l'utilisation d'automates finis 
non deterministes en lieu des automates finis deterministes. En effet, les automates 
finis non deterministes permettent de represcnter les langages reguliers, en reduisant 
le nombrc d'etats de l'automate. Or, le temps de mise-a-jour de la contrainte Regular 
depend directement de la taille de l'automate. L'utilisation d'automates finis non 
deterministes pcut permettre d'accelerer le temps de mise-a-jour sans pour autant 
interferer sur la qualite expressive de la contrainte. 
114 
BIBLIOGRAPHIE 
APT, K. (2003). Principles of Constraint Programming. Cambridge University 
Press 2003. 
CODOGNET, P. et DIAZ, D. (2001). Yet another local search method for 
constraint solving. In STEINHOFEL, K., editor, SAGA, volume 2264 of Lecture 
Notes in Computer Science, pages 73-90. Springer. 
COTE, M.-C, GENDRON, B., et ROUSSEAU, L.-M. (2007). Modeling the regu-
lar constraint with integer programming. In HENTENRYCK, P. V. et WOLSEY, 
L. A., editors, CPAIOR, volume 4510 of Lecture Notes in Computer Science, pages 
29-43. Springer. 
DEMASSEY, S., PESANT, G., et ROUSSEAU, L.-M. (2005). Constraint program-
ming based column generation for employee timetabling. In BARTAK, R. et MI-
LANO, M., editors, CPAIOR, volume 3524 of Lecture Notes in Computer Science, 
pages 140-154. Springer. 
DORIGO, M. et STUTZLE, T. (2004). Ant Colony Optimization. MIT Press. 
GALINIER, P. et HAO, J. (2000). A general approach for constraint solving by 
local search. In Proceedings of the Second International Workshop on Integration of 
AI and OR Techniques in Constraint Programming for Combinatorial Optimization 
Problems (CP-AI-OR'00), Paderborn, Germany. 
GLOVER, F. (1986). Future paths for integer programming and links to artificial 
intelligence. Computers & OR, 13(5), 533-549. 
HENTENRYCK, P. V. (1999). Localizer : A modeling language for local search. In 
FAGES, F., editor, JFPLC, pages 143-144. Hermes. 
HENTENRYCK, P. V. et MICHEL, L. (2005). Constraint-Based Local Search. 
MIT Press. 
115 
HENTENRYCK, P. V. et MICHEL, L. (2006). Differentiable invariants. In BEN-
HAMOU, F., editor, CP, volume 4204 of Lecture Notes in Computer Science, pages 
604-619. Springer. 
HENTENRYCK, P. V., MICHEL, L., et LIU, L. (2004). Constraint-based com-
binators for local search. In WALLACE, M., editor, CP, volume 3258 of Lecture 
Notes in Computer Science, pages 47-61. Springer. 
HOLLAND, J. H. (1992). Adaptation in Natural and Artificial Systems : An Intro-
ductory Analysis with Applications to Biology, Control and Artificial Intelligence. 
MIT Press, Cambridge, MA, USA. 
KIRKPATRICK, S., GELATT, D., et VECCHI, M. P. (1983). Optimization by 
simmulated annealing. Science, 220(4598), 671-680. 
KLEENE, S. (1956). Representation of Events in Nerve Nets and Finite Automata, 
pages 3-42. Princeton University Press, Princeton, N.J. 
LAPORTE, G. et PES ANT, G. (2004). A general multi-shift scheduling system. 
Journal of the Operational Research Society, 55(11) , 1208-1217. 
MICHEL, L. et HENTENRYCK, P. V. (2000). Localizer. Constraints, 5(1/2), 4 3 -
84. 
MICHEL, L. et HENTENRYCK, P. V. (2002). A constraint-based architecture for 
local search. In OOPSLA, pages 83-100. 
MICHEL, L. et HENTENRYCK, P. V. (2003). Comet in context. In GOLDIN, 
D. Q., SHVARTSMAN, A. A., SMOLKA, S. A., VITTER, J. S., et ZDONIK, 
S. B., editors, PCK50, pages 95-107. ACM. 
MLADENOVIC, N. et HANSEN, P. (1997). Variable neighborhood search. Com-
puters & OR, 24(11), 1097-1100. 
116 
MORZ, M. ct MUSLIU, N. (2004). Genetic algorithm for rotating workforce sche-
duling. In Proceedings of second IEEE International Conference on Computational 
Cybernetics. 
MUSLIU, N. (2006). Heuristic methods for automatic rotating workforce schedu-
ling. International Journal of Computational Intelligence Research, V o l u m e 2. 
PAGE WIKIPEDIA DE LA DISTANCE DE LEVENSHTEIN (n.d.). h t t p : / / e n . 
w i k i p e d i a . o r g / w i k i / L e v e n s h t e i n _ d i s t a n c e . 
PESANT, G. (2004). A regular language membership constraint for finite sequences 
of variables. In WALLACE, M., editor, CP, volume 3258 of Lecture Notes in Com-
puter Science, pages 482-495. Springer. 
PESANT, G. et GENDREAU, M. (1999). A constraint programming framework 
for local search methods. J. Heuristics, 5(3), 255-279. 
SITE INTERNET OFFICIEL DE COMET (n.d.). h t tp : / /www. come t -on l ine , 
org. 
TIEN, J. et KAMIYAMA, A. (1982). On manpower scheduling algorithms. SIAM 
Review. 
VAN HOEVE, W. J., PESANT, G., et ROUSSEAU, L.-M. (2006). On global war-
ming : Flow-based soft global constraints. J. Heuristics, 12(4-5), 347-373. 
WALINSKY, C. (1989). CLP(E*) : Constraint logic programming with regular 
sets. In LEVI, G. et MARTELLI, M., editors, Logic Programming : Proc. of the 
Sixth International Conference, pages 181-196. MIT Press, Cambridge, MA. 
WIKI INTERNET OFFICIEL DE COMET (n.d.). h t t p : / / w i l l o w . e n g r . u c o n n . 
edu/cometPubWiki/index.php/Main_Page. 
