We generalize the 1 / k-ensemble algorithm so that it can be used for both discrete and continuous systems, and show that the generalization is correct numerically and mathematically. We also compare the efficiencies of the generalized 1 / k-ensemble algorithm and the generalized Wang-Landau algorithm through a neural network example. The numerical results favor to the generalized 1 / k-ensemble algorithm.
I. INTRODUCTION
In practice, we often need to deal with the systems with rough energy landscapes-for example, peptides, proteins, neural networks, traveling salesman problems, spin glasses, etc. The energy landscapes of these systems are characterized by a multitude of local minima separated by high-energy barriers. At low temperatures, canonical Monte Carlo methods, such as the Metropolis-Hastings algorithm [1] and the Gibbs sampler [2] , tend to get trapped in one of these local minima. Hence only small parts of the phase space are sampled (in a finite number of simulation steps) and thermodynamical quantities cannot be estimated accurately. To alleviate this difficulty, generalized ensemble methods have been proposed, such as simulated tempering [3, 4] , parallel tempering [5, 6] , the multicanonical algorithm [7, 8] , entropic sampling [9] , the 1 / k-ensemble algorithm [10] , the flat histogram algorithm [11] , and the Wang-Landau algorithm [12] . They all allow a much better sampling of the phase space than the canonical methods. Simulated tempering and parallel tempering share the idea that the energy landscape can be flattened by raising the temperature of the system and, hence, the phase space can be well explored at a high temperature by the local move based canonical methods. The other algorithms [7] [8] [9] [10] [11] [12] are histogram based and share the idea that a random walk in the energy space can escape from any energy barrier. Among the histogram-based algorithms, the multicanonical algorithm and entropic sampling are mathematically identical as shown by Berg et al. [13] , the flat histogram and Wang-Landau algorithms can be regarded as different implementations of the multicanonical algorithm, and the 1/k-ensemble algorithm is only slightly different from the multicanonical algorithm. The multicanonical algorithm results in a free random walk, while the 1 / k-ensemble algorithm results in a random walk with more weight toward low-energy regions. In this sense, Hesselbo and Stinchcombe [10] claimed that the 1 / k-ensemble algorithm is superior to the multicanonical algorithm.
We note that these histogram-based algorithms are all developed for discrete systems. In this article, we generalize the 1 / k-ensemble algorithm so that it can be used for both discrete and continuous systems, and show that the generalization is correct numerically and mathematically. We also demonstrate the efficiency of the generalized 1 / k-ensemble algorithm through a neural network example.
II. GENERALIZED 1 / k-ENSEMBLE ALGORITHM
Let ⍀͑E͒ denote the density of states of a system. The 1/k-ensemble algorithm seeks to sample from the distribution
where K͑E͒ = ͚ E Ј ഛE ⍀͑EЈ͒-that is, the number of states with energies up to and including E. Hence a run of the 1/k-ensemble algorithm will produce the following distribution of energy:
Since in many physical systems k͑E͒ is a rapidly increasing function, we have ln k͑E͒Ϸln ⍀͑E͒, which is called the thermodynamic entropy of the system. For a wide range of values of energy, the simulation will approximately produce a free random walk in the thermodynamic entropy space. So the simulation is able to overcome any barrier of the energy landscape.
Although the algorithm seems very attractive, k͑E͒ is unknown, and it has to be estimated prior to the simulation. An iterative procedure for estimating k͑E͒ was given in Ref. [10] , but the complexity of the procedure has limited the use of the algorithm. Recently, Wang and Landau [12] proposed an innovative implementation for the multicanonical algorithm. Motivated by the Wang-Landau algorithm have the following on-line implementation for the 1 / k-ensemble algorithm. We state that our implementation is online, in contrast to the off-line implementation, which first estimates ⍀͑E j ͒'s by the flat histogram or Wang-Landau algorithm, and then estimates k͑E i ͒ by (a) Propose a new configuration x * in the neighborhood of x k according to a prespecified proposal distribution T͑· → ·͒.
(b) Accept x* with probability
where I z denotes the index of the subregion where z belongs to. If it is accepted, set
If it is rejected, set
and
The algorithm iterates until a stable histogram has been produced in the space of subregions. A histogram is said stable if its shape will not change much with more samples. Once the histogram is stable, we will reset the histogram, reduce the modification factor ␦ s to a smaller value, s ← s + 1, and restart the simulation. The ␦ 1 is usually set to a large number-for example, 1 or 2-which allows us to reach all subregions very quickly even for a large system. In the following stages, it will be reduced monotone in a function like ␦ s+1 = ␥␦ s with ␥ Ͻ 1. The algorithm will run until ␦ s has been reduced to a very small value-for example, less than 10 −8 .
As ␦ s → 0 and a stable histogram has been produced in the space of subregions (k is large), we have
for i =1, ... ,m, where c can be determined by putting an additional constraint on g͑E i ͒'s; for example, one of g͑E i ͒'s is equal to a known number. A rigorous proof for the convergence of Eq. (2) is presented in the Appendix. Intuitively, the convergence can be argued as follows. The self-adjusting nature of the 1 / k-ensemble move will drive it to overcome any barrier of the energy landscape and jump randomly between subregions (like a random walk with more weight toward low-index subregions). The visiting frequency to each subregion is proportional to
By the uniqueness of thes stationary distribution of a Markov chain (under regularity conditions), we know, as ␦ = 0, Eq.
(2) is the only solution for ĝ ͑E i ͒ to converge to so that the simulation will, result in a random walk with the visiting frequency to each subregion being proportional to Eq. (3).
Hence, as ␦ → 0 and a stable histogram is produced, the ratios of g͑E i ͒'s will be estimated correctly. For discrete systems, if we set ͑x͒ϵ1, the algorithm reduces to the original 1 / k-ensemble algorithm. For continuous systems, we usually set ͑x͒ = exp͕−H͑x͒ / t͖ with t Ͼ 0. In the limit case t → ϱ, where each sample x is almost equally weighted, the algorithm will work like for a discrete system. We note that with an appropriate choice of ͑x͒, many of the thermodynamic quantities can be calculated by runs of the generalized 1 / k-ensemble algorithm. For example, if we set ͑x͒ = exp͕−H͑x͒ / ͖, the free energy of the system can be estimated by F =− lnĝ ͑E m ͒, and if we set ͑x͒ = H͑x͒exp͕−H͑x͒ / ͖ [assuming H͑x͒ Ͼ 0], the internal energy can then be estimated by ĝ ͑E m ͒. The information entropy and heat capacity can also be calculated similarly.
We also note that in the generalized 1 / k-ensemble algorithm, if we set
when x* is accepted and set
when x* is rejected, the algorithm turns out to be a generalized version of the Wang-Landau algorithm.
III. ILLUSTRATIVE EXAMPLE
We use this simple example to demonstrate the validity of the generalized 1 / k-ensemble algorithm. The distribution consists of ten states with mass values as shown in Table I .
We choose T to be an asymmetric stochastic matrix as this example is very simple, and we can make sure that a stable histogram is able to be produced within the prespecified number of iterations. The numerical results were summarized in Table II . Note that in the simulation we put the constraint g͑E 4 ͒ = ĝ ͑E 4 ͒ = 10 such that the other ĝ ͑E i ͒'s can be determined uniquely. The results show that k͑E͒, the cumulative density of states, has been estimated accurately by the generalized 1 / k-ensemble algorithm. The consistency of the theoretical and observed visiting frequencies to each subregion shows that our implementation has achieved the goal of the original 1 / k-ensemble algorithm. In the second simulation, we set ͑x͒ = f͑x͒ and keep the other setting the same as that of the first simulation. The numerical results were also summarized in Table II . They again show that the generalized ensemble algorithm can estimate the designed g͑E i ͒'s accurately.
IV. NEURAL NETWORK TRAINING
Multilayer perceptrons ͑MLP͒ [14] are perhaps the most well known type of feedforward neural networks. Figure 1 illustrates a MLP with structure 4-3-1 (four input units, three hidden units and one output unit). In a MLP, each unit independently processes the values fed to it by the units in the preceding layer and then presents its output to the units in the next layer for further processing, and the output unit produces an approximate to the target value. Given a group of connection weights ͑␣ , ␤͒, the MLP approximator can be written as
where p denotes the number of input units, M denotes the number of hidden units, x k = ͑x k1 , ... ,x kp ͒ is the kth input pattern, and ␣ 's and ␤ ij 's are the connection weights from the hidden units to the output unit and from the input units to the hidden units, respectively. Here the bias unit is treated as a special unit with a constant input-say, 1. The is called an activation function. It is set to the sigmoid function in this article. To force f to converge to the target function, it is usually to minimize the objective or energy function
where y k denotes the target output corresponding to the input pattern x k . So the problem of MLP training can be stated to choose the connection weights such that the function H͑·͒ is minimized. The MLP training has been a benchmark problem of optimization due to its high nonlinearity and high dimensionality. In this article, we compare the Wang-Landau algorithm and the 1 / k-ensemble algorithm MLP training for a simplified two spiral example [15] , where two spirals are intertwined and our task is to learn to tell each of the 120 training points (shown in Fig. 2 ) belongs to which spiral. We used a MLP which contains 20 hidden units and 81 connections to accomplish this task. Here we are only interested in the performance comparison for the two algorithms; the MLP used may not be of minimum structure. In the 1 / k-ensemble algorithm, the phase space is partitioned into 600 subregions with equal energy difference; that is, we set In the first experiment, we set ͑␣ , ␤͒ = exp͕−H͑␣ , ␤͒ / t͖ with t = 1. The simulation starts with ␦ 1 = e − 1 and proceeds unti1 a configuration with H͑␣ , ␤͒ ഛ 0.1 has been found or ␦ s has been less than 10 −5 . We set the refine function ␦ s+1 TABLE II. Computational results for the illustrative example. The g͑E i ͒ and ĝ ͑E i ͒ denote the true and estimated weights of the subregion E i , respectively. The P 1/k ͑E i ͒ and P 1/k ͑E i ͒ denote the theoretical and observed (at the last stage) visiting frequencies to the subregion E i , respectively.
Run 1
Run 2 1 . The structure of a MLP with four input units, three hidden units, and one output unit. The arrows show the direction of data feeding, where each unit independently processes the values fed to it by the units in the preceding layer and then presents its output to the units in the next layer for further processing. = ͱ 1+␦ s −1, n 1 = 10 000, and n s+1 = 1.1n s . The algorithm was run for 20 times independently. Figure 2 shows the learned classification boundary in one run. It is easy to see that the MLP has separated the two spirals successfully. The other results were summarized in Fig. 3(a) . The algorithm located the zero training error region in 17 out of 20 runs. In the second experiment, we set ͑␣ , ␤͒ = exp͕−H͑␣ , ␤͒ / t͖ with t = 100, but kept all other settings unchanged. The algorithm was also run for 20 times independently. The results are summarized in Fig. 3(b) . The algorithm located the zero training error region in all 20 runs.
The performance of the generalized 1 / k-ensemble algorithm at different temperatures t = 1 and t = 100 implies that tempering the target distribution is still a useful idea for the generalized 1 / k-ensemble algorithm in function optimization, although it is not as critical as for the canonical methods. The reason can be explained as follows. Tempering flattens the target distribution and tends to equalize the quantities ͐ E i ͑x͒dx , i =1, ... ,m. Thus the visiting frequencies to the high-energy regions will increase in general compared to the corresponding frequencies in the nontempering case. (The quantity ͐ E i exp͕−H͑x͒ / ͖dx usually takes large values in low-energy regions.) This will help the system overcome high-energy barriers to transit to another lowenergy region. So the technique of tempering is able to improve the performance of the generalized 1 / k-ensemble algorithm in function optimization, although the improvement may be marginal. This is consistent with our numerical results. Even if the temperature ratio t / is as large as 100, the improvement is still not very significant. In practice, if our target is just function optimization, a large value of t is suggested to facilitate the space search of the algorithm.
For comparison, we also applied the generalized WangLandau algorithm to this example. The algorithm was run with the same setting as that of the 1 / k-ensemble algorithm. So at each stage, the two algorithms will have the same number of energy evaluations. The results with t = 1 and t = 100 are shown in Figs. 3(c) and 3(d) , respectively. They indicate that the algorithm only located the zero training error region in 3 out of 20 runs at t = 1 and only succeeded in 6 out of 20 runs at t = 100.
The comparison shows that the generalized 1 / k-ensemble algorithm outperforms the generalized Wang-Landau algorithm in function optimization. This also implies that the generalized 1 / k-ensemble algorithm will be superior to the generalized Wang-Landau algorithm in calculating the thermodynamic quantities of a system. We note that the less satisfactory performance of the generalized Wang-Landau algorithm in this example is partially due to a large number of subregions we partitioned. The algorithm wastes too much time in sampling from high-energy regions. To alleviate this kind of time wasting, Wang and Landau [12] suggest that sampling be done (one energy) region by (one energy) region (the region used here should be coarser than that used in the above simulation). For example, we can run the generalized Wang-Landau algorithm 15 times for this example, where each run focuses on a different energy region; say, in the ith run the region focused is ͕͑␣ , ␤͒ :4i −5ഛ H͑␣ , ␤͒ ഛ 4i +1͖ for i = 1 , . . . , 15. Note that an appropriate overlap between neighboring regions is necessary for the Wang-Landau algorithm. But one problem arises immediately from the region-byregion sampling: if some energy region contains several well-separated areas, sampling from all these separated areas will pose a great challenge for the generalized Wang-Landau algorithm. However, the generalized 1 / k-ensemble algorithm avoids this problem successfully, as it tries to sample from the entire phase space, and each area of the phase space can be entered through its neighboring areas.
APPENDIX
Suppose the sample space is partitioned into m subregions, E 1 , ... ,E m . Let g͑E i ͒ denote the weight put on E i by our setting, and ĝ ͑s,k͒ ͑E i ͒ denote the estimate of g͑E i ͒ at the kth iteration of the sth stage. For simplicity, in the following we will denote g͑E i ͒ by g i and denote ĝ ͑s,k͒ ͑E i ͒ by ĝ i ͑k͒ by omitting the superscript s in the proof, as the calculation is only for one stage. Without loss of generality, we assume that 
͑A1͒
where j = ⑀ j ĝ j ͑k͒ / S, and ⑀ j = ͑m − j +1͒␦ s The weight adjustment by the multiplication factor ͑1+ j ͒ will not change the simulation process. Given ĝ i ͑k͒ , i =1, . . . ,m, the acceptance of the move is guided by Eq. (1), so 
