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We study the dynamics of dissipative spin lattices with power-law interactions, realized via few-
level atoms driven by coherent laser-coupling and decoherence processes. Using Monte-Carlo sim-
ulations, we determine the phase diagram in the steady state and analyze the dynamics of its
generation. As opposed to mean-field predictions and nearest-neighbour models there is no phase
transition to long-range ordered phases for realistic interactions and resonant driving. However, for
finite laser detunings, we demonstrate the emergence of crystalline order with a vanishing dissipative
gap. Although the found steady states differ considerably from those of an equilibrium Ising magnet,
the critical exponent of the revealed dissipative phase transition falls into the 2D Ising universality
class. Two complementary schemes for an experimental implementation with cold Rydberg atoms
are discussed.
PACS numbers: 67.85.-d, 32.80.Ee, 42.50.-p
Experiments with cold atoms offer unique insights into
many-body physics [1]. Measurement techniques have
reached spatio-temporal resolution [2] that – combined
with tuneable zero-range interactions – are opening the
door for microscopic observations of dynamical phenom-
ena. Laser-excitation of Rydberg states adds strong and
long-range interactions to this powerful toolbox [3], being
key to the exploration of new ordered phases with ultra-
cold atoms [4]. One avenue is to prepare such phases
as many-body ground states of a Hermitian Hamiltonian
via slow changes of laser frequency and/or intensity [5–7].
This requires sufficient time to remain adiabatic, which
poses a challenging competition with the finite lifetime
of the Rydberg states. Alternatively, this excited-state
decay has been proposed as a natural means for dissipa-
tive state preparation [8]. The non-equilibrium physics of
such driven open systems has recently attracted consid-
erable interest [9–12], as their properties can differ dra-
matically from conventional equilibrium situations.
Previous work considered lattices of effective spins,
represented by an atomic ground and strongly interact-
ing Rydberg state coupled by external laser driving and
spontaneous decay [8, 13, 14]. The emergence of steady
states with antiferromagnetic order was predicted on the
basis of mean field theory assuming nearest-neighbour
(NN) interactions [8]. It was later shown, however, that
ordering in these systems is restricted to short length
scales for all spatial lattice dimensions due to large single-
site fluctuations associated with a simple two-level driv-
ing scheme [14]. Simulations moreover showed that crys-
tallization in 1D is precluded for other driving schemes
[14], for which long-range order was predicted using mean
field theory [15]. Hence, the possibility of long-range or-
der in dissipative Rydberg lattices has thus far remained
an open question.
In this letter, we address this issue and show that long-
range ordered antiferromagnetic phases can indeed be re-
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FIG. 1: (color online) (a) Schematics of a two-dimensional
lattice in which ground state atoms (small blue spheres) are
laser excited to high-lying Rydberg states (large red spheres).
The interplay of dissipation and strong Rydberg-Rydberg in-
teractions (b), can give rise to antiferromagnetic long-range
order, where excitations predominantly occupy one of the two
checkerboard sub-lattices, indicated by the dashed lines in (a).
Two possible realizations of such effective two-level systems
with tuneable excitation rates, Γ↑ and Γ↓, are illustrated in
panels (c) and (d) (see text for details).
alized in dissipative Rydberg lattices when subject to ap-
propriate coherent driving. However, fluctuations as well
as the weak tail of the rapidly decaying interactions are
both found to be essential for the physics of the dissipa-
tive phase transition. This stands in marked contrast to
the equilibrium physics of the corresponding unitary sys-
tems, which often is well described by mean field models
[16] and NN approximations [17]. The crystalline phase
features a vanishing dissipative gap and strongly devi-
ates from that of an equilibrium Ising magnet with finite
ar
X
iv
:1
40
4.
12
81
v1
  [
co
nd
-m
at.
qu
an
t-g
as
]  
4 A
pr
 20
14
2range interactions. Nevertheless, the critical exponent of
the non-equilibrium phase transition is found to be that
of the Ising universality class.
The unitary evolution is governed by the general
Hamiltonian
Hˆ =
∑
i
Hˆi − ~∆
∑
i
σˆ(i)ee + V0
∑
i<j
σˆ
(i)
ee σˆ
(j)
ee
|ri − rj |α , (1)
for laser-driven atoms on a quadratic lattice of length
L. The local Hamiltonian Hˆi describes the atom-light
interaction that excites Rydberg states with a frequency
detuning ∆ and σˆ
(i)
ee denotes the corresponding projector
onto the Rydberg state of an atom at site ri = (xi, yi),
xi, yi ∈ [1, L]. The last term accounts for the Rydberg-
Rydberg interaction, where V0 = Cα/a
α is the nearest
neighbour coupling for a lattice constant a and an in-
teraction strength Cα > 0. Dipole-dipole interactions
correspond to α = 3 and α = 6 to van-der-Waals
(vdW) interactions. In addition, we consider Marko-
vian loss and dephasing processes described by the op-
erator Lˆ[ρ] such that the N -body density matrix evolves
as ρ˙ = −i[Hˆ, ρ] + Lˆ[ρ].
For sufficiently strong decoherence, the quantum dy-
namics of this system can be reduced to the diagonal el-
ements of ρ upon adiabatic elimination of its coherences
and neglecting multi-photon excitation of two or more
atoms [14, 18–22] [51]. This simplifies the time evolu-
tion to an effective classical rate equation model for the
joint probabilities ρS1,...,SN of Rydberg excitations being
present (Si = 1) or not present (Si = 0) at the ith site.
The corresponding many-body states are connected by
single-atom excitation [Γ↑(δi)] and deexcitation [Γ↓(δi)]
rates
ρ˙S1,...,SN=
∑
i
[
(1− Si)Γ↓(δi) + SiΓ↑(δi)
]
ρS1,...,1−Si,...,SN
−
[
(1− Si)Γ↑(δi) + SiΓ↓(δi)
]
ρS1,...,Si,...,SN , (2)
where the interactions enter through an effective fre-
quency detuning δi = ∆ − V0
∑
j 6=i Sj |ri − rj |−α that
accounts for the level shift of the ith atom due to its
surrounding Rydberg excitations.
While the specific form of the rates depends on the par-
ticular excitation scheme, the single-atom steady state is
given by a simple Lorentzian
ρ¯1(δ) =
Γ↑
Γ↑ + Γ↓
=
p0
1 + δ2/ω2
(3)
for the settings discussed in here (cf. Fig.1). Together
with the onsite relaxation time T1(δ) the rates can be
expressed as Γ↓ = (1− ρ¯1)/T1, Γ↑ = ρ¯1/T1.
We have performed dynamic Monte Carlo (dMC)
based on the rates Γ↑(↓) and steady-state Monte Carlo
(ssMC), assuming T1(δ) = T1 = const., and found good
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FIG. 2: Order parameter as a function of the power-law
exponent α, for p0 = 0.95 and V0 = 5ω. Symbols show results
for finite system sizes given in the legend. The thick solid line
shows the extrapolation to the thermodynamic limit, L→∞.
agreement in the relevant parameter regimes. In the lat-
ter case, the many-body steady state is determined by
only four parameters: the exponent α, the resonant exci-
tation probability p0, the detuning ∆/ω, and the interac-
tion strength V0/ω, scaled by the width of the excitation
spectrum ω. To detect long-range correlations we define
the order parameter
q =
〈∣∣∣∑
i
(−1)xi+yi σˆ(i)ee
∣∣∣〉/〈∑
i
σˆ(i)ee
〉
. (4)
As illustrated in Fig.1, q measures the population im-
balance on the two sub lattices reflecting checkerboard
ordering, with q > 0 in the ordered phase and q = 0 in
the disordered phase.
If the Rydberg-Rydberg interaction is approximated
by a NN-blockade the above model is analytically solv-
able, showing that long-range order cannot occur in 1D.
In higher dimensions, the steady state exhibits Ne´el or-
der provided that p0 & 0.7914 in 2D and p0 & 0.749 in
3D square lattices [23]. Thus, for simple two-level driv-
ing crystallization is not possible in any dimension since
in this case p0 ≤ 0.5.
In order to clarify the significance of the NN-
approximation for crystallization, we have performed
ssMC simulations for resonantly driven atoms and vary-
ing exponents α, for p0 = 0.95, giving crystallisation un-
der the NN-blockade assumption. As shown in Fig.2, the
NN-approximation fails qualitatively for the important
case of vdW interactions (α = 6), which are found to
not support long-range order. Surprisingly, the weak tail
of the interactions prevents crystallization until a rather
large value α ≈ 11. In fact, the simulations show that
resonantly driven atoms, with vdW interactions remain
in the disordered phase for any values of p0 and V0.
Long-range order can, however, be stabilized via a fi-
nite laser detuning, ∆. This is demonstrated in Fig.3,
showing the order parameter q for finite detunings and a
varying p0 and V0. As shown in Fig.3a, Ne´el-type order-
ing indeed emerges within a finite detuning range and for
p0 > pc ≈ 0.86, only slightly larger than the threshold
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FIG. 3: (color online) Order parameter for a 30× 30 lattice
as a function of (a) ∆ and p0 for V0 = 5 and (b) ∆ and V0 for
p0 = 0.96. The dashed line shows an estimate of the phase
boundary (see text). Panel (c) shows the order parameter
in the thermodynamic limit for p0 = 0.96 and V0 = 5 (solid
line) compared to mean field predictions for NN-interactions
(dotted line) and the full vdW interactions (dashed line).
in the NN-blockade model [23]. Yet, Ne´el states are only
found in a certain interval of interaction strengths V0,
since the vdW tail prevents long-range ordering beyond
a critical value (Fig.3b).
The location of the transition can be qualitatively un-
derstood as follows: A Ne´el state is characterized by a
macroscopic population imbalance on the two sublattices
with lattice constant
√
2a. Assuming that an atom on the
highly populated sub-lattice has an average of z nearest
neighbours, the laser detuning must compensate the cor-
responding level shifts such that its excitation probabil-
ity remains above threshold, i.e., ρ¯1(∆/ω−zV0/8ω) ≥ pc,
with ρ¯1 given by eq.(3) and z ≈ 3 near the crystallization
transition. The parameter region where this condition is
fulfilled is marked in Fig.3 and qualitatively reproduces
our numerical results.
Fig.3c shows the order parameter as a function of ∆ in
the thermodynamic limit, indicating second order phase
transitions between the AF and paramagnetic phase. In
order to quantitatively assess the importance of fluctua-
tions and the shape of the interaction potential, Fig.3c
also gives a comparison to mean field results under the
NN-approximation [8, 15] and for full vdW interactions.
Both cases give qualitatively different predictions, sug-
gesting Ne´el order at negative detunings and a first order
transition to the reentrant paramagnet at ∆ > 0.
The effects of long-range interactions as well as the dis-
sipative nature of the phase transition can be further illu-
minated by direct comparison to the corresponding equi-
librium situation. In the NN-blockade limit, the steady
FIG. 4: (a) Trace norm distance F of the steady state to a
thermal state of an Ising model with optimized values of β, h
and Vij [cf. eq.(5)] for a 4× 4 lattice with periodic boundary
conditions and α = 6, p0 = 0.9, V0/ω = 2.97. (b) Finite size
extrapolation of the inverse correlation length ξ−1 near the
the phase transition at ∆ = ∆c ≈ 0.79ω for the same set of
parameters. The dashed line corresponds to ξ−1 ∝ |∆−∆c|1.
state, ρ¯, of eq.(2) coincides with the thermal equilibrium
of a corresponding Ising model
ρIs =
1
Z
exp
{
−β
[
h
∑
j
σˆzj +
∑
i<j
Vi,j(σˆ
z
i +
1
2
)(σˆzj +
1
2
)
}
(5)
where σˆzi = σˆ
(i)
ee − 1/2, if Vi,j → ∞ for next neighbors
and zero otherwise, and βh = ln 1−p0p0 . Such a correspon-
dence no longer holds for power-law interactions. This
is demonstrated in Fig.4a, showing the minimum trace-
norm distance F = 1/2 Tr{√(ρ¯− ρIs)2} of the steady
state to a thermal state of an Ising model ρIs with op-
timized magnetic field, h, and interactions, Vij . Note
that the average distance between two random density
matrices is 0.5. Yet, the non-equilibrium steady state
exhibits the critical behaviour of the Ising universality
class (Fig.4b), although it differs significantly from that
of an Ising model in thermal equilibrium.
For free dissipative lattice models [24] it has been found
that long range order is accompanied by a divergence of
the system’s relaxation time [25, 26]. Using dMC we
have access to the full time evolution and the relaxation
time. In Fig.5 we show the corresponding results for NN
interactions. For p0 < pc, no long range order is estab-
lished and the relaxation time is independent of system
size L2. Crossing the phase transition to the ordered
state the relaxation time increases linearly with system
size, corresponding to a vanishing dissipative gap in the
thermodynamic limit. In Fig.5b we plot snapshots of a
single trajectory for p0 = 0.9, i.e., well within the ordered
regime. Initially, local order emerges quickly, forming
small AF domains. The subsequent slow domain wall
dynamics leads to a merging into larger clusters, eventu-
ally breaking the symmetry and leading to a dominating
AF domain on a characteristic timescale TR. This final
step can be understood as a 1D random walk of the do-
main walls which gives a relaxation time that scales as
4FIG. 5: (color online). (a) Scaling of the relaxation time with
system size for a simplified model with NN exclusion. For
p0 = 0.7 the steady state has no long range order and relax-
ation does not depend on system size. Contrary, for p0 = 0.86
and p0 = 0.9 the AF steady state is reached on a timescale
that grows linearly with the number of sites. (b) Snapshots
of a single trajectory for p0 = 0.9 on a 50×50 lattice. Sites in
the ground state are marked as grey dots, while excitations
on one of the sub-lattices are white and black, respectively.
TR ∼ T1 L2, reproducing the numerical results of Fig.5.
We finally discuss two experimental implementations
of the described system that overcome the two-level
limit of p0 ≤ 0.5. Consider first a lattice of small
atomic clouds, each containing N two-level atoms. Here
Hˆi = Ωσˆ
(i)
eg + h.c. couples directly the ground and Ryd-
berg state, which decays with a spontaneous decay rate
γ. For sufficiently strong Rydberg interactions within
the cloud, the corresponding interaction blockade inhibits
multiple Rydberg excitations, such that each site acts
like an effective two-level ”super-atom” [27] composed
of the collective ground state |G〉 and the symmetric,
singly excited state |E0〉 with an enhanced Rabi fre-
quency
√
NΩ. Additional single-atom dephasing with a
rate γd transfers population between |E0〉 and the man-
ifold of N − 1 singly excited, non symmetric states |Ek〉
[28] (Fig. 1d). In the limit of strong dephasing, adiabatic
elimination yields classical rates Γ↑(↓) for transitions be-
tween |G〉 and the manifold of singly excited states. The
steady state excitation probability is given by eq.(3) with
p0 = N/[N(1+γ/γ¯)+γd/γ¯+γγ¯/(4Ω
2)], where γ¯ = γ+γd.
For large N , p0 → 1/(1+γ/γd+1/N), which approaches
unity for strong dephasing [28] and ω =
√
NΩ
√
γd/γ.
Recent experiments have studied dissipation effects in
random frozen Rydberg gases [29]. The described super-
atom lattices can be realized with magnetic or optical mi-
cro trap arrays [30–32] that accommodate N ≈ 10 . . . 102
atoms per site and provide lattice constants of a few µm
for which strong NN interactions can be obtained.
Alternatively p0 can be controlled on a single-atom
level using three-level excitation of Rydberg atoms via
a low-lying intermediate state, |p〉, with two Rabi fre-
quencies Ω1 and Ω2 (Fig.1c). Here, the fast decay of the
intermediate state with a rate γ ∼MHz drives the relax-
ation towards the steady state eq.(3), with a tuneable
p0 = Ω
2
1/(Ω
2
1 + Ω
2
2). Such three-level excitation schemes
are utilised in numerous Rydberg atom experiments, ei-
ther exploring interaction effects in the strong excitation
regime (Ω1 > Ω2) [33–36] or quantum optics applica-
tions in the opposite limit [37–40]. As a specific exam-
ple, laser excitation of Rb(35S1/2) Rydberg states via
the intermediate Rb(5P1/2) state with Ω1 = 0.5γ = 4Ω2
yields p0 ≈ 0.9, upon accounting for the small but non-
negligible Rydberg state decay. For a lattice constant of
a ≈ 2µm these conditions correspond to V0 ≈ 5ω, i.e.
well within the parameter region of the ordered steady
state. Rydberg excitation and trapping [41] as well as
site-resolved Rydberg atom imaging [42] has been exper-
imentally demonstrated in 2D lattices with a ≈ 0.5µm.
Larger lattice constants can also be realized in these set-
tings [43] or via single-atom trapping in optical micro-
trap arrays [44], such that the creation and probing of
the predicted dissipative phase transition appears to be
well within experimental reach.
In conclusion, we have shown that Rydberg lattices can
undergo a dissipative phase transition to a long range or-
dered AF phase. A key requirement is the use of optical
coupling schemes that go beyond the inversion limit of
simple two level driving and a finite laser detuning to
counteract the effects of the power-law tail of the inter-
action potential. While we have focussed here on neutral-
atom settings with finite-range vdW interactions (α = 6),
effective quantum magnets with variable power-law in-
teractions [45] are currently attracting great interest in
the context of laser-cooled ion crystals in which various
spin models [46] with α = 0 . . . 3 can be realized in one
and two dimensions [47–49]. These systems inherently
feature dissipation [50] and, thus, provide an interesting
platform to explore the revealed dissipative phase transi-
tion also in the long-range interaction regime. In light of
the demonstrated failure of mean field approximations,
it would further be of great interest to investigate other
dissipative phase transitions predicted by mean field the-
ory [12] and gain insight into its validity for open systems
as well as the critical dimension for long-range order in
such related spin lattices. The present phase transition
was found to fall into the Ising universality class, de-
spite marked differences of its steady states from an Ising
model in thermal equilibrium, raising the general ques-
tion of how a critical theory of phase transitions [24] in
interacting dissipative settings relates to that of thermal
or quantum phase transitions. We have addressed here
the limit of strong decoherence, and understanding the
transition behaviour to weakly damped, strongly inter-
acting quantum many-body systems poses a challenging
and likewise important issue for future work.
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