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Zusammenfassung
Halbleiterlaser mit externer optischer Rückkopplung (external cavity d iode laser,
ECDL) sind aufgrund einer breiten Wellenlängenabdeckung, der Durchstimmbarkeit
ihrer Emissionswellenlänge sowie einer geringen spektralen Linienbreite ein etablier-
tes und unverzichtbares Präzisionsinstrument in vielen wissenschaftlichen und indus-
triellen Bereichen. Unter der Fülle von Anwendungen stellen die Präzisionsspektro-
skopie, die Sensorik sowie die Domäne der Telekommunikation die prominentesten
Disziplinen dar. Nahezu alle Anwendungen profitieren von der Möglichkeit einer ste-
tigen und lückenlosen Wellenlängenänderung über einen weiten Bereich. Das Er-
reichen dieser großen modensprungfreien Durchstimmbereiche stellt aufgrund der
Kopplung der Laserdiode an den externen Resonator eine experimentelle Herausfor-
derung dar.
In der vorliegenden Arbeit werden neuartige Verfahren präsentiert, die aufgrund
eines aktiven Regelkreises die Resonanzbedingung des gesamten ECDLs permanent
aufrechterhalten und somit das Erreichen großer modensprungfreier Durchstimmbe-
reiche ermöglichen. Dabei dient der Polarisationszustand des Laserlichts als Träger
der Resonanzinformation des ECDLs und somit als Fehlersignal der Regelung. Die
Beschreibung dieses Signals auf Basis der ECDL-Ratengleichungen sowie ein Modell
der polarisationsabhängigen Transmission durch die gekoppelten Resonatoren bildet
das theoretische Fundament der Methoden. Die erfolgreiche Datenanpassung des
Modells verifiziert die Beschreibung. Die präsentierten Verfahren sind universell ein-
setzbar und nicht an einen bestimmten Laserdioden-Typ gebunden. Die Limitierung
der maximalen Wellenlängenänderung beruht lediglich auf technischen Einschrän-
kungen wie beispielsweise der maximalen Piezo-Elongation.
Durch die Anwendung der Verfahren wurden modensprungfreie Durchstimmberei-
che von bis zu 130 GHz mit einer nicht antireflexbeschichteten Laserdiode bei einer
Zentralwellenlänge von 785 nm erreicht. Neben der exemplarischen Demonstration
dieses großen Durchstimmbereichs anhand der Spektroskopie stark druckverbreiter-
ter Gase wurde mittels eines zweiten Regelkreises eine absolute Wellenlängenstabili-
sierung als weitere Anwendung realisiert.
Basierend auf den Methoden der heterodynen Detektion erfolgte eine Charakteri-
sierung der Linienbreite sowie der spektralen Komposition eines aktiv stabilisierten
ECDLs. Dazu wurde ein theoretisches Modell der Schwebungsspektren an die ge-
messenen Daten angepasst. Die theoretische Beschreibung der dem Laserspektrum
zugrunde liegenden Rauschprozesse wurde dabei erstmals um 1/ f 2-Rauschen er-
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weitert und umfasst zusammen mit dem weißen und 1/ f -Rauschen somit insgesamt
drei Rauschtypen. Die Evaluation der gemessenen Schwebungsspektren basierend
auf diesem erweiterten Modell ergab im Fall aktiver Stabilisierung eine Linienbreite
von (8,3±0,6)kHz respektive (12,2±4,8)kHz mit deaktiviertem Regelkreis. Darüber
hinaus konnte die Linienbreite durch eine Änderung des Sollwertes der Regelung im
Bereich von 8 kHz bis 20 kHz kontinuierlich variiert werden.
Die im Rahmen dieser Arbeit entwickelten neuartigen Stabilisierungsverfahren für
ECDLs erlauben somit neben dem modensprungfreien Durchstimmen der Wellen-
länge über einen weiten Bereich die kontrollierte Variation sowie Stabilisierung der
Linienbreite des Lasers.
Abstract
External cavity diode lasers (ECDL) are an established and essential precision instru-
ment in many scientific and industrial areas due to a broad wavelength coverage,
the tunability of their emission wavelength as well as a narrow spectral linewidth.
Among the plenitude of applications, precision spectroscopy, sensor technology, and
the domain of telecommunications constitute the most prominent disciplines. Nearly
all applications benefit from the possibility of a continuous and gapless wavelength
scan over a wide range. Because of the coupling between the laser diode and the
external resonator, the accomplishment of such large mode-hop free tuning ranges
poses an experimental challenge.
The present thesis introduces novel methods which enable large mode-hop free
tuning ranges by permanently maintaining the resonance condition of the entire
ECDL employing an active control loop. In the process, the state of polarization of the
laser light carries the information about the resonance of the ECDL and serves as the
error signal of the closed loop control. A description of this signal based on the ECDL
rate equations as well as a model of the polarization dependent transmission through
the coupled resonators provide the theoretical foundation of the methods. The model
is successfully applied to describe the error signal, thus verifying the description. The
methods introduced in this work represent universal approaches without any restric-
tions regarding the particular type of the laser diode. The tuning range is only limited
due to technical restrictions, like for example the maximum piezo elongation.
By applying the active ECDL stabilization, large mode-hop free tuning ranges of up
to 130 GHz using a laser diode without antireflection coating at a central wavelength
of 785 nm have been achieved. Besides an exemplary demonstration of these large
tuning ranges upon the spectroscopy of strongly pressure broadened gases, a stabi-
lization to an absolute wavelength has been implemented by employing a second
control loop.
Based on heterodyne beating techniques, a characterization of linewidth and spec-
tral composition of an actively controlled ECDL has been carried out. For this
purpose, a model of the beat spectra has been fitted to the data. The theoretical
treatment of the noise processes underlying the laser spetrum has been extended to
also account for 1/ f 2-noise and thus covers along with white and 1/ f -noise three
noise types. The evaluation of the measured beat spectra based on this extended
model revealed a linewidth of (8.3± 0.6)kHz with the active stabilization enabled
and (12.2± 4.8)kHz without stabilization, respectively. Furthermore, the linewidth
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of the ECDL could be varied continuously in the range of 8 kHz to 20 kHz by simply
altering the setpoint of the closed loop control.
The novel techniques developed in the present work pave the way for large mode-
hop free tuning ranges as well as a controlled variation and stabilization of the
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Nach der experimentellen Realisierung des Lasers im Jahr 1960 [Mai60] dauerte es
nur knapp zwei Jahre, bis der erste Halbleiterlaser nahezu zeitgleich von mehreren
Arbeitsgruppen demonstriert wurde [Qui+62; Hal+62; Nat+62; HB62]. Die ersten
Halbleiterlaser, im Folgenden auch als Laserdioden bezeichnet, konnten lediglich ge-
pulst und bei tiefen Temperaturen betrieben werden. Durch Verbesserungen in der
Fertigungstechnologie gelang jedoch schon bald die Herstellung von Heterostruktu-
ren, womit der Dauerstrichbetrieb bei Raumtemperatur möglich wurde. Auch dieser
Meilenstein wurde nahezu zeitgleich von zwei Gruppen erreicht [HP70; AAG71]. Für
ihre Beiträge zur Entwicklung von Halbleiterheterostrukturen erhielten Alferov und
Kroemer im Jahr 2000 den Nobelpreis für Physik [Alf01; Kro01].
Halbleiterlaser entwickelten sich schnell zum prävalenten Lasertyp [LFW12]. Im
Jahr 2011 lag der Anteil der Halbleiterlaser am Umsatzvolumen der weltweiten
Laserindustrie von 7,5 Milliarden Dollar bei 50 % [LFW12; Sav12]. Dieser Erfolg
beruht auf den vorteilhaften Eigenschaften der Laserdioden. Sie sind kompakt, güns-
tig und leicht zu betreiben. Ihr Wirkungsgrad ist sehr hoch, typischerweise über
50 % [Kit02]. Darüber hinaus weisen sie eine hohe Modulationsbandbreite von ty-
pischerweise mehreren 10 GHz auf [Pet88].
Die Eigenschaften von Halbleiterlasern lassen sich durch optische Rückkopplung
weiter verbessern. Dabei wird ein Teil des emittierten Laserlichts mittels eines re-
flektiven Elements in die Laserdiode zurückgekoppelt. Dadurch formt die Laserdiode
zusammen mit dem Reflektor einen externen Resonator. Eine solche Anordnung wird
entsprechend als Laserdiode mit externer Kavität (external cavity d iode laser, ECDL)
bezeichnet. Bei geeigneter Phase und Amplitude der Rückkopplung wird der optische
Verstärkungsprozess in der Laserdiode stabilisiert. Das Verfahren ist vergleichbar mit
der Beschaltung eines Operationsverstärkers in der Elektrotechnik, wobei typischer-
weise eine Rückkopplung mittels eines Widerstands zwischen Ein- und Ausgang er-
folgt. Bei geeigneter Widerstandswahl bewirkt dies eine verbesserte Stabilität sowie
eine Verringerung des Rauschens [Fri99]. Analog dazu ermöglicht die optische Rück-
kopplung eine schmalere spektrale Linienbreite des ECDLs und führt ferner zu einer
Absenkung der Laserschwelle.
Neben dieser passiven Verbesserung der Lasereigenschaften ist durch den exter-
nen Resonator darüber hinaus eine kontrollierte Variation der Emissionswellenlänge
möglich (ECDL-Scan). Dabei ist es für viele Anwendungen essenziell, dass die Wellen-
längenänderung stetig und lückenlos erfolgt. Abrupte Änderungen der Wellenlänge
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ergeben sich, sobald der ECDL von einer Resonatormode auf eine andere wechselt.
Dieser Vorgang wird als Modensprung (mode-hop) bezeichnet.
Die experimentelle Umsetzung eines ECDLs erfolgte kurz nach der Erfindung der
Laserdiode, wobei ein Spiegel als Reflektor diente [CC64]. Die Verwendung eines
optischen Gitters führt aufgrund seiner dispersiven Eigenschaften zu einer weiteren,
deutlichen Verbesserung der Emissionseigenschaften [Eli+69; LH72; RCH73]. Ferner
existieren auch Konfigurationen auf Basis eines Interferenzfilters [Bai+06] oder eines
Volumen-Bragg-Gitters [Hie+09].
Das Durchstimmen der Wellenlänge erfordert bei den genannten Implementie-
rungen eine Translation und/oder Rotation des Reflektors. Die mechanische Reali-
sierung dieser Mimik basiert dabei in der Regel auf einem oder mehreren Piezo-
Aktoren [Ric+95; HBK05]. Es existieren allerdings auch Varianten, bei denen opto-
elektronische Komponenten, wie beispielsweise akustooptische [BSK07] und elek-
trooptische Modulatoren [Lev02; Las+98; Bog+98] sowie Flüssigkristallelemen-
te [And90; GGP92; Wac+93; LPP04; Füh07] verwendet werden.
Aufgrund ihrer Eigenschaften sowie der hohen Modulationsbandbreite finden
Halbleiterlaser und ECDLs vor allem in der Informationstechnik Anwendung [Rip96].
Diese umfasst dabei sowohl die Kommunikations- als auch die Unterhaltungs-
Informationstechnik. Auch in der Spektroskopie und in medizinischen beziehungs-
weise pharmazeutischen Bereichen werden verstärkt Laserdioden eingesetzt [WS09].
Viele Sensoranwendungen profitieren von der breiten Wellenlängenabdeckung und
den kompakten Abmessungen der Halbleiterlaser [Ray+01; Han+02; And+05]. In
der Forschung dienen sie häufig als seed- oder Pumpquellen für leistungsstärkere La-
ser [SB74; SR86] oder Faserverstärker sowie zur Kühlung in Atomfallen [Phi85].
Ergänzend zu den genannten Anwendungen werden exemplarisch zwei aktuelle,
sehr anspruchsvolle Experimente angeführt, bei denen ein ECDL die zentrale Rolle
spielt. So sind Experimente mit ultrakalten Rubidium-Atomen an Bord einer Höhen-
forschungsrakete [Luv+11] geplant. Diese Anwendung stellt aufgrund der enormen
Kräfte und Vibrationen beim Raketenstart hohe Anforderungen an die Stabilität des
ECDLs. Ein weiteres Beispiel ist die Domäne der ultraschmalbandigen Laser [Sto+06;
Aln+08]. Eine Anwendung dieser auch als Subhertz-Laser bezeichneten ECDLs ist
die Präzisionsspektroskopie [Par+11]. Neben der zur aktiven Stabilisierung erfor-
derlichen hohen Modulationsbandbreite ist hierbei die Durchstimmbarkeit der Wel-
lenlänge substanziell.
Insbesondere zum Erreichen großer modensprungfreier Durchstimmbereiche ist ei-
ne Änderung des Pumpstroms der Laserdiode nötig, um den durch die Facetten der
Laserdiode gebildeten internen Resonator an die Änderung der Wellenlänge anzupas-
sen und dadurch Modensprünge zu unterdrücken. Um eine solche synchrone Ände-
rung des externen und internen Resonators zu erreichen, wird häufig das feed-forward
Verfahren angewendet [WH91]. So verwenden alle genannten Implementierungen
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dieses Verfahren, um die Wellenlänge kontinuierlich zu ändern. Sie unterscheiden
sich dabei lediglich in der konkreten experimentellen Umsetzung zur Variation von
Phase, Amplitude und Polarisation der optischen Rückkopplung. Beim feed-forward
steuern zwei unabhängige Spannungsrampen die Länge des externen Resonators so-
wie den Pumpstrom der Laserdiode. Durch manuelles, präzises Anpassen der Stei-
gungen dieser Spannungsrampen ist es möglich, die Änderungen der beiden Resona-
toren zu harmonisieren, so dass der ECDL-Scan frei von Modensprüngen ist. Mit der
feed-forward Technik konnten große modensprungfreie Durchstimmbereich realisiert
werden, siehe beispielsweise [HBK05; BSK07]. Diese Methode weist allerdings zwei
Nachteile auf. Zum einen reagieren die Komponenten im Allgemeinen nicht linear auf
die Steuerspannung und weisen unter Umständen ein Hystereseverhalten auf. Zum
anderen führen Vibrationen, mechanische und thermische Fluktuationen sowie Drifts
zu Modensprüngen und erfordern ein erneutes Anpassen der Spannungsrampen.
In dieser Arbeit werden Verfahren präsentiert, die durch eine aktive Regelung des
externen respektive internen Resonators die genannten Defizite des feed-forwards eli-
minieren. Durch die Anwendung dieser neuartigen Stabilisierungsverfahren können
große modensprungfreie Durchstimmbereiche auch mit nicht antireflexbeschichteten
Laserdioden erreicht werden. Unter Einsatz eines zweiten Regelkreises ist ferner ei-
ne absolute Wellenlängenstabilisierung realisierbar. Darüber hinaus ermöglichen die
Verfahren eine variable Kontrolle der Linienbreite des ECDLs. Diese kann dadurch
während eines ECDL-Scans stabilisiert und minimiert werden.
Im Folgenden wird die Gliederung der vorliegenden Arbeit dargestellt. In Kapi-
tel 2 werden zunächst die zum Verständnis der Stabilsierungsverfahren erforderli-
chen Grundlagen erläutert. Dabei werden die Ratengleichungen des Halbleiterla-
sers sowohl ohne als auch mit optischer Rückkopplung diskutiert. Anhand dieser
Gleichungen erfolgt eine Analyse der Einflüsse der optischen Rückkopplung auf die
Leistungskurve und Laserschwelle sowie das optische Spektrum und die Linienbreite
des Lasers. Diese Zusammenhänge werden komplementär mittels basierend auf den
Ratengleichungen durchgeführten Berechnungen visualisiert.
Kapitel 3 behandelt die in dieser Arbeit präsentierten neuartigen Stabilisierungs-
verfahren für Laserdioden mit optischer Rückkopplung. Dabei erfolgt zunächst eine
Beschreibung der jeweiligen Methode und des entsprechenden experimentellen Auf-
baus. Anhand theoretischer Modellierungen wird das Funktionsprinzip der einzelnen
Verfahren erläutert und verifiziert. Die Präsentation der experimentellen Ergebnisse
umfasst neben den erreichten modensprungfreien Durchstimmbereichen auch mögli-
che Anwendungen der Stabilisierungsverfahren. So werden die weiten Durchstimm-
bereiche anhand spektroskopischer Untersuchungen an stark druckverbreiterten Ga-
sen validiert. Eine basierend auf einem weiteren Regelkreis implementierte absolute
Wellenlängenstabilisierung sowie eine arbiträre Änderung der Wellenlänge innerhalb
des Durchstimmbereichs demonstrieren die Flexibilität der vorgestellten Verfahren.
3
Kapitel 4 adressiert Fragen nach einem Einfluss der Stabilisierungsverfahren auf
die spektrale Linienbreite des ECDLs. Dazu werden die Ergebnisse der basierend auf
Methoden der heterodynen Detektion ermittelten Linienbreiten vorgestellt und ana-
lysiert. Neben der Gesamtlinienbreite wird dabei auch die spektrale Zusammenset-
zung des emittierten Lichts eruiert. Die zur Datenauswertung nötige theoretische Be-
schreibung von Emissions- und Schwebungsspektrum wird in der vorliegenden Arbeit
um 1/ f 2-Rauschen erweitert. Damit ist neben weißem und 1/ f -Rauschen insgesamt
eine Aufschlüsselung des Laserspektrums in drei Rauschtypen möglich. Zusätzlich
zur Analyse des Einflusses der Stabilisierungsverfahren auf diese drei Anteile wird
die spektrale Komposition in Abhängigkeit externer Parameter wie Pumpstrom oder
Rückkopplungsstärke untersucht.
Die Arbeit schließt in Kapitel 5 mit einer Zusammenfassung und einem Ausblick,
in dem auf mögliche Verbesserungen und Entwicklungsschritte eingegangen wird.
4 1 Einleitung
2 Grundlagen
Die im Rahmen dieser Arbeit entwickelten Stabilisierungsverfahren für Halbleiter-
laser mit externer optischer Rückkopplung basieren auf der Abhängigkeit der Aus-
gangsleistung von externen Parametern wie dem Pumpstrom oder der Länge des ex-
ternen Resonators. In diesem Kapitel sollen die theoretischen Grundlagen für diese
Zusammenhänge geschaffen werden. Dabei werden, ausgehend von einer semiklas-
sischen Modellierung des Lasers, die Ratengleichungen für Halbleiterlaser sowohl
mit als auch ohne optische Rückkopplung präsentiert. Anhand dieser Gleichungen
können die wichtigsten Laserparameter, wie beispielsweise Ausgangsleistung oder
das optische Spektrum, beider Domänen miteinander verglichen und der Einfluss
der Rückkopplung diskutiert werden. Ferner lassen sich die Prämissen und Heraus-
forderungen eines großen modensprungfreien Durchstimmbereichs der Wellenlänge
anhand der Ratengleichungen erklären. Dieses Verständnis bildet die Grundlage der
Stabilisierungsverfahren.
2.1 Ratengleichungen
Eine umfassende Modellierung des Laserprozesses in Halbleiterlasern erlaubt die
Analyse verschiedenster Phasenräume, die durch Parameter der Laserdiode sowie
durch externe Parameter aufgespannt werden. Beispielsweise lässt sich die Ent-
wicklung der Ladungsträgerdichte in der Laserdiode als Funktion des Pumpstroms
analysieren. Die Beschreibung des Lasers basiert dabei auf einem Satz gekoppel-
ter, nichtlinearer, gewöhnlicher Differentialgleichungen erster Ordnung, den sog.
Ratengleichungen. Die Lösungen dieser Gleichungen erlauben die Beschreibung so-
wohl statischer als auch dynamischer Phänomene. Die Grenzen der Analyse werden
dabei durch alle Näherungen bestimmt, die in die Herleitung der Ratengleichun-
gen einfließen. So lassen sich beispielsweise dynamische Prozesse auf sehr kurzen
Zeitskalen nicht mehr korrekt beschreiben, wenn mit der s lowly varying envelope
approximation (SVEA) gearbeitet wird. Eine über alle räumlichen und zeitlichen Do-
mänen gültige Formulierung erfordert eine rigorose quantenmechanische Behand-
lung von Licht und Materie ohne Vernachlässigung höherer zeitlicher Ableitungen.
Die Herleitung der Lasergleichungen unter diesen Prämissen ist anspruchsvoll und
sehr umfangreich. Eine erste Beschreibung für Festkörperlaser wurde 1964 von Ha-
ken gegeben [Hak64]. Eine Erweiterung folgte durch Risken, der Hakens Formulie-
rung in eine Fokker-Planck-Gleichung überführte. Damit lassen sich die Gleichungen
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im Gegensatz zu Hakens Ansatz auch an der Laserschwelle lösen [Ris65]. Ferner
wurde eine Beschreibungen mittels Dichtematrizen aufgestellt, die laser master equa-
tion [WH65]. Lösungen dafür wurden bald darauf veröffentlicht [WRH67].
Bei der vollständig quantenmechanischen Betrachtung zeigt sich, dass zur korrek-
ten Beschreibung der Licht-Materie-Wechselwirkung die Kopplung des Lichtfeldes an
die Umgebung berücksichtigt werden muss. So wirken beispielsweise Fluktuationen
der Elektronen auf das elektrische Feld ein. Mathematisch stellt diese Formulie-
rung einen Isomorphismus zur Beschreibung der brownschen Bewegung durch eine
Langevin-Gleichung dar [Hak89]. Dabei werden der Bewegungsgleichung stochasti-
sche Kräfte hinzugefügt. Diese Kräfte unterliegen einer bestimmten Wahrscheinlich-
keitsverteilung1 und bilden damit Fluktuationen der Umgebung ab.
Ausgehend von der semiklassischen Lasertheorie soll im Folgenden die Herleitung
der Ratengleichungen für den solitären Halbleiterlaser sowie mit externer optischer
Rückkopplung grob skizziert werden. Eine ausführliche Behandlung, wie beispiels-
weise in [Hak81; CKS94] würde den Rahmen dieser Arbeit verlassen.
Der semiklassische Ansatz behandelt das Lichtfeld klassisch, die Licht-Materie
Wechselwirkung jedoch quantenmechanisch. Basierend auf den Maxwell-Gleichungen
gelangt man durch Methoden der Vektoranalysis zur Wellengleichung, deren Lösung
das Lichtfeld innerhalb des Laserresonators beschreibt [Hak81, S. 85].
Die Verbindung zwischen Licht und Materie entsteht durch die Polarisation des
Mediums. Dabei erzeugt ein elektrisches Feld E in jedem Atom eine mikroskopische
Polarisation p. Diese lässt sich durch Lösen der quantenmechanischen Bewegungs-
gleichung für das Elektron berechnen. Speziell für einen Halbleiterlaser wird der
Bandübergang des Halbleiters als atomarer Dipolübergang aufgefasst. Diese Nähe-
rung ist aufgrund der sehr schnellen Interband-Relaxationszeit gerechtfertigt [Suh04,
S. 178].
Die makroskopische Polarisation P ergibt sich nun aus dem Ensemble-Mittel aller
Atome. Umgekehrt stellt die Polarisation P eine Quelle für ein elektrisches Feld E ′
dar. Eine konsistente Beschreibung erfordert E = E ′ und spiegelt an dieser Stelle
bereits die Kopplung der einzelnen Ratengleichungen wider.
Die Lösung für die Polarisation P lässt sich nicht in einer geschlossenen Form an-
geben, vielmehr werden zwei gekoppelte Differentialgleichungen benötigt. Diese re-
präsentieren die zeitlichen Änderungen der Polarisation P˙ und der Inversion W˙ in
wechselseitiger Abhängigkeit. Bei einem Halbleiter entspricht die Inversion W der
Anzahl der freien Ladungsträger N [Oht08, S. 35]. Beide Differentialgleichungen
zusammen werden auch als Materialgleichungen bezeichnet [Hak81].
Der nächste Schritt auf dem Weg zu den Ratengleichungen besteht in der Anwen-
dung verschiedener Näherungen. So lässt sich beispielsweise bereits bei den Wel-
lengleichungen die zuvor erwähnte SVE-Approximation anwenden. Ferner kann im
1 Die Langevin-Kräfte folgen einer gaußschen Verteilung.
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Resonator die räumliche Ableitung vernachlässigt werden (mean field approximati-
on) [Oht08, S. 15]. Darüber hinaus nimmt man eine räumlich homogene Feldvertei-
lung senkrecht zur Resonatorachse an und geht folglich zu ebenen Wellen über.
Die resultierenden Ratengleichungen für die zeitliche Änderung von E, P und
N werden auch als Maxwell-Bloch-Gleichungen bezeichnet [Oht08]. Formal ent-
sprechen sie dem Differentialgleichungssystem eines Lorenz-Oszillators [Lor63], das
auch zur Beschreibung von Transportmodellen in der Atmosphäre verwendet wird. Je
nach Parametrisierung zeigt das System chaotisches Verhalten, so dass auch bei La-
sern ein empfindlicher Einfluss externer Parameter auf die Stabilität zu erwarten ist.
Insbesondere, wenn die Anzahl der Freiheitsgrade des Lasers beispielsweise durch
externe optische Rückkopplung artifiziell erhöht wird, zeigen sich drastische Auswir-
kungen auf das Stabilitätsverhalten. Mit geeigneter Parametrisierung jedoch lassen
sich die Lasereigenschaften durch die Rückkopplung deutlich verbessern, siehe auch
Abschnitt 2.3.2.
Die Ratengleichungen für Laserdioden folgen aus den Maxwell-Bloch-Gleichungen
indem P˙ = 0 gesetzt wird. Damit lässt sich die Abhängigkeit der Polarisation aus
den Gleichungen für E˙ und N˙ eliminieren. Diese Näherungen sind für alle Laser
gerechtfertigt, bei denen die Zeitkonstante der Polarisation deutlich kleiner ist als
alle anderen Zeitkonstanten des Systems. Solche Laser werden als Klasse B-Laser be-
zeichnet [Tre+85] und schließen auch Halbleiterlaser ein [EG10]. Diese Methode zur
Reduktion der Freiheitsgrade wird auch als adiabatische Elimination bezeichnet. Um
externe Effekte wie beispielsweise optische Rückkopplung zu implementieren, wer-
den die Ratengleichungen um entsprechende Terme erweitert. Details dazu folgen in
Abschnitt 2.3.
Es sei an dieser Stelle noch angemerkt, dass die Ratengleichungen auch mit ande-
ren Methoden aufgestellt werden können. So existieren beispielsweise phänomeno-
logische Ansätze [Tan63] sowie rein klassische Beschreibungen [Mar83].
2.2 Laserdioden ohne Rückkopplung
In diesem Abschnitt werden die Einzelmoden-Ratengleichungen für eine Laserdiode
ohne optische Rückkopplung analysiert. Die formale Notation der Ratengleichungen
lehnt sich an [Flu11; TL95] an. Sie beschreiben die zeitliche Änderung der lang-
sam veränderlichen, komplexen Amplitude des elektrischen Feldes E (t) und der An-
zahl der freien LadungsträgerN (t). Das Attribut „langsam veränderlich“ bedeutet in
diesem Zusammenhang eine im Vergleich zur Lichtfrequenz an der Laserschwelle
ω0 langsame Änderung der jeweiligen Größe und basiert auf der zur Herleitung
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der Ratengleichung verwendeten SVE-Approximation. Die Ratengleichungen lau-
ten [Flu11]
E˙ (t) = 1
2
E (t)(1+ iα)G(t)− γp (2.1a)
N˙ (t) = J
q
− γeN (t)− G(t)
E (t)2 . (2.1b)
Dabei ist α der Linienverbreiterungsfaktor, G(t) die optische Verstärkung, γp = τ−1p
die Photonenzerfallsrate, γe = τ−1e die Ladungsträgerzerfallsrate, J der Pumpstrom
und q die Elementarladung. Der Faktor α berücksichtigt die bei Halbleiterlasern auf-
tretende starke Abhängigkeit der Dispersion von der Verstärkung, die wiederum eine
Funktion der Ladungsträgerdichte ist. Er wird auch linewidth enhancement factor oder
Henrys α genannt [Hen82]. Typische Werte für α liegen im Bereich von 2−7 [OB87].
Die Verstärkung G(t) hängt von der Ladungsträgerzahl ab und wird meist um die La-
dungsträgerzahl bei Erreichen der Transparenz Nt in erster Ordnung entwickelt
G(t) = g
N (t)−Nt . (2.2)
Dabei ist g der modale Verstärkungskoeffizient in reduzierter Form, d. h. der Ein-
schlussfaktor aufgrund des Wellenkanals ist bereits darin enthalten. In manchen Ar-
beiten wird anstatt der linearisierten Verstärkung eine modifizierte Form verwendet,
bei der Sättigungseffekte berücksichtigt werden. Dies ist zur adäquaten Behandlung
dynamischer Phänomene erforderlich [Sac+92].
Das Gleichungssystem (2.1) lässt sich mit einem Ansatz für die komplexe Amplitu-
de
E (t) =pP (t)eiϕ(t) (2.3)
lösen, wobei die langsam veränderliche reale Amplitude P (t) aufgrund der Normie-
rung der Ratengleichungen der Anzahl der Photonen in der Laserdiode entspricht.
Die Phase ϕ(t) ist ebenfalls eine langsam veränderliche Größe. Damit entspricht
E (t) der Einhüllenden des elektrischen Feldes
E(t) = E (t)eiω(J)t (2.4)















der ganzzahlige Modenindex. Die Ursache für die Abhän-
gigkeit der Emissionsfrequenz vom Pumpstrom ist die Temperaturabhängigkeit des
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Halbleitermaterials in der Größenordnung von 3× 10−4 K−1 [Mar64; Stu+80]. Auf-
grund der relativ niedrigen thermischen Leitfähigkeit dieser Materialien erzeugt eine
Stromänderung von 5 mA bereits einen Temperaturanstieg von 0,3 K [LK80].
Durch Einsetzen von (2.3) in (2.1), Separation von Real- und Imaginärteil sowie
Hinzufügen der spontanen Emissionsrate Rsp ergibt sich folgendes Differentialglei-
chungssystem









N˙ (t) = J
q
− γeN (t)− G(t)P (t). (2.6c)
Wie bereits erwähnt, basieren diese Gleichungen auf der semiklassischen Lasertheo-
rie. Diese ist allerdings nicht in der Lage, Lichtemission unterhalb der Laserschwelle
zu beschreiben, da die spontane Emission unberücksichtigt bleibt [Hak81]. Durch
einen Vergleich der vollständig quantenmechanischen und der semiklassischen Be-
schreibung des Lasers wird deutlich, wie sich die spontane Emission in den Raten-
gleichungen manifestiert [Hen83]. Es zeigt sich, dass durch eine Modifikation der
Photonenzahländerung P˙ (t) mit der Rate
Rsp = cspγeN (t) (2.7)
die spontane Emission berücksichtigt werden kann. Dabei stellt csp einen Gewich-
tungsfaktor dar.
2.2.1 Leistungskurve und Laserschwelle
Im Folgenden wird der eingeschwungene Zustand (steady state) des Systems unter-
sucht. Dieser ist charakterisiert durch eine zeitlich konstante Photonen- P (t) = Pss
und Ladungsträgerzahl N (t) = Nss. Die Phase ϕ(t) = ∆ωss t wird als lineare Funk-
tion der Zeit dargestellt, d. h. ihre zeitliche Ableitung ϕ˙(t) = ∆ωss ist konstant.
Unter diesen Voraussetzungen verschwinden die übrigen zeitlichen Ableitungen
und das Gleichungssystem (2.6) kann nach Pss, ∆ωss und Nss aufgelöst werden. Die
vollständige Lösung ist unhandlich, sie findet sich in Anhang A.
Interessant ist nun die Analyse der Abhängigkeit der einzelnen Variablen vom
Pumpstrom J . Dabei wird zunächst die Photonen- und Ladungsträgerzahl betrachtet,
siehe Abbildung 2.1. Die der numerischen Berechnung zugrunde liegenden Parame-
ter sind in Tabelle 2.1 zusammengefasst.
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Abb. 2.1: Mit Hilfe der Ratengleichungen berechneter Verlauf der Photonen- und La-
dungsträgerzahl in Abhängigkeit des Pumpstroms für einen Halbleiterlaser
ohne externe Rückkopplung unter Berücksichtigung spontaner Emission.
Es zeigt sich, dass die Ladungsträgerzahl oberhalb eines bestimmten Wertes na-
hezu unabhängig vom Pumpstrom ist. Dieser kritische Stromwert markiert die La-
serschwelle2 und stellt für die Ratengleichungen einen Bifurkationspunkt dar, da
oberhalb der Laserschwelle zusätzlich die Lösung Pss = 0 exisitiert. Zur genauen Be-
stimmung der Laserschwelle existieren mehrere Möglichkeiten. Am geläufigsten ist
eine Extrapolation des linear ansteigenden Teils der Photonenzahl zurPss = 0-Achse.
Ohne spontane Emission, d. h. csp = 0, lässt sich dieser Punkt leicht berechnen und








Um mit der Extrapolationsmethode den Schwellenstrom für csp > 0 zu bestimmen,
bedarf es nun streng genommen eines Kriteriums für den Beginn des zur Extrapo-
lation verwendeten linear ansteigenden Strombereichs. Speziell für den Betrieb um
die Laserschwelle oder für Untersuchungen in dieser Umgebung ist die Extrapolati-
onsmethode daher ungeeignet. Es existieren jedoch alternative, genauere Methoden.
2 Genauer handelt es sich hier um die erste Laserschwelle, da bei Klasse C-Lasern noch die zweite
Laserschwelle existiert [Oht08, S. 21 ff.].
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Tab. 2.1: Auflistung der zur Berechnung der Grafiken benötigten Parameter inklusi-
ve der verwendeten Werte. Es handelt sich dabei um typische Werte für
GaAlAs-Halbleiter [Flu11].
Parameter Wert Einheit Bezeichnung
α 3 Linienverbreiterungsfaktor
cJ 0,05 Koeffizient der Frequenzmodulation
csp 1× 10−5 Koeffizient der spontanen Emission
g 1× 104 s−1 Reduzierter modaler Verstärkungskoeffizient
γe 1× 109 s−1 Ladungsträgerzerfallsrate
γp 8× 1011 s−1 Photonenzerfallsrate
ld 300× 10−6 m Länge der Laserdiode
ng 3,6 GruppenbrechungsindexNt 1× 108 Ladungsträgerzahl bei Transparenz
R1 = R2 0,32 Leistungsreflektivität der Diodenfacetten
R3 0 . . . 1 Leistungsreflektivität des externen Spiegels
τext 1× 10−10 s Umlaufzeit im externen Resonator
Bei einer Variante ist beispielsweise der Schwellenstrom definiert als der Pumpstrom,
bei dem die zweite Ableitung d2Pss/dJ2 maximal ist [TL95, S. 113]. Eine Übersicht
verschiedener Methoden zur Bestimmung des Schwellenstroms findet sich in [Ilx].
Mit zunehmender spontaner Emissionsrate verschiebt sich der Schwellenstrom zu
immer kleineren Werten. Für csp = 1 ist Jth = 0, man spricht dann auch vom schwel-
lenlosen Laser [De +92].
Es sei noch erwähnt, dass die Unabhängigkeit der Ladungsträgerzahl vom
Pumpstrom oberhalb der Laserschwelle besagt, dass nahezu jeder durch den
Pumpstrom in die aktive Zone injizierte Ladungsträger ein Photon erzeugt. Aufgrund
der geringen Verluste von Ladungsträgern erreichen Halbleiterlaser daher eine sehr
hohe externe Effizienz von typischerweise 50 % [Kit02, S. 609]. Diese Effizienz lässt
sich gut veranschaulichen, wenn man anstatt der Photonenzahl die optische Leistung
des Lasers betrachtet, da so der direkte Vergleich mit der aufgebrachten elektrischen
Leistung möglich ist. Unter der Annahme einer internen Quanteneffizienz von 100 %
aufgrund der bereits erwähnten Sättigung der Ladungsträgerzahl ergibt sich für die










Neben den bereits eingeführten Parametern ist dabei ħh das reduzierte Plancksche
Wirkungsquantum, c die Lichtgeschwindigkeit im Vakuum, ng der Gruppenbre-
chungsindex und R1,R2 die Leistungsreflektivität der jeweiligen Laserdioden-Facette,
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Abb. 2.2: Berechnete Ausgangsleistung als Funktion des Pumpstroms, in linearer und
semi-logarithmischer Darstellung. Die gestrichelte Linie zeigt den Verlauf
ohne Berücksichtigung spontaner Emission.
siehe auch Tabelle 2.1. Für die tatsächliche Ausgangsleistung an der Laserdiodenfa-










1−pR1(2)R2(1) · Ptot. (2.10)
Mit Hilfe dieser Formeln wurde nun aus der Photonenzahl die Ausgangsleistung
als Funktion des Pumpstroms berechnet, siehe Abbildung 2.2. Die dazu verwendeten
Parameter entsprechen den Angaben von Tabelle 2.1. Dabei wurde auch eine Leis-
tungskurve mit csp = 0, also mit verschwindender spontaner Emission berechnet. Die
semi-logarithmische Darstellung hebt den Einfluss der spontanen Emission besonders
deutlich hervor.
2.2.2 Optisches Spektrum und Linienbreite
Unter Vernachlässigung externer Rauscheffekte, wie beispielsweise Ladungsträger-
fluktuationen aufgrund der Pumpstromquelle, stellt die spontane Emission die fun-
damentale Rauschquelle dar. Die Linienbreite und das optische Spektrum hängen
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folglich von der Stärke und der Statistik der spontanen Emission ab. Im Folgen-
den werden die Zusammenhänge zwischen Spektrum respektive Linienbreite und
der spontanen Emission quantifiziert.
Ein einzelnes spontanes Emissionsereignis wirkt sich auf die aktive Lasermode
durch eine Amplitudenänderung, d. h. eine Änderung der Photonenzahl sowie ei-
ne Phasenänderung aus. Die Phasenänderung ∆φ(τ) = φ(t −τ)−φ(t) besteht aus
einer instantanen Änderung aufgrund der Phase des spontan emittierten Photons
sowie einer verzögerten, gedämpften Änderung auf der Zeitskala der sog. Relaxati-
onsoszillationen und ist daher zeitabhängig. Die Ursache für die retardierte Phasen-
änderung liegt in der bereits erwähnten Kopplung von Verstärkung und Dispersion
bei Halbleiterlasern, quantifiziert durch den Linienverbreiterungsfaktor α [Hen82].
Die Amplitudenänderung hat also einen Einfluss auf die Phase und darf aufgrund der
starken Kopplung bezüglich dieser Eigenschaft nicht vernachlässigt werden. Bei den
Relaxationsoszillationen handelt es sich um gedämpfte Schwingungen der inneren
Laserfreiheitsgrade P (t), N (t) und ∆ω(t) als Systemantwort auf intrinsische oder
externe Störungen, die beispielsweise durch spontane Emission oder Fluktuationen
des Pumpstroms hervorgerufen werden. Die Frequenz dieser Schwingungen wird im
Folgenden mit fr bezeichnet. Ihr Ursprung liegt im Wechselspiel von Photonen- und
Ladungsträgerzahl, welches sich im Ratengleichungssystem durch die Kopplung der
einzelnen Gleichungen widerspiegelt.
Ziel ist nun die Berechnung des optischen Spektrums S(ω) in Abhängigkeit ei-
ner beliebigen spektralen Leistungsdichte Sφ˙(ω
′) des Frequenzrauschens. Da unter-
schiedliche Rauschtypen spezifische Frequenzspektren aufweisen, lässt sich so das
resultierende optische Spektrum und die Linienbreite für den jeweiligen Rausch-
typ berechnen. Nach dem Wiener-Chintschin-Theorem, siehe beispielsweise [Hak81,






gleich der Fouriertransformierten der Autokorrelationsfunktion des elektrischen Fel-










sofern für die Statistik der Phasenfluktuationen eine Normalverteilung vorliegt. Diese
Annahme ist jedoch aufgrund der Beschreibung der spontanen Emission mittels der
Langevin-Kräfte plausibel, da diese einer Normalverteilung unterliegen, siehe auch




die mittlere quadratische Abweichung der Pha-
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Für die Frequenzfluktationen durch die spontane Emission kann angenommen wer-
den, dass sie unabhängig von der Rauschfrequenz sind. Es handelt sich folglich um
weißes Rauschen3 und es gilt
Sφ˙(ω
′) = k0. (2.14)
Es ist möglich, die spektrale Leistungsdichte des Frequenzrauschens mit Hilfe der
Autokorrelation der Frequenzfluktuationen direkt zu berechnen [Pet88, S. 203]. Da-








einen von den Laserparametern abhängigen Ausdruck für die spektrale Leistungs-
dichte des Frequenzrauschens aufgrund der spontanen Emission. Die Photonenzahl
Pss lässt sich dann mit Hilfe von Gleichung (2.9) durch die Ausgangsleistung erset-
zen.














Das optische Spektrum entspricht also einer Lorentz-Verteilung mit der Halbwerts-
breite k0. Allgemein gilt für die minimale Linienbreite eines Lasers das Schawlow-
Townes-Limit [ST58]. Durch einen Vergleich dieser unteren Schranke mit Glei-
chung (2.15) zeigt sich, dass beide Linienbreiten bis auf den Faktor (1+α)2 identisch
sind. Daher wird Gleichung (2.15) auch als das modifizierte Shawlow-Townes-Limit
bezeichnet.
Wie in Gleichung (2.15) deutlich wird, ist die Linienbreite des Halbleiterlasers re-
ziprok proportional zur Ausgangsleistung. Tatsächlich zeigen experimentelle Unter-
suchungen jedoch, dass die Linienbreite einen leistungsunabhängigen Anteil besitzt,
3 Zumindest für Frequenzen unterhalb der Relaxationsoszillationen [Mer91]
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dem sie sich mit steigender Ausgangsleistung annähert [Kik89]. Um dieses Verhal-






Der Ursprung dieses 1/ f -Rauschens4 liegt in Fluktuationen des Pumpstroms [AR88;
Bur97], die sich auf die Ladungsträgerzahl und damit auf die Verstärkung bzw. auf-
grund des α-Faktors auf die Phase auswirken. Berechnet man nun mit Hilfe der
Gleichungen (2.11) bis (2.13) das optische Spektrum S(ω) des 1/ f -Rauschens, so
ergibt sich ein gaußförmiges Linienprofil [WK83]. Das Spektrum unter Berücksich-
tigung von weißem und rosa Rauschen resultiert in einer Faltung aus Lorentz- und
Gaußverteilung, dem Voigt-Profil [Mer91].
Zur Bestimmung der Linienbreite sowie der Gewichtungsfaktoren ki der jeweili-
gen Rauschtypen existieren verschiedene experimentelle Methoden. Diese werden in
Abschnitt 4.1 vorgestellt und finden ihre Anwendung in den Abschnitten 4.2 und 4.3.
Es sei noch angemerkt, dass die Modellierung der spektralen Leistungsdichte des
Frequenzrauschens mit Gleichung (2.18) nur für Frequenzen unterhalb der Rela-
xationsoszillationsfrequenz fr gilt. Diese liegt in der Größenordnung von 1 GHz bis
10 GHz [Oht08, S. 38] und manifestiert sich im Rauschspektrum durch einen Re-
sonanzberg bei fr. Infolgedessen weist das resultierende optische Spektrum S(ω)
entsprechende Seitenbänder im Frequenzabstand 2pinfr, n ∈ N zur Emissionsfre-
quenz auf [Dai+83]. Wird nun noch die bisher vernachlässigte Amplitudenänderung
aufgrund der spontanen Emission in der Herleitung des optischen Spektrums be-
rücksichtigt, ergibt sich eine Asymmetrie bezüglich der Amplitude dieser Satellitenli-
nien [Ext+92].
2.3 Laserdioden mit Rückkopplung
Im Folgenden werden die im vorhergehenden Abschnitt bereits vorgestellten Raten-
gleichungen erweitert, um einen Halbleiterlaser mit externer optischer Rückkopp-
lung (external feedback) zu beschreiben. Diese Rückkopplung kann auf verschiede-
ne Arten erreicht werden, beispielsweise durch Spiegel oder Reflexionsgitter sowie
Kombinationen daraus. Das Gesamtsystem wird als Laserdiode mit externem Reso-
nator (external cavity d iode laser, ECDL) bezeichnet. Die prominentesten Bauarten
von ECDLs sind die Littrow- und die Littman-Anordnung [Pal05; LL81]. Eine aus-
führliche Übersicht findet sich in [Ye04]. Speziell auf die Littrow-Anordnung wird in
Abschnitt 3.2.1 noch genauer eingegangen.
4 Das 1/ f -Rauschen wird auch als rosa Rauschen oder Funkelrauschen bezeichnet.
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Ausgangspunkt der Beschreibung sind die Ratengleichungen (2.1). Durch die
externe Rückkopplung überlagert sich nun ein Teil der komplexen Feldamplitude
κE t −τextmit der Amplitude der Lasermode. Dabei ist dieser Anteil um die exter-
ne Umlaufzeit τext = (2lext)/c retardiert, er weist folglich eine Phasenverschiebung
gegenüber dem internen Lichtfeld auf. Damit lässt sich die Ratengleichung für die
komplexe Amplitude schreiben als
E˙ (t) = 1
2









die Rückkopplungsrate darstellt. Dabei ist τint = (2nld)/c die interne Umlaufzeit
und R3 die Leistungsreflektivität des rückkoppelnden Elements. Diese Form der Ra-
tengleichungen wurde erstmals 1980 von Lang und Kobayashi präsentiert [LK80].
Dabei werden mehrfache Umläufe im externen Resonator vernachlässigt. Aufgrund
der relativ geringen Facettenreflektivität R1, R2 ist diese Näherung allerdings auch
für hohe externe Reflektivitäten in den meisten Fällen ausreichend. Eine Formu-
lierung bei der auch Mehrfachreflexionen korrekt beschrieben werden, findet sich
beispielsweise in [OG83; Sig93; KO94]. Dabei werden die Facetten- und die externe
Reflektivität als eine effektive Reflektivität aufgefasst, die durch eine geometrische
Reihe repräsentiert wird.
Das Lösen der Ratengleichung erfolgt äquivalent zur in Abschnitt 2.2 bereits prä-
sentierten Vorgehensweise, soll aber an dieser Stelle etwas ausführlicher nachvoll-
zogen werden. Als Lösungsansatz dient wieder die langsam veränderliche komplexe
Amplitude E (t), siehe Gleichung (2.3). Daraus folgt für die zeitliche Ableitung
E˙ (t) = P˙ (t)
2
pP (t)eiϕ(t)+ iϕ˙(t)pP (t)eiϕ(t). (2.21)











pP (t)P (t −τext)e−iφ(t). (2.22)
Dabei stellt φ(t) = ϕ(t −τext)−ϕ(t)−τextω(J) die aufgrund des externen Reso-
nators auftretende Phasenverschiebung dar.
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Nachfolgend wird nun die Amplitude, d. h. die Photonenzahl, und die Phase des
elektrischen Feldes getrennt betrachtet. Dies geschieht durch Separation von Real-
und Imaginärteil von Gleichung (2.22) und resultiert in







−κrP (t −τext)P (t) sin (φ(t) . (2.23b)
Betrachtet man nun wie in Abschnitt 2.2.1 beschrieben den eingeschwungenen
Zustand definiert durch P (t) = Pss, N (t) = Nss sowie ϕ(t) = ∆ωss t und ergänzt


















−κ sinτext ω(J) +∆ωss . (2.24b)
Das Gleichungssystem (2.1b) und (2.24) stellt nun die Basis für die folgenden Un-
tersuchungen und Berechnungen dar. Im Vergleich zu den Ratengleichungen der La-
serdiode ohne Rückkopplung ist die Frequenzverschiebung ∆ω hierbei allerdings
Lösung der transzendenten Gleichung (2.24b). Je nach Parametrisierung existieren
dabei eine oder mehrere Lösungen ∆ωss,i. Die Moden mit der Oszillationsfrequenz
ωi =ω0+∆ωss,i werden als externe Resonatormoden (external cavity modes, ECM)
bezeichnet. Jede dieser Moden ist dabei charakterisiert durch ihre Stabilität und Pho-
tonenzahl respektive Ausgangsleistung. Bezüglich der Stabilitätsanalyse wird zwi-
schen stabilen und nicht-stabilen Moden unterschieden, wobei letztere auch als An-
timoden bezeichnet werden. Eine detaillierte Stabilitätsanalyse zur Unterscheidung
des Grads der Stabilität ist sehr umfangreich, es existiert jedoch zumindest eine not-
wendige Bedingung für Stabilität. Diese beruht auf einer linearen Stabilitätsanalyse









mit C = κτext
p
1+α2, (2.26)
so kommt sie als potenzielle Mode in Betracht, ansonsten handelt es sich um ei-
ne Antimode, d. h. es besteht destruktive Interferenz zwischen den Lichtfeldern der
Laserdiode und der Rückkopplung. Welche der stabilen Moden tatsächlich die Laser-
emission dominiert, hängt von ihrem jeweiligen Schwellenstrom ab. Dabei ist die
Mode mit der niedrigsten Laserschwelle immer stabil [TOO84]. Sie wird auch als
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Abb. 2.3: Auf Basis der Ratengleichungen numerisch berechnete Photonenzahl eines
Halbleiterlasers mit externer optischer Rückkopplung als Funktion der Re-
flektivität des externen Reflektors für einen Pumpstrom von J = 0,5A.
maximum gain mode bezeichnet, da sie die größte Photonenzahl, d. h. die niedrigste
Ladungsträgerzahl und damit die höchste Ausgangsleistung aufweist [Lev+95]. Ne-
ben der Mode mit maximaler Verstärkung existiert noch eine weitere ausgezeichnete
Mode, die Mode minimaler Linienbreite oder minimum linewidth mode, auf die in
Abschnitt 2.3.2 genauer eingegangen wird.
Im Folgenden werden nun die ECMs in Abhängigkeit verschiedener Parameter ana-
lysiert. Um einen Überblick über die ECMs und den Einfluss der externen Rückkopp-
lung zu bekommen, wird zunächst die Photonenzahl der Moden oberhalb der La-
serschwelle als Funktion der Reflektivität des externen Reflektors R3 berechnet und
visualisiert, siehe Abbildung 2.3.
Die Ratengleichungen wurden dabei mit Hilfe von Mathematica5 numerisch gelöst,
das entsprechende Skript befindet sich in Kapitel B des Anhangs. Die verwendete
Parametrisierung ist in Tabelle 2.1 im vorherigen Abschnitt zusammengefasst. Be-
reits für eine niedrige externe Reflektivität von unter fünf Prozent existieren mehrere
ECMs. Die Ursache für diese hohe Empfindlichkeit von Halbleiterlasern auf externe
optische Rückkopplung besteht in der geringen Facettenreflektivität und der hohen
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Abb. 2.4: Charakterisierung der ECMs bezüglich ihrer Frequenzverschiebung und Aus-
gangsleistung in Abhängigkeit der externen Reflektivität. Die ECMs sind dis-
krete Lösungen der Ratengleichungen, der Farbverlauf sowie die Isarithmen
dienen lediglich der besseren Darstellung.
Verstärkung, d. h. Halbleiterlaser sind im Vergleich zu den meisten anderen Laser-
typen relativ offene Systeme, die durch geringe externe Einflüsse gestört werden
können.
Die Lösungen der Ratengleichungen für die Ladungsträgerzahl ähneln qualitativ
den präsentierten Lösungen der Photonenzahl und werden daher nicht dargestellt.
Ein weiterer Aspekt ist die für eine ECM charakteristische Frequenzverschiebung
∆ωi. Analog zur Photonenzahl soll diese in Abhängigkeit der externen Reflektivität
dargestellt werden. Darüberhinaus wird die der jeweiligen Mode zugehörige Photo-
nenzahl unter Verwendung von Gleichung 2.9 in die entsprechende Ausgangsleistung
umgerechnet6. Dadurch lässt sich die Mode maximaler Verstärkung unmittelbar iden-
tifzieren, siehe Abbildung 2.4.
Es zeigt sich, dass mit zunehmender externer Reflektivität Paare von Mode und An-
timode an Bifurkationspunkten entstehen. Dabei ist für hohe Reflektivitäten erkenn-
bar, dass der Phasenraum einen chaotischen Charakter bekommt, da die einzelnen
Moden bezüglich der Ausgangsleistung immer ähnlicher werden. Dieses Verhalten
6 Dabei gilt für die Ausgangsleistung nach dem externen Reflektor P3 = P1(2)R3.
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kann auch experimentell als sog. Kohärenzkollaps (coherence collapse) beobachtet
werden [LVD85].
Als letzter Parameter in diesem Abschnitt wird die Umlaufzeit des externen Re-
sonators τext als freier Parameter betrachtet. Experimentell entspricht dies einer
Änderung der externen Resonatorlänge. Abbildung 2.5 zeigt die Auswirkung die-
ser Änderung auf die Frequenzverschiebung respektive Ausgangsleistung bei einem
konstanten Pumpstrom oberhalb der Laserschwelle.
In Abhängigkeit der externen Reflektivität zeigt sich dabei eine unterschiedliche
Anzahl möglicher ECMs für eine bestimmte Längenänderung. Für jede dieser Mo-
den ist deutlich eine periodische Schwankung der Frequenzverschiebung ∆ fi =
∆ωi/(2pi) sowie der Ausgangsleistung zu erkennen, wobei der Unterschied zwi-
schen der maximalen und minimalen Änderung des jeweiligen Parameters im Falle
höherer externer Reflektivität größer ist. Ferner weisen die Auswirkungen der Länge-
nänderung ein Hystereseverhalten auf. Für den Fall R3 = 0,3% beispielsweise folgt
die Ausgangsleistung bei einer Vergrößerung der externen Resonatorlänge der ro-
ten Linie. Wird der Resonator nun verkleinert, kann auch die blaue Mode erreicht
werden. Diese weist zwar eine geringere Ausgangsleistung auf, ist aber ebenfalls
stabil, so dass der Modensprung erst erfolgt, wenn die Mode nicht mehr zur Ver-
fügung steht. Die Ursache für die Leistungsschwankungen liegen dabei in der Phase
des rückgekoppelten Lichtfeldes. Einzig bei idealer konstruktiver Interferenz mit dem
Lichtfeld der Laserdiode ist die Ausgangsleistung maximal. Folglich stellt der Halb-
leiterlaser mit externer Rückkopplung auch eine Art von Interferometer dar [Rud68].
Für Anwendungen, die auf den periodischen Änderungen der Ausgangsleistung eines
Halbleiterlasers aufgrund optischer Rückkopplung basieren, hat sich der Begriff self
mixing interferometry etabliert [Wan+94]. Dabei lassen sich beispielsweise Längen-
änderungen mit Sub-Nanometer Genauigkeit messen [Giu+02], wobei die Hystere-
se zur Diskriminierung der Richtung genutzt werden kann [DGM95]. Ferner lassen
sich Geschwindigkeiten [Giu+02] und Vibrationen [GBPD03] berührungslos detek-
tieren. Auch die Bestimmung von Laserparametern, wie beispielsweise der Linien-
breite [GN00] oder des Linienverbreiterungsfaktors α [YGD04] sind möglich.
Es sei noch angemerkt, dass eine Vergrößerung der externen Resonatorlänge bis
zum Auftreten eines Modensprungs zu einer Verkleinerung der Frequenz, also zu
einer Vergrößerung der Wellenlänge führt, siehe Abbildung 2.5. Dies bestätigt die
Vorstellung, dass die Lösungen der Ratengleichungen als externe Resonatormoden
aufgefasst werden können, da der externe Resonator die Emissionseigenschaften
dominiert. Wird nun bei einer Vergrößerung des externen Resonators gleichzeitig
der Pumpstrom verringert oder umgekehrt, so lässt sich die Stabilitätsbedingung der
Mode aufrecht erhalten und der Modensprung damit verhindern. Dieses Vorgehen
resultiert folglich in einem modensprungfreien Durchstimmen der Wellenlänge des
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Abb. 2.5: Berechnete Frequenzverschiebung und Ausgangsleistung der ECMs als
Funktion der externen Resonatorlänge für zwei verschiedene externe Re-
flektivitäten. Dabei sind stabile Moden grün, Antimoden schwarz und die
Mode mit der höchsten (niedrigsten) Ausgangsleistung rot (blau) darge-
stellt.
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riert. Die experimentelle Schwierigkeit besteht nun darin, die Änderungsraten von
Pumpstrom und externer Resonatorlänge so aufeinander abzugleichen, dass die Sta-
bilitätsbedingung der Mode stets aufrecht erhalten wird. In Rahmen dieser Arbeit
wurden Verfahren entwickelt, die basierend auf der aktiven Regelung des Stroms ei-
ne präzise Kontrolle der Stabilitätsbedingung erlauben und damit die experimentelle
Schwierigkeit beseitigen. Die Verfahren sowie die damit möglichen Anwendungen
und Ergebnisse werden in Kapitel 3 präsentiert und diskutiert.
2.3.1 Leistungskurve und Laserschwelle
Eine Änderung des Pumpstroms verursacht, wie durch Gleichung (2.5) beschrieben,
eine Änderung der Emissionsfrequenz ω(J). Dies führt wiederum zu einer Änderung
der Phase φ(t) in den Gleichungen (2.23). Folglich beeinflusst auch der Pumpstrom
die Eigenschaften der externen Resonatormoden.
Äquivalent zur Vorgehensweise im vorherigen Abschnitt wird die Frequenzver-
schiebung der ECMs sowie ihre Ausgangsleistung berechnet, hier jedoch in Abhängig-
keit des Pumpstroms, siehe Abbildung 2.6. Aufgrund der starken Stromabhängigkeit
der ECMs ist lediglich ein kleiner Stromausschnitt oberhalb der Laserschwelle darge-
stellt. Die Ursache für diese hohe Sensitivität im Bezug auf eine Parameteränderung
ist die im Vergleich zum externen Resonator kleine Länge des Halbleiterlasers.
Analog zu Änderungen in der externen Resonatorlänge oder der externen Reflekti-
vität verursacht eine Pumpstromänderung eine periodische Frequenzverschiebung
und Ausgangsleistungsfluktuation der ECMs. Auffällig ist dabei, dass der Verlauf
der Frequenzverschiebung aufgrund der Stromänderung qualitativ äquivalent zur
Frequenzverschiebung durch Änderung der externen Resonatorlänge ist, jedoch die
inverse Neigung aufweist. Bei der Ausgangsleistung lässt sich im Vergleich zur frei-
laufenden Laserdiode ferner eine Verringerung der Laserschwelle sowie eine Abfla-
chung der Leistungskurve beobachten. Diese Effekte sind abhängig von der Stabilität
der Mode, siehe auch Gleichung (2.25). Die Absenkung der Laserschwelle durch ex-













Dabei repräsentiert∆ωg,max die Frequenzverschiebung für die ECM mit der maxima-
len Verstärkung und Jth die Laserschwelle ohne externe Rückkopplung. Es sei noch
angemerkt, dass Gleichung (2.27) analog zu den Lang-Kobayashi-Ratengleichungen
mehrfache Umläufe im externen Resonator nicht berücksichtigt und somit eine Nähe-
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Abb. 2.6: Berechnete Frequenzverschiebung und Ausgangsleistung der ECMs als
Funktion des Pumpstroms. Dabei sind stabile Moden grün, Antimoden
schwarz und die Mode mit der höchsten (niedrigsten) Ausgangsleistung rot
(blau) dargestellt. Die gestrichelte Linie in der unteren Abbildung zeigt zum
Vergleich die Ausgangsleistung ohne Rückkopplung.
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zu einer komplexwertigen effektiven Reflektivität ist es auf Kosten des Umfangs der
Formeln auch möglich, diese Mehrfachreflexionen zu berücksichtigen [OG83; Sig93].
2.3.2 Optisches Spektrum und Linienbreite
Die externe optische Rückkopplung wirkt sich auch auf die spektralen Eigenschaf-
ten des Halbleiterlasers aus. Wie in Abschnitt 2.3 bereits beschrieben, ändert sich
entsprechend der Parametrisierung, d. h. je nach Amplitude und Phase der Rück-
kopplung, die Stabilität des ECDLs. Basierend auf experimentellen Untersuchungen
wurde eine phänomenologische Klassifizierung anhand des Parameters C aus Glei-
chung (2.26) in fünf verschiedene Regime vorgenommen [TC86]. Dabei ist allerdings
zu beachten, dass C aufgrund der Abhängigkeit von τext mit der externen Resonator-
länge zusammenhängt. Ferner weist die Lage der Regimegrenzen eine Abhängigkeit
von der Ausgangsleistung auf [SP88]. Die im folgenden angegebenen Werte für C
stammen aus [Pet88] und basieren auf einer externen Resonatorlänge von 50 cm so-
wie einer Ausgangsleistung von 5 mW. Für die Klassifizierung sind sie lediglich als
grobe Richtwerte zu verstehen.
Zu den fünf Regimes gehört der bereits erwähnte Kohärenzkollaps 40 ¯ C ¯ 100
(Regime IV), der durch eine sehr große Linienbreite von einigen 10 GHz charakte-
risiert ist [LVD85; Pet95]. Für viele Anwendungen interessant sind allerdings die
zwei stabilen Regime 15 ¯ C ¯ 40 (Regime III) und C § 100 (Regime V), bei denen
eine deutliche Verringerung der Linienbreite vorliegt. Interessanterweise sind diese
bezüglich ihrer Rückkopplungsstärke durch den Kohärenzkollaps separiert. Das Re-
gime I mit C ¯ 1 weist eine starke Abhängigkeit der Linienbreite von der Phase des
zurückgekoppelten Lichts auf, Regime II mit 1 ¯ C ¯ 15 ist sehr instabil und cha-
rakterisiert durch eine Konkurrenz zwischen der Mode minimaler Linienbreite und
minimaler Laserschwelle.
Mit einem ECDL sind prinzipiell niedrigere Linienbreiten als mit einer solitären
Laserdiode zu erreichen. Die Gründe dafür liegen zum einen in der Erhöhung der
Finesse des Resonators aufgrund des externen Reflektors sowie der Stabilisierung
der Phase durch die längere Umlaufzeit der Photonen im externen Resonator.
Äquivalent zur Modifikation der Laserschwelle lässt sich die Änderung der Linien-














Dabei ist ∆ω0 die Linienbreite des Halbleiterlasers ohne externe Rückkopplung, sie-
he auch Gleichung (2.15). Vergleicht man diese Formel mit Gleichung (2.27) so zeigt
sich, dass die Argumente der Kosinusse bis auf den Arkustangens des Linienverbreite-
rungsfaktors α identisch sind. Die Mode mit der niedrigsten Laserschwelle (minimum
24 2 Grundlagen
threshold condition) ist folglich nicht identisch mit der Mode der geringsten Linien-
breite (minimum linewidth condition). Durch Modifikation der Rückkopplungspara-
meter lässt sich der Arbeitspunkt eines ECDLs je nach Anforderung variieren.
Interessant ist die Abhängigkeit der Linienbreite von der externen Umlaufzeit τext,
siehe Gleichung (2.28). So sind mit einem längeren Resonator schmalere Linien-
breiten möglich. Wird der Reflektor durch ein optisches Reflexionsgitter gebildet, so
spielt auch die spektrale Selektion des Gitters eine Rolle [BCS90] und ermöglicht
sehr niedrige Linienbreiten im kHz-Bereich [Gen+00].
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3 Aktive ECDL-Stabilisierung
Das modensprungfreie Durchstimmen (mode-hop free Scan) eines ECDLs erfordert
eine synchrone, präzise Änderung aller Laserparameter, die eine Frequenzverschie-
bung der externen Resonatormoden1 bewirken. In Abschnitt 2.3.1 des vorherigen
Kapitels wurde gezeigt, dass durch eine Längenänderung des externen Resonators
bei gleichzeitiger Nachführung des Pumpstroms eine kontinuierliche Wellenlängen-
änderung des ECDLs möglich wird. Diese Stromänderung führt aufgrund des tem-
peraturabhängigen Brechungsindex des Halbleitermaterials zu einer Änderung der
optischen Länge des durch die Facetten der Laserdiode gebildeten sog. internen Re-
sonators, siehe auch Abschnitt 2.2. Dabei wurde auch deutlich, dass insbesondere
eine Stromänderung aufgrund der kleinen Abmessungen der Laserdiode einen sehr
empfindlichen Einfluss auf die Stabilität des ECDLs hat.
Die experimentelle Herausforderung besteht nun darin, die Änderung aller Parame-
ter so aufeinander abzustimmen, dass keine Modensprünge auftreten. Das gebräuch-
lichste Verfahren ist passiver Natur und wird als feed-forward bezeichnet [WH91].
Dabei werden zwei unterschiedliche Spannungsrampen zur Kontrolle der Gitter-
Position2 und des Pumpstroms verwendet. Die Steigung dieser Rampen wird nun
manuell so lange optimiert, bis die Änderungen der internen und externen Resona-
torlänge harmonieren. Dieses Verfahren ist einfach zu implementieren, hat jedoch
gravierende Nachteile. Zum einen reagieren die Komponenten in der Regel nicht li-
near. So weisen beispielsweise die zur Kontrolle der externen Resonatorlänge häufig
verwendeten ungeregelten Piezo-Stellelemente (Piezo-Aktoren) ein deutlich nichtli-
neares Verhalten auf [Phy05]. Zum anderen können Vibrationen, thermische Fluktua-
tionen sowie mechanische und thermische Drifts aufgrund der statischen Spannungs-
rampen nicht kompensiert werden. Diese Defizite des feed-forwards limitieren den er-
reichbaren modensprungfreien Durchstimmbereich deutlich. Durch die Anwendung
eines aktiven Stabilisierungsverfahrens lassen sich diese Nachteile vermeiden und
große modensprungfreie Durchstimmbereiche erreichen.
Wie bereits erwähnt führt die Längenänderung des internen respektive externen
Resonators eines ECDLs zu einer Frequenzverschiebung der aktiven ECM. Um nun
1 Die externen Resonatormoden bezeichnen die in Abschnitt 2.3 eingeführten Lösungen der ECDL-
Ratengleichungen. Sie werden wie dort bereits angegeben auch als external cavity modes (ECMs)
bezeichnet.
2 Je nach mechanischem Aufbau kommen zur Kontrolle der Gitterposition mehrere Aktoren zum
Einsatz, so dass Lage und Winkel unabhängig voneinander einstellbar sind. In diesem Fall existie-
ren entsprechend mehrere Spannungsrampen.
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einen Regelkreis zur Stabilisierung des Lasers zu implementieren, muss der ver-
bleibende Resonator dieser Wellenlängenänderung folgen, er muss also stets auf
die aktuelle Wellenlänge stabilisiert (gelockt) werden. Die prinzipielle Anforderung
der aktiven Stabilisierung eines Laserresonators auf eine Wellenlänge (laser locking)
kann durch verschiedene Verfahren erfüllt werden, so beispielsweise durch top-of-
fringe locking, Pound-Drever-Hall locking [Dre+83; Bla01] oder Hänsch-Couillaud
locking [HC80]. Dabei ist allerdings der konzeptionelle Transfer dieser Methoden
auf einen ECDL nicht ohne weiteres möglich, da der ECDL aus zwei gekoppelten
Resonatoren besteht. Somit bilden der Laser, der die Referenzwellenlänge erzeugt,
und der zu stabilisierende Resonator eine Einheit. Dies stellt einen großen Unter-
schied zur Domäne der angeführten aktiven Laserstabilisierungsverfahren dar. Ledig-
lich die Implementierung eines top-of-fringe lockings wurde bereits bei einem ECDL
demonstriert [Rep+06]. Die zur Erzeugung des Fehlersignals nötige Modulation des
Pumpstroms führte allerdings zu einer artifiziellen Vergrößerung der Linienbreite auf
typischerweise über ein Megahertz. Damit geht ein zentraler Vorteil von ECDLs ver-
loren.
Es sei noch angemerkt, dass eine Änderung der externen Reflektivität R3 ebenfalls
zu einer Frequenzverschiebung der ECMs führt, siehe auch Abbildung 2.4. Neben
den bereits erwähnten Längenänderungen ist es folglich für einen ECDL in Littrow-
Anordnung darüber hinaus nötig, auch den Winkel des Reflexionsgitters zu ändern,
so dass die Littrow-Bedingung
λ= 2d sin(α), (3.1)
mit der Gitterkonstanten d und dem Einfallswinkel α, siehe beispielsweise [Pal05,
S. 79], aufrecht erhalten wird. Dadurch bleibt die Reflektivität, d. h. die Beugungs-
effizienz des Gitters trotz der Wellenlängenänderung konstant. Ferner kann der Ein-
fluss der externen Reflektivität allerdings auch unterstützend genutzt werden, um die
bei großen modensprungfreien Durchstimmbereichen nötige Längenänderungen der
Resonatoren zu verringern. Bei Verwendung eines Reflexionsgitters als externer Re-
flektor ist R3 aufgrund der Polarisationsabhängigkeit der Gittereffizienz verstellbar,
indem ein Polarisationsrotator in den externen Resonator integriert wird. Dies wurde
vom Autor auf Basis eines Flüssigkristallelements realisiert. Damit konnte die Stei-
gung der Rampe des Pumpstroms um mehr als die Hälfte reduziert werden [Füh07].
Es ist mit dieser Methode folglich möglich, den modensprungfreien Durchstimmbe-
reich zu vergrößern, falls der maximale Pumpstrom der begrenzende Faktor ist.
Im Folgenden werden nun die im Rahmen dieser Arbeit entwickelten Methoden
vorgestellt, die eine aktive ECDL-Stabilisierung ermöglichen. Dabei werden der expe-
rimentelle Aufbau, das theoretische Modell sowie die Ergebnisse und Anwendungen
des jeweiligen Verfahrens präsentiert.
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3.1 Asynchrone Stabilisierung
Das Verfahren der asynchronen Stabilisierung basiert auf der Beobachtung, dass bei
der Anwendung des im vorherigen Abschnitt vorgestellten feed-forward Verfahrens
die Anzahl sowie die zeitliche Position von Modensprüngen während eines ECDL-
Scans einen Indikator für die jeweilige Scan-Güte darstellt. Wird beispielsweise die
Steigung der Spannungsrampe zur Steuerung des Pumpstroms, im Folgenden auch
als Laserdioden-Rampe bezeichnet, verändert, so bewegen sich diese Zeitpunkte in
die gleiche Richtung. Die Modensprünge lassen sich, bildlich gesprochen, aus dem
Scan-Bereich „herausschieben“. Wird nun die Steigung der Spannungsrampe über
den optimalen Wert erhöht, so „wandern“ die Modensprünge wieder in das Zeitinter-
vall des Scans hinein. Die Bewegung der Modensprünge ist dabei nicht gleichförmig,
sondern beschleunigt. Je näher ein Modensprung an den Rand des Scan-Intervalls
kommt, desto schneller bewegt er sich, siehe auch Abbildung 3.2a. Diese Dynamik
der Modensprünge dient nun als Grundlage des im Folgenden präsentierten Stabili-
sierungsverfahrens.
Prinzipiell ähnelt die Methode dem bereits erwähnten feed-forward, allerdings wer-
den die Steigungen der Spannungsrampen mittels eines in der Software LabView3
von National Instruments4 implementierten Programms automatisch optimiert. Der
Algorithmus führt dazu einen ECDL-Scan durch und entscheidet anhand der zeitli-
chen Position der Modensprünge während des Scans, in welche Richtung eine Ände-
rung der Steigung der Spannungsrampen erfolgen muss. Danach erfolgt ein Scan mit
den korrigierten Rampen und der Algorithmus beginnt erneut. Das Verfahren stellt
also keine Echtzeit-Regelung dar. Vielmehr ist die Bestimmung des Fehlersignals und
die Ausgabe des Steuersignals zeitlich um die Scan-Dauer retardiert, es handelt sich
folglich um ein asynchrones Verfahren.
Im Vergleich zum feed-forward besteht neben der Automatisierung ein weiterer Vor-
teil des Verfahrens in der Kompensation etwaiger Nichtlinearitäten beispielsweise der
Piezo-Aktoren. Dies wird durch Segmentierung des Scan-Intervalls in n Subinterval-
le gleicher Dauer erreicht. Dabei bilden die Intervallgrenzen n+ 1 Stützstellen, die
durch spline-Interpolation zu einer Spannungsrampe verbunden werden. Der Algo-
rithmus regelt nun die Kontrollpunkte so, dass jedes Subintervall modensprungfrei
ist.
3.1.1 Aufbau
Eine detaillierte Beschreibung der ECDL-Komponenten folgt in Abschnitt 3.2.1. Ab-
weichend dazu handelt es sich bei der verwendeten Piezo-Halterung in diesem Fall
3 LabVIEW™, Version 8.20 und im weiteren Verlauf der Arbeit Version 11.0
4 National Instruments, Austin, TX, USA, http://www.ni.com
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jedoch um das Modell KC1-T-PZ/M von Thorlabs5 mit einem Hub von lediglich 8µm.
Zur Detektion der Modensprünge und ihrer zeitlichen Position während des ECDL-
Scans dient ein Fabry-Pérot-Interferometer des Typs FPI-100 der Firma Toptica6 mit
einer hohen Finesse von mindestens 300 [Topb] (h igh f inesse interferometer, HFI)
und einem freien Spektralbereich von 1 GHz, ein Etalon mit einer niedrigen Finesse
(low f inesse etalon, LFE) von etwa 24 sowie eine Photodiode. Modensprünge werden
nun durch unregelmäßige Abstände der HFI-Transmissionspeaks und Unstetigkeiten
im Verlauf der Ausgangsleistung sowie des LFE-Transmissionssignals sichtbar. Diese
Diskontinuitäten können durch den LabView-Algorithmus diskriminiert werden um
die zeitliche Position der Modensprünge während des Scans zu bestimmen, siehe Ab-
bildung 3.2a. Bei dieser Messung wurde die Piezo-Rampe konstant gehalten und die
Steigung der Laserdioden-Rampe kontinuierlich erhöht. Deutlich ist die bereits ange-
sprochene beschleunigte Bewegung der Modensprünge zu erkennen. Aufgrund der
Zerstörschwelle der Laserdiode konnten für große Änderungsraten der Laserdioden-
Rampe keine Datenpunkte mehr aufgenommen werden.
3.1.2 Theoretisches Modell
In den nachfolgenden Ausführungen soll das zeitliche Auftreten der Modensprünge
modelliert werden, um die Dynamik der Zeitpunkte der Modensprünge qualitativ zu
beschreiben. Dazu werden der interne und externe Resonator des ECDLs als Fabry-
Pérot-Resonatoren aufgefasst. Der Modenabstand zweier Transmissionsmaxima ent-
spricht dabei dem freien Spektralbereich (f ree spectral range, FSR) des jeweiligen
Resonators und wird mit FSRint(ext)(t) bezeichnet, siehe Abbildung 3.1.
Während eines ECDL-Scans ändert sich sowohl der interne als auch der externe
FSR. Unter der Annahme einer linearen Zeitabhängigkeit kann dieses Verhalten ge-
schrieben werden als
FSRint(ext)(t) = cint(ext) t + FSRint(ext)(t0), (3.2)
wobei cint(ext) die Änderungsrate des jeweiligen FSR und t0 den Anfangszeitpunkt des
ECDL-Scans darstellt. Die Änderungsrate cint ist dabei proportional zur Steigung der
Pumpstromrampe und cext proportional zur Spannungsrampe der Piezo-Aktoren. Für
jeden Zeitpunkt ist in diesem einfachen Modell die aktive Mode, in Abbildung 3.1
blau dargestellt, dadurch gegeben, dass der Abstand zweier Transmissionsmaxima,
jeweils einer aus dem internen und externen Resonator, minimal ist. Ein Moden-
sprung tritt folglich dann auf, wenn die Bedingung
∆ν(t) = FSRext(t)/2 (3.3)
5 Thorlabs Inc., Newton, NJ, USA, http://thorlabs.com
6 TOPTICA Photonics AG, Gräfelfing, http://www.toptica.com







Abb. 3.1: Schematische Darstellung der Modenstruktur des internen und externen
Resonators mit den freien Spektralbereichen FSRint(t) und FSRext(t) für drei
diskrete Zeitpunkte während eines ECDL-Scans. Die jeweils aktive Mode ist
blau hervorgehoben. Zur Zeit t = 3 ist ein Modensprung aufgetreten. Aus
Gründen der Übersicht entspricht das dargestellte Verhältnis der Modenab-
stände nicht dem tatsächlichen Verhältnis.







= FSRint(t) mod FSRext(t) (3.4b)
der Abstand einer internen Resonatormode zur nächsten externen Mode, die im Fre-
quenzraum vor ihr liegt. Die Gaußklammer bac mit a ∈ R, auch als Entier-Klammer
oder Abrundungsfunktion bezeichnet, liefert die größte Ganzzahl, die kleiner oder
gleich a ist. Der für reelle Zahlen verallgemeinerte Modulo-Operator gibt den Rest
der Division x ÷ y zurück.
Mit Gleichung (3.3) ist es nun möglich, die zeitliche Position der Modensprün-
ge zu berechnen. Es handelt sich dabei um eine transzendente Gleichung, so dass
Lösungen nur numerisch gefunden werden können. Um die eingangs beschriebe-
ne beschleunigte Bewegung der Modensprünge bei einer Steigungsänderung der
Laserdioden-Rampe mit dem vorgestellten Modell zu simulieren, wurde eine Be-
rechnung mit Mathematica durchgeführt, siehe Abbildung 3.2b. Dabei wurde die
Änderungsrate cext des externen Resonators konstant gehalten und die Änderungsra-
te cint des internen Resonators variiert, was einer Anpassung der Laserdioden-Rampe
entspricht. Deutlich ist die beschleunigte Positionsänderung der Modensprünge zu se-
hen. In dem grau hinterlegten Intervall befindet sich im betrachteten Zeitfenster kein
Modensprung mehr. Wird die Änderungsrate weiter erhöht, erscheinen die Moden-
sprünge wieder. Obwohl das Modell eine starke Vereinfachung im Vergleich zu den
Ratengleichungen darstellt, zeigt es eine gute Übereinstimmung mit den Messdaten.
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Abb. 3.2: Bewegung der zeitlichen Position der Modensprünge in Abhängigkeit der
Steigung der Laserdioden-Rampe bei konstanter Änderungsrate der Piezo-
Spannung. Dies entspricht folglich einer Variation des Verhältnisses der Än-
derungsraten. Der modensprungfreie Bereich ist grau hinterlegt. (a) Mes-
sung der Modensprung-Position. (b) Lösungen von Gleichung (3.3).
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Abb. 3.3: Messung des modensprungfreien Durchstimmbereichs unter Anwendung
des asynchronen Stabilisierungsverfahrens. Das Signal des HFIs bestätigt
einen modensprungfreien ECDL-Scan über 73 GHz. Der Abstand zweier
Transmissionsmaxima entspricht einer Frequenzänderung von 1 GHz. Fer-
ner ist die nichtlineare Laserdioden-Rampe gezeigt, wobei die gestrichelte,
gerade Linie als Referenz dient um die Abweichung von einer linearen Ram-
pe hervorzuheben.
Bezüglich der Beschreibung für das Auftreten von Modensprüngen ist es offensicht-
lich ausreichend, den Halbleiterlaser sowie den externen Resonator als getrennte
Fabry-Pérot-Resonatoren zu betrachten.
3.1.3 Ergebnisse
Das Verfahren wurde nun mit dem Ziel angewendet, den modensprungfreien Durch-
stimmbereich des ECDLs zu maximieren. Dazu wurden die Spannungsrampen zur
Steuerung der Piezo-Aktoren und des Pumpstroms mittels einer DAQ-Karte7 vom Typ
PCI-6229 des Herstellers National Instruments erzeugt. Ferner wurden mit der Karte
7 Data acquisition, Datenerfassung. Die Karte verfügt über 32 Analogeingänge (ADC) mit je 16 Bit
Auflösung und einer kombinierten Abtastrate von 250 kHz sowie 4 Analogausgänge (DAC) mit
ebenfalls 16 Bit Auflösung bei einer Rate von insgesamt 833 kHz.
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auch die zur Bestimmung der Zeitpunkte der Modensprünge erforderlichen Mess-
daten des HFIs und LFE sowie der Photodiode eingelesen. Die Karte wurde durch
das bereits erwähnte LabView-Programm angesprochen, in dem der Algorithmus im-
plementiert ist. Dabei optimiert der Algorithmus die Laserdioden-Rampe bei einer
konstanten Piezo-Rampe. Es zeigte sich, dass eine Segmentierung der Laserdioden-
Rampe in sechs Subintervalle ausreicht, um die Nichtlinearitäten der verwendeten
Piezo-Aktoren zu kompensieren [Füh07]. Durch Anwendung des Verfahrens konn-
te auf diese Weise ein modensprungfreier ECDL-Scan von 73 GHz erreicht werden,
siehe Abbildung 3.3. Dabei wurde der maximale Hub der Piezo-Aktoren bereits voll-
ständig ausgenutzt. Mit Hilfe des feed-forward Verfahrens und manueller Optimie-
rung der Spannungsrampen war im Vergleich dazu aufgrund der Nichtlinearität der
Piezo-Aktoren lediglich ein modensprungfreier Durchstimmbereich von 50 GHz zu
erreichen. Um größere Durchstimmbereiche zu erreichen, wurden die Piezo-Aktoren
im weiteren Verlauf der Arbeit getauscht, siehe Abschnitt 3.2.1.
Weitere Details zur asynchronen Stabilisierung, speziell zu den in LabView imple-
mentierten Algorithmen, findet sich in [Füh07; FRW07; FW08].
3.2 Echtzeit-Stabilisierung
Wie im vorhergehenden Abschnitt gezeigt, ermöglicht das asynchrone Stabilisie-
rungsverfahren große modensprungfreie Durchstimmbereiche und erspart dem An-
wender aufgrund der Automatisierung eine manuelle Optimierung der Spannungs-
rampen. Es weist allerdings eine sehr geringe Regelbandbreite auf, so dass lediglich
die Nichtlinearitäten sowie thermischen und mechanischen Drifts der Komponenten
ausgeglichen werden können. Darüber hinaus ist mit diesem Verfahren nicht garan-
tiert, ob der vom Algorithmus gefundene Verlauf der Änderung des Pumpstroms und
der externen Resonatorlänge ein Optimum bezüglich eines bestimmten Stabilitäts-
kriteriums darstellt. So wurde in Abschnitt 2.3.2 gezeigt, dass die minimum line-
width condition bezüglich der Laserparameter von der minimum threshold condition
abweicht. Der Algorithmus kann diese Fälle allerdings nicht unterscheiden, da beide
einen modensprungfreien Scan ermöglichen und lediglich die Existenz von Moden-
sprüngen das Kriterium des Soll-Zustands der Regelung definiert. Bei dem in diesem
Abschnitt vorgestellten neuartigen Stabilisierungsverfahren ist die Regelbandbrei-
te lediglich durch die Bandbreite der verwendeten mechanischen und elektrischen
Komponenten limitiert und nicht durch das Verfahren selbst.
Die Grundlage der Methode bilden die periodischen Schwankungen der Ausgangs-
leistung der aktiven ECM aufgrund der Änderung von ECDL-Parametern wie der
externen Resonatorlänge oder des Pumpstroms, siehe auch Abschnitt 2.3.1. Wie
dort bereits erwähnt, finden diese Leistungsschwankungen eine Anwendung im Rah-
men der self-mixing-interferometry und ermöglichen Messungen von Änderungen der
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externen Resonatorlänge im Sub-Nanometer-Bereich. Es handelt sich bei den Leis-
tungsschwankungen um einen interferometrischen Effekt basierend auf der Phase
des rückgekoppelten Lichts relativ zum Lichtfeld der Laserdiode. Die Ausgangsleis-
tung ist folglich ein Maß der optischen Längen der Resonatoren relativ zueinander.
Um den ECDL in Resonanz zu halten, könnte folglich die Ausgangsleistung direkt als
Fehlersignal eines Regelkreises verwendet werden. Nun ist es evident, dass die Aus-
gangsleistung nicht allein von der Resonanzbedingung, sondern in erster Linie vom
Pumpstrom abhängt, siehe auch Abbildung 2.6b. Soll nun der Strom durch einen
Regelkreis in Abhängigkeit der externen Resonatorlänge nachgeführt werden, stellt
die Ausgangsleistung kein geeignetes Fehlersignal dar, da sie in diesem Fall die Gü-
te der Resonanz lediglich lokal beschreibt und somit der Sollwert der Regelung in
Abhängigkeit des Pumpstroms permanent geändert werden muss.
Inspiriert durch das Hänsch-Couillaud locking [HC80] entwickelte sich die Idee,
die Resonanzinformation in den Polarisationszustand des Lichts zu transferieren, so
dass eine Messung der Qualität der Resonanz unabhängig vom Pumpstrom möglich
wird. Dies gelingt, indem ein Verzögerungsplättchen in den externen Resonator ein-
gebracht wird. Dadurch ergibt sich für jede Polarisation eine leicht unterschiedliche
externe optische Resonatorlänge. Speziell für zwei senkrecht zueinander polarisier-
te Anteile s und p ergeben sich zwei Resonatorlängen, die sich je nach Wahl des
Verzögerungsplättchens um einen Bruchteil der Wellenlänge λ/x voneinander un-
terscheiden8. Es sei angemerkt, dass bei der Verwendung eines Halbwellenlängen-
plättchens die Polarisation nach der Reflexion am Gitter wieder in die ursprüngliche
Richtung zurückgedreht wird, wohingegen die Verwendung eines Viertelwellenlän-
genplättchens zur Rückkopplung orthogonaler Polarisationsanteile in die Laserdiode
führt. Letzteres kann sich positiv auf die Stabilität des ECDLs auswirken, wie in Ab-
schnitt 3.2.2 erläutert wird.
Jeder dieser Polarisationsanteile stellt nun einen Informationskanal bezüglich der
Ausgangsleistung und damit der Resonanzinformation für eine leicht unterschied-
liche externe Resonatorlänge dar. Werden die beiden Polarisationskanäle nun bei-
spielsweise durch einen polarisierenden Strahlteilerwürfel wieder getrennt, kann
durch Differenzbildung ein Fehlersignal gewonnen werden, das unabhängig vom
Pumpstrom ist. Diese Ausgangsleistungsdifferenz ∆Paus entspricht formell dem
Stokes-Parameter Q = S1 = (Ip− Is), und somit der zweiten Komponente des Stokes-
Vektors S = (S0,S1,S2,S3), siehe beispielsweise [Wal54; BB85].
Zur Verdeutlichung des Sachverhalts wurde mittels der Ratengleichungen (2.24)
die Ausgangsleistungskurve für eine externe Resonatorlänge von lext,s = 1,5 cm sowie
lext,p = lext,s + λ/4 in einem Pumpstromintervall von 10 mA berechnet, siehe Abbil-
dung 3.4. Aus Gründen der Übersicht ist hierbei lediglich die Mode mit der höchsten





























65,65 65,7 65,75 65,8
Abb. 3.4: Mit Hilfe der Ratengleichungen berechneter Verlauf der Ausgangsleistung
Paus eines ECDLs als Funktion des Pumpstroms für zwei verschiedene ex-
terne Resonatorlängen (oben) sowie die Differenz dieser Leistungskurven
∆Paus (unten). Der Unterschied in den externen Resonatorlängen beträgt
dabei λ/4. Im Gegensatz zur Ausgangsleistung zeigt ∆Paus keinen linea-
ren pumpstromabhängigen Anstieg und stellt somit ein ideales Fehlersignal
für einen Regelkreis dar. Die Unregelmäßigkeiten der Modulationstiefe von
∆Paus beruhen auf der endlichen Anzahl der Datenpunkte.
Ausgangsleistung dargestellt. Dabei wurde erneut die in Tabelle 2.1 zusammenge-
fasste Parametrisierung sowie eine externe Reflektivität von R3 = 30 % verwendet.
Wie zu erwarten liegen die Leistungskurven für die beiden Polarisationskanäle s und
p aufgrund der geringen Längendifferenz von λ/4 nahezu ununterscheidbar über-
einander. Lediglich im vergrößerten Ausschnitt ist eine Verschiebung zu erkennen.
Im unteren Teil der Abbildung ist nun die Differenz der beiden Ausgangsleistungen
∆Paus gezeigt. Hierbei sind Bereiche gleicher Stabilität im Gegensatz zur Leistungs-
kurve stets durch gleiche Ausgangsleistungsdifferenzen charakterisiert. Die Werte der
Leistungsdifferenz liegen im Bereich von Mikrowatt und sind somit mit gutem Signal-
Rausch-Verhältnis zu detektieren. Folglich ist ∆Paus ein ideales Fehlersignal für einen
Regelkreis zur aktiven Stabilisierung eines ECDLs.
Der folgende Abschnitt beschreibt nun die experimentelle Realisierung dieser Re-
gelung.
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3.2.1 Aufbau
Der experimentelle Aufbau besteht aus einem ECDL in Littrow-Anordnung, siehe Ab-
bildung 3.5, einer Einheit zur Detektion des Polarisationszustands sowie der Steue-
rungselektronik. Für die Darstellung wurde der ECDL in der Software VariCAD9 mo-
delliert und anschließend mit der 3D-Grafiksoftware Blender10 visualisiert. Schemati-
sche Darstellungen des Gesamtaufbaus sowie Details zu den Komponenten außerhalb
des ECDLs folgen in den Beschreibungen der einzelnen Experimente in den Abschnit-
ten 3.2.4 und 3.2.5. Der prinzipielle Aufbau des ECDLs basiert auf [HBK05]. Im Ge-
gensatz zu dem in [Ric+95] präsentierten Design kommen hier drei unabhängige
Piezo-Aktoren zum Einsatz. Dadurch kann die Translation des Gitters von seiner Ro-
tation entkoppelt werden. Um eine hohe Flexibilität zu gewährleisten, wurde für die
Mechanik weitestgehend auf kommerzielle Komponenten der Firma Thorlabs zurück-
gegriffen. Die einzelnen Komponenten des ECDLs werden dabei in ein cage-System11
integriert, das eine hohe mechanische Stabilität gewährleistet. Auf die wichtigsten
Komponenten des Aufbaus soll im Folgenden kurz eingegangen werden.
Laserdiode (LD) Bei der Laserdiode handelt es sich um eine Sanyo12 DL7140-201S
mit einer Zentralwellenlänge von 785 nm. Die optische Ausgangsleistung be-
trägt freilaufend 80 mW bei einem Pumpstrom von etwa 100 mA. Bezüglich der
Facetten-Reflektivität liegen seitens des Herstellers keine Angaben vor. Ledig-
lich in [Loh+06] wird ohne Angabe einer Quelle erwähnt, dass die Rückfacet-
te eine Reflektivität von 85 % und die Frontfacette eine Reflektivität von 15 %
aufweist. Die Diode besitzt folglich vermutlich lediglich eine Einfachvergütung
der Frontfacette. Nach einer phänomenologischen Klassifizierung der Firma Sa-
cher13 handelt es sich um eine Klasse A-Beschichtung [Sac].
Kollimationslinse (KL) Die asphärische Kollimationslinse des Typs C330TME-B von
Thorlabs ist in einer Stahlhülse mit einem 9 mm Außengewinde eingefasst.
Die Brennweite beträgt 3,1 mm bei einer numerischen Apertur von 0,68. Die-
ser relativ hohe Wert wird dem großen Divergenzwinkel der Laserdiode von
bis zu 20 ° gerecht und garantiert geringe Verluste bei der optischen Rück-
kopplung durch das Gitter. Die Kollimationslinse befindet sich in einem von
der feinmechanischen Werkstatt des Instituts für Angewandte Physik an der TU
9 VariCAD® Version 1.07, von VariCAD s.r.o., Reichenberg, Tschechien
10 Blender Version 2.61, von Stichting Blender Foundation, Amsterdam, Niederlande
11 Es handelt sich hierbei um eine quadratische Anordnung von vier Stahlstangen mit jeweils 6 mm
Durchmesser. Der Abstand der Stangen zueinander beträgt jeweils 30 mm
12 SANYO Electric Co. Ltd., Osaka, Japan, http://sanyo.com
13 Sacher Lasertechnik GmbH, Marburg, http://www.sacher-laser.com
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Abb. 3.5: Computergenerierte Abbildung des ECDLs. Von rechts nach links: Halte-
rung für die Laserdiode, Halterung der Kollimationslinse mit XYZ-Versteller,
Verzögerungsplättchen in einer Rotationshalterung, Gitter in der Piezo-
Halterung. Für weitere Erläuterungen siehe Text.
Darmstadt gefertigten XYZ-Positionierer, der durch die Verwendung von Feinge-
windeschrauben eine präzise Kollimation des Lasers ermöglicht.
Laserdioden-Halterung Als Halterung von Laserdiode und Kollimationslinse dient
das Modell TCLDM9 von Thorlabs. Die Halterung fasst alle gängigen Typen
von 5,6 mm und 9 mm Laserdioden. Die Temperaturstabilisierung erfolgt über
zwei in Serie geschaltete Peltier-Elemente mit einer Gesamtleistung von 20 W
bei einem Kühl- beziehungsweise Heizstrom von 5 A. Als Temperatursensor ist
ein 10 kΩ-Thermistor integriert. In der Frontplatte befinden sich Bohrungen zur
Integration in das cage-System.
Gitter (G) Als Gitter wird ein holographisches Gitter des Typs GH13-18V von Thor-
labs verwendet. Der Gitterparameter beträgt 1800mm−1, so dass die Littrow-
Bedingung für 785 nm bei etwa 45 ° erfüllt ist. Die Beugungseffizienz des Git-
ters beträgt zwischen 13 % bei p-polarisiertem und 66 % bei s-polarisiertem
Licht14 [Thob].
14 Die Angaben p (parallel) bzw. s (senkrecht) bezieht sich hier auf die Polarisationsrichtung im
Bezug auf die Gitterlinien.
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Viertelwellenlängenplättchen (VWP) Zur Erzeugung des Fehlersignals wie im vorhe-
rigen Abschnitt beschrieben wurde ein Viertelwellenlängenplättchen des Typs
WPMQ05M-780 von Thorlabs in den externen Resonator integriert. Das Plätt-
chen befindet sich in einer drehbaren Halterung, womit die Polarisationsabhän-
gigkeit der Gittereffizienz genutzt werden kann, um die Rückkopplungsstärke
zu variieren.
Piezo-Halterung Zur Bewegung des Gitters kommt die kinematische Piezo-Halterung
S-325.30L des Herstellers Physik Instrumente15 zum Einsatz. Diese enthält drei
unabhängige Piezoaktoren mit einem Hub von jeweils (30± 6,0)µm bei einer
Spannung von 100 V. Durch diesen für Piezoaktoren enormen Hub sind große
modensprungfreie Durchstimmbereiche möglich. Die aufgrund der Geometrie
mögliche Verkippung beträgt 5 mrad. Angesteuert werden die Piezo-Aktoren
durch den drei-Kanal Piezo-Treiber MDT693A von Thorlabs mit einer maxima-
len Ausgangsspannung von 150 V. Die Ausgänge sind sowohl einzeln als auch
im Verbund extern modulierbar.
Die Messung des Polarisationszustands erfolgt an einem Teil des vom ECDL emit-
tierten Laserlichts. Dazu werden etwa 5 % des Lichts mit Hilfe eines Strahlteilers
(beam sampler) zu einem polarisierenden Strahlteilerwürfel PBS102 von Thorlabs
reflektiert. Dieser spaltet das Laserlicht in die s- und p-Polarisationsbasis auf. Die
beiden Intensitäten werden nun mit jeweils einer Photodiode (Philips BPW34) ge-
messen. Die Photodioden sind elektrisch direkt verbunden, so dass die Differenz der
Photoströme zugänglich ist. Dieser Differenzstrom wird mit Hilfe eines Transimpe-
danzverstärkers in eine Spannung umgewandelt und um einen variablen Faktor
verstärkt. Vor dem Strahlteilerwürfel befindet sich ein Halbwellenlängenplättchen.
Damit ist es möglich, durch Drehen der Polarisation den Soll-Wert des Regelkreises
zu ändern. Das Fehlersignal wird dadurch entlang der ∆Paus-Achse parallel verscho-
ben, da die Gewichtung des s- und p-Anteils der Polarisation geändert wird. Ferner
lässt sich dadurch der Einfluss des beam samplers kompensieren, der aufgrund seiner
polarisationsabhängigen Reflektivität zu einer Verfälschung des Fehlersignals führt.
Bei dem Halbwellenlängenplättchen handelt es sich um den Typ WPMH05M-780 des
Herstellers Thorlabs.
Der durch den beam sampler transmittierte Hauptteil des Laserlichts passiert nun
einen Faraday-Isolator FR-780 von Linos16, um den ECDL vor ungewollten Rückre-
flexen zu schützen. Dieser kann nicht vor der Polarisationsmessung stehen, da er
aufgrund seines Aufbaus eine lineare Polarisation erzeugt und somit das Fehlersignal
auslöscht. Nach diesem optischen Isolator folgt nun ein weiterer Strahlteiler der wie-
derum einen Teil des Laserlichts zur spektralen Diagnose zu dem in Abschnitt 3.1.1
15 Physik Instrumente (PI) GmbH & Co. KG, Karlsruhe, http://www.pi.ws
16 Linos GmbH, seit 2006 Qioptiq Photonics GmbH & Co. KG, Göttingen, http://www.linos.de
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vorgestellten HFI reflektiert. Dieses Interferometer erlaubt eine präzise Messung des
Durchstimmbereichs und darüber hinaus die Erkennung von Modensprüngen sowie
Multimoden-Betrieb.
Um sicherzustellen, dass tatsächlich eine periodische Modulation des Polarisati-
onszustands vorliegt, wurde zeitweise supplementär zu den Photodioden ein Polari-
meter17 zur Kontrollmessung verwendet. Damit sollte ausgeschlossen werden, dass
Schwankungen der Ausgangsleistung des ECDLs die sensitive Differenzmessung be-
einflussen. Die Messmethode des Polarimeters beruht auf der Fourier-Transformation
des mittels einer Photodiode gemessenen Intensitätsverlaufs. Dabei befindet sich vor
der Photodiode ein rotierendes Viertelwellenlängenplättchen gefolgt von einem Po-
larisator. Die Auswertung des Fourier-Signals liefert den vollständigen Polarisations-
zustand und stellt ein vollkommen unabhängiges Messverfahren dar. Mit Hilfe des
Polarimeters konnten die Photodioden-basierten Messungen der im vorherigen Ab-
schnitt erläuterten Ausgangsleistungsdifferenz ∆Paus bestätigt werden.
3.2.2 Theoretisches Modell
Im Folgenden wird ein Modell präsentiert, um das im vorherigen Abschnitt beschrie-
bene Fehlersignal des Stabilisierungsverfahrens theoretisch zu beschreiben [FEW11].
Ziel dabei ist es, das Fehlersignal für unterschiedliche Stellungen des Viertelwellen-
längenplättchens im externen Resonator an gemessene Daten anzupassen (Daten-fit)
und somit das Modell zu validieren.
Zur Beschreibung des Fehlersignals ist es nötig, die Ausgangsleistung der beiden
Polarisationskanäle s und p zu berechnen, die im Experiment durch den polarisie-
renden Strahlteilerwürfel getrennt und von den Photodioden gemessen werden. Dies
ist durch das Anwenden der ECDL-Ratengleichungen möglich. Allerdings ist dafür
eine Modifikation der Gleichungen erforderlich, um der gedrehten Polarisation des
zurückgekoppelten Lichts gerecht zu werden. Dabei wird die komplexe Amplitude
E (t) des elektrischen Feldes in einen transversal elektrischen (TE) respektive magne-
tischen Anteil (TM) aufgeteilt, wobei lediglich der parallel zur Emission der Laserdi-
ode ohne Rückkopplung polarisierte TE-Anteil die Phase der komplexen Amplitude
beeinflusst. Aus diesem Grund wird der TE(TM)-Anteil als (in)kohärente Rückkopp-
lung bezeichnet. Die senkrecht polarisierte TM-Mode hat allerdings einen direkten
Einfluss auf die Ladungsträgeranzahl. Eine ausführliche Beschreibung der modi-
fizierten Ratengleichungen für polarisationsgedrehte optische Rückkopplung findet
sich in [Hei+03; Oht08].
Die Analyse der Dynamik dieser erweiterten Ratengleichung offenbart eine Reihe
interessanter Resultate. So führt beispielsweise eine rein inkohärente, starke optische
17 PAX5710IR1 von Thorlabs
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Rückkopplung zu periodischen Modulationen der Ausgangsleistung. Je nach Parame-
trisierung ergeben sich dabei Pulse mit hoher Wiederholrate [Che+03] oder recht-
eckige Amplitudenverläufe [Gav+06]. Durch sehr starke inkohärente Rückkopplung
kann es ähnlich des in Abschnitt 2.3.2 beschriebenen Kohärenzkollaps zu einer enor-
men Verbreiterung des Spektrums kommen. Allerdings existiert hierbei für bestimmte
Mischungsverhältnisse von kohärenter und inkohärenter Rückkopplung eine spektra-
le Lücke im Spektrum, die sich durch Änderung des jeweiligen Anteils kontrollieren
lässt [Gro+07]. Es sei noch angemerkt, dass die Beimischung inkohärenter Antei-
le bemerkenswerterweise im Allgemeinen zu einer Verbesserung der Stabilität im
Vergleich zu rein kohärenter optischer Rückkopplung führt [Hei+03; Oht08].
Um die ECMs und damit die Ausgangsleistung mittels der modifizierten Raten-
gleichungen zu berechnen, muss äquivalent zu den Berechnungen in Abschnitt 2.3.1
eine transzendente Gleichung gelöst werden. Jede der Lösungen kommt nun als po-
tenzielle Mode in Betracht, so dass eine Stabilitätsanalyse nötig ist um potentielle
Moden zu bestimmen. Diese Schritte müssen nun für jeden Datenpunkt des Fehler-
signals wiederholt werden. Ferner ist es nötig, bei der Berechnung alle Moden zu
berücksichtigen, die das Stabilitätskriterium erfüllen. Eine Datenanpassung des auf
Basis der Ratengleichungen modellierten Fehlersignals ist somit sehr rechenzeitauf-
wändig. So betrug die Rechenzeit der exemplarischen Darstellung des Fehlersignals
in Abbildung 3.4 etwa 20 Minuten auf einem Dualkernprozessor18 mit 3 GHz Taktfre-
quenz und 4 GB Arbeitsspeicher. Bei einer Datenanpassung muss diese Berechnung
sehr oft ausgeführt werden, so dass sehr lange Rechenzeiten zu erwarten sind.
Für die Beschreibung des Fehlersignals wurde nun ein Weg gewählt, der im Ge-
gensatz zu den Ratengleichungen numerisch gangbarer ist. Wie in Abschnitt 3.1.2
dargestellt, ermöglicht die Modellierung des ECDLs auf Basis zweier unabhängiger
Fabry-Pérot-Resonatoren bereits eine gute Beschreibung der Dynamik von Moden-
sprüngen bezüglich ihres zeitlichen Auftretens. Motiviert durch den Erfolg dieses
einfachen Modells wird nun zur Beschreibung des Fehlersignals ein affiner An-
satz gewählt. Dabei sollen allerdings die Resonatoren nicht mehr als unabhängig
voneinander betrachtet werden. Vielmehr wird der gesamte ECDL als Drei-Spiegel-
Interferometer aufgefasst. Darüber hinaus wird die Polarisation durch den Jones-
Formalismus, siehe beispielsweise [Hec02, S. 376], beschrieben. Dadurch werden
Mehrfachreflexionen zwischen allen Spiegeln sowie polarisationsabhängige Kompo-
nenten automatisch berücksichtigt. Es wird folglich eine Art polarisationsabhängige
Fabry-Pérot-Modenstruktur des ECDLs berechnet.
18 Intel® Core™2 Duo Prozessor, Typ E8400
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beschrieben. Dabei wird die Basis im Folgenden aus Gründen der Eindeutigkeit an-
statt s, p nun als x , y notiert. Wie eingangs dieses Kapitels erläutert, entspricht das
Fehlersignal dem Stokes-Parameter S1. Dieser lässt sich mit diesem Vektor direkt be-
rechnen
S1 = Ix − I y = |Ex |2− |Ey |2. (3.6)
Eine systematische Messung des normierten Stokes-Parameters
S1,norm = (Ix − I y)/(Ix + I y) (3.7)
für verschiedene Winkeleinstellungen des Viertelwellenlängenplättchens ist in Abbil-
dung 3.6 dargestellt. Bei dieser Messung wurde die Länge des externen Resonators
mittels der Piezo-Aktoren über der Zeit variiert. Es zeigt sich ein breites Spektrum
an Verläufen von S1,norm. Die Ursache dafür liegt in der Variation der externen Re-
flektivität aufgrund der Polarisationsabhängigkeit der Gittereffizienz und der damit
einhergehenden Änderung der Stabilität, siehe auch Abschnitt 2.3.2.
Die Vorgehensweise zur Berechnung der Transmission folgt nun der in [SM85] prä-
sentierten Herangehensweise. Allerdings wird die Beschreibung um die variable Po-
larisation des Lichts erweitert, d. h. das Modell ermöglicht auch bei einer beliebigen
Polarisationsänderung an jeder Stelle des Interferometers eine korrekte Beschreibung
der Transmission. Der Ansatz erlaubt dabei die Berechnung der Transmission für eine
beliebige Anzahl N von Spiegeln.
Abbildung 3.7 zeigt nun eine schematische Darstellung eines Abschnitts des N -
Spiegel-Fabry-Pérot-Interferometers. Die Spiegel definieren dabei N aufeinander fol-
gende Grenzflächen, die im Folgenden als r1, . . . , rN bezeichnet werden. Wie in der
Abbildung dargestellt, werden die jeweiligen komplexen Feldamplituden durch E i
repräsentiert, wobei die mittels der Pfeile eingezeichnete jeweilige Propagations-
richtung durch ein hochgestelltes „+“ respektive „−“ dargestellt ist. Aufgrund der
Anwendung des Jones-Formalismus zur Beschreibung der Polarisation werden die
Feldamplituden mathematisch durch komplexwertige, zweidimensionale Vektoren
repräsentiert. Die Propagation der Felder zwischen zwei Spiegeln mit dem Abstand
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Abb. 3.6: Normierter Stokes-Parameter S1,norm für verschiedene Stellungen des im ex-
ternen Resonator des ECDLs eingebauten Viertelwellenlängenplättchens.
Die Messung erfolgte dabei in Abhängigkeit der Piezo-Spannung. Das Si-
gnal wurde mittels der Photodioden aufgenommen und anschließend nor-
miert, siehe Gleichung (3.7). Aus Darstellungsgründen sind die Messungen
so skaliert, dass die jeweilige Zeichnungsfläche optimal ausgenutzt wird.
mit dem Propagationsphasenwinkel φi = 2pinidi/λ, wobei λ die Emissionswellen-
länge des Lasers und ni der Brechungsindex des Mediums zwischen den Spiegeln
ist. Neben diesen Propagationsmatrizen müssen zusätzlich jegliche polarisationsbe-
einflussende Elemente zwischen den Spiegeln, wie beispielsweise Verzögerungsplätt-
chen oder Polarisatoren, durch ihre jeweilige Jones-Matrix beschrieben werden. Um
nun die Gesamtmatrix Φˆi des i-ten Resonators zu erhalten, ist die Propagationsmatrix
pˆ i mit den entsprechenden Jones-Matrizen zu multiplizieren. Für den ECDL ist bei-
spielsweise die Matrix zur Beschreibung des externen Resonators Φˆ2 gegeben durch
Φˆ2 = pˆ2 pˆλ/4(α). (3.9)
Dabei enthält die Resonator-Matrix Φˆ2 neben der Propagationsmatrix pˆ2 auch die
Jones-Matrix für ein um den Winkel α gedrehtes Viertelwellenlängenplättchen












Abb. 3.7: Schematische Darstellung zweier aufeinander folgender Grenzflächen aus
einem Satz von N Spiegeln. Das elektrische Feld am Ausgang des Interfero-
meters E+aus gilt nur für das letzte Spiegelpaar.






















Dabei wird Absorption sowie diffuse Streuung an den Spiegeloberflächen vernach-
lässigt. Matrizen dieser Form werden zur Modellierung der Laserdioden-Facetten so-
wie der Gittereffizienz verwendet. Dadurch ist eine variable Rückkopplungsstärke
gegeben. So sind für eine schwache Rückkopplung die Gittereffizienz-Koeffizienten
rx ,3 und ry,3 niedriger als bei starker Rückkopplung.
Unter Anwendung der beschriebenen Nomenklatur kann nun die Beziehung zwi-
schen den elektrischen Feldvektoren für einen bestimmten Spiegel aufgestellt wer-
den:
E−i =−rˆ i E+i + tˆ i Φˆi E−i+1 (3.12a)
Φˆi tˆ i E
+
i = Φˆi rˆ i Φˆi E
−
i+1− E+i+1. (3.12b)
Diese Gleichungen lassen sich direkt aus Abbildung 3.7 herleiten, indem bei ei-
nem Spiegel für beide Propagationsrichtungen getrennt alle möglichen Anteile des
elektrischen Feldes superpositioniert werden. Die Ursache für das unterschiedliche
Vorzeichen von rˆ i ist dabei der Phasensprung von pi für Reflexionen von genau ei-
ner Seite jedes Spiegels. Die vollständige Transmissionsmatrix durch das gesamte
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gegeben. Zur Berechnung dieser Matrix ist es nötig, das Gleichungssystem (3.12)
zu lösen. Dazu existieren mehrere Ansätze, die unterschiedliche Vor- und Nachteile
aufweisen. Auf die einzelnen Lösungswege wird im Folgenden kurz eingegangen.
Rekursion
Aufgrund der iterativen Form des Gleichungssystems (3.12) ist ein rekursiver Lö-
sungsansatz naheliegend. Bei diesem intuitiv zugänglichen Weg wird der Lichtpfad
durch die Resonatoren verfolgt. An jedem Spiegel wird das Licht dabei in einen trans-
mittierten respektive reflektierten Anteil aufgespalten. Diese müssen nun getrennt
weiterverfolgt werden, so dass eine baumartige Hierarchie entsteht. Dabei ist der
Umfang der Verzweigungen durch die gewünschte Rekursionstiefe gegeben. Sobald
diese erreicht ist, werden die Anteile der einzelnen Zweige zu einer Näherung des
transmittierten elektrischen Feldes aufaddiert.
Eine solche Rekursion wurde sowohl in Mathematica und aus Gründern der Aus-
führungsgeschwindigkeit auch in C++ implementiert, siehe Anhang C. Dabei zeigte
sich eine sehr langsame Konvergenz. Folglich sind hohe Rekursionstiefen erforder-
lich, um eine Anpassung des Fehlersignals an die Daten zu erreichen. Dies war aus
Gründen der Rechenzeit allerdings nicht möglich, so dass andere Lösungsansätze
erforderlich waren.
Äquivalenzumformung
Eine allgemeine Form der Transmission für N Spiegel basiert auf den in [SM85] prä-
sentierten Äquivalenzumformungen von (3.12). Allerdings muss die Herangehens-
weise an die Erfordernisse des Jones-Formalismus angepasst werden, da die Matrix-
multiplikation im Allgemeinen nicht kommutativ ist. Der ausführliche Rechenweg ist
recht lang und wird daher hier nicht aufgeführt. Die prinzipielle Herangehensweise























Φˆ−1i −rˆ i Φˆi−rˆ i Φˆ−1i Φˆi
! . (3.15)
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Unter der Voraussetzung, dass die Matrizen rˆ i und tˆ i diagonal sind und Φˆi inver-
tierbar ist, lässt sich basierend auf (3.13) für die Transmissionsmatrix
tˆ = tˆ N (Aˆ− Bˆ rˆN )−1 (3.16)
als Lösung angeben. Damit folgt für die transmittierte Intensität I eines beliebigen in






= |tˆ Eein|2. (3.17)
Daraus lässt sich direkt der Stokes-Parameter S1 nach Gleichung (3.6) berechnen.
Durch Parametrisierung aller Matrizen basierend auf den Werten des realen ECDLs
ist es nun möglich, das Modell an die Messdaten anzupassen.
Lineares Gleichungssystem
Wenngleich das im vorherigen Abschnitt beschriebene Verfahren elegant und für ei-
ne beliebige Spiegelanzahl gültig ist, scheitert es jedoch an singulären Resonator-
Matrizen Φˆi, wie sie beispielsweise durch einen im Resonator enthaltenen Polarisa-
tor gegeben sind. Um auch diesen allgemeinsten Fall zu berücksichtigen, wird ein
generisches Lösungsverfahren angewandt.
Eine Lösung ohne jegliche Einschränkungen kann gefunden werden, indem die
Gleichungen (3.12) in ein lineares Gleichungssystem transformiert werden:
1ˆ
rˆ 1 1ˆ 0 −tˆ 1Φˆ1
Φˆ1 tˆ 1 0 1ˆ −Φˆ1 rˆ 1Φˆ1
. . .
rˆ i 1ˆ 0 −tˆ iΦˆi
Φˆi tˆ i 0 1ˆ −Φˆi rˆ iΦˆi
. . .



























Diese Identität lässt sich beispielsweise durch die Anwendung des gaußschen Elimi-
nationsverfahrens leicht nach E+aus auflösen. Dabei ist es möglich, die Inversion von
Matrizen zu unterdrücken, so dass die Resonator-Matrizen Φˆi keinen Einschränkun-
gen unterliegen. Es ist allerdings anzumerken, dass es im Vergleich zur im vorherigen
Abschnitt vorgestellten Methode bei einer beliebigen Spiegelanzahl N lediglich de-
klarativ möglich ist, das Gleichungssystem (3.18) für N anzugeben, jedoch keine
imperative Form wie in Gleichung (3.16).
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3.2.3 Validierung des Modells
In diesem Abschnitt wird das Fehlersignal der aktiven Stabilisierung nun mit Hilfe des
in Abschnitt 3.2.2 präsentierten Modells berechnet und mit Messungen verglichen.
Als Lösungsmethode der Gleichungen (3.12) wird die durch Äquivalenzumformung
erhaltene Lösung verwendet, da die Rechenzeit bei dieser Methode am geringsten
ist. Die Rechnungen sind so implementiert, dass keine singulären Matrizen auftreten
und der Lösungsweg damit gültig bleibt.
Im Folgenden wird nun die Parametrisierung des Modells erläutert. Wie bereits
erwähnt, wird der ECDL als Drei-Spiegel-Interferometer aufgefasst. Diese Spiegel
formen durch den externen und internen Resonator folglich zwei gekoppelte Re-
sonatoren. Die Reflexions-Matrizen rˆ 1 und rˆ 2 sind durch die Facetten-Reflektivitäten
der Laserdiode gegeben. Die Einträge der Matrix rˆ 3 werden entsprechend der Git-
tereffizienz für die jeweilige Polarisation gewählt. Mögliche Phasenänderungen durch







, y > 0 (3.19)
mit der in Gleichung (3.8) eingeführten Propagationsmatrix pˆ1 enthält einen varia-
blen Polarisator, um die Polarisationsabhängigkeit der Laserdiode zu reflektieren. Die
Randbedingung y > 0 garantiert die Invertierbarkeit von Φˆ1.
Um das Modell an die Daten anpassen zu können, werden noch weitere freie Pa-
rameter benötigt. Während des Experiments wurde das Fehlersignal als Funktion der
externen Resonatorlänge gemessen. Diese Längenänderung wird experimentell durch
das Anlegen einer Spannungsrampe an die Piezo-Aktoren realisiert. Dabei ist jedoch
zu beachten, dass die Ausdehnung der Piezo-Aktoren eine nichtlineare Abhängigkeit
von der Spannung aufweist. Um diese Nichtlinearität zu berücksichtigen und zu mo-
dellieren, wird die externe Resonatorlänge in Abhängigkeit der Piezo-Spannung U
als Polynom zweiter Ordnung beschrieben
d2(U) = d20+ d21U + d22U
2. (3.20)
Um die Koeffizienten d20, d21 und d22 abzuschätzen wurde, wie in Abschnitt 3.2.4
im Detail erläutert wird, ein modensprungfreier ECDL-Scan durchgeführt. Während
dieses Scans wurde die relative Änderung der Emissionsfrequenz mittels des HFIs
erfasst. Dieser Frequenzverlauf in Abhängigkeit der Piezo-Spannung gibt dann die
nichtlineare Piezo-Antwort wieder. In Abbildung 3.8 ist das Ergebnis dieser Messung
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Abb. 3.8: Mittels des HFIs gemessener Frequenzverlauf während eines modensprung-
freien ECDL-Scans (rote Kreise) und die daraus errechnete Längenänderung
des externen Resonators (blaue Rauten). Die gestrichelten, geraden Linien
dienen als Referenz, um die Abweichung von einem linearen Verlauf her-
vorzuheben.
Piezo-Spannung auch die Änderung der externen Resonatorlänge. Diese lässt sich















berechnen. Dabei zeigt sich eine Piezo-Ausdehnung von etwa 17µm bei einer Piezo-
Spannung von 80V. Dieser Wert liegt unterhalb der laut Datenblatt der Piezoaktoren
zu erwartenden Ausdehnung von 24 ± 4,8µm bei einer Spannung von 80 V. Auch
in der Masterarbeit von Frau Denise Stang [Sta08] wurde diese Abweichung zwi-
schen gemessener und der zu erwartenden Piezo-Elongation festgestellt. Ein mög-
licher Grund für diese Abweichung ist die relativ hohe Unsicherheit bezüglich der
Ausgangsspannung des Piezo-Kontrollers von ±5% entsprechend seines Datenblatts.
Ferner weisen Piezo-Aktoren Alterungseffekte auf [Phy05], die einen negativen Ein-
fluss auf die Elongation haben.
Unter Berücksichtigung der angenommen Fehler für λ0, d20 und U folgt durch
Anpassen von (3.20) an den gemessenen Verlauf der externen Resonatorlänge der
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Tab. 3.1: Parametrisierung des Modells mit den für die globale Optimierung benötig-
ten Schranken des jeweiligen Parameters.
Parameter Beschreibung Min. Max. Einheit
d20 Länge des externen Resonators 60,000 60,001 mm
d21 Längenkoeffizient des externen Resonators −1,55 −1,50 µm/V
d22 Längenkoeffizient des externen Resonators −70 −60 nm/V2
rx ,3 Gittereffizienz für p-Polarisation 0,40 0,65
ry,3 Gittereffizienz für s-Polarisation 0,08 0,14
d1 Optische Länge der Laserdiode 3,700 3,701 mm
r1 Reflektivität der Rückfacette der Laserdiode 0,30 0,99
r2 Reflektivität der Frontfacette der Laserdiode 0,01 0,36
y Polarisationsabhängigkeit der Laserdiode 0,5 1,0
λ0 Wellenlänge des Lasers 779,99 780,01 nm
h0 Position des ersten Modensprungs −0,5 0,5 pm
h f FSR zwischen den Modensprüngen −5,2 −4,8 pm
α Winkel des Viertelwellenlängenplättchens ±10 ° des jeweiligen Winkels
mögliche Wertebereich für die Koeffizienten der quadratischen Funktion, siehe auch
Tabelle 3.1. Dabei wird für die Piezo-Spannung wie bereits erwähnt ein Fehler von
±5% angenommen. Dieser Spannungsfehler ist die Ursache für die relativ großen
Wertebereiche von d21 und d22.
Die Änderung der externen Resonatorlänge führt zu einer spannungsabhängigen
Änderung der Wellenlänge λ(U). Zur Beschreibung dieses Zusammenhangs wird das
in Abschnitt 3.1.2 präsentierte Modell zur Berechnung des zeitlichen Auftretens von
Modensprüngen verwendet. Die Wellenlänge ist folglich proportional zur Resonator-











Der Parameter h0 erlaubt dabei eine Verschiebung der Modensprungpositionen.












als Funktion der Piezo-Spannung formulieren. Zusammen mit den in Gleichung (3.19)
und (3.9) gegebenen Resonatormatrizen ist nun die Parametrisierung vollständig und
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der gesamte ECDL kann durch das Modell beschrieben werden. Zusammenfassend
wird dabei die Längenänderung des externen Resonators durch Gleichung (3.20) be-
schrieben, wobei die Parameter d20, d21 und d22 zusätzliche Freiheitsgrade für die
Datenanpassung darstellen. Die Gittereffizienz wird durch die Reflexionskoeffizien-
ten r3,x und r3,y getrennt für parallel und senkrecht zu den Gitterlinien polarisiertes
Licht beschrieben. Der Wertebereich für diese Reflektivitäten basiert auf den Angaben
des Gitter-Datenblatts. Für die zur Beschreibung der Laserdioden-Facetten verwende-
ten Parameter r1 und r2 waren keine Angaben verfügbar, so dass die entsprechenden
Wertebereiche so gewählt wurden, dass auch mögliche Vergütungen der Frontfacet-
ten berücksichtigt werden. Der Parameter y berücksichtigt die Polarisationsabhängig-
keit der Laserdiode. Ferner werden für jeden Datensatz neben dem Rotationswinkel
α des Viertelwellenlängenplättchens die Parameter λ0, h0 und h f benötigt, um die
Wellenlänge nach Gleichung (3.22) zu beschreiben. Zusammenfassend existieren für
eine Anpassung des Modells an n Datensätze 4n+ 9 freie Parameter. Diese sind nun
in der Transmissionsmatrix tˆ , siehe auch Gleichung (3.16), enthalten. Tabelle 3.1
zeigt eine Auflistung aller Parameter mit ihren jeweiligen Ober- und Untergrenzen.
Diese Grenzen werden für die zur Datenanpassung verwendeten globalen Optimie-
rungsverfahren benötigt, die im weiteren Verlauf noch vorgestellt werden.
Zur Validierung des Modells dienen die Daten aus den in Abbildung 3.6 gezeig-
ten Messungen. Dabei wurden mit den Drehwinkeln des Viertelwellenlängenplätt-
chens von 0 °, 100 ° und 120 ° drei Datensätze gewählt, die ein breites Spektrum im
Wertebereich des normierten Stokes-Parameters S1,norm abdecken, siehe auch Abbil-
dung 3.9. Die Datenanpassung erfolgt simultan an alle drei Datensätze.
Zur Berechnung des transmittierten elektrischen Feldes Eaus und des nach Glei-
chung (3.6) daraus resultierenden Stokes-Parameters ist es nötig, den Eingangsvek-
tor E in zu kennen. Um diesen zu bestimmen, wurde der Polarisationszustand der
solitären Laserdiode oberhalb der Laserschwelle mit Hilfe des Polarimeters vermes-







eine leicht elliptische Polarisation des von der Laserdiode emittierten Lichts.
Bei der Durchführung der Datenanpassung zeigte sich, dass die Ergebnisse stark
von den Startwerten der Parameter abhängen. Die Ursache dafür liegt in der großen
Spanne der Größenordnungen zwischen den Parametern sowie dem periodischen
Charakter der Resonanzbedingung. So ist beispielsweise die Wellenlänge λ0 im Ver-
gleich zu d20 und d1 sehr klein. Folglich existieren sehr viele unterschiedliche Wellen-
längen, die nahezu das gleiche Ergebnis liefern. Um diese Herausforderung zu über-
winden, wurde für die Datenanpassung ein zweistufiger Ansatz verwendet. Zunächst
wird ein globales Optimierungsverfahren angewendet, um den gesamten durch die in
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Modell-Fit
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Abb. 3.9: Vergleich der drei für die Anpassung des Modells verwendeten Messdaten
mit dem Ergebnis der Datenanpassung. Die grau hinterlegten Bereiche vi-
sualisieren die Abschnitte, für die das Modell eine gute Resonanz zwischen
dem internen und externen Resonator vorhersagt. Zur Verbesserung der
Darstellung ist lediglich jeder 20ste Datenpunkt dargestellt.
Tabelle 3.1 gegebenen Schranken aufgespannten Parameterraum effizient nach mög-
lichen Lösungen zu durchsuchen. Da sich das Ergebnis eines globalen Optimierers
üblicherweise lediglich in der Nähe des absoluten Minimums befindet, wird es in ei-
nem zweiten Schritt als Startwert eines Levenberg-Marquardt-Verfahrens verwendet.
Auf diese Weise stellt das finale Ergebnis eine sehr gute Näherung der bestmöglichen
Modellanpassung innerhalb des großen Parameterraums dar. Die Fehlerabschätzung
der einzelnen Parameter basiert abschließend auf der Auswertung der durch den
Levenberg-Marquardt-Algorithmus gewonnenen Kovarianzmatrix.
Die Wahl eines globalen Optimierungsverfahrens ist stark von der Topologie des Lö-
sungsraums abhängig [SU05]. Das optimale Verfahren für ein bestimmtes Problem
lässt sich dabei jedoch selten direkt angeben. Um ein großes Portfolio unterschied-
licher Optimierungsverfahren zu evaluieren, wurde die Software EvA2 der Universi-
tät Tübingen verwendet [Kro08]. Es handelt sich dabei um ein Programmiergerüst
(framework) heuristischer Optimierungsverfahren mit einem Schwerpunkt auf evo-
lutionären Algorithmen. Das Modell des ECDLs zur Beschreibung des Fehlersignals
wurde dabei in einem C-Programm implementiert, das von EvA2 aufgerufen wird
3.2 Echtzeit-Stabilisierung 51
und die Qualität des jeweiligen Parametersatzes als Rückgabewert berechnet. Der
Quellcode des Programms ist in Anhang D gelistet.
Ganz allgemein handelt es sich bei einem heuristischen Optimierungsverfahren
um einen oft durch die Natur inspirierten Algorithmus zur Bestimmung des globalen
Optimums eines Problems. Dabei repräsentiert ein Individuum einen Parametersatz
des Modells. Die Menge aller Individuen bildet eine Population, die einem Evoluti-
onsdruck ausgesetzt ist, d. h. die Überlebenschancen eines Parametersatzes hängen
von seiner Fitness ab. Bei der Datenanpassung des Modells mit Hilfe des Optimie-
rungsverfahrens entspricht diese Fitness der Summe der mittleren quadratischen
Abweichungen zwischen Modell und Messdaten. Entsprechend des jeweiligen Verfah-
rens wird eine stetige Verbesserung der Fitness eines Individuums auf unterschiedli-
che Arten erreicht. Im Fall eines evolutionären Algorithmus wird beispielsweise das
Konzept von Reproduktion und Mutation implementiert. Dabei entsteht ein neuer
Tochter-Datensatz durch Kreuzung zweier bestehender Datensätze, wobei einzelne
Parameter zufällig von einem Eltern-Datensatz vererbt werden. Zusätzlich werden
einzelne Parameter entsprechend einer Mutation zufällig neu generiert. Einen Über-
blick zur Klasse der evolutionären Algorithmen gibt beispielsweise [Mic96]. Andere
Verfahren imitieren das Verhalten von Schwärmen, wobei die Individuen sich durch
den Parameterraum bewegen und sich dabei bezüglich Bewegungsrichtung und Ge-
schwindigkeit an ihren Nachbarn sowie dem besten Individuum orientieren. Nahezu
alle heuristischen Optimierungsverfahren weisen eine zufällige Komponente auf, wie
beispielsweise die Mutation bei den evolutionären Algorithmen. Um zu verhindern,
dass Lösungen außerhalb physikalisch sinnvoller Grenzen gesucht werden, existieren
unterschiedliche Möglichkeiten. So wird die Fitness aller Individuen mit Parametern
außerhalb der Grenzen je nach Verfahren stark verschlechtert oder auf Null gesetzt.
Bei den Schwarm-basierten Verfahren wird der Geschwindigkeitsvektor bei Erreichen
der Grenzen gespiegelt, so dass alle Partikel im Parameterraum gefangen bleiben.
Bei der Evaluation der verschiedenen in EvA2 enthaltenen Verfahren stellte sich
ein solcher Partikelschwarm-Algorithmus als besonders geeignet heraus. Dabei wur-
de eine Population von 200 sowie eine niedrige maximale Partikelgeschwindigkeit
gewählt. Diese Begrenzung der erlaubten Schrittweite für Parameteränderungen ver-
hindert eine Konvergenz zu lokalen Minima bei periodischen Problemen. Basierend
auf den in Tabelle 3.1 angegebenen Parametergrenzen wurde nun eine Datenanpas-
sung durchgeführt. Das Ergebnis nach globaler Optimierung und der Anwendung
eines Levenberg-Marquardt-Algorithmus ist in Abbildung 3.9 dargestellt. Dabei zeigt
sich eine gute Übereinstimmung zwischen Modell und Daten. Die Werte der Parame-
ter sind zusammen mit den jeweiligen Fehlerangaben in Tabelle 3.2 zusammenge-
fasst. Wie bereits erwähnt wurde die Datenanpassung basierend auf einer einzigen
Parameterbasis durchgeführt, daher sind die Parameter eins bis neun für alle Daten-
sätze gültig. Da jedoch die Messung der einzelnen Datensätze sequenziell nach einer
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Tab. 3.2: Werte der Parameter des Modells nach der zweistufigen Datenanpas-
sung mittels globalem Optimierungsverfahren sowie Levenberg-Marquardt-
Algorithmus zusammen mit den jeweiligen Fehlerangaben.
# Datensatz Parameter Wert
1 d20 (60,0009± 6× 10−4)mm
2 d21 (−1,525± 5× 10−3)µm/V
3 d22 (−68± 3)nm/V2
4 r3,x (0,56± 0,08)
5 r3,y (0,13± 0,07)
6 d1 (3,70021± 2× 10−5)mm
7 r1 0,99
8 r2 (0,03± 0,04)
9 y (0,84± 0,05)
10 1 λ0 (779,998± 0,007)nm
11 1 h0 (0,0109± 0,0008)pm
12 1 h f (−5,07201± 5× 10−5)pm
13 1 α 10 °
14 2 λ0 (780,007± 0,007)nm
15 2 h0 (0,39± 0,3)pm
16 2 h f (−5,073± 0,002)pm
17 2 α 104 °
18 3 λ0 (780,005± 0,007)nm
19 3 h0 (−28,1± 0,1)pm
20 3 h f (−5,077± 0,002)pm
21 3 α 112 °
manuellen Drehung des Viertelwellenlängenplättchens durchgeführt wurde, variie-
ren neben diesem Winkel α die Werte für die Wellenlänge λ0, die Position des ersten
Modensprungs h0 sowie der modensprungfreie Spektralbereich h f für jeden einzel-
nen Datensatz, siehe auch Abbildung 3.6.
Basierend auf den Parametern der besten Datenanpassung wurde zusätzlich mittels
des Modells numerisch evaluiert für welche Piezo-Spannungen die Resonanzbedin-
gung zwischen internem und externem Resonator erfüllt ist. Ein Bereich um diese
Spannungen ist für den jeweiligen Datensatz in der Abbildung als grau hinterlegtes
Rechteck markiert. Diese Bereiche guter Resonanz befinden sich jeweils kurz vor ei-
nem Modensprung. Dies stimmt mit der in Abbildung 3.4 gezeigten exemplarischen
Berechnung des Fehlersignals auf Basis der Ratengleichungen überein. Das präsen-
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tierte theoretische Modell erlaubt folglich eine korrekte Beschreibung des ECDLs und
insbesondere des Fehlersignals der aktiven Stabilisierung.
3.2.4 Experimentelle Ergebnisse
In den beiden folgenden Abschnitten werden nun die experimentellen Ergebnisse
präsentiert, die durch das Anwenden des aktiven Stabilisierungsverfahrens ermög-
licht werden. Diese wurden teilweise in Referenz [FSW09] veröffentlicht. Das Ziel der
Experimente war das Erreichen großer modensprungfreier Durchstimmbereiche. Da-
bei wird zunächst der jeweilige experimentelle Aufbau schematisch dargestellt und
die Durchführung des Experiments beschrieben. Abschließend werden die erreichten
Durchstimmbereiche präsentiert und etwaige limitierende Faktoren diskutiert.
Piezo-Strom-Methode
Bei der in diesem Abschnitt vorgestellten Methode wird die optische Länge des Halb-
leiterlasers d1 auf die Länge des externen Resonators d2(U) stabilisiert. Die Änderung
von d1 erfolgt dabei durch eine Variation des Pumpstroms der Laserdiode. Dieser Ein-
fluss des Pumpstroms basiert auf der in Abschnitt 2.2 bereits diskutierten Temperatur-
abhängigkeit des Brechungsindex des Halbleitermaterials. Während der kontinuierli-
chen Längenänderung von d2(U)mittels der Piezo-Aktoren wird nun bei Anwendung
des aktiven Stabilisierungsverfahrens die Resonanzbedingung des ECDLs durch eine
Pumpstrom-Nachführung aufrecht erhalten. Die Methode wird daher im Folgenden
auch als Piezo-Strom-Methode (piezo-current-locking, PCL) bezeichnet. Durch An-
wendung dieser Methode werden Modensprünge verhindert und die Wellenlänge
ändert sich entsprechend einer Änderung von d2(U).
Der experimentelle Aufbau der Piezo-Strom-Methode ist in Abbildung 3.10 sche-
matisch dargestellt. Neben dem in Abschnitt 3.2.1 bereits im Detail erläuterten ECDL
und den Bauteilen zur Detektion des Polarisationszustands kommt ein Faraday-
Isolator so wie das in Abschnitt 3.1.1 beschriebene Fabry-Pérot-Interferometer mit
hoher Finesse zur präzisen Messung des Durchstimmbereichs zum Einsatz.
Zusätzlich zu diesen optischen Komponenten werden verschiedene elektronische
Geräte verwendet. Der Regelkreis wird mit Hilfe eines von Herrn Daniel Depenheuer
entwickelten PID-Reglers [Dep07] geschlossen. Sowohl die Stromquelle zur Bereit-
stellung des Pumpstroms der Laserdiode als auch die Steuerung zur Regelung der
Laserdiodentemperatur sind Eigenentwicklungen, die in der Diplomarbeit des Au-
tors [Füh07] ausführlich beschrieben sind. Dabei bilden die hochintegrierten Chips
WLD3343 und WTC3243 der Firma Wavelength Electronics19 das Herzstück der je-
weiligen Schaltung. Aufgrund des hohen Rauschpegels des Stromtreiber-ICs wurde
19 Wavelength Electronics Inc., Bozeman, MT, USA, http://www.teamwavelength.com


















Abb. 3.10: Schematische Darstellung des experimentellen Aufbaus der Piezo-Strom-
Methode. Die Darstellung ist nicht maßstabsgetreu. Die externe Resona-
torlänge wird durch die Position des Gitters (G) mit einer Dreiecksrampe
periodisch variiert. Der PID-Regler steuert den Pumpstrom der Laserdiode
und hält die Resonanz des ECDLs aufrecht. Weitere Komponenten: Kol-
limationslinse (KL), Viertelwellenlängenplättchen (VWP), Piezo-Aktoren
(PZT), Strahlteiler (ST), Halbwellenlängenplättchen (HWP), polarisierender
Strahlteiler (PST), Photodiode (PD), Faraday-Isolator (FI), Interferometer
mit hoher Finesse (HFI).
jedoch im Laufe der vorliegenden Arbeit zusammen mit Herrn Benjamin Rein eine
neue Stromquelle entwickelt, die ein deutlich geringeres Rauschen aufweist [FR10].
Genauere Angaben dazu folgen in Kapitel 4. Die Dreiecksrampe zur Modulation der
Piezoaktoren wurde mittels eines Funktionsgenerators vom Typ 33120A des Herstel-
lers Agilent20 generiert.
Im Folgenden wird nun der experimentelle Ablauf beschrieben. Dabei wird davon
ausgegangen, dass die optische Rückkopplung durch eine manuelle Justage der Git-
terwinkel bereits hergestellt wurde. Eine ausführliche Beschreibung dieser Prozedur
befindet sich in [Topa; Dez06; Füh07]. Zur Optimierung des PCL-Fehlersignals wird
zunächst das Stabilisierungsverfahren deaktiviert und ein konstanter Pumpstrom
oberhalb der Laserschwelle eingestellt. Die externe Resonatorlänge wird nun mit-
tels der Piezo-Aktoren periodisch variiert. Dabei wird das Fehlersignal mit einem
Oszilloskop beobachtet. Durch Rotation des Viertelwellenlängenplättchens sowie ei-
ner Feinjustage der Gitterwinkel mittels der Offset-Spannung jedes einzelnen Piezo-
20 Agilent Technologies, Inc., Santa-Clara, CA, USA, http://www.agilent.com
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Abb. 3.11: Mittels des HFIs gemessener modensprungfreier Durchstimmbereich des
durch PCL stabilisierten ECDLs von 105 GHz bei einer Scan-Rate von
11 Hz. Der Frequenzabstand zweier aufeinander folgender Transmissions-
Maxima des Interferometers beträgt dabei 1 GHz. Die laserdiodeninterne
Photodiode wurde genutzt, um den Verlauf der Ausgangsleistung zu mes-
sen (blaue Kurve). Die gestrichelte Linie visualisiert den Verlauf der Span-
nungsrampe zur Piezo-Modulation.
Aktors wird nun das Fehlersignal so lange optimiert, bis es ein regelmäßiges Verhal-
ten über einen großen Piezo-Hub aufweist. Weitere Anmerkungen zur Vorgehenswei-
se finden sich in der Masterarbeit von Frau Denise Stang [Sta08]. Abschließend muss
kontrolliert werden, ob die Nulllage des Fehlersignals unabhängig vom Pumpstrom
der Laserdiode ist. Sollte dies nicht der Fall sein, lässt sich dies durch Drehen des
Halbwellenlängenplättchens kompensieren.
Sobald ein sauberes Fehlersignal vorliegt, kann der PID-Regler aktiviert werden.
Unter Umständen ist es erforderlich, das Fehlersignal zu invertieren, so dass die Re-
gelung in die korrekte Richtung erfolgt. Durch das stetige Erhöhen des Piezo-Hubs
lässt sich nun der modensprungfreie Durchstimmbereich sukzessive vergrößern. Un-
ter Umständen können bei dieser Vorgehensweise Modensprünge am Rand des Scan-
Bereichs auftreten. Die Ursache dafür ist in diesem Fall eine ungeeignete Nachfüh-
rung des Gitterwinkels an die immer größer werdende Wellenlängenänderung. Durch
Feinjustage der Verstärkungen aller Piezo-Aktoren lässt sich das Übersetzungsverhält-
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nis zwischen Translation und Rotation des Gitters jedoch mühelos optimieren, so dass
die Littrow-Bedingung für die jeweils aktuelle Wellenlänge aufrecht erhalten bleibt.
Diese Prozedur muss lediglich bei einer kompletten Neujustage des ECDLs einmalig
durchgeführt werden.
Die Piezo-Strom-Methode wurde nun wie beschrieben mit dem Ziel angewendet,
den Scan-Bereich des ECDLs zu maximieren. Basierend auf der Messung des HFIs
wurde ein modensprungfreier Durchstimmbereich von 105 GHz mit einer Wieder-
holrate von 11 Hz erreicht, siehe Abbildung 3.11. Dabei ist neben dem Transmissi-
onssignal des Interferometers das Signal der in der Laserdiode verbauten internen
Photodiode gezeigt. Zur Umwandlung des Photostroms in eine Spannung wurde ein
Transimpedanzverstärker verwendet [Füh07, S. 43]. Der Verlauf des Photodioden-
Signals zeigt deutlich die nichtlineare Nachführung des Pumpstroms aufgrund des
nichtlinearen Verhaltens der Piezo-Aktoren. Ferner sind beide Flanken der Piezo-
Rampe modensprungfrei. Dies ist üblicherweise bei Anwendung der feed-forward
Technik aufgrund der Hysterese der Piezo-Aktoren nur für kleine Durchstimmberei-
che der Fall.
Eine weitere Vergrößerung des Durchstimmbereichs war mittels des PCL-Verfahrens
nicht möglich, da bereits der maximale laut Datenblatt zulässige Pumpstrom der
Laserdiode erreicht wurde [Thoa]. Zur Umgehung dieser Beschränkung wurde ein
alternatives Verfahren angewandt, das im folgenden Abschnitt präsentiert wird.
Temperatur-Piezo-Methode
Um die Limitierung des modensprungfreien Durchstimmbereichs aufgrund des maxi-
malen Pumpstroms der Laserdiode zu überwinden, erfolgt bei der Temperatur-Piezo-
Methode (temperature-piezo-locking, TPL) die Änderung der internen Resonatorlän-
ge durch eine Temperaturänderung der Laserdiode bei konstantem Pumpstrom. Prin-
zipiell ist es bei der Implementierung eines Regelkreises sinnvoll, einen Parameter mit
hoher Reaktionsgeschwindigkeit als Stellgröße zu verwenden, um eine große Regel-
bandbreite zu erreichen. Aus diesem Grund wird bei der TPL-Methode die externe
Resonatorlänge auf die periodische Temperaturänderung der Laserdiode stabilisiert,
siehe Abbildung 3.12.
Die Variation der Laserdiodentemperatur erfolgte durch die in der Laserdiodenhal-
terung integrierten Peltier-Elemente. Prinzipiell verfügt die zur Temperaturregelung
verwendete Steuerung über eine externe Modulationsmöglichkeit des Temperatur-
sollwertes. Aufgrund der Regelcharakteristik der Steuerung äußert sich jedoch eine
periodisch alternierende Sollwertvorgabe lediglich in einer sehr trägen Temperatur-
änderung. Aus diesem Grund wurde für die TPL-Methode eine Schaltung entwickelt,
die stets die maxmimale Leistung der Peltier-Elemente nutzt, wobei bei Erreichen ei-



















Abb. 3.12: Schematische Darstellung des experimentellen Aufbaus der Temperatur-
Piezo-Methode. Die Darstellung ist nicht maßstabsgetreu. Die Temperatur
der Laserdiode wird wie im Text beschrieben periodisch variiert. Der PID-
Regler steuert die Spannung der Piezo-Aktoren und hält die Resonanz des
ECDLs aufrecht. Zur Erläuterung der einzelnen Komponenten vergleiche
Abbildung 3.10.
Spannung invertiert wird. Die Schaltung ist in Abbildung 3.13 dargestellt. Im Kern
handelt es sich um einen Präzisions-Schmitt-Trigger. Dabei dienen die Operationsver-
stärker IC3A und IC3B als Komparatoren zum Vergleich der variablen Schaltschwel-
len mit der aktuellen Spannung des NTC21-Temperaturfühlers. Die Ausgänge dieser
Komparatoren steuern den Zustand des Flipflops IC1, dessen Ausgang dann über
einen Leistungstransistor ein Relais ansteuert um somit zwischen Heizen und Kühlen
der Peltier-Elemente umzuschalten.
Die Schaltpunkte lassen sich mit den Potentiometern R5 und R6 einstellen. Nicht
im Schaltplan dargestellt ist ein externes Netzteil zur Bereitstellung der Peltier-
Spannungen VHeizen und VKühlen.
Die experimentelle Durchführung basiert wie bei der PCL-Methode zunächst auf
einer einmaligen Optimierung des Fehlersignals und der anschließenden Aktivie-
rung des Regelkreises. Danach wird durch eine sukzessive Vergrößerung des Tem-
peraturbereichs der Durchstimmbereich immer weiter erhöht. Auch hier kann es
21 Bei einem negative temperature coefficient-Widerstand, auch als Heißleiter oder Thermistor be-
zeichnet, handelt es sich um einen stark temperaturabhängigen Widerstand, der mit steigender
Temperatur besser leitet. Der hier verbaute Thermistor weist bei einer Temperatur von 25 °C einen
Widerstand von 10kΩ auf.





















































































































Abb. 3.13: Schaltplan der Steuerung zur periodischen Temperaturmodulation der La-
serdiode. Dabei bildet das Flipflop IC1 zusammen mit den Komparatoren
IC3A und IC3B einen Präzisions-Schmitt-Trigger mit durch die Potentiome-
ter R5 und R6 einstellbaren variablen Schaltschwellen. Je nach Zustand des
Flipflops legt das Relais K1 eine positive respektive negative Spannung an
die Peltier-Elemente an. In der Darstellung nicht gezeigt sind die Peltier-
Elemente, der NTC-Fühler sowie das Netzteil zur Bereitstellung des Heiz-
und Kühlstroms.
bei der erstmaligen Durchführung zu Modensprüngen im Randbereich kommen,
die durch Nachjustage der individuellen Verstärkungen der Piezo-Aktoren beseitigt
werden können. Die TPL-Methode wurde nun mit dem Ziel angewandt, den moden-
sprungfreien Durchstimmbereich zu maximieren. Die in Abbildung 3.14 präsentier-
ten Ergebnisse wurden im Rahmen der Master-Arbeit von Frau Denise Stang [Sta08]
erzielt. Es konnte ein modensprungfreier Durchstimmbereich von 130 GHz bei einer
Scan-Dauer von 80 s erreicht werden. Die Temperatur der Laserdiode wurde dabei
von 23,3 °C auf 27 °C geändert. Der Pumpstrom der Laserdiode blieb während der
Messung bei einem konstanten Wert von 50 mA. Eine weitere Vergrößerung des mo-
densprungfreien Durchstimmbereichs war aufgrund der bereits vollständig genutzten
maximalen Piezo-Elongation nicht möglich. Der gesamte tatsächlich genutzte Piezo-
Hub setzt sich dabei aus den zur Optimierung des Fehlersignals nötigen individuellen
Offset-Spannungen der einzelnen Aktoren sowie der Modulation aufgrund des Stabi-
lisierungsverfahrens zusammen.
Es sei noch angemerkt, dass die Limitierung des maximalen Scan-Bereichs kein
inhärentes Attribut der Stabilisierungsverfahren darstellt. Vielmehr besteht die Ur-
sache lediglich in externen Einschränkungen aufgrund des maximalen Pumpstroms
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Abb. 3.14: Mittels des HFIs gemessener modensprungfreier Durchstimmbereich des
durch TPL stabilisierten ECDLs von 130 GHz bei einer Scan-Dauer von
80 s. Der Frequenzabstand zweier aufeinander folgender Transmissions-
Maxima des Interferometers beträgt dabei 1 GHz. Der in der Laserdioden-
Halterung integrierte NTC-Fühler wurde genutzt, um den Temperaturver-
lauf der Laserdiode zu bestimmen (blaue Kurve). Die gestrichelte Linie
zeigt den Spannungsverlauf der Piezo-Aktoren.
3.2.5 Anwendungen
Nach der in den beiden vorherigen Abschnitten dargestellten erfolgreichen Reali-
sierung großer modensprungfreier Durchstimmbereiche mittels des PCL- und TPL-
Verfahrens werden nun in den folgenden Kapiteln diverse Anwendungen der aktiven
Stabilisierung präsentiert. Neben der direkten Anwendung großer Durchstimmberei-
che zur Spektroskopie von Rubidium (Rb) werden die Möglichkeiten der Regelung
genutzt, um in Analogie zu einem arbiträren Funktionsgenerator eine beliebige Wel-
lenlängenänderung zu realisieren. Darüber hinaus wird die prinzipielle Machbarkeit
einer absoluten Wellenlängenstabilisierung durch die Implementierung eines zweiten
Regelkreises demonstriert.
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Spektroskopische Untersuchungen
In der Arbeitsgruppe Laser und Quantenoptik (LQO) der TU Darmstadt existieren
mehrere Projekte, bei denen spektroskopische Untersuchungen eine zentrale Rolle
spielen [Wol03; Len04; Maß07; Dep+11]. Dabei sind die jeweiligen Absorptionslini-
en durch Doppler- und Druckverbreiterung gegenüber ihrer natürlichen Linienbreite
teilweise auf mehrere zehn Gigahertz verbreitert. Bei der Auswertung der experimen-
tellen Daten ist es wichtig, auch Messdaten abseits der eigentlichen Absorptionslinie
zu berücksichtigen. So erfolgt eine Modellanpassung zur Bestimmung der Konzentra-
tion, der Temperatur und des Drucks eines Gases nur dann zufriedenstellend, wenn
eine Basislinie als Referenz vorhanden ist [Wol03].
Folglich besteht die Anforderung an den zur Spektroskopie verwendeten Laser pri-
mär darin, einen möglichst großen modensprungfreien Durchstimmbereich aufzu-
weisen, um über ausreichend Reserven für eine Abtastung des Linienprofils inklusive
Nulllinie zu verfügen. Die in den vorherigen Abschnitten präsentierten aktiven Sta-
bilisierungsverfahren ermöglichen solche weiten Scan-Bereiche.
Neben dieser Anforderung an den Durchstimmbereich ist eine geringe spektrale
Breite des Lasers für Anwendungen bei Präzisionsmessungen, wie beispielsweise der
dopplerfreien Sättigungsspektroskopie, essentiell. In der Arbeitsgruppe LQO werden
im Rahmen des Brillouin-Projekts [PW10] sog. FADOF22 verwendet. Dabei befindet
sich eine Gaszelle zwischen zwei gekreuzten Polarisatoren. Durch die aufgrund ei-
nes äußeren Magnetfeldes induzierte Zeeman-Aufspaltung der Spektrallinien sowie
der anomalen Dispersion im Bereich dieser Übergänge wirkt die Gaszelle als Faraday-
Rotator. Details zu FADO-Filtern finden sich in den Arbeiten [Pop04; Maß07; Pop10].
FADO-Filter weisen typischerweise scharfe Transmissionskanten und je nach Tem-
peratur und Gasgemisch feine Substrukturen auf. Bei der Charakterisierung dieser
FADOF-Spektren ist folglich eine geringe Laser-Linienbreite wünschenswert. Es wer-
den daher neben den Absorptionsspektren von Rubidium im Folgenden zusätzlich
Messungen von FADOF-Transmissionsspektren präsentiert. Eine detailierte Analyse
der Linienbreite eines mittels des PCL-Verfahrens stabilisierten ECDLs folgt in Kapi-
tel 4.
Durch die folgenden Messungen an Rubidium soll nun die Eignung der Stabili-
sierungsverfahren für spektroskopische Untersuchungen demonstriert werden. Sie
stellen dabei ferner supplementär zu den HFI-Messungen eine Überprüfung des mo-
densprungfreien Durchstimmbereichs dar. Es sei ausdrücklich darauf hingewiesen,
dass bei den präsentierten Messungen einzig die Anwendung des aktiven ECDL-
Stabilisierungsverfahrens im Vordergrund steht. Es erfolgt keine Analyse oder Mo-
dellierung der Rubidium-Spektren sowie der FADOF-Transmission.











Abb. 3.15: Schematische Darstellung des experimentellen Aufbaus zur Spektroskopie
von Rubidium. Das Licht des durch das PCL-Verfahren stabilisierten ECDLs
passiert zunächst einen Faraday-Isolator (FI). Teile des Lichts werden von
Strahlteilern (ST) zu einem Wellenlängenmessgerät sowie zur Referenz-
photodiode PD1 reflektiert. Nach Durchqueren der beheizbaren Gaszelle
trifft es auf die Messphotodiode PD2. Für die FADOF-Messungen werden
zusätzliche die gestrichelt dargestellten, gekreuzten Polarisatoren (PST)
und eine Spule zur Erzeugung des Magnetfeldes verwendet.
Für die Messungen wurde ein Gas bestehend aus 85Rb und 87Rb im natürlichen
Isotopenverhältnis von etwa 13 zu 5 verwendet. Zusätzlich enthalten die im Expe-
riment verwendeten Gaszellen die Puffergase Ethan respektive Xenon. Dies führt zu
einer zusätzlichen starken Verbreiterung der Rubidium-Linien [RMC97]. Bei dem un-
tersuchten Übergang handelt es sich um die Resonanz 52S1/2→ 52P3/2 mit einer Va-
kuumwellenlänge von 780,2414 nm [Ste10a] für 85Rb respektive 780,2412 nm für
87Rb [Ste10b]. Der in den folgenden Messungen ausgezeichnete Frequenznullpunkt
wurde daher entsprechend einer Frequenz von f0 = c/780,241 nm gesetzt.
Der experimentelle Aufbau ist schematisch in Abbildung 3.15 dargestellt. Neben
dem mittels des PCL-Verfahrens stabilisierten ECDL sowie der Gaszelle dient eine
Mess- sowie eine Referenzphotodiode der Bestimmung der Transmission. Im Fall der
FADOF-Messungen sind zusätzlich die nötigen Polarisatoren sowie eine Spule zur
Erzeugung des Magnetfeldes vorhanden. Die Zelle hat eine Innenlänge und somit
eine Absorptionsstrecke von 10 mm. Sie befindet sich in einem Heizofen und lässt
sich mit Hilfe eines Temperaturreglers vom Typ HT 30 der Firma Horst23 mit ei-
ner Temperaturauflösung von ein Grad Celsius erwärmen. Details zur Spulen- und
Ofenkonstruktion finden sich in [Pop04].
Die experimentelle Durchführung basiert auf einem in LabView implementier-
ten Steuer- und Messprogramm. Dabei wird die Modulationsspannung der Piezo-
Aktoren und somit die externe Resonatorlänge durch einen Analogausgang der in
Abschnitt 3.1.3 vorgestellten DAQ-Karte inkrementell variiert. Aufgrund des akti-
23 Horst GmbH, Lorsch, http://www.horst.de
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Abb. 3.16: Spektrum von Ethan-gepuffertem Rubidium im natürlichen Isotopenver-
hältnis in Abhängigkeit der Gastemperatur. Die Anzahl der Datenpunkte
beträgt 4000 für jedes Spektrum.
vierten PCL-Verfahrens passt sich der Pumpstrom der Laserdiode automatisch an, so
dass eine modensprungfreie Wellenlängenänderung des ECDLs erfolgt. Das LabView-
Programm liest nun für die jeweilige externe Resonatorlänge zur Bestimmung der
aktuellen Wellenlänge ein Wellenlängenmessgerät aus. Es handelt sich dabei um das
Modell WS/7 des Herstellers HighFinesse24. Ferner protokolliert es die Spannungen
der Photodioden. Danach wird die Piezo-Spannung um die gewählte Schrittweite er-
höht und die Datenaufnahme beginnt erneut. Diese Prozedur wird vom Programm so
lange wiederholt, bis eine voreingestellte maximale Piezo-Elongation erreicht wurde.
Es wurde nun eine Messreihe der Absorptionsspektren von Rubidium mit dem
Puffergas Ethan in Abhängigkeit der Zellentemperatur durchgeführt, siehe Abbil-
dung 3.16. Dabei konnte das gesamte Spektrum aufgrund des großen Durchstimmbe-
reichs in einem Durchgang aufgenommen werden, ohne es in mehrere Einzelmessun-
gen zu segmentieren. Dies war in vorherigen Arbeiten aufgrund des eingeschränkten
ECDL-Durchstimmbereichs nötig und führte teilweise zu Inkonsistenzen in den Über-
lappungsbereichen [Maß07].
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Abb. 3.17: Transmission eines Ethan-gepufferten Rubdium-FADOF in Abhängigkeit
des Spulenstroms. Die Temperatur der Gaszelle wurde dabei konstant auf
150 °C gehalten. Die Messung besteht aus 4000 Datenpunkten pro Spek-
trum.
Das Experiment wurde nun um die in der Darstellung des Aufbaus gestrichelt ein-
gezeichneten gekreuzten Polarisatoren erweitert. Dadurch entspricht der Aufbau
dem oben beschriebenen FADOF. Es wurde nun sowohl für Ethan-gepuffertes als
auch für Xenon-gepuffertes Rubidium eine Messreihe in Abhängigkeit des Spulen-
stroms durchgeführt, siehe Abbildung 3.17 und 3.18. Die Temperatur der Gaszelle
wurde dabei während der Messung konstant gehalten. Sie betrug 150 °C(110 °C) für
die Ethan(Xenon)-Rubidium-Zelle. Zur Automatisierung des experimentellen Ablaufs
wurde erneut das bereits beschriebene LabView-Programm verwendet. Beide Mes-
sungen zeigen deutlich die gute Wiedergabe der charakteristischen steilen FADOF-
Kanten und im Fall der Xenon-Messung die Auflösung feiner Details.
Die exemplarisch durchgeführten Messungen an Rubidium unter dem Einfluss von
Puffergasen demonstrieren somit die Nützlichkeit der aktiven ECDL-Stabilisierung
für das Anwendungsfeld der Präzisionsspektroskopie. In den folgenden Abschnit-
ten werden nun zwei Anwendungen präsentiert, die ohne das aktive ECDL-
Stabilisierungsverfahren schwierig oder nur eingeschränkt realisierbar sind.
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Abb. 3.18: Transmission eine Xenon-gepufferten Rubdium-FADOF in Abhängigkeit
des Spulenstroms. Die Temperatur der Gaszelle wurde dabei konstant auf
110 °C gehalten. Die Messung besteht aus 4000 Datenpunkten pro Spek-
trum.
Absolute Wellenlängenstabilisierung
Durch die aktive ECDL-Stabilisierung ist im Fall des PCL-Verfahrens die Wellenlänge
direkt von der externen Resonatorlänge d2(U) abhängig, siehe auch Gleichung 3.20.
Es ist daher durch eine Regelung der Piezo-Spannung U möglich, die Wellenlänge
auf einem konstanten Wert zu halten. Dadurch kann folglich eine absolute Wellen-
längenstabilisierung des ECDLs erreicht werden. Dabei hält der Regelkreis des PCL-
Verfahrens die Resonanz zwischen internem und externem Resonator aufrecht und
verhindert somit Modensprünge. Ein weiterer Regelkreis ersetzt nun den bisher zur
Steuerung des externen Resonators verwendeten Funktionsgenerator und kompen-
siert somit Drifts der externen Resonatorlänge aber auch Temperaturschwankungen
der Laserdiode.
Für diesen zweiten Regelkreis ist nun ein Fehlersignal erforderlich. Dies lässt sich
prinzipiell durch die Anwendung etablierter Verfahren zur allgemeinen Laserstabili-
sierung erhalten, wie beispielsweise die eingangs bereits erwähnte top-of-fringe Me-
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Abb. 3.19: Stabilisierung des ECDLs durch einen in LabView implementierten PID-
Regler auf ein Wellenlängenmeter. Ab der gestrichelten Linie wurde dieser
Regelkreis deaktiviert. Die Kontrolle der Emissionsfrequenz erfolgt durch
eine Änderung der externen Resonatorlänge. Das PCL-Verfahren verhin-
dert dabei das Auftreten von Modensprüngen.
Zur Demonstration der prinzipiellen Realisierbarkeit einer absoluten Wellenlängen-
stabilisierung auf Basis des PCL-Verfahrens wurde das im vorherigen Abschnitt vor-
gestellte Wellenlängenmeter verwendet. Der Regelkreis zur Kontrolle der Resonator-
länge wurde dabei in LabView implementiert. Der Ablauf dieser Software-Regelung
wird im Folgenden kurz beschrieben. Zur Bestimmung des Istwertes wird das Wel-
lenlängenmessgerät durch das LabView-Programm ausgelesen. Aus der Differenz des
Istwertes und eines frei wählbaren Sollwertes berechnet nun ein in LabView pro-
grammierter PID-Regler die neue Modulationsspannung der Piezo-Aktoren. Diese
wird über einen Analogausgang der DAQ-Karte an den Piezo-Verstärker ausgege-
ben. Die Regelbandbreite dieser Software-Regelung ist gering, da ein normaler PC
und keine echtzeitfähige Hardware, wie beispielsweise ein FPGA25, verwendet wur-
de. Sie beträgt je nach Antwortzeit des Wellenlängenmessgeräts etwa 40 Hz, wobei
die Ausgabe der Stellgröße des Reglers mit etwa 300 Hz erfolgt. Zur Kompensation
von Drifts ist die Bandbreite jedoch ausreichend, siehe Abbildung 3.19. Die Messung
25 F ield programmable gate array. Es handelt sich dabei um einen programmierbaren IC, der mit
festen Taktzyklen arbeitet und daher echtzeitfähig ist.
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zeigt die aktuelle Emissionsfrequenz des ECDLs relativ zum Sollwert der Regelung
über einen Zeitraum von zehn Minuten. Dabei wurde der Regelkreis zur Wellen-
längenstabilisierung nach etwa fünf Minuten deaktiviert. Dieser Zeitpunkt ist in der
Abbildung durch eine gestrichelte Linie hervorgehoben. Die PCL-Stabilisierung blieb
jedoch permanent aktiviert. Wie im vergrößerten Ausschnitt in Abbildung 3.19 zu
sehen ist, liegt die Änderung der relativen Laserfrequenz durch die Regelung der
externen Resonatorlänge im Bereich der Auflösungsgrenze des Wellenlängenmessge-
räts.
Arbiträre Wellenlängenänderung
Bei den in Abschnitt 3.2.4 präsentierten Messungen zur Bestimmung des moden-
sprungfreien Durchstimmbereichs des ECDLs sowie den spektroskopischen Untersu-
chungen in Abschnitt 3.2.5 wurde die Piezo-Spannung stets linear entsprechend einer
Dreiecksrampe moduliert. Dies hat bis auf Abweichungen aufgrund der Nichtlineari-
tät der Piezo-Aktoren eine annähernd lineare Wellenlängenänderung zur Folge. Für
bestimmte Anwendungen kann es jedoch vorteilhaft sein, andere Wellenlängenver-
läufe zu nutzen. So kommt es mit steigender Scan-Frequenz zu einem Nachschwin-
gen (ringing) der Piezo-Aktoren an den Umkehrpunkten der Dreiecksrampe [Sta08].
Die Ursache dafür sind die im Fourierspektrum der Dreiecksrampe enthaltenen hö-
heren Frequenzanteile aufgrund der scharfen Umkehrpunkte. Dies lässt sich verhin-
dern, indem eine Tiefpass-gefilterte Dreiecksrampe genutzt wird. Für besonders hohe
Scan-Raten ist die Verwendung einer sinusförmigen Modulation nötig [BW12]. Durch
eine rechteckförmige Modulation ist es möglich, innerhalb der Regelbandbreite zwi-
schen zwei oder mehr Wellenlängen umzuschalten. Dies ist beispielsweise für Da-
tenübertragungsverfahren basierend auf dem sog. dichten Wellenlängen-Multiplex26
interessant [Bra90].
Eine Änderung des Verlaufs der Wellenlänge lässt sich also durch eine geänderte
Modulation der Piezo-Spannung realisieren. Dies ist prinzipiell auch möglich, wenn
das Durchstimmen des ECDLs nicht durch das PCL- oder TPL-Verfahren, sondern
mittels feed-forward erfolgt. Allerdings basiert bei der feed-forward Methode die Än-
derung des Pumpstroms der Laserdiode auf der Modulationsspannung der Piezo-
Aktoren. Wie zu Beginn des Kapitels bereits erwähnt, ist somit kein Ausgleich des
nichtlinearen Verhaltens und der Hysterese der Piezo-Aktoren möglich. Darüber hin-
aus muss berücksichtigt werden, dass Piezo-Aktoren elektrisch eine relativ hohe Ka-
pazität im Bereich von Mikrofarad aufweisen und somit als Tiefpass wirken. Dies
führt neben der Nichtlinearität sowie der Hysterese zu einer noch größeren Abwei-
chung zwischen Piezo-Spannung und der zu erwartenden externen Resonatorlänge.
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Abb. 3.20: Durchstimmen des mittels PCL stabilisierten ECDLs für drei unterschiedli-
che Modulationsmuster der Piezo-Spannung. Die Messung erfolgte mit
dem Wellenlängenmeter. Die einzelnen Datenpunkte wurden zur besse-
ren Visualisierung durch Geraden verbunden.
Dadurch wird die Anwendbarkeit des feed-forwards je nach Modulationsmuster wei-
ter eingeschränkt.
Im Gegensatz dazu basiert die Anpassung des Laserdioden-Stroms bei Anwendung
der aktiven Stabilisierungsverfahren PCL oder TPL auf der tatsächlichen Länge des
externen Resonators. Die Abweichung zwischen Piezo-Spannung und -Elongation ist
hier folglich nicht relevant.
In Abbildung 3.20 ist nun der mittels des Wellenlängenmeters aufgenommene Ver-
lauf der Wellenlänge für eine Sinus-, Dreieck- sowie Rechteckmodulation der Piezo-
Spannung dargestellt. Das Modulationsmuster des verwendeten Funktionsgenerators
wurde dabei während des ECDL-Scans direkt umgeschaltet. Es zeigt sich, dass sich
Abweichungen der Piezo-Elongation von den jeweiligen idealen Modulationsmus-
tern aufgrund der Übertragungsfunktion der Piezo-Aktoren im Verlauf der Wellen-
länge wiederspiegeln. So ist beispielsweise der Effekt der Tiefpassfilterung bei der
Rechteck-Modulation deutlich zu erkennen.
Prinzipiell lassen sich mit den aktiven Stabilisierungsverfahren innerhalb des
durch die maximalen Piezo-Elongation begrenzten modensprungfreien Durchstimm-
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bereichs beliebige Wellenlängenverläufe mit einer durch die Bandbreite des Regel-




Viele Laseranwendungen profitieren von einer niedrigen und konstanten Linienbrei-
te des Laserlichts. So wird beispielsweise bei der hochauflösenden Spektroskopie die
potenzielle spektrale Auflösung durch die Linienbreite des Lasers determiniert. Ein
weiteres prominentes Beispiel ist das Feld der kohärenten optischen Kommunikati-
onsverfahren [Rou12]. Hierbei hängt die Bit-Fehlerrate (b it error rate, BER) stark
von der Linienbreite ab [Kik+84]. Darüber hinaus existiert ein Zusammenhang zwi-
schen der BER und der spezifischen spektralen Form des Laserlichts [Kik12]. Wie in
Abschnitt 2.2.2 bereits erläutert, wird diese von der spektralen Leistungsdichte des
Frequenzrauschens Sφ˙(ω
′) bestimmt. Für hohe Datenraten beispielsweise ist die BER
folglich einzig von dem lorentzförmigen Anteil des Gesamtspektrums abhängig, da
der Ursprung hierfür das frequenzunabhängige weiße Rauschen ist. Es ist folglich
nicht nur wichtig die Gesamtlinienbreite, charakterisiert durch die Halbwertsbreite
(full width half maximum, FWHM), eines Lasers zu kennen, sondern darüber hinaus
auch die Gewichtung der einzelnen spektralen Komponenten. Das Gesamtspektrum
resultiert dann aus der Faltung dieser Komponenten.
Das Ziel der in den nachfolgenden Abschnitten 4.2 und 4.3 vorgestellten Linien-
breitenmessungen ist die Analyse des Einflusses sowie des Potenzials der in Kapi-
tel 3 vorgestellten ECDL-Stabilisierungsverfahren auf die spektralen Eigenschaften
des ECDLs. Dabei werden folgende Fragen adressiert:
1. Entsteht durch den Regelkreis zusätzliches Rauschen, das zu einer Verbreiterung
der Linienbreite des ECDLs führt? Falls ja, um welche Art von Rauschen handelt
es sich und wie stark ist der Einfluss?
2. Ist es möglich, durch die Anwendung des Stabilisierungsverfahrens eine im Ver-
gleich zu einem nicht stabilisierten ECDL niedrigere Linienbreite zu erreichen?
3. Welche Linienbreiten werden durch eine Änderung des Sollwertes des Regel-
kreises zugänglich?
4. Wie wirken sich Änderungen der Ausgangsleistung und der Rückkopplungsstär-
ke auf die Linienbreite aus?
Um bei der Beantwortung dieser Fragen jegliche Einflüsse durch das Rauschen des
Pumpstroms der Laserdiode so gering wie möglich zu halten, kommt abweichend
zu den bisher präsentierten Messungen eine neue Stromsteuerung zum Einsatz. Die-
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Abb. 4.1: Rauschverhalten verschiedener Stromquellen für Laserdioden. Für die Mes-
sung mit dem ESA wurde die Rauschspannung einer ohmschen Last mit
einem Widerstand von 10Ω um 60 dB verstärkt. Der Prüfstrom betrug je-
weils 100 mA. Der Bereich unterhalb von 100 kHz weist aufgrund der in den
verwendeten Geräten enthaltenen Hochpassfilter eine frequenzabhängige
Abschwächung auf.
Die im Folgenden als LQprO-140 bezeichnete Steuerung weist einen sehr niedrigen
Rauschpegel auf, siehe Abbildung 4.1. Die Messung wurde mit einem elektrischen
Spektrumanalysator (ESA) des Typs HP8591A von Hewlett-Packard1 durchgeführt.
Dabei diente ein Widerstand von 10Ω als elektrische Last für die Stromsteuerung.
Der Spannungsabfall über diesem Widerstand wurde anschließend mit einem schnel-
len, rauscharmen Verstärker vom Typ HSA-Y-1-60 des Herstellers Femto2 um 60 dB
verstärkt. Die Durchführung der Messung erfolgte bei einem Strom von 100 mA. Um
ausschließlich das Rauschen des jeweiligen Prüflings zu bestimmen, wurde eine Null-
messung durchgeführt und von den Rauschspektren subtrahiert. Der Bereich unter-
halb von 100 kHz ist aufgrund der Hochpassfilter des Verstärkers und des ESAs stark
abgeschwächt.
Die Schaltung der Stromquelle basiert auf dem Design von Libbrecht und
Hall [LH93]. Der Schaltplan wurde jedoch um einen zusätzlichen Eingang erweitert,
1 Hewlett-Packard Company, Palo Alto, CA, USA, http://www.hp.com
2 FEMTO Messtechnik GmbH, Berlin, http://www.femto.de
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der eine Modulation über den gesamten Strombereich von 140 mA mit einer Drei-
dB-Bandbreite von 200 kHz ermöglicht. Dieser Eingang ist für das PCL-Verfahren es-
senziell. Ferner existiert ein schneller Modulationseingang mit einer Bandbreite von
typischerweise3 20 MHz, der beispielsweise zur Seitenbandmodulation für das Stabi-
lisierungsverfahren nach Pound, Drever und Hall verwendet werden kann [Dre+83].
Um das Stromrauschen der Steuerung zu minimieren, kommen ausschließlich beson-
ders rauscharme ultra-low-noise Operationsverstärker in SMD-Bauform zum Einsatz.
Eine Vierlagen-Platine mit separaten Signal-, Versorgungs- und Erdungslagen wur-
de händisch geroutet, wobei speziell auf kurze Verbindungen zwischen kritischen
Punkten sowie eine angemessene Erdung und Schirmung geachtet wurde.
Erst der geringe Rauschpegel der LQprO-140 ermöglichte bei den in den nach-
folgenden Abschnitten präsentierten Messungen eine genaue Analyse der intrinsi-
schen Linienbreite des ECDLs. Bei Verwendung der in Abschnitt 3.2.4 beschriebenen
und auf dem integrierten Chip WLD3343 basierten Schaltung wurde die Linienbreite
durch den hohen Rauschpegel der Stromquelle dominiert.
4.1 Methoden der Linienbreitenmessung
Zur experimentellen Bestimmung der FWHM sowie der spektralen Zusammenset-
zung existieren verschiedene Methoden. So lässt sich das Spektrum durch ein
Fabry-Pérot-Interferometer mit kontinuierlich veränderlichem Spiegelabstand abtas-
ten (scanning-FPI). Allerdings liegt das Auflösungsvermögen typischer scanning-FPIs
im einstelligen Megahertz-Bereich und ist damit im Vergleich zu den mit ECDLs er-
reichbaren Linienbreiten im Kilohertz-Bereich deutlich zu niedrig. Ferner ist die Mess-
dauer aufgrund der mechanischen Spiegeländerung recht lang, so dass es zu einer ar-
tifiziellen Verbreiterung des gemessenen Spektrums kommt. Es sei jedoch angemerkt,
dass eine Methode existiert, bei der durch Messreihen mit unterschiedlichen Abtast-
raten des scanning-FPIs und einer anschließenden umfangreichen Datenauswertung
eine Entfaltung des FPI-Transmissions- und Laserspektrums möglich ist [Kim+99].
Ein deutlich höheres Auflösungsvermögen bieten Methoden basierend auf homo-
dyner respektive heterodyner Detektion, bei denen das Spektrum der Schwebung
(beating) zweier Lichtfelder bestimmt wird. Einen Überblick der gebräuchlichsten
Verfahren findet sich beispielsweise in [ISS95; ZMG08]. Prinzipiell wird bei die-
sen Methoden das Licht eines Lasers zunächst aufgeteilt, siehe auch Abbildung 4.2.
Bei der selbst-homodynen Detektion wird ein Teil zeitlich verzögert (delayed self-
homodyne beating, DSHO) sowie im Fall der selbst-heterodynen Detektion zusätz-
lich frequenzverschoben (delayed self-heterodyne beating, DSHT), bevor beide Teile
wieder zusammengeführt werden. Die Schwebung wird dann mittels einer schnel-
3 Die tatsächliche Bandbreite hängt von der Kapazität der Laserdiode ab. So konnte mit einer
860 nm-Laserdiode eine Modulationsfrequenz von 150 MHz gemessen werden.
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Abb. 4.2: Schematische Darstellung verschiedener Methoden zur Bestimmung der
Laser-Linienbreite basierend auf der Analyse eines Schwebungsspektrums.
Im Fall heterodyner Detektion werden die Lichtfelder von ECDL 1 und 2 mit-
tels einer Y-Faser überlagert. Bei der DSHO/T-Methode werden die Kompo-
nenten in der gestrichelten Box verwendet. Dabei teilt ein Strahlteiler (ST)
das Licht von ECDL 1 in zwei Pfade. Ein Pfad enthält eine optische Verzöge-
rungsstrecke und im Fall der DSHT-Methode einen akustooptischen Modu-
lator (AOM). In allen Konfigurationen dient eine schnelle Photodiode (PD)
in Verbindung mit einem elektrischen Spektrumanalysator zur Aufnahme
des Schwebungsspektrums.
len Photodiode detektiert und durch einen ESA ausgewertet. Die resultierenden
Schwebungsspektren sind stark von der Länge der Verzögerungsstrecke relativ zur
Kohärenzlänge des zu untersuchenden Lasers abhängig. So ist im Fall einer kurzen
Verzögerung eine Korrelation der überlagerten Lichtfelder vorhanden, die zu einer
periodischen Struktur und einer Delta-Spitze im Spektrum führt, siehe Abbildung 4.3.
Es ist allerdings auch dann möglich, die Linienbreite und das Spektrum zuverlässig
zu ermitteln [Ric+86; Lud94]. Einzelheiten dazu folgen in Abschnitt 4.3.
Um eine Korrelation der Lichtfelder vollständig auszuschließen, besteht ferner
auch die Möglichkeit die Lichtfelder zweier unabhängiger Laser zu überlagern (hete-
rodyne Detektion, heterodyne beating). Dabei unterliegt jedoch der Schwerpunkt der
Schwebungsfrequenz einer permanenten Änderung aufgrund der Frequenzdrift der
Laser, wodurch die Datenaufnahme erschwert wird.
Es sei noch erwähnt, dass es darüber hinaus auch möglich ist, direkt das vollständi-
ge Spektrum der Leistungsdichte des Frequenzrauschens zu ermitteln. Üblicherweise
wird dazu die Emissionsfrequenz des Lasers auf die Flanke der Absorptionslinie ei-
nes Gases gestimmt. Die Frequenzfluktuationen des Lasers werden nun durch die
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Abb. 4.3: Berechnete Schwebungsspektren der DSHO/T-Methode für verschiedene
Verzögerungszeiten. Die der Rechnung zugrunde liegende Kohärenzzeit
des Lasers beträgt τl = 5µs. Bei relativ zu τl kurzer Verzögerung treten
periodische Strukturen sowie eine Delta-Spitze in Erscheinung.
Schwankungen mittels eines schnellen Detektors sowie eines Spektrumanalysators
resultiert das Leistungsspektrum des Frequenzrauschens [Tom+12b]. Daraus lässt
sich die Linienbreite und das Spektrum berechnen [DST10].
4.2 Heterodyne Messung
Zunächst wurde eine heterodyne Messung mit zwei identischen ECDLs durchgeführt.
Dabei entspricht der Aufbau der ECDLs der Beschreibung aus Abschnitt 3.2.1. Bei-
de ECDLs sind mit den erforderlichen Komponenten zur Stabilisierung mittels des
PCL-Verfahrens ausgestattet. Der experimentelle Aufbau zur heterodynen Detekti-
on ist in Abbildung 4.2 dargestellt. Die Komponenten innerhalb des gestrichelten
Bereichs werden dabei nicht verwendet. Als schnelle Photodiode diente eine Lawi-
nenphotodiode (avalanche photod iode, APD) vom Typ SAR500S3 des Herstellers La-
ser Components4. Zur Überlagerung der Lichtfelder wurde die Faser FC830-50B-FC
von Thorlabs verwendet. Es handelt sich dabei um eine X-Faser, wobei der für die
4 LASER COMPONENTS GmbH, Olching, http://www.lasercomponents.com
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Abb. 4.4: Der untere Teil der Abbildung zeigt die aus den Schwebungsspektren der
heterodynen Detektion ermittelten Linienbreiten ∆νFWHM über dem fort-
laufenden Index des jeweiligen Schwebungsspektrums. Bei den dargestell-
ten Daten handelt es sich exemplarisch um Messreihe 3, siehe auch Tabel-
le 4.1, mit aktiviertem PCL-Verfahren. Das arithmetische Mittel sowie die
Standardabweichung der gemessenen Linienbreiten werden durch die ge-
strichelten Linien visualisiert. Die roten Kreuze heben die im oberen Teil der
Abbildung dargestellten Spektren mit minimaler respektive maximaler Lini-
enbreite hervor.
heterodyne Messung nicht benötigte Ausgang zur Kontrolle der Einkopplung ver-
wendet wurde. Das Schwebungsspektrum wurde mit dem bereits vorgestellten ESA
aufgenommen.
Bei der Messung der Schwebung konnte das PCL-Verfahren der beiden ECDLs un-
abhängig voneinander aktiviert werden. Eine absolute Stabilisierung auf eine Refe-
renzwellenlänge wurde jedoch nicht durchgeführt, um jeglichen Einfluss eines wei-
teren Regelkreises auf die gemessenen Spektren auszuschließen. Allerdings konn-
ten dadurch die Wellenlängen der ECDLs gegeneinander wandern, so dass auch der
Schwerpunkt der Schwebungsfrequenz deutlichen Schwankungen von bis zu etwa
34 MHz/s unterlag. Aufgrund der Messdauer (sweeptime) des ESAs von 300 ms füh-
ren diese Frequenzdrifts je nach Amplitude der Schwankungen zu einer Verbreite-
rung des Spektrums. Aus diesem Grund weisen Spektren aus mehreren Einzelmes-
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Tab. 4.1: Basierend auf der Methode der heterodynen Detektion ermittelte Halb-
wertsbreiten ∆νFWHM der Schwebungsspektren. Angegeben ist jeweils das
arithmetische Mittel aus den Spektren einer Messreihe mit der zugehöri-
gen Standardabweichung, sowie die prozentuale Verringerung der Linien-
breite durch das PCL-Verfahren. Eine Messreihe beinhaltet Messungen mit
aktiviertem respektive deaktiviertem PCL, wobei die Umschaltzeit so gering
wie möglich gehalten wurde. Sie ist daher als zeitlich zusammengehörige
Einheit zu verstehen. Zwischen den einzelnen Messreihen liegen mehrere
Stunden. Die Angabe zum Status des PCL-Verfahrens bezieht sich stets auf
beide ECDLs.
Messreihe 1 2 3
PCL aktiviert Anzahl der Spektren 379 322 267
∆νFWHM/kHz 187± 106 184± 106 178± 94
PCL deaktiviert Anzahl der Spektren 100 231 323
∆νFWHM/kHz 207± 120 200± 105 188± 111
Gesamtanzahl der Spektren 479 553 590
Verringerung durch PCL 10 % 8 % 5 %
sungen stark unterschiedliche Halbwertsbreiten auf, wie der obere Teil von Abbil-
dung 4.4 zeigt. Um trotz dieser Einschränkungen eine Aussage über den Einfluss des
aktiven Stabilisierungsverfahrens auf die Linienbreite des ECDLs treffen zu können,
wurde eine statistische Evaluation einer großen Anzahl von Spektren durchgeführt.
Dazu wurde der ESA mit Hilfe eines in LabView implementierten Programms fort-
laufend ausgelesen. Das Ergebnis einer solchen Messreihe ist exemplarisch im un-
teren Teil von Abbildung 4.4 dargestellt. Darüber hinaus sind die Spektren mit der
innerhalb der Messreihe ermittelten niedrigsten respektive höchsten Linienbreite dar-
gestellt. Trotz der Fähigkeit des ESAs, den Messbereich zur Kompensation von Drifts
automatisch nachzuführen, wanderte das Schwebungsspektrum nach einer gewissen
Zeit aus dem Messbereich und die Messung musste abgebrochen werden. Um dies
zu vermeiden und möglichst viele Spektren hintereinander messen zu können, wur-
de ein im Vergleich zur Linienbreite großer Messbereich von 20 MHz gewählt. Auf
diese Weise konnten mehrere Messreihen mit bis zu 379 seriell aufgenommenen Ein-
zelmessungen durchgeführt werden, siehe Tabelle 4.1. Im Mittel über aller Spektren
einer Messreihe ergibt sich jeweils mit aktiviertem PCL-Verfahren eine Verkleinerung
der Halbwertsbreite der Schwebung von bis zu 10 %. Die große Standardabweichung
der Mittelwerte beruht dabei auf den starken Schwankungen aufgrund der langsa-
men sweeptime des ESAs. Es sei deutlich darauf hingewiesen, dass die Ergebnisse der
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heterodynen Messung aufgrund dieser großen Standardabweichungen lediglich eine
Tendenz erkennen lassen. Ein negativer Einfluss des Stabilisierungsverfahrens, der
zu einer starken Verbreiterung der ECDL-Linienbreite führt, lässt sich allerdings an
dieser Stelle bereits ausschließen.
4.3 Selbst-heterodyne Messung
Um die Auswirkungen des Stabilisierungsverfahrens auf die Linienbreite und das
Spektrum des ECDLs mit höherer Genauigkeit zu bestimmen, wurde die DSHT-
Methode experimentell implementiert [FW11a]. Diese Messung erlaubt neben einer
quantitativ genaueren Angabe der Halbwertsbreite auch eine qualitative Analyse der
Beiträge einzelner spektraler Komponenten zur Gesamtlinienbreite.
Der experimentelle Aufbau ist in Abbildung 4.2 dargestellt, wobei die Komponen-
ten innerhalb des gestrichelten Kastens sowie lediglich ECDL 1 verwendet wurden.
Die optische Verzögerung wurde mit einer etwa 400 m langen Faser SM800-5.6-
125 von Thorlabs realisiert und stellt somit im Vergleich zur Kohärenzlänge des
Lasers eine kurze Strecke dar. Wie in Abschnitt 4.1 bereits erläutert und in Abbil-
dung 4.3 dargestellt, sind daher aufgrund der Korrelation der beiden Lichtfelder pe-
riodische Strukturen im Spektrum zu erwarten. Eine Messung der Verzögerungszeit
τ0 der Faser basierend auf einer Zwei-Photonen-Koinzidenzmessung [S0¨6; Pet06]
ergab τ0 = 1,741µs ± 5 ns. Der zeitverzögerte Lichtstrahl wird zusätzlich mit Hil-
fe eines akustooptischen Modulators (AOM) vom Typ 23080-2 des Herstellers Neos
Technologies5 um 80 MHz frequenzverschoben. Im Vergleich zur heterodynen Detek-
tion mit zwei Lasern ist die Schwerpunktsfrequenz der Schwebung dadurch bei der
AOM-Frequenz fixiert. Als schnelle Photodiode wurde der Detektor 1801 der Marke
New Focus6 verwendet. Dieser besitzt eine Bandbreite von 25 kHz bis 125 MHz bei
einer optisch-elektrischen Verstärkung von 4×10−4 V/W. Abweichend zu den hete-
rodynen Messungen mit zwei ECDLs wurde als ESA der RSA6114A von Tektronix7
verwendet, der über eine deutlich höhere Auflösung verfügt und echtzeitfähig ist.
Um die Linienbreite und die spektrale Zusammensetzung des ECDLs zu erhalten,
wird ein theoretisches Modell der Schwebung an die gemessenen DSHT-Spektren
angepasst [FW11b]. Dieses Modell soll im Folgenden erläutert werden.
5 NEOS Technologies Inc., Melbourne, FL, USA, http://www.neostech.com, gehört seit 2000 zu
Gooch & Housego LLC, Orlando, FL, USA, http://www.goochandhousego.com
6 New Focus™, ehemals eine Marke von Oclaro, Inc., San Jose, CA, USA, gehört seit 2009 zu New-
port, Irvine, CA, USA, http://www.newport.com.
7 Tektronix Inc., Beaverton, Oregon, USA, http://www.tek.com/
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4.3.1 Theoretisches Modell des Schwebungsspektrums
Die Vorgehensweise zur Modellierung der Schwebung basiert analog zu der in Un-
terkapitel 2.2.2 präsentierten Herleitung des Laserspektrums auf der Berechnung der





sich für das Schwebungsspektrum aus dem Leistungsspektrum der Frequenzfluk-
tuationen Sφ˙(ω
























vergleiche auch Gleichung (2.13). Der Hauptunterschied zwischen den Gleichungen
besteht dabei in dem zweiten Sinus-Quadrat-Term, der zu einer Hochpass-Filterung
des Spektrums der Frequenzfluktuationen bei kurzen Verzögerungszeiten führt. Die-
ser Effekt wird folglich durch die beschriebene Modellierung inkludiert, so dass die
basierend auf der Datenanpassung berechneten Linienbreiten nicht korrigiert werden
müssen. Dies ist beispielsweise bei Linienbreitenmessungen mit einem scanning-FPI
der Fall [OH83].








wird der in Gleichung (2.18) vorgestellte Ansatz bestehend aus weißem und 1/ f -
Rauschen um 1/ f 2-Rauschen8 erweitert. Die Faktoren ki repräsentieren dabei die
Gewichtungsfaktoren für die einzelnen Rauschtypen.
Wie in Abschnitt 2.2.2 bereits erläutert, entspricht das Spektrum nach dem Wiener-
Chintschin-Theorem der Fouriertransformierten der Autokorrelationsfunktion Γ(τ)
des elektrischen Feldes, siehe Gleichung (2.11). Im Fall der DSHT-Methode muss
Γ(τ) noch um die Frequenzverschiebung aufgrund des AOMs und etwaige Amplitu-
denunterschiede in den einzelnen Faser-Ästen erweitert werden. Die gesamte Auto-







+ 2α2 cos(Ωτ) ·ΓS(τ)
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(4.3)











8 1/ f 2-Rauschen wird auch als rotes Rauschen, braunes Rauschen oder brownsches Rauschen be-
zeichnet.
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Abb. 4.5: Auf Basis der Fouriertransformation (FT) von Gleichung (4.4) berechnetes
einseitiges Schwebungsspektrum. Trotz der großen Anzahl von 16.000 Da-
tenpunkten in der Zeitdomäne weist die mit einer FFT durchgeführten FT
Artefakte auf und weicht mit steigender Frequenz zunehmend von der mit-
tels numerischer Integration gewonnen FT ab.
der elektrischen Feldamplitude E0, dem Faktor zur Beschreibung des Amplitudenver-
hältnisses in der Faser α sowie der Frequenzverschiebung Ω aufgrund des AOMs.
Um nun ΓDSHT(τ) zu erhalten, muss das Integral (4.1) berechnet werden. Dabei
ist es vorteilhaft, Gleichung (4.1) entsprechend der Rauschkomponenten Sφ˙(ω) als
Summe dreier Integrale aufzufassen. Dadurch lässt sich die Autokorrelationsfunktion
ebenfalls in drei Komponenten zerlegen
ΓS(τ) = ΓS,Weiß(τ) ·ΓS,Rosa(τ) ·ΓS,Rot(τ). (4.5)
Die Berechnung der Integrale ist dabei analytisch möglich. Die Lösungen für wei-
ßes sowie rosa Rauschen finden sich beispielsweise in [Mer91] und sind in Tabel-
le 4.2 wiedergegeben. Soweit dem Autor bekannt ist, wurde der spektrale Einfluss
des roten Rauschens auf das Emissionsspektrum eines ECDLs sowie das zugehörige
DSHT-Schwebungsspektrum bisher nicht untersucht.
Das Integral in Gleichung (4.1) wurde nun für die einzelnen Rauschtypen mit Hil-
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Da die Autokorrelationsfunktion jeder Rauschkomponente nun bekannt ist, be-
steht der nächste Schritt in der Fouriertransformation von ΓDSHT(τ). Diese lässt sich
allerdings nur für rein weißes Rauschen analytisch durchführen. Zur Berechnung
des Schwebungsspektrums für alle Rauschtypen ist daher die Anwendung einer
numerischen Integration oder einer schnellen Fourier-Transformation (fast fourier
transform, FFT) nötig. Die Applikation einer FFT führt jedoch aufgrund der Dis-
kretisierung und des endlichen Zeitfensters zu Fehlern im errechneten Spektrum,
siehe Abbildung 4.5. Es sei darauf hingewiesen, dass die Abbildung an dieser Stelle
lediglich die Defizite der FFT verdeutlichen soll und daher keine Parametrisierung
angegeben wird.
Angesichts der dargestellten Gründe wird zur Berechnung der Spektren folglich
eine numerische Integration basierend auf einer Funktion9 der Programmbibliothek
GSL10 durchgeführt. Dabei stellte sich heraus, dass speziell im Fall des rosa Rau-
schens die Berechnung des in Gleichung (4.6b) angegebenen Integranden ΓS,Rosa(τ)
numerisch sehr instabil ist. Es ist jedoch möglich, durch Äquivalenzumformungen zu



























der Areatangens Hyperbolicus. Da dieser lediglich für |x | < 1 definiert ist, muss
bei der Berechnung der Autokorrelationsfunktion für τ ≤ τ0 die Form ΓS,Rosa(τ)
9 Die verwendete Funktion gsl_integration_qawf dient der Berechnung von Fourier-Integralen mit-
tels eines adaptiven Verfahrens.
10 GNU scientific l ibrary, Version 1.15, http://www.gnu.org/software/gsl/
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Abb. 4.6: Vergleich der beiden äquivalenten Darstellungen der in Gleichung (4.6b) so-
wie (4.7) definierten Autokorrelationsfunktion des rosa Rauschens bezüg-
lich ihrer numerischen Stabilität. Aufgetragen ist jeweils 1− ΓS,Rosa(τ). Die
Berechnung wurde mit Mathematica durchgeführt. Für weitere Erläuterun-
gen siehe Text.
aus Gleichung (4.6b) verwendet werden. In diesem Bereich ist die Funktion nume-
risch stabil. Bei der in Gleichung (4.7) gegebenen Darstellung der Autokorrelations-
funktion wird das Auftreten sehr großer und kleiner Werte aufgrund von Termen
der Form x x
2
sowie x−x2 unterdrückt. Ein visueller Vergleich beider Varianten von
ΓS,Rosa(τ) erfolgt in Abbildung 4.6. Diese wurde exemplarisch mit der Parametrisie-
rung k1 = 10 (rad/s)3/Hz und τ0 = 1 × 10−4 s mittels der Software Mathematica
berechnet. Da die Werte von ΓS,Rosa(τ) sehr nahe bei Eins liegen, ist zur besseren
Darstellung jeweils die Differenz 1−ΓS,Rosa(τ) aufgetragen.
Um die Auswirkungen der einzelnen Rauschtypen zu demonstrieren, sind in Ab-
bildung 4.7 exemplarisch Schwebungsspektren mit unterschiedlichen Anteilen der
jeweiligen Rauschkomponenten dargestellt. Für die Berechnung wurde E0 = 1 V/m,
α = 1, Ω = 80MHz sowie τ0 = 1,74µs gesetzt. Die Parametrisierung der jeweiligen
Faktoren ki entspricht den in der Abbildung angegebenen Werten. Die Auswirkung
der einzelnen Rauschtypen ist dabei deutlich zu erkennen. Bei rein weißem Rau-
schen befindet sich die Spitze einer diracschen Delta-Funktion bei der Modulations-
frequenz. Diese wird durch das rosa Rauschen sowie das rote Rauschen auf unter-
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Weißes Rauschen κ0 = 1κ0 = 5κ0 = 10
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Abb. 4.7: Visueller Vergleich berechneter Schwebungsspektren der DSHT-Methode
für jeweils rein weißes, rosa und rotes Rauschen mit verschiedenen Faktoren
ki = κi × 10(6(i+1)−1) (rad/s)i+2/Hz in semilogarithmischer Darstellung. Die
unterschiedlichen Einflüsse der jeweiligen Rauschtypen manifestieren sich
vor allem in der Form der zentralen Spitze, die jeweils im rechten Bereich ver-
größert dargestellt ist. Die Spektren sind entsprechend der AOM-Frequenz
von 80 MHz verschoben.
schiedliche Arten verbreitert. Zusätzlich ist beim roten Rauschen die Frequenzabhän-
gigkeit der Modulationstiefe der periodischen Schwankungen besonders ausgeprägt.
So ist die Tiefe umso geringer, desto näher sich ein Tal bei der Modulationsfrequenz
Ω befindet.
4.3.2 Theoretisches Modell des optischen Spektrums
Durch die im vorherigen Abschnitt präsentierte Modellierung des Schwebungsspek-
trums ist es nun möglich, mittels einer Datenanpassung die Gewichtungsfaktoren
der einzelnen Rauschtypen ki zu bestimmen. Dabei führen die deutlich unterschied-
lichen Auswirkungen der Rauschtypen auf das Spektrum zu geringen Korrelationen
der Faktoren bei der Datenanpassung. Aus diesem Grund lässt sich die spektrale Kom-
position des Laserspektrums mittels einer Auswertung der Schwebungsspektren der
DSHT-Methode mit kurzer Verzögerung präzise ermitteln. Ein weiteres Ziel der Mes-
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sung ist die Bestimmung der Linienbreite des ECDLs. Daher ist es nötig, einen Zu-
sammenhang zwischen den Faktoren ki und der jeweiligen Linienbreite zu ermitteln.
Dies soll im Folgenden geschehen.
Die Vorgehensweise zur Berechnung des Spektrums wurde in Abschnitt 2.2.2 be-
reits erläutert. Ausgangspunkt ist die Berechnung der Autokorrelationsfunktion Γ(τ),
siehe Gleichung (2.12). Dazu ist es erforderlich, das Integral (2.13) zu lösen. Im Fall
von weißem Rauschen konvergiert dieses Integral und die Fouriertransformation re-
sultiert in einer Lorentz-Verteilung mit der Halbwertsbreite ∆νFWHM, Weiß = k0/(2pi).
Für rosa und rotes Rauschen jedoch divergiert das Integral. Um dieses Problem zu
überwinden, werden üblicherweise die Integrationsgrenzen entsprechend der expe-
rimentellen Details angepasst. Wie bereits erwähnt bewirkt beispielsweise die Mess-
dauer τfp bei einem scanning-FPI eine Hochpassfilterung des Rauschspektrums mit
der Grenzfrequenz 1/τfp [KO85]. Folglich wird die inverse maximale(minimale)
Messdauer bei der Integration über ω′ als untere(obere) Grenze verwendet [OH83].
Allgemein ist die kleinste Frequenz und somit das untere Integrationslimit gegeben

















Dieser Ansatz wurde verwendet, um die Varianz der Phase für rosa und rotes Rau-
schen sowie die daraus resultierende jeweilige Autokorrelationsfunktion Γ(τ) zu be-
rechnen. Durch die Fouriertransformation von Γ(τ) lässt sich ferner das jeweilige
Spektrum S(ω) ermitteln. Die Ergebnisse sind in Tabelle 4.2 zusammengefasst. Für
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
eine verallgemeinerte geometrische Reihe, die
sog. hypergeometrische Funktion, siehe beispielsweise [PWZ96, S. 35], berν(x) und
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Abb. 4.8: Visueller Vergleich berechneter Linienprofile für jeweils rein
weißes, rosa und rotes Rauschen mit verschiedenen Faktoren
ki = κi × 10(7(i+1)−1) (rad/s)i+2/Hz in semilogarithmischer (obere
Reihe) und linearer Darstellung. Weißes Rauschen führt zu einem Lor-
entzprofil, rosa Rauschen zu einer Gaußfunktion. Das Spektrum des
roten Rauschens weist neben einem nahezu gaußförmigen Zentralpeak
symmetrische Satellitenpeaks auf. Die Spektren sind entsprechend der
Lichtfrequenzω0 verschoben.








Zur Illustration der einzelnen Linienformen sind in Abbildung 4.8 exemplarisch
Spektren für alle Rauschtypen mit unterschiedlichen Faktoren ki dargestellt. Wie zu
erwarten [Mer91; GKL02] und in Abschnitt 2.2.2 bereits diskutiert, ist die Linienform
aufgrund eines weißen Rauschspektrums lorentzförmig und das optische Spektrum
des rosa Rauschens entspricht einem Gaußprofil. Das Spektrum aufgrund des roten
Rauschens weist symmetrisch neben einem zentralen Peak zwei Satellitenlinien auf.
Basierend auf den Spektren S(ω) lässt sich die Halbwertsbreite in Abhängigkeit
von ki bestimmen. Dies ist für weißes und rosa Rauschen analytisch möglich, die
Ergebnisse sind in Tabelle 4.2 angegeben. Für rotes Rauschen wurde die Halbwerts-
11 Ferner ist Ci(x) definiert als Ci(x) =−∫∞
x
cos(t)/t dt.
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Tab. 4.2: Übersicht der zur Berechnung des Laser-Spektrums benötigten Autokor-
relationsfunktionen Γ(τ), der nicht frequenzverschobenen Autokorrelati-
onsfunktionen der Schwebung ΓS(τ), der Spektren S(ω) sowie der Halb-
wertsbreite ∆νFWHM als Funktion des Gewichtungsfaktors ki des jeweiligen
Rauschtyps. Für diese Tabelle giltω′ =ω−ω0, k′1 = k1/2pi, a = |τ+τ0| und
b = |τ−τ0|.
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≈ 0,1592(k0)1/1 ≈ 0,0318(k1)1/2 ≈ 0,0415(k2)1/3
† Das Spektrum S(ω) für rotes Rauschen ist aus Platzgründen separat in Gleichung (4.10) gegeben.
‡ Die Halbwertsbreite ∆νFWHM für rotes Rauschen lässt sich lediglich numerisch berechnen.
breite auf einem äquidistanten Raster von k2 = 0 bis 1022 mit einer Schrittweite von
∆k2 = 1019 berechnet, siehe Abbildung 4.9. Um einen für jedes k2 gültigen, ein-
fachen Ausdruck der Halbwertsbreite ∆νFWHM,Rot zu erhalten, wurde eine Funktion
der Form f (x) = a · k1/32 an die numerisch gewonnenen Datenpunkte angepasst. Die
spezielle Potenz von 1/3 folgt der durch das weiße und rosa Rauschen gegebenen
Systematik des Zusammenhangs zwischen Gewichtungsfaktor ki und Halbwertsbrei-
te. Das Ergebnis der Datenanpassung lautet
∆νFWHM,Rot = 0,041498(k2)
1/3 (4.11)
und ist ebenfalls zusammen mit den entsprechenden numerischen Darstellungen der
Halbwertsbreiten für weißes und rosa Rauschen in Tabelle 4.2 aufgelistet. Es sei noch
angemerkt, dass zur Ermittlung der Gesamtlinienbreite des ECDLs die Spektren der
drei Rauschtypen gefaltet werden müssen. Dies ist aufgrund der speziellen analyti-
schen Form des Spektrums SRot(ω) des roten Rauschens, siehe Gleichung (4.10), nur
numerisch möglich.
Basierend auf der präsentierten mathematischen Beschreibung des Schwebungs-
spektrums der DSHT-Methode sowie den Zusammenhängen zwischen den Faktoren
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Numerische Berechnung
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Abb. 4.9: Numerisch ermittelte Halbwertsbreite des Spektrums aufgrund von rotem
Rauschen in Abhängigkeit des Faktors k2. Die durchgezogene Linie ist das
Ergebnis der Kurvenanpassung. Zur besseren Darstellung ist im oberen Teil
der Abbildung lediglich jeder zehnte numerisch ermittelte Datenpunkt ein-
gezeichnet.
ki und dem optischen Spektrum respektive der Linienbreite ist durch eine Datenan-
passung an gemessene Schwebungsspektren die Bestimmung der Linienbreite sowie
der spektralen Komposition des optischen Spektrums des ECDLs möglich. Die Ergeb-
nisse dieser Untersuchungen werden im folgenden Abschnitt vorgestellt.
4.3.3 Experimentelle Ergebnisse
Anhand der in den folgenden Abschnitten präsentierten experimentellen Ergebnisse
sollen nun die zu Beginn dieses Kapitels gestellten Fragen beantwortet werden. Dazu
werden jeweils Schwebungsspektren in Abhängigkeit verschiedener experimenteller
Parameter gemessen und ausgewertet.
Zur Quantifizierung der Linienbreite ist dann die Anwendung der in den bei-
den vorherigen Abschnitten präsentierten Modelle erforderlich. Analog zur in Ab-
schnitt 3.2.3 beschriebenen Modellanpassung des Fehlersignals der aktiven Stabili-
sierung geschieht die Datenanpassung in einem zweistufigen Prozess. Dabei kommt
zunächst ein evolutionärer Algorithmus zum Einsatz, um die Konvergenz zu loka-
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Abb. 4.10: Mit dem ESA gemessenes Schwebungsspektrum der DSHT-Methode bei
einer Auflösungsbandbreite (resolution bandwidth ) von 1 kHz zusammen
mit dem entsprechenden Ergebnis der Datenanpassung. Das Spektrum be-
steht dabei aus 8001 Datenpunkten.
len Minima zu unterdrücken. Die Resultate dieses globalen Optimierers dienen dann
als Startwerte eines klassischen Levenberg-Marquardt-Verfahrens. Die Implementie-
rung des Modells erfolgt durch ein C-Programm, siehe Anhang E. Das Resultat ei-
ner solchen Datenanpassung an ein Schwebungsspektrum ist exemplarisch in Abbil-
dung 4.10 dargestellt.
Abhängigkeit der Linienbreite von der externen Resonatorlänge
Zunächst wurde die Linienbreite und die spektrale Zusammensetzung des ECDLs in
Abhängigkeit der externen Resonatorlänge bestimmt. Dabei wurden neben einer Re-
ferenzmessung mit deaktiviertem PCL-Verfahren mehrere Messreihen mit aktivierter
PCL-Stabilisierung durchgeführt, wobei jeweils der Sollwert des Regelkreises für jede
Messreihe variiert wurde. Die experimentelle Durchführung erfolgte weitestgehend
automatisiert, um eine große Anzahl von Spektren zu erhalten und eine hohe Re-
produzierbarkeit zu gewährleisten. Dazu wurde ein Steuerprogramm in LabView im-
plementiert. Mit diesem Programm wurde neben der Ansteuerung des Piezo-Treibers

































Abb. 4.11: Spektrogramm der gemessenen Schwebungsspektren in Abhängigkeit der
externen Resonatorlänge lext mit aktiviertem respektive deaktiviertem
PCL-Verfahren. Die hellen Linien markieren den Datenbereich für die im
oberen sowie im rechten Teil der Abbildung gezeigten Schnitte. Dabei
wurde über die Breite der hellen Linien gemittelt, um die Darstellung zu
verbessern. Die Position des vertikalen Schnitts wurde so gewält, dass er
entlang eines Minimums der periodischen Modulation verläuft. Für weite-
re Erläuterungen siehe Text.
tren ausgelesen. Dabei erfolgte aufgrund der vorhandenen seriellen Schnittstelle des
verwendeten Piezo-Treibers die Ansteuerung rein digital. Die Kommunikation mit
dem ESA lief über die GPIB12-Schnittstelle, wobei die vom Hersteller bereitgestellten
hardwarenahen Funktionen in komfortablere Routinen gekapselt wurden.
Für jede angesteuerte externe Resonatorlänge speichert das LabView-Programm
stets die Rohdaten des gemessenen Schwebungsspektrums, so dass die Datenauswer-
tung unabhängig nach der Messung erfolgen kann. Bereits die Visualisierung dieser
Daten in Abhängigkeit der externen Resonatorlänge ermöglicht es, einen ersten Un-
terschied zwischen aktiviertem respektive deaktiviertem PCL-Verfahren zu erkennen,
siehe Abbildung 4.11. Die Ursache dafür ist der im vorherigen Abschnitt diskutierte
empfindliche Einfluss der Linienbreite des Lasers auf die Gestalt des Schwebungs-
12 General purpose interface bus, ein paralleler Datenbus mit einer Übertragunsgeschwindigkeit von
standardmäßig 1 MByte/s und einer niedrigen Latenz von unter 100µs
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spektrums. Dabei stellt insbesondere die Tiefe der periodischen Modulation einen
Indikator für die Linienbreite dar, vergleiche Abbildung 4.7. Die Abbildung zeigt
deutlich, dass diese Modulationstiefe mit deaktivierter ECDL-Stabilisierung starken
Schwankungen unterliegt. Die Unstetigkeiten entsprechen Modensprüngen, die bei
einer Änderung der externen Resonatorlänge auftreten. Im Gegensatz dazu weist die
Modulationstiefe bei aktiviertem PCL lediglich eine schwache und kontinuierliche
Abhängigkeit von der externen Resonatorlänge auf. Die Ursache für die Änderung
der Modulationstiefe ist in diesem Fall die Änderung der Ausgangsleistung aufgrund
der Pumpstrom-Nachführung durch das PCL-Verfahren.
Um nun die Linienbreite des Lasers zu bestimmmen, werden die mittels der Da-
tenanpassung erhaltenen Werte für die Gewichtungsfaktoren ki verwendet, um ein
Spektrum und die Linienbreite jeder einzelnen Rauschkomponente zu berechnen.
Aus einer numerischen Faltung dieser Spektren resultiert das Gesamtspektrum sowie
die gesamte Halbwertsbreite des Lasers. Diese Prozedur wurde nun für die mittels
der automatisierten Datenaufnahme gemessenen Spektren durchgeführt. Das Ergeb-
nis der Auswertung ist in den Abbildungen 4.12 dargestellt.
Die in der oberen Abbildung 4.12a dargestellte Gesamtlinienbreite zeigt bei de-
aktivierter ECDL-Stabilisierung einen sägezahnartigen Verlauf mit Diskontinuitäten
aufgrund von Modensprüngen. Dies entspricht dem zu erwartenden Ergebnis, siehe
beispielsweise [Wya85; Gen+00; GKL02]. Die Ursache für diese starke Abhängigkeit
der Linienbreite von der externen Resonatorlänge beruht auf der Änderung der Phase
des zurückgekoppelten Lichts ϕext =ωτext relativ zum Lichtfeld der Laserdiode, ver-
gleiche Abschnitt 2.3.2. Quantitativ wird die Verringerung der Linienbreite aufgrund
der externen optischen Rückkopplung durch Gleichung (2.28) beschrieben. Dabei ist
das Argument des Kosinus explizit von ϕext abhängig. Aufgrund der Größenordnung
der Lichtfrequenz ω haben daher bereits kleine Änderungen von τext eine deutliche
Änderung der Linienbreite zur Folge.
Neben periodischen Schwankungen in Abhängigkeit der externen Resonatorlänge
weist die Gesamtlinienbreite ferner ein Hystereseverhalten auf. So ist die maximale
Linienbreite im Fall einer Verkleinerung der externen Resonatorlänge, d h. bei stei-
gender Piezo-Spannung, größer als im Vergleich zu den Maximalwerten bei fallen-
der Piezo-Spannung. Dieses Verhalten wird durch die Ratengleichungen beschrie-
ben und führt beispielsweise auch zu den bereits diskutierten Hysterese-Effekten
der Ausgangsleistung bei einer Variation der externen Resonatorlänge sowie des
Pumpstroms, vergleiche auch Abbildung 2.5b und 2.6b in Abschnitt 2.3 respekti-
ve 2.3.1.
Zusätzlich zur Gesamtlinienbreite sind in der Abbildung 4.12b die jeweiligen Halb-
wertsbreiten der Spektren jedes Rauschtyps dargestellt. Dabei zeigt sich, dass die
Schwankungen der Gesamtlinienbreite bei deaktiviertem PCL-Verfahren ihren Ur-





































































Abb. 4.12: Gesamtlinienbreite ∆νFWHM des ECDLs in Abhängigkeit der Änderung
∆lext der externen Resonatorlänge lext ≈ 7cm (oben). Diese wurde durch
eine Faltung der basierend auf der DSHT-Methode ermittelten spektra-
len Komponenten bestimmt (unten). Sollwert 1 wurde willkürlich gewählt,
Sollwert 2 basiert auf der Minimierung von∆νFWHM, Weiß.
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erweist sich interessanterweise als unabhängig von der externen Resonatorlänge. Es
ist daher naheliegend externe Faktoren, wie beispielsweise das Rauschen der Strom-
steuerung, als Quelle des roten Rauschens anzunehmen.
Im Gegensatz zur Messung mit deaktivierter ECDL-Stabilisierung werden durch An-
wenden des PCL-Verfahrens Modensprünge unterdrückt und die Wellenlänge ändert
sich kontinuierlich, wie die experimentellen Ergebnisse in Abschnitt 3.2.4 zeigen.
Dies führt zu einer konstanten Phase ϕext während der Längenänderung des exter-
nen Resonators. Folglich bleibt die Linienbreite bei Verwendung des PCL-Verfahrens
auf einem konstanten Niveau. Eine Variation des Sollwertes der Regelung ermög-
licht dabei eine gezielte Manipulation der Linienbreite des ECDLs. Dies ist in den
Abbildungen 4.12 exemplarisch für zwei unterschiedliche Sollwerte dargestellt. Prin-
zipiell wird der gesamte durch die Messung mit deaktivierter Stabilisierung ermittelte
Linienbreiten-Bereich zugänglich. Für große Linienbreiten neigt das Stabilisierungs-
verfahren allerdings zu Schwankungen, da in diesem Fall Fluktuationen der externen
Resonatorlänge einen größeren Einfluss auf die Linienbreite haben. Dies spiegelt sich
auch in der Steilheit des gemessenen Verlaufs der Gesamtlinienbreite bei deaktivier-
tem PCL-Verfahren wieder. Dennoch ist es möglich, die Linienbreite kontrolliert von
8 kHz bis 20 kHz kontinuierlich zu variieren. Für die dargestellten Datensätze beträgt
das arithmetische Mittel der Linienbreite (12,6± 1,0)kHz für Sollwert 1 respektive
(8,3±0,6)kHz für Sollwert 2. Bei deaktiviertem PCL-Verfahren ergibt sich eine durch-
schnittliche Halbwertsbreite von (12,2± 4,8)kHz.
Durch eine sorgfältige Justage des Sollwertes der Regelung ist es ferner mög-
lich, die Halbwertsbreite der mit dem weißen Rauschen assoziierten lorentzförmigen
Spektralkomponente auf einen Wert unterhalb der erreichten Werte bei deaktivier-
tem PCL-Verfahren zu stabilisieren. Die Erklärung für dieses Ergebnis beruht auf zwei
Gründen. Zum einen wird durch das PCL-Verfahren die Phase ϕext aktiv stabilisiert.
So werden Schwankungen der externen Resonatorlänge innerhalb der Regelband-
breite kompensiert. Dies ist ohne PCL nicht der Fall, so dass während einer ESA-
Messung des Schwebungsspektrums über diese Schwankungen gemittelt wird. Zum
anderen ist es durch die Stabilisierung möglich, die beiden Resonatoren des ECDLs
leicht gegeneinander zu verstimmen und diesen Zustand zu fixieren. Somit gelingt
es, permanent die in Abschnitt 2.3 diskutierte minimum linewidth condition aufrecht-
zuerhalten, vergleiche auch [Pat+83; Wya85].
Abhängigkeit der Linienbreite vom Pumpstrom
Bei genauer Betrachtung des weißen Rauschens in Abbildung 4.12b zeigt sich, dass
die Linienbreite auch bei aktivierter ECDL-Stabilisierung eine geringe Abhängigkeit
von der externen Resonatorlänge aufweist. Da das PCL-Verfahren die Resonanz-






























Abb. 4.13: Basierend auf der DSHT-Methode ermittelte minimale Linienbreite der ein-
zelnen Rauschkomponenten des ECDLs in Abhängigkeit des Pumpstroms.
gangsleistung reziprok proportional zur Piezo-Spannung, d. h. eine Erhöhung der
Piezo-Spannung führt zu einer Verringerung des Pumpstroms. Wie in Abschnitt 2.2.2
beschrieben und durch Gleichung (2.15) quantifiziert, ist die Linienbreite antipro-
portional zur Ausgangsleistung, vergleiche auch [FM81; Hen82]. Folglich führt eine
Erhöhung der Piezo-Spannung zu einer größeren Linienbreite. Um die Relation der
einzelnen Rauschtypen zwischen Linienbreite und Ausgangsleistung detaillierter zu
untersuchen, wurde ein dediziertes Experiment durchgeführt. Bei dieser Messung
kam erneut ein in LabView implementiertes Steuerprogramm zum Einsatz, um den
Messprozess zu automatisieren. Dabei wurde sowohl der Pumpstrom der Laserdiode
als auch die externe Resonatorlänge durch das Programm variiert. Zur Datenaufnah-
me erfolgte eine Fernsteuerung des ESAs durch das LabView-Programm. Der Ablauf
der Messung wird im Folgenden schrittweise erläutert.
1. Der Pumpstrom wird auf einen konstanten Wert gesetzt.
2. Für diesen Strom wird die externe Resonatorlänge in einem definierten Bereich
inkrementell variiert. Dies geschieht analog zur bereits präsentierten Messung
der Linienbreite.
3. Für jede externe Resonatorlänge wird ein Schwebungsspektrum gemessen und
die Halbwertsbreiten aller Rauschtypen sowie die Gesamtlinienbreite ermittelt.
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Dies geschieht analog zur bereits beschriebenen Auswertung der Schwebungs-
spektren.
4. Die niedrigste ermittelte Gesamtlinienbreite für den aktuellen Pumpstrom so-
wie die zugehörigen Halbwertsbreiten der Spektren der einzelnen Rauschtypen
werden gespeichert.
5. Der Pumpstrom wird erhöht und die Messung beginnt erneut.
Abbildung 4.13 zeigt das Ergebnis dieser Messung. Wie erwartet, ist die Linienbrei-
te des weißen Rauschens reziprok proportional zur Ausgangsleistung13. Ferner ist die
Halbwertsbreite des rosa sowie des roten Rauschens bis auf einen leichten Anstieg
bei höheren Strömen unabhängig vom Pumpstrom. Diese Beobachtung unterstützt
die Annahme, dass die Stromquelle die primäre Quelle dieser Rauschkomponenten
ist, da ihr Rauschpegel mit steigendem Strom zunimmt. Im Fall des rosa Rauschens
bestätigt diese Messung das Ergebnis von Mercer [Mer91]. Soweit dem Autor be-
kannt ist, wurde die Abhängigkeit der roten Rauschkomponente eines ECDLs von
der Ausgangsleistung bisher nicht untersucht.
Abhängigkeit der Linienbreite von der Rückkopplungsstärke
Abschließend wird der Einfluss einer Änderung der Rückkopplungsstärke auf die Lini-
enbreite analysiert. Aufgrund der Polarisationsabhängigkeit der Gittereffizienz kann
diese durch eine Drehung des im externen Resonator vorhandenen Viertelwellen-
längenplättchens variiert werden, siehe Abschnitt 3.2.1. Dabei muss darauf geachtet
werden, dass ein stabiles Fehlersignal für den Regelkreis erhalten bleibt. Dadurch
wird der zugängliche Bereich der Rückkopplungsstärke eingeschränkt. Für diese
Messung wurden zwei Einstellungen gewählt, wobei die Laserschwelle im Fall ei-
ner starken Rückkopplung um 20 % von 30,0 mA auf 23,8 mA sowie im Fall niedriger
Rückkopplung um 17.7 % abgesenkt wurde. Prinzipiell lässt sich nun die Rückkopp-
lungsrate (2.20) mittels der Gleichung (2.27) berechnen. Diese ist allerdings nur für
geringe Rückkopplungsstärken gültig, da keine Mehrfachumläufe berücksichtigt wer-
den. Ferner sind Laserparameter wie die Photonenzerfallsrate γP für die verwendete
Laserdiode nicht bekannt. Aus diesem Grund wird zur Quantifizierung der Rück-
kopplungsstärke ein anderer Weg gewählt. Basierend auf der Reduktion der Laser-
schwelle kann der Bruchteil x des kohärent zurückgekoppelten Lichts abgeschätzt
werden [OD84]. Damit ist es möglich, den Parameter C zu berechnen [Ack+84].
Basierend auf diesem Parameter ist eine Klassifzierung in die verschiedenen bereits
13 Der Zusammenhang zwischen Ausgangsleistung und Pumpstrom wird hier als linear angenom-
men. Wie in Abschnitt 2.2.1 gezeigt wurde, ist diese Annahme für Ströme oberhalb der Laser-
schwelle gut erfüllt.
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16 Rosa Rauschen, n. Rk.
Rotes Rauschen, n. Rk.
Weißes Rauschen, n. Rk.
Rosa Rauschen, h. Rk.
Rotes Rauschen, h. Rk.
Weißes Rauschen, h. Rk.
Abb. 4.14: Basierend auf der DSHT-Methode ermittelte Linienbreite der einzelnen
Rauschkomponenten des ECDLs bei aktiviertem PCL-Verfahren als Funkti-
on der externen Resonatorlänge für eine niedrige (n. Rk.) respektive hohe
(h. Rk.) Rückkopplungsstärke.
diskutierten Stabilitätsregimes möglich, vergleiche auch Abschnitt 2.3.2. Auf diese
Weise folgt für die niedrige Rückkopplung Cn = 25
+5−6 sowie Ch = 40+3−5 im Fall ho-
her Rückkopplung. Damit befindet sich Cn nahe am instabilen Regime II, Ch jedoch
in einem stabilen Bereich niedriger Linienbreite kurz vor dem abrupt einsetzenden
Regime IV des Kohärenzkollaps, siehe auch [TC86; Pet95].
Mit aktiviertem PCL-Verfahren wurden Schwebungsspektren in Abhängigkeit der
externen Resonatorlänge gemessen. Dabei war der Sollwert der Regelung auf eine
minimale Linienbreite optimiert. Diese Prozedur wurde für beide oben beschriebe-
nen Rückkopplungsstärken durchgeführt. Die Auswertung der Daten ist in Abbil-
dung 4.14 dargestellt. Die Ursache für den leichten Anstieg der Linienbreite der
weißen Rauschkomponenten ist dabei die bereits diskutierte Kopplung von exter-
ner Resonatorlänge und Pumpstrom durch das Stabilisierungsverfahren. Auffällig ist
ferner die deutliche Abhängigkeit der weißen sowie der rosa Rauschkomponente von
der Rückkopplungsstärke. Insbesondere für das weiße Rauschen ist die Linienbreite
im Vergleich zu niedriger Rückkopplung bei hoher Rückkopplung nahezu um den
Faktor zwei verringert. Darüber hinaus sind die Fluktuationen der Halbwertsbreiten
im Fall höherer Rückkopplung geringer. Diese Beobachtung stimmt mit der Zuord-
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nung der beiden Rückkopplungsstärken mit den Stabilitätsregimes überein, da der
Übergang von Regime II zu III durch eine geringere Linienbreite sowie eine höhere
Modenstabilität charakterisiert ist [SP88].
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5 Zusammenfassung und Ausblick
5.1 Zusammenfassung
In der vorliegenden Arbeit wurden neuartige, aktive Verfahren zur Stabilisierung
von Laserdioden mit externer optischer Rückkopplung präsentiert und analysiert.
Die Anwendung dieser Verfahren garantiert die permanente Aufrechterhaltung der
Resonanzbedingung des ECDLs, so dass Modensprünge effektiv unterdrückt werden.
Die Grundlage der Verfahren ist die Steuerung der optischen Länge eines Resonators
des ECDLs durch einen Regelkreis, während die Länge des verbleibenden Resona-
tors variiert wird. Im Fall der Piezo-Strom-Methode wird dabei der interne Resonator
durch eine Änderung des Pumpstroms der Laserdiode auf die mittels Piezo-Aktoren
realisierte Längenänderung des externen Resonators stabilisiert. Im Gegensatz dazu
regelt die Temperatur-Piezo-Methode die Länge des externen Resonators, wobei die
optische Länge des internen Resonators durch eine Temperaturänderung erfolgt.
Das für beide Verfahren verwendete Fehlersignal basiert auf den Schwankungen
der Ausgangsleistung des ECDLs bei einer Änderung der optischen Resonatorlän-
gen relativ zueinander. Durch das Einbringen eines Verzögerungsplättchens in den
externen Resonator des ECDLs wird diese Längeninformation in den Polarisations-
zustand des Laserlichts übertragen. Damit stellt der Polarisationszustand ein Maß
für die Resonanz des ECDLs dar und kann somit als Fehlersignal der Regelung ver-
wendet werden. Im Rahmen dieser Arbeit wurde dieses Fehlersignal theoretisch
modelliert. Dabei wurde eine Formulierung auf Basis der von Lang und Kobayashi
aufgestellten Ratengleichungen zur Beschreibung von Laserdioden mit externer op-
tischer Rückkopplung angewendet, um das Fehlersignal qualitativ wiederzugeben.
Darüber hinaus wurde ein weiteres Modell entwickelt, das einen im Vergleich zu
den Ratengleichungen geringeren Rechenaufwand aufweist und somit eine Datenan-
passung an gemessene Verläufe des Fehlersignals ermöglicht. Bei diesem Modell wird
der gesamte ECDL als Drei-Spiegel-Interferometer aufgefasst. Zusätzlich wird der Po-
larisationszustand des Lichts mit Hilfe des Jones-Formalismus beschrieben. Dadurch
werden polarisationsabhängige Komponenten sowie Mehrfachreflexionen zwischen
allen Spiegeln automatisch berücksichtigt. Die berechnete Transmission durch dieses
Interferometer erlaubt dann die Berechnung des Fehlersignals. Die durchgeführten
Datenanpassungen zeigen eine sehr gute Übereinstimmung von Modell und Messda-
ten. Es sei noch angemerkt, dass aufgrund der allgemeinen Formulierung des Modells
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die Berechnung der Transmission durch ein N -Spiegel-Fabry-Pérot-Interferometer un-
ter Berücksichtigung der Polarisation möglich ist und das Modell somit universell
einsetzbar ist.
Durch das Anwenden der Stabilisierungsverfahren werden bei einem ECDL-Scan
etwaige Nichtlinearitäten sowie Hystereseeffekte beispielsweise der Piezo-Aktoren
automatisch kompensiert. Dadurch konnten große Scan-Bereiche realisiert werden.
Im Fall der Piezo-Strom-Methode wurde ein modensprungfreier Durchstimmbereich
von 105 GHz bei einer Wiederholrate von 11 Hz erreicht. Eine weitere Vergrößerung
des Durchstimmbereichs war aufgrund des zulässigen Strombereichs der Laserdiode
nicht möglich. Mit Hilfe der Temperatur-Piezo-Methode gelang es jedoch, diese Li-
mitierung zu überwinden. Dadurch konnte ein modensprungfreier ECDL-Scan von
130 GHz in 80 s erzielt werden. In diesem Fall stellte die maximale Elongation der
Piezo-Aktoren die Begrenzung dar. Die verwendete Laserdiode mit einer Zentralwel-
lenlänge von 785 nm war dabei nicht antireflexbeschichtet.
Zusätzlich zu der oben genannten Piezo-Strom- und Temperatur-Piezo-Methode
wurde ein weiteres Stabilisierungsverfahren präsentiert. Dabei steuert ein Compu-
terprogramm die Änderung des Pumpstroms während der Längenänderung des ex-
ternen Resonators. Die Grundlage der Regelung bildet ein Modell des dynamischen
Verhaltens von Modensprüngen. Im Vergleich zu den bereits erläuterten Stabilisie-
rungsverfahren ist die Regelbandbreite dabei deutlich niedriger. Der experimentelle
Aufwand ist allerdings geringer, da ein bestehendes ECDL-System lediglich um einen
Computer zur Kontrolle des Pumpstroms erweitert werden muss. Basierend auf die-
ser Automatisierung konnte ein modensprungfreier Durchstimmbereich von 73 GHz
erreicht werden.
Die vorgestellten Stabilisierungsverfahren ermöglichen eine Vielzahl von Anwen-
dungen. In dieser Arbeit wurden exemplarisch drei mögliche Anwendungen reali-
siert. Die großen modensprungfreien Durchstimmbereiche erlauben die Spektrosko-
pie stark druckverbreiterter Gase. Dies wurde am Beispiel von Ethan- sowie Xenon-
gepuffertem Rubidium bei unterschiedlichen Temperaturen durchgeführt. Des Wei-
teren wurde eine absolute Wellenlängenstabilisierung implementiert. Aufgrund des
Stabilisierungsverfahrens ist die Wellenlänge direkt proportional zur Länge des ex-
ternen Resonators. Mit Hilfe eines zweiten Regelkreises wurde diese Länge auf ein
Wellenlängenmessgerät stabilisiert. Dabei diente die Piezo-Strom-Methode zur Nach-
führung des Pumpstroms und verhinderte dadurch das Auftreten von Modensprün-
gen. Als drittes Anwendungsbeispiel wurde die Länge des externen Resonators mit
unterschiedlichen Mustern periodisch variiert. Dabei kamen neben einer Sinus- und
Dreiecksrampe auch eine Rechteck-Modulation zum Einsatz. Diese Modulationsform
erlaubt einen schnellen Wechsel zwischen mehreren diskreten Wellenlängen. Speziell
die Durchführung einer solchen Rechteck-Modulation ist durch die Anwendung pas-
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siver Verfahren wie dem feed-forward aufgrund der Sprungantwort der Piezo-Aktoren
lediglich eingeschränkt oder gar nicht möglich.
Für viele Anwendungen ist eine niedrige optische Linienbreite des Lasers wün-
schenswert. Aus diesem Grund wurde in dieser Arbeit die Frage adressiert, ob die
neuartigen Stabilisierungsverfahren einen Einfluss auf die Linienbreite haben. Da-
mit sollte vor allem ausgeschlossen werden, dass eine artifizielle Verbreiterung des
optischen Spektrums aufgrund des aktiven Regelkreises entsteht. So führt beispiels-
weise der Proportional-Anteil eines PID-Reglers bei schlechter Dimensionierung zu
Schwingungen der Regelgröße. Auch Rauscheinflüsse der Regelelektronik sind denk-
bar. Zur Beantwortung dieser Fragen wurden Messungen basierend auf den Metho-
den der heterodynen sowie selbst-heterodynen Detektion durchgeführt. Dazu wur-
de im Fall der heterodynen Messung ein zweiter, identischer ECDL aufgebaut, der
ebenfalls mittels der Piezo-Strom-Methode stabilisiert werden konnte. Die Messung
der Schwebungsspektren war aufgrund der Drift der einzelnen Emissionswellenlän-
gen gegeneinander starken Schwankungen unterworfen. Dies führte zu einer ho-
hen statistischen Unsicherheit der ermittelten Linienbreiten. So ergibt sich für 323
gemessene Schwebungsspektren mit deaktivierter Stabilisierung eine mittlere Halb-
wertsbreite von (188± 111)kHz, mit aktivierter Piezo-Strom-Methode resultiert die
Auswertung von 267 Spektren in einer mittleren Linienbreite von (178 ± 94)kHz.
Dies entspricht einer Verringerung von etwa 5 % bei aktivierter ECDL-Stabilisierung.
Mit zwei weiteren Messreihen wurden insgesamt 1622 Spektren ausgewertet, die
diesen Trend bestätigen. Die Ergebnisse konnten aufgrund der hohen statistischen
Unsicherheiten jedoch lediglich eine Tendenz aufzeigen. Aus diesem Grund wur-
de zusätzlich ein Experiment zur Bestimmung der Linienbreite basierend auf der
Methode der selbst-heterodynen Detektion aufgebaut. Dabei wurde ein theoreti-
sches Modell des Schwebungsspektrums an die gemessenen Daten angepasst. Dieses
Modell berücksichtigt Rauschprozesse mit unterschiedlicher Frequenzabhängigkeit
in der spektralen Leistungsdichte des Frequenzrauschens. Dabei wurden etablier-
te Rechnungen zu weißem sowie 1/ f -Rauschen um 1/ f 2-Rauschen erweitert. Zur
Charakterisierung dieser auch als rotes Rauschen bezeichneten Komponente wur-
den umfangreiche Rechnungen durchgeführt. So konnten analytische Formen des
zugehörigen optischen Spektrums sowie des Schwebungsspektrums auch für kurze
Verzögerungszeiten der selbst-heterodynen Methode angegeben werden.
Basierend auf der Datenanpassung der gemessenen Schwebungsspektren mit Hilfe
des beschriebenen Modells wurde das optische Spektrum des ECDLs evaluiert. Dabei
gelang neben der Quantifizierung der Halbwertsbreite auch eine Charakterisierung
der spektralen Komposition. Die Messungen ergaben, dass die Gesamtlinienbreite mit
aktivierter ECDL-Stabilisierung durch eine Änderung des Sollwertes der Regelung va-
riabel im Bereich von etwa 8 kHz bis 20 kHz justiert und minimiert werden konnte.
Mit deaktivierter Stabilisierung zeigte sich hingegen eine starke Abhängigkeit der
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Linienbreite von der externen Resonatorlänge. So ergab die Messung der Gesamtlini-
enbreite während eines ECDL-Scans bei Anwendung der Piezo-Strom-Methode eine
Halbwertsbreite von (8,3± 0,6)kHz. Im Vergleich dazu lag die Halbwertsbreite bei
deaktivierter Stabilisierung im Mittel bei (12,2±4,8)kHz. Bezüglich der Einflüsse der
aktiven Stabilisierung auf die einzelnen Rauschkomponenten des Spektrums zeigten
die Messungen eine deutliche Abhängigkeit des weißen sowie des 1/ f -Rauschens
von dem Sollwert der Regelung. Speziell das weiße Rauschen konnte dabei auf Wer-
te stabilisiert werden, die unterhalb der Werte des freilaufenden ECDLs liegen. Somit
konnte gezeigt werden, dass durch die Anwendung der aktiven ECDL-Stabilisierung
keine negative Beeinflussung der Linienbreite des ECDLs erfolgt. Stattdessen ist es
bei geeigneter Wahl des Sollwertes der Regelung möglich, die minimale erreichbare
Linienbreite zu gewährleisten.
Ergänzend zur Untersuchung der Einflüsse des Stabilisierungsverfahrens wurden
Messungen der Linienbreite sowie der spektralen Zusammensetzung in Abhängig-
keit des Pumpstroms und der Stärke der externen Rückkopplung durchgeführt. Die
Ergebnisse dieser Messungen zeigen eine gute Übereinstimmung mit theoretischen
Vorhersagen.
5.2 Ausblick
Im Folgenden werden einige Vorschläge weiterführender Anwendungen und Unter-
suchungen der in dieser Arbeit präsentierten Methoden angeführt. Ferner werden
einige Anregungen bezüglich möglicher Detailverbesserungen aufgezeigt.
Im Hinblick auf den modensprungfreien Durchstimmbereich wäre eine Vergröße-
rung der maximalen Längenänderung des externen Resonators wünschenswert. So
könnten beispielsweise motorisierte Aktoren mit großem Hub aber geringer Posi-
tioniergenauigkeit mit Piezo-Aktoren kombiniert werden, um unter Anwendung der
Temperatur-Piezo-Methode den Abstimmbereich des ECDLs weiter zu vergrößern.
Auch eine Erhöhung der Scan-Geschwindigkeit wäre für diese Methode interessant.
Dies ist beispielsweise durch den Einsatz von Peltier-Elementen mit höherer elektri-
scher Leistung möglich. Ferner existieren spezielle Halterungen für Laserdioden, die
einen besonders guten Wärmekontakt zwischen Halbleiterlaser und Peltier-Element
erreichen1 und somit eine rasche Temperaturänderung ermöglichen.
Bezüglich der absoluten Wellenlängenstabilisierung könnte untersucht werden,
welchen Einfluss der dafür benötigte zweite Regelkreis auf die Linienbreite des La-
sers hat. Ferner könnte zur Bestimmung der Regelgröße anstatt des verwendeten
Wellenlängenmessgeräts eine dopplerfreie Sättigungsspektroskopie aufgebaut wer-
den. Auch hier wäre eine Linienbreitenmessung interessant. Darüber hinaus wären
1 Beispielsweise der ColdPack des Herstellers Toptica
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Abb. 5.1: Modulationsspannung des Pumpstroms bei Anwendung der Piezo-Strom-
Methode während eines ECDL-Scans über eine Rubidium-Absorptionslinie.
Die Gaszelle befindet sich dabei im externen Resonator des ECDLs. Der Ver-
lauf des Fehlersignals spiegelt die anomale Dispersion aufgrund der Absorp-
tion wieder.
weitere systematische Messungen der Linienbreite denkbar, so beispielsweise in Ab-
hängigkeit unterschiedlicher externer Resonatorlängen oder Temperaturen der La-
serdiode.
Die in dieser Arbeit vorgestellten aktiven Stabilisierungsverfahren benötigen einen
Regler zur Aufrechterhaltung des Soll-Zustands. Um die Bandbreite dieses Regelkrei-
ses zu maximieren, könnte eine vollständige Systemanalyse durchgeführt werden,
um die Übertragungsfunktion der Regelstrecke zu bestimmen. Anhand dieser Funkti-
on ist es möglich, die Parametrisierung des Reglers zu optimieren. In diesem Zusam-
menhang wäre es auch denkbar, neben dem bereits verwendeten PID-Regler einen
alternativen Reglertyp, beispielsweise einen fuzzy-logic-Regler zu implementieren.
Die Datenanpassung des für den Regelkreis verwendeten Fehlersignals erfolgte in
der Arbeit durch ein Modell des polarisationsabhängigen Transmissionsverhaltens
des ECDLs. Ferner wurde eine qualitative Beschreibung auf Basis der Ratengleichun-
gen präsentiert, wobei aus Gründen der Rechenzeit keine Anpassung an die Messda-
ten erfolgte. Eine Optimierung des Rechenaufwands und/oder der Implementierung
der Ratengleichungen wäre folglich erstrebenswert, damit auch dieses Modell an die
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Messdaten angepasst werden kann. Dadurch könnten beispielsweise Hystereseeffekte
des Fehlersignals beschrieben werden.
Neben der Anwendung des Fehlersignals zur Stabilisierung des ECDLs durch den
Regelkreis wäre auch eine Sensorapplikation denkbar. Das Fehlersignal stellt eine
sehr präzise Messung der relativen externen Resonatorlänge dar. Befindet sich nun
im externen Resonator ein Medium mit einer vom ECDL erreichbaren Absorptions-
linie, so weist die optische Länge des externen Resonators aufgrund der anomalen
Dispersion bei dieser Linie eine ausgeprägte Abhängigkeit von der Wellenlänge auf.
Der Verlauf dieser optischen Längenänderung entspricht dabei der charakteristischen
Form der anomalen Dispersion. Um die Resonanz des ECDLs aufrecht zu erhalten,
muss diese Längenänderung durch den Regelkreis ausgeglichen werden. Somit wird
bei einem ECDL-Scan über eine Absorptionslinie der Verlauf der Dispersion im Regel-
signal sichtbar. Es wurden bereits erste Messungen durchgeführt, um die prinzipielle
Machbarkeit des Konzepts zu überprüfen, siehe Abbildung 5.1. Dabei ist die vom Re-
gelkreis gesteuerte Modulationsspannung des Pumpstroms dargestellt. Deutlich ist
der Einfluss der Dispersion zu erkennen.
Um die Gaskonzentration anhand der Amplitude der Modulationsspannung zu be-
stimmen, ist zunächst eine theoretische Formulierung dieser Zusammenhänge nötig.
Erste Schritte dazu wurden im Rahmen der Bachelor-Arbeit von Tobias Krebs er-
arbeitet [Kre11]. Neben dieser Konzentrationsmessung könnte der Nulldurchgang
der Dispersion genutzt werden, um eine absolute Wellenlängenstabilisierung auf die
Absorptionslinie zu realisieren.




A Lösung der Ratengleichungen ohne
Rückkopplung
Im Folgenden sind die Lösungen des eingeschwungenen Zustands der in Ab-
schnitt 2.2 präsentierten Ratengleichungen (2.6) aufgelistet. Mit Hilfe dieser Lösun-
























































































Dabei hängt das Vorzeichen der Quadratwurzel für den Fall csp = 0 davon ab, ob
die jeweiligen Parameter ober- oder unterhalb der Laserschwelle bestimmt werden
sollen. Für csp > 0 muss stets addiert werden.




Das auf den folgenden Seiten aufgelistete Mathematica-Skript dient zur Berechnung
diverser Parameter, wie beispielsweise der Photonenzahl oder der Frequenzverschie-
bung in Abhängigkeit der externen Reflektivität. Es basierend auf den in Abschnitt 2.3
vorgestellten Ratengleichungen zur Beschreibung eines Halbleiterlasers mit externer
optischer Rückkopplung. Dabei wird lediglich der eingeschwungene Zustand (steady
state) analysiert.
Neben den Berechnungen der einzelnen Parameter wird auch eine Stabilitätsana-
lyse der externen Resonatormoden durchgeführt, um die sog. Antimoden zu identifi-
zieren, siehe dazu auch die Erläuterungen in Abschnitt 2.3.1.
Die Mathematica-Skripte zur Lösung der Ratengleichungen in Abhängigkeit des
Pumpstroms sowie der Länge des externen Resonators unterscheiden sich nicht we-
sentlich von dem hier gezeigten Skript und sind daher nicht enthalten.
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Needs@ "PhysicalConstants`"D
gain = g Hns - n0L ;H* gain: Differential Gain ;
g: Model gain coefficient ;
ns: Number of Carriers ;
n0: Number of Carriers at threshold *L
se = csp ns Γe ;H* se: Spontaneous Emission term;
csp: SE-constant ;
Γe: Carrier decay rate *L
f1 = ps H H gain - Γ L + 2 * Κ Cos@Τext HΩ0+ DΩL DL + se  0;H* f1: steady- state condidtion for photon number ;
ps: Number of photons ;
Γ : Photon decay rate ;
Κ : feedback coefficient ,
Ω0: Laser frequency without feedback ;
DΩ: Feedback induced frequency shift *L
f2 = 1  2 Α H gain - Γ L - Κ Sin@Τext HΩ0+ DΩL D  DΩ ;H* f2: steady- state condition for phase ;
Α : linewidth enhancement factor *L
f3 = j  q - Γe ns - gain ps  0; H* f3: steady- state condition for carrier number ;
j: Pump current ;
q: electron charge *L
condDΩ = Eliminate@8 f1, f2, f3< , 8ns , ps< D ;H* condDΩ: Transcendental equation for the feedback induced frequency shift *L
psFromDΩ = ps . Solve@8 f1, f3< , ps , 8ns< DP1T ;H* psFromDΩ: Number of photons as a function of the feedback induced frequency shift *L
psFromNs = ps . Solve@ f3, psDP1T ;H* psFromNs: Number of photons as a function of the number of carriers *L
nsFromDΩ = ns . Solve@8 f1, f3< , ns , 8ps< DP1T ;H* nsFromDΩ: Number of carriers as a function of the feedback induced frequency shift *L
Η = Η0+ c1 j; H* Η: Refractive index as a function of pump current ;
Η0: Refractive index at threshold ;
c1=∆Η ∆j *L
Ω0 = Simplify@2 Π c Round@2 Η0 ld  Λ0D  H 2 Η ldL D ;H* Ω0: Laser resonant frequency without feedback as a function of pump current ;
c: speed of light in vacuum Λ0: Laser wavelength without feedback ;
ld: laser diode length *L
Κ = Simplify@c H1- r2L Sqrt@rext  r2D  H 2 Η ldL D ;H* Κ : feedback parameter from lang-kobayashi paper ; r2: power reflectivity facet 2;
rext: power reflectivity external mirror or grarting *L
splitRatio = H Sqrt@r1D H1- r2L L  H H Sqrt@r1D + Sqrt@r2DL * H1- Sqrt@r1 r2DL L ;H* splitRatio: Ratio of total power to emitted power at facet 2;
r1: power reflectivity facet 1 *L
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Αm = Log@1  H r1 * r2L D  H 2 ldL ;H* Αm: mirror loss *L
qeff = h  H 2 Π L * Ω0 * c  Μe ;H* qeff: quantum efficiency ;
h: Plancks constant ;
Μe: group velocity *L
powerFactor = Simplify@Αm * qeff * splitRatio * H1- rextL D ;H* Output power =
powerFactor * Photon
number: Output power at rext as a function of the photon number *L
condDΩ =
Simplify@condDΩ ,
Assumptions ® 8 ld > 0, Η0 > 0, c1 ³ 0, c > 0, Λ0 > 0, ps ¹ 0, q > 0, Α > 0,
Γe > 0, Γ > 0, csp ³ 0, g > 0, j > 0, Τext > 0, n0 > 0< D ;
psFromDΩ =
Simplify@psFromDΩ ,
Assumptions ® 8 ld > 0, Η0 > 0, c1 ³ 0, c > 0, Λ0 > 0, ps ¹ 0, q > 0, Α > 0,
Γe > 0, Γ > 0, csp ³ 0, g > 0, j > 0, Τext > 0, n0 > 0< D ;
nsFromDΩ =
Simplify@nsFromDΩ ,
Assumptions ® 8 ld > 0, Η0 > 0, c1 ³ 0, c > 0, Λ0 > 0, ps ¹ 0, q > 0, Α > 0,
Γe > 0, Γ > 0, csp ³ 0, g > 0, j > 0, Τext > 0, n0 > 0< D ;
psFromNs =
Simplify@psFromNs ,
Assumptions ® 8 ld > 0, Η0 > 0, c1 ³ 0, c > 0, Λ0 > 0, ps ¹ 0, q > 0, Α > 0,
Γe > 0, Γ > 0, csp ³ 0, g > 0, j > 0, Τext > 0, n0 > 0< D ;
realworld = 8
Α ® 3, H* Linewidth enhancement factor = Henry ' s factor , see Flunkert *L
c1 ® 0.05, H* Differential refractive index ∆Η ∆j, see also Lang-Kobayashi *L
csp ® 1*^-5, H* Spontaneous emission coefficient *L
g ® 1*^4 , H* Modal Gain Coefficient , see Flunkert *L
Γe ® 1*^9, H* Carrier decay rate = 1 Τrecombination , see Flunkert *L
Γ ® 8*^11, H* Photon decay rate = 1 Τphoton , see Flunkert*L
ld ® 300*^-6, H* Length of the active layer *L
Τext ® 1*^-10, H* External cavity round- trip time = 2*l c *L
Η0 ® 3.6, H* Phase-velocity refractive index of GaAlAs *L
Μe ® 3.6, H* Effective Group Refractive indexH approx. 3.5 to 5, see also Petermann p. 27L *L
n0 ® 1*^8, H* Carrier Number at Transparency , see Flunkert *L
r1 ® 0.32, H* Back Facet reflectivity of the diode *L
r2 ® 0.32, H* Front Facet reflectivity of the diode *LH*rext®0.03, H* External mirror or grating reflectivity *L*L
j ® 0.1, H* Pump current *L
Λ0 ® 785*^-9, H* Laser wavelength with no feedback *L
c ® SpeedOfLightP1T , H* Speed of light in vacuum *L
h ® 6.62606957*^-34 , H* Planck ' s constant *L
q ® ElectronChargeP1T H* Electron Charge *L< ;
109
rexttest = 0.01;
Plot@powerFactor . realworld . rext ® x , 8 x , 0, 1< D
Plot@8 condDΩP1T - condDΩP2T< . realworld . rext ® rexttest , 8DΩ , -10*^10, 10*^10< D
Off@Reduce::ratnzD ;
Κ . realworld . rext ® rexttest
Reduce@H condDΩ . realworld . rext ® rexttestL && H- 4*^10 < DΩ < 4*^10L , DΩD





-1 ´ 1011 - 5 ´ 1010 5 ´ 1010 1 ´ 1011
-1 ´ 109




DΩ  -1.33288 ´ 108 ÈÈ DΩ  3.98318 ´ 1010
110 B Mathematica-Skript der Ratengleichungen mit Rückkopplung
H* Solve the transcendental equation "condDΩ " in order to obtain the external
cavity modes HECMsL and antimodes. Each mode has a particular frequency shift DΩ.
The solution-list DΩList has the following





DΩ .8 ToRules@Reduce@H condDΩ .realworld .rext®xL&&H-1*^11<DΩ<1*^11L ,
DΩ ,Reals ,WorkingPrecision®10DD< ;*L
roots =
DΩ .8 ToRules@Reduce@H condDΩ . realworld . rext ® xL && H-10*^11 < DΩ < 10*^11L ,
DΩ , RealsDD< ;8 8 x< , roots< ,8 x , xmin , xmax , H xmax - xminL  npoints< D ,
ProgressIndicator@x , 8 xmin , xmax< DD ;
ListPlot@Flatten@Map@Tuples , DΩListD , 1DDH* Flatten@Map@Tuples ,DΩListD ,1D partitions the list in a form convenient for
ListPlot: 8 8 x1, DΩ1< , 8 x1, DΩ2< , 8 x2, DΩ1< , ...< *L
0.2 0.4 0.6 0.8 1.0
- 4 ´ 1011




H* Analysis of the output power
*LH* power calculates the output power for all ECMs *L
power@a_D :=
Flatten@8 8 a P1T< , 8Flatten@powerFactor *psFromDΩ . realworld . rext ® a P1T . DΩ ® a P2TD< < ,
1D ;H* power1 calculates the output power from the ECM with the lowest frequency *L
power1@a_D :=8 a P1T , powerFactor *psFromDΩ . realworld . rext ® a P1T . DΩ ® Min@a P2TD< ;H* power2 calculates the output power from the ECM with the highest frequency *L
power2@a_D :=8 a P1T , powerFactor *psFromDΩ . realworld . rext ® a P1T . DΩ ® Max@a P2TD< ;H* power3 calculates the output power from the ECM with a frequency close to Ω0 *L
power3@a_D :=8 a P1T , powerFactor *psFromDΩ . realworld . rext ® a P1T .
DΩ ® Nearest@a P2T , 0DP1T< ;
powerList = Map@power , Take@DΩList , AllDD ;
power1List = Map@power1, Take@DΩList , AllDD ;
power2List = Map@power2, Take@DΩList , AllDD ;
power3List = Map@power3, Take@DΩList , AllDD ;
powerPlot = ListPlot@Flatten@Map@Tuples , Take@powerList , AllDD , 1DD ;
power1Plot = ListLinePlot@Flatten@Map@Tuples , Take@power1List , AllDD , 1D ,
PlotStyle ® 8Red< D ;
power2Plot = ListLinePlot@Flatten@Map@Tuples , Take@power2List , AllDD , 1D ,
PlotStyle ® 8Green< D ;
power3Plot = ListLinePlot@Flatten@Map@Tuples , Take@power3List , AllDD , 1D ,
PlotStyle ® 8Blue< D ;
Show@8powerPlot , power1Plot , power2Plot , power3Plot< D





112 B Mathematica-Skript der Ratengleichungen mit Rückkopplung
H* Analysis of the photon number
*LH* p calculates the photon number of all ECMs *L
p@a_D := Flatten@8 8 a P1T< , 8Flatten@psFromDΩ . realworld . rext ® a P1T . DΩ ® a P2TD< < ,
1D ;H* p1 calculates the photon number from the ECM with the lowest frequency *L
p1@a_D := 8 a P1T , psFromDΩ . realworld . rext ® a P1T . DΩ ® Min@a P2TD< ;H* p2 calculates the photon number from the ECM with the highest frequency *L
p2@a_D := 8 a P1T , psFromDΩ . realworld . rext ® a P1T . DΩ ® Max@a P2TD< ;H* p3 calculates the photon number from the ECM with a frequency close to Ω0 *L
p3@a_D := 8 a P1T , psFromDΩ . realworld . rext ® a P1T . DΩ ® Nearest@a P2T , 0DP1T< ;
pList = Map@p , Take@DΩList , AllDD ;
p1List = Map@p1, Take@DΩList , AllDD ;
p2List = Map@p2, Take@DΩList , AllDD ;
p3List = Map@p3, Take@DΩList , AllDD ;
pPlot = ListPlot@Flatten@Map@Tuples , Take@pList , AllDD , 1DD ;
p1Plot = ListLinePlot@Flatten@Map@Tuples , Take@p1List , AllDD , 1D , PlotStyle ® 8Red< D ;
p2Plot = ListLinePlot@Flatten@Map@Tuples , Take@p2List , AllDD , 1D , PlotStyle ® 8Green< D ;
p3Plot = ListLinePlot@Flatten@Map@Tuples , Take@p3List , AllDD , 1D , PlotStyle ® 8Blue< D ;
Show@8pPlot , p1Plot , p2Plot , p3Plot< D







H* Analysis of the carrier number
*LH* n calculates the carrier number of all ECMs *L
n@a_D := Flatten@8 8 a P1T< , 8Flatten@nsFromDΩ . realworld . rext ® a P1T . DΩ ® a P2TD< < ,
1D ;H* n1 calculates the carrier number from the ECM with the lowest frequency *L
n1@a_D := 8 a P1T , nsFromDΩ . realworld . rext ® a P1T . DΩ ® Min@a P2TD< ;H* n2 calculates the carrier number from the ECM with the highest frequency *L
n2@a_D := 8 a P1T , nsFromDΩ . realworld . rext ® a P1T . DΩ ® Max@a P2TD< ;H* n3 calculates the photon number from the ECM with a frequency close to Ω0 *L
n3@a_D := 8 a P1T , nsFromDΩ . realworld . rext ® a P1T . DΩ ® Nearest@a P2T , 0DP1T< ;
nList = Map@n , Take@DΩList , AllDD ;
n1List = Map@n1, Take@DΩList , AllDD ;
n2List = Map@n2, Take@DΩList , AllDD ;
n3List = Map@n3, Take@DΩList , AllDD ;
nPlot = ListPlot@Flatten@Map@Tuples , Take@nList , AllDD , 1DD ;
n1Plot = ListLinePlot@Flatten@Map@Tuples , Take@n1List , AllDD , 1D , PlotStyle ® 8Red< D ;
n2Plot = ListLinePlot@Flatten@Map@Tuples , Take@n2List , AllDD , 1D , PlotStyle ® 8Green< D ;
n3Plot = ListLinePlot@Flatten@Map@Tuples , Take@n3List , AllDD , 1D , PlotStyle ® 8Blue< D ;
Show@8nPlot , n1Plot , n2Plot , n3Plot< D
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H* Analysis of the Power of the Minimum and Maximum Threshold gain Mode
*L
powerMinN@a_D :=8 a P1T , HpowerFactor *psFromNs . realworld . rext ® a P1T . ns ® Min@a P2TDL < ;
powerMaxN@a_D :=8 a P1T , HpowerFactor *psFromNs . realworld . rext ® a P1T . ns ® Max@a P2TDL < ;
powerMinNList = Map@powerMinN, nListD ;
powerMaxNList = Map@powerMaxN, nListD ;
powerMinNPlot = ListLinePlot@Flatten@Map@Tuples , powerMinNListD , 1D ,
PlotStyle ® 8Red< D ;
powerMaxNPlot = ListLinePlot@Flatten@Map@Tuples , powerMaxNListD , 1D , PlotStyle ® 8Blue< D ;
Show@8powerMinNPlot , powerMaxNPlot< D






H* Evaluation of the Stability criterion
*L
stabilityCriterion = 1+ Κ Τext Sqrt@1+ Α ^ 2D Cos@Τext HΩ0+ DΩL + ArcTan@Α DD ;
stableMode@a_D :=8 a P1T , Pick @a P2T , Positive@ stabilityCriterion . realworld . rext ® a P1T . DΩ ® a P2TDP
1TD< ;
stableModeList = Map@ stableMode , Take@DΩList , AllDD ;
stableModePlot = ListPlot@Flatten@Map@Tuples , stableModeListD , 1D , PlotStyle ® 8Blue< D
stableModePowerList = Map@power , Take@ stableModeList , AllDD ;
ListPlot@Flatten@Map@Tuples , stableModePowerListD , 1D , PlotStyle ® Opacity@1DD
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cPower@a_D :=
Flatten@8 8 a P1T< , 8 a P2T * 0.2*^-11< ,8Flatten@powerFactor *psFromDΩ . realworld . rext ® a P1T . DΩ ® a P2TD< < , 1D ;
cStability@a_D :=
Flatten@8 8 a P1T< , 8 a P2T * 0.2*^-11< ,8Flatten@1+ Κ Τext Sqrt@1+ Α ^ 2D Cos@Τext HΩ0+ DΩL + ArcTan@Α DD . realworld .
rext ® a P1T . DΩ ® a P2TD< < , 1D ;
cPhotons@a_D :=
Flatten@8 8 a P1T< , 8 a P2T * 0.2*^-11< ,8Flatten@psFromDΩ . realworld . rext ® a P1T . DΩ ® a P2TD< < , 1D ;
cCarriers@a_D :=
Flatten@8 8 a P1T< , 8 a P2T * 0.2*^-11< ,8Flatten@nsFromDΩ . realworld . rext ® a P1T . DΩ ® a P2TD< < , 1D ;
cList = Map@cPower , Take@DΩList , AllDD ;
Clear@plotCList , i1, i2D ;
plotCList = 8 < ;
For@i1 = 1, i1 < Length@cListD , i1++ ,
dataset = cListPi1T ;
For@i2 = 1, i2 £ Length@datasetP2TD , i2++ ,
current = datasetP1T ;
wlist = datasetP2T ;
xlist = datasetP3T ;
res = 8 currentP1T , wlistPi2T , 100 * xlistPi2T< ;
AppendTo@plotCList , resDDD
ListContourPlot@plotCList , InterpolationOrder ® 2, Contours ® 20D











Im Folgenden ist der Quelltext des rekursiven Lösungsverfahrens zur Berechnung der
Transmission eines Drei-Spiegel-Interferometers aufgelistet. Wie in Abschnitt 3.2.2
bereits diskutiert, stellt dies die Grundlage der Modellierung der aktiven ECDL-
Stabilisierungsverfahren dar.
Das Rekursionsverfahren stellte sich für eine Datenanpassung als ungeeignet her-
aus, da es sehr langsam konvergiert. Bereits die von diesem Programm exemplarisch
berechnete Transmission durch drei äquidistante Spiegel mit einer Amplitudenreflek-
tivität von je 50 % benötigt bei einer Rekursionstiefe von 25 sowie 500 Datenpunk-
ten etwa 10 Sekunden auf einem Dualkernprozessor1 mit 3 GHz Taktfrequenz und
4 GB Arbeitsspeicher. Der daraus resultierende Verlauf der Transmission ist in Ab-
bildung C.1 dargestellt. Dabei wird deutlich, dass eine Rekursionstiefe von 25 nicht
ausreicht, da die Transmissionsmaxima noch stark vom theoretischen Wert von 100 %
abweichen. Ferner weist die Berechnung in den Tälern noch eine Restwelligkeit auf.
Akzeptable Rekursionstiefen beginnen ab Werten von 100, allerdings liegt hier die
Rechenzeit bereits bei mehreren Stunden.
Prinzipiell stellt der rekursive Ansatz jedoch eine sehr intuitive und ohne Ein-
schränkungen gültige Form der Lösung des Transmissionsproblems dar und soll daher
in der vorliegenden Arbeit präsentiert werden.
Der folgende Quelltext lässt sich beispielsweise mit dem GNU g++ Compiler in
einer Konsole leicht kompilieren:
g++ 3-Mirror-Recursion.cpp.
Programmausdruck C.1: 3-Mirror-Recursion.cpp
0 # inc lude < iostream >
# inc lude <complex >
# inc lude < c s t d i o >
using namespace s td ;
typedef complex <double > dcmplx ;
5
# def ine I dcmplx ( 0 . 0 , 1 . 0 )
# def ine depth 15
1 Intel® Core™2 Duo Prozessor, Typ E8400
119
// T h i s s imple c l a s s encapsu la tes some matr ix−algebra
10 c l a s s Matr ix {




15 dcmplx d ;
Matr ix ( ) ;
Matr ix ( dcmplx _a ) ;
Matr ix ( dcmplx _a , dcmplx _d ) ;
20 Matr ix ( dcmplx _a , dcmplx _b , dcmplx _c , dcmplx _d ) ;
Matr ix dot ( Matr ix _m) ;
Matr ix add ( Matr ix _m) ;
} ;
25 Matr ix : : Matr ix ( ) : a ( dcmplx ( ) ) , b ( dcmplx ( ) ) , c ( dcmplx ( ) ) , d ( dcmplx ( ) ) { } // Nul l−Matr ix
Matr ix : : Matr ix ( dcmplx _a ) : a ( _a ) , b ( dcmplx ( ) ) , c ( dcmplx ( ) ) , d ( _a ) { } // Diagonalmatr ix ; a=d
Matr ix : : Matr ix ( dcmplx _a , dcmplx _d ) : a ( _a ) , b ( dcmplx ( ) ) , c ( dcmplx ( ) ) , d ( _d ) { } // Diagonalmatr ix ;
Matr ix : : Matr ix ( dcmplx _a , dcmplx _b , dcmplx _c , dcmplx _d ) : a ( _a ) , b ( _b ) , c ( _c ) , d ( _d ) { } //
v o l l b e s e t z t ;
Matr ix Matr ix : : dot ( Matr ix _m) {
30 dcmplx res_a , res_b , res_c , res_d ;
res_a = a*_m. a + b*_m. c ;
res_b = a*_m. b + b*_m. d ;
r e s _ c = c*_m. a + d*_m. c ;
res_d = c*_m. b + d*_m. d ;
35 return Matr ix ( res_a , res_b , res_c , res_d ) ;
}
Matr ix Matr ix : : add ( Matr ix _m) {
dcmplx res_a , res_b , res_c , res_d ;
res_a = a + _m. a ;
40 res_b = b + _m. b ;
r e s _ c = c + _m. c ;
res_d = d + _m. d ;
return Matr ix ( res_a , res_b , res_c , res_d ) ;
}
45
// T h i s s imple c l a s s encapsu la tes some vector−algebra
c l a s s Vector {
p u b l i c :
dcmplx x ;
50 dcmplx y ;
Vector ( ) ; // Nul l−Vector
Vector ( dcmplx _x , dcmplx _y ) ;
55 void add ( Vector _v ) ;
void dot ( Matr ix _m) ;
} ;
Vector : : Vector ( ) : x ( dcmplx ( ) ) , y ( dcmplx ( ) ) { }
Vector : : Vector ( dcmplx _x , dcmplx _y ) : x ( _x ) , y ( _y ) { }
60 void Vector : : add ( Vector _v ) {
x += _v . x ;
y += _v . y ;
}
void Vector : : dot ( Matr ix _m) {
65 x = _m. a * x + _m. b * y ;
y = _m. c * x + _m. d * y ;
}
// Temporary Matr i ces hold ing p r e c a l c u l a t e d r e s u l t s
70 Matr ix a , b , c , d , e , f , g ;
Vector z e r o I n t ;
// Setup a s imple problem : Three e q u a l l y spaced m i r r o r s with an equal r e f l e c t i v i t y of 0 .5
Matr ix t1 ( dcmplx ( s q r t ( 0 . 5 ) , 0 . 0 ) ) ;
Matr ix t2 ( dcmplx ( s q r t ( 0 . 5 ) , 0 . 0 ) ) ;
75 Matr ix t3 ( dcmplx ( s q r t ( 0 . 5 ) , 0 . 0 ) ) ;
Matr ix t4 ( dcmplx ( s q r t ( 0 . 5 ) , 0 . 0 ) ) ;
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Matr ix r1 ( dcmplx(− s q r t ( 0 . 5 ) , 0 . 0 ) ) ; // "−" Due to phase jump
Matr ix r2 ( dcmplx(− s q r t ( 0 . 5 ) , 0 . 0 ) ) ; // "−" Due to phase jump
Matr ix r3 ( dcmplx ( s q r t ( 0 . 5 ) , 0 . 0 ) ) ;
80 Matr ix r4 ( dcmplx ( s q r t ( 0 . 5 ) , 0 . 0 ) ) ;
// Funct ion Prototypes
Vector Out ( Vector beam , double phi1 , double phi2 ) ;
Vector Ap( Vector beam , i n t n ) ;
Vector Am( Vector beam , i n t n ) ;
85 Vector Bp ( Vector beam , i n t n ) ;
Vector Bm( Vector beam , i n t n ) ;
Vector Out ( Vector beam , double phi1 , double phi2 ) {
Vector v1 ;
90 Matr ix p1 ( exp ( I * phi1 ) ) ;
Matr ix p2 ( exp ( I * phi2 ) ) ;
// Some f i x e d p r e c a l c u l a t i o n s
a = p1 . dot ( t3 ) ;
b = p1 . dot ( r2 ) ;
95 c = p1 . dot ( r1 ) ;
d = p2 . dot ( t4 ) ;
e = p2 . dot ( r4 ) ;
f = p2 . dot ( r3 ) ;
g = p2 . dot ( t2 ) ;
100 // S t a r t the r e c u r s i o n
v1 = Ap(beam , 0) ;




// These f u n c t i o n s model the l i g h t path . They c a l l each other r e c u r s i v e l y .
// I f the r e c u r s i o n depth i s reached , the r e c u r s i o n t r e e f o l d s up .
Vector Ap( Vector beam , i n t n ) {
i f ( n < depth ) {
110 Vector v1 , v2 ;
v1 = Bp (beam , n+1) ;
v2 = Am(beam , n+1) ;
v1 . dot ( a ) ;
v2 . dot ( b ) ;
115 v1 . add ( v2 ) ;
return v1 ;
} e l s e {
return z e r o I n t ;
}
120 }
Vector Am( Vector beam , i n t n ) {
i f ( n < depth ) {
Vector v1 ;
v1 = Ap(beam , n+1) ;
125 v1 . dot ( c ) ;
return v1 ;
} e l s e {
return z e r o I n t ;
}
130 }
Vector Bp ( Vector beam , i n t n ) {
i f ( n < depth ) {
Vector v1 , v2 ;
v1 = beam ;
135 v2 = Bm(beam , n+1) ;
v1 . dot ( d ) ;
v2 . dot ( e ) ;
v1 . add ( v2 ) ;
return v1 ;
140 } e l s e {
return z e r o I n t ;
}
}
Vector Bm( Vector beam , i n t n ) {
145 i f ( n < depth ) {
Vector v1 , v2 ;
121
v1 = Bp (beam , n+1) ;
v2 = Am(beam , n+1) ;
v1 . dot ( f ) ;
150 v2 . dot ( g ) ;
v1 . add ( v2 ) ;
return v1 ;
} e l s e {




i n t main ( ) {




F I L E * pipe = popen ( " gnuplot −p e r s i s t " , "w" ) ;
165 f p r i n t f ( pipe , " p l o t ’− ’ with l i n e s \n " ) ;
// C a l c u l a t e 500 datapoints from 0 to 2* P i
f o r ( i n t i =0 ; i <500; i ++) {
phase = i / 5 0 0 . 0 * 6 . 2 8 ;
beamOut = Out ( beamIn , phase , phase ) ;
170 temp = abs ( beamOut . x ) ;
temp = temp * temp ;
f p r i n t f ( pipe , "%f \n " , temp ) ;
}
f p r i n t f ( pipe , " e\n " ) ;
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Abb. C.1: Mittels des Programms C.1 berechnete Transmission eines Drei-Spiegel-
Interferometers als Funktion des Phasenwinkels φ = 2pil/λ. Die Rekursi-
onstiefe betrug 25.
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D Quelltext zum Modell der aktiven
ECDL Stabilisierung
In diesem Kapitel sind die Quelltexte gelistet, die zur Datenanpassung des Modells
der aktiven ECDL-Stabilisierung an die gemessenen Verläufe des Fehlersignals ge-
nutzt wurden. Das daraus erzeugte Konsolen-Programm wird durch einen globa-
len Optimierungsalgorithmus des EvA2-Frameworks wiederholt aufgerufen. Dabei
wird ein Parametersatz als Argumentenliste an das Programm übergeben. Der Rück-
gabewert entspricht dann der mittleren quadratischen Abweichung zwischen dem
basierend auf diesem Parametersatz berechneten Verlauf des Fehlersignals und den
Messdaten.
Das Programm besteht aus mehreren Dateien. In der Hauptdatei EvaFit.c, siehe
Programmausdruck D.1, befindet sich die Einstiegsfunktion main und diverse Routi-
nen zur Datei Ein- und Ausgabe, wie beispielsweise readData. Das eigentliche Modell
befindet sich in der Datei Model.c, siehe Quelltext D.2. Für die Berechnungen werden
Funktionen der linearen Algebra benötigt, die in der Datei Matrix.c gekapselt sind,
siehe Quelltext D.3. Die jeweiligen Header-Dateien dienen lediglich der Prototypen-
Definition und sind daher hier nicht angegeben. Um das Programm zu kompilieren,
kann beispielsweise der GNU C-Compiler gcc1 direkt in der Konsole aufgerufen wer-
den:
gcc Matrix.c Model.c EvaFit.c -lm.
Zusätzlich zu den Quelltext-Dateien ist es dabei nötig, gegen die Standard
Mathematik-Bibliothek libm zu linken.
Neben diesem Programm als Teil des globalen Optimierungsprozesses existiert
noch ein weiteres, dass im Anschluss an die globale Optimierungsprozedur ein
Levenberg-Marquard Verfahren durchführt. Dabei wird die cminpack-Bibliothek2, ei-
ne Weiterentwicklung der Fortran Minpack-Library [MGH80] verwendet. Das Pro-
gramm nutzt ebenfalls die Dateien Model.c und Matrix.c. Als Hauptdatei dient dann
CminpackFit.c, siehe Listing D.4. Das Kompilieren und Linken des Programms ist bei-
spielsweise wie folgt möglich:
gcc Matrix.c Model.c CminpackFit.c -lm -lcminpack.





0 # inc lude < s t d i o . h>
# inc lude < s t d l i b . h>
# inc lude < s t r i n g . h>
# inc lude <math . h>
# inc lude " model . h "
5
# def ine nDataSets 3
# def ine nParams (9 + nDataSets * 4)
s t r u c t data {
10 // Conta ins the vo l tage p o i n t s
double* vo l tage ;
// Conta ins the Stokes parameter
double* s1 ;
} ;
15 // Conta ins the r e s u l t of the model
s t r u c t data c a l c s e t s [ nDataSets ] ;
// Conta ins the d a t a s e t s
s t r u c t data d a t a s e t s [ nDataSets ] ;
// The number of datapoints ! ! ! Needs to be the same f o r a l l d a t a s e t s ! ! !
20 i n t nSamples = 0 ;
// 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double params [ nParams ] ;
// 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double mappedParams [ nParams ] ;
25 // 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double lower [ nParams ] ;
// 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double upper [ nParams ] ;
double bestmse = ( double ) 1000;
30 double mse ;
i n t readData ( char * fn ) ;
void i n i t i a l i z e ( i n t argc , char * argv [ ] ) ;
i n t ca l cData ( void ) ;
35 void cleanup ( void ) ;
void p l o t R e s u l t s ( s t r u c t data* ds , s t r u c t data* cs , i n t d s S i z e ) ;
void s a v e R e s u l t s ( s t r u c t data* ds , s t r u c t data* cs , i n t d s S i z e ) ;
void saveLog ( i n t argc , char * argv [ ] ) ;
void readLog ( void ) ;
40
// *** Main
i n t main ( i n t argc , char * argv [ ] ) {
i n t e r r ;
45 // Check i f the user s u p p l i e d a d a t a f i l e as the command l i n e argument
i f ( argc != 2 && argc != 23) {
f p r i n t f ( s t d e r r , " \ nUsage : \ ta . out d a t a f i l e \n or \ ta . out d a t a f i l e params [ 0 ] params [ 1 ] . . . \ n\n " ) ;
return EXIT_FAILURE ;
}
50 // Ass ign NULL to the p o i n t e r s of the s t r u c t
i n t i = 0 ;
f o r ( i = 0 ; i < nDataSets ; i ++) {
d a t a s e t s [ i ] . vo l tage = NULL ;
d a t a s e t s [ i ] . s1 = NULL ;
55 }
// Open an read the d a t a f i l e
e r r = readData ( argv [ 1 ] ) ;
i f ( e r r != 0) {
p r i n t f ( " E r r o r ID %i encountered , abort ing !\ n " , e r r ) ;
60 return EXIT_FAILURE ;
}
// I n i t i a l i z e the bounds and params
i n i t i a l i z e ( argc , argv ) ;
// Open and read the l o g f i l e
65 readLog ( ) ;
// C a l c u l a t i o n s
double v , value , dev ;
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mse = 0 ;
f o r ( i = 0 ; i < nSamples ; i ++) {
70 v = d a t a s e t s [ 0 ] . vo l tage [ i ] ;
va lue = valueAt ( 0 , v ) ;
dev = d a t a s e t s [ 0 ] . s1 [ i ] − va lue ;
mse += ( dev * dev ) ;
c a l c s e t s [ 0 ] . s1 [ i ] = va lue ;
75
v = d a t a s e t s [ 1 ] . vo l tage [ i ] ;
va lue = valueAt ( 1 , v ) ;
dev = d a t a s e t s [ 1 ] . s1 [ i ] − va lue ;
mse += ( dev * dev ) ;
80 c a l c s e t s [ 1 ] . s1 [ i ] = va lue ;
v = d a t a s e t s [ 2 ] . vo l tage [ i ] ;
va lue = valueAt ( 2 , v ) ;
dev = d a t a s e t s [ 2 ] . s1 [ i ] − va lue ;
85 mse += ( dev * dev ) ;
c a l c s e t s [ 2 ] . s1 [ i ] = va lue ;
}
// Return a measure f o r the q u a l i t y of the p a r t i c u l a r param−s e t
p r i n t f ( "%l f \n " , mse ) ;
90 // I f t h i s r e s u l t i s the best so far , save the paramset i n t o a f i l e
i f ( mse < bestmse ) {
saveLog ( argc , argv ) ;
s a v e R e s u l t s ( datasets , c a l c s e t s , nSamples ) ;
// P l o t the r e s u l t s
95 p l o t R e s u l t s ( datasets , c a l c s e t s , nSamples ) ;
}
// Free memory
cleanup ( ) ;
100 return EXIT_SUCCESS ;
}
// *** Open and read the d a t a f i l e
i n t readData ( char * fn ) {
105 i n t f e r r = 0 ;
double curV , curS ;
i n t i = 0 ;
// Try to open the s p e c i f i e d d a t a f i l e
110 F I L E * fdata = fopen ( fn , " r " ) ;
i f ( fdata == NULL ) {




// Read the f i r s t l i n e i n order to obtain the number of samples
// ! ! ! A l l d a t a s e t s need to have the same number of samples ! ! !
f e r r = f s c a n f ( fdata , "%i \n " , &nSamples ) ;
120 i n t j = 0 ;
f o r ( j = 0 ; j < nDataSets ; j ++) {
// Read the next l i n e i n order to obtain the lower and upper bounds f o r t h i s p a r t i c u l a r dataset
f e r r = f s c a n f ( fdata , "%l f ;% l f \n " , &lower [12 + j * 4 ] , &upper [12 + j * 4 ] ) ;
i f ( f e r r == EOF )
125 {
f p r i n t f ( s t d e r r , " E r r o r : Unexpected EOF whi le par s ing d a t a f i l e %s ! \n " , fn ) ;
f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
}
130 p r i n t f ( " In fo : S u c c e s f u l l y obtained ’ lower[% i ] ’ = %l f and ’ upper[% i ] ’ = %l f from f i l e ’% s ’ : \ n " , (12
+ j * 4) , lower [12 + j * 4 ] , (12 + j * 4) , upper [12 + j * 4 ] , fn ) ;
// Check i f memory f o r the dataset number j has been a l l o c a t e d , a l l o c i f not
i f ( d a t a s e t s [ j ] . vo l tage == NULL ) {
d a t a s e t s [ j ] . vo l tage = mal loc ( nSamples * s i z e o f (* d a t a s e t s [ j ] . vo l tage ) ) ;
135 }
// Check wether a l l o c a t i o n was s u c c e s f u l
125
i f ( d a t a s e t s [ j ] . vo l tage == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ d a t a s e t s [& i ] . vo l tage ’ \n " , j ) ;
f c l o s e ( fdata ) ;
140 return EXIT_FAILURE ;
} e l s e {
p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ d a t a s e t s [% i ] . vo l tage ’ \n " , nSamples *
s i z e o f (* d a t a s e t s [ j ] . vo l tage ) , j ) ;
}
i f ( d a t a s e t s [ j ] . s1 == NULL ) {
145 d a t a s e t s [ j ] . s1 = mal loc ( nSamples * s i z e o f (* d a t a s e t s [ j ] . s1 ) ) ;
}
// Check wether a l l o c a t i o n was s u c c e s f u l
i f ( d a t a s e t s [ j ] . s1 == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ d a t a s e t s [& i ] . s1 ’ \n " , j ) ;
150 f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
} e l s e {
p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ d a t a s e t s [% i ] . s1 ’ \n " , nSamples *
s i z e o f (* d a t a s e t s [ j ] . s1 ) , j ) ;
}
155
// Check i f memory f o r the c a l c s e t number j has been a l l o c a t e d , a l l o c i f not
i f ( c a l c s e t s [ j ] . vo l tage == NULL ) {
c a l c s e t s [ j ] . vo l tage = mal loc ( nSamples * s i z e o f (* c a l c s e t s [ j ] . vo l tage ) ) ;
}
160 // Check wether a l l o c a t i o n was s u c c e s f u l
i f ( c a l c s e t s [ j ] . vo l tage == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ c a l c s e t s [& i ] . vo l tage ’ \n " , j ) ;
f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
165 } e l s e {
p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ c a l c s e t s [% i ] . vo l tage ’ \n " , nSamples *
s i z e o f (* c a l c s e t s [ j ] . vo l tage ) , j ) ;
}
i f ( c a l c s e t s [ j ] . s1 == NULL ) {
c a l c s e t s [ j ] . s1 = mal loc ( nSamples * s i z e o f (* c a l c s e t s [ j ] . s1 ) ) ;
170 }
// Check wether a l l o c a t i o n was s u c c e s f u l
i f ( c a l c s e t s [ j ] . s1 == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ c a l c s e t s [& i ] . s1 ’ \n " , j ) ;
f c l o s e ( fdata ) ;
175 return EXIT_FAILURE ;
} e l s e {
p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ c a l c s e t s [% i ] . s1 ’ \n " , nSamples *
s i z e o f (* c a l c s e t s [ j ] . s1 ) , j ) ;
}
180 // Read the data of dataset j
f o r ( i = 0 ; i < nSamples ; i ++) {
f e r r = f s c a n f ( fdata , "%l f ;% l f \n " , &curV , &curS ) ;
i f ( f e r r != EOF ) {
d a t a s e t s [ j ] . vo l tage [ i ] = curV ;
185 d a t a s e t s [ j ] . s1 [ i ] = curS ;
c a l c s e t s [ j ] . vo l tage [ i ] = curV ;
c a l c s e t s [ j ] . s1 [ i ] = 0 ;
} e l s e {
p r i n t f ( " Warning : EOF encountered . D a t a f i l e %s c o n t a i n s more than %i data points , t r u n c a t i n g




char tempstr [ 1 0 ] ;
f g e t s ( tempstr , 10 , fdata ) ;
195 i f ( strcmp ( " end\n " , tempstr ) != 0) {
p r i n t f ( " E r r o r par s ing f i l e %s , no ’ end’− s t r i n g found ! " , fn ) ;
}
p r i n t f ( " In fo : S u c c e s f u l l y read %i data p o i n t s from f i l e ’% s ’ i n t o d a t a s e t s [% i ] \n " , i , fn , j ) ;
}
200
// We ’ re done here , c l o s e the f i l e and return no e r r o r
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// *** A l l o c a t e memory and c a l c u l a t e the a u t o c o r r e l a t i o n i n the time domain




// *** I n i t i a l i z e
void i n i t i a l i z e ( i n t argc , char * argv [ ] ) {
i n t i ;
// Def ine the upper and lower bounds
215
lower [ 0 ] = 60.0 e−3; // l e x t 0
lower [ 1 ] = −1.55e−6; // l e x t 1
lower [ 2 ] = −70.0e−9; // l e x t 2
lower [ 3 ] = 400.0e−3; // rg
220 lower [ 4 ] = 4 . 5 ; // rgPo l
lower [ 5 ] = 3.7 e−3; // l d i o d e
lower [ 6 ] = 300.0e−3; // r l d 1 ( rear−f a c e t )
lower [ 7 ] = 10.0 e−3; // r l d 2 ( front−f a c e t )
lower [ 8 ] = 500.0e−3; // pol
225 f o r ( i = 0 ; i < nDataSets ; i ++) {
lower [9+4* i ] = 779.99e−9; // w0
lower [10+4* i ] = −0.5e−12; // mh0
lower [11+4* i ] = −5.2e−12; // mhf
}
230
upper [ 0 ] = 60.001e−3; // l e x t 0
upper [ 1 ] = −1.5e−6; // l e x t 1
upper [ 2 ] = −60.0e−9; // l e x t 2
upper [ 3 ] = 650.0e−3; // rg
235 upper [ 4 ] = 5 . 0 ; // rgPo l
upper [ 5 ] = 3.701e−3; // l d i o d e
upper [ 6 ] = 990.0e−3; // r l d 1 ( rear−f a c e t )
upper [ 7 ] = 360.0e−3; // r l d 2 ( front−f a c e t )
upper [ 8 ] = 1 . 0 ; // pol
240 f o r ( i = 0 ; i < nDataSets ; i ++) {
upper [9+4* i ] = 780.01e−9; // w0
upper [10+4* i ] = 0 .5 e−12; // mh0
upper [11+4* i ] = −4.8e−12; // mhf
}
245
// I f there i s only one command l i n e parameter , use d e f a u l t v a l u e s f o r the parameters f o r t e s t i n g
purposes
i f ( argc == 2) {
params [ 0 ] = 0.284318; // l e x t 0
params [ 1 ] = 0.916486; // l e x t 1
250 params [ 2 ] = 0 . 0 ; // l e x t 2
params [ 3 ] = 0 . 0 ; // rg
params [ 4 ] = 0 . 0 ; // rgPo l
params [ 5 ] = 0.389464; // l d io d e
params [ 6 ] = 0.228468; // r l d 1 ( rear−f a c e t )
255 params [ 7 ] = 0.911377; // r l d 2 ( front−f a c e t )
params [ 8 ] = 1 . 0 ; // pol
// dataset 0
params [ 9 ] = 0.570293; // w0
params [10] = 0.536800; // mh0
260 params [11] = 0.387423; // mhf
params [12] = 0.556059; // qwp dataset 0
// dataset 1
i f ( nDataSets > 1) {
params [13] = 0.420680; // w0
265 params [14] = 0.571934; // mh0
params [15] = 0.370362; // mhf
params [16] = 0.660351; // qwp dataset 1
}
// dataset 2
270 i f ( nDataSets > 2) {
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params [17] = 0.316849; // w0
params [18] = 0.285999; // mh0
params [19] = 0.386312; // mhf
params [20] = 0.064639; // qwp dataset 2
275 }
// Otherwise , t r e a t the command l i n e as f o l l o w s : d a t a f i l e param [ 0 ] param [ 1 ] . . .
} e l s e i f ( argc == 23 && nDataSets == 3) {
f o r ( i = 0 ; i < nParams ; i ++) {
params [ i ] = atof ( argv [ i + 2 ] ) ;
280 }
}
// C a l c u l a t e the params




void cleanup ( void ) {
i n t i = 0 ;
// Free a l l the memory which has been a l l o c a t e d
290 f o r ( i = 0 ; i < nDataSets ; i ++) {
i f ( d a t a s e t s [ i ] . vo l tage != NULL ) {
f r e e ( d a t a s e t s [ i ] . vo l tage ) ;
d a t a s e t s [ i ] . vo l tage = NULL ;
}
295 i f ( d a t a s e t s [ i ] . s1 != NULL ) {
f r e e ( d a t a s e t s [ i ] . s1 ) ;
d a t a s e t s [ i ] . s1 = NULL ;
}
i f ( c a l c s e t s [ i ] . vo l tage != NULL ) {
300 f r e e ( c a l c s e t s [ i ] . vo l tage ) ;
c a l c s e t s [ i ] . vo l tage = NULL ;
}
i f ( c a l c s e t s [ i ] . s1 != NULL ) {
f r e e ( c a l c s e t s [ i ] . s1 ) ;




310 // *** Funct ion f o r p l o t t i n g
void p l o t R e s u l t s ( s t r u c t data* ds , s t r u c t data* cs , i n t d s S i z e ) {
F I L E * gnuplotPipe , * tempDataFi le ;
char *tempDataFileName ;
double x1 , x2 , x3 , yd1 , yd2 , yd3 , yc1 , yc2 , yc3 ;
315 i n t i , dummy;
tempDataFileName = " tempData " ;
gnuplotPipe = popen ( " gnuplot −n o r a i s e −p e r s i s t " , "w" ) ;
i f ( gnuplotP ipe ) {
tempDataFi le = fopen ( tempDataFileName , "w" ) ;
320 f o r ( i = 0 ; i < d s S i z e ; i ++) {
x1 = ds [ 0 ] . vo l tage [ i ] ;
yd1 = ds [ 0 ] . s1 [ i ] ;
yc1 = c s [ 0 ] . s1 [ i ] ;
x2 = ds [ 1 ] . vo l tage [ i ] ;
325 yd2 = ds [ 1 ] . s1 [ i ] ;
yc2 = c s [ 1 ] . s1 [ i ] ;
x3 = ds [ 2 ] . vo l tage [ i ] ;
yd3 = ds [ 2 ] . s1 [ i ] ;
yc3 = c s [ 2 ] . s1 [ i ] ;
330 f p r i n t f ( tempDataFi le , "%l e %l e %l e %l e %l e %l e %l e %l e %l e \n " , x1 , yd1 , yc1 , x2 , yd2 , yc2 , x3 ,
yd3 , yc3 ) ;
}
f c l o s e ( tempDataFi le ) ;
f p r i n t f ( gnuplotPipe , " p l o t \"% s \ " us ing 1:2 with l i n e s , \"% s \ " us ing 1:3 with l i n e s , \"% s \ " us ing
4:5 with l i n e s , \"% s \ " us ing 4:6 with l i n e s , \"% s \ " us ing 7:8 with l i n e s , \"% s \ " us ing 7:9
with l i n e s \n " , tempDataFileName , tempDataFileName , tempDataFileName , tempDataFileName ,
tempDataFileName , tempDataFileName ) ;
335 f f l u s h ( gnuplotP ipe ) ;
p c l o s e ( gnuplotPipe ) ;
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} e l s e {
p r i n t f ( " gnuplot not found . . . " ) ;
}
340 }
// *** Funct ion f o r sav ing
void s a v e R e s u l t s ( s t r u c t data* ds , s t r u c t data* cs , i n t d s S i z e ) {
F I L E * tempDataFi le ;
345 char *tempDataFileName ;
tempDataFileName = " plotData . t x t " ;
double x1 , x2 , x3 , yd1 , yd2 , yd3 , yc1 , yc2 , yc3 ;
i n t i , dummy;
tempDataFi le = fopen ( tempDataFileName , "w" ) ;
350 i f ( tempDataFi le ) {
f o r ( i = 0 ; i < d s S i z e ; i ++) {
x1 = ds [ 0 ] . vo l tage [ i ] ;
yd1 = ds [ 0 ] . s1 [ i ] ;
yc1 = c s [ 0 ] . s1 [ i ] ;
355 x2 = ds [ 1 ] . vo l tage [ i ] ;
yd2 = ds [ 1 ] . s1 [ i ] ;
yc2 = c s [ 1 ] . s1 [ i ] ;
x3 = ds [ 2 ] . vo l tage [ i ] ;
yd3 = ds [ 2 ] . s1 [ i ] ;
360 yc3 = c s [ 2 ] . s1 [ i ] ;
f p r i n t f ( tempDataFi le , "%l e %l e %l e %l e %l e %l e %l e %l e %l e \n " , x1 , yd1 , yc1 , x2 , yd2 , yc2 , x3 ,
yd3 , yc3 ) ;
}
f c l o s e ( tempDataFi le ) ;
}
365 }
// *** Write a l o g f i l e
void saveLog ( i n t argc , char * argv [ ] ) {
F I L E * l o g f i l e ;
370 l o g f i l e = fopen ( " l o g f i l e . t x t " , "w" ) ;
f p r i n t f ( l o g f i l e , "MSE\ t %.12 l f \n " , mse ) ;
f p r i n t f ( l o g f i l e , " argc \ t%i \n\n " , argc ) ;
375 i n t i ;
f o r ( i = 0 ; i < nParams ; i ++) {
i f ( ( i + 2) < argc )
f p r i n t f ( l o g f i l e , " argv[% i ] \ t%l e \n " , i , atof ( argv [ i + 2 ] ) ) ;
}
380
getMappedParams ( mappedParams , nDataSets ) ;
f p r i n t f ( l o g f i l e , " \nname\ tcmdl ine \tmapped\ tupper \ t lower \n " ) ;
f p r i n t f ( l o g f i l e , " l e x t 0 \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 0 ] , mappedParams [ 0 ] , upper [ 0 ] , lower [ 0 ] ) ;
f p r i n t f ( l o g f i l e , " l e x t 1 \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 ] , mappedParams [ 1 ] , upper [ 1 ] , lower [ 1 ] ) ;
385 f p r i n t f ( l o g f i l e , " l e x t 2 \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 2 ] , mappedParams [ 2 ] , upper [ 2 ] , lower [ 2 ] ) ;
f p r i n t f ( l o g f i l e , " rg \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 3 ] , mappedParams [ 3 ] , upper [ 3 ] , lower [ 3 ] ) ;
f p r i n t f ( l o g f i l e , " rgPo l \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 4 ] , mappedParams [ 4 ] , upper [ 4 ] , lower [ 4 ] ) ;
f p r i n t f ( l o g f i l e , " l d i o d e \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 5 ] , mappedParams [ 5 ] , upper [ 5 ] , lower [ 5 ] ) ;
f p r i n t f ( l o g f i l e , " r l d 1 \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 6 ] , mappedParams [ 6 ] , upper [ 6 ] , lower [ 6 ] ) ;
390 f p r i n t f ( l o g f i l e , " r l d 2 \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 7 ] , mappedParams [ 7 ] , upper [ 7 ] , lower [ 7 ] ) ;
f p r i n t f ( l o g f i l e , " pol \ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 8 ] , mappedParams [ 8 ] , upper [ 8 ] , lower [ 8 ] ) ;
// dataset 0
f p r i n t f ( l o g f i l e , " 0 :w0\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 9 ] , mappedParams [ 9 ] , upper [ 9 ] , lower [ 9 ] ) ;
f p r i n t f ( l o g f i l e , " 0 :mh0\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 0 ] , mappedParams [ 1 0 ] , upper [ 1 0 ] , lower [ 1 0 ] ) ;
395 f p r i n t f ( l o g f i l e , " 0 : mhf\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 1 ] , mappedParams [ 1 1 ] , upper [ 1 1 ] , lower [ 1 1 ] ) ;
f p r i n t f ( l o g f i l e , " 0 :qwp\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 2 ] , mappedParams [ 1 2 ] , upper [ 1 2 ] , lower [ 1 2 ] ) ;
// dataset 1
i f ( nDataSets > 1) {
f p r i n t f ( l o g f i l e , " 1 :w0\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 3 ] , mappedParams [ 1 3 ] , upper [ 1 3 ] , lower [ 1 3 ] ) ;
400 f p r i n t f ( l o g f i l e , " 1 :mh0\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 4 ] , mappedParams [ 1 4 ] , upper [ 1 4 ] , lower [ 1 4 ] ) ;
f p r i n t f ( l o g f i l e , " 1 : mhf\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 5 ] , mappedParams [ 1 5 ] , upper [ 1 5 ] , lower [ 1 5 ] ) ;
f p r i n t f ( l o g f i l e , " 1 :qwp\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 6 ] , mappedParams [ 1 6 ] , upper [ 1 6 ] , lower [ 1 6 ] ) ;
}
// dataset 2
405 i f ( nDataSets > 2) {
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f p r i n t f ( l o g f i l e , " 2 :w0\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 7 ] , mappedParams [ 1 7 ] , upper [ 1 7 ] , lower [ 1 7 ] ) ;
f p r i n t f ( l o g f i l e , " 2 :mh0\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 8 ] , mappedParams [ 1 8 ] , upper [ 1 8 ] , lower [ 1 8 ] ) ;
f p r i n t f ( l o g f i l e , " 2 : mhf\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 1 9 ] , mappedParams [ 1 9 ] , upper [ 1 9 ] , lower [ 1 9 ] ) ;
f p r i n t f ( l o g f i l e , " 2 :qwp\ t%l e \ t%l e \ t%l e \ t%l e \n " , params [ 2 0 ] , mappedParams [ 2 0 ] , upper [ 2 0 ] , lower [ 2 0 ] ) ;
410 }
f c l o s e ( l o g f i l e ) ;
}
415 // *** Read a l o g f i l e
void readLog ( void ) {
F I L E * l o g f i l e = NULL ;
l o g f i l e = fopen ( " l o g f i l e . t x t " , " r " ) ;
i f ( l o g f i l e ) {
420 f s c a n f ( l o g f i l e , "MSE\ t%l f \n " , &bestmse ) ;




0 # inc lude " model . h "
# def ine maxDataSets 10
double l ex t0 , l ex t1 , l e x t 2 ;
5 double rg , rgPo l ;
double l d i o de ;
double r ld1 , r l d 2 ;
double pol ;
double w0[ maxDataSets ] , mh0[ maxDataSets ] , mhf [ maxDataSets ] , qwp[ maxDataSets ] ;
10 s t r u c t matr ix r0 , r1 , r2 ;
s t r u c t matr ix t0 , t1 , t2 , t 0 i , t 1 i ; // ( i ) nverse
// *** setParams : S e t s the c u r r e n t s e t of parameters by mapping the range 0 to 1 us ing the bounds
void setParams ( double* params , double* lower , double* upper , i n t nDataSets ) {
15 /* params : Array conta in ing a l l parameters
lower : Array conta in ing the lower bounds
upper : Array conta in ing the upper bounds */
// Map the range 0 to 1 to the range given by the bounds
20 l e x t 0 = params [ 0 ] * ( upper [ 0 ] − lower [ 0 ] ) + lower [ 0 ] ;
l e x t 1 = params [ 1 ] * ( upper [ 1 ] − lower [ 1 ] ) + lower [ 1 ] ;
l e x t 2 = params [ 2 ] * ( upper [ 2 ] − lower [ 2 ] ) + lower [ 2 ] ;
rg = params [ 3 ] * ( upper [ 3 ] − lower [ 3 ] ) + lower [ 3 ] ;
rgPo l = params [ 4 ] * ( upper [ 4 ] − lower [ 4 ] ) + lower [ 4 ] ;
25 l d i o de = params [ 5 ] * ( upper [ 5 ] − lower [ 5 ] ) + lower [ 5 ] ;
r l d 1 = params [ 6 ] * ( upper [ 6 ] − lower [ 6 ] ) + lower [ 6 ] ;
r l d 2 = params [ 7 ] * ( upper [ 7 ] − lower [ 7 ] ) + lower [ 7 ] ;
pol = params [ 8 ] * ( upper [ 8 ] − lower [ 8 ] ) + lower [ 8 ] ;
i n t i ;
30 i n t o , o1 , o2 , o3 , o4 ;
f o r ( i = 0 ; i < nDataSets ; i ++) {
o = 4 * i ;
o1 = 9 + o ;
o2 = 10 + o ;
35 o3 = 11 + o ;
o4 = 12 + o ;
w0[ i ] = params [ o1 ] * ( upper [ o1 ] − lower [ o1 ] ) + lower [ o1 ] ;
mh0[ i ] = params [ o2 ] * ( upper [ o2 ] − lower [ o2 ] ) + lower [ o2 ] ;
mhf [ i ] = params [ o3 ] * ( upper [ o3 ] − lower [ o3 ] ) + lower [ o3 ] ;
40 qwp[ i ] = params [ o4 ] * ( upper [ o4 ] − lower [ o4 ] ) + lower [ o4 ] ;
}
// C a l c u l a t e the r− and t−m a t r i c e s .
in i tdm s (& r0 , ( double complex ) s q r t ( r l d 1 ) ) ;
in i tdm s (& r1 , ( double complex ) s q r t ( r l d 2 ) ) ;
45 in i tdm (& r2 , ( double complex ) s q r t ( rg ) , ( double complex ) s q r t ( rg / rgPo l ) ) ;
in i tdm s (&t0 , ( double complex ) s q r t ( ( double ) 1 − r l d 1 ) ) ;
in i tdm s (&t1 , ( double complex ) s q r t ( ( double ) 1 − r l d 2 ) ) ;
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in i tdm (&t2 , ( double complex ) s q r t ( ( double ) 1 − rg ) , ( double complex ) s q r t ( ( double ) 1 − rg / rgPo l ) ) ;
// These i n v e r s e m a t r i c e s are a l s o needed
50 t 0 i = t0 ;
t 1 i = t1 ;
inversem (& t 0 i ) ;
inversem (& t 1 i ) ;
}
55
// *** getMappedParams : Wr i tes the mapped params obtained us ing ’ params ’ , ’ lower ’ , and ’ upper ’ to
’* mappedParams ’
void getMappedParams ( double *mappedParams , i n t nDataSets ) {
mappedParams [ 0 ] = l e x t 0 ;
mappedParams [ 1 ] = l e x t 1 ;
60 mappedParams [ 2 ] = l e x t 2 ;
mappedParams [ 3 ] = rg ;
mappedParams [ 4 ] = rgPo l ;
mappedParams [ 5 ] = l d io d e ;
mappedParams [ 6 ] = r l d 1 ;
65 mappedParams [ 7 ] = r l d 2 ;
mappedParams [ 8 ] = pol ;
i n t i ;
i n t o ;
f o r ( i = 0 ; i < nDataSets ; i ++) {
70 o = 4 * i ;
mappedParams [9 + o ] = w0[ i ] ;
mappedParams[10 + o ] = mh0[ i ] ;
mappedParams[11 + o ] = mhf [ i ] ;
mappedParams[12 + o ] = qwp[ i ] ;
75 }
}
// *** valueAt : C a l c u l a t e s the model f o r the c u r r e n t s e t of parameters and a p a r t i c u l a r vo l tage
double valueAt ( i n t i , double vo l tage ) {
80 /* i : Number of the c u r r e n t dataset
v : The vo l tage of the c u r r e n t va lue */
double l e x t = l e x t e r n ( vo l tage ) ;
double wl = wavelength ( i , l e x t ) ;
85 double phi1 = phi ( ld iode , wl ) ;
double phi2 = phi ( l e x t , wl ) ;
double absx , absy ;
double r e s ;
90 // Def ine the input vector
s t r u c t vec tor s t a r t v = {0.97941 − 0.1727 * I , −0.10294 + 0.01815 * I } ;
s t r u c t matr ix tm ;
transm (&tm , phi1 , phi2 , i ) ;
95 mdv(&tm , &s t a r t v ) ;
absx = cabs ( s t a r t v . x ) ;
absy = cabs ( s t a r t v . y ) ;
r e s = ( absx * absx − absy * absy ) / ( absx * absx + absy * absy ) ;
return ( r e s ) ;
100 }
// *** l e x t : C a l c u l a t e s the length of the e x t e r n a l resonator
double l e x t e r n ( double vo l tage ) {
double l e x t = ( l e x t 0 + ( l e x t 1 * vo l tage ) + ( l e x t 2 * vo l tage * vo l tage ) ) ;
105 return l e x t ;
}
// *** wavelength : C a l c u l a t e s the wavelength
double wavelength ( i n t i , double l e x t ) {
110 double x = l e x t / l e x t 0 * w0[ i ] + mh0[ i ] − w0[ i ] ;
double y = mhf [ i ] ;
double fm = x − y * ( double ) f l o o r ( x / y ) ;




// *** phi : c a l c u l a t e s a propagation phase
double phi ( double length , double wavelength ) {
double r e s = ( ( double ) 2 .0 * M_PI * length / wavelength ) ;
120 return r e s ;
}
// *** C a l c u l a t e s the t r a n s m i s s i o n matr ix of the ECDL , s t o r e s the matr ix i n tm
void transm ( s t r u c t matr ix * tm , double phi1 , double phi2 , i n t i ) {
125 s t r u c t matr ix p0 , p1 , p0i , p1 i ; // ( i ) nverse
s t r u c t matr ix qwpm;
s t r u c t matr ix temp1 , temp2 , temp3 , temp4 ;
s t r u c t matr ix tempres1 , tempres2 ;
s t r u c t matr ix A, A1 , A2 , B , B1 , B2 ;
130 s t r u c t matr ix t ;
// C a l c u l a t e the c a v i t y matr ix of the l a s e r d i o d e ( phi * pol )
in i tdm s (&p0 , cexp ( ( double complex ) I * phi1 ) ) ;
p0 . d = p0 . d * pol ;
135 p0i = p0 ;
inversem (& p0i ) ;
// C a l c u l a t e the c a v i t y matr ix of the e x t e r n a l c a v i t y
in i tdm s (&p1 , cexp ( ( double complex ) I * phi2 ) ) ;
mqwp(&qwpm, (qwp[ i ] / ( double ) 180 * M_PI ) ) ;
140 mdm(&p1 , &qwpm) ;
p1 i = p1 ;
inversem (& p1i ) ;
// C a l c u l a t e temp1 = t0^−1 * p0^−1 * t1^−1
tempres1 = p0i ;
145 temp1 = t 0 i ;
mdm(&tempres1 , &t 1 i ) ;
mdm(&temp1 , &tempres1 ) ;
// C a l c u l a t e temp2 = t0^−1 * r0 * p0 * t1^−1
tempres1 = p0 ;
150 tempres2 = r0 ;
temp2 = t 0 i ;
mdm(&tempres1 , &t 1 i ) ;
mdm(&tempres2 , &tempres1 ) ;
mdm(&temp2 , &tempres2 ) ;
155 // C a l c u l a t e temp3 = r1 * p1
temp3 = r1 ;
mdm(&temp3 , &p1 ) ;
// C a l c u l a t e temp4 = r1 * p1^−1
temp4 = r1 ;
160 mdm(&temp4 , &p1i ) ;
// C a l c u l a t e A = temp1 * p1^−1 + temp2 * temp4
A1 = temp1 ;
A2 = temp2 ;
mdm(&A1 , &p1i ) ;
165 mdm(&A2 , &temp4 ) ;
mpm(&A1 , &A2) ;
A = A1 ;
// C a l c u l a t e B = −temp1 * temp3 − temp2 * p1
B1 = temp1 ;
170 B2 = temp2 ;
mdm(&B1 , &temp3 ) ;
mdm(&B2 , &p1 ) ;
mpm(&B1 , &B2 ) ;
B = B1 ;
175 // C a l c u l a t e t = t2 * (A −B * r2 )^−1
t = t2 ;
mdm(&B , &r2 ) ;
mpm(&A, &B ) ;
inversem (&A) ;
180 mdm(& t , &A) ;
// Store the r e s u l t i n tm
tm−>a = t . a ;
tm−>b = t . b ;
tm−>c = t . c ;
185 tm−>d = t . d ;
}
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Programmausdruck D.3: Matrix.c
0 # inc lude < s t d i o . h>
# inc lude " matr ix . h "
// I n i t i a l i z e s m with the given v a l u e s
void i n i t m ( s t r u c t matr ix * m, double complex a , double complex b , double complex c , double complex d ) {
5 m−>a = a ;
m−>b = b ;
m−>c = c ;
m−>d = d ;
}
10 // I n i t i a l i z e s a diagonal matr ix with the given v a l u e s . b and c are s e t to 0.0+ i *0.0
void in i tdm ( s t r u c t matr ix * m, double complex a , double complex d ) {
m−>a = a ;
m−>b = ( double complex ) 0 ;
m−>c = ( double complex ) 0 ;
15 m−>d = d ;
}
// I n i t i a l i z e s a diagonal matr ix with the given v a l u e s . ! ! ! Here a=d ! ! ! b and c are s e t to 0.0+ i *0.0
void i n i tdm s ( s t r u c t matr ix * m, double complex a ) {
m−>a = a ;
20 m−>b = ( double complex ) 0 ;
m−>c = ( double complex ) 0 ;
m−>d = a ;
}
// I n i t i a l i z e s the i d e n t i t y matr ix a =1 , b=0 , c =0 , d=1
25 void identm ( s t r u c t matr ix * m) {
m−>a = ( double complex ) 1 ;
m−>b = ( double complex ) 0 ;
m−>c = ( double complex ) 0 ;
m−>d = ( double complex ) 1 ;
30 }
// Matr ix p l u s Matrix , r e s u l t i s s tored i n m1
void mpm( s t r u c t matr ix * m1, s t r u c t matr ix * m2) {
m1−>a = m1−>a + m2−>a ;
m1−>b = m1−>b + m2−>b ;
35 m1−>c = m1−>c + m2−>c ;
m1−>d = m1−>d + m2−>d ;
}
// Matr ix minus Matrix , r e s u l t i s s tored i n m1
void mmm( s t r u c t matr ix * m1, s t r u c t matr ix * m2) {
40 m1−>a = m1−>a − m2−>a ;
m1−>b = m1−>b − m2−>b ;
m1−>c = m1−>c − m2−>c ;
m1−>d = m1−>d − m2−>d ;
}
45 // Matr ix t imes Matrix , r e s u l t i s s tored i n m1
// ! ! ! Component−wise ! See a l s o mdm!
void mtm( s t r u c t matr ix * m1, s t r u c t matr ix * m2) {
m1−>a = m1−>a * m2−>a ;
m1−>b = m1−>b * m2−>b ;
50 m1−>c = m1−>c * m2−>c ;
m1−>d = m1−>d * m2−>d ;
}
// Constant t imes Matrix , r e s u l t i s s tored i n m
void ctm ( complex double c , s t r u c t matr ix * m) {
55 m−>a = c * m−>a ;
m−>b = c * m−>b ;
m−>c = c * m−>c ;
m−>d = c * m−>d ;
}
60 // Matr ix dot Matrix , r e s u l t i s s tored i n m1
void mdm( s t r u c t matr ix * m1, s t r u c t matr ix * m2) {
s t r u c t matr ix r e s ;
r e s . a = m1−>a * m2−>a + m1−>b * m2−>c ;
r e s . b = m1−>a * m2−>b + m1−>b * m2−>d ;
65 r e s . c = m1−>c * m2−>a + m1−>d * m2−>c ;
r e s . d = m1−>c * m2−>b + m1−>d * m2−>d ;
m1−>a = r e s . a ;
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m1−>b = r e s . b ;
m1−>c = r e s . c ;
70 m1−>d = r e s . d ;
}
// Matr ix dot Vector , r e s u l t i s s tored i n v
void mdv( s t r u c t matr ix * m, s t r u c t vec tor * v ) {
s t r u c t vec tor r e s ;
75 r e s . x = m−>a * v−>x + m−>b * v−>y ;
r e s . y = m−>c * v−>x + m−>d * v−>y ;
v−>x = r e s . x ;
v−>y = r e s . y ;
}
80 // P r i n t a matr ix formatted t r a d i t i o n a l l y
void printm ( s t r u c t matr ix * m) {
p r i n t f ( "|% l f + i * %l f \ t%l f + i * %l f |\n " , c r e a l (m−>a ) , cimag (m−>a ) , c r e a l (m−>b ) , cimag (m−>b ) ) ;
p r i n t f ( "|% l f + i * %l f \ t%l f + i * %l f |\n\n " , c r e a l (m−>c ) , cimag (m−>c ) , c r e a l (m−>d ) , cimag (m−>d ) ) ;
}
85 // P r i n t a vec tor formatted t r a d i t i o n a l l y
void p r i n t v ( s t r u c t vector * v ) {
p r i n t f ( "|% l f + i * %l f |\n " , c r e a l ( v−>x ) , cimag ( v−>x ) ) ;
p r i n t f ( "|% l f + i * %l f |\n\n " , c r e a l ( v−>y ) , cimag ( v−>y ) ) ;
}
90 // QWP−matr ix rotated about alpha , r e s u l t s tored i n qwp
// ! ! ! Angle i n rad ian !
void mqwp( s t r u c t matr ix * qwp, double angle ) {
double complex c = −M_SQRT1_2 * I ;
double theta = ( double ) 2 * angle ;
95 double temp1 = cos ( theta ) ;
double complex temp2 = c * s i n ( theta ) ;
qwp−>a = c * ( I + temp1 ) ;
qwp−>b = temp2 ;
100 qwp−>c = temp2 ;
qwp−>d = c * ( I − temp1 ) ;
}
// HWP−matr ix rotated about alpha , r e s u l t s tored i n hwp
// ! ! ! Angle i n rad ian !
105 void mhwp( s t r u c t matr ix * hwp, double angle ) {
double theta = ( double ) 2 * angle ;
double complex temp1 = I * cos ( theta ) ;
double complex temp2 = I * s i n ( theta ) ;
110 hwp−>a = temp1 ;
hwp−>b = temp2 ;
hwp−>c = temp2 ;
hwp−>d = −temp1 ;
}
115 // C a l c u l a t e s the determinant of matr ix m
double complex detm ( s t r u c t matr ix * m) {
return (m−>a * m−>d ) − (m−>b * m−>c ) ;
}
// C a l c u l a t e s the i n v e r s e of matr ix m, r e s u l t s tored i n m
120 void inversem ( s t r u c t matr ix * m) {
double complex temp = ( double complex ) 1 / detm (m) ;
double complex ma = m−>a ;
m−>a = m−>d ;
m−>b = −m−>b ;
125 m−>c = −m−>c ;
m−>d = ma;
ctm ( temp , m) ;
}
Programmausdruck D.4: CminpackFit.c
0 # inc lude < s t d i o . h>
# inc lude < s t d l i b . h>
# inc lude < s t r i n g . h>
# inc lude <math . h>
# inc lude <cminpack−1/cminpack . h>
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5 # inc lude " model . h "
# def ine nDataPoints 1684
# def ine nDataSets 3
# def ine nParams (9 + nDataSets * 4)
10
s t r u c t data {
double* vo l tage ; // Conta ins the vo l tage p o i n t s
double* s1 ; // Conta ins the Stokes parameter
} ;
15
s t r u c t data c a l c s e t s [ nDataSets ] ; // Conta ins the r e s u l t of the model
s t r u c t data d a t a s e t s [ nDataSets ] ; // Conta ins the d a t a s e t s
i n t nSamples = 0 ; // The number of datapoints ! ! ! Needs to be the same f o r a l l d a t a s e t s ! ! !
20 double s tartparams [ nParams ] ; // The s t a r t v a l u e s obtained from the PSO/EA/GA
double params [ nParams ] ; // 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double mappedParams [ nParams ] ; // 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double lower [ nParams ] ; // 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
double upper [ nParams ] ; // 13 f o r nDataSets = 1 , 17 f o r 2 , 21 f o r 3
25
i n t readData ( char * fn ) ;
void cleanup ( void ) ;
void p l o t R e s u l t s ( s t r u c t data* ds , s t r u c t data* cs , i n t d s S i z e ) ;
void readLog ( char * fn ) ;
30
i n t fcn ( void *p , i n t m, i n t n , const double *x , double * fvec , i n t i f l a g ) ;
// *** Main
35 i n t main ( i n t argc , char * argv [ ] ) {
i n t e r r ;
i n t i = 0 ;
// Check i f the user s u p p l i e d a d a t a f i l e as the command l i n e argument
40 i f ( argc != 3) {
f p r i n t f ( s t d e r r , " \ nUsage : \ ta . out d a t a f i l e r e s u l t f i l e \n\n " ) ;
return EXIT_FAILURE ;
}
// Ass ign NULL to the p o i n t e r s of the s t r u c t
45 f o r ( i = 0 ; i < nDataSets ; i ++) {
d a t a s e t s [ i ] . vo l tage = NULL ;
d a t a s e t s [ i ] . s1 = NULL ;
c a l c s e t s [ i ] . vo l tage = NULL ;
d a t a s e t s [ i ] . s1 = NULL ;
50 }
// Open an read the d a t a f i l e
e r r = readData ( argv [ 1 ] ) ;
i f ( e r r != 0) {
p r i n t f ( " E r r o r ID %i encountered , abort ing !\ n " , e r r ) ;
55 return EXIT_FAILURE ;
}
// Open and read the l o g f i l e , e . g . populate the s t a r t vec tor and the boundaries
readLog ( argv [ 2 ] ) ;
// I n i t i a l i z e a l l v a r i a b l e s
60 i n t j , m, n , maxfev , mode , npr int , info , nfev , l d f j a c ;
i n t i p v t [ nParams ] ;
double f t o l , x to l , gto l , epsfcn , fac tor , fnorm ;
double x [ nParams ] , f vec [ nDataSets * nDataPoints ] , diag [ nParams ] , f j a c [ nDataPoints * nDataSets *
nParams ] , q t f [ nParams ] , wa1[ nParams ] , wa2[ nParams ] , wa3[ nParams ] , wa4[ nDataSets * nDataPoints ] ;
double covfac ;
65
m = nDataSets * nDataPoints ;
n = nParams ;
l d f j a c = nDataSets * nDataPoints ;
f t o l = 1 .0 e−200;
70 x t o l = 1 .0 e−200;
g t o l = 0 . ;
maxfev = 1000;
epsfcn = 0 . ;
135
mode = 1 ;
75 f a c t o r = 1 . e2 ;
n p r i n t = 0 ;
f o r ( i =0 ; i <nParams ; i ++) {
x [ i ] = startparams [ i ] ;
}
80 p r i n t f ( " In fo : To lerance s e t to : f t o l = %le , x t o l = %le , g t o l = %l e \n " , f t o l , x to l , g t o l ) ;
// Do the f i t
i n f o = l m d i f ( fcn , 0 , m, n , x , fvec , f t o l , x to l , gto l , maxfev , epsfcn , diag , mode , fac tor , npr int ,
&nfev , f j a c , l d f j a c , i pv t , qtf , wa1 , wa2 , wa3 , wa4) ;
fnorm = enorm (m, f vec ) ;
f t o l = 1 .0 e−200;
85 covfac = fnorm*fnorm / (m−n ) ;
covar ( n , f j a c , l d f j a c , ipv t , f t o l , wa1) ;
p r i n t f ( " f i n a l l 2 norm of the r e s i d u a l s %15.7g\n\n " , fnorm ) ;
p r i n t f ( " number of f u n c t i o n e v a l u a t i o n s%10 i \n\n " , nfev ) ;
90 p r i n t f ( " e x i t parameter %10 i \n\n " , i n f o ) ;
p r i n t f ( " f i n a l approximate s o l u t i o n \n " ) ;
p r i n t f ( " \n\n " ) ;
f o r ( j = 1 ; j <= n ; j ++)
p r i n t f ( " x[% i ] = %l f +/− %l f \n " , j , x [ j −1] , s q r t ( f j a c [ ( j −1) * l d f j a c + j −1] * covfac ) ) ;
95 p r i n t f ( " \n " ) ;
fcn ( NULL , m, n , x , fvec , 0) ;
p r i n t f ( " F i n a l mapped params : \ n " ) ;
getMappedParams ( mappedParams , nDataSets ) ;
100 f o r ( i = 1 ; i <= nParams ; i ++) {
p r i n t f ( " x[% i ] = %l e \n " , i , mappedParams [ i −1]) ;
}
p l o t R e s u l t s ( datasets , c a l c s e t s , nSamples ) ;
105 p r i n t f ( " \n " ) ;
// Free memory




// *** Open and read the d a t a f i l e
i n t readData ( char * fn ) {
i n t f e r r = 0 ;
double curV , curS ;
115 i n t i = 0 ;
// Try to open the s p e c i f i e d d a t a f i l e
F I L E * fdata = fopen ( fn , " r " ) ;
i f ( fdata == NULL ) {
120 f p r i n t f ( s t d e r r , " E r r o r : Could not open d a t a f i l e ’% s ’ \n " , fn ) ;
return EXIT_FAILURE ;
}
// Read the f i r s t l i n e i n order to obtain the number of samples
125 // ! ! ! A l l d a t a s e t s need to have the same number of samples ! ! !
f e r r = f s c a n f ( fdata , "%i \n " , &nSamples ) ;
i n t j = 0 ;
f o r ( j = 0 ; j < nDataSets ; j ++) {
130 // Read the next l i n e i n order to obtain the lower and upper bounds f o r t h i s p a r t i c u l a r dataset
f e r r = f s c a n f ( fdata , "%l f ;% l f \n " , &lower [12 + j * 4 ] , &upper [12 + j * 4 ] ) ;
i f ( f e r r == EOF )
{
f p r i n t f ( s t d e r r , " E r r o r : Unexpected EOF whi le par s ing d a t a f i l e %s ! \n " , fn ) ;
135 f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
}
p r i n t f ( " In fo : S u c c e s f u l l y obtained ’ lower[% i ] ’ = %l f and ’ upper[% i ] ’ = %l f from f i l e ’% s ’ : \ n " , (12
+ j * 4) , lower [12 + j * 4 ] , (12 + j * 4) , upper [12 + j * 4 ] , fn ) ;
140 // Check i f memory f o r the dataset number j has been a l l o c a t e d , a l l o c i f not
i f ( d a t a s e t s [ j ] . vo l tage == NULL ) {
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d a t a s e t s [ j ] . vo l tage = mal loc ( nSamples * s i z e o f (* d a t a s e t s [ j ] . vo l tage ) ) ;
}
// Check wether a l l o c a t i o n was s u c c e s f u l
145 i f ( d a t a s e t s [ j ] . vo l tage == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ d a t a s e t s [& i ] . vo l tage ’ \n " , j ) ;
f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
} e l s e {
150 p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ d a t a s e t s [% i ] . vo l tage ’ \n " , nSamples *
s i z e o f (* d a t a s e t s [ j ] . vo l tage ) , j ) ;
}
i f ( d a t a s e t s [ j ] . s1 == NULL ) {
d a t a s e t s [ j ] . s1 = mal loc ( nSamples * s i z e o f (* d a t a s e t s [ j ] . s1 ) ) ;
}
155 // Check wether a l l o c a t i o n was s u c c e s f u l
i f ( d a t a s e t s [ j ] . s1 == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ d a t a s e t s [& i ] . s1 ’ \n " , j ) ;
f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
160 } e l s e {
p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ d a t a s e t s [% i ] . s1 ’ \n " , nSamples *
s i z e o f (* d a t a s e t s [ j ] . s1 ) , j ) ;
}
// Check i f memory f o r the c a l c s e t number j has been a l l o c a t e d , a l l o c i f not
165 i f ( c a l c s e t s [ j ] . vo l tage == NULL ) {
c a l c s e t s [ j ] . vo l tage = mal loc ( nSamples * s i z e o f (* c a l c s e t s [ j ] . vo l tage ) ) ;
}
// Check wether a l l o c a t i o n was s u c c e s f u l
i f ( c a l c s e t s [ j ] . vo l tage == NULL ) {
170 f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ c a l c s e t s [& i ] . vo l tage ’ \n " , j ) ;
f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
} e l s e {
p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ c a l c s e t s [% i ] . vo l tage ’ \n " , nSamples *
s i z e o f (* c a l c s e t s [ j ] . vo l tage ) , j ) ;
175 }
i f ( c a l c s e t s [ j ] . s1 == NULL ) {
c a l c s e t s [ j ] . s1 = mal loc ( nSamples * s i z e o f (* c a l c s e t s [ j ] . s1 ) ) ;
}
// Check wether a l l o c a t i o n was s u c c e s f u l
180 i f ( c a l c s e t s [ j ] . s1 == NULL ) {
f p r i n t f ( s t d e r r , " E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’ c a l c s e t s [& i ] . s1 ’ \n " , j ) ;
f c l o s e ( fdata ) ;
return EXIT_FAILURE ;
} e l s e {
185 p r i n t f ( " In fo : S u c c e s f u l l y a l l o c a t e d %i byte f o r ’ c a l c s e t s [% i ] . s1 ’ \n " , nSamples *
s i z e o f (* c a l c s e t s [ j ] . s1 ) , j ) ;
}
// Read the data of dataset j
f o r ( i = 0 ; i < nSamples ; i ++) {
190 f e r r = f s c a n f ( fdata , "%l f ;% l f \n " , &curV , &curS ) ;
i f ( f e r r != EOF ) {
d a t a s e t s [ j ] . vo l tage [ i ] = curV ;
d a t a s e t s [ j ] . s1 [ i ] = curS ;
c a l c s e t s [ j ] . vo l tage [ i ] = curV ;
195 c a l c s e t s [ j ] . s1 [ i ] = 0 ;
} e l s e {
p r i n t f ( " Warning : EOF encountered . D a t a f i l e %s c o n t a i n s more than %i data points , t r u n c a t i n g




char tempstr [ 1 0 ] ;
f g e t s ( tempstr , 10 , fdata ) ;
i f ( strcmp ( " end\n " , tempstr ) != 0) {
p r i n t f ( " E r r o r par s ing f i l e %s , no ’ end’− s t r i n g found ! " , fn ) ;
205 }
p r i n t f ( " In fo : S u c c e s f u l l y read %i data p o i n t s from f i l e ’% s ’ i n t o d a t a s e t s [% i ] \n " , i , fn , j ) ;
137
}
// We ’ re done here , c l o s e the f i l e and return no e r r o r
f c l o s e ( fdata ) ;
210 return 0 ;
}
// *** Cleanup
void cleanup ( void ) {
215 i n t i = 0 ;
// Free a l l the memory which has been a l l o c a t e d
f o r ( i = 0 ; i < nDataSets ; i ++) {
i f ( d a t a s e t s [ i ] . vo l tage != NULL ) {
f r e e ( d a t a s e t s [ i ] . vo l tage ) ;
220 d a t a s e t s [ i ] . vo l tage = NULL ;
}
i f ( d a t a s e t s [ i ] . s1 != NULL ) {
f r e e ( d a t a s e t s [ i ] . s1 ) ;
d a t a s e t s [ i ] . s1 = NULL ;
225 }
i f ( c a l c s e t s [ i ] . vo l tage != NULL ) {
f r e e ( c a l c s e t s [ i ] . vo l tage ) ;
c a l c s e t s [ i ] . vo l tage = NULL ;
}
230 i f ( c a l c s e t s [ i ] . s1 != NULL ) {
f r e e ( c a l c s e t s [ i ] . s1 ) ;




// *** Funct ion f o r p l o t t i n g
void p l o t R e s u l t s ( s t r u c t data* ds , s t r u c t data* cs , i n t d s S i z e ) {
F I L E * gnuplotPipe , * tempDataFi le ;
240 char *tempDataFileName ;
double x1 , x2 , x3 , yd1 , yd2 , yd3 , yc1 , yc2 , yc3 ;
i n t i , dummy;
tempDataFileName = " tempData " ;
gnuplotPipe = popen ( " gnuplot " , "w" ) ;
245 i f ( gnuplotP ipe ) {
tempDataFi le = fopen ( tempDataFileName , "w" ) ;
f o r ( i = 0 ; i < d s S i z e ; i ++) {
x1 = ds [ 0 ] . vo l tage [ i ] ;
yd1 = ds [ 0 ] . s1 [ i ] ;
250 yc1 = c s [ 0 ] . s1 [ i ] ;
x2 = ds [ 1 ] . vo l tage [ i ] ;
yd2 = ds [ 1 ] . s1 [ i ] ;
yc2 = c s [ 1 ] . s1 [ i ] ;
x3 = ds [ 2 ] . vo l tage [ i ] ;
255 yd3 = ds [ 2 ] . s1 [ i ] ;
yc3 = c s [ 2 ] . s1 [ i ] ;
f p r i n t f ( tempDataFi le , "%l e %l e %l e %l e %l e %l e %l e %l e %l e \n " , x1 , yd1 , yc1 , x2 , yd2 , yc2 , x3 ,
yd3 , yc3 ) ;
}
f c l o s e ( tempDataFi le ) ;
260 f p r i n t f ( gnuplotPipe , " p l o t \"% s \ " us ing 1:2 with l i n e s , \"% s \ " us ing 1:3 with l i n e s , \"% s \ " us ing
4:5 with l i n e s , \"% s \ " us ing 4:6 with l i n e s , \"% s \ " us ing 7:8 with l i n e s , \"% s \ " us ing 7:9
with l i n e s \n " , tempDataFileName , tempDataFileName , tempDataFileName , tempDataFileName ,
tempDataFileName , tempDataFileName ) ;
f f l u s h ( gnuplotP ipe ) ;
p r i n t f ( " p r e s s enter to cont inue . . . " ) ;
getchar ( ) ;
remove ( tempDataFileName ) ;
265 p c l o s e ( gnuplotP ipe ) ;
} e l s e {




// *** Open and read a l o g f i l e , f i l l params [ ] , upper [ ] , and lower [ ] ! ! ! No e r r o r handl ing done here ! ! !
void readLog ( char * fn ) {
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i n t n1 = 27;
i n t n2 = n1 + nParams − 1 ;
275 double dummy;
char temp [ 2 5 5 ] ;
char puf fe r [ 2 5 5 ] ;
F I L E * l o g f i l e = NULL ;
l o g f i l e = fopen ( fn , " r " ) ;
280
i f ( l o g f i l e ) {
i n t i , j ;
f o r ( i = 0 ; i < n1−1; i ++) {
// Read up to the n1th l i n e
285 f g e t s ( temp , 255 , l o g f i l e ) ;
}
f o r ( i = n1 ; i <= n2 ; i ++) {
j = i − n1 ;
// Read l i n e s from n1 to n2
290 f g e t s ( puffer , 255 , l o g f i l e ) ;
s s c a n f ( puffer , "%s \ t%l f \ t%l f \ t%l f \ t%l f " , temp , &startparams [ j ] , &dummy, &upper [ j ] , &lower [ j ] ) ;
}
setParams ( startparams , lower , upper , nDataSets ) ;
getMappedParams ( mappedParams , nDataSets ) ;
295 f o r ( i = 0 ; i < nParams ; i ++) {
p r i n t f ( "%i : mappedparams = %l e \ tupper = %l e \ t lower = %l e \n " , i , mappedParams [ i ] , upper [ i ] ,
lower [ i ] ) ;
}
f c l o s e ( l o g f i l e ) ;
}
300 }
// *** Funct ion f o r the f i t t i n g procedure ( cminpack )
i n t fcn ( void *p , i n t m, i n t n , const double *x , double * fvec , i n t i f l a g ) {
/* m: Anzahl Datenpunkte
305 n : Anzahl Parameter
x : S t a r t−Werte und a k t u e l l e Parameter
fve c : D i f f . zw . Data und Model */
i n t i , j ;
310 double v , value , dev ;
// Set the new params f o r t h i s c a l c u l a t i o n run
setParams ( ( double *) x , lower , upper , nDataSets ) ;
// C a l c u l a t e the model
315 f o r ( i = 0 ; i < nSamples ; i ++) {
v = d a t a s e t s [ 0 ] . vo l tage [ i ] ;
c a l c s e t s [ 0 ] . s1 [ i ] = valueAt ( 0 , v ) ;
f ve c [ i ] = d a t a s e t s [ 0 ] . s1 [ i ] − c a l c s e t s [ 0 ] . s1 [ i ] ;
320 v = d a t a s e t s [ 1 ] . vo l tage [ i ] ;
c a l c s e t s [ 1 ] . s1 [ i ] = valueAt ( 1 , v ) ;
f ve c [ ( i + nSamples ) ] = d a t a s e t s [ 1 ] . s1 [ i ] − c a l c s e t s [ 1 ] . s1 [ i ] ;
v = d a t a s e t s [ 2 ] . vo l tage [ i ] ;
325 c a l c s e t s [ 2 ] . s1 [ i ] = valueAt ( 2 , v ) ;
f ve c [ ( i + 2*nSamples ) ] = d a t a s e t s [ 2 ] . s1 [ i ] − c a l c s e t s [ 2 ] . s1 [ i ] ;
}




E Quelltext zum Modell der
Schwebungsspektren
In diesem Kapitel ist der Quelltext gelistet, der zur Datenanpassung des Modells der
Schwebungsspektren an die gemessenen Schwebungen genutzt wurde. Das daraus
erzeugte Konsolen-Programm erwartet neben der Datei mit den Messdaten die Start-
werte für die Leistung P0 = |E0|2 und den Faktor des weißen Rauschens s0 = k0.
Diese Startwerte werden in einem vorangestellten globalen Optimierungsverfahren
vorkonditioniert. Nach der Datenanpassung stellt das Programm die Messdaten so-
wie den Fit im Vergleich graphisch dar und schreibt die Ergebnisse so wie etwaige
Fehler in die Konsole. Die Ausgabe des Programms lässt sich unter Linux mittels der
Pipe-Befehls leicht in eine Protokolldatei umleiten:
fit datafile p0 s0 > result.txt.
Um das Programm zu kompilieren, kann beispielsweise der GNU C-Compiler gcc
direkt in der Konsole aufgerufen werden:
gcc -O3 -o fit Bs-CminpackFit.c -lm -lgsl -lblas -lcminpack.
Zusätzlich zu den Quelltext-Dateien ist es dabei nötig, gegen die Standard
Mathematik-Bibliothek libm sowie die in Anhang D bereits vorgestellte Bibliothek
cminpack zu linken.
Programmausdruck E.1: Bs-CminpackFit.c
0 # inc lude < s t d i o . h>
# inc lude < s t d l i b . h>
# inc lude <math . h>
# inc lude < g s l / g s l _ i n t e g r a t i o n . h>
# inc lude < g s l / g s l _ e r r n o . h>
5 # inc lude <cminpack−1/cminpack . h>
// Maximum number of s u b i n t e r v a l s f o r the numer ica l i n t e g r a t i o n . May not exceed the a l l o c a t e d s i z e of the
workspace .
# def ine l i m i t 50
// To avoid the frequency of the f o u r i e r i n t e g r a l from being zero , i t i s checked a g a i n s t e p s i l o n . Only
requ i red f o r very high r e s d a t a s e t s
10 // # def ine e p s i l o n 1.0 e−4
# def ine e p s i l o n 0 .
// The f i lename f o r the f i l e used f o r p l o t t i n g
# def ine tempDataFileName " tempGNUPlotData . dat "
// T h i s s t r u c h t s t o r e s a s i n g l e datapoint of a spectrum
15 s t r u c t datapoint {
double frequency ; // Unit : MHz
double amplitude ; // Unit : dBm
} ;
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s t r u c t f i t t i n g P a r a m s {





25 double fMod ;
} ;
// Funct ion Prototypes
i n t r e a d D a t a f i l e ( char * fn ) ;
double modelFunctionTD ( double t , void* params ) ;
30 double modelFunctionFD ( double f , void* params ) ;
i n t f i t F u n c t i o n ( void *p , i n t m, i n t n , const double *x , double * fvec , i n t i f l a g ) ;
i n t d o F i t ( void* star tParams ) ;
void p l o t R e s u l t s ( void ) ;
// Global V a r i a b l e s
35 i n t nSamples = 0 ;
i n t i t e r a t i o n = 0 ;
s t r u c t datapoint * data = NULL ;
s t r u c t datapoint * model = NULL ;
gs l _ in tegrat ion_workspace * w = NULL ;
40 gs l_ in tegrat ion_qawo_tab le * wf = NULL ;
F I L E * gnuplotPipe = NULL ;
F I L E * tempDataFi le = NULL ;
// *** Main
45 i n t main ( i n t argc , char * argv [ ] ) {
// Check i f we have e x c a c t l y three cmd− l i n e parameters
i f ( argc != 4) {
f p r i n t f ( s t d e r r , " \ nUsage : f i t d a t a f i l e p 0 s t a r t s 0 s t a r t \n " ) ;
return EXIT_FAILURE ;
50 }
// Read the d a t a f i l e
i f ( r e a d D a t a f i l e ( argv [ 1 ] ) != 0)
{
f p r i n t f ( s t d e r r , "− − E r r o r : Could not read the d a t a f i l e . \ n " ) ;
55 return EXIT_FAILURE ;
}
// I n i t i a l i z e the s t a r t v a l u e s f o r the f i t
double p0 = pow( 1 0 . 0 , ( atof ( argv [ 2 ] ) * 8 .0 − 1 0 . 0 ) ) ;
double s0 = pow( 1 0 . 0 , ( atof ( argv [ 3 ] ) * 3 .0 − 2 . 7 ) ) ;
60 // p0 , t0 , s0 , k1 , k2 , fMod
s t r u c t f i t t i n g P a r a m s testParams = { p0 , 1 .74 , s0 , 0 .01 , 0 .001 , 80.0 } ;
// Turn of the g s l e r r o r handler s i n c e we don ’ t want g s l to abort the program
g s l _ s e t _ e r r o r _ h a n d l e r _ o f f ( ) ;
// Do the f i t
65 d o F i t (& testParams ) ;
// Cleanup
i f ( data != NULL ) {
f r e e ( data ) ;
data = NULL ;
70 }
i f ( model != NULL ) {
f r e e ( model ) ;
model = NULL ;
}
75 i f (w != NULL ) {
g s l _ i n t e g r a t i o n _ w o r k s p a c e _ f r e e (w) ;
w = NULL ;
}
i f ( wf != NULL ) {
80 g s l _ i n t e g r a t i o n _ q a w o _ t a b l e _ f r e e ( wf ) ;
wf = NULL ;
}
i f ( tempDataFi le != NULL ) {
tempDataFi le = NULL ;
85 }
i f ( gnuplotP ipe != NULL ) {
p c l o s e ( gnuplotPipe ) ;
gnuplotPipe = NULL ;
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}
90 // E x i t main
return EXIT_SUCCESS ;
}
// *** Open and read a d a t a f i l e
95 i n t r e a d D a t a f i l e ( char * fn ) {
p r i n t f ( " o − In fo : T ry ing to read d a t a f i l e ’% s ’ \ n " , fn ) ;
i n t f e r r = 0 ;
nSamples = 0 ;
F I L E * fdata = fopen ( fn , " r " ) ;
100 i f ( fdata == NULL ) {
f p r i n t f ( s t d e r r , "− − E r r o r : Could not open d a t a f i l e ’% s ’ \ n " , fn ) ;
return −1;
}
e l s e {
105 // Read the f i r s t l i n e i n order to obtain the number of samples
f e r r = f s c a n f ( fdata , "%i \n " , &nSamples ) ;
i f ( f e r r == EOF ) {
f p r i n t f ( s t d e r r , "− − E r r o r : Unexpected EOF !\ n " , fn ) ;
f c l o s e ( fdata ) ;
110 return −2;
}
p r i n t f ( " o − In fo : From f i l e ’% s ’ : Samples = %i \n " , fn , nSamples ) ;
}
// A l l o c a t e memory and read the data
115 i f ( data == NULL ) {
data = mal loc ( nSamples * s i z e o f (* data ) ) ;
}
i f ( model == NULL ) {
model = mal loc ( nSamples * s i z e o f (* model ) ) ;
120 }
i f ( data == NULL ) {
f p r i n t f ( s t d e r r , "− − E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’% i ’ byte f o r data . \ n " , nSamples
* s i z e o f ( double ) ) ;
f c l o s e ( fdata ) ;
return −3;
125 }
i f ( model == NULL ) {
f p r i n t f ( s t d e r r , "− − E r r o r : Out of memory whi le t r y i n g to a l l o c a t e ’% i ’ byte f o r model . \ n " ,
nSamples * s i z e o f ( double ) ) ;
f c l o s e ( fdata ) ;
return −3;
130 }
p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d ’% i ’ byte f o r data . \ n " , nSamples * s i z e o f (* data ) ) ;
p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d ’% i ’ byte f o r model . \ n " , nSamples * s i z e o f (* model ) ) ;
double curFrequency ;
135 double curAmplitude ;
i n t i = 0 ;
while ( ( f s c a n f ( fdata , "%l f %l f \n " , &curFrequency , &curAmplitude ) ) != EOF ) {
i f ( i < nSamples ) {
data [ i ] . frequency = curFrequency ;
140 data [ i ] . amplitude = curAmplitude ;
i ++ ;
} e l s e {




i f ( i < nSamples ) {
p r i n t f ( " o − Warning : Unexpected EOF whi le reading f i l e ’% s ’ : l a s t l i n e = ’% i ’ , nSamples = ’% i ’ . \ n " ,
fn , i , nSamples ) ;
}
150 p r i n t f ( " + − S u c c e s s f u l l y read ’% i ’ data p o i n t s from f i l e ’% s ’ . \ n " , i , fn ) ;
f c l o s e ( fdata ) ;
return 0 ;
}
155 // *** The model ( based on mercer et . a l ) i n the time domain
143
double modelFunctionTD ( double t , void* params ) {
s t r u c t f i t t i n g P a r a m s * p = ( s t r u c t f i t t i n g P a r a m s *) params ;
double t0 = ( p−>t0 ) ;
double s0 = ( p−>s0 ) ;
160 double k1 = ( p−>k1 ) ;
double k2 = ( p−>k2 ) ;
double l , g , r , f , arg ;
double c = k1 * M_1_PI / 2 . 0 ;
double a = fabs ( t + t0 ) ;
165 double b = fabs ( t − t0 ) ;
double s1 , s2 , s3 , s4 , sum ;
double x = t / t0 ;
i f ( fabs ( t ) < t0 ) {
arg = −(s0 * fabs ( t ) ) ;
170 s1 = pow( a , −c * a*a ) ;
s2 = pow( b , −c * b*b ) ;
s3 = pow( fabs ( t ) , 2 .0 * c * t * t ) ;
s4 = pow( fabs ( t0 ) , 2 .0 * c * t0 * t0 ) ;
g = s1 * s2 * s3 * s4 ;
175 } e l s e i f ( fabs ( t ) == t0 ) {
arg = −(s0 * fabs ( t ) ) ;
g = 1 . 0 ;
}
e l s e {
180 arg = −(s0 * t0 ) ;
s1 = −2.0 * t * atanh ( 1 . 0 / ( 2 . 0 * x*x − 1 . 0 ) ) ;
s2 = 4.0 * t0 * atanh ( t0 / t ) ;
s3 = ( t0 * t0 / t ) * log (−1.0 + x*x ) ;
sum = −c * t * ( s1 + s2 + s3 ) ;
185 g = exp ( sum ) ;
}
r = exp(−k2 * ( a*a*a + b*b*b − 2 * ( t * t * t + t0 * t0 * t0 ) ) ) ;
l = exp ( arg ) ;
f = l * g * r ;
190 return f ;
}
// *** The model ( based on mercer et . a l ) i n the frequency domain
double modelFunctionFD ( double f , void* params ) {
195 s t r u c t f i t t i n g P a r a m s * p = ( s t r u c t f i t t i n g P a r a m s *) params ;
g s l _ f u n c t i o n F ;
F . f u n c t i o n = &modelFunctionTD ;
F . params = p ;
200 // Convert the frequency to an angular frequency and center i t around fMod
double omega = fabs ( f − ( p−>fMod) ) * 2.0 * M_PI ;
i f (omega < e p s i l o n ) {
p r i n t f ( " o − Warning : Omega to c l o s e to zero , t r u n c a t i n g . \ n " ) ;
omega = e p s i l o n ;
205 }
// A l l o c a t e memory f o r the numer ica l i n t e g r a t i o n
i f (w == NULL ) {
w = g s l _ i n t e g r a t i o n _ w o r k s p a c e _ a l l o c ( l i m i t ) ;
210 p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d w. \ n " ) ;
}
i f ( wf == NULL ) {
wf = g s l _ i n t e g r a t i o n _ q a w o _ t a b l e _ a l l o c (omega , 0 , GSL_INTEG_COSINE , l i m i t ) ;
p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d wf . \ n " ) ;
215 }
i f (w == NULL || wf == NULL )
{
f p r i n t f ( s t d e r r , "− − E r r o r : Could not c reate workspace and/ or lookup−t a b l e s f o r the numer ica l
i n t e g r a t i o n . \ n " ) ;
}
220
// Update the lookup−t a b l e s accord ing to omega
g s l _ i n t e g r a t i o n _ q a w o _ t a b l e _ s e t ( wf , omega , 0 , GSL_INTEG_COSINE ) ;
double r e s u l t , e r r o r ;
double epsabs = 1.0 e−10;
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225 i n t i , g s l e r r ;
// Try to i n t e g r a t e with an epsabs of 1 .0 e−10. I f t h i s f a i l s , reduce the abso lut e r r o r and t r y again .
Try t h i s at most four t imes .
f o r ( i = 0 ; i < 4 ; i ++) {
// Do the i n t e g r a t i o n
230 g s l e r r = g s l _ i n t e g r a t i o n _ q a w f (&F , 0 . 0 , epsabs , l i m i t , w, w, wf , &r e s u l t , &e r r o r ) ;
// Check wether the i n t e g r a t i o n was s u c c e s f u l
i f ( g s l e r r == 0) {
break ;
// Reduce epsabs i f not
235 } e l s e {
f p r i n t f ( s t d e r r , "− − E r r o r : Numerical I n t e g r a t i o n f a i l e d f o r epsabs = %l e . E r r o r code : %s \n " ,
epsabs , g s l _ s t r e r r o r ( g s l e r r ) ) ;
p r i n t f ( " o − In fo : F i t t i n g params : \ n omega = %l e \n p0 = %l e \n t0 = %l e \n s0 = %l e \n k1 =
%l e \n k2 = %l e \n fMod = %l e \n " ,
omega , p−>p0 , p−>t0 , p−>s0 , p−>k1 , p−>k2 , p−>fMod) ;
epsabs = epsabs * 1 0 . 0 ;
240 i f ( epsabs <= 1.0 e−7) {
p r i n t f ( " o − In fo : T ry ing to i n t e g r a t e with a reduced epsabs of %l e \n " , epsabs ) ;
} e l s e {
p r i n t f ( " o − Warning : Returning 0.0 as the r e s u l t f o r the numer ica l i n t e g r a t i o n . T h i s can lead
to wrong f i t t i n g r e s u l t s ! \ n\n " ) ;




// S c a l e the f o u r i e r transform accord ing to : FT [ f ( t ) ] = 1/ s q r t (2* p i ) * I n t [ f ( t ) * cos (w* t ) ,
{ t ,− In f , + I n f }]
250 r e s u l t = M_2_SQRTPI * M_SQRT1_2 * r e s u l t ;
// Convert the r e s u l t to dBm: dBm = 10 * log10 ( p/1mW) and s c a l e i t with p0
r e s u l t = 10.0 * ( log10 (1000.0 * fabs ( r e s u l t ) ) + log10 ( p−>p0 ) ) ;
255 // Output d e t a i l s about the numer ica l i n t e g r a t i o n
p r i n t f ( " est imated e r r o r = % .18 f \n " , e r r o r ) ;
p r i n t f ( " i n t e r v a l s = %d\n " , w−> s i z e ) ;
return r e s u l t ;
}
260
// *** Funct ion f o r the f i t t i n g procedure ( cminpack )
i n t f i t F u n c t i o n ( void *p , i n t m, i n t n , const double *x , double * fvec , i n t i f l a g )
{
i n t i ;
265 double fData , aData , aModel ;
i t e r a t i o n = i t e r a t i o n + 1 ;
p r i n t f ( " \no − In fo : Enter ing f i t t i n g i t e r a t i o n %i \n " , i t e r a t i o n ) ;
// p0 , t0 , s0 , k1 , k2 , fMod
270 s t r u c t f i t t i n g P a r a m s params = { x [ 0 ] , x [ 1 ] , x [ 2 ] , x [ 3 ] , x [ 4 ] , x [ 5 ] } ;
// C a l c u l a t e the spectrum
f o r ( i = 0 ; i < m; i ++) {
// Store frequency and amplitude of the measured spectrum
275 fData = data [ i ] . frequency ;
aData = data [ i ] . amplitude ;
// C a l c u l a t e the amplitude us ing the model
aModel = modelFunctionFD ( fData , &params ) ;
model [ i ] . f requency = fData ;
280 model [ i ] . amplitude = aModel ;
// C a l c u l a t e the deviaton between data and model . The norm i s c a l c u l a t e d by cminpack .
fve c [ i ] = ( aData − aModel ) ;
}
double fnorm = enorm (m, fvec ) ;
285 p r i n t f ( " o − Current r e s i d u a l : %l f \n " , fnorm ) ;
// P l o t
p l o t R e s u l t s ( ) ;
145
p r i n t f ( " o − In fo : F i t t i n g params i t e r a t i o n %i : \ n p0 = %l e \n t0 = %l e \n s0 = %l e \n k1 = %l e \n k2 =
%l e \n fMod = %l e \n\n " ,
290 i t e r a t i o n , params . p0 , params . t0 , params . s0 , params . k1 , params . k2 , params . fMod) ;
return 0 ;
}
// *** Do the f i t us ing cminpack , the c−v e r s i o n of the famous minpack l i b r a r y
295 i n t d o F i t ( void* star tParams ) {
i n t i , j , m, n , maxfev , mode , npr int , info , nfev , l d f j a c ;
double f t o l , x to l , gto l , epsfcn , fac tor , fnorm , covfac ;
// I n i t i a l i z e a l l v a r i a b l e s needed
300 m = nSamples ; // The number of datapo ints
n = 6 ; // The number of f i t t i n g v a r i a b l e s
f t o l = s q r t ( dpmpar ( 1 ) ) ; // The r e l a t i v e e r r o r d e s i r e d i n the sum of squares
x t o l = s q r t ( dpmpar ( 1 ) ) ; // The r e l a t i v e e r r o r d e s i r e d i n the approximate s o l u t i o n
g t o l = 0 . ; // A measure f o r the o r t h o g o n a l i t y d e s i r e d between f u n c t i o n vector and the
columns of the Jacobian
305 maxfev = 1000; // The maximum number of f u n c t i o n c a l l s
epsfcn = 0 . ; // The order of the e r r o r of FCN // old va lue : s q r t ( dpmpar ( 1 ) ) ; example va lue : 0 . ;
mode = 1 ; // A va lue of 1 means automatic v a r i a b l e s c a l i n g , a va lue of 2 employs the va lue
of ’ diag ’
f a c t o r = 1 0 0 . ; // The i n i t i a l s tep bound ; d e f a u l t va lue : 1 0 0 . ;
n p r i n t = 0 ; // I f p o s i t i v , c a l l s FCN with IFLAG = 0 every n p r i n t c a l l s of FCN
310 l d f j a c = nSamples ; // The lead ing dimension of the ar ra y f j a c
// A l l o c a t e memory f o r a l l a r r a y s neeeded f o r the f i t
double *x = mal loc ( n * s i z e o f ( double ) ) ; // The s o l u t i o n vector . At f i r s t c a l l i t needs to
conta in the s t a r t i n g v a l u e s
i n t * i p v t = mal loc ( n * s i z e o f ( i n t ) ) ; // A permutation matr ix f o r the Jacobian
315 double * fve c = mal loc ( nSamples * s i z e o f ( double ) ) ; // The d i f f e r e n c e between the f u n c t i o n v a l u e s and
the data a f t e r e v a l u a t i o n
double * diag = mal loc ( n * s i z e o f ( double ) ) ; // The s c a l i n g v a l u e s . I f mode = 1 , they are
computed i n t e r n a l l y
double * f j a c = mal loc ( n * nSamples * s i z e o f ( double ) ) ; // The Jacobian matr ix
double * q t f = mal loc ( n * s i z e o f ( double ) ) ; // The vector ( q transpose ) * fve c .
double *wa1 = mal loc ( n * s i z e o f ( double ) ) ; // Work ar ray
320 double *wa2 = mal loc ( n * s i z e o f ( double ) ) ; // Work ar ray
double *wa3 = mal loc ( n * s i z e o f ( double ) ) ; // Work ar ray
double *wa4 = mal loc ( nSamples * s i z e o f ( double ) ) ; // Work ar ray
i f ( x != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d x . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− − E r r o r :
Could not a l l o c a t e x . \ n " ) ; return −1; }
i f ( i p v t != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d i p v t . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− −
E r r o r : Could not a l l o c a t e i p v t . \ n " ) ; return −1; }
325 i f ( f v ec != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d fvec . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− −
E r r o r : Could not a l l o c a t e fvec . \ n " ) ; return −1; }
i f ( diag != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d diag . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− −
E r r o r : Could not a l l o c a t e diag . \ n " ) ; return −1; }
i f ( f j a c != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d f j a c . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− −
E r r o r : Could not a l l o c a t e f j a c . \ n " ) ; return −1; }
i f ( q t f != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d q t f . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− − E r r o r :
Could not a l l o c a t e q t f . \ n " ) ; return −1; }
i f (wa1 != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d wa1 . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− − E r r o r :
Could not a l l o c a t e wa1 . \ n " ) ; return −1; }
330 i f (wa2 != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d wa2 . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− − E r r o r :
Could not a l l o c a t e wa2 . \ n " ) ; return −1; }
i f (wa3 != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d wa3 . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− − E r r o r :
Could not a l l o c a t e wa3 . \ n " ) ; return −1; }
i f (wa4 != NULL ) { p r i n t f ( " + − S u c c e s s f u l l y a l l o c a t e d wa4 . \ n " ) ; } e l s e { f p r i n t f ( s t d e r r , "− − E r r o r :
Could not a l l o c a t e wa4 . \ n " ) ; return −1; }
p r i n t f ( " o − In fo : To lerance s e t to : f t o l = %le , x t o l = %le , g t o l = %l e \n " , f t o l , x to l , g t o l ) ;
335 // S t a r t i n g v a l u e s
s t r u c t f i t t i n g P a r a m s * p = ( s t r u c t f i t t i n g P a r a m s *) s tar tParams ;
x [ 0 ] = p−>p0 ;
x [ 1 ] = p−>t0 ;
x [ 2 ] = p−>s0 ;
340 x [ 3 ] = p−>k1 ;
x [ 4 ] = p−>k2 ;
x [ 5 ] = p−>fMod ;
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// Do the f i t
345 p r i n t f ( " \n−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n " ) ;
p r i n t f ( " o − S t a r t i n g the f i t us ing these s t a r t i n g v a l u e s : \ n " ) ;
p r i n t f ( " p0 = %l e \n t0 = %l e \n s0 = %l e \n k1 = %l e \n k2 = %l e \n fMod = %l e \n " , x [ 0 ] , x [ 1 ] , x [ 2 ] ,
x [ 3 ] , x [ 4 ] , x [ 5 ] ) ;
p r i n t f ( "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n " ) ;
i n f o = l m d i f ( f i t F u n c t i o n , NULL , m, n , x , fvec , f t o l , x to l , gto l , maxfev , epsfcn , diag , mode , fac tor ,
npr int ,
350 &nfev , f j a c , l d f j a c , ipv t , qtf , wa1 , wa2 , wa3 , wa4) ;
fnorm = enorm (m, fvec ) ;
p r i n t f ( " \n−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n " ) ;
p r i n t f ( " o − F i n a l l 2 norm of the r e s i d u a l s %15.7g\n\n " , fnorm ) ;
p r i n t f ( " o − Number of f u n c t i o n e v a l u a t i o n s%10 i \n\n " , nfev ) ;
355 p r i n t f ( " o − E x i t parameter %10 i \n\n " , i n f o ) ;
p r i n t f ( " o − F i n a l approximate s o l u t i o n \n " ) ;
f o r ( j = 1 ; j <= n ; j ++) p r i n t f ( "%s%l e " , j%n==1? " \n " : " " , x [ j −1]) ;
p r i n t f ( " \n " ) ;
f t o l = dpmpar ( 1 ) ;
360 covfac = fnorm*fnorm / (m−n ) ;
covar ( n , f j a c , l d f j a c , ipv t , f t o l , wa1) ;
p r i n t f ( " \no − Covar iance Matr ix \n " ) ;
f o r ( i = 1 ; i <= n ; i ++) {
f o r ( j = 1 ; j <= n ; j ++)
365 p r i n t f ( "%s%l e " , j%n==1? " \n " : " " , f j a c [ ( i −1) * l d f j a c + j −1] * covfac ) ;
}
p r i n t f ( " \n−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n\n " ) ;
// Free memory
370 i f ( x != NULL ) { f r e e ( x ) ; x = NULL ; }
i f ( i p v t != NULL ) { f r e e ( i p v t ) ; i p v t = NULL ; }
i f ( f v ec != NULL ) { f r e e ( f vec ) ; f vec = NULL ; }
i f ( diag != NULL ) { f r e e ( diag ) ; diag = NULL ; }
i f ( f j a c != NULL ) { f r e e ( f j a c ) ; f j a c = NULL ; }
375 i f ( q t f != NULL ) { f r e e ( qt f ) ; q t f = NULL ; }
i f (wa1 != NULL ) { f r e e (wa1) ; wa1 = NULL ; }
i f (wa2 != NULL ) { f r e e (wa2) ; wa2 = NULL ; }
i f (wa3 != NULL ) { f r e e (wa3) ; wa3 = NULL ; }
i f (wa4 != NULL ) { f r e e (wa4) ; wa4 = NULL ; }
380 return i n f o ;
}
// *** P l o t data and model us ing gnuplot
void p l o t R e s u l t s ( void ) {
385 // char *tempDataFileName ;
double y1 , y2 ;
i n t i ;
i f ( gnuplotP ipe == NULL ) {
gnuplotPipe = popen ( " gnuplot −p e r s i s t " , "w" ) ;
390 }
i f ( gnuplotP ipe ) {
tempDataFi le = fopen ( tempDataFileName , "w" ) ;
f o r ( i = 0 ; i < nSamples ; i ++) {
y1 = data [ i ] . amplitude ;
395 y2 = model [ i ] . amplitude ;
f p r i n t f ( tempDataFi le , "%l e %l e %l e \n " , data [ i ] . frequency , y1 , y2 ) ;
}
f c l o s e ( tempDataFi le ) ;
f p r i n t f ( gnuplotPipe , " s e t t e r m i n a l png\n " ) ;
400 f p r i n t f ( gnuplotPipe , " s e t output ’ p l o t . png ’\ n " ) ;
f p r i n t f ( gnuplotPipe , " p l o t \"% s \ " us ing 1:2 with l i n e s , \"% s \ " us ing 1:3 with l i n e s \n " ,
tempDataFileName , tempDataFileName ) ;
f f l u s h ( gnuplotP ipe ) ;
p r i n t f ( " p r e s s enter to cont inue . . . " ) ;
getchar ( ) ;
405 } e l s e {
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