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Explicit expressions are derived for the error terms associated with the 
asymptotic expansions of the convolution integral I(X) = sr f(t) h(h) dt, 
where h(t) and.{(t) are algebraically dominated at both Of and + co. Examples 
included are Fourier, Bessel, generalized Stieltjes, Hilbert and “potential” 
transforms. 
1. INTRODUCTION 
Let f(t) and h(t) be locally integrable functions on (0, co) and let I(X) denote 
the Mellin convolution 
I(X) = (“f(t) h(h) dt, (l-1) 
JO 
when it exists. Recently, Handelsman and Lew [7] have developed a powerful 
technique for obtaining asymptotic expansions of I(h) as h -+ + co; see also [l]. 
Although powerful, their method does not seem to lead to the construction of 
the error terms associated with their expansions. 
The main purpose of the present paper is to provide an alternative derivation 
of the results in [7], by means of which we also obtain explicit expressions for 
the remainder terms. Throughout the paper we shall assume that f(t) possesses 
an asymptotic expansion of the form 
f(t) - i Usts+a-l, as t-+0+, (1.2) 
.s=o 
where 0 < 01 < 1, and also that h(t) satisfies 
h(t) - &t i. b,t-s-8 as t - +co, (1.3) 
* This research was partially supported by the Natural Sciences and Engineering 
Research Council of Canada under Contract A7359. 
740 
0022-247X/79/120740-17$02.00/0 
Copyright C 1979 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
MELLIN CONVOLUTIONS 741 
where c is real and 0 < ,8 < 1. Since an appropriate number of leading coef- 
ficients a, and b, may be zero, the conditions ol < 1 and p < 1 are not really 
restrictions. 
Results like those of this paper have been obtained recently for several special 
cases. When I(X) is the Fourier transform, i.e., h(t) = eit, Olver [I l] has given 
the exact remainder term for the asymptotic expansion of I(h). His method has 
been extended to the Hankel transform, i.e., h(t) = J(t), by the present writer 
[15]. A similar result was later obtained by Soni and Soni [12] for the Y,-trans- 
form, i.e., h(t) = Y,(t). WhenI is the Stieltjes transform, i.e., h(t) = l/(1 + t), 
exact error terms were supplied by McClure and this writer [8] by using distribu- 
tions. The distribution method was further extended to derive explicit remain- 
ders for the fractional integral transform [9], i.e., f(t) = (1 - t)“-l/&) for 
O~t<1andf(t)=Ofor1~t<oo.Ifh(t)=1/(1-t)thenI(h)becomesa 
one-sided Hilbert transform. (Here the integral in (1.1) must be interpreted as a 
Cauchy principal value). Asymptotic expansions of this transform were given 
in [16], complete with error bounds. As we shall see later in this paper almost 
all of these results will follow from the theorems obtained in the following 
sections. 
2. ALGEBRAIC KERNELS 
We first consider kernels h(t) in (1 .l) which are algebraically dominated at 
infinity. That is, h(t) satisfies (1.3) with c = 0. As in [7, p. 4121, the generalized 
Mellin transform of h(t) is defined by 
M[h; x] = i1 t”-%(t) dt + irn Wh(t) dt. (2-l) 
Near the origin, we assume that 
h(t) = O(P), afb>O. (2.2) 
The first integral in (2.1) defines a holomorphic function for Re z > --b, and 
the second integral defines a holomorphic function for Re z < /3. By using 
analytic continuation, the Mellin transform 2M[h; Z] can be extended to a mero- 
morphic function in the half plane Re x > --b; see, e.g., [4, p. 2111, [6, p. 1241 
or [l, p. 1121. For each n 3 1, let us set 
O<t<1 
(2.3) 
1<t<co 
and 
fPn(t> = W) - 4). (2.4) 
4Q9/72/2-24 
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The following result can easily be established; see the references mentioned 
above. 
LEMMA 1. Let h(t) be a locully integrablefunction on (0, co), and satisfy (2.2) 
und(1.3)withc=O. Thenfor--b<Rez<n+/3 
A similar result is needed for the Mellin transform off at I - x: 
M[f; 1 - z] = Jb’ t-y(t) dt + lrn tFf(t) dt. (2.6) 
Here we assume that as t + + CO, 
f(t) = q-9, u+/3>1. (2.7) 
The first integral in (2.6) is a holomorphic function for Re z < a:, and the 
second integral is a holomorphic function for Re z > 1 - a. Again by analytic 
continuation, M[f; 1 - ] .acan be extended to a meromorphic function in the 
half plane Re z > 1 - a. For each II 3 1, we put 
and 
&2(t) =fP> - &z(t). 
(2.8) 
(2.9) 
LEMMA 2. Let f(t) be a locally integrable function on (0, co), and satisfy 
(1.2) and (2.7). Then for 1 - a < Re z < n + 01 
With this much of preliminaries, we may now proceed to derive the asymp- 
totic expansion of I(h). For each n > 1, we write 
n-1 
f(t) = c %ts+m-l +f&) (2.11) 
s=O 
and 
n-1 
h(t) = C b,t-P+B + h,(t). 
S=O 
(2.12) 
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It should be emphasized that the functionsf, and h, are not the same as 9% and 
#n given in (2.4) and (2.9), and that it is these functions which will appear in the 
remainder term associated with the expansion of I(h). 
THEOREM 1. Let j(t) satisfy (1.2) and (2.7); and Zet h(t) satisfy (2.2) and (1.3) 
withc=O.Ijol#/3thenjoranyn>l wehave 
n-1 n-1 
I(X) = C a,M[h; s + CY] A-s-a + 1 b,M[f; 1 - s - /3] A-“-O + S,(h), (2.13) 
s=o S=O 
where the remainder is given by 
WY = j%(t) h,(W dt. 
0 
(2.14) 
Proof. Returning to (1. I), we write 
I@) = Il(q + I,($ (2.15) 
where I,(h) and Is(A) correspond, respectively, to the intervals (0, 1) and (1, a). 
Similarly, we write 
hz(4 = hLl(4 + hL2(4. (2.16) 
By properly inserting (2.11) and (2.12) into 1r(h) and I,(h), we obtain 
I,(h) = “t’ a, 1’ ts+a-lh(ht) dt + ni1 bSk--e I1 t-“-sjn(t) dt + 6,,,(h) 
S=O 0 s=O 0 
and 
Iz(h) = Qc a, lrn t+lh,(At) dt + a: bSk-S-5 s,lm t-“+?j(t) dt + &,(A). 
s=o 1 s=o 
Since q&(t) = jn(t) for 0 < t < 1 and t,&(t) = j(t) for 1 < t < CO, adding the 
last two identities together gives 
I(A) = nfl a, [I’ tS++lh(At) dt + Ilm t”+“-lh,(At) dt] 
S=O 0 
(2.17) 
n-1 
t 1 b,M[$,; 1 - s - /3] k-0 + 6,(X). 
The quantity inside the square bracket is easily seen to be equal to 
n-1 
A-vvI[fpn; s + a] + 1 bj 
n-1 
- A-i-B 
j=o s+a-j-p - ,F; s + 01 !Y j _ fl h-s-a’ 
(2.18) 
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Here we have used the defmition of vll(t) given in (2.4). By Lemma I, the sum 
of the first term and the third term in (2.18) is equal to k-“M[h; s -I- CX]. Thus, 
(2.17) now becomes 
+ c b,J,z[t&; 1 - S - p] k--:: tm S,(h). 
S=O 
Inserting (2.10) into (2.19), there is a considerable amount of cancellation of 
terms. The final result is 
rt- 1 11-l 
I(h) == 1 u$f[h; s f- &?] A-“-’ + c b,M[f; I -~ s - jq A-“--B $ tqh), (2.20) 
s-0 S=O 
which is the exact statement of the theorem. 
The condition o! f p in Theorem 1 is essential, since the Mellin transforms 
&‘[f, 1 - Z] and M[h; Z] have poles at LY. + k and /3 + R, respectively, where k 
is any integer 20. To treat the case 01 = /3, we use a limiting process. Since 
we have from (2.17) and (2.18) 
$3 [I’ t~+~-lh(At) dt + 0 
j” ts+-lh,(At) dt] 
1 
= ~-s-BM[T~; s + /3] + b,(ln A) A-“-@ + 2’ bj j=. s _ j p-j-4 - h-s-q. 
The prime on the last summation signifies that the termj = s is omitted. There- 
fore, instead of (2.19), we obtain in this case 
n-1 n-1 
I(X) = C c,(p) A-S-6 + (In A) C asb&-6 + SAX), (2.21) 
s=O S=O 
where 
n-1 1 
c&3) = a,M[q& s + p] + b,M[#,; 1 - s - p1 - ;; s-j (49 + d?J, GQ2) 
We now summarize the above results in the following. 
THEOREM 2. Assume that the conditions of Theorem 1 hold. If cx = /3 then for 
any n > 1 we have (2.21) with the remainder 6,(A) again given by (2.14). 
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Here we wish to make the following remark. The integral I(;\) converges under 
the conditions 01 + b > 0 and a + /? > 1; see (2.2) and (2.7). It can be easily 
verified that the integral (2.14) for 6,(A) converges under the same conditions 
and the additional condition - 1 < LY. - /3 < 1. The latter condition / 01 - p 1 
< 1 is implied by the more restrictive conditions 0 < o( < 1 and 0 < /3 < I ; 
see (I .2) and (I .3). Since the leading coefficients in the expansions (I .2) and (1.3) 
may vanish, the condition / (Y - p 1 < 1 is not a restriction at all; see the remark 
below Eq. (1.3). 
It should also be pointed out that the major difficulty in applying Theorem 2 
lies in the evaluation of the integrals M[v,; s + /3] and M[$,; I - s - p] in 
(2.22). In a long paper [5], Grosjean has given several techniques by means of 
which one may succeed in calculating these integrals explicitly. For further 
examples of this nature, see [16]. 
To estimate the error term S,(A), we set 
N, = sup(P’” I /&(t)i}. 
(0.X) 
(2.24) 
If M, is finite and /3 > 01 then a,(/\) satisfies 
I %@)I < $ j-m P+=--l /h,(t)1 dt. 
0 
On the other hand, if N, is finite and p < OL then 
J&m I GV d hn+s s I fnO)I t-n-E dt. ” (2.26) 
In some cases a combination of these estimations is needed. For instance, if 
M,* and N,” denote the suprema in (2.23) and (2.24) over the intervals (0, 1) 
and (1, co), respectively, then by splitting the range of integration at t = I /X we 
have, for ac # /3, 
I b&U e g [s’ z~-l I 444 du + +$;] 
0 (2.27) 
3. EXAMPLES 
In this section we shall consider some well-known integral transforms. 
Although exact remainders for the asymptotic expansions of these transforms 
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have already been derived by using different echniques, it is worthwhile to see 
how these results also follow from our theorems in Section 2. 
EXAMPLE 1. Generalized Stieltjes Transform. 
The generalized Stieltjes transform of a locally integrable function g(t) on 
[0, a) is defined by 
&,(A) = s,= & dt. (3.1) 
Here we assume that g(t) satisfies 
g(t) - f a,$-8-0, as t+cn, 
S=O 
witho+p>l.Foreachn>I,weset 
n-1 
g(t) = C a,t-s-o + g,(t). 
s=0 
Making the change of variables T = I/t in (3.1) gives 
f(t) = t"-2g (f) N go asts+o+D-2, as t -+ Of. 
The integral is now of the form (1.1) with h(t) = (1 + t)-0. Note that 
[3, p. 3101. Hence, with 01 = (T + p - 1, /3 = p, b = 0, 
and 
(3.2) 
(3.3) 
(3.4) 
= (---1)“bh - (n- l)! t ~~“(f-~)n-~(l +u)-“-Pdu, (3.5) 
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we have from Theorem 1 
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%.--l 
WJq = c 4 
r(s + u + p - 1) l-(1 - s - 4 p-Q--O--P 
s=o r(P) 
+ y c-1)” (P>s 
S! 
M[f; 1 - s - p] h-+” + S,@). 
s=o 
Herewerequirea+p>l,a+p>l,O<u<2anda#l.Theremainder 
term satisfies 
(3.7) 
Inserting (3.4) and (3.5) into (3.7) and reversing the order of integration, we 
obtain 
where g,,(t) is the nth iterated integral of g,(t); i.e., 
s tm (T - t)n-l g%(T) dr. 
(3.8) 
(3.9) 
A corresponding result for the case (T = 1 can be obtained by applying Theo- 
rem 2 (instead ofTheorem 1). Furthermore, all these results may be derived by 
the distribution method given in [8], wh ere only the case p = 1 was considered. 
EXAMPLE 2. Hilbert Transform. 
The one-sided Hilbert transform of a locally integrable function h(t) on 
[0, co) is defined by 
H,+(h) = f: +$ dt, (3.10) 
where the bar indicates that the integral is a Cauchy principal value. In terms of 
the Mellin convolution we have 
H*+(X) = - fm f(t) h(b) dt, 
0 
with 
f(t) = & = +g P + t” 
l-t’ 
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Thus, in the notations of Section 2, 01 = I and a = I. Here we assume that 
k(t) satisfies (1.3) and (2.2) with c = 0, 0 < fi < 2, /3 f 1 and b > - I. Since 
f 
cc 1 
0 t”(t-I) 
dt = rr cot an, [3, p. 3081, 
for 0 < Re z < 1, using anaiytic continuation we have 
fvqf; 1 -s-/3] = -7rcotj3n. 
Thus, from Theorem I, it follows that 
where 
(3.12) 
and h,(t) is as given in (2.12). The result (3.11)-(3.12) and a corresponding 
result for the case /I = 1 have already been obtained in [16] by an entirely 
different method. 
EXAMPLE 3. Potential Transform. 
This transform is defined by 
(3.13) 
and has been studied by Widder in [14]. If we let f(t) = t/(1 + t”) then we have 
Ph(X) = /-f(t) h(h) dt. 
0 
In the notations of Section 2, cy = 2 and a = 1. Since 
f(t) == t _ t3 + . . . + (-1),-l t2?r-1 + (-;);t;;+l 
and 
M[f; 1 - s - /3] = $ csc [(s + B) +] , 
Theorem 1 gives 
[3, p. 3091, 
m-1 
2nL P*(X) = 1 (-I)“&!@; 2s + 21 Fa4 + 5 1 b, 
S=O S=O 
csc [$ (s + /I)] A-+-4 
+ ~2m+1(4 (3.14) 
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with 
(3.15) 
The conditions for the validity of (3.14)-(3.15) are b > -2 and 0 < /3 < 1. 
If the quantity N, in (2.24) is finite then it follows from (2.26) that 
(3.16) 
As a further specialization we take h(t) = et&,(t). It is well-known that for 
any n > 1 
et&(t) = (+)l” rz: (-l)S [’ ’ 3 ,!.{g$- ‘)I” + h,(t), 
where 
h,(t) = (-1)” (G)li2 [’ * 3 ,; &- ‘)I” B (0 < 0 < 1). 
It is also known that 
[(2s + ‘)!I2 
~ktKdt); 2s + 21 = 3 . 5 . . . c4s + 3); 
see [IO, p. 115, form. 11.41. Thus we have 
s 
m t 
- et&,(t) dt o t2+P 
= ($)3’2 g (-1)” [’ . 3 -$ - ‘)I” csc [F (s + ;)I x-s-1/2 (3.17) 
m-1 
+ 8Io (-1) 3 .“,‘f.+,;y 3) k-2 + ~2,+&9, 
where 
(3.18) 
EXAMPLE 4. Fractional Integrak 
The pth order fractional integral of a locally integrable function h(t) is defined 
by 
1 
I”W) = qg s 
’ (A - t)“-l h(t) dt. o (3.19) 
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If we replace t by At then we obtain 
Iuh(A) = &I’ (1 - t)u-l h(h) dt. 
0 
The last integral is of the form given in (I. 1) with 
(1 - ty--1 
f(t) = lo 
o<t<1 
1,(t<xl. 
In the notations of Section 2, a! = 1 and a = co. For 0 < /3 < 1, we have 
“[f;l-‘-P1=~~)~(:-i~~~, [3, p. 3111. 
Hence it follows from Theorem 1 that 
undertheconditionsb>-1,~>0,0</3<2and/3#1. 
The remainder 6,(h) is given by 
S,(h) = & j= fn(t) MW dt, 
0 
(3.20) 
(3.21) 
where h, is as defined in (2.12) and 
(1 - CL), 
.c 
t 
(n - l)! 
(t - +-l (1 - $-l-n da, o<t<1 
fn(t) =
o (3.22) 
1<t<co. 
As in the previous examples, a strict error bound may be obtained from (3.21). 
However, in this case, a more appealing expression for 6,(h) is given in [9] 
from which a readily computable bound is derived. 
4. OSCILLATORY KERNELS 
We now turn to the consideration of oscillatory kernels, i.e., h(t) in (1 .l) 
satisfies (1.3) with c # 0. First we prove the following preliminary lemma. 
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LEMMA 3. Let h(t) satisfy (2.2) and (1.3) with c # 0. Then M[h; z] can be 
analytically continued to a holomorphic function in the half plane Re z > -b; 
and 
M[h; z] = !I& Idr t*-lb(t) eeEt dt, (4.1) 
for any jixed z in Re z > -b. 
Proof. The first statement is proved in [6, Lemma 41. Here we are concerned 
only with the identity in (4.1). For any fixed .z in Re z > -b, we choose an 
integer n so that Re z < n + /3, and put 
n-1 
h,(t) = h(t) - 1 bSeictt-s-a. 
S=O 
(4.2) 
Then it is clear that the limit in (4.1) is equal to 
Jo1 @h(t) dt + jIw tz-lb,(t) dt + ‘2 b, ii& jm tz-s-~-le-(r-ic)t dt. 
S=O 1 
The integrals under the summation sign can be expressed in terms of the incom- 
plete Gamma function. Upon taking the limit, we have 
s 
1 
m t”-v(t) dt + 
s 
tz-lb,(t) dt + nz bS(-ic)-Z+S+B l’(x - s - /3; -ic), 
0 1 S=O 
which is exactly (the analytic ontinuation of) the Mellin transform n/f[h; z]. 
This completes the proof. 
We now return to the expansion (1.3) with c # 0, and define inductively 
h(O)(t) = h(t) and 
/+-f)(t) = _ I" hl-j+l)(T)dT, j = 1, 2,.... 
t 
Repeated integration by parts shows that 
(4.4) 
for some constants b’j’. 
On the function f 0, we impose the following conditions: (i) f (n)(t) is continu- 
ous on (0, co), where n is a nonnegative integer; (ii) f(t) has an expansion of the form 
(1.2), and the expansion can be dz$erentiuted n times; (iii) As t -+ co, f(j)(t) is 
O(t-l-n) for j = 0, I,..., n and for some r) > 0. 
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THEOREM 3. Let h(t) satisfy (2.2) and (1.3) with c # 0. Suppose that the 
above conditions on f(t) hold and thatf%(t) has the same meaning as gz’ven in (2.11). 
Then we have 
12-l 
I(X) = C a,M[h; s + a] by-~ + S,(h), 
.S=O 
(4.5) 
where the remainder satisjies 
S,(h) = v J=fn(n)(t) h’-“‘(At) dt. (4.6) 
0 
Proof. From (2.11) and Lemma 3, we have 
h$ Ilf(t) h(ht) e+ dt 
(4.7) 
n-1 
s = z. 4W; s + aI hp - a + K& Imfn(t) h(b) e+ dt. 
0 
The term on the left-hand side is simply I(h); see [13, p. 261. The second term 
on the right can be written as 
(--I) h hx~ lo% f;(t) h’-“(At) e@ dt, 
by using integration by parts. Here we have used the conditions (i)-(iii) on f(t) 
and the result (4.4). Repeated application of this technique shows that 
h& LEfn(t) h(k) eeEt dt = (--1)” lim 
A” s “f>)(t) h’-“‘(At) eWft dt r+o+ o 
~ (--I)” 
(4.8) 
Oc (n) -- 
A” I 
fn (t) h’-“‘(At) dt. o 
The last equality again follows from [13, p. 261. 
5. MORE EXAMPLES 
Although a quite general theorem has been established by means of which an 
explicit expression is obtained for the remainder 6,(h) in (4.5) the conditions 
in this theorem appear to be more restrictive than the corresponding ones for the 
Fourier and the Hankel transforms; see [I l] and [I 51. Owing to the fact that 
h(-fl) is the nth iterated integral of h, defined in the particular manner given in 
(4.3), it is also difficult o estimate the error S,(X) in (4.6), and modifications are 
often needed in some specific instances. Here we wish to emphasize the fact that 
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it is the pattern, not the detail, of proof which is important. The pattern of 
proof need not be abandoned in a specific example just because one or more 
of the conditions of the theorem happens to be false. As illustrations of this 
point, we consider the following examples. 
EXAMPLE 5. The Fourier Transform. 
Here h(t) = eit and hence 
M[h; z] = einz12r(z). 
Although the function eit does not satisfy (1.3) unless fl = 0, by retracing the 
arguments in Section 4, it is easy to see that the result (4..5)-(4.6) remains valid 
if we take 
1 
h’-“‘(t) = F et’ 
instead of (4.3). Thus 
.r 
“%f(t) eint dt = n2 a,ei”(“+“)‘2r(s + a) A-“-” + (+)” J”- f?‘(t) eiAt dt. (5.1) 
.S=O 0 
Condition (iii) can be considerably weakened in this case. All we need is that 
each of the integrals 
s 
lffif(j)(t)e’Atdt, j=O,l,..., n, 
converges uniformly for sufficiently large /\. The result (5.1) is a special case of 
Theorem 1 in [II]. 
EXAMPLE 6. Bessel Transforms. 
If h(t) = H:“(t) then 
MLh.zl = (1 - i) 2*-1JI(z + 4Pl; 
3 
r[(, + 2 - 4/Y (5.2) 
see [3, p. 3301. In view of the well-known asymptotic expansion of the Hankel 
function H:“(t), we have, in the notations of Section 2, ,8 = 4, c = 1 and 
b=--jvi. The integral 
II(A) = j-= f (t) @(At) dt (5.3) 
0 
then converges under the conditions that f(t) satisfies (1.3) and (2.2) with 
01 f v > 0 and a > - 4. From (4.7) it follows that 
n-1 
Ii(X) = (1 - i) C a, 28+ol-'ms + a+ 4/21 ~-s-m + s;'(h), 
r[(v + 2 - s - or)/21 (5.4) s=o 
754 
where 
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6;)(x) = iiF+ Jmfn(t) H,?(k) ePt dt. 
0 
In view of the well-known identity 
we find it advantageous to replace the ordinary differentiation and integration 
by 19 and its inverse 0-l in the integration-by-parts formula. Repeated application 
of this formula p times gives 
(5.5) 
where 0 < 2p < n + (Y - V. For the validity of (5.5), only a weaker form of 
Condition (iii) is required. For instance, it is sufficient o assume that each of the 
integrals 
s If(t) t-l’*@ dt, J;Vf(i)(t) j-~-lW~t dt, j = I,..., p, 
converges uniformly for all large values of A. (This assumption is suggested by 
Soni and Soni [ 121). 
If we replace Hjl’ by HF’ i n (5.3) and (5.5) and let I,(X) and 8:‘(A) denote the 
resulting expressions, respectively, then we also have 
(5.6) 
The corresponding results for the Hankel and the Y,-transforms given in [ 151 
and [12] now follow from the connection formulas 
J(t) = B{H(l)(t) + H'*'(t)> _ Y Y 
Y"(t) = ; {Hv'l'(t) - f@'(t)}. 
In the case of Hankel transform, the condition 0 < 2p < n + LX- v in (5.5) 
is not necessary and the integration by parts (through the operators 19 and 0-i) 
can be carried out ?I times under the condition (Y + v > 0. The more restrictive 
assumption is needed only to ensure the convergence (at the lower limit) of 
the integral in (5.5). 
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6. EXPANSION NEAR THE ORIGIN 
The technique of Handelsman and Lew [7] not only gives asymptotic behavior 
of I(X) for large values of X but also yields asymptotic expansions of I(X) for small 
A. By using a simple device of theirs (see [7, p. 4061 or [I, p. 117]), we can also 
derive results corresponding to (2.13) and (2.21) as X -+ Of. For instance, if f 
and h satisfy the conditions of Theorem 1 then we have 
f omf@) w dt 
n-1 n-1 
= c a,M[h; s + a] p-1 + 1 b,M[f; 1 - s - /3] $+a-1 
.S=O s=O 
+ j-mfn(/4 W) dt. 
0 
(6.1) 
Here p is a small positive parameter. Since M[c~; x] = r(z), we have in 
particular 
I 
m h(t) e+ dt 
0 
= y (--1P n-1 ----J- M[h; s + l] ps + 1 bJ(1 - s - p) $+fl-l - 
s=o . S=O 
where 
Repeated integration by parts gives 
s 
omj,&t) h,(t) dt = pn /a h,,(t) e+ dt, 
0 
s om fnb-4 h(t) 4 
(6.2) 
(6.3) 
where h,,(t) denotes the nth iterated integral of h, , i.e., 
L(t) = (L-‘:“,! s t= (T - t)+l h,(7) dr. 
A similar esult can also be given to the Fourier integral sr h(t) eiut dt. The 
validity of these results will require that h(t) satisfies theconditions ofTheorem 
1. For an alternative d rivation of these expansions, see [8]. 
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