This paper deals with a new algorithm for obtaining a global maximum of a convex quadratic function over a unit hypercube, which is a classical and tough combinatorial problem. The basic idea of our algorithm is to reformulate this problem as an equivalent bilinear programming problem and to apply cutting plane approach developed by the author for solving bilinear knapsack problem. It will be shown that a deep cut can be generated with a nominal amount of computation. Some of the potential advantages of this algorithm over total enumeration are that it can generate a good local maximum at the earlier stage and that it has a good chance of obtaining a global maximum by searching only a minor portion of all solutions so that it can handle larger problems.
Introduction
The problem to be discussed in this paper is a special kind of quadratic programming problem: { maximize f(w) = 2c t w + wtqw subject to o ~ w .s; e where c e: Rn and e (1, 1, ... , 1) t e: Rn. It will be assumed throughout that Q E: R nxn is a symmetric positive s'~mi-definite matrix, so that f is convex. In this case, (1) is equivalent to a well known and difficult combinatorial problem:
{ maximize subject to t t f(w) = 2c w + w qw w E: {O, Un
Quadratic programs with only lower and upper bound constraints on the variables are also important because a significant portion of real world applications of quadratic programs are reported to be of this type [7] .
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It is certainly possible to find a global maximum of (1) in finitely many steps by enumerating Zn possible 0-1 solutions. Also, cutting plane algorithms [16, 8] for convex maximization problems can be used.
Unfortunately, however, these methods may not be practical if n ~ 30. In addition, the latter algorithms are not convergent unless impractically expensive cuts such as the ones developed in [11, 15] are to be used.
The basic idea of our algorithm is to reformulate (1) as an equivalent bi1inear progrannning problem and to apply cutting plane approach developed by the author for solving bi1inear knapsack problem [10] . Some of the pot.=ntia1 advantages of this algorithm over total enumeration are that it (i) can generate a good local maximum at the earlier stage of the computation, (ii) has a good chance of obtaining a global maximum by searching only a minor portion of all solution, (iii) can handle larger problems. On the other hand, it has a disadvantage that a 0-1 integer program has to be solved as a subproblem. However, this difficulty can be alleviated by exploiting the structure of the problem and by adding deep cuts at local maxima. Thes.=
points have yet to be checked by an extensive numerical experiments on large scale problems, but promising results of the similar algorithm applied to bi1inear knapsack problem [10] show some evidence of the advantage of this approach over the other.
In the next section, bilinear programming problem equivalent to (1) will be introduced and the procedure to obtain a local optimum and a semig1oba1 optimum will be developed. Section 3 will be devoted to the discussion of a finitely convergent cutting plane algorithm. It will be shown that a deep cut can be generated with nominal computation by virtue of the special structure of the problem. Finally, methods to obtain stronger cuts and an illustrative numerical example are given in Section 4 and 5, respectively.
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
Equivalent Bilinear Progranming Problem and LG Maxima
Let us introduce a bi1inear programming problem associated with problem
{ maxim"
<p(x, y) t t t c x + c y + x Qy
The following theorems are crucial to the development of this paper.
Readers are referred to [8] for the pnlofs of these theorems.
Theorem 1. Problem (3) has an optimal solution (x*, y*) where both x* and y* are extreme points of the unit hypercube.
Theorem 2. Let (x*, y*) be optimal to (3), then both x* and y* are optimal to (1).
These two theorems show that i t suffic.~s to find an extreme optimal solution of (3) to solve (1). We will thereforl~ concentrate on the algorithm to obtain an extreme optimal solution of (3) throughout the remainder of this paper.
Let (x*, y*) be the current incumbent (the bes t solution identified to date) of (3) 
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As the algorithm proceeds. cuts will be added to Cl in x-space. so that X will be some portion of Cl in general. whereas the feasible region of K(x) is always Cl'
Alternate Mountain Climbing Procedure AMC(X; yO)
Step 1: optimal solution 0 0
Compute an x of K (y ). x 2: 1 0
Step Compute an optimal solution y of K(x ).
3:
Compute an optimal solution x of K (y ). x 4:
Step If CP(x .y ) > CP(x .y ). then let x =x • y =y and go to
Step 2. Otherwise, go to Step 5.
Step 5:
and halt. Otherwise. halt. Proof. X as well as C r contains finitely many points, whereas the value (8) of cP strictly increases at each cycle, so that the procedure eventually halts
at
Step an x = x • y = y satisfy . 11
The pair of points (x, y) for which condition (8) holds will be called a stationary pair. Note that the subprob1em K(x) for fixed x, Le.,
can be solved by inspection and an optimal solution y will be given by:
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K (y), on the other hand, is a general 0-1 integer linear program after at x 175 least one cut is added to Cl in x-spac,e, so that it has to be solved by some version of 0-1 integer programming algorithm [3, 5] . However, we need not always solve K (y) to the optimum. What we need in Step 3 is essentially a x pair of points which is strictly better than the previous pair of points and
we can go back to Step 2 as soon as a point x EX for which ~(x ,y »~(x ,y ) is detected.
Proposition 4. The inequality
holds for all x, y ERn.
Proof. Assume the contrary. Then
a contraditi.on to the assumption that Q is positive semi-definite.
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since yl is optimal to K(XO). It ~ ~(xO, l) and thus ~(y\ yl) > 1 f 1 (1 1.. Therefore, if y EX in Step 2, them a new pair 0 so ut ions y, y ) ~s o ° strictly better than (x , y ) and Step 3 can be skipped, which is the most time consuming part of this algorithm.
Upon reaching a stationary pair (St, y), it is no longer possible t.:> improve it by fixing the value of either x or y, so that we will switch to a local (relative to x-space) and global. (relative to y-space) search procedure. Let x(:l) be the i-th complement of x E Cl' Le., xCi) = ( 1 ) Xl' ... , Xi_I' -xi" x i + l ' ... , xn (12) Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. 
Note again that the left hand side of (14) can be obtained by inspection.
LG Maximization Procedure LGM(X)
Step 0:
o Choose y E Cl arbitrarily.
Step 1: Execute AMC (X,. yO) and let (x, y) be a stationary pair.
Step 2: If (x, y) is an LG maximum, then half. Otherwise let y E C r be such a poiut that <p(x(i), y) > <P(x, y) for some i E r(x). oLet y = y and go to Step 1.
Theorem 6. Procedure LGM(X) where X " 0 generates an LG maximum in finitely many steps.
Proof. Similar to the proof of Theorem 3. We want to obtain a cut whieh eliminates x in x-space and yet does not Let us define (22) which corresponds to the farthest point we can go along the ui-axis without generating a pair of points u and v E C r for which 1jJ is greater than ~*. Corollary 10.
~i ~ 1, for all i.
Proof. Follows from TheorE~ 9 and from (22). 11 Cutting Plane Algorithm
Let
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Step 1.
Step 2:
Execute LGM(X) to obtain an LG maximum (x, y).
A Compute" 's and let i X = X n {x E Rn I i~ro(X)xi/~i + i~rl (x)(l-xi)/~i ~ I}
Step 3: rf X = 0, then stop. Otherwise go to Step 1.
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Theorem 12. The cutting plane algorithm defined above generates an optimal solution of (3) in finitely many steps.
Proof. X contains at least one less eXl:reme points of a unit hypercube whenever a ne", cut is added, so that X becomes empty after finitely many steps. Then the incumbent (x*, y*) and ~* = ~(x*, y*) gives the optimal solu tion of (3) by the validity of added cuts. 
Stronger Cuts
We will (~onsider here several techniques to obtain stronger cuts. Proof. This theorem is the direct consequence of the one established in [8] for convex quadratic maximization problem in continuous variables, and w:ll1 be omitted. (see [8] and [16] Proof. The proof of this theorem is similar to the one established in [10] and will be omitted. Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
