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                          УДК 517.9 
              В работе изучается свойство субдифференциала второго порядка и получены 
условия оптимальности второго порядка для задачи минимизации. В работе также 
получены необходимые и достаточные условие экстремума для экстремальной задачи 
операторных включений. 




























































       В работе изучается свойство субдифференциала второго порядка и получены условия 
оптимальности второго порядка для задачи минимизации. В работе также получены необ-
ходимые и достаточные условие экстремума для экстремальной задачи операторных 
включений. 
       Субдифференциал второго порядка изучен разными авторами, но в настоящее время 
однозначно принятое определение субдифференциала не имеется. Известно, что опреде-
ление дифференциала второго порядка является аналогом дифференциала первого 
порядка. Но в определениях субдифференциала второго порядка такие аналогии в общем 
случае не имеются. Если рассмотреть субдифференциал Кларка, то можно получить 
разные аналогии субдифференциала второго порядка. Рассмотрим производную по 
направлению Кларка (см.[7],[29]) 





























можно рассмотреть субдифференциал второго порядка следующего вида: 







где через  )R;X(B 2  обозначено множество всех непрерывных симметричных билинейных 
функций из 2X  в  R . Такое определение впервые введено автором в 1980 году, изучен ряд 
их свойств, обсуждены В.Ф.Демьяновым и А.М. Рубиновым и опубликовано только в 
1988 году в более общем виде, т.е. рассмотрен субдифференциал произвольного порядка, 
где производная второго порядка по направлению  )x,x;x(f
210
00   заменена через 
















и рассмотрен субдифференциал второго порядка (см. [16],[17])   





         Отметим, что  

































































Близкое определение субдифференциала второго порядка также рассмотрено в [28] 
(см.также [30]). Отметим, что в [2] рассмотрено также идейно близкое определение 
субдифференциала второго порядка, но он различно  и работать с ним трудно.  
      Хотя производные по направлению  )x,x;x(f
210
00   и  )x,x;x(f
210
]2[  близкие, но они 
в общем случае не совпадают. Производная по направлению  )x,x;x(f
210
]2[  имеет ряд 




  бисублинейная  
функция (см.[16]). 
  
       Обозначим  }xx:Xx{),x(U
00
 . Если функция  f  и  производная Фреше  f   
удовлетворяют условию Липшица на множестве ),x(U
0
 , то 













       В работе [18],[19] рассмотрено также другое определение субдифференциала 
произвольного порядка. В частности отсюда следует, что  























      Работа состоит из трех глав. В первой главе исследован ряд свойств субдифферен-
циала второго порядка.  В 1.1 изучен ряд свойств субдифференциала )x(f
0}2{
 . 
       В 1.2 рассматривается также следующее определение субдифференциала и изучен ряд 
их свойств.  Положим 





















при Xx .  




(x0;x), xX} назовем бидифферен-
циалом функции  f  в точке х0 , где В0(Х) множество всех непрерывных квадратичных 
функционалов. 
        В 1.3 получены условия оптимальности второго порядка. Отметим, что рассмотрен-
ный субдифференциал для получения условия оптимальности более эффективен. В 
негладком анализе существенную роль играет функция расстояния. Автор в работах 
[17],[19] показал, что при исследовании субдифференциала и условия оптимальности 
высокого порядка также существенную роль играет степень функции расстояния. 
       В гл.2 и гл.3 единая методика применяется к экстремальной задаче для операторных  
включений. Схема получения необходимых условий состоит из нескольких этапов. 
Сначала изучается непрерывная зависимость решения включения от возмущения. Затем 
исследуется выпуклая вариационная задача с оператором, заданным в соответствующем 
пространстве. Рассматривается возмущенная задача и изучается стабильность возму-
щенной задачи. Отметим, что можно рассматривать разные возмущенные задачи для 
экстремальной задачи операторных  включений. Но естественная возмущенная задача 
упрощает исследование экстремальных задач. В работе изучаются субдифференцируе-
мость интегрального, терминального и граничного функционала с оператором заданным в 
функциональном пространстве.   
       Далее рассматривается выпуклая экстремальная задача для операторного включения. 
Исследование выпуклый экстремальной задачи для операторных включений аналогично 
исследованию выпуклой вариационной задачи для интегральных и дифференциальных 
включений. При этом существенно используется теорема о непрерывной зависимости 
решения операторного включения от возмущения. 
       Также используя теорему о непрерывной зависимости решения операторного вклю-
чения от возмущения исследуется невыпуклая экстремальная задача для включений.  
       Отметим, что в экстремальной задаче для включений трудность состоит в том, что в 
общем случае не понятны типы включений, для которых верна теорема о непрерывной 
зависимости от возмущения решений включения.  
       В работе изучены зависимости решений операторных включений от возмущения и 
исследована экстремальная задача для операторных включений. Используя методы  
  
выпуклого и негладкого анализа, получены необходимые и достаточные условия 
оптимальности. Хотя идея исследования оптимальности экстремальной задачи для 
операторных включений ближе к исследованию экстремальной задачи для интегральных 
и дифференциальных включений(см.[17]-[24]), но имеются также существенные отличия. 
       В зависимости от функционального пространства можно рассмотреть разные экстре-
мальные задачи для операторных включений. 
       В главе 2, состоящей из восьми параграфов, исследована экстремальная задача для 
операторного включения. В 2.1 изучена непрерывная зависимость решения от возмущения 
операторного включения, которая ближе к включению типа Вольтерра. В 2.2 изучены 
непрерывная зависимость решения от возмущения операторного включения, которая 
ближе к включению типа Фредгольма. В 2.3 получены необходимые и достаточные 
условия экстремума выпуклых вариационных задач, которые зависят от оператора. В 2.4 
изучена субдифференцируемость интегрального функционала, которая зависят от 
оператора. В 2.5  изучена субдифференцируемость терминального функционала, которая 
зависит от оператора. В  2.6  изучена экстремальная задача для выпуклых вариациoнных  задач  
с оператором. Получены необходимые и достаточные условия экстремума выпуклых 
вариационных задач  с оператором. В 2.7    получены необходимые  и  достаточные  условия  
минимума  для  экстремальных задач выпуклых опраторных включений. В 2.8  изучена 
невыпуклая  экстремальная  задача  для  опраторных включений. 
        В главе 3 исследована экстремальная задача для многомерных операторных 
включений. Глава 3 состоит из пяти параграфов. В 3.1 изучена непрерывная зависимость 
от возмущения решения многомерного операторного включения. В 3.2 изучена 
субдифференцируемость интегрального функционала с оператором. В 3.3 изучена 
субдифференцируемость граничного функционала с оператором. В 3.4 рассматриваются 
вопросы минимизации многомерных вариациoнных задач с оператором. B  3.5 рассматривается  

























Гл.1. Субдифференциал второго порядка и условия оптимальности 
                                           
1.1. 2-субдифференциал и бисубдифференциал 
     В разделе 1.1 даны определения 2-субдифференциала, бисубдифференциала и изучены 
их свойства.  
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четные и симметричные функции. 
      Используя определения  )x,x;(xf
210{2}
 и заменив 
1
z   через  
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xz   имеем 


































       




   при  .X)x,(x 2
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  
      Положив 
222111
xyz,xyz  , где  ,Xy,y 2
21
  из определения  )x,x;(xf
210
{2}  




{2}   при  .X)x,(x 2
21
  
 Множество всех непрерывных линейных операторов из X  в *X  обозначим через 
),XL(X, *  а множество всех непрерывных билинейных отображений из  XX   в  R,  
обозначим через R).,B(X2  Множество всех билинейных симметричных непрерывных 
функций из  XX   в  R  обозначим через   )R,X(B 2 . Соответствие между   R),B(X2 и 
, )XL(X,  определяемое равенством   )x,(xx
21 21
)x(Ax  взаимно однозначно. Функ-
ционал  Q(x),  заданный в пространстве X, называется  квадратичным функционалом,  
если существует такой билинейный симметричный функционал  )R,X(Bx 2 , что  
Q(x)=x
*(x,x).  Отметим, что билинейный симметричный функционал  x* определяется  по  




*  . Поэтому в дальнейшем 
  
симметричный билинейный функционал x*, соответствующий симметричному оператору  
AL(X,X*)  и квадратичному функционалу  Q(x)  будем отождествлять. 
      Непрерывный билинейный симметричный функционал x*, удовлетворяющий нера-
венству  f{2}(x0;x1,x2)  x
*
(x1,x2)  при  x1,x2X  назовем 2-субградиентом функции f в точке 
x0, а множество 2-субградиентов в точке х0 назовем 2-субдифференциалом функции  f  в 
точке x0  и обозначим  через  {2}f(x0) (см.[19], [23]). 
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      Если функции x1g(x1,x2), x2g(x1,x2) выпуклые и положительно однородные, то 
функцию g назовем бисублинейной. Если функции x1g(x1,x2), x2g(x1,x2) положительно 
однородные и 0)0,x(g)x,0(g 12  , то функцию g  назовем биположительно однородной. 
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      Если  )x,x(b)x(f  , где  R),,(XBb 2  то  )x,x(b2)x,x;x(f
21210
}2{  . 
      Функцию  RX:f   назовем  2-липшицевой с постоянной  K   в точке  
0
x , если  f  
для некоторого  0  удовлетворяет условию 
                    
2102010210
xxK)x(f)xx(f)xx(f)xxx(f   
при  Bx,x
21
 ,  где   1x:XxB  . 
 Если для некоторого  0   удовлетворяется неравенство 
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при  Bxx
0
   и  Bx,x
21
 , то функцию  RX:f   назовем 2-липшицевой с 
постоянной  K   в окрестности точки  
0
x . 
      Легко проверяется, что если RX:f    2-липшицевая с постоянной  K   в окрест-
ности точки  
0
x   функция, то функция    )x,x;x(f
210
2  бисублинейна, раздельно непре-
рывна и удовлетворяется неравенство   
21210
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 .             
      Покажем, что вычислить )x,x;x(f
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}2{  трудно. Пусть .R,  Из определения  
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     Обозначив 






















   при  .Xx,x
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  Поэтому 
  


















      Функцию  f  назовем второго порядка s-дифференцируемой в точке 
0
x , если  
существует  оператор )X,X(LA    такой, что    
















  Ясно, что  A  симметричный оператор.  
       Если  функция  f  второго порядка s-дифференцируема в точке 
0
x , то 
                           }.x,Ax{)x(f)x(f
210}2{02
  
      Легко проверяется, что если  RX:f    2-липшицевая с постоянной  K   в окрестности  
точки  
0
x  функция, то функция  f  второго порядка s-дифференцируема в точке 
0
x  тогда и 
только тогда когда )x(f
02
  состоит из единственного элемента. 
      Следствие 1. Если  f  2-липшицевая функция в окрестности точки х0, то  










}2{  . 
      Справедливость следствия 1  следует из [23] (см.с.92  и с.89). 
      Непрерывный квадратичный функционал Q(x), удовлетворяющий неравенству  
f{2}(x0;x,x)Q(x)f
{2}
(x0;x,x)  назовем бисубградиентом функции  f  в точке х0, а множество 
бисубградиентов в точке х0 назовем бисубдифференциалом функции  f  в точке  х0  и 
обозначим  d{2}f(x0). 
      Множество всех непрерывных квадратичных функционалов обозначим  В0(Х). 
      Следствие  2. Если  f  2-липшицевая функция в окрестности точки х0, то 
          f
{2}
(x0;x;x)=max {Q(x):Qd{2}f(x0)},      f{2}(x0;x;x)=min {Q(x):Qd{2}f(x0)}. 
      Если учесть, что  {2}f(x0)d{2}f(x0), то справедливость следствия 2  вытекает из 
следствия 1 (см. также [23], с.89). 
       Если  CX, то положим  d
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      Если Х гильбертово пространство, XC  выпуклое замкнутое множество и  
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21
  то (см. [16], стр. 9) 
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         Лемма 1. Если )x(d 2
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  Тогда существует  0  такое, что  
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Отсюда следует, что ),x(b
0C






  Лемма доказана. 
       В доказательстве леммы 1 условие, )x(d 2
C
 удовлетворяет 2-липшицеву условию в 
окрестности точки х0 , не используется. Если )x(d
2
C
 удовлетворяет 2-липшицеву условию в 
окрестности точки х0,   то  )x(d 02}2{   непусто. 
       Отметим, что множество  XXK    называется биконусом (см.[23]), если для любого 
K)y,x(   множества  }K)y,x(:x{K
y
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   выпуклые конусы. 
       Лемма 2. Если  )x(d 2
C
 удовлетворяет 2-липшицеву условию в окрестности точки  х0, то 
)x(Q
0C
 является биконусом. 
       Доказательство. Пусть ).x(Q)y,x(
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y21
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Отсюда следует, что  
y21
Kxx  . Получим, что 
y
K  является конусом. Аналогично 
проверяется, что  )}x(Q)y,x(:Xy{K
0Cx
  является конусом. Лемма доказана. 
      Пусть  g  функция из  Х  в  R  и  QB0(X).  Положим 











      Теорема 1. Если  f  2-липшицевая функция в окрестности точки  х0, то Qd(2}f(x0)  тогда 
и только тогда, когда  Qdom+
* dom-
*, где  (x)=f{2}(x0;x,x),  (x)= f{2}(x0;x,x). 
      Доказательство.  Если  Qd{2}f(x0),  то из следствия 2  получим 
     min{Q(x):Qd{2}f(x0)}Q(x)max{Q(x):Qd{2}f(x0)}. 
Поэтому )}x(Qmin)x(Q0)x(Qmax)x(Q
)x(fdQ)x(fdQ 0}2{0}2{ 
 . Отсюда получим, что  






* 0)Q(*    при  Qd{2}f(x0).  Поэтому  Qdom+
* dom-
*
 . Так как   







то  ,0)Q(*   0)Q(
* 

 при  QB0(X). Пусть существуют  х1  и  х2  такие, что  Q(x1)-   
-(x1)>0   и   Q(x2)-(x2)<0. Тогда 

























































Отсюда следует, что если Qdom+
* dom-
*, то 0)Q()Q( ** 

. Поэтому  
Qd{2}f(x0).  Теорема доказана. 
       Если  RX:f
1
  и  RX:f
2
  удовлетворяют 2-липшицеву условию с постоянной  К, 
в окрестности точки 
0
x , то непосредственно проверяется, что 

































       Пусть  )R,X(BA 2 . S оболочкой множества  A  назовем множество 






2   
       Используя  S оболочку множества имеем, что 




     
      Лемма 3. Если  f  удовлетворяет 2-липшицеву условию с постоянной  К  в окрестности 
точки х0, то множества  {2}f(x0)  и  d{2}f(x0)  ограничены. 






(x0;x1,x2).  Поэтому легко проверяет- 
ся, что множество  {2}f(x0)  ограничено.  





 . Легко проверяется, что   


















 при  .Xx,x
21
   Поэтому множество  d{2}f(x0)  ограничено. Лемма доказана. 
      Лемма 4. Пусть   J   конечное множество,  
i
f  (iJ)   непрерывны  и удовлетворяют  
2-липшицеву условию в окрестности точки х0; f(x)= max
i J
fi(x). Тогда  




, где  J(x0) = {iJ : fi(x0) = f(x0)}. 
     Доказательство. Покажем, что существует  0  такое, что  J(y)J(x0)  при ||y-x0||.  
Случай J)x(J
0
  тривиален. Пусть J)x(J
0
 . В самом деле, пусть  a=f(x0)- max
\ ( )i J J x 0
fi(x0)>0,  
=a/3  и  >0  такое, что для всякого  iJ  выполнено  |fi(y)-fi(x0)|  при  ||y-x0||. Легко 
можно проверить, что  |f(y)-f(x0)|   при  ||y-x0||.  Если  jJ(y),  то 
fj(x0)fj(y)- = f(y)-  f(x0)-2 = max
( )i J x 0
fi(x0)+a-2 >max
( )i J x 0
fi(x0). 
Поэтому jJ(x0). Возьмем Xz,z 21   и Xx,x 21  . Пусть 0,0 21  такие, что 

2211
zz . Ясно, что  ).x(J)zzx(J
022110
  Аналогично имеем, что существует  
0  такое, что )zzx(J)y(J
22110
  при 
22110
zzxy . Пусть 0  










zz  +1x1)- 




zz  +2x2)-  )zzx(f 22110  











fi( 0x + 2211 zz  +1x1)- 








  (fi( 0x + 2211 zz  +1x1+2x2)+ 
          +fi( 0x + 2211 zz  )-fi( 0x + 2211 zz  +1x1) - fi( 0x + 2211 zz  +2 x2))  




(fi( 0x + 2211 zz  +1x1+2x2)+fi( 0x + 2211 zz  )- 
                    -fi( 0x + 2211 zz  +1x1)-fi( 0x + 2211 zz  +2x2)). 
      Поэтому получим, что 
          f
{2}
















(fi( 0x + 2211 zz  +1x1+2 x2)- 
         -fi( 0x + 2211 zz  +1x1)-fi( 0x + 2211 zz  +2x2)+fi( 0x + 2211 zz  )).  
      Из определения  супремума  следует, что для   >0   существуют  Xz,z
21
  такие, что 














 (fi( 0x +
 
2211




             -fi( 0x +
 
2211
zz +2x2)+fi( 0x +
 
2211
zz ))> d .  
      Ясно, что 













 (fi( 0x +
 
2211
zz +1x1+2x2)-fi( 0x +
 
2211
zz +1 x1)- 
             -fi( 0x +
 
2211





f (x0; x1, x2). 
Поэтому для  0  существуют  0,0
ii
   такие, что 




















             -fi( 0x +
 
2211





f (x0; x1, x2)  . 
Положив     = min
( )i J x 0
 
i
,    = min
( )i J x 0
 
i
   получим 
















 (fi( 0x +
 
2211




         -fi( 0x +
 
2211









f (x0;  x1,  x2)  . 
Отсюда следует, что 
















 (fi( 0x +
 
2211
zz +1x1+2 x2)- 
         -fi( 0x +
 
2211




         +fi( 0x +
 
2211






f (x0; x1, x2)  2 . 
  






. Поэтому  




.  Лемма доказана.  




, где x i
*
-симметричный непрерывный били-






(x1,x2),  где   
J(x0) = {iJ : f(x0)=x i
*
(x0,x0)}. 
     Рассмотрим некоторый аналог   - субдифференциала.  Положим  




(x0;x1,x2)+||x1||||x2||,       > 0, 
                
}2{
f(x0)={x





     Из определения следует, что  {2}f(x0) 

}2{
f(x0)  для всех   > 0,  {2}f(x0)=
0
}2{
 f(x0)  и  







     Обозначим  }xx:Xx{),x(B
00
 . Множество всех дважды непрерывно диффе-
ренцируемых функций из ),x(B
0
  в  R  обозначим через  )),x(B(C
0



















     Пусть Xz,z
21












   Если  )),x(B(Cf
0
2  , то имеем  


















                           )dtx)λxλtzλzλ(xf
222222110
 

















        Рассмотрим модификации определения субдифференциала второго порядка 
(см.[21]). 
        Пусть X  банахово пространство,   RRX:f ,  x{domf })x(f:X  , 
domfx
0


































   не определено. 
       Обозначим (см.[21]) 
  








2   . 
       Положим 




  . 
       Следующие утверждения взяты из [21]. 








    
конечные функции, то  )x,x;x(f
210
2  бисублинейные функции. 
  Лемма 6.  Если  функция f   2-липшицевая в точке 
0
x , то 














2   . 




2    при  XX)x,x(
21
 .  
       Множество всех бисублинейных непрерывных симметричных четных функций из  
XX   в  R  обозначим через  )X(BS 2 .  
       Отметим, что если h  бисублинейная непрерывная симметричная четная функция, 
то )x,x(hx   второй степени положительно однородная четная непрерывная функция. 
Если X  гильбертово пространство,   четная второй степени положительно 
однородная полунепрерывная снизу функция, то из следствия 1.3.7 [23]  следует, что 






     Квадратичная функция  Q  из 
2
d  называется главной, если не существует другая квад- 
ритичная функция  
1
Q  из  
2
d   такая, что  )x(Q)x(Q
1
  при Xx . Множество главных  
квадритичных функций из 
2
d  назовем главным бидифференциалом функции     и   обоз- 
начим через  .dm
2




   и 
                          }dQ:))x(Q)x(Q)xx(Q(5,0sup{)x,x(h m
2212121
  
бисублинейная симметричная четная функция. 
       Отметим, что вместо множества  m
2
d   можно взять любое по включение наимень-
шее выпуклое подмножество s
2
d  множества ,d
2






      Если  )X(BSh 2   удовлетворяет условию 




}2{   
при XX)x,x(
21
 , то функцию h  назовем верхней бисублинейной аппроксимацией 
функции f  в точке .x
0
 Верхняя бисублинейная аппроксимация h  функции f  в точке 
0
x  называется главной верхней аппроксимацией, если не существует другая верхняя 
бисублинейная аппроксимация 
1
h  такая, что )x,x(h)x,x(h
21121





 верхняя бисублинейная аппроксимация функции f  в точке 
0






  назовем верхним аппрок-
симативным бисубдифференциалом функции f  в точке 
0




 .  
Если )x(h  главная верхняя бисублинейная аппроксимация функции f  в точке 
0
x , то 
)0(hh
22
  назовем главным верхним аппроксимативным бисубдифференциалом 
функции f  в точке 
0








 . Если  





       Теорема 2. Если функция f  достигает локального минимума (максимума) в 
пространстве X  в точке 
0
x , то   0)x,x;x(f
0
)2(      ( 0)x,x;x(f
0
)2(  )  при Xx . 
       Следствие 4. Если функция f  достигает локального минимума в пространстве X  в 
точке 
0
x , то  0)x,x;x(f
0
2    при  Xx . 
       Следствие 5. Если функция  f  достигает локального минимума в пространстве X  в 
точке  
0
x   и  h   верхняя бисублинейная аппроксимация функции  f   в точке  
0





   при   Xx . 
        Пусть  X  и Y  банаховы пространства. 
       Лемма 8. Пусть  I  конечное множество, ,Ii,RYX:f
i
  непрерывные функции 
в множестве )By()B2x(
Y0X0
 , где  0 , и  существует   число 0L    такое, что 





By,Bx,By,Bxu   и ).y,x(fmax)y,x(f
i
Ii
  Тогда для 
каждого 
Y0X0
By,Bxu    существует  0
0
 , где  
0
  такое, что  
                   yxL),u(f)y,u(f),xu(f)y,xu(f   
при 
Y0X0
By,Bx  . 
 Доказательство. Обозначим  ),u(f),u(f:Ii),u(I
i
 . Покажем,  что сущес-
твует 0  такое, что ),u(I)y,x(I    при  .By,Bux
YX
  Случай I),u(I   








  Тогда 
существует  0  такое, что для каждого  Ii  выполнено  ),u(f)y,x(f
ii
  при  
.By,Bux
YX
  Легко можно проверить, что   ),u(f)y,x(f  при 
.By,Bux
YX
  Если ),y,x(Ij   то 

















 то  
  



















Лемма доказана.  
        Функция  RYX:f   называется раздельно 2-липшицевой в окрестности точки  
)y,x(
00
  с постоянной  L , если существует  0  такое, что 
                          yxL),u(f)y,u(f),xu(f)y,xu(f   
при 
YXY0X0
By,Bx,By,Bxu  . 















        Лемма 9. Если функция RYX:f   раздельно 2-липшицевая в окрестности точки  
)y,x(
00
, то  ))y,x();y,x((f)y,x(
00xy
  бисублинейная функция. 
       Доказательство.  Пусть Xx,x
21
 . Ясно, что 











































  при 0 . Получим, что  
)y,x);y,x((fx
00xy
  сублинейная функция. Аналогично имеем, что )y,x);y,x((fy
00xy
  
сублинейная функция. Лемма доказана. 
        Если  f  биположительно однородная функция, то  














  Множество 




   





 Если RYX:b   билинейная функция, то легко проверяется, что   
)y,x(b))y,x();y,x((b
00xy
   при YX)y,x(  . 
          Если  RYX:P   бисублинейная функция, то положим 
                   }YX)y,x(),y,x(x))y,x(P:)R,YX(Bx{P **
2
 . 
 Следствие 6. ))y,x();y,x((f))y,0(),0,x();y,x((f
00xy00
}2{  . 
 Лемма 10. Если  RYX:P   бисублинейная функция, то  )0,0(PdP
xy2
 . 




  и 
)y,x()z,z(
21
  соответственно имеем, что ))y,x();0,0((P
xy
)}y,x(P),y,x(Pmax{  .  
Поэтому из определения P
2
  и )0,0(Pd
xy
 вытекает, что )0,0(PdP
xy2
 . Лемма доказана. 
  Отметим, что аналогично [19]  и  [23] можно рассмотреть геометрические аспекты  
бисубдифференциала и 2-субдифференциала. 
 
 
1.2. О свойствах бидифференциала 
      В  разделе 1.2 даны определения бидифференциала и двадифференциала, введены 
различные классы функций, связанные с этими  понятиями и изучены их свойства.  
      Пусть  Х  банахово пространство,  f:XR,  1x:XxB  .  Положим 






















при Xx . Положив xyz   отсюда имеем, что 


























(x0;x), xX}  назовем бидиффе- 
ренциалом функции  f  в точке  х0. 
        Из определения следует, что  D2(f(x0)  выпуклое множество. 









       В частности, если f  положительно однородная степени 2  функция, то 
































      Из определения непосредственно следует следующая лемма. 
























      Функцию  f  назовем {2}-липшицевой (двалипшицевой) с постоянной К в окрестности 
х0, если для некоторого  >0  f  удовлетворяет условию 
        |f(z+2x)-2f(z+x)+f(z)|K||x||2        (или |f(z+x)-2f(z)+f(z-x)|K||x||2) 
при  xB,   zx0+B. 
        Если  f  {2}-липшицевая (двалипшицевая) с постоянной К в окрестности х0  функция, 
то легко проверяется, что  D2f(x0)  ограниченное множество. 
      Функцию f назовем  -билипшицевой (-двалипшицевой) с постоянной К в 
окрестности х0, если для некоторого  >0  f  удовлетворяет условию 
                 |f(z+2x)-2f(z+x)-f(z+2y)+2f(z+y)|  K||x-y||(||x||+||y||)2-, 
             (|f(z+x)+f(z-x)-f(z+y)-f(z-y)|  K||x-y||(||x||+||y||)2-                                 (1) 
при  x,yB,  zx0+B, 0< 2. 
      Если при 
0
xz   удовлетворяется соотношение (1), то функцию  f  назовем -
билипшицевой (-двалипшицевой) с постоянной  К  в точке  х0.  
      Функцию  f  назовем {2}-липшицевой (двалипшицевой) с постоянной  К в точке  х0, 
если для некоторого  >0  f  удовлетворяет условию  
                           |f(x0+2x)-2f(x0+x)+f(x0)|K||x||
2
,   xB, 
                          ( |f(x0+x)-2f(x0)+f(x0-x)|K||x||
2
,      xB). 
      Функцию  f  назовем слабо -билипшицевой (слабо -двалипшицевой) с постоянной К 
в окрестности х0, если для некоторого >0  f  удовлетворяет условию 
|f(z+2x)-2f(z+x)-f(z+2y)+2f(z+y)|  K||x-y||(||x||+||y||)2-+o((||x||+||y||)2), 
(|f(z+x)+f(z-x)-f(z+y)-f(z-y)|  K||x-y||(||x||+||y||)2-+o((||x||+||y||)2)       







 при  0 . 






,    x,yB,   > 0,  0 < 2. 
      Ясно, что если f -билипшицевая (-двалипшицевая) функция в окрестности х0, то  f  
является {2}-липшицевой (двалипшицевой)  в окрестности  х0. 
     Функцию  f  назовем второго порядка строго дифференцируемой в точке 
0
x , если  
существует  симметричный оператор )X,X(LA    такой, что    







при Xx , т.е. функция  f  второго порядка строго дифференцируема в точке 
0
x , если для 
всякого  0  существует симметричный оператор  )X,X(LA    и  0   такие, что 
  
                              
2
xxAx,f(z)x)f(z2x)2(zf   
при  Bxz
0
  и Bx  .  
      Если функция  f   второго порядка строго дифференцируема в точке 
0
x , то  D2f(x0) = 
}x,Ax{ . 
      Ясно, что если функция  f  второго порядка s-дифференцируема в точке 
0
x , то  f   
второго порядка строго дифференцируемо в точке 
0
x  и их можно отождествить. 
      Если   x,Ax)x(Q)x(f    квадратичная функция, где )X,X(LA   симметричный 






. Кроме того, имеем 





















Поэтому  D2f(x0) = }x,Ax2{ . 
      Если  z,x,yX   и  f  выпуклая функция, то  






2{f(z)x)f(z2x)2(zf  . 
     Пусть  CX.  Положим  d
C
(y)=inf{||y-z|| : zC},  d2(y) = d
2
C
(y).   
     Если  Cc , Xx , то  












     Если CX выпуклое множество, то d
C
(y) выпуклая функция (см.[7], стр.56). Поэтому  
легко проверяется, что   d2(y) = d
2
C
(y)  выпуклая функция. Тогда имеем, что 









      Лемма 2. Если CX непустое замкнутое выпуклое подмножество гильбертово 
пространства  X , то  
                                   
2
222
x2(z)dx)(zd2x)2(zd0   
при  Xx,z  . 
     Доказательство. Так как  C  замкнутое выпуклое подмножество гильбертово 
пространства X , то существует точка  Cc  такая, что  
2
2
c-xzx)(zd  . Поэтому 









при  Xx,z  . Лемма доказана. 
     Лемма 3. Если  CX   непустое подмножество гильбертово пространства X , то  
  
                                   
2
222
x2(z)dx)(zd2x)2(zd   
при  Xx,z  . 






, то для любого 0  существует 








           .2x22x2x,2x2c,-x2zx2c,-x32z
2
  
Так как  0  любая, то имеем, что   .x2(z)dx)(zd2x)2(zd
2
222
  Лемма доказана. 
      При условии леммы 3 имеем, что 











































     
       По лемме 3 имеем, что если  С  выпуклое множество, то лемма 2  также верна. 
      Лемма 4. Если  CX   непустое подмножество гильбертово пространства, то  
                                   
2
222
x2x)-(zd(z)d2x)(zd   
при  Xx,z  . 






 , то для любого  0  существует точка  













Так как  0  любое число, то имеем, что 





      Следствие 1. Если  CX   непустое выпуклое множество гильбертово пространства, то  
                                   
2
222
x2x)-(zd(z)d2x)(zd0   
при  Xx,z  . 
       При условии леммы 4 имеем, что 























      Лемма 5. Если С непустое замкнутое выпуклое подмножество гильбертого прос-
транства X , то при любых   z,x,yX   выполняется соотношение 
        |d2(z+2x)-d2(z+2)-2d2(z+x)+2d2(z+)|10 ||x-||(||x||+||||). 
  
      Лемма 5 доказана в [19] (см. леммы 2). 








x)xx(dx   и 
2
020202
x4)x(d)xx(d2)x2x(d   при  Xx .  






d (x0;x), xX} бидифференциал 
функции  
2
d (x0)  в точке  Cx 0  . 






  назовем бинормальным конусом к  C  в точке  
Cx
0
 , а множество 0)x(Q:Xx{)x(Q
~
0C




  назовем бикасательным 
конусом к  C  в точке Cx
0




 , то имеем, что 0)x(Q   при  )x(dDQ
022
 . 
Кроме того, если )x(dD
022















 , то  }2{
2
d (x0;x)0, а если  
}2{
2





 .  
      Теорема 1. Если   f   -билипшицевая функция с постоянной  К  в окрестности  u, то  





      




(u,)|  K||x-||(||x||+||||)2-               
при  X,x  .  
      Доказательсьтво.   Если x,X  и Xy , то 
       f(u+y+2x)-2f(u+y+x)+f(u+y)f(u+y+2)-2f(u+y+)+f(u+y)+ 
       +K2||x-||(||x||+||||)2-  
где  0   и достаточно мало. Деление на  2  и переход к верхним пределам при  0  
и далее получив  супремум по  Xy ,  дает неравенство 
                   f
{2}+
(u;x)f{2}+(u;)+K||x-||(||x||+||||)2- .                                           (2) 
      В этом неравенстве меняя местами х и    получим 
                  f
{2}+
(u;) f{2}+(u;x)+K||x-||(||x||+||||)2- .                                            (3) 
      Из  (2)  и  (3) получим 




(u; )|K||x-||(||x||+||||)2- .              
      Аналогично доказывается второе неравенство. Теорема доказана. 
      Если функция  f  слабо -билипшицевая (слабо -двалипшицевая) с постоянной К в 
окрестности  u  функция, то теорема 1 также верна. 
      Положим  




(x0;x)Q(x),    xX}, 




(x0;x)Q(x),    xX}. 




D f(x0).  Кроме того, если  D2f(x0)  непусто, то 










   
при Xx . 
  
      Пусть X   гильбертово пространство. Если )x;x(f
0
}2{    полунепрерывная снизу 






  ,  )x;x(f
0




















   Отсюда следует, что в общем 
случае функция  )x;x(fx
0
}2{   не является выпуклой. 
      Пусть функция  f  удовлетворяет {2}-липшицеву условию с постоянной  К  в окрест- 
ности точки 
0












  при Xx . Если  )x;x(f
0




  также 
выпуклая функция. 
       Покажем, что кроме того если  f  выпуклая функция, то )x;x(fx
0
}2{   выпуклая 
функция. Пусть Xx,x
21
   и  ]1,0[ . Тогда по определению имеем 
















































   
Поэтому  )x;x(fx
0
}2{   выпуклая функция.  
   Квадратичная функция  Q  из  D+2f(x0)  называется главной, если не существует другая 
квадритичная функция 
1
Q  из D+2f(x0) такая, что )x(Q)x(Q1   при Xx . Множество 
главных квадратичных функций из D+2f(x0) назовем главным бидифференциалом функции  
f  в точке х0  и   обозначим через  ).x(fD 0
m
2
 Ясно, что если   X   гильбертово пространство, 
)x;x(f
0







  . 
      Если  x);(xfx)x,;(xf
00
{2}-
{2}    и  x)x,;(xfx);(xf 0
{2}
0
{2}   при  Xx , то  функцию  f  
назовем второго порядка регулярным в точке 
0
x . Если функция f  второго порядка 
регулярно в точке 
0
x , то  D2f(x0)= d{2}f(x0).   
        Пусть  RXX:
1
  и  RXX:
2
  биположительно однородные симметричные 
функции. Функцию  RX:f   назовем  ),,(
21
 -двалипшицевой в окрестности точки 
0
x , если  f  для некоторого  0  удовлетворяет условию 
  























 ,  где  20  ,  1x:XxB  . 
        Ясно, что  






















      Поэтому, если f  удовлетворяет ),,(
21
 -двалипшицеву условию в окрестности 
точки 
0
x , то  аналогично лемме 1.5 [18] имеем, что  D2f(x0)= d{2}f(x0).     
      Положим 
































при  Xx . Отметим, что для задачи с ограничением использование (верхнего и нижнего) 






(2)   более удобно. 




(2) xKx);(xf    и   
2
0
-(2) xKx);(xf   при  Xx . 
      Положим     































       Если функция  f  удовлетворяет двалипшицеву условию с постоянной  К  в точке  
0
x  и  
f  выпуклая функция, то  )x;x(fx
0
2  выпуклая функция.  




2   

























 при Rx . 
       Легко проверяется, что 
  













при Rx , 0x  ; 













при Rx , 0x  . 




2    при  Rx , 0x  . 






    назовем   
2-дифференциалом функции  f  в точке  x0. 
      Положим  




(x0;x)Q(x),  xX}, 
                  
2
d f(x0)={QB0(X):  f
(2)-
(x0;x)Q(x),   xX}. 






d f(x0). Кроме того, если  d2f(x0)  непусто, то 











      Если  f  удовлетворяет θ-билипшицеву условию с постоянной  K  в точке x0,  то 
аналогично теореме 1 имеем, что 
                     ,yxyxKy);(xfx);(xf θ2θ0(2)0(2)
   
                     θ2θ0-(2)0-(2) yxyxKy);(xfx);(xf

 . 
     Поэтому, если  X  гильбертово пространство и f  удовлетворяет θ-билипшицеву 


















    




fi(x),  J(x0)={iJ : f(x0)=fi(x0)}. 
      Лемма 6. Если  Х  банахово пространство,  J  конечное множество, fi (iJ)  непре- 
рывные функции и удовлетворяют }2{ -липшицеву условию в точке х0;  f(x)=max
i J
fi(x), то    
f
(2)+






 при Xx .                             
     Доказательство.  Покажем, что существует 0   такое, что  J(y)J(x0)  при  ||y- x0||.  
Случай J)x(J
0
  тривиален. Пусть J)x(J
0
 . В самом деле, пусть a=f(x0)- max
\ ( )i J J x 0
fi(x0)>0, 
=a/3 и >0 такое, что для всякого iJ  выполнено  |fi(y)-fi(x0)|  при  ||y-x0||. Легко 
можно проверить, что  |f(y)-f(x0)|   при  ||y-x0|| . Если  jJ(y), то 
fj(x0)fj(y)- = f(y)-  f(x0)-2 = max
( )i J x 0
fi(x0)+a-2 >max
( )i J x 0
fi(x0). 
Поэтому  jJ(x0), т.е. J(y)J(x0)  при ||y-x0|| .  Если i J(х0),  то при достаточно малых  t  
имеем 



















































Отсюда следует, что 















  для любого 0  существует число  0
i
   такое, что 




















































 Лемма доказана. 
       Лемма 7. Пусть  J  конечное множество, fi (iJ)  непрерывные в окрестности  х0  и 
удовлетворяют {2}-липшицеву условию с постоянной  К  в окрестности х0; f(x)=max
i J
fi(x).  






 при Xx . 
      Доказательство. Покажем, что существует  0  такое, что  J(y)J(x0)  при ||x0-y||.  
В самом деле, пусть  a=f(x0)- max
\ ( )i J J x 0
fi(x0)>0,  =a/3  и  >0  такое, что для всякого  iJ   
выполнено  |fi(y)-fi(x0)|  при  ||y-x0||. Легко проверить, что  |f(y)-f(x0)|   при  
||y-x0|| .  Если  jJ(y), то 
                     fj(x0)fj(y)- = f(y)-  f(x0)-2 = max
( )i J x 0
fi(x0)+a-2 >max
( )i J x 0
fi(x0). 
Поэтому  jJ(x0), т.е. J(y)J(x0) при ||x0-y||. Возьмем Xz   и Xx . Пусть z .  
Аналогично имеем, что  существует 0  такое, что  J(y) )zx(J
0
  при  .zxy
0
   
Пусть 0  достаточно малое число такое, что  x2 . 
                      f(
0
x + z +2x)-2f(
0
x + z +x)+ f(
0
x + z )= 








fi( 0x + z +x)  




 (fi( 0x + z +2x)+fi( 0x + z )- 2fi( 0x + z + x))  




(fi( 0x + z +2x)+fi( 0x + z )-2fi( 0x + z +x)). 
      Поэтому получим, что 
  







(fi( 0x + x2z  )-2fi( 0x + xz  )+fi( ))zx 0  .  
      Из определения супремума следует, что для   >0   существуют Xz   такие, что 






 (fi( 0x + )x2z 
 -2fi( 0x + )xz 
 +fi( 0x + )z
 )> b .  
      Ясно, что 






 (fi( 0x + )x2z 
 -2fi( 0x + )xz 
 +fi( 0x + )z
 ) }2{
i
f (x0; x). 
Поэтому для  0  существуют  0
i
  такие, что 







 (fi( 0x + )x2z 
 -2fi( 0x + )xz 
 +fi( 0x + )z
 ) }2{
i
f (x0; x)  . 
Положив     = min
( )i J x 0
 
i








 (fi( 0x + )x2z1 
 -2fi( 0x + )xz 







f (x0; x)  . 
Отсюда следует, что 








 (fi( 0x + )x2z 
 -2fi( 0x + )xz 
  
                      +fi( 0x + )z






f (x0; x)  2 . 






. Поэтому  






 при Xx . Лемма доказана.  
      Рассмотрим несколько примеров. 
      Пример 2. Если ,xx)x(f 21  где ),x,x(x 21 то легко проверяется, что    
        .xx2)x;0(f)x;0(f)x;0(f)x;0(f
21
22)2()2(    
      Если  0x
1
  ( 0x
2
 ), то положив  0xz
11
  ( 0xz
22
 )  при  
2
z   
( 
1
z )  имеем, что  











     Положив 0z,x2z
211
  или  
221
x2z,0z    имеем, что .xx2)x;0(f
21

































   то  ,2xx)(0;f 2{2}    0x)(0;f {2}  . Поэтому  
]2,0[)0(fD
2
 .  



















      Легко проверяется, что   














Отсюда следует, что ]2,0[)0(f
}2{
 . 












     Лемма 8. Если  f  {2}-липшицевая в окрестности точки 0 и положительно однородная 
степени два функция, то 





при Xx . 
     Доказательство. По определению имеем, что 
















Так как  f  положительно однородная степени два функция, то 




















u , где  0,z , 
  и  - произвольные положительные числа. Поэтому 











































при Xx . Лемма доказана. 
       Следствие 2. Если  f  {2}-липшицевая в окрестности точки 0  и положительно  
однородная степени два функция, то )x(f2)x;0(f)x;0(f }2{]2[   и 
)x(f)x(f)x;0(f)x;0(f }2{]2[     при  Xx . 
      Теорема 2. Пусть Y,X  банаховы пространства, отображение  YX:   
дифференцируемо по Фреше в точке  
0
x  и  RY:g   удовлетворяет ),(  -сильно билип-
шицеву условию с постоянной K  в точке  )x(
0
 . Тогда 




)2(    
при Xx . 
       Доказательство. По определению 
  





















































Y   при 0h
X
 . Отметим, что при  Xx   существует  0  такое, что  




















при 0 . Получим, что 




)2(    
при Xx . Аналогично имеем, что 




)2(    
при Xx . Поэтому 




)2(    
при Xx . Теорема доказана. 
       Теорема 3. Пусть Y,X  банаховы пространства, отображение  YX:   диффе-




  и  RY:g   удовлетворяет ),(  -
сильно билипшицеву условию с постоянной K  в точке  )x(
0
   и удовлетворяет {2}- лип-
шицеву условию с постоянной  K   в окрестности точки  )x(
0
 . Тогда 




}2{    
при Xx . 
































































Y   при 0h
X
 . Получим, что 




}2{    
при Xx . Аналогично имеем, что 




}2{    
при Xx . Поэтому 




}2{    
при Xx . Теорема доказана. 
       Пусть  )X(BA
0
  ограниченное множество, т.е. существует  число 0L   такое, 
что  
2
xL)x(Q    при  AQ  и  )x(Qsup)x(f
AQ












при Xx .  
     Пусть  RX:f  . Положим  
               })x(f:RX),x{(fuep 2

,        })x(f:RX),x{(flep 2

. 
Ясно, что если 0)x(f    при Xx , то  f  однозначно определяется через ,fuep  а если 
0)x(f    при Xx , то  f  однозначно определяется через flep . Геометрические аспекты 
бидифференциала и двадифференциала изучаются с помщью  введенных множества guep ,  
glep , huep ,  hlep , 
z




huep  и 
z
hlep , где  




 ,  
       )xx(f)x(f2)xx(f)x(h
000
 ,  )xz(f)z(f2)xz(f)x(h
z
 . 
        Если f  удовлетворяет }2{ липшицеву условию в  окрестности точки 
0




   и   0xK)x(g
2
z
  при Bx  . 
      Отметим, что аналогично [19]  и  [23]  можно рассмотреть геометрические аспекты  
бидифференциала и двадифференциала. 
 
           1.3. О необходимых условиях экстремума второго порядка 
       Пусть X  банахово пространство, XC  и Cx
0











, 0)0(o  , ,0)0(   .0  Положим (cм.[30]) 






 при ,0  что  
  




  при ]},0[
x
 .  
       Ясно, что 











 при 0 , что  
      ),x(o)x(
2
  при  ]},0[
x
 . 
      Теорема 1. Если  ,RX:f   ,RX:   
0
x  является точкой локального минимума  
функции f  на  X  и  существуют  0   и  0K   такие, что  
2
00
xK)x(f)x()xx(f   
при  ,Bx    то   















      Доказательство. Если ),X;x(Kx
02
 , то существует 0
x
  и ,R],0[:),x(o







 при 0 , что  ),x(o)x(
2
  при  ],0[
x
 . Так как 
0
x   является 
точкой локального минимума функции  f  на  X , то  существует  0 , где  
x
 , такое, 
что  )x(f)xx(f
00







  при  ],0[
x
 , то получим, что 









































































 .  Теорема доказана. 
      Следствие 1. Если  X   банахово пространство, функция  RX:f    достигает  
локального минимума в точке  
0
x , существуют  0   и  0K   такие, что   
2
00
xK)x(f)xx(f    при  ,Bx   то  0)x;x(f 0
)2(    при  Xx . 
       Если существуют  0   и  0K   такие, что  
2
00
xK)x(f)xx(f    при ,Bx   то   
cледствие 1 также верно. 
       Отметим, что если  f  удовлетворяет условию  
2
00
xK)x(f)xx(f   при  ,Bx   то   









при B5,0x  .   
        Если f  удовлетворяет 2 липшицеву условию в окрестности точки 
0
x , то  
  


























Поэтому, если функция  RX:f    достигает локального минимума в точке  
0
x , то 








]2[    
при  Xx .  
        Пусть    RR: , где .0)0(   
    Теорема 2. Пусть  0x   является минимумом функции  f   на множестве  С,  f  в точке 
0x  удовлетворяет   - ),,,,(   локально липшицеву условию с постоянной   К  в точке 
0
x , ),x(BC 0   и  0)xx(:CxD 0  . Тогда для любого K  функция  







    
достигает минимума на  ),x(B 0    в точке  х0  и если  K   и  D   замкнуто, то любая 
точка, минимизирующая  (x)Sλ  на множестве  ),x(B 0   принадлежит  D .  
     Теорема 2  доказана в [23] (см. следствие 4.5.2) 
        Теорема 3.  Если 0x  является минимумом функции  f  на множестве  С,  f  в точке 0x   
удовлетворяет  - ))2(o,,1,2,1(   локально липшицеву условию с постоянной   К  в точке 0x ,   
),x(BC
0
  и  0)xx(:CxD
0




  при  Xx .  
      Доказательство. По  теореме 2  для любого K  функция  





   
достигает минимума на  ),x(B 0    в точке х0.   Ясно, что 





















     
при Bx  . Так как f  удовлетворяет  - ))2(o,,1,2,1(   локально липшицеву условию с 
постоянной  К  в точке 0x , то   
                             
2
00
xK)f(x)x()xf(x   
при Bx  . Ясно, что 







x)x(dx)x(d  ,       
2
0D
x)x(xdx   
 при Xx .  Поэтому имеем, что 








  при  Xx . Теорема доказана. 












           Следствие 2. Если выполняется условие теоремы  3, то 







при  Xx , где K .  
          Доказательство. Из теоремы 3  следует, что  






































































































































 при  Xx , где K . Следствие доказано. 









   
        Если ,RX:   где ,0)0(    и  XC , то положим 

















 при  i , что  ),x(o)(,Cx
iiiii0
  при всех  }i . 
       Теорема 4. Если  X   банахово пространство, 
0
x  является точкой минимума функции  f  




   
конечная положительно однородная степени    функция  
1
 , функция 







,   числа  0   и  K  такие, что 










,x   ,Xy  ,xy   ,Cyxx
0
  то  
     
 












   Теорема 4 доказана в [31] (см. теорему 4.1).    
        Следствие 4. Если выполняется условие теоремы  4, то
 
    















    Доказательство. Из теоремы 4  имеем, что  






   
при   ),C;x(Tx
02,

 . Поэтому 
























































. Теорема доказана. 
         Положим  )x(kd)x(f)x(g
2k
 ,  где ).x(d)x(d 2
C2
  
















то множество  C  назовем регулярным второго порядка в точке 
0
x . 
        Теорема 5. Если X  банахово пространство, 
0
x  является точкой минимума функции f  
на множестве ,C  f липшицевая функция в окрестности точки 
0
x  и двалипшицевая функция 
с постоянной  L  в точке 
0
x ,  множество  C  регулярно второго порядка в точке 
0
x  или  f  
 ),( сильно билипшицевая функция с постоянной  L  в точке 
0
x , то для любого Xx  




   при  Xx . 
        Доказательство. Так как  )x(f  двалипшицевая функция в точке 
0
x , то  функция  
)x;x(fx
0
2  конечна для любого  Xx   и 



























при Xx .  




  имеем, что 

































 , т.е.  
























 Так как множество  C   
регулярно второго порядка в точке  
0






























2   при ,0t   такие, что  C)t,x(otxx
10
   и  
C)t,x(otxx
20
 . Так как функция f  удовлетворяет условию Липшица в окрестности 
точки 
0
x , то 
  


































при  0k  .  



































  где  0
t
)t,x(o
1  ,   0
t
)t,x(o
2   при ,0t   
такие, что  C)t,x(otxx
10
   и  C)t,x(otxx
20
 . Так как функция f  удовлетворяет 
 ),( сильно билипшицеву условию с постоянной  L  в точке 
0





   при  Xx . Теорема доказана. 
       Следствие 5. Если X  банахово пространство, 
0
x  является точкой минимума функции f  





 2 липшицевая функция в окрестности точки 
0
x  и множество  C  
регулярно второго порядка в точке 
0
x  или  f   ),( сильно билипшицевая функция с 
постоянной  L  в точке 
0








  принимают 











    при  Xx . 
       Теорема 6. Если  X  гильбертово пространство, 
0
x  является точкой минимума функции 
f  на множестве ,C  f липшицевая и 2 липшицевая функция с постоянной L  в окрестности 
точки 
0
x , C  замкнутое выпуклое множество и регулярно второго порядка  в точке 
0
x  или  f  
 ),( сильно билипшицевая функция с постоянной  L  в точке 
0
x , то   
0)}x()x(fb:)x,x(bmax{
0C0}2{
  при Xx . 
       Доказательство. Из [16], стр.19 (см. раздел 1.1)  следует, что )x(d
2
2 липшицевая 
функция в окрестности точки .x
0
 Тогда по следствию 5 для любого  Xx  существует  




 . Поэтому имеем, что 








  . 
Так как )x(d
2
2 -липшицевая функция в окрестности точки ,x
0
 то используя из [23], стр.89  
имеем, что 
                          )}x(dkb:)x,x(bmax{)}x(fb:)x,x(bmax{0
02}2{0}2{
 
      )}.x()x(fb:)x,x(bmax{)}x(dk)x(fb:)x,x(bmax{
0C0}2{02}2{0}2{
  
Отсюда следует, что 
                              0)}x()x(fb:)x,x(bmax{
0C0}2{
  
при Xx . Теорема доказана. 








        Теорема 7. Если X  банахово пространство, 
0
x  является точкой минимума функции f   




дифференцируема в точке 
0
x  и  





         (1) 





   при  Xx . 
       Доказательство. Ясно, что Xx
0
  является минимумом функции )xx),x(f)x(f
00
   
на множестве  }.0)xx,x(f:Cx{D
00
  Из  (1)  имеем, что 
                    
2
00000
xL2)x),x(f)xx(f)x(f2)x,x(f)xx(f   
при   x,Xx . Так как  )xx),x(f)x(f
00
   и  )x(d
2
 двалипшицевые функции  
в точке 
0




   конечна для любого  Xx   и 






























при Xx .  
      Ясно, что   






























































  где 0
t
)t,x(o
1  ,  0
t
)t,x(o
2    
при  0t  , такие, что  D)t,x(otxx
10
   и  D)t,x(otxx
20
 . Так как функция  
f  удовлетворяет условию  (1), то 
























































































   

























при  0k  . Теорема доказана. 
       Следствие 6. Если выполняется условие теоремы 7,  f  2 липшицевая функция с 




2 липшицевая функция в окрестности точки 
,x
0








  принимают конечные значения и для 








    
при  Xx . 
       Теорема 8. Если  X  гильбертово пространство, 
0
x  является точкой минимума функции 
f  на множестве  ,C  выполняется условие теоремы 7,  f  2 липшицевая функция с 
постоянной L  в окрестности точки 
0
x , C замкнутое выпуклое множество, то    
0)}x()x(fb:)x,x(bmax{
0D0}2{
  при Xx . 
        Доказательство. Из [17], стр.19 следует, что )x(d
2
2 липшицевая функция в 
окрестности точки .x
0





 . Поэтому имеем 








  . 
Так как )x(d
2
2 липшицевая функция в окрестности точки ,x
0
 то используя из [23], стр.89  
имеем, что 











Отсюда следует, что 
                                0)}x()x(fb:)x,x(bmax{
0D0}2{
  
при Xx . Теорема доказана. 
         Если существует  0  такое, что ),x(BC
0
  выпуклое множество, то  множество C  
называется локально выпуклым в точке 
0
x . Отметим, что если в теореме 6 и 8 множество C  
локально выпукло и локально замкнуто в точке 
0
x , то теоремы 6  и  8  также верны. 
       Будем говорить, что нижняя производная )x;x(fx
0
)2(   существует равномерно по  
направлениям, если функция )x;x(fx
0
)2(   конечна при Xx  и для любого 0   
существует число  0  такое, что  










при Xx , 1x  . 
  




xK)x(f)xx(f    при  ,Bx   )x;x(fx 0
)2(   существует равномерно по 
направлениям и существует число 0  такое, что 
2
0
)2( x)x;x(f   при Xx , то  
функция  RX:f    достигает локального минимума в точке  
0
x . 
      Доказательство. Так как  )x;x(fx
0
)2(    существует равномерно по направлениям, то 
для любого 0 , где   ,
 
существует число  0  такое, что 














































при Xx , 1x  , т.е.  










при Xx , 1x  . Поэтому 






)x(f)xx(f   
при Xx , 1x  , .0   Отсюда следует 






))x(f)yx(f   
при Xy , y , т.е.  )x(f)yx(f
00
   при  Xy , y , 0y  . Теорема доказана. 
      Пусть ,RX:   где 0)0(  . Положим (cм.[20]) 




























           Cxtxчто,0t,Xвxx:Xx)C;x(T kk0ksk0s  , 






   
      Теорема 10. Пусть существует конечная положительно однородная степени  2    
функция  )20(,RX:    и  ,RR:)t(o    где  0
t
)t(o
   при  0t  , числа  0 ,  
0L1     и   0L2    такие,  что  
                                  )x(oyL)xx(f)yxx(f
100
    
при  ,Cyxx,y,Xy,x,Mx 01   





при  .Cyxx,y,Xy,x,Mx 02   




 при  1x,Mx
2
   и существует число  0  такое, что   
  
0)x(    при  B)xC(x 0   . Тогда  Сx0   является точкой строгого слабого локального 
минимума функции  f   на  C . 
      Доказательство. Допустим противное. Тогда существует индекс A0   такой, что 0x  
не является точкой строгого локального минимума функции f  на множестве 
0
C . 
Поэтому для любого 0k   найдется 0yk   такое, что ,Cyx 0k0  kky   и 
)x(f)yx(f
0k0






k   Не умаляя общности можно считать, что 
.xxk   Если 0tk  , то имеем, что  ).C;x(Tx 0s  Поэтому  .MMx 21   Также имеем, что                   
                               )xtx(f)xtx(f)x(f)xtx(f kk0k00k0  . 




 . Если  1Mx , то по условию имеем, что    
)xt(oxxtL)x(f)xtx(f
kkk10k0
 . Отсюда вытекает, что 



















   
Получим, что 0)x;x(f
0
)1(   и .Mx 1  Получим противоречие. Если ,Mx 2  то по 
условию имеем, что   
           )xt()xt()xtx(f)xtx(f)x(f)xt()xtx(f kkkkk0k00kk0  














при }5,0;min{xty kkk  . Поэтому  





















































































 и  .Mx
2










                Гл.2. ЭКСТРЕМАЛЬНАЯ ЗАДАЧА ДЛЯ ОПЕРАТОРНОГО ВКЛЮЧЕНИЯ 
           2.1. Непрерывная зависимость решений операторного включения  
 Пусть nRn -мерное евклидово пространство. Совокупность всех непустых 
компактных (выпуклых компактных) подмножеств nR  обозначим через  
)convR(compR nn . 
 В дальнейшем равенства и включения, связанные с измеримыми функциями или 
отображениями, понимаются как почти всюду. 











 где  через 
)B,A(
X
















.   
        Пусть   nn
00
compRRT,t:F,Tt   многозначное отображение, A  линейный 







       Рассмотрим задачу для включения  
                           )),t)(Au(,t(F)t(u      ]T,t[t
0




 .                                  (1) 

























  линейный непрерывный оператор. Легко проверяется, 



































1    нормы )Au,u(   и  ]T,t[L 0n1
u эквивалентны. 










   при ]T,t[L)(),(u 0
n
1
 , то оператор A  назовем 










   при ]T,t[L)(),(u 0
n
1


























  и ),t)(uA()t(x   nn
0
compRR]T,t[:F   
многозначное отображение, )x,t(Ft   измеримо по t , существует суммируемая функция 
0)t(M   такая, что 
                                        
11x
xx)t(M))x,t(F),x,t(F(                                                     (2) 
при .Rx,x n
1
  Кроме того, пусть ]T,t[L)(
01
 , )(u   и  )(x   такие, что 
  
                                   ),t()))t(x,t(F),t(u(d  ]T,t[t
0
 . 




  задачи (1), что 














  при ]T,t[t
0






 Доказательство. Построим последовательность )t(x
i
 )...2,1,0i(   с помощью 
рекурентного соотношения при ]T,t[t
0
  
                           ),t(x)t(x
0




,   ,...2,1,0i                                      (3)                                
где  ))s(x,s(F)s(
ii
  при )s(,0i i  измеримы и  
)))s(x,s(F),s(u(d)s(u)s( 00  ,      )))s(x,s(F),s((d)s()s( i1i1ii   , ,...2,1i   
                             
при ]T,t[s
0
 . По лемме 2.1.4 [25] такая функция )t(
i
  существует. По условию (2)  при 
1i    имеем 
     )s(x)s(x)s(M)))s(x,s(F)),s(x,s(F()))s(x,s(F),s((d)s()s( i1i1iix1iii1i         
при ]T,t[s
0
 ). Ясно, что 





                                                          
По условию, имеем, что  )s()s(u)s(0    при  ]T,t[s 0 . Так как    
)t)(A()t(x
01
   и  )t)(uA()t(x  , то имеем, что 









      )s(x)s(x)s(M)))s(x,s(F)),s(x,s(F()))s(x,s(F),s((d)s()s( 1010x1001     










 . Ясно, что   




































0 00 0 00 0
0
 
























 .  Также получим, что  































 . Тогда 


























 . Поэтому    







































 . Тогда 


























 . Поэтому    









































 .  Продолжая процесс получим 















                    (4) 








                                       (5) 










1   , где 0z  ,  получим 
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        (7) 
при ]T,t[t
0




   сходятся 




  Из теоремы 1.2.19[4] и из (3) вытекает, 
что )t(x  непрерывно. Так как )),t(x,t(F)t(
ii
  то из теоремы 1.2.23 и 1.2.28 [3] имеем, 
что ))t(x,t(F)t(u   при  ]T,t[t
0
 . Кроме того, из (6) и (7) получим, что 















Из (3) вытекает, что  )t)(Au()t(x  .  Теорема доказана. 


















  и ),t)(uA()t(x   nn
0
compRR]T,t[:F   многозначное 
отображение, )x,t(Ft   измеримо по t , существует 0M   такое, что  
11x xxM))x,t(F),x,t(F(    при .Rx,x
n
1
  Кроме того, пусть ]T,t[L)(
01
 , )(u   и  )(x   
такие, что  )t()))t(x,t(F),t(u(d   при ]T,t[t
0
 . 




  задачи (1), что 


















Доказательство. Построим последовательность )t(x
i
 )...2,1,0i(   с помощью 
рекурентного соотношения при ]T,t[t
0
  
                         ),t(x)t(x
0




,   ,...2,1,0i                                         (8)                                
где  ))s(x,s(F)s(
ii
  при )s(,0i i  измеримы и  
  )))s(x,s(F),s(u(d)s(u)s( 00  ,            )))s(x,s(F),s((d)s()s( i1i1ii   , ,...2,1i   
при ]T,t[s
0
 . По лемме 2.1.4[25] такая функция )t(
i
  существует. Если 0i  , то по 
условию получим 
        )s(x)s(xM)))s(x,s(F)),s(x,s(F()))s(x,s(F),s((d)s()s( i1i1iix1iii1i        
при ]T,t[s
0
 . Из (8) вытекает, что 
  
                                       )t)((A)t(x)t(x
1iii1i 
                                                        
при ]T,t[t 0 . По условию, имеем, что )s()s(u)s(0   при ]T,t[s 0 . Так как    
)t)(A()t(x
01
   и  )t)(uA()t(x  , то имеем, что 



















    
при ]T,t[s
0
 .    










     
при ]T,t[t
0
 . Поэтому   














 .  Также получим, что  


















      
при ]T,t[t
0
 . Тогда 















dsdsd)(ML)s(x)s(xM)s()s(    
при ]T,t[s
0
 . Поэтому    






















       
при ]T,t[t
0
 . Тогда 

















































        
при ]T,t[t
0
 . Тогда получим 


























 . Продолжая процесс получим 


























d)()t(MLdt...dtdtd)(...ML)t(x)t(x ,            (9) 


























d)()s(MLds...dsdsd)(...ML)s()s( .     (10) 
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   




  Из теоремы 1.2.19[4] и из (9) 
вытекает, что )t(x  непрерывно. Так как )),t(x,t(F)t(
ii
  то из теоремы 1.2.23 и 1.2.28 [3] 
имеем, что ))t(x,t(F)t(u   при ]T,t[t
0
 . Кроме того, из (11) и (12) получим, что 















Из (8) вытекает, что  )t)(Au()t(x  . Cледствие доказано. 
Положив 0)t(u   и 0)t)(uA()t(x  , из теоремы 1 имеем, что верно следующее 
следствие. 
















RcompR]T,t[:F   многозначное отображение, )x,t(Ft   
измеримо по t , существует суммируемая функция 0)t(M   такая, что  
11x xx)t(M))x,t(F),x,t(F(   при 
n





   задачи (1). 
Аналогично теореме 1, доказываются следующие теоремы 2-4. 
 

















  и ),t)(uA()t(x   
nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   измеримо по t , 
существует суммируемая функция 0)t(M   такая, что 
                                    11x xx)t(M))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть ]T,t[L)(
01
 ,  )(u    и  )(x   такие, что 
                                    ),t()))t(x,t(F),t(u(d  ]T,t[t
0
 . 






  задачи (1), что 
  







































  и ),t)(uA()t(x   nn
0
compRR]T,t[:F   многозначное 
отображение, )x,t(Ft   измеримо по t , существует суммируемая функция 0)t(M   
такая, что 
                                    11x xx)t(M))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть ]T,t[L)(
01
 ,  )(u    и  )(x   такие, что 
                                    ),t()))t(x,t(F),t(u(d  ]T,t[t
0
 . 






  задачи (1), что 






































  и ),t)(uA()t(x   
nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   измеримо по t , 
существует суммируемая функция 0)t(M   такая, что 
                                    11x xx)t(M))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть ]T,t[L)(
01
 ,  )(u    и  )(x   такие, что 
                                    ),t()))t(x,t(F),t(u(d  ]T,t[t
0
 . 






  задачи (1), что 





















Из теоремы 3 имеем, что верно следующее следствие. 


















  и ),t)(uA()t(x   nn
0
compRR]T,t[:F   многозначное 
отображение, )x,t(Ft   измеримо по t , существует 0M   такое, что 
11x xxM))x,t(F),x,t(F(   при .Rx,x
n
1
  Кроме того, пусть ]T,t[L)(
01
 ,  )(u    и  )(x   
такие, что )t()))t(x,t(F),t(u(d   при ]T,t[t
0
 .                                                            






  задачи (1), что 
 
  

















 , где )t)(Au()t(x  . 
Замечание 1. Из доказательства теоремы 1 следует, что в теореме 1-4  условие 
nn
0







d)(eL  при ]T,t[t
0
 , }1z:Rz{B n  -единичный шар в nR . Ясно, что 











d)(eL   при ]T,t[t
0
 . 






  линейный оператор, ds)s(uL)t)(Au(
t
t0
















-решение задачи ))t)(Au(,t(F)t(u   и  )x,t(F  удовлетворяет условиям теоремы 3  в 
B)t(x
0






)(s  найдется решение 
)t(u
s
 задачи )t(s))t)(Au(,t(F)t(u  ,  что   )t(x)t(x
s0
 при  ]T,t[t
0
 ,  где  )t)(Au()t(x
ss
   




   при  0)(s n
1L
 . 
Доказательство.  Ясно, что 
xx)t(M))t(s)x,t(F),t(s)x,t(F(x   
при    )t(xx,)t(xx
00
  и     )t(s))t(s))t(x,t(F),t(u(d 00  . По теореме  3  существует 
решение  )t(u
s
 задачи   )t(s))t(x,t(F)t(u ss  ,   такое, что 










 ,                                           (13) 
 Если определять   из неравенства  )T(MLe , то  получим, что верна первая часть утверждения леммы.  













   при   
0)(s n
1L
 . Лемма доказана. 






  линейный оператор, ds)s(uL)t)(Au(
t
t0





 , }{compRR]T,t[:F nn0   , отображение )x,t(Ft   измеримо на ]T,t[ 0 , 
отображение )x,t(Fx   замкнуто и выпукло почти при всех ]T,t[t
0
 , т.е. )}x,t(Fy:)y,x{(grF
t
  
замкнуто и выпукло почти при всех ]T,t[t
0
 .  Пусть существует такая суммируемая функция  )t( ,  что  
                            
)x1()t()x,t(F 
,                                                                        (14) 
при nRx , где 0)},x,t(Fy:ysup{)x,t(F   и существует решение )t(u
0
 задачи 
)),t(x,t(F)t(u 00  что  )t)(Au()t(x 00   принадлежит })x,t(F:x{Fdom t   вместе  с неко-
торой    трубкой, т.e. 
t0
Fdom}x)t(x:x{  . Тогда существуют такие  0  и решение  )t(u
s
 





  что  )t)(Au()t(x
ss
 , 















 и обозначим  
3

  .  Пусть   
  
t
Sx ,  тогда 
t
adomintBx  ,  где  B  единичный шар в  nR  с центром в нуле. Так как  
множество 
t
agr  выпукло, то аналогично доказательству теоремы 3.1.1 [13] можно показать, что 





                                               (15) 
для Bxy   п.в.  t .  Ясно, что tt FdomintBS  .  Поэтому (15)  верно для всех  tSy,x   и  почти  
всех  t ,  т.е.  
















      
при  
t
Sy,x  .  Поэтому доказательство леммы 3  вытекает из леммы  2. Лемма доказана. 
Замечание 2. Из замкнутости )x,t(Fx   почти всех t  и из (14) вытекает, что отображение  
)x,t(Fx   полунепрерывно сверху почти при всех t . 






  линейный оператор, ds)s(uL)t)(Au(
t
t0





 , многозначное отображение nn
0
compRR]T,t[:F    удовлетворяет 
условиям Каратеодори, существуют суммируемая неотрицательная функция )t(  и число 
0  такие, что x)t()x,t(F   при .Rx n  Тогда множество решений S  задачи 
))t)(Au(,t(F)t(u   ограниченное множество в  ].T,t[L 0
n
1  
 Доказательство. Если Sx , то имеем, что 




Применяя неравенство Грануола  (см. [4] ,  стр. 219)  имеем, что 



























     2.2. Непрерывная зависимость решений операторного включения условного 
                                  типа Фредгольма 
        Пусть nRn -мерное евклидово пространство. Совокупность всех непустых 
компактных (выпуклых компактных) подмножеств nR  обозначим через  



































































u   эквивалентны. 













   при ]T,t[L)(),(u 0
n
p
 , то оператор A  назовем 






   линейный оператор, 






   при ]T,t[L)(),(u 0
n
p

















 , то аналогично определяется оператор условного типа 
Фредгольма. 
       Пусть    nn
00
compRRT,t:F,Tt   многозначное отображение,  p1 . 
       Рассмотрим задачу для включения  
                            )),t)(Au(,t(F)t(u      ]T,t[t
0




                                         (1) 




 , удовлетворяющую (1) назовем решением задачи (1).  
       Теорема 1. Пусть nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   
измеримо по t , существует функция  ]T,t[L)(M
0p
 , где  0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1






   линейный непрерывный 





p  ;  ]T,t[L)( 0p    и  )(u   такие, что 
                                   ),t()))t)(uA(,t(F),t(u(d  ]T,t[t
0
 . 




  задачи (1), что 









































 Доказательство. Построим последовательность )t(u
i
 )...2,1,0i(   с помощью 
рекурентного соотношения при ]T,t[t
0
  
                 ),t)(uA()t(x)t(x
0




,   ,...2,1,0i                                  (2)                                
где  ))s(x,s(F)s(u
ii
  при )s(u,0i
i
  измеримы и  
                )))s(x,s(F),s(u(d)s(u)s(u
00
 ,     ))s(x,s(F)s(u
00
 , 
                      )))s)(Au(,s(F),s(u(d)s(u)s(u
1i1i1ii 
 , ,...2,1i   
при ]T,t[s
0
 . По лемме 2.1.4 [25] такая функция )t(u
i
 существует. По условию, при  1i    
имеем 




      
при ]T,t[s
0
 . Ясно, что 








                                                          
  
По условию, имеем, что )s()))s)(uA(,s(F),s(u(d)s(u)s(u
0
  при ]T,t[s
0
 . Поэтому 
















              )))s(x,s(F)),s(x,s(F()))s(x,s(F),s(u(d)s(u)s(u
10x1001
    











 . Ясно, что   


























 . Поэтому   














 .  Отсюда получим, что  














 . Тогда 











)ds)s(M()ds)s((A)s(M)s(u)s(u    
при ]T,t[s
0
 . Поэтому    














 . Также имеем 














 . Поэтому    














 .  Продолжая процесс получим 













)ds)s(M()ds)s((A)s(M)s(u)s(u                                      (3) 













)ds)s(M()ds)s((A)s(x)s(x                                               (4) 
при ]T,t[s
0
 .  Тогда получим 



























 .   





p  , то имеем, что 


















)ds)s()(t(M)t()t(u)t(u .                                    (5) 
Также имеем, что 




































                         (6) 
при ]T,t[t
0




  сходятся 




  Из теоремы 1.2.19[4] и из (2) следует, 
что )t(x  непрерывно. Так как )),t(x,t(F)t(u
ii
  то из теоремы 1.2.23 и 1.2.28 [3] имеем, 
что ))t(x,t(F)t(u   при ]T,t[t
0
 , т.е. из (2) следует, что  ))t)(Au(,t(F)t(u   при  ]T,t[t
0
 .  
Кроме того, из (5) и (6) получим, что 


















































uL)t)(A()t)(Au(   аналогично теореме 1, доказывается следующая теорема. 
        Теорема 2. Пусть nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   
измеримо по  t , существует функция  ]T,t[L)(M
0p
 ,  где  0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1






  оператор и существует 0L   
такое, что n
pL




 ; пусть  ]T,t[L)(
0p
   и  
)(u   такие, что 
                                   ),t()))t)(uA(,t(F),t(u(d  ]T,t[t
0
 , 





p  .    Тогда существует такое решение ]T,t[L)(u 0
n
p
  задачи (1), что 









































       Аналогично теореме 1, доказываются следующие теоремы. 
  
       Теорема 3. Пусть nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   
измеримо по t , существует функция  ]T,t[L)(M
0p
 , где  0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1






   линейный непрерывный 
оператор;  ]T,t[L)(
0p
   и  )(u   такие, что 
                                   ),t()))t)(uA(,t(F),t(u(d  ]T,t[t
0
 , 





p  . Тогда существует такое решение ]T,t[L)(u 0
n
p
  задачи (1), что 









































       Теорема 4. Пусть nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   
измеримо по t , существует функция  ]T,t[L)(M
0p
 ,  где 0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1






  оператор и существует 0L   
такое, что n
pL




 ;  ]T,t[L)(
0p
   и  )(u   
такие, что 
                                   ),t()))t)(uA(,t(F),t(u(d  ]T,t[t
0
 , 





p  .    Тогда существует такое решение ]T,t[L)(u 0
n
p
  задачи (1), что 









































       Отметим, что в теоремах 2  и  4  оператор A  в общем случае не является линейным. 
       Положив 0)t(u   и 0)t)(uA(  , из теоремы 1 имеем, что верно следующее следствие. 






   линейный непрерывный оператор,  
nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   измеримо по t , 
существует функция  ]T,t[L)(M
0p
 ,  где 0)t(M   такая, что  
11x xx)t(M))x,t(F),x,t(F(   при 
n






p   и )0,t(F ]T,t[L 0p . 




  задачи (1). 
Замечание 1. Из доказательства теоремы 1 следует, что в теореме 1-4  условие 
nn
0
compRR]T,t[:F    можно заменить  условием: n
0
compR)B)t(x(]T,t[:F   при  
]T,t[t
0







































соответственно, }1z:Rz{B n  -единичный шар в nR .  
  






  линейный непрерывный оператор, 
n
00




 ,  )t)(Au()t(x
00
  и функция )t(u
0
-








p  . Тогда существует такое  0 , что при  ],T,t[L)(s 0
n
p
   n
pL
)(s   найдется 
решение )t(u
s
 задачи )t(s))t)(Au(,t(F)t(u  , что   )t(x)t(x
s0
 при  ]T,t[t
0
 , где  
)t)(Au()t(x
ss




   при  0)(s n
pL
 . 
Доказательство.  Ясно, что 
xx)t(M))t(s)x,t(F),t(s)x,t(F(x   
при    )t(xx,)t(xx
00
  и     )t(s))t(s))t(x,t(F),t(u(d 00  . По теореме  3  существует 
решение  )t(u
s
 задачи  )t(s))t(x,t(F)t(u ss  ,   такое, что 




















                                                                                (7) 












,  то  получим, что верна первая часть 
утверждения леммы.  





























   при   
0)(s n
pL
 .  Лемма доказана. 






   линейный непрерывный оператор, 
}{compRR]T,t[:F nn0   , отображение )x,t(Ft   измеримо на ]T,t[ 0 , отображение 
)x,t(Fx   замкнуто и выпукло почти при всех ]T,t[t
0
 , т.е. )}x,t(Fy:)y,x{(grF
t
  замкнуто и  
выпукло почти при всех ]T,t[t
0
 .  Пусть  существует  функция  ]T,t[L)(
0p
 ,  такая , что  
                            )x1()t()x,t(F                                                                                         (8) 
при nRx , где 0)},x,t(Fy:ysup{)x,t(F   и существует решение )t(u
0
 задачи 
)),t(x,t(F)t(u 00  что )t)(Au()t(x 00   принадлежит })x,t(F:x{Fdom t   вместе с некоторой  
  трубкой, т.e. 
t0




















Тогда существуют такие  0  и решение  )t(u
s






  что  )t)(Au()t(x
ss
















  и обозначим  
3

  .  Пусть   
  
t
Sx ,  тогда 
t
FdomintBx  ,  где  B  единичный шар в  nR  с центром в нуле. Так как множество 
t
grF  выпукло, то аналогично доказательству теоремы 3.1.1 [13] можно показать, что 





                                                   (9) 
для Bxy   п.в.  t .  Ясно, что tt FdomintBS  .  Поэтому   (9)  верно для всех  tSy,x   и  почти  
всех  t , т.е. 

















     .  
при 
t
Sy,x  .  Поэтому доказательство леммы 3  вытекает из леммы  2. Лемма доказана. 
          Отметим, что используя теоремы 1  или   2  можно получить ряд аналог леммы  2  и  3. 
                          
                2.3. О субдифференцируемости об одного функционала 




  нормальный выпуклый интегрант, т.е. f -
такая функция из nn
0
RR]T,t[   в 

R , что ),t(ff
t
  выпукла на nn RR   для каждого 
]T,t[t
0
 , })z,t(f:RRR),z{(epf nn
t
 -замкнуто и 
t
epft   измеримо, 






  линейный оператор.  
Рассмотрим функционал 












   выпуклый функционал. Суб-














 ,  для которых  









  или, что равносильно,   













 . Множество всех таких субградиентов обозначается через  
))(u(J
0
   и называется субдифференциалом функционала J   в точке )(u
0
 . 
      В этом параграфе устанавливается связь между  ))(u(J
0





 .  
     Множество всех финитных функций из ]T,t[C
0





















]T,t[C])T,t[C(  (см.[9]). Отметим, что  n
00











  линейный суреъктивный непрерывный 











 нормальный выпуклый интегрант, существует 
]T,t[L)(a
01
    и  0c   такие, что  
p














  и  в  пространстве n
00
])T,t[C(  оператор 1A   
  




  и  числа  n
21
Ra,a   такие,  что  










    





2)   )),t(u),t)(uA(,t(f))t)(uA()t(u),t(u(
11
   
3)   ))T)(uA(),t)(uA(()a,a(
021
 . 
       Доказательство. Положим   





































   
и  n
21
Ra,a    такие, что 











































































Отсюда также имеем, что 













  По условию имеем, что 












    при  .])T,t[C()(
n
00
  Тогда  получим, 
что .0))t)(uA()t(u()A(
1
1    Поэтому 0)t)(uA()t(u
1
   и 















  Кроме того,  получим 




    
Если   )u(Ju  ,  то имеем,  что    u,u))(u(J))(u(J   ,  т.е. 












   
Тогда получим 





























    
Отсюда по неравенство  Фенхеля имеем 



















   
          ).)T)(uA(a())t)(uA(a()a,a())T)(uA(),t)(uA((
201210
   
Поэтому 










Тогда получим, что 
  )),t(u),t)(uA(,t(f))t)(uA()t(u),t(u(
11



















  Отсюда следует  справедливость теоремы. Теорема доказана. 




  минимизи- 








  и  числа  n
21
Ra,a   такие, что  







    










        2.4. О субдифференцируемости интегрального функционала с оператором 
                                                     




 нормальный выпуклый интегрант, т.е. f -такая функция из 
n
0
R]T,t[   в 

R , что  })z,t(f:RR),z{(epf n
t
 -замкнуто и выпкло и  
t
epft    
измеримо. 
        Рассмотрим функционал 














 нормальный выпуклый интегрант, функция 










   
выпуклый функционал. 




  Тогда получим, что 























   
Лемма доказана. 




 нормальный интегрант, )x,t(fx   не убывающая сублинейная 






  сублинейный непрерывный  оператор,  для всякого nRx  
функция  )x,t(f  суммируема. По условию имеем, что  
T
t0





Так как  )x,t(fx   не убывающая сублинейная функция в nR , то имеем, что   
nR)0,t(f








  сублинейный непрерывный  оператор, то   }AL:Lumax{Au    










    линейный  непрерывный оператор и  
)t)(Lu()t)(Au(   при  ]T,t[t
0
 ,  т.е. A.L   Покажем, что если  ),t)(uL()(y    




   то  )0(J)(y  .  Ясно, что 


































Отсюда следует, что  )0(J)(y  . 






  линейный непрерывный оператор. Рассмотрим субдиф-
ференцируемость интегрального функционала 








 где  p1 . 















   выпуклый функционал. 














 ,  для которых  










  или, что равносильно,   




**  . 
        Множество всех таких субградиентов обозначается через ))(u(J
0
  и называется 
субдифференциалом функционала J   в точке )(u
0
 . 
       В этом параграфе устанавливается связь между  ))(u(J
0
   и  ))t)(Au((f
0t
 .  




 нормальный интегрант,   )x,t(fx    сублинейная  






   линейный непрерывный  компактный оператор,  для всякого  









 . Тогда 














         Доказательство.  По условию леммы имеем, что  
T
t0









dt))t(x,t(f)(x  непрерывен в  ]T,t[C
0
n . 












n , то  сушествует  0 такое, что  функционал 
T
t0
dt))t(x,t(f  ограничен в множестве 
})(x:]T,t[C)(x{
0






  непрерывен, то  сушествует  0  такое, 
что  nCAu  при  nL
u . Поэтому  получим,  что функционал 
T
t0
dt))t)(Au(,t(f))(u(J  ограничен 





 .    Так как  )u(J  выпуклый функционал,  то имеем, что  














  и по следствию 2А[14]   непрерыв- 




 Поэтому по предложению 3 ([6], стр.210) и по теореме 3 ([6], стр.362)  )0(I
0
  




 .  Из теоремы  6.4.8[8]  следует, что 

















  Известно, что )0(Iu
0





   






























 , то  применяя теоремы  6.2.7[12]  имеем 
  







































































        Следствие 1. Если удовлетворяется условие леммы 1, то )0(J)(y   в  том и только 




   такая, что ).t)(uA()(y    




 нормальный выпуклый интегрант,  существует 0  такое, что 





















   такая, что )t)(uA()(y   .  
Доказательство. Ясно, что 





















Из доказательства предложения 4.1[11]  имеем 










при )1,0( . Пусть  0   такое, что  nCAu   при npL
u . Так как   







то используя теорему Лебега получим 
                                  .dt))t)(Au();t)(uA(,t(f))(u);(u(J
T
t0
   










   такая, что )t)(uA()(y   . Теорема доказана. 
        Аналогично лемме 2 доказывается следующая лемма. 




 нормальный интегрант, )x,t(fx   не убывающая суб-






  сублинейный непрерывный  оператор,  для всякого 













 . Тогда 
  















        Следствие 2. Если удовлетворяется условие леммы 3, то  )0(J)(y    в  том и только 




   и AL   такая, что 
).t)(uL()(y    
 
2.5. О субдифференцируемости терминального функционала 






  линейный 
непрерывный оператор,  .Ttttt
k210
    
        Рассмотрим субдифференцируемость функционала 











   и 














 Пусть ]1,0[ . Ясно, что 
























  выпуклый функционал. 
 Теорема 1. Если 






  такая, что функция   непрерывна в точке 
))t)(Au(,),t)(Au(),t)(Au((
k01000




 , в том и только в 
том случае, когда существует вектор ))t)(uA(,),t)(uA(),t)(uA(()c,,c,c(
k10k10
  , 
где n)1k(
k10
R)c,,c,c(  ,  такой, что  













Доказательство. Так как  непрерывная в точке  ))t)(Au(,),t)(Au(),t)(Au((
k01000
 , 
то для  0  существует 0  такое, что 
         )))(tAu(,),t)(Au(())x,,x,x())t)(Au(,),t)(Au((
k000k10k000
  










  непрерывный 
оператор, то существует 0  такое, что 
]T,t[C0 0







uu . Поэтому   







 ,  n
pL
0
uu , т.е. ))(u(F   непрерывен в точке )(u
0
 . Положим 




   
Тогда по теореме 3.4.1 [6] имеем, что 
  


















































































































По определению ))(u(F)(   в том и только в том случае, когда 























. Отсюда следует, что 










  . Теорема доказана. 
 
 
                                  2.6. О минимизации вариационных задач c оператором  






 нормальный выпуклый интегрант,  








  линейный непрерывный оператор. 
Рассматривается задача минимизации функционала 










, где  p1 .  
        Будем говорить, что кривая )t(u , Ttt
0
 , является решением задачи (1), если  )u(J   и 




 .           
    Рассмотрим функционал  























.  Из предложения  2.5 [11]  вытекает, что  h   выпуклая функция. 
           Задача  (1)  называется стабильной, если  )0(h  конечно  и  h  субдифференцируема в нуле.  
  















 ,  что  функция  ))t(u,y)t)(Au(,t(f
0
  
суммируема при  nRy , ry   для  некоторого  0r  ,  а  функция    непрерывна в точке  
)))(TAu(),t)(Au((
000
. Тогда функция  h   субдифференцируема в нуле, т.е. задача  (1)  стабильна (cм. [26]). 
        Доказательство.  Обозначим  )t)(Au()t(x
00
 .  Так как  






непрерывен в точке нуль в пространстве  ]T,t[C
0
n ,  то существуют  0
1
   и 
1
L , что 
1
L)x(I   при   
1
)(x  , ].T,t[C)(x
0
n  Те  же  свойства ),(   получим, что существуют  0
2
  и  
2
L , что 
2
L)b,a(   при  .RR)b,a(,)T(xb,)t(xa nn
20200
  Обозначим },min{
21







  непрерывный, то существует 0  такое, что 
0
AuAu  




    и    n
pL
0








uu ,  имеем 























   и   n
pL




  конечен,  тогда из предложения 1.5.2 [26]  
вытекает, что  h   субдифференцируема  в  точке нуль.  Лемма доказана. 
  Пусть   .Rw, n  Положим   )}w,z,t(f)w{(inf),z,t(f
w
0  .  
 Лемма 2. Если  f  нормальный выпуклый интегрант на  )RR(]T,t[ nn
0




   
и  функция  ))t(u,y)t)(Au(,t(f
0
  суммируема при  



























 , то ясно, что 









                            ).)t(u,y)t)(Au(,t(f))t()t(u(
000
   
Так как функция  ))t(u,y)t)(Au(,t(f
00
  суммируема при  
nRy , ry   для некоторого 0r  , то 

























. Тогда из предложения 1.2.5 [26]  вытекает, функционал  )u(I
1
 непрерывен в точке )(u
0
 .  Лемма 
доказана. 








dt))t(),t(y)t)(Au(,t(f)y(I     собственный функционал в  ]T,t[L 0
n

,  то  из  
доказательства леммы 2  имеем, что  ))t(,y)t)(Au(,t(f
0
0   суммируема при nRy ,  ry  . Тогда  
  
из  предложения  8.3.4[6]  вытекает, что  функционал  )u(I
1




 .  




  нормальный выпуклый интегрант, 







  линейный непрерывный  оператор. Для 




  минимизировала функционал  (1) достаточно, 








  и n
21
Rc,c   такие, что 




3)  ))t(u),t)(uA(,t(f))t()t(u())t(),t)(uA(,t(f 0   , 










а если выполнено условие леммы 1 при )(u)(u
0






  линейный непрерывный  
компактный оператор, то условия 1)-4) и являются необходимыми.  
Доказательство.  Достаточность теоремы непосредственно проверяется. 
Необходимость. Из леммы 1  вытекает, что  h  субдифференцируема в точке нуле.  













 связаны экстремальным 
соотношением 
                                                                      0),0()0,u( *                                                                                          (2) 










































































 . Из  (2) и (3)  вытекает, что  
J1  и   J2  собственные функционалы. При условии теоремы 1  из леммы 2  вытекает, что функционал   J1   
непрерывен  в точке  ).(u   Также  из доказательства теоремы 2.5.1  имеем, что  ))(u(J2   непрерывен  в точке  
)(u  .    
          По соотношению  (2)  имеем  




                                 (4) 
Положив 








имеем, что  )(S),0(   . Так как 


















  Поэтому из соотноше ния   (4)   
вытекает, что      













Из второго соотношения вытекает, что 










   
Отсюда, используя неравенство Юнга-Фенхелья получим 
                         ).)t()t(u())t(u),t)(uA(,t(f))t(),t)(uA(,t(f 0     
Поэтому 
                         )).t(u),t)(uA(,t(f))t()t(u())t(),t)(uA(,t(f 0    




  вытекает, что  )u(S . Из теоремы Моро-Рокафеллара 
имеем, что )u(J)u(J)u(S
11
 . Поэтому существуют функции  )u(J,)u(J
2211
  такие, что 
.
21
   По теореме 1.3.1 )u(J
11




 , принадлежит   )u(J
1
  в том и только в 




0    такое, что  )t)(uA()(
1
  .  
  По теореме 1.3.2   )u(J
22




 ,  в том и только в том случае, когда существует 
))))(TuA(),t)(uA(()c,c(
021
  такое, что  












  где ).)(uA(
12
  Теорема доказана. 




  нормальный выпуклый интегрант, 







   линейный непрерывный  оператор. Для 




   минимизировала функционал (1) достаточно, 








   и n
21
Rc,c   такие, что 
1)  ))t(u),t)(uA(,t(f))t(),t(u(   , 
2)   )),T)(uA(),t)(uA(()c,c(
021
  


















  линейный непрерывный  
компактный оператор, то условия 1)-3) и являются необходимыми.  
 
                            2.7. O необходимых и достаточных условиях минимума для  
                                                                     операторных  включений  
       Пусть ],(R]T,t[:f n
0







  линейный непрерывный оператор,  p1 . Пусть 
  nn
0k210
compRRT,t:F,Ttttt    многозначное отображение.                                    
        Рассматривается задача минимизации функционала 





dt))t)(Au(,t(f))t)(Au(,),t)(Au(),t)(Au(()u(J  ,                                                  (1) 
при следующих  ограничениях 
  
               )),t)(Au(,t(F)t(u      ]T,t[t
0




 .                                                   (2) 









является решением задачи (2).  Будем говорить, что кривая  )t(u , Ttt
0
 , является решением задачи (1), 
(2), если )u(J
0
 и справедливо неравенство )u(J)u(J
00





задачи  (2).        









)z,x,t(  имеем, что задачи (1),(2) эквивалентны минимизации 
функционала     







dt))t(u),t)(Au(,t(dt))t)(Au(,t(f))t)(Au(,),t)(Au(),t)(Au(()u(J   









 выпуклый нормальный интегрант, 

  RR: n)2k(  выпуклая функция, отображение )x(Fgrt
t





замкнуто и выпукло почти для всех  ]T,t[t
0
 ,  а  )x,t(F  компактно при всех x,t .  Отсюда вытекает, что 
z)x,(t,  выпуклый нормальный интегрант на )RR(]T,t[ nn
0
 . Положим  
)}x,t(Fz:)yzmin{()y,x,t(0  .  
     Рассмотрим функционал  
























   рассмотрим задачу минимизации 













.  Из предложения  2.5 [11]  вытекает, что  h   выпуклая функция. 
Задача  (1),(2)  называется стабильной, если  )0(h  конечно  и  функция h  субдифференцируема в нуле.  









p~   Отметим, что  если  0b,0a  ,  то  по методу  индукции легко 
проверяется, что   )ba(3)ba( ppp
~p  . 
Лемма 1.  Пусть   nn
0
compRRT,t:F    многозначное отображение, )x,t(F  измеримо                                   
по t ,  существует такое число  0 , что  )x1()x,t(F    при  nRx ,  
t
Fgr  выпукло и замкнуто,  
],(R]T,t[:f n
0



















  задачи (2) такое, что  функция  
)y)t)(Au(,t(f
0
  суммируема  при 
nRy , ry  ,  где  0r  , а функция  
))t)(Au(,),t)(Au(),t)(Au((
k10




 . Тогда функция  h  субдиффе-
ренцируема в нуле, т.е. задачи  (1), (2)  стабильны.  
         Доказательство.  По условию имеем, что функционал  














получим, что существуют 0
1
  и 
1
M  такие, что 
1
M)u(I   при 
1L0 np
)(u)(u  . Аналогично, 
существуют 0
2
  и 
2
M  такие, что 
2k10
M))t)(Au(,),t)(Au(),t)(Au((    при  
2L0 np
)(u)(u  .  Обозначим  },min{
21
 .  
Так как множество tgrF  выпукло, то аналогично доказательству теоремы 3.1.1 [13] (см. раздел 2.2.1)  
можно показать, что   xy2))x,t(F),y,t(F(x    для  
nRx,y    п.в.  ]T,t[t
0
 .   




 , то обозначив   2M   имеем, что  





при nRy,x    и  )t())t())t)(Au(,t(F),t(u(d
00




                      ),t())t)(Au(,t(F)t(u      ]T,t[t 0  ,  ]T,t[L)(u 0
n
p
 ,      
такое, что   




































         Поэтому 







































































































)t(u)t(u . Тогда получим, что 


























  конечно, тогда из 
предложения 1.2.5 [26] вытекает, что функция  h  непрерывна в нуле. Тогда из предложения 1.5.2 [26]  имеем, 
что  h   субдифференцируема в точке нуле. Лемма доказана. 
           Отметим, что  если  функция    

  RR: n)1k(  непрерывная в точке  
))t)(Au(,),t)(Au(),t)(Au((
k01000
 ,  то  функция  ))t)(Au(,),t)(Au(),t)(Au((
k10






Лемма 2. Пусть 
nRn
0 2R]T,t[:F  , отображение )x,t(Ft   измеримо на ]T,t[ 0 , отображение 
)x,t(Fx   замкнуто и выпукло почти при всех ]T,t[t
0
 , т.е. )}x,t(Fy:)y,x{(grF
t
  замкнуто и 
выпукло почти при всех ]T,t[t
0




 ,  что   
)x1()t()x,t(F      при  nRx , где   0)},x,t(Fy:ysup{)x,t(F    и существует    
решение )t(u
0
  задачи  ))t)(Au(,t(F)t(u
00
  такое, что   )t)(Au()t(x
00
   принадлежит 
  
})x,t(F:x{Fdom t   вместе с некоторой    трубкой, т.e.  t0 Fdom}x)t(x:x{  , 
],(R]T,t[:f n
0
   нормальный выпуклый интегрант,  
































  конечен,  функция   )y)t)(Au(,t(f
0
  суммируема  при 
nRy , ry  ,  где 0r  , а функция ))t)(Au(,),t)(Au(),t)(Au((
k10





 . Тогда функция  h  субдифференцируема в нуле, т.е. задача  (1), (2)  стабильна.  
         Доказательство.  По условию имеем, что функционал  













получим, что существуют 0
1
  и  
1
M  такие, что 
1
M)u(I   при 
1L0 np
)(u)(u  . Аналогично, 
существуют 0
2
  и 
2
M  такие, что 
2k10
M))t)(Au(,),t)(Au(),t)(Au((    при  
2L0 np
)(u)(u  . Обозначим  },min{
21
 .  
         Рассмотрим множество }x)t(x:x{S
20t
 .  Тогда из доказательства леммы 2.1.3  вытекает, что 
















      
при  
t



















   имеем, что  
                                             yx)t(M))t()y,t(F),t()x,t(F(
X
  
при   
t






 задачи  
                           ),t())t)(Au(,t(F)t(u      ]T,t[t 0  ,  ]T,t[L)(u 0
n
p
 ,      
такое, что   













































         Поэтому 













































































































p~     


















Тогда получим, что 
































  конечен, 
тогда из предложения 1.2.5 [26]  следует, что функция h  непрерывна в нуле. Тогда из предложения 1.5.2 [26] 
имеем, что h  субдифференцируема в точке нуле. Лемма доказана. 
   Пусть   .Rw, n   Положим   )}w,z,t()w{(inf),z,t(
w
0  . 
          Теорема 1.  Пусть  f  нормальный выпуклый интегрант на  n
0
R]T,t[  ,  












   среди всех  решений  задачи (2) минимизировала функционал (1) достаточно,  чтобы  




     и   n)1k(
k10
R)c,c,c(    такие, что 
     1)  )),t)(uA(,t(f)t(u
1
       
     2)  )),t(),t)(uA(,t()t(u 0
2
       
     3)   ))t)(uA(,),t)(uA(),t)(uA(()c,,c,c(
k10k10
  , 
     4)   )),t(u),t)(uA(,t())t()t(u())t(),t)(uA( ,t(0    




















  линейный непрерывный 
компактный оператор,  1)tT(A2 p
1
0
 ,  то  условия  1)-5)  и являются необходимыми.  
Доказательство. Достаточность теоремы непосредственно проверяется. 
Необходимость. Из леммы 1 вытекает, что h  субдифференцируема в точке нуле. Поэтому из замечания  




  и  









 связаны экстремальным соотношением 
                                                         0),0()0,u( *                                                                                        (3) 
По определению 















))t)(Au(,),t)(Au(),t)(Au((dt))t)(Au(,t(fdt))t()t(({sup),0(      



















))t)(Au(,),t)(Au(),t)(Au((dt))t)(Au(,t(fdt))t()t()t(u(                   )4(  














































   
получим, что   )(J),0(
1
*   .  Из соотношения (3) вытекает, что  0)(J)u(J 1 
 .   По 













  Тогда 
из соотношения  (4)  вытекает, что 


















Из второго соотношения имеем, что 











Отсюда,  используя  неравенства Юнга-Фенхелья  получим 
                     )).t(u),t)(uA(,t())t()t(u())t(),t)(uA( ,t(0                  







  вытекает, что  )u(J
1
 .  
Обозначив 












          
                               ))t)(Au(,),t)(Au(),t)(Au(()u(I
k103
  
имеем, что    )u(I)u(I)u(I)u(J
3211
 . Так как существует число   0   такое, что  
)x1()x,t(F   при  nRx ,  
t
Fgr   выпукло и замкнуто, то имеем, что 


















при nRy . Отсюда вытекает, что )u(I
2
 непрерывен в точке )(u  . Тогда  из теоремы  Моро-Рокафеллара 
имеем, что )u(I)u(I)u(I)u(J
3211
 .  Так как )u(J
1
 , то существуют функции  
)u(I),u(I,)u(I
332211
  такие, что .
321
    






 , принадлежит в  )u(I
1
  в том и только в том случае, когда 




   такая, что  )t)(uA()(
11
  .  






 , принадлежит в  )u(I
2







   такое, что  )t)(uA()(
22
  . 
  По теореме 2.5.1   )u(I
33




 , в том и только в том случае, когда существует 
вектор  ))t)(uA(,),t)(uA(),t)(uA(()c,,c,c(
k10k10
  ,   где n)1k(
k10
R)c,c,c(  ,  такой,  что  















   Кроме того имеем, что 0)()t)(uA()t)(uA(
321
  . Поэтому  
)t)(uA()t)(uA()(
213
  . Теорема доказана. 
      Отметим, что если выполнено условие леммы 2, то условия 1)-5)  также являются необходимыми. 
          2.  Оператор типа Вольтера. 
  
         Лемма 3. Пусть 
nRn
0 2R]T,t[:F  ,  отображение )x,t(Ft   измеримо на ]T,t[ 0 , отображение 
)x,t(Fx   замкнуто и выпукло почти при всех ]T,t[t
0
 , т.е. )}x,t(Fy:)y,x{(grF
t
  замкнуто и 
выпукло почти при всех ]T,t[t
0
 ,  существует такая суммируемая функция  )t( ,  что   
)x1()t()x,t(F      при  nRx , где   0)},x,t(Fy:ysup{)x,t(F    и существует   
 решение )t(u
0
  задачи  ))t)(Au(,t(F)t(u
00
  такое, что   )t)(Au()t(x
00
   принадлежит 
})x,t(F:x{Fdom t   вместе с некоторой    трубкой, т.e.  t0 Fdom}x)t(x:x{  , 
],(R]T,t[:f n
0
   нормальный выпуклый интегрант,  








  линейный непрерывный оператор,  ds)s(uL)t)(Au(
t
t0
  при ]T,t[L)(u 0
n
1
 ,  




  конечен ,  функция   )y)t)(Au(,t(f
0
  суммируема  при  
nRy , 
ry  ,  где 0r  ,  а функция  ))t)(Au(,),t)(Au(),t)(Au((
k10





Тогда функция  h  субдифференцируема в нуле, т.е. задача (1), (2) стабильна.  
        Доказательство.  По условию имеем, что функционал  













получим, что существуют 0
1
  и  
1
M  такие, что 
1
M)u(I   при 
1L0 n1
)(u)(u  . Аналогично, 
существуют 0
2
  и 
2
M  такие, что 
2k10
M))t)(Au(,),t)(Au(),t)(Au((    при  
2L0 n1
)(u)(u  . Обозначим  },min{
21
 .  
         Рассмотрим множество  }x)t(x:x{S
20t
 .  Тогда из доказательства леммы 2.1.3  вытекает, что 
















      
при  
t



















   имеем, что  
                                             yx)t(M))t()y,t(F),t()x,t(F(
X
  
при   
t






 задачи  
               ),t())t)(Au(,t(F)t(u      ]T,t[t 0  ,  ]T,t[L)(u 0
n
1
 ,      
такое, что   
















d)(e)t(LM)t()t(u)t(u     
при ]T,t[t
0








   Поэтому 
        

































   
  







   

















Тогда получим, что 































  конечен, тогда из 
предложения 1.2.5 [26]  следует, что функция h  непрерывна в нуле. Тогда из предложения 1.5.2 [26] имеем, 
что h  субдифференцируема в точке нуле. Лемма доказана. 
       Замечание 1. В  лемме  2  и  3   считаем, что   )t)(Au()t)(Au(
0




       Отметим, что  если  выполнено условие леммы 3   при  )(u)(u0   и   1p  ,  то теорема 1  также  верна. 
 
                            2.8. Невыпуклая экстремальная задача для операторных включений  




  нормальный интегрант, 

 RRR: nn  функция, Tt
0
   
и    nn
0
compRRT,t:F    многозначное отображение.                                    
      Рассматривается задача минимизации функционала 





dt))t(u),t(Au,t(f))T)(Au(),t)(Au(()u(J ,                                                                 (1) 
при  следующих  ограничениях 
                                      )),t(Au,t(F)t(u      ]T,t[t
0











 .  




 ,  удовлетворяющую  (2)  назовем  решением  задачи  (2).  




  является решением задачи (2).  Будем говорить, что кривая  )t(u , Ttt
0
 , 





  задачи  (2).      
    Положим  )}x,s(Fz:yzinf{)y,x,s(    и рассмотрим минимизацию  функционала  









   





              Решение задачи  (1), (2)   обозначим через   )t(u . Обозначим 










  является решением задачи (1),(2), 
 n
0











 , 0k1  , 0k2   и 0  такие, что 
  )x,t(F:RxFdom)),t)(uA((B n
t
  при ]T,t[t
0
   и 
   ),uuzz(k)u,z()u,z(
121221122
     
211212211
yykxx)t(k)y,x,t(f)y,x,t(f  ,        
                             
2121X






 , n21 Ry,y  , 
существует 0L   такое, что n
pL










p  , то существует число 0r0   такое,  что  )t(u  минимизирует функционал )u(J r  в 
D  при   
0

















































p~     
        Доказательство. Положим 

















Обозначим )t)(Au()t(x  . Покажем, что существует 0  такое, что  







    








































































































































































































































Кроме того получим, что  





















































































































































































)(u)(u , то имеем, что 










Также имеем, что 


























































































































































           )t)(Au()t)(Au()t)(Au()t)(uA()t)(Au()t)(uA(
00
 
















































































    Получим  )),t(x(B)t)(Au()t(x
00
 .  Также  имеем,       































































         Пусть   n
p1
L)(u),(u  ,   такие, что )),t(x(B)t)(Au(),t)(Au(
1
 . Тогда имеем, что 


































































    имеем, что   



















   и существует D)(u~  ,  что  )u(J)u~(J
rr
 .  Положим  




    задачи  ))t)(Au(,t(F)t(u   
такое, что 




































   
Получим противоречие. Полученное противоречие означает, что )t(u  минимизирует 
также функционал  )u(J
r
  в  D   при  
0
rr  . Теорема доказана. 
Теорема 2.  Пусть выполняется условие теоремы  1  и   функция  )t(u   среди всех решений задачи  
(2)   минимизирует функционал  (1) ,  где  ,1p    A  линейный непрерывный компактный оператор. Тогда  








    и   n
21
Rc,c    такие, что 
1)  )))t(u),t)(uA(,t(r))t(u),t)(uA(,t(f())t(),t(u(   , 
2)   )),T)(uA(),t)(uA(()c,c(
021
  










            Доказательство. По теореме 1  существует число  0r
0
  такое,  что  )t(u  минимизирует функционал   
)u(J r  в D  при 0rr  , т.е. )u(J)u(J rr   при .Du  Поэтому 0)u;u(J)u;u(J r
0
r 




 ,  
где 











,        









Обозначим  )y,x,t(r)y,x,t(f)y,x,t(f  . Отметим, что (см.[17]), если существует суммируемая 
функция 0)t(M   такая, что yx)t(M))y,t(F),x,t(F(
X
  при )),t(x(By,x  , то  
21212211
yyxx)t(M)))y,x,t()y,x,t(   при  n
2121
Ry,y),),t(x(Bx,x  .  Если  
выполняется условие теоремы 1,  то применяя лемму  Фату  2.4.6 [27]   имеем, что 













.  Отсюда следует, что 0)t(u   минимизирует функционал 












.  Легко проверить, что для  )u(I  также выполняется условие следствия 2.6.1  при 1p  .  Поэтому  
 
  








   и n
21
Rc,c    такие, что 



























































                     Гл.3. ЭКСТРЕМАЛЬНАЯ ЗАДАЧА ДЛЯ МНОГОМЕРНОГО  
  
                                          ОПЕРАТОРНОГО ВКЛЮЧЕНИЯ 
В гл.3 получены необходимые и достаточные условия экстремума для вариационных 
задач типа Фредгольма и экстремальной задачи для операторного включения. 
 
3.1.Непрерывная зависимость решений операторного включения  
         Пусть nRn -мерное евклидово пространство, D  компактное множество в mR . 
Совокупность всех непустых компактных (выпуклых компактных) подмножеств nR  
обозначим через  )convR(compR nn . 



















 .   
         Пусть )D(C)D(L:A nn
p















  относительно 
нормы 
)D(C)D(L nnp
Auu)Au,u(    является подпространство в  )D(C)D(L nn
p
 . 











   нормы  )Au,u(    и   
)D(Lnp
u   эквивалентны. 
       Пусть  nn compRRD:F   многозначное отображение,  p1 . 
       Рассмотрим задачу для включения  
                            )),t)(Au(,t(F)t(u      Dt  ,  )D(L)(u n
p
                                       (1) 
       Функцию )D(L)(u n
p
 , удовлетворяющую (1) назовем решением задачи (1).  
       Теорема 1. Пусть nn compRRD:F   многозначное отображение, )x,t(Ft   
измеримо по t ,  существует функция  )D(L)(M
p
 , где  0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть  )D(C)D(L:A nn
p




p  ;  )D(L)( p    и  )(u   такие, что 
                                 ),t()))t)(uA(,t(F),t(u(d  Dt . 
        Тогда существует такое решение )D(L)(u n
p
  задачи (1), что 

































 Доказательство. Построим последовательность )t(u
i
 )...2,1,0i(  , где ]T,t[t
0
 , с 
помощью рекурентного соотношения  
                 ),t)(uA()t(x)t(x
0




,   ,...2,1,0i                               (2)                                
где  ))s(x,s(F)s(u
ii
  при )s(u,0i
i
  измеримы и  
                )))s(x,s(F),s(u(d)s(u)s(u
00
 ,     ))s(x,s(F)s(u
00
 , 
                      )))s)(Au(,s(F),s(u(d)s(u)s(u
1i1i1ii 
 , ,...2,1i   
  
при Ds . По лемме 2.1.4 [25] такая функция )t(u
i
 существует. По условию, при  1i    
имеем 




      
при Ds . Ясно, что 





1ii1iii1i                                                           
По условию, имеем, что )s()))s)(uA(,s(F),s(u(d)s(u)s(u
0
  при ]T,t[s
0
 . Поэтому 













                  )))s(x,s(F)),s(x,s(F()))s(x,s(F),s(u(d)s(u)s(u
10x1001
    







при Ds . Ясно, что   


















p2 )ds)s(M()ds)s((A  
при Dt . Поэтому   










при Ds .  Отсюда получим, что  












при Dt . Тогда 











)ds)s(M()ds)s((A)s(M)s(u)s(u    
при Ds . Поэтому    












при Dt . Также имеем 












при Ds . Поэтому    










при Dt .  Продолжая процесс получим 











)ds)s(M()ds)s((A)s(M)s(u)s(u                                      (3) 











)ds)s(M()ds)s((A)s(x)s(x                                               (4) 
при Ds .  Тогда получим 
  






















при Ds .  Если 1)ds)s(M(A p
1
D
p  , то имеем, что 


















.                                   (5) 
Также имеем, что 
































)ds)s(()ds)s(M(A)ds)s((                        (6) 




  сходятся 
соответственно к функциям )(x   и ).D(L)(u n
p
  Из теоремы 1.2.19[4] и из (2) следует, что 
)t(x  непрерывно. Так как )),t(x,t(F)t(u
ii
  то из теоремы 1.2.23 и 1.2.28 [3] имеем, что 
))t(x,t(F)t(u   при Dt , т.е. из (2) следует, что  ))t)(Au(,t(F)t(u   при  Dt .  Кроме 
того,  из (5) и (6) получим, что 












































uL)t)(A()t)(Au(   аналогично теореме 1, доказывается следующая 
теорема. 
        Теорема 2. Пусть nn compRRD:F   многозначное отображение, )x,t(Ft   
измеримо по  t , существует функция  )D(L)(M
p
 ,  где  0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть  )D(C)D(L:A nn
p
  оператор и существует 0L   такое, 
что n
pL
uL)t)(A()t)(Au(   при )D(L)(),(u n
p
 ; пусть  )D(L)(
p
   и  )(u   такие, 
что   ),t()))t)(uA(,t(F),t(u(d  Dt ,    где  1)ds)s(M(L p
1
D
p  .    Тогда существует такое 
решение )D(L)(u n
p
  задачи (1), что 
  

































       Аналогично теореме 1, доказываются следующие теоремы. 
        Теорема 3. Пусть nn compRRD:F   многозначное отображение, )x,t(Ft   
измеримо по t , существует функция  )D(L)(M
p
 , где  0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть  )D(L)D(L:A nn
p 
   линейный непрерывный оператор;  
)D(L)(
p
   и  )(u   такие, что 
                                   ),t()))t)(uA(,t(F),t(u(d  Dt , 
где  1)ds)s(M(A p
1
D
p  . Тогда существует такое решение )D(L)(u
n
p
  задачи (1), что 

































        Теорема 4. Пусть nn
0
compRR]T,t[:F   многозначное отображение, )x,t(Ft   
измеримо по t , существует функция  )D(L)(M
p
 ,  где 0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при .Rx,x n
1
  Кроме того, пусть )D(L)D(L:A nn
p 
  оператор и существует 0L   такое, 
что n
pL
uL)t)(A()t)(Au(   при  )D(L)(),(u n
p
 ;  )D(L)(
p
   и  )(u   такие, что 
                                   ),t()))t)(uA(,t(F),t(u(d  Dt , 
где  1)ds)s(M(L p
1
D
p  .    Тогда существует такое решение )D(L)(u
n
p
  задачи (1), что 

































       Отметим, что в теореме 2 и  4 оператор A  в общем случае не является линейным. 
        Положив 0)t(u   и 0)t)(uA(  , из теоремы 1 имеем, что верно следующее следствие. 
        Следствие 1. Пусть )D(C)D(L:A nn
p
  линейный непрерывный оператор, 
nn compRRD:F   многозначное отображение, )x,t(Ft   измеримо по t , существует 
функция )D(L)(M
p
 , 0)t(M   такая, что  11x xx)t(M))x,t(F),x,t(F(   при 
n
1 Rx,x   и 
)D(L)0,t(F
p
 . Тогда существует решение )D(L)(u n
p
  задачи (1). 
Замечание 1. Из доказательства теоремы 1 следует, что в теореме 1-4  условие 
nn compRRD:F    можно заменить  условием: ncompR)B)t(x(D:F   при  Dt , 






























      соответственно,  
  
}1z:Rz{B n  -единичный шар в nR .  
               Лемма 2. Пусть )D(L)D(L:A nn
p 
  линейный непрерывный оператор, 
n
0
compR)B)t(x(D:F  ,  где )t)(Au()t(x
00
 , 0 , функция )D(L)(u n
p0
 - решение 
задачи ))t)(Au(,t(F)t(u   и   )x,t(Ft   измеримо по t , существует функция  )D(L)(M
p
 ,  
где 0)t(M   такая, что 
                                    11x xx)t(M)))x,t(F),x,t(F(   
при B)t(xx,x
01
 , 1)ds)s(M(A p
1
D






)(s   найдется решение )t(u
s
 задачи )t(s))t)(Au(,t(F)t(u  , что   )t(x)t(x
s0
 при  
Dt , где  )t)(Au()t(x
ss




   при  0)(s n
pL
 . 
Доказательство.  Ясно, что 
xx)t(M))t(s)x,t(F),t(s)x,t(F(x   
при    )t(xx,)t(xx
00
  и     )t(s))t(s))t(x,t(F),t(u(d 00  . По теореме  3  существует 
решение  )t(u
s
 задачи  )t(s))t(x,t(F)t(u ss  ,   такое, что 
















                                                                                (7) 










,  то  получим, что верна первая часть 
утверждения леммы.  























   при   
0)(s n
pL
 .  Лемма доказана. 
Лемма 3. Пусть )D(L)D(L:A nn
p 
  линейный непрерывный оператор, 
}{compRRD:F nn   , отображение )x,t(Ft   измеримо на D , отображение )x,t(Fx   
замкнуто и выпукло почти при всех  Dt , т.е.  )}x,t(Fy:)y,x{(grF
t
  замкнуто и выпукло почти при 
всех Dt .  Пусть  существует функция  )D(L)( n
p
 такая ,  что  
                                                                )x1()t()x,t(F                                                                                
при nRx , где 0)},x,t(Fy:ysup{)x,t(F   и существует решение )t(u
0
 задачи 
)),t(x,t(F)t(u 00  что )t)(Au()t(x 00   принадлежит })x,t(F:x{Fdom t   вместе с некоторой  
  трубкой, т.e. 
t0
Fdom}x)t(x:x{  , 1)ds)s(M(A p
1
D















Тогда существуют такие  0  и решение  )t(u
s











    при   0)(s
)D(Lnp
 . 




  и обозначим  
3

  .  Пусть  
t
Sx ,  тогда 
t
FdomintBx  ,  где  B  единичный шар в  nR  с центром в нуле. Так как множество 
t
grF  выпукло, то аналогично доказательству теоремы 3.1.1 [13] можно показать, что 





                                               (8) 
для Bxy   п.в.  t .  Ясно, что tt FdomintBS  .  Поэтому   (8)  верно для всех  tSy,x   и  почти  
всех  t , т.е. 

















     .  
при 
t
Sy,x  .  Поэтому доказательство леммы 3  вытекает из леммы  2. Лемма доказана. 
           Отметим, что используя теоремы 1,  2  или  4  можно получить ряд аналог леммы  2  и  3. 
 
         3.2. О субдифференцируемости интегрального функционала с оператором 
                                              типа Фредгольма 
      Пусть D  компактное множество в mR , 

 RRD:f n  нормальный выпуклый 
интегрант, т.е. f -такая функция из  nRD  в 

R , что  })z,t(f:RR),z{(epf n
t
 -
выпуклое замкнутое множество и  
t
epft   измеримо. 
         Рассмотрим функционал 
                                              
D
dt))t)(Au(,t(f))(u(J , 
где  .p1),D(Lu n
p
  
          Лемма 1. Пусть 

 RRD:f n  нормальный выпуклый интегрант, функция 
)x,t(fx   не убывает, )D(L)D(L:A nn
p 






        Доказательство. Пусть  .[0,1]и)D(L)(u),(u n
p21
   Тогда получим, что 




                     dt))t)(u(A)1()t)(u(A,t(f 21
D
 





   
Лемма доказана. 
        Пусть )D(C)D(L:A nn
p
  линейный непрерывный оператор. Рассмотрим субдиф-
ференцируемость интегрального функционала 





 где  p1 . 
          Отметим, что если  

 RRD:f n   нормальный выпуклый интегрант и  
)D(C)D(L:A nn
p




  выпуклый функционал. 
  
 Субградиентами J  в точке )D(L)(u n
p0








 ,  для которых  





при всех )D(L)(u n
p
  или, что равносильно,   











        Множество всех таких субградиентов обозначается через ))(u(J
0
  и называется 
субдифференциалом функционала J   в точке )(u
0
 . 
        В этом параграфе устанавливается связь между  ))(u(J
0
   и  ))t)(Au((f
0t
 .  
Лемма 2. Пусть )D(C)D(L:A nn
p
  линейный непрерывный  компактный оператор, 

 RRD:f n  нормальный интегрант,  )x,t(fx    сублинейная функция в  nR  и   для всякого  
nRx   функция   )x,t(f   суммируема  и   )D(L)(y n
q





 . Тогда        














           Доказательство.  По условию леммы 2  имеем, что   
D
dt))t)(Au(,t(f))(u(J  сублинейная функция 
в ).D(Ln
p
 Так как для всякого nRx  функция )x,t(f  суммируема, то функционал  
D
dt))t(x,t(f)(x  
непрерывен в   )D(Cn (см.[14])  . 
          По условию оператор )D(C)D(L:A nn
p
  непрерывен. Так как 
D
dt))t(x,t(f)(x  непрерывен в 
)D(Cn , то  сушествует  0 такое, что  функционал 
D
dt))t(x,t(f  ограничен в множестве 
})(x:)D(C)(x{ n  . Так как  )D(C)D(L:A nn
p
  непрерывен, то  сушествует  0  такое, что  
nCAu  при  npL
u . Поэтому  получим,  что функционал 
D
dt))t)(Au(,t(f))(u(J  ограничен в 




 .    Так как  )u(J  выпуклый функционал,  то имеем, что  )u(Ju   
непрерывный функционал в  ).D(Ln
p
 
         Ясно, что  
D
0
dt))t(y,t(f)y(I   сублинейная функция в  )D(Ln

  и по следствию 2А[14]   непрерывный 
функционал в  ).D(Ln

 Поэтому по предложению 3 ([6], стр.210) и по теореме 3 ([6], стр.362)  )0(I
0
  слабо  
компактно и  )D(L)0(I n
10
 .  Из теоремы  6.4.8[8]  следует, что 













  Известно, что )0(Iu
0
  в том и только в том случае, когда )0,t(f)t(u    и  
).D(L)(u n
1
   






  при ).D(L)(u n
p




линейный непрерывный  компактный оператор.  Если  )D(L)(y n
q





 ,  то  применяя 
теоремы 6.2.7[12]  имеем 
                        






















































        Следствие 1. Если удовлетворяется условие леммы 2, то )0(J)(y   в  том и только 
в том случае, когда существует  функция  ),D(L)(u),0,t(f)t(u n
1
   такая, что  ).t)(uA()(y    
    Теорема 1.  Пусть  

 RRD:f n  нормальный выпуклый интегрант,  существует  0  такое, что 





линейный непрерывный  компактный оператор. Тогда  )u(J  непусто и )D(L)(y n
q
  принадлежит  
)u(J  в том и только в том случае, когда существует функция  ),D(L)(u)),t(x,t(f)t(u n
1
   такая, 
что )t)(uA()(y   .  
Доказательство. Ясно, что 





















Из доказательства предложения 4.1[11]  имеем 










при )1,0( . Пусть  0   такое, что  nCAu   при  npL
u . Так как  




u , то 
используя теорему Лебега получим 
                                    .dt))t)(Au();t)(uA(,t(f))(u);(u(J
D
   
Если учесть, что ),0);t)(uA(,t(f))t)(uA(,t(f),0);(u(J)(u(J   то из следствия 1 
имеем, что )D(L)(y n
q
  принадлежит  )u(J  в том и только в том случае,  когда существует 
функция  ),D(L)(u)),t(x,t(f)t(u n
1
   такая, что )t)(uA()(y   . Теорема доказана. 
       Пусть 

 RRD:f n  нормальный выпуклый интегрант и )D(C)D(L:A nn
p
  
линейный непрерывный суръективный оператор. Тогда по лемме о правом обратном 
отображение (см.[1], стр.128) существует отображении )D(L)D(C:M n
p
n  (вообще говоря, 
  
разрывное и нелинейное), удовлетворяющее условиям ,IMA nC nC)(x))(x(M   при 
),D(C)(x n  где 0 . 
 Субградиентами J  в точке )D(L)(u n
p0








 ,  для которых  





при всех )D(L)(u n
p
 , т.е.  







при всех )D(L)(u n
p
 . Обозначив )t)(Au()t(x    и  )t)(Au()t(x
00
  имеем, что 







при ).D(C)(x n  Если )D(L)D(C:M n
p
n  линейное отображение, то отсюда следует, что 







при ).D(C)(x n  Ясно, что 
D
dt))t(y,t(f)y(I   выпуклый функционал в  )D(Cn . Если 
существует  0  такое, что )x)t(x,t(f
0
  суммируема при  nRx , x ,  то по  следствию 4B 
[14] или  по следствию 2.2.1 [17] имеем, что существует функция )D(L)(u n
1
  такая, что 
))t(x,t(f)t(u   и )t(u)t)((M   . Поэтому )t)(uA()t(   , т.е. функционал 
)D(L)( n
q
  принадлежит )u(J
0
 , то существует функция )D(L)(u n
1
  такая, что 
)t)(uA()t(   , где )D(L)(u)),t(x,t(f)t(u n
1
  . 




  линейный непрерывный  компактный оператор, где D  
ограниченная  область и np  , или )D(L)D(L:A nn
p 
  линейный непрерывный  
компактный оператор, то теорема 1  остается также верной. 
 
 
                 3.3. О субдифференцируемости граничного функционала 
 Пусть  D   компактное множество в   mR  и  Dint ,   ],(RD: n   нормальный 
выпуклый интегрант,  )D(C)D(L:A nn
p
  линейный непрерывный оператор.  
         Рассмотрим субдифференцируемость функционала 
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  , 
где  )D(L)( n
q






 Пусть ]1,0[ . Ясно, что 
  



























  выпуклый функционал. 






   Теорема 1. Если 

 RRD: n  нормальный выпуклый интегрант, существуют 
функция ))(Au()(x
00
 , где )D(L)(u n
p0
 , и 0r   такие, что )x)s(x,s(
0
  суммируемы 
при rx   в D , то ))(u(F)(  , где )D(L)(u n
p
 , )D(L)( n
q
 , в том и только в том 
случае, когда существует функционал 








   при )D(L)(y n 

, где )D(L)(y n
1
 , такой, что 






  и  0)Au(xdt))t(u)t((
D




Доказательство. Так как )x)s(x,s(
0





  непрерывен в точке )(x
0
  относительно пространства )D(Ln 

.  




  по теореме 3.4.1 [6]  
существует функционал 

  )D(Lx n , где  
sa
xxx ,  такой, что 










































































       По определению  ))(u(F)(    в том и только в том случае, когда  
)(u),())((F))(u(F   . Так как 0)Au(xdt))t(u)t((
D
   при ]T,t[L)u( 0
n
p
 , то 
имеем, что  

D
)Au(xdt))t(u)t(( . Отсюда следует, что 









  , 
т.е. 













  . 
Отсюда следует, что 
  













 .                 





 . Теорема доказана. 
       Следствие 1. Если ],(RD: n   нормальный выпуклый интегрант, 
существуют функция ))(Au()(x
00
 , где )D(L)(u n
p0
 ,  и 0r   такие, что )x)s(x,s(
0
  
суммируемы при rx   в D , то ))(u(F)(  , где  )D(L)(u n
p
 , )D(L)( n
q
   в том и 
только в том случае, когда существует функционал 

  )D(Lx n , где  
sa





   при )D(L)(y n 

, где )D(L)(y n
1
 , такой, что  






  и  0)Au(xdt))t(u)t((
D




       Следствие 2. Если при )(u)(u
0
  выполняется условие теоремы 1, то функционал 


  )D(Lx n  «абсолютно непрерывен»,  т.е  0x
s
 . 
        Из следствия 1 непосрественно следует следующее следствие. 
        Следствие 3. Если ],(RD: n   нормальный выпуклый интегрант, 
существуют функция ))(Au()(x
00
 , где )D(L)(u n
p0
 ,  и 0r   такие, что )x)s(x,s(
0
  
суммируемы при rx   в D , то ))(u(F)(  , где  )D(L)(u n
p
 , )D(L)( n
q
   в том и 
только в том случае, когда существует функционал   )D(Cx n , где  
sa





   при )D(C)(y n  , где )D(L)(y n
1
 , такой, что 







  и 0)Au(xdt))t(u)t((
D




       Теорема 2. Если 

 RRD: n  нормальный выпуклый интегрант,  0c   и 
)D(L)(a
1
  такие, что 

 xc)s(a)x,s(  при nRx , Ds  , то ))(u(F)(  , где 
)D(L)( n
q
 , в том и только в том случае, когда существует функционал  )D(L)(y n 

 , 






 такой, что  ))s)(uA(,s()s(y   и 




   при  )D(L)u( n
p
 . 
Доказательство. Так как 






  непрерывен в )D(Ln 

.  




  Тогда по теореме 3.4.1[6]  
существует функционал )D(L)(y n 

  такой, что 


































































По определению ))(u(F)(   в том и только в том случае, когда  




  при )D(L)u( n
p
 ,  




 )D(L)u( при n
p
 . Отсюда следует, что 









Поэтому ))s)(uA(()s(y  . Теорема доказана. 
 
3.4. О минимизации вариационных задач типа Фредгольма 
Пусть  D  компактное множество в  mR  и  Dint , )D(C)D(L:A nn
p
  линейный непрерывный  
компактный оператор.   B  дальнейшем  будем  предполагать, что   ],(RRD:f nn     и  
],(RD: n   нормальные выпуклые интегранты.        
Рассматривается задача минимизации функционала 
                                                    
 DD









  при любой  )D(L)(u n
p
 .           
      Рассмотрим функционал  
                               
 DD
,dt))t()t(u),t)(Au(,t(fds))s)(Au(,s(),u(  
где  )D(L)( n
p









.  Из предложения  2.5 [11]   вытекает, что   h   выпуклая функция. 
           Задача (1)  называется стабильной, если   )0(h  конечно  и   h   субдифференцируема в нуле.  
Лемма 1.  Допустим, что )u(Jinf
)D(Lu np
 конечен и  существует такая функция  )D(L)(u n
p0
 ,  что   
функции  ))t(u,y)t)(Au(,t(f
00
   и   )y)s)(Au(,s(
0
   суммируемы  при   
nRy , ry   и  для  
некоторого  0r  .  Тогда функция   h   субдифференцируема в нуле,  т.е. задача  (1)  стабильна (cм. [26]). 
           Доказательство.  Рассмотрим функционал  






.  Обозначим  )t)(Au()t(x
00
 .  Так как     
D
00
dt))t(u),t(x)t(x,t(f)x(I   непрерывен 
в точке  0)t(x   относительно нормированной топологии пространства  )D(C
n , то существуют такие 
0
1
  и  
1
d , что  
1
d)x(I   при })(z:)D(C)(z{x 1C






ds))s(x)s(x,s()x(I   непрерывен в точке  0)s(x   относительно нормированной топологии 
пространства    )D(Cn  . Поэтому существуют   0
2














  получим   










при  )D(L)( n
p
 ,   . Так как  )u(Jinf)0(h
)D(Lu np
  конечен, тогда из предложения 1.5.2 [26] вытекает, 
что  h  субдифференцируема в точке нуле. Лемма доказана. 
  Пусть   .Rw, n  Положим   )}w,z,t(f)w{(inf),z,t(f
w
0  .  
 Лемма 2. Пусть  f  нормальный выпуклый интегрант на   )RR(D nn  ,  )D(L)(u n
p0
   и 
функция   ))t(u,y)t)(Au(,t(f
00
    суммируема при   
nRy , ry    и  для некоторого   0r  , 
)D(L)( n
q
   и  функционал   

D
0 dt))t(,)t)(Au(,t(f)u(I   собственный,  то функционал  )u(I  
непрерывен в точке  )(u
0
 .   
Доказательство. Покажем, что для любого  )D(L)( n
q
   функция  ))t(,y)t)(Au(,t(f
0
0   
суммируема при  nRy , ry  .  Ясно, что 









                     .)t(u,y)t)(Au(,t(f))t()t(u(
000
   
 По условию отсюда вытекает, что функция  ))t(,y)t)(Au(,t(f 0   суммируема при  nRy , ry  . 
Тогда из предложения  1.2.5[26]  следует, что функционал  

D
0 dt)t(),t)(Au(,t(f)(u   непрерывен в 
точке  )(u
0
 .  Лемма доказана. 
        Теорема 1.  Пусть  )D(C)D(L:A nn
p
  линейный непрерывный  оператор, 

 R)RR(D:f nn   
и   

 RRD: n   нормальные выпуклые интегранты.   Для того, чтобы функция  )t(u   среди всех  
функций  )D(L)(u n
p
  минимизировала функционал  (1) ,  достаточно, чтобы  нашлись   )D(L)( n
q
  ,   
)D(L)(y n
1
 , )D(L)(u n
1
  такие, что   
1)   )),t(),t)(uA(,t(f)t(u 0    
2)   ))s)(uA(,s()s(y  , 





   при )D(L)(u n
p
 , 
а если  выполнено условие леммы 1  при  )t(u)t(u
0
  и )D(C)D(L:A nn
p
  линейный непрерывный  
компактный оператор,  то условия   1)-4)  и являются необходимыми.  
Доказательство. Достаточность теоремы непосредственно проверяется. 
Необходимость. Из леммы 1 вытекает, что h  субдифференцируема в точке нуле. Поэтому из замечания 
3.2.3 и из предложения 3.2.4 [26] вытекает, что все решения  )(u   задачи )}D(Lu:)u(Jinf{ n
1
  и все 






 связаны экстремальным соотношением 
                                                       0),0()0,u( *                                                                                     (2) 
По  определению 








                                             (3) 






































ds))s)(Au(,s()u(J .  Из  (2)  и  (3)  вытекает, что   J1   
и   J2   собственные функционалы. При условии теоремы 1  из леммы 2  вытекает, что функционал   J1   
непрерывен  в точке  ).(u   Аналогично имеем, что  ))(u(J2   непрерывен  в точке  )(u  .    
По соотношению  (2)  имеем  




                                                 (4) 
Положив 




0 ds))s)(uA(,s(dt))t(),t)(uA(,t(f)u(S  
имеем, что ).(S),0(   Так как 











Тогда из соотношения  (2)  следует, что 











Из второго соотношения вытекает, что 




0 ds))s)(uA(,s(dt))t(),t)(uA(,t(f  







                          
 
DDD
0 ,dt))t()t(u(dt))t(u),t)(uA(,t(fdt))t(),t)(uA(,t(f  
Отсюда используя  неравенства Юнга-Фенхелья получим 
                              ),)t()t(u())t(u),t)(uA(,t(f))t(),t)(uA(,t(f 0                                     
т.е.                       ).)t()t(u())t(u),t)(uA(,t(f))t(),t)(uA(,t(f 0    
  )u(Sdt))t()t(u()(S равенства  Из 
D
 
  следует, что  )u(S .  Из теоремы Моро-
Рокафеллара (см.[6]) имеем, что  )u(J)u(J)u(S
21
 . Поэтому существуют функции  
)u(J,)u(J
2211
   такие, что  .
21
   Так как  )u(J
11
 , то из теоремы  3.2.1  следует, что  
)D(L)( n
q1
  принадлежит )u(J
1
  в том и только в том случае, когда существует функция   
)),t(u),t)(uA(,t(f)t(u 0 ),D(L)(u n
1
  такая, что )t)(uA()(
1
  .  
        По теореме 3.3.1 )D(L)( n
q2
  принадлежит  )u(J
2
  в том и только в том случае, 
когда существует функционал 







   при 
)D(L)(y n 

, где ),D(L)(y n
1







  при  )D(L)u( n
p
 .  Ясно, что 
).t)(uA()t()t()t()t(
12
  Теорема доказана. 
           Следствие 1.  Пусть  )D(C)D(L:A nn
p
 линейный непрерывный  оператор,  

 RRD: n  и  

 R)RR(D:f nn    нормальные выпуклые интегранты.    Для того, чтобы функция  )t(u   среди всех  
  
функций  )D(L)(u n
p
  минимизировала функционал  (1) ,  достаточно, чтобы  нашлись  )D(L)( n
q
  ,   
)D(L)(y n
1
 , )D(L)(u n
1
  такие, что   
1)   )),t(u),t)(uA(,t(f))t(),t((u    





   при  )D(L)(u n
p
 , 
а если  выполнено условие леммы 1  при  )t(u)t(u
0
  и  )D(C)D(L:A nn
p
  линейный непрерывный   
компактный  оператор,  то условия   1)-3)  и являются необходимыми.  
            Пусть )D(C)D(L:A nn
p
 линейный непрерывный  оператор,  

 RRD: n  и 

 R)RR(D:f nn    нормальные выпуклые интегранты.    Аналогично можно рассмотреть (см. п.1.5) 
минимизацию  функционала 
                                             
 DD
dt))t(u),t)(Au(,t(fds))s)(Au(,s()u(J   
при следующих  ограничениях                      
                                                    )),t)(Au(,t(F)t(u      Dt ,    )D(L)(u n
p
 .               
        Пусть  )D(L)D(L:A nn
p 
  линейный непрерывный  оператор. Аналогично можно рассмотреть (см. п.1.5) 
минимизацию  функционала 
                                             
 DD
dt))t(u),t)(Au(,t(fds))s)(Au(,s()u(J   
в  пространстве )D(L)(u n
p
 .     
                                        
                        3.5. Невыпуклая экстремальная задача для операторных включений  
Пусть  D  компактное множество в  mR  и  Dint , )D(C)D(L:A nn
p
  линейный непрерывный  
компактный оператор.   B  дальнейшем  будем  предполагать,  что   

 RRRD:f nn    и  

 RRD: n   нормальные интегранты.        
Рассматривается задача минимизации функционала 
                                                    
 DD
dt))t(u),t)(Au(,t(fds))s)(Au(,s()u(J                                                               (1) 
при следующих  ограничениях                      
                                                    )),t)(Au(,t(F)t(u      Dt ,    )D(L)(u n
p
 .                                                             (2)                                  
          Положим  )}x,t(Fz:yzinf{)y,x,t(    и  









          Решение задачи  (1),(2)  обозначим через  )t(u .  Обозначим  





)dt))t(u),t)(Au(,t(()u(F  . 
Теорема 1. Пусть   nn compRRD:F  - многозначное отображение, )x,t(F  измеримо по  
t ,  

 RRRD:f nn    и  

 RRD: n  нормальные интегранты,  существует функция  
)D(L)(M
p
 , где  0)t(M   такая, что 
                                            11x xx)t(M)))x,t(F),x,t(F(   
при  .Rx,x n
1
  Кроме того,  пусть   )D(C)D(L:A nn
p











 ,  и  )D(L)(k
12
   такие , что     
                                  
211212211
yy)t(kxx)t(k)y,x,t(f)y,x,t(f    
при  n
2211
Ry,x,y,x  , 
                                                              yx)s(k)y,s()x,s(
2
  
при  nRy,x  . Тогда если   )D(L)(u n
p
   является решением задачи (1),(2), то существует число  
0r
0
  такое,  что  )t(u  минимизирует функционал   )u(J
r
  в пространстве  )D(Ln
p
 при  
0
rr  . 
Доказательство. Пусть  )D(L)(u~ n
p
 , )t)(u~A()t(x~  . Положим ))t(u~),t)(u~A(,t()t(  . По 
теореме  3.3.1  существует решение  )D(L)(u n
p
  задачи   ))t)(Au(,t(F)t(u    такое,  что 


















































































































































    Положив 

























имеем, что  )u~(Fr)u(J)u~(J
00
 . 
          Покажем, что  )t(u  минимизирует также функционал  )u(J
r
 в пространстве  )D(Ln
p
 при  
0
rr  .  
Предположим противное. Пусть существует  функция  )D(L)( n
p
  такая, что  )u(J)(Jr  . Так как для 
)(  существует решение )(
0
  задач и  (2)  такое, что )(rF)(J)(J
00
  при 
0
rr  , то     
                                   )u(J)(J)(rF)(J)(J r00  .     
  
Получим противоречие. Полученное противоречие означает, что )t(u  минимизирует 
также функционал )u(J
r
 в пространстве )D(Ln
p
  при  
0
rr  . Теорема доказана. 
          Теорема 2.  Пусть выполняется условие теоремы 1  при 1p  ,  )D(C)D(L:A nn
1
   линейный 
непрерывный компактный оператор и  функция )t(u  среди всех решений задачи  (2)  минимизирует 
функционал (1) . Тогда  существуют функции )D(L)( n

   ,  )D(L)(y n
1
 , )D(L)(u n
1
  такие, что   
1)   )))t(u),t)(Au(,t(r))t(u),t)(uA(,t(f())t(),t((u     при 
0
rr  , 





   при  )D(L)(u n
1
 . 
 Доказательство. По теореме 1  существует число 0r
0
  такое,  что  )t(u  минимизирует функционал  
)u(J
r
  в пространстве   )D(Ln
1
   при  
0
rr  ,  т.е.    )u(J)u(J
rr
   при  ).D(Lu n
1




   при    )D(Lu n
1
 ,  где 




















           Обозначим  )y,x,t(r)y,x,t(f)y,x,t(f  .  Так как существует суммируемая  функция   0)t(M   
 такая, что    yx)t(M))y,t(F),x,t(F(
X
     при   nRy,x  , то  
                              
21212211
yyxx)t(M)y,x,t()y,x,t(      
  при    n
2211
Ry,x,y,x  (см. [17]).   Поэтому 
                            
211212211
yy)1)t(k(xx))t(M)t(k()y,x,t(f)y,x,t(f   
при n
2211
Ry,x,y,x  .  Тогда  применяя  лемму  Фату  (см. [27]) имеем, что 





r    
Положив 





   




Легко проверяется, что для функционала )u(I  выполняется условие следствия 3.4.1. Поэтому 
по следствию 3.4.1 существуют функции )D(L)( n

  , )D(L)(y n
1
 , )D(L)(u n
1
   такие, что  
выполняется соотношение 1) - 3)  теоремы 2. Теорема доказана. 
       Отметим, что если D  компактное метрическое пространство, ),,D(   пространство c  
конечной положительной мерой,  то все результаты гл.3 остаются также верными. 
 
         3.6. О субдифференцируемости интегрального функционала с оператором 
      Пусть D  компактное метрическое пространство, ),,D(   пространство c  конечной 
положительной мерой, 

 RRD:f n  нормальный выпуклый интегрант, т.е. f -такая 
функция из nRD  в 

R , что })z,t(f:RR),z{(epf n
t
 -выпуклое замкнутое 
множество и  
t
epft   измеримо. 




  линейный непрерывный оператор. Рассмотрим субдиф- 
ференцируемость интегрального функционала   
D






          Отметим, что если 










  выпуклый функционал. 
  
 Субградиентами J  в точке )D(L)(u n
p0 1
  являются по определению, элементы 
)D(Ln
q1






 ,  для которых  





при всех )D(L)(u n
p1
  или, что равносильно,   











        Множество всех таких субградиентов обозначается через ))(u(J
0
  и называется 
субдифференциалом функционала J   в точке )(u
0
 . 
        В этом параграфе устанавливается связь между  ))(u(J
0
   и  ))t)(Au((f
0t
 .  




  линейный непрерывный компактный оператор, 

 RRD:f n  нормальный интегрант,  )x,t(fx    сублинейная функция в  nR ,  существуют 
функция  )D(L)(a n
1
   и  0c    такие, что   
2p
xc)x(a)x,t(f   при  nRx   и   )D(L)(y n
q1







 . Тогда        














           Доказательство.  По условию леммы 2  имеем, что   
D
dt))t)(Au(,t(f))(u(J  сублинейная функция 
в  ).D(Ln
p1
 Так как  
2p
xc)x(a)x,t(f   при  nRx ,  то  по теореме 3.2.1[6]  функционал  

D
dt))t(x,t(f)(x   непрерывен в   )D(Ln
p2
. 
           Ясно, что  
D
0
dt))t(y,t(f)y(I   сублинейная непрерывная функция в )D(Ln
p2
.  Поэтому по предло-
жению 3 ([6], стр.210) и по теореме 3 ([6], стр.362)  )0(I
0
  слабо  компактно и  )D(L)0(I n
q0 2
 .  Из 
теоремы  6.4.8[8]  следует, что 













  Известно, что  (см. [6])  )0(Iu
0
  в том и только в том случае,  когда  )0,t(f)t(u    
и  ).D(L)(u n
q2
   






  при ).D(L)(u n
p1




   
линейный непрерывный  компактный оператор.  Если  )D(L)(y n
q1






 ,  то  применяя 
теорему  6.2.7[12]  имеем 


















































        Следствие 1. Если удовлетворяется условие леммы 2, то )0(J)(y   в  том и только 
в том случае,  когда существует  функция  ),D(L)(u),0,t(f)t(u n
q2
   такая, что  ).t)(uA()(y    
    Теорема 1.  Пусть 

 RRD:f n  нормальный выпуклый интегрант, существуют функция 
)D(L)(a n
1
  и  0c   такие, что  
2p




  линейный 
непрерывный компактный оператор, ),D(L)(u n
p1
 )t)(uA()t(x  . Тогда )u(J  непусто и 
)D(L)(y n
q1
  принадлежит )u(J  в том и только в том случае, когда существует функция  
),D(L)(u)),t(x,t(f)t(u n
q2
   такая,  что  )t)(uA()(y   .  
Доказательство. Ясно, что 





















Из доказательства предложения 4.1[11]  имеем 










при )1,0( . Так как  






   







то ))t)(Au()t)(uA(,t(f))t)(uA(,t(f   и ))t)(uA(,t(f))t)(Au()t)(uA(,t(f   суммируемы 
при ).D(L)(u n
p1
  Тогда используя теорему Лебега получим 
                                    .dt))t)(Au();t)(uA(,t(f))(u);(u(J
D
   
 Если учесть, что ),0);t)(uA(,t(f))t)(uA(,t(f),0);(u(J)(u(J   то из следствия 1 
имеем, что )D(L)(y n
q1
  принадлежит  )u(J  в том и только в том случае, когда существует функция  
),D(L)(u)),t(x,t(f)t(u n
q2
   такая, что )t)(uA()t(y   . Теорема доказана. 




  линейный непре-







Приложение      
              1. Процессы, описываемые системой первого порядка 
               с частными производными с обобщенным управлением 
       Пусть rRU  непустое компактное множество, ,RUR]T,0[]S,0[:f ni   
n,,1,0i  ,  ))t,s(x,),t,s(x()t,s(x n1  ,  ,R]T,0[:i    .R]S,0[:g i   
        Рассмотрим минимизацию функционала 






                                                          (1) 
при условиях  











                    (2) 









                                       (3) 
где U)t,s(u   измеримая функция, ],T,0[L)(
2
i    ]S,0[L)(g
2
i  . 
      Положим   ]T,0[]S,0[D  ,  }.измеримы)t,s(u,U)t,s(u:u{V   
      Далее считаем, что функции )u,x,t,s(f i , )u,x,t,s(f i
x
,  n,,2,1,0i  , в множестве 
URD)u,x,t,s( n   непрерывны и по переменной x  удовлетворяют условию  Липшица 
с постоянной L .  
      По условию имеем 




         (4) 
при всех URD)u,x,t,s( n  , откуда следует, что  )D(L))t,s(u),t,s(x,t,s(f
2
i   при  
любых  )D(L)(x
2





   при  любых  )D(L)(x
2
  и V)(u  , где  n,,2,1,0i  . 
       Из леммы 3.2.1[17]  следует, что при выполнении перечисленных условий решение 
задачи (2),(3)  при измеримых функции U)t,s(u   существует и единственно. 
       Обозначим  },измеримы)t,s(,D)t,s(п.в.1)U)(t,s(:)U(rpm)t,s({   где 
)U(rpm  множество всех вероятностных мер Радона в U  (см.[4], стр. 294).  
      Рассмотрим обобщенную задачу для задачи (1)-(3), т.е. рассмотрим минимизацию 
функционала 






                                                            (5) 
при условиях  















                 (6) 
  
Под решением задачи (6)  соответствующим управлению     будем понимать вектор-
функцию  )D(L))t,s(x,),t,s(x()t,s(x n
2











  ,  которая удовлетворяет (6) .  













n1     






11      







   






0    . 

































    
       Обозначим   ),f,,f(h m11    ).f,,f(h n1m2   
       Покажем, что условие теоремы 5.3.2[4] выполняется. В теореме 5.2.3[4] положив 
0m    покажем, что отображения 
      Y]1,0[Y:))(,x(F),x(     и   Y]1,0[Y:))(,x(g),x(
0
  





 . Тогда из оценки (4) и теоремы 4.2.8[4] имеем, что 
  








    
    
    
    



























































































0     
т.е.  функционал Y]1,0[Y:))(,x(g),x(
0
  непрерывен. 
       Аналогично имеем, что (см. доказательство теоремы 4.2.9[4]) оператор 
Y]1,0[Y:))(,x(F),x(    непрерывен. 
       По условию,  легко проверяется, что отображения  
Y]1,0[Y:))(,x(F),x(     и   Y]1,0[Y:))(,x(g),x(
0
  
имеют непрерывные производные в точке  )0,x(  (см. также теоремы 4.2.8[4]). 
      По условию  уравнение )t,s(z)t,s(y),x(F)t,s(y
x
 , где Y)(z  , имеет единственное 
решение и решение непрерывно зависит от правой части, т.е. отображение ),x(FI
x
  
является гомеоморфизм из Y  в Y . Поэтому условие теоремы 5.2.3[4] выполняется. 
      Если положить },0{C},0{C,0),x(g,0),x(g
2121
  то из теоремы 5.2.3[4] 
имеем следующее следствие 1. 
      Следствие 1. Если  Y),x(  является решением задачи (4),(5), то 




   
при  . 
         Из следствие 1 следует следующее следствие 2. 
         Следствие 2. Если   Y),x(   является решением задачи (5),(6), то 



























при  . 
        Пусть   . Положим 
  




   
Тогда     ).t,s)(;,x(FD)t,s(p)),x(F(I(
2x
  Ясно, что  















    
Так как    )t,s)(;,x(FD)t,s(p)),x(F(I(
2x









   
 то имеем, что 
















1    
         Положив  ),p,,p(p m1   ),p,,p(p~ n1m   
     )),t,s()t,s(),t,s(x,t,s(h)t,s(m 1
1















                                              (7) 
где   0)t,0(p  , .0)0,s(p~   
      Из следствия 2 имеем, что 







                           (8) 
при   . 
       Положим  i
n
1i
i0 )u,x,t,s(f)u,x,t,s(f),u,x,t,s(H  

 и выпишем сопряженную 
































       Обозначим   ),,,( m1    ),,,(~ n1m     































Из (7)  и (9)  имеем 
  











,                                                                             (10)  















                                                    (11) 
где ))t,s(m),t,s(m()t,s(m
21
 . Из  (11)  получим 














   
Тогда из (8)  следует, что   

















                      0dsdt))t,s()t,s(),t,s(x,t,s(f 0   
при   . Отсюда следует 
















                      0dsdt)))t,s()t,s(),t,s(x,t,s(f 0   
при   . Поэтому 





   
при   . Тогда  








i   

 
при   . Отсюда имеем 





   
при   . 
         Пусть },,{
21
  такое семейство измеримых функций из D  в rR , что 
}),t,s(),t,s({
21




  при E)t,s(  , 
где 
)t,s(j
  мера Дирака, )t,s()t,s(   при E)t,s(   для каждого Nj  и каждого 
измеримого подмножества  DE , то по условию имеем, что 






Отсюда по условию 1.4.37(7)[4]  следует, что 





п.в. D)t,s(  . Поэтому 




.                        
  






п.в. D)t,s(  .  Поэтому  





       Таким образом доказана следующая теорема. 
       Теорема 1. Если   Y),x(   является решением задачи (5),(6), то 





       Отметим, что ряд утверждений о непрерывности функционалов с обобщенным 
управлением имеются в [17 ] (см. леммы 4.1.1-4.1.5)  и  [4] (см. теоремы 4.2.8). 
       Если решение из класса )D(L))t,s(x,),t,s(x()t,s(x n
p











  ,  p1 , то для задачи (5),(6)  
аналогично можно получить необходимое условие оптимальности. 
 
2. Оптимальное управление процессами, описываемыми системой  
первого порядка с частными производными  














    
,RU]S,0[: k
11
   n
22
RU]T,0[:  .  












  .  






































































       Пусть     US,0T,0:)(h
0
 ,   
11
US,0:)(h  ,   
22
UT,0:)(h    измеримые 
функции. Далее считаем, что включение и равенства удовлетворяются почти всюду. 
       Функция  pV),u(   удовлетворяющая системы 







                                    (1) 
и условии 
                            )),s(h,s()s,0(u
11
      )),t(h,t()0,t(
22
               (2)               
называется решением задачи (1), (2).  
         Рассмотрим задачу минимизацию функционала       
  




















                   (3) 
среди всех решений задачи (1),(2). 
        Обозначим  )U,,u,s,t(f),u,s,t(a),U,,u,s,t(f),u,s,t(a
2211
 ,  
)U,s()s(M
111
 ,  )U,t()t(M
222
 . 
     Рассмотрим минимизации  функционала (3) среди всех решений задачи      







                                                      (4) 
при условии 
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1
    )t(M)0,t(
2
 .                                                 (5) 
       Пусть выполняются следующие условия: 
1) Функции ),,u,u,s,t(f
110
   и  )h,,u,s,t(f
0i
 ,  2,1i  ,  удовлетворяют условию 
Каратеодори  и удовлетворяют условия Липшица  относительно переменных  
),,u,u(
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   и  )h,t(
22
  удовлетворяют условию Каратеодори,  




  удовлетворяют условия Липшица  относительно перемен- 
ных  z   и y  соответственно с постоянной L , где n2k2 Ry,Rz  . 
     Отметим, что аналогично [4], стр. 403, можно показать, что  задачи (1)-(3)  и  (3)-(5) 
эквивалентны.  
       Положим   ]T,0[]S,0[D  ,  },измеримы)t,s(u,U)t,s(u:u{V    
          },измеримы)t,s(,D)t,s(п.в.1)U)(t,s(:)U(rpm)t,s({    
         },измеримы)s(],S,0[sп.в.1)U)(s(:)U(rpm)s({
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         }измеримы)t(],T,0[tп.в.1)U)(t(:)U(rpm)t({
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 , 




 множество всех вероятностных мер Радона в U , 
1
U  и 
2
U  соответственно.  
       Рассмотрим обобщенную задачу для задачи (1)-(3), т.е. рассмотрим задачу миними-
зации функционала       




















                   
среди функций, удовлетворяющих системе 
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и условию 
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     Из теоремы 1.6.13 и 1.6.14[4]  следует, что     














         
     Рассмотрим минимизацию  функционала (3) среди всех решений задачи      
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при условии 
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1
    )t(P)0,t(
2
 .                                                    (9) 
      Отметим, что задачи  (3),(6),(7)   и  (3),(8),(9)  эквивалентны. 
      Из леммы 5.7.1 [23] следует следующая лемма 1. 
      Лемма 1. Если rRU  компактное множество, knk
1
RURR]S,0[]T,0[:f    
удовлетворяет условию Каратеодори  и условию Липшица  относительно переменных  
),u(   с постоянной L , то  
                      ),u(),u(L)),u,s,t(a),,u,s,t(a(
111111X
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RR),u(),,u(  . 
          Положим  )},,u,s,t(ay:yzinf{)z,,u,s,t(
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(или   )},,u,s,t(Py:yzinf{)z,,u,s,t(
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        Из теоремы 3.2.1[17] следует, что верна следующая теорема 1. 
        Теорема 1. Если rRU , 1r
1
RU   и 2r
2
RU   компактные множества, функции 
knk
1
RURR]S,0[]T,0[:f  ,  nnk
2
RURR]S,0[]T,0[:f   удовлетворяют 
условию Каратеодори  и  условию Липшица  относительно переменных  ),u(   с 
постоянной  L , функция  RRR]S,0[]T,0[:f n2k2    измерима по )s,t(  и  удовлет-
воряет условию Липшица  относительно переменных  ),,u,u(
11
  с постоянной L ,  
функции  RRR]S,0[: kk0
1
   и   RRR]T,0[: nn0
2
   измеримы по s  и t  





  соответственно с постоянной L , функции ,RR]S,0[: kr
1
1   nr
2
RR]T,0[: 2   




VV),u(  , )p1(   являются решением 









  pqqp  , такие, что 
    1)   ),s,t((),s,t(f())s,t(),s,t(),s,t(v),s,t(v(
1st
 
          )),s,t(),s,t(),s,t(u),s,t(u))(,s,t(
st2
  











     Отметим, что аналогично теореме 5.7.2 [23]  из теоремы 1 можно получить необходи-
мое условие оптимальности для задачи (1)-(3)  или (3),(6),(7)  в виде принципа максимума.  
 
               3. Градиент в одной дискретной задаче оптимального  
                      yправления в бесконечном интервале    
       Рассмотрим следующую задачу оптимального управления с дискретном временем: 
минимизировать функцию 






))ux()u(J                                                              (1) 
при условиях 
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   и 
i
Ф  предполагается известными, ,RRR:f nrn
i
   RRR:Ф rn
i
 . 
         Будем пользоваться следующими обозначениями: 















































































   обозначено гильбертово пространство, состоящее из всевозможных последова-
тельностей    )R(),u,u,u(u rr
2210
  с нормой 












Считаем, что существуют числа 0c   и  
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),a,a,a(a     такие, что 






a)ux(c)u,x(Ф rn  . 
Так как r
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)(   , т.е. каждый линейный непрерывный 
функционал    )(u r
2
   имеет вид 






u,uu,u  , 
где  .),u,u,u(u r
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    Положим 
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 ,  








  .  
  
     Teoрема 1. Пусть функции 
i
Ф  и 
i
F   имеют частные производные по переменным х и 
u  при nRx  и rRu  и существуют числа  0L  , 0L
1





 , и  0L
2
  
такие, что   
                  1) hLzL)u,x(f)hu,zx(f
21ii
 , 
                  2) )hz(L)u,x(f)hu,zx(f
xiix
 , 
                  3) )hz(L)u,x(f)hu,zx(f
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           4) zL)x()zx(
xixi
 ,          5) zL)x()zx(
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  





















),x,x,x(x,),u,u,u(u     
.),,,(и n
2210
  Тогда функция (1) при условиях (2)  непрерывно дифференци-
руема в норме  r
2
 ,  причем ее градиент 















   
       Доказательство. Пусть  r
2
hu  иu    и пусть  x   и  n
2
xx   соответствующие 
этим управлениям дискретные траектории задачи (2), а J)u(J)hu(J   и)u(J   
соответствующие значения функции (1). Из (2) следует, что приращение x  
удовлетворяет условиям 




,    ,,2,1,0i,0x
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                       
Так как  
                        )u,x(Ф)hu,xx(ФФ
iiiiiiiii
 , 
то из (1) получим, что 
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Ясно, что  
  




















Из формулы конечных приращений следует, что 





           .,2,1,0i,10,h),,hu,xx(H
iiiiiiiiiiui
  
Тогда имеем  































































Тогда имеем, что 




























. Поэтому  


















   Отсюда следует, что 












































Если  0L21 2
1





 .  Поэтому 

























По условию существует число  0c   такое, что c
i






























































  Аналогично существует число  0K   такое, что                












































. Теорема доказана. 
     Отметим, что если существуют числа 0c   и  
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),a,a,a(a    такие, что     
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