Neural machine translation models have little inductive bias, which can be a disadvantage in low-resource scenarios. They require large volumes of data and often perform poorly when limited data is available. We show that using naive regularization methods, based on sentence length, punctuation and word frequencies, to penalize translations that are very different from the input sentences, consistently improves the translation quality across multiple low-resource languages. We experiment with 12 language pairs, varying the training data size between 17k to 230k sentence pairs. Our best regularizer achieves an average increase of 1.5 BLEU score and 1.0 TER score across all the language pairs. For example, we achieve a BLEU score of 26.70 on the IWSLT15 English-Vietnamese translation task simply by using relative differences in punctuation as a regularizer.
Introduction
One of the major challenges when training neural networks is overfitting. Overfitting is what happens when a neural network in part memorizes the training data rather than learning to generalize from it. To prevent this, neural machine translation (NMT) models are typically trained with an L 1 or L 2 penalty, dropout, momentum, or other general-purpose regularizers. Generalpurpose regularizers and large volumes of training data have enabled us to train flexible, expressive neural machine translation architectures that have provided a new state of the art in machine translation.
For low-resource language pairs, however, where large volumes of training data are not available, neural machine translation has come with diminishing returns (Koehn and Knowles, 2017) . The general-purpose regularizers do not provide enough inductive bias to enable generalization, it seems. This is an area of active research, and other work has explored multi-task learning (Firat et al., 2016; Dong et al., 2015) , zero-shot learning (Johnson et al., 2016) , and unsupervised machine translation (Gehring et al., 2017) to resolve the data bottleneck. In this paper, we consider a fully complementary, but much simpler alternative: naive, linguistically motivated regularizers that penalize the output sentences of translation models departing heavily from simple characteristics of the input sentences.
The proposed regularizers are based on three surface properties of sentences: their length (measured as number of tokens), their amount of punctuation (measured as number of punctuation signs), and the frequencies of their words (as measured on external corpora). While there are languages that do not make use of punctuation (e.g., Lao and Thai), in general these three properties are roughly preserved across translations into most languages. If we translate a sentence such as (1), for example:
(1) That dog is a Chinook. it is relatively safe to assume that a good translation will be short, contain at most one dot, and contain at least one relatively frequent word (for dog) and at least one relatively infrequent word (for Chinook). This assumption is the main motivation for our work.
Contributions Our contribution is three-fold: (a) We propose three relatively naïve, yet linguistically motivated, regularization methods for machine translation with low-resource languages.
Two of the regularizers are derived directly from the input, without relying on any additional linguistic resources. This makes them adequate for low-resource settings, where the availability of linguistic resources can generally not assumed. Our third regularizer (frequency) only assumes access to unlabeled data. (b) We show that regularizing a standard NMT architecture using naive regularization methods consistently improves machine translation quality across multiple low-resource languages, also compared to using more standard methods such as dropout. We also show that combining these regularizers leads to further improvements. (c) Finally, we present examples and analysis showing how the more linguistically motivated regularizers we propose, help low-resource machine translation.
Related Work
End-to-end neural machine translation is based on encoder-decoder architectures Luong et al., 2015a Luong et al., , 2017 , in which a source sentence x = (x 1 , x 2 , ..., x n ) is encoded into a vector (or a weighted average over a sequence of vectors) z = (z 1 , z 2 , ..., z n ). The hidden state representing z is then fed to the transducer (also called decoder) which generates translations, noted as y = (y 1 , y 2 , ..., y m ).
Neural machine translation has achieved stateof-the-art performance for various language pairs (Luong et al., 2015a; Sennrich et al., 2015; Luong and Manning, 2016; Neubig, 2015; Vaswani et al., 2017) , especially when trained on large volumes of parallel data, i.e., millions of parallel sentences (also called bi-sentences), humanly translated or validated. Such amounts of training data, however, are difficult to obtain for low-resource languages such as Slovene or Vietnamese, and in their absence, neural machine translation is known to come with diminishing returns, suffering from overfitting (Koehn and Knowles, 2017) .
In order to avoid overfitting, NMT models are often trained with L 1 or L 2 regularization, as well as other forms of regularization such as momentum training or dropout (Srivastava et al., 2014; Miceli Barone et al., 2017) . However, these regularization methods are very general and do not carry any language specific information.
On the other hand, it has been shown that transfer learning approaches using out of domain data, such as the European Parliament data 1 , to regularize the learning helps improve the translation quality (Miceli Barone et al., 2017) . This approach produces good results, but it is not applicable in low-resource settings because it requires large amounts of data in the language of interest. To the best of our knowledge, our work is the first to introduce naive, linguistically motivated regularization methods such as sentence length, punctuation and word frequency.
Model Description

Baseline
In order to show the impact that our regularizers have on the translation quality, we use an off-the-shelf NMT system described by Luong et al. (2017) as our baseline. The model consists of two multi-layer recurrent neural networks (RNNs), one that encodes the source language and one that decodes onto the target language. For the encoder cell, we use a single Long Short-Term Memory (LSTM) layer (Hochreiter and Schmidhuber, 1997) and output the hidden state, which then gets passed to the decoder cell.
We train our models to minimize the crossentropy loss and back-propagate the loss to update the parameters of our model. We update network weights using Adam optimization (Kingma and Ba, 2014), which calculates the exponential moving average of the gradient and squared gradient, and combines the advantages of AdaGrad and RMSProp. For the purpose of comparison, we set the dropout to 0.2, similar to Luong et al. (2015b) .
Regularized NMT
To apply our new regularizers, we add each regularizer to the loss function during the training of the NMT model (Luong et al., 2015a; Luong and Manning, 2016; Luong et al., 2017) . Since we aim to minimize the cross-entropy loss, this means that we favor training instances which have a low penalty from the regularizers (e.g., a small length difference). Importantly, we do not use dropout in this scenario, as we want to contrast our naive, but linguistically motivated signals with a traditional, but not linguistically motivated regularization method, i.e., dropout.
Furthermore, we do not explore alternative ways for adding regularizers to the loss function here (other alternatives could be to have a weighted penalty which is then tuned to find the best penalty and added to the loss function for testing). The main purpose of this work is to study the effect of naive linguistically motivated regularizers and show that they can improve translation quality; we leave it to future work to find the optimal configuration of regularizers that maximizes the overall translation quality.
4 Naive Regularizers 4.1 Length-Based Regularizer NMT models have shown to suffer "the curse of sentence length", and it has been hypothesized that this is due to a lack of representation at the decoder level Pouget-Abadie et al., 2014) . Our proposed sentence-length-based regularizer penalizes relative differences between the input and the MT output lengths during the training of the NMT model:
Here, l 0 and l 1 represent the input sentence and the MT output sentence lengths, respectively, as measured by the number of words (not to be confused with L 1 and L 2 regularization methods). Note that this regularizer is different from the word penalty feature in phrase-based machine translation (Zens and Ney, 2004) , which only penalizes the target sentence length. The relative difference between the input and the MT output sentence lengths is also used as a feature in Marie and Fujita (2018) .
Punctuation-Based Regularizer
The punctuation-based regularizer penalizes training instances whenever the amount of punctuation marks in the input sentence differs from the amount in the MT output sentence. It is computed as follows:
Here, p 0 and p 1 is the total number of punctuation marks in the input and the MT output sentence, respectively. Unfortunately, the only available methods to generate more efficient NMT models have included data intensive methods such as sentence alignment . Some very early research done in alignment used simple methodologies such as punctuation-based alignment (Chuang et al., 2004) . Our second regularizer is based on this simple idea, as it penalizes training instances where the quantities of punctuation marks differ between input and MT output sentences. Example (2) is taken from the training set of the French-English translation task:
(2) IN Pas parce qu'ils sont moins bons, pas parce qu'ils sont moins travailleurs. REF And it's not because they're less smart, and it's not because they're less diligent. OUT And . . . . . . . . . . . . .
We note that the punctuation in the French input sentence matches the punctuation of the desired English reference. However, during an early training step, the NMT model translates the input to a sequence containing six times the number of punctuation marks in the input sentence, which is obviously incorrect. Our punctuation regularizer further penalizes examples like this one.
Frequency-Based Regularizer
Our last regularizer is based on the distribution of word frequencies between the source and the target sentences. Generally speaking, if the source sentence contains an uncommon word, we assume that its translation in the target language is also uncommon. The intuition behind this regularizer is that if the source sentence contains one uncommon word and three common words, then its accurate translation should contain similar word frequencies. The example below is extracted from the English-French translation task:
( is to calculate how different the MT output sentence is from the source input in terms of vocabulary distribution. For instance, the frequency of using the word chauve-souris in French is almost similar to the frequency of using its English translation bat in English. The same could be applied for the more frequent words such as et in French and its English translation and.
We start by computing the frequency vectors − → v in and − → v out , containing the frequency for every word w i in the input and MT output sentence, respectively:
To calculate the word frequencies f (w) for each language, we use the Wikipedia database 2 as an external resource. Table 1 contains the size of the datasets (in number of words) used to estimate these. We note that there is considerably more data for English and French than for e.g. Vietnamese (cf. Table. 1); we discuss the effect that this might have on the results in Sec. 6.
We interpret the resulting frequency vectors − → v as distributions, for which we now calculate the Kullback-Leibler (KL) divergence to obtain our regularization term:
Essentially, this regularizer penalizes translations if their word frequency distributions diverge too strongly from those of the source sentence. OUT C'était une femme forte portant une fourrure autour du cou
Example (4) shows an input sentence and its MT output, for which we would compute the frequency vectors as follows:
The purpose of our experiments is to show that signals such as sentence length, punctuation or word frequency help improve the translation quality of a standard neural machine translation architecture. To that effect, we experiment with 12 translation tasks, translating from English to six low-resource languages, and vice versa.
The six languages represent the following language families: Slavic, Romance, Germanic, and Austro-Asian. We further vary the size of the training data to test how our regularization methods affect the quality of the MT output in different setups. Table 2 contains the size of the training, development and test set for every language pair. Note that the training sets vary considerably in size, from 17k sentence pairs for Slovene to almost 233k for French.
The data is from the International Workshop on Spoken Language Translation (IWSLT), except for Russian, Slovene and Vietnamese which are from IWSLT 2015, the data for the remaining translation tasks is from IWSLT 2017 (Cettolo et al., 2012) .
Preprocessing The purpose of our experiments is to learn how to efficiently translate low-resource languages. For that purpose, we do not use any advanced preprocessing for any of our translation tasks except tokenization where we use the script from the Moses toolkit (Koehn et al., 2007) . We also set the maximum sentence length to 70 tokens and the vocabulary size to 50k.
Training Details
We use the attention-based model described in Luong et al. (2015b) . Our model is composed of two LSTM layers each of which has 512-dimensional units and embeddings; we also use a mini-batch size of 128. Adding an attention mechanism in neural machine translation helps to encode relevant parts of the source sentence when learning the model. We propose to add additional regularizers on top of the attention-based model at each translation step.
We have noticed that the convergence highly depends on the language pairs involved. While our baseline model is identical to the NMT model described by Luong et al. (2015b) , we deviate from their training procedure by continuing the training until convergence, which for us took 15 epochs instead of the 12 epochs described by the authors. The convergence in our case is measured by the models having no improvements on the development set over five epochs. Table 3 shows that our baseline is +1.5 BLEU points better than the scores reported by Luong et al. (2015b) . On top of that, our length-based and punctuation-based models produce a statistically significant improvement over the baseline (+0.5 BLEU points).
We train all our models automatically until convergence. In Table 4 , we report the number of epochs it took to converge by translation task when translating to/from English. We note that except for Czech and Slovene, which converged the quickest, most of the translation tasks took between 15k and 20k steps to converge.
Evaluation
In order to show that the naive regularizers which we propose in this paper significantly boost the translation quality, we test the machine translation output using the toolkit MultEval defined in Clark et al. (2011) . In this paper, we report the results using three commonly used metrics: the n- Table 3 : Baseline vs. our proposed models on the English-Vietnamese translation task, using the same dataset as Luong et al. (2015b) . The results in bold represent statistically significant results compared to the baseline according to Mul-tEval (Clark et al., 2011) . gram based metrics BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005) , as well as the error-rate based metric TER (Snover et al., 2006) . The evaluation metric BLEU (Papineni et al., 2002) is based on n-gram matching between the input and the output, whereas the error-rate based metric TER (Snover et al., 2006) measures how many edits are needed so that the machine translation resembles the man-made reference. Table 5 shows the results for all language pairs and all metrics. We observe an improvement over the et al., 2011) . Note that for BLEU and METEOR, higher is better, while for TER, lower is better. All regularization schemes almost consistently lead to improvements, with the punctuation-based regularizer achieving the highest gains.
Results
baseline across almost all language pairs for all models and across all metrics. We obtain statistically significant results for almost all translation tasks for at least one regularization method.
More specifically, the punctuation regularizer outperforms all the other models on all translation tasks except for French-English and English-French. For the latter, we observe that the word frequency regularizer is better than the other systems. This could be explained by the fact that the English vocabulary has many words borrowed from French, which makes the word frequency regularizer a better signal than punctuation or sentence length for this specific task. It also could be due to the fact that both English and French have the largest vocabulary for training the word frequencies (cf. Table 1 ; English has around 80M words and French has around 50M words, whereas all other languages have much less data).
The most challenging translation tasks are Slovene-English and English-Slovene, especially in terms of error rate. The results show that with 17k sentence pairs as a training set, it becomes more challenging to efficiently learn anything. The results we obtained are between 2 and 5 BLEU points when translating from English. The Slovene output contained many nontranslated words. Specifically, this task greatly suffers when using the word frequency regularizer, with an error increase of about 10 TER points from English to Slovene. We do not observe such losses for the Czech-English and English-Czech transla-tion tasks, even though the vocabulary size for estimating the word frequencies is lower for Czech. We hypothesize that this is due to the Czech training set being seven times larger than the Slovene one. We hypothesize that this is due to the fact that for Slovene we only have 17K sentence pairs for the training step; whereas for Czech, we have 122K sentence pairs, which helped control the model compared to Slovene.
One case where the punctuation regularizer succeeds consistently is on the English-German and German-English translation tasks, with an error reduction of about 1 TER point. This reflects the similarity in punctuation between these languages. Although we also observe improvements using the other regularization methods, e.g. the length-based method, these are not statistically significant here as calculated by MultEval (Clark et al., 2011) . Table 3 shows the BLEU scores of seven different systems including the one where we combine our three regularizers on the English-Vietnamese translation task. The combined regularizer does not only produce a statistically significant improvement of almost 1-BLEU point over the attention based baseline, but it also outperforms all the other regularizers achieving a BLEU score of 27.23.
Translation Examples
The punctuation regularizer outperforms the baseline in most cases, and all of our regularization methods show statistically significant improvements in at least one language. Below we present examples, extracted from the test data, of how each of the regularization methods affects the output in comparison to the baseline model. The purpose of the examples is to show how each objective function in the learning component affects the performance component.
Frequency-Based Regularizer
The frequency-based regularization method penalizes cases where the distribution of the target vocabulary greatly differs from the source vocabulary. We have noted a significant improvement for this specific regularizer when translating from French to English and vice-versa. Examples (5) and (6) More precisely, entourés in French is almost as frequent as surrounded in English, which is a word that our model with frequency-based regularization translates correctly, while the baseline does not. Additionally, in Example (6), our model has a better fluency and adequacy than the baseline since it not only correctly translates l'intérêt to interest, but also correctly produces of all instead of in all, as in the baseline output.
Punctuation-Based Regularizer
The punctuation-based regularization performs best in the German-English and English-German translation tasks. This regularizer penalizes cases where the difference in the number of punctuation between the source and the target sentences is particularly large. As seen in Example (7), simply introducing this bias into a translation model leads to an output which more closely matches the punctuation of the source and target sentences.
(7) IN Und die Antwort , glaube ich , ist ja .
[ " F = T ∇ Sτ " ] . Was Sie gerade sehen , ist wahrscheinlich die beste Entsprechung zu E = mc 2 für Intelligenz , die ich gesehen habe . REF And the answer , I believe , is yes .
[ " F = T ∇ Sτ " ] What you're seeing is probably the closest equivalent to an E = mc 2 for intelligence that I've seen . BASE And the answer , I think , is yes .
PUNC And the answer , I think , is yes .
[ " R = T T <unk> " ] What you're looking at is probably the best <unk> <unk> <unk> of intelligence that I've seen .
The baseline MT output completely fails to cap-ture anything from the input except for the first part up to ". . . is yes." Our punctuation-based model, however, manages to capture most parts of the sentence.
Length-Based Regularizer
Finally, the length-based regularization method leads to noticeable improvements in the Czech-English and English-Czech translation tasks. Example (8) shows that introducing an input sentence length bias led to an MT output that is much closer to the reference than the baseline. The input sentence consists of 12 tokens (including punctuation), the baseline output consists of 10 tokens, while our length based regularization model preserves the length of 12 tokens. 
General Improvements
The Slovene dataset is our smallest with about 17k sentence pairs for training. Despite the low amount of resources available in Slovene, we found that introducing very naive linguistic biases into our machine translation models actually leads to subtle differences that result in an output closer to the reference, not only lexically, but also semantically. In Example (9), we compare the output of the frequency based system against the baseline for the Slovene to English translation: Example (10) shows another case of how the output of the frequency-based regularization system actually shows overall improvements in an extremely low-resource language. The output of our system is semantically closer to the reference than the baseline output, up to the word educate. In addition, the system preserves a similar length as the source sentence. Finally, Example (11) shows a low-resource case where our system manages to make subtle changes in order to reach the correct translation, whereas the baseline system does not.
Conclusion
We have shown that using naive regularization methods based on sentence length, punctuation, and word frequency consistently improves the translation quality in twelve low-resource translation tasks. The improvement is consistent across multiple language pairs and is not dependent on the language family. We have reported and discussed examples demonstrating why and how each regularizer is improving the translation quality.
Our proposed approach shows that even naive, but linguistically motivated, regularizers help improve the translation quality when training NMT models. We believe this shows the usefulness of using task-related regularizers for improving neural models, and opens the door for future work to exploit these regularization methods in an even more efficient manner by experimenting with different ways of combining the regularizers with the loss function.
