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STABILITY OF SOLUTIONS TO NONLINEAR
DIFFUSION EQUATIONS
TEEMU LUKKARI
Abstract. We prove stability results for nonlinear diffusion equa-
tions of the porous medium and fast diffusion types with respect
to the nonlinearity power m: solutions with fixed data converge in
a suitable sense to the solution of the limit problem with the same
data as m varies. Our arguments are elementary and based on a
general principle. We use neither regularity theory nor nonlinear
semigroups, and our approach applies to e.g. Dirichlet problems in
bounded domains and Cauchy problems on the whole space.
1. Introduction
We study the stability of positive solutions to the parabolic equation
(1.1) ∂tu−∆u
m = 0
with respect to perturbations in the nonlinearity power m. The main
issue we address is whether solutions with fixed boundary and initial
data converge in some sense to the solution of the limit problem as
m varies. This kind of stability questions are not only a matter of
merely mathematical interest; in applications, parameters like m are
often known only approximately, for instance from experiments. Thus
it is natural to ask whether solutions are sensitive to small variations
in such parameters or not.
The equation (1.1) is an important prototype of a nonlinear diffusion
equation. Form > 1, this is called the porous medium equation (PME),
and m < 1, the fast diffusion equation (FDE). The PME is degenerate,
the diffusion being slow when u is small. The FDE is singular, and
the opposite happens: the diffusion is fast when u is small. We do not
exclude the case m = 1, when we have the ordinary heat equation.
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However, we do restrict our attention to the supercritical range:
m > mc, where mc = (n− 2)+/n.
For the basic theory of the porous medium and fast diffusion equations,
we refer to the monographs [8, 29, 30] and the references therein.
It turns out that stability with respect to m for (1.1) with con-
vergence in an Lp space can be established in a relatively elementary
manner. The reason is that weak solutions to (1.1) are defined in terms
of the function um instead of u. This means that um and its gradient
are always L2 functions, even if m varies. The starting point of our ar-
gument is a compactness property of weak solutions: locally uniformly
bounded sequences of weak solutions contain pointwise almost every-
where convergent subsequences. With the compactness result in hand,
stability for a particular problem follows by verifying the local uniform
boundedness and that the correct initial or boundary values are at-
tained. Only some fairly simple estimates are needed for the second
step. More spesifically, we do not need Hölder continuity, Harnack’s
inequality, or reverse Hölder inequalities for the gradient. We carry
out the latter step in detail in two cases: for Dirichlet problems with
nonzero boundary values on bounded domains, and for Cauchy prob-
lems on the whole space, with initial data a positive measure of finite
mass.
The previous result closest to ours is that of Bénilan and Crandall [3].
They prove the stability of mild solutions to
(1.2) ∂tu−∆ϕ(u) = 0
with respect to ϕ using the theory of nonlinear semigroups. Here ϕ
can be a maximal monotone graph; in the case of a power function,
the assumption used in [3] reduces to m ≥ mc. Our approach is differ-
ent from that of [3], as we do not employ the machinery of nonlinear
semigroups.
Explicit estimates for the difference of two solutions to the Cauchy
problem can be established by employing Kružkov’s “doubling of vari-
ables” technique, see [5, 6, 16]. However, these estimates hold only un-
der some restrictions; the initial values need to be bounded, and these
results apply only in the degenerate case m ≥ 1. See also [24, 25] for
some estimates in the onedimensional situation.
Our result on the Cauchy problem applies with initial data a measure
with finite mass. An example of such a situation is provided by the
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celebrated Barenblatt solutions [2, 31]. For m > 1, it is given by
(1.3) Bm(x, t) =
t−λ
(
C − λ(m−1)
2mn
|x|2
t2λ/n
)1/(m−1)
+
, t > 0,
0, t ≤ 0,
where
λ =
n
n(m− 1) + 2
.
For mc < m < 1, it is convenient to write the formula as
(1.4) Bm(x, t) =
t−λ
(
C + k |x|
2
t2λ/n
)−1/(1−m)
, t > 0,
0, t ≤ 0,
where
k =
λ(1−m)
2mn
.
Note that λ and k are strictly positive, since here mc < m < 1. If one
chooses the constant C so that the normalization∫
Ω
Bm(x, t) dx = 1
holds for all t > 0, the initial trace of Bm is the Dirac measure at the
origin. Hence our results imply that
Bmi → Bm as mi → m
in an Lp space. As far as we know, the previous stability results do not
contain this fact.
Our results include the case when the limiting problem is the heat
equation. In this situation, we do not need the restrictions m ≥ 1
or m ≤ 1 on the approximating problems; both degenerate (m > 1)
and singular (m < 1) problems are allowed. However, the restriction
m > mc seems essential, as a number of the tools we use are known
to fail when 0 < m ≤ mc. For instance, local weak solutions might
no longer be locally bounded, and the L1-L∞ smoothing effect for the
Cauchy problem fails. See [4, 27] for case when m→∞, and [12, 14, 15]
for the case m→ 0.
Generalizing our argument to other boundary and initial conditions
is straightforward. For instance, Neumann boundary conditions and
Cauchy problems with growing initial data can be handled similarly.
Generalization to nonlinearities other than powers, as in (1.2), should
also be possible, albeit less straightforward.
We also provide an alternative argument for the stability of Dirichlet
problems in bounded domains in the case m ≥ 1. Compared to the
previous argument, the advantages of this approach are the fact that
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local boundedness is not needed, and that one can in addition estimate
the difference of two solutions in terms of the difference of the respective
nonlinearity powers. The disadvantages are the restriction m ≥ 1 and
the fact that the proof seems less amenable to generalizations, since we
employ strong monotonicity. See [24, 25] for similar estimates in the
onedimensional case.
Our proofs illustrate the differences between the the p-parabolic
equation
(1.5) ∂tu− div(|∇u|
p−2∇u) = 0
and the equation (1.1). For (1.5), changing the exponent p also changes
the space to which weak solutions belong. Dealing with this in the case
of (1.5) is quite delicate, and one needs the fact that the gradient satis-
fies a reverse Hölder inequality. The equation (1.1) has the remarkable
advantage that we may work in a fixed space, and our results do not rely
on the more sophisticated tools of regularity theory. The case of (1.5) is
detailed in [18]. See also [20] equations similar to the p-Laplacian, [19]
for obstacle problems, [21] for eigenvalue problems, and [1] for triply
nonlinear equations.
The paper is organized as follows. In Section 2, we recall the neces-
sary background material, in particular the definition of weak solutions.
Section 3 contains the proof of the compactness theorem for locally
bounded sequences of weak solutions. The actual stability results are
then established in Sections 4 and 5, for Dirichlet problems in the for-
mer and Cauchy problems in the latter. We finish by presenting the
alternative proof for Dirichlet problems in Section 6.
2. Weak solutions
Let Ω be an open subset of Rn, and let 0 < t1 < t2 < T . We use
the notation ΩT = Ω × (0, T ) and Ut1,t2 = U × (t1, t2), where U ⊂ Ω
is open. The parabolic boundary ∂pUt1,t2 of a space-time cylinder Ut1,t2
consists of the initial and lateral boundaries, i.e.
∂pUt1,t2 = (U × {t1}) ∪ (∂U × [t1, t2]).
The notation Ut1,t2 ⋐ ΩT means that the closure Ut1,t2 is compact and
Ut1,t2 ⊂ ΩT .
We use H1(Ω) to denote the usual Sobolev space, the space of func-
tions u in L2(Ω) such that the weak gradient exists and also belongs
to L2(Ω). The norm of H1(Ω) is
‖u‖H1(Ω) = ‖u‖L2(Ω) + ‖∇u‖L2(Ω).
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The Sobolev space with zero boundary values, denoted by H10 (Ω), is
the completion of C∞0 (Ω) with respect to the norm of H
1(Ω). The dual
of H10 (Ω) is denoted by H
−1(Ω).
The parabolic Sobolev space L2(0, T ;H1(Ω)) consists of measurable
functions u : ΩT → [−∞,∞] such that x 7→ u(x, t) belongs to H
1(Ω)
for almost all t ∈ (0, T ), and∫
ΩT
|u|2 + |∇u|2 dx dt <∞.
The definition of L2(0, T ;H10(Ω)) is identical, apart from the require-
ment that x 7→ u(x, t) belongs to H10 (Ω). We say that u belongs to
L2loc(0, T ;H
1
loc(Ω)) if u ∈ L
2(t1, t2;H
1(U)) for all Ut1,t2 ⋐ ΩT .
We use the following Sobolev inequality. See [9, Proposition 3.1, p.
7] for the proof.
Lemma 2.1. Let u be a function in L2(0, T ;H10(Ω)). Then we have
(2.1)
∫
ΩT
|u|2κ dx dt ≤ C
∫
ΩT
|∇u|2 dx dt
(
ess sup
0<t<T
∫
Ω
u1+1/m dx
)2/n
,
where
(2.2) κ = 1 +
1
n
+
1
mn
.
Solutions are defined in the weak sense in the parabolic Sobolev
space.
Definition 2.2. Assume that m > mc. A nonnegative function u :
ΩT → R is a local weak solution of the equation
(2.3)
∂u
∂t
−∆um = 0
in ΩT , if u
m ∈ L2loc(0, T ;H
1
loc(Ω)) and
(2.4)
∫
ΩT
−u
∂ϕ
∂t
+∇um · ∇ϕ dx dt = 0
for all smooth test functions ϕ compactly supported in ΩT .
We will always assume that m > mc, and consider only nonnegative
solutions. We refer to the monographs [8, 29, 30] for the basic theory
related to this type of equations, and numerous further references. In
particular, weak solutions have a locally Hölder continuous represen-
tative, see [7, 10] or Chapter 7 of [30]; however, we do not use this
fact.
An important example of a local weak solution in the sense of Defini-
tion 2.2 is provided by the celebrated Barenblatt solutions [2, 31], given
6 TEEMU LUKKARI
by (1.3) and (1.4). Observe that for m > 1, Bm has compact support
in space at each time instant, while for m < 1, Bm has a powerlike tail.
In both cases, Bm is a local weak solution in R
n × (0,∞). See Section
5 for the trace of Bm at the initial time t = 0.
The definition of weak solutions and supersolutions does not include
a time derivative of u. However, we would like to use test functions
depending on u, and thus the time derivative ∂u
∂t
inevitably appears. To
deal with this defect, a mollification procedure in the time direction, for
instance Steklov averages or convolution with the standard mollifier, is
usually employed. The mollification
(2.5) u∗(x, t) =
1
σ
∫ t
0
e(s−t)/σu(x, s) ds
is convenient. The aim is to obtain estimates independent of the time
derivative of u∗, and then pass to the limit σ → 0.
The basic properties of the mollification (2.5) are given in the fol-
lowing lemma, see [23].
Lemma 2.3. (1) If u ∈ Lp(ΩT ), then
‖u∗‖Lp(ΩT ) ≤ ‖u‖Lp(ΩT ),
(2.6)
∂u∗
∂t
=
u− u∗
σ
,
and u∗ → u in Lp(ΩT ) as σ → 0.
(2) If ∇u ∈ Lp(ΩT ), then ∇(u
∗) = (∇u)∗,
‖∇u∗‖Lp(ΩT ) ≤ ‖∇u‖Lp(ΩT ),
and ∇u∗ →∇u in Lp(ΩT ) as σ → 0.
(3) If uk → u in L
p(ΩT ), then also
u∗k → u
∗ and
∂u∗k
∂t
→
∂u∗
∂t
in Lp(ΩT ).
(4) If ∇uk → ∇u in L
p(ΩT ), then ∇u
∗
k →∇u
∗ in Lp(ΩT ).
(5) Similar results hold for weak convergence in Lp(ΩT ).
(6) If ϕ ∈ C(ΩT ), then
ϕ∗(x, t) + e−t/σϕ(x, 0)→ ϕ(x, t)
uniformly in ΩT as σ → 0.
We use the following estimate for the local version of our stability
result. See [17, Lemma 2.15] or [22, Lemma 2.9] for the proof.
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Lemma 2.4. Let u be a weak solution such that 0 ≤ u ≤ M < ∞,
where M ≥ 1, and let η be any nonnegative function in C∞0 (Ω). Then∫
ΩT
η2|∇um|2 dx dt ≤ 2Mm+1
∫
Ω
η2 dx+ 16M2m
∫
ΩT
|∇η|2 dx dt.
We use the following elementary lemma to pass pointwise conver-
gences between various powers.
Lemma 2.5. Let (fi) be a sequence of positive functions on a measur-
able set E with finite measure such that
fi → f in L
1(E)and pointwise almost everywhere.
Assume that αi → α as i→∞. Then
fαii → f
α
pointwise almost everywhere.
Proof. By Egorov’s Theorem, for any ε > 0 there is a set Fε such that
|Fε| < ε and fi → f uniformly in E \ Fε. Pick any point x ∈ E \ Fε
such that
0 < δ ≤ f(x) ≤M <∞.
Then
0 < δ/2 ≤ fi(x) ≤ 2M
for all sufficiently large i by uniform convergence. An application of the
mean value theorem to the function α 7→ tα gives
|fi(x)
αi − f(x)α| ≤|fi(x)
αi − fi(x)
α|+ |fi(x)
α − f(x)α|
≤c(δ,M)|αi − α|+ |fi(x)
α − f(x)α|.
By the convergence assumptions, it follows that fi(x)
αi → f(x)α as
i→∞.
Since δ, M , and ε are arbitrary, the above implies that fi(x)
αi →
f(x)α for almost all x in the set {0 < f(x) < ∞}. For points where
f(x) = 0, it is easy to check that fi(x)
αi → 0. Hence we have the
desired convergence almost everywhere in the set {f(x) < ∞}, which
is sufficient since f is integrable. 
3. Stability of local weak solutions
In this section, we establish a local version of stability for a bounded
family of local weak solutions. This is beneficial since we may then ap-
ply the same result to both initial–boundary value problems in bounded
domains and Cauchy problems on the whole space. The crucial point
in our stability results is extracting pointwise convergent subsequences
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out of a sequence of solutions, in other words, a compactness property
of solutions.
Recall that we use the notation U ⋐ Ω to mean that the closure U
is compact and contained in Ω. In view of applying this result to the
Cauchy problem on Rn, we allow the cases Ω = Rn and T = ∞. We
denote
m+ = sup
i
mi and m
− = inf
i
mi,
with similar notations for other exponents.
The main result of this section is the following theorem.
Theorem 3.1. Let mi, i = 1, 2, 3, . . . , be exponents such that
(3.1) mi → m as i→∞ for some m > mc = (n− 2)+/n
Let ui, i = 1, 2, 3, . . ., be positive local weak solutions to
∂tui −∆u
mi
i = 0
in ΩT . Assume that we have the bound
(3.2) ‖ui‖L∞(Ut1,t2 ) ≤M <∞
in all cylinders Ut1,t2 such that U ⋐ Ω and 0 < t1 < t2 < T .
Then there is a function u such that ui → u and u
mi → um pointwise
almost everywhere in ΩT , for a subsequence still indexed by i. Further,
u is a local weak solution to
∂tu−∆u
m = 0.
We split the proof of Theorem 3.1 into several lemmas. In view of
the convergence assumption (3.1), we are free to assume that
mc < m
− and m+ <∞.
Let us define the auxiliary exponents
m♯i = max{mi, 1} and m
♭
i = min{mi, 1}.
Then m♯i ≥ m
♭
i, and one of these exponents always equals mi and the
other equals one. We use a similar notation for the limit exponent m.
The proof of Theorem 3.1 consists of three main steps: first we apply
a compactness result [28] to certain auxiliary functions to find the limit
function u. Then we show that u
m♯i
i converges to u
m♯ in measure. This is
the most involved part of the proof, and for a key estimate we apply a
test function due to Ole˘ınik. In the last step, we establish the pointwise
convergences ui → u and u
mi
i → u
m by applying Lemma 2.5, and the
fact that u is a local weak solution by applying Lemma 2.4.
The next lemma will be used in proving the convergence in measure.
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Lemma 3.2. Let 0 ≤ s < t ≤M , where M ≥ 1, be such that
tm
♯
− sm
♯
≥ λ > 0.
Then
tm
♭
− sm
♭
≥
m♭
m♯
Mm
♭−m♯ min{λ, λm
♭/m♯}
Proof. Consider first the case s = 0. Then
tm
♭
− sm
♭
= tm
♭
≥ λm
♭/m♯ ,
since tm
♯
≥ λ. Assume then that s > 0. By the mean value theorem,
we have
tm
♭
− sm
♭
= (tm
♯
)m
♭/m♯ − (sm
♯
)m
♭/m♯ =
m♭
m♯
ξm
♭/m♯−1(tm
♯
− sm
♯
)
for some ξ ∈ (sm
♯
, tm
♯
). Since m
♭
m♯
− 1 ≤ 0 and tm
♯
≤ Mm
♯
, we have
m♭
m♯
ξ
m♭
m♯
−1(tm
♯
− sm
♯
) ≥
m♭
m♯
Mm
♭−m♯λ,
which completes the proof. 
The following lemma provides the key estimate for showing that the
original sequence also converges to the limit found by applying the
compactness result.
Lemma 3.3. Let U and ui be as in Theorem 3.1, and let 0 < t1 < t2 <
T .
Fix a number 0 < δ < 1, and suppose that ui,δ is the unique function
which satisfies
∂tui,δ −∆u
mi
i = 0 in Ut1,t2,
umii,δ − u
mi
i − δ
mi ∈ L2(t1, t2;H
1
0 (U)),
ui,δ(x, t1) = ui(x, t1) + δ, x ∈ U.
Then ∫
Ut1,t2
(ui,δ − ui)(u
mi
i,δ − u
mi
i ) dx dt ≤ c(δ + δ
m−),
where
c = 2m
++1(Mm
+
+M + 1)|Ut1,t2 |
and M is the number appearing in (3.2).
Before proceeding with the proof let us note that the technical reason
for introducing the exponents m♯i and m
♭
i is that we may write
(ui,δ − ui)(u
mi
i,δ − u
mi
i ) = (u
m♭i
i,δ − u
m♭i
i )(u
m♯i
i,δ − u
m♯i
i )
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when applying this lemma.
Proof. The proof is an application of a test function due to Ole˘ınik.
The function umii,δ − u
mi
i − δ
mi has zero boundary values in Sobolev’s
sense, so the same is true for the function
η(x, t) =
{∫ t2
t
umii,δ − u
mi
i − δ
mi ds, t1 < t < t2,
0, t ≥ t2.
We use η as a test function in the equations satisfied by ui,δ and ui,
and substract the results. This gives∫
Ut1,t2
(ui,δ − ui)(u
mi
i,δ − u
mi
i − δ
mi) dx dt
+
∫
Ut1,t2
∇(umii,δ − u
mi
i )
∫ t2
t
∇(umii,δ − u
mi
i ) ds dx dt
=δ
∫
U
∫ t2
t1
umii,δ − u
mi
i ds dx.
We move the term with δ to the right hand side, and integrate with
respect to t in the elliptic term. We get∫
Ut1,t2
(ui,δ − ui)(u
mi
i,δ − u
mi
i ) dx dt+
1
2
∫
U
[∫ t2
t1
∇(umii,δ − u
mi
i ) ds
]2
dx
= δmi
∫
Ut1,t2
(ui,δ − ui) dx dt+ δ
∫
Ut1,t2
(umii,δ − u
mi
i ) dx dt
Now, both of the terms on the left are positive, so we have the freedom
to take absolute values of the right hand side. The claim then follows
by discarding the second term on the left hand side, and estimating the
integrals on the last line by using (3.2) and the fact that ui,δ ≤M +1,
by the comparison principle. Indeed, we have∣∣∣∣∣
∫
Ut1,t2
(ui,δ − ui) dx dt
∣∣∣∣∣ ≤ 2(M + 1)|Ut1,t2 |
and ∣∣∣∣∣
∫
Ut1,t2
(umii,δ − u
mi
i ) dx dt
∣∣∣∣∣ ≤ 2m+(Mm+ + 1)|Ut1,t2 |. 
The following lemma is the key step in the proof of Theorem 3.1.
Lemma 3.4. There exists a subsequence, still indexed by i, and a func-
tion u such that
u
m♯i
i → u
m♯ as i→∞
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in measure and pointwise almost everywhere in Ut1,t2.
Proof. Recall that U is an open set such that U ⋐ Ω, and 0 < t1 < t2 <
T . We use the auxiliary functions ui,δ defined in Lemma 3.3: for any
0 < δ < 1, ui,δ is the weak solution in Ut1,t2 with boundary and initial
values umii +δ
mi and u(·, t1)+δ, respectively. Note that δ ≤ ui,δ ≤M+δ
by the comparison principle.
Fix then a regular open set V ⋐ U , and t1 < s1 < s2 < t2. For
indices such that mi ≥ 1, we have
|∇ui,δ| =∇(u
mi
i,δ )
1/mi = |u
1/mi−1
i ∇u
mi
i,δ |
≤δ1/mi−1|∇umii,δ | ≤ δ
1/m+−1|∇umii,δ |,
and for indices such that mi < 1 we have
|∇ui,δ| =|∇(u
mi
i,δ )
1/mi | ≤ |u
1/mi−1
i ∇u
mi
i,δ |
≤(M + δ)1/mi−1|∇umii,δ | ≤ (M + 1)
1/m−−1|∇umii,δ |.
Thus Lemma 2.4 implies that (∇ui,δ) is bounded in L
2(Vs1,s2). The fact
that the sequence (∂tui,δ) is bounded in L
2(s1, s2;H
−1(V )) follows easily
from the equation satisfied by ui, δ and Lemma 2.4. An application of
[28, Corollary 4] shows that the sequence (ui,δ) is compact in L
2(Vs1,s2).
Thus for any fixed δ > 0, we may extract a subsequence which converges
in L2(Vs1,s2) and pointwise almost everywhere.
The next step is a repeated application of the compactness estab-
lished in the previous step. Let δj = 1/j, j = 1, 2, 3, . . . , and for j = 1
pick indices i such that
ui,δ1 → uδ1
for some function uδ1 , the convergence being in L
2(Vs1,s2) and pointwise
almost everywhere. We proceed by picking a further subsequence so
that also
ui,δ2 → uδ2
in L2(Vs1,s2) and pointwise almost everywhere. We continue this way,
and get a twodimensional table of indices (i, j), where the values of i
in the diagonal positions have the property that
ui,δj → uδj as i→∞ for all j, in L
2(Vs1,s2) and pointwise a.e.
By the comparison principle, we have
ui,δj ≥ ui,δk for k ≥ j,
and letting i tend to infinity we get
uδj ≥ uδk , whenever k ≥ j.
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Thus we may define the function u in the claim of the current lemma
as the pointwise limit
u(x, t) = lim
j→∞
uδj (x, t).
We have now found the limit function u, and the proof will be com-
pleted by showing that u
m♯i
i converges to u
m♯ in measure, first in Vs1,s2
and then in Ut1,t2 by an exhaustion argument. The first convergence is
a consequence of Lemmas 3.2 and 3.3. Obviously um
♯
δj
→ um
♯
pointwise
almost everywhere as j → ∞. Further, Lemma 2.5 implies that also
u
m♯i
i,δj
→ um
♯
δj
a.e. as i→∞.
To show the convergence in measure, let λ > 0 and ε > 0. We have
|{|u
m♯i
i − u
m♯ | ≥ λ}| ≤|{|u
m♯i
i − u
m♯i
i,δj
| ≥ λ/3}|
+|{|u
m♯i
i,δj
− um
♯
δj
| ≥ λ/3}|+ |{|um
♯
δj
− um
♯
| ≥ λ/3}|
Since u
m♭i
i,δj
− u
m♭i
i ≥ cmin{λ, λ
m♭i/m
♯
i} by Lemma 3.2, we have
|{|u
m♯i
i − u
m♯i
i,δj
| ≥ λ/3}| =
∫
{|u
m
♯
i
i −u
m
♯
i
i,δj
|≥λ/3}
1 dx dt
≤
3
λ
∫
{|u
m
♯
i
i −u
m
♯
i
i,δj
|≥λ/3}
(u
m♯i
i,δj
− u
m♯i
i ) dx dt
≤
c
λmin{λ, λm
♭
i/m
♯
i}
∫
Vs1,s2
(u
m♭i
i,δj
− u
m♭i
i )(u
m♯i
i,δj
− u
m♯i
i ) dx dt
≤
c
λmin{λ, λm
♭
i/m
♯
i}
(δj + δ
m−
j ),
where the last inequality follows from Lemma 3.3 and the fact that
(ui,δ − ui)(u
mi
i,δ − u
mi
i ) = (u
m♭i
i,δ − u
m♭i
i )(u
m♯i
i,δ − u
m♯i
i ).
Thus for each fixed λ > 0, we may choose δj small enough, so that
|{|u
m♯i
i,δj
− u
m♯i
i | ≥ λ/3}| ≤ ε.
Here it is crucial that this choice can be made independent of i.
From the pointwise convergence established above, it follows that
um
♯
δj
→ um
♯
in measure. Thus we may choose δj small enough, so that
|{|um
♯
δj
− um
♯
| ≥ λ/3}| ≤ ε.
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Finally, we know that u
m♯i
i,δj
→ um
♯
δj
pointwise almost everywhere and
hence also in measure. Thus the above estimates imply that
lim sup
i→∞
|{|u
m♯i
i − u
m♯ | ≥ λ}| ≤ lim
i→∞
|{|u
m♯i
i,δj
− um
♯
δj
}| ≥ λ/3}|+ 2ε = 2ε.
Since ε was arbitrary, we get
lim
i→∞
|{|u
m♯i
i − u
m♯ | ≥ λ}| = 0
for all λ > 0, as desired. We have proved that for cylinders Vs1,s2 such
that Vs1,s2 ⋐ Ut1,t2 ⋐ ΩT , we may extract a subsequence such that
u
m♯i
i → u
m♯ in measure in Vs1,s2 as i→∞.
Passing to a further subsequence, we have convergence pointwise almost
everywhere.
To find a subsequence converging in the whole of Ut1,t2 , we use a
diagonalization argument. Exhaust U by regular open sets V k, and
choose nested time intervals (s11, s
1
2) ⋐ (s
2
1, s
2
2) ⋐ . . ., k = 1, 2, . . ., such
that
Ut1,t2 = ∪
∞
k=1V
k
sk
1
,sk
2
.
First, pick a subsequence such that (u
m♯i
i ) converges in measure in V
1
s1
1
,s1
2
to um
♯
. The procedure continues inductively, by the selection of a fur-
ther subsequence that converges in measure in V k+1
sk+1
1
,sk+1
2
to the function
um
♯
. Taking the kth index in the subsequence selected in the kth step
yields a subsequence convergent in measure in Ut1,t2 . 
The next step in the proof of Theorem 3.1 is to prove the convergence
of the other powers of u by using the convergence established in the
previuos lemma.
Lemma 3.5. Let ui, i = 1, 2, 3, . . ., be such that 0 ≤ ui ≤M <∞, and
u
m♯i
i → u
m♯ in measure in Ut1,t2. Then ui → u and u
mi
i → u
m almost
everywhere in Ut1,t2 as i→∞.
Proof. The bound ui ≤ M and convergence in measure imply that
u
m♯i
i → u
m♯ in Lq(Ut1,t2) for any finite q. Thus we obtain the desired
convergences by two applications of Lemma 2.5, first passing from the
convergence u
m♯i
i → u
m♯ to the convergence ui → u, and then from
ui → u to u
mi
i → u
m. 
With all of the preceding lemmas available, the proof of Theorem 3.1
is now a relatively simple matter.
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Proof of Theorem 3.1. The pointwise convergences follow from Lemma
3.5 by an exhaustion argument, as in the proof of Lemma 3.4. To show
that u is a local weak solution, fix a test function ϕ ∈ C∞0 (ΩT ). We
use the bound ui ≤ M and Lemma 2.4 to get subsequences of (ui)
and (∇umii ), weakly convergent in L
2(suppϕ). Due to pointwise con-
vergences, we see that the weak limits must be u and∇um, respectively.
From the weak convergences, it follows that∫
ΩT
−u
∂ϕ
∂t
+∇um·∇ϕ dx dt = lim
i→∞
(∫
ΩT
−ui
∂ϕ
∂t
−∇umii · ∇ϕ dx dt
)
= 0.
This holds for all test functions ϕ, so the proof is complete. 
4. Stability of Dirichlet problems
In this section we prove a stability result for Dirichlet boundary
value problems in bounded domains. We use Theorem 3.1, a local L∞
estimate (Proposition 4.4), and a simple energy estimate (Lemma 4.3).
In this section, we take Ω to be bounded.
Definition 4.1. Let u0 ∈ L
m+1(Ω) and g ∈ H1(0, T ;H1(Ω)). A pos-
itive function u such that um ∈ L2(0, T ;H1(Ω))is a solution of the
initial–boundary value problem
(4.1)

∂tu−∆u
m = 0, in ΩT ,
um = g, on ∂Ω× [0, T ],
u(x, 0) = u0(x).
if um − g ∈ L2(0, T ;H10(Ω)), and∫
ΩT
−u
∂ϕ
∂t
+∇um·∇ϕ dx dt+
∫
Ω
u(x, T )ϕ(x, T ) dx =
∫
Ω
u0(x)ϕ(x, 0) dx
for all smooth test functions ϕ which vanish on the lateral boundary
of ΩT .
For the existence and uniqueness of solutions in the above sense, see
[30, Chapter 5]. By the usual approximation argument, we may use
test functions ϕ ∈ L2(0, T ;H10(Ω)).
Let ui be the solution to
(4.2)

∂tui −∆u
mi
i = 0, in ΩT ,
umi = g, on ∂Ω× [0, T ],
ui(x, 0) = u0(x)
in the sense of definition 4.1. We will find a subsequence of (ui) that
converges in a suitable sense to a function u, and show that u is a
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solution of the limit problem, i.e. satisfies
(4.3)

∂tu−∆u
m = 0, in ΩT ,
um = g, on ∂Ω× [0, T ],
u(x, 0) = u0(x).
More precisely, we have the following theorem.
Theorem 4.2. Let mi, i = 1, 2, 3, . . ., be a sequence of exponents such
that
mi → m > mc = (n− 2)+/n as i→∞
Let ui be the solutions to (4.2) with fixed initial and boundary values g
and u0, where
g ∈ H1(0, T ;H1(Ω)),
∂g
∂t
∈ L1+1/m
−
(ΩT ), and u0 ∈ L
m++1(Ω).
Finally, let u be the solution to (4.3) with the boundary and initial
values g and u0, respectively.
Then
(1) ui → u in L
q(ΩT ) for all 1 ≤ q < 1 +m.
(2) umii → u
m in Ls(ΩT ) for all 1 ≤ s < 2κ, where
κ = 1 +
1
m
+
1
mn
.
(3) ∇umii → ∇u
m weakly in L2(ΩT ).
We need an energy estimate for establishing that the limit function
attains the right boundary values in Sobolev’s sense, and for verifying
the local boundedness assumption in Theorem 3.1. To derive it, we use
the equation satisfied by the mollified solution u∗:
(4.4)
∫
ΩT
ϕ
∂u∗
∂t
+∇(um)∗·∇ϕ dx dt =
∫
Ω
u0(x)
(
1
σ
∫ T
0
ϕe−s/σ ds
)
dx
This is required to hold for all test functions ϕ ∈ L2(0, T ;H10(Ω)).
The equation (4.4) follows from (4.1) by straightforward manipulations
involving a change of variables and Fubini’s theorem.
Lemma 4.3. Let u be the weak solution with boundary values g and
initial values u0. Then
(4.5) ess sup
0<t<T
∫
Ω
um+1(x, t) dx+
∫
ΩT
|∇um|2 dx dt
≤ c
(∫
ΩT
|∇g|2 +
∣∣∣∣∂g∂t
∣∣∣∣1+1/m dx dt+ ∫
Ω
u0(x)
m+1 dx
)
.
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Proof. We test the regularized equation (4.4) with ϕ = um − g. This
yields∫
ΩT
∂u∗
∂t
(um − g) dx dt+
∫
ΩT
∇(um)∗ · ∇(um − g) dx dt
=
∫
Ω
u0(x)
(
1
σ
∫ T
0
(um − g)e−s/σ ds
)
dx.
We rearrange this to get
(4.6)
∫
ΩT
∂u∗
∂t
um dx dt +
∫
ΩT
∇(um)∗ · ∇um dx dt
=
∫
ΩT
∂u∗
∂t
g dx dt +
∫
ΩT
∇(um)∗ · ∇g dx dt
+
∫
Ω
u0(x)
(
1
σ
∫ T
0
(um − g)e−s/σ ds
)
dx.
For the first term on the left, we get∫
ΩT
∂u∗
∂t
um dx dt =
∫
ΩT
∂u∗
∂t
(u∗)m dx dt +
∫
ΩT
∂u∗
∂t
(um − (u∗)m) dx dt
≥
∫
ΩT
∂u∗
∂t
(u∗)m dx dt =
∫
Ω
u∗(x, T )m+1
m+ 1
dx
→
∫
Ω
u(x, T )m+1
m+ 1
dx
as σ → 0. Here we used (2.6) to get the inequality. For the second, it
suffices to note that∫
ΩT
∇(um)∗ · ∇um dx dt→
∫
ΩT
|∇um|2 dx dt
as σ → 0.
The limits of the left hand side terms in (4.6) are positive, so we
are free to take absolute values on the right after passing to the limit
σ → 0. In the first term on the left, we integrate by parts before taking
the limit:∫
ΩT
∂u∗
∂t
g dx dt = −
∫
ΩT
u∗
∂g
∂t
dx dt→ −
∫
ΩT
u
∂g
∂t
dx dt.
We proceed by taking absolute values, applying Young’s inequality, and
taking the supremum over t. We get∣∣∣∣∫
ΩT
u
∂g
∂t
dx dt
∣∣∣∣ ≤ ε ess sup
0<t<T
∫
Ω
u1+m(x, t) dx+ cε
∫
ΩT
∣∣∣∣∂g∂t
∣∣∣∣1+1/m dx dt.
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The limit of the second term on the right of (4.6) is∫
ΩT
∇um · ∇g dx dt.
Here we simply take absolute values and use Young’s inequality to get∣∣∣∣∫
ΩT
∇um · ∇g dx dt
∣∣∣∣ ≤ ε ∫
ΩT
|∇um|2 dx dt + c
∫
ΩT
|∇g|2 dx dt.
For the third term on the right of (4.6), taking the limit yields∫
Ω
um+10 (x) dx−
∫
Ω
u0(x)g(x, 0) dx;
The first term needs no further estimations, and the second is negative
so we may discard it.
We have arrived at
(4.7)
∫
Ω
um+1(x, T )
m+ 1
dx+
∫
ΩT
|∇um|2 dx dt
≤ε
∫
ΩT
|∇um|2 dx dt + ε ess sup
0<t<T
∫
Ω
u(x, t)1+m dx
+ c
∫
Ω
um+10 (x) dx+ c
(∫
ΩT
|∇g|2 +
∣∣∣∣∂g∂t
∣∣∣∣1+1/m dx dt
)
.
To finish the proof, replace T in the above proof by a number 0 < τ < T
such that ∫
Ω
u(x, τ)m+1 dx ≥
1
2
ess sup
0<t<T
∫
Ω
u(x, t)m+1 dx.
This leads to an estimate for
ess sup
0<t<T
∫
Ω
u(x, t)m+1 dx+
∫
Ωτ
|∇um|2 dx dt
in terms of the right hand side of (4.7). The claim follows by choosing
ε sufficiently small and then absorbing the matching terms to the left
hand side. 
An analysis of the above proof shows that the constant may be taken
to depend only on m+ and m−, as m varies over the interval [m−, m+].
Thus, in view of (4.5) and the assumptions on g and u0 in Theorem
4.2, we see that the sequence (∇umii ) is bounded in L
2(ΩT ), and by the
Sobolev embedding, (umii ) is bounded in L
2(ΩT ).
We use the following estimate to verify the local boundedness as-
sumption in Theorem 3.1. See [11, Proposition B.5.1].
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Proposition 4.4. Let u be a local weak solution, and suppose that
Bρ × [t0 − ρ
2, t0] ⋐ ΩT . Then
ess sup
Bρ/2×[t0−ρ2/2,t0]
u ≤ c
(∫
Bρ×[t0−ρ2,t0]
u dx dt
)2/λ
+ 1,
where
λ = n(m− 1) + 2 > 0.
As is discussed in [11], the constants in estimates of this type are
stable as m decreases or increases to one, but blow up as m → mc or
m→∞. Hence we may again assume that the constant is independent
of i, as mi varies in the interval [m
−, m+]. Note also that we have
written this estimate over standard parabolic cylinders Bρ×(t0−ρ
2, t0),
for otherwise the estimate would not be stable.
The proof of our stability result is now a straightforward matter.
Proof of Theorem 4.2. We combine Lemmas 2.1 and 4.3 with Proposi-
tion 4.4 to verify the local boundedness assumption (3.2) in Theorem
3.1. Thus the theorem yields a subsequence and a function u˜ such that
ui → u˜ and u
mi
i → u˜
m, pointwise almost everywhere in ΩT . We may
also assume that ∇umii → ∇u˜
m weakly in L2(ΩT ), by Lemma 4.3 and
the pointwise convergence.
To pass to the limit in the equations, we need a bound on ui. We
have ∫
ΩT
u1+m
−
i dx dt ≤c ess sup
0<t<T
∫
Ω
u1+m
−
(x, t) dx
≤c
(
ess sup
0<t<T
∫
Ω
u1+mii (x, t) dx+ 1
)
.
This together with Lemma 4.3 implies that the sequence (ui) is bounded
in L1+m
−
(ΩT ). By reflexivity, we may assume that ui → u˜ weakly.
By applying the weak convergences, we see that u˜ must be a solution
of the limit equation with the right boundary and initial values. First,
it is clear that
u˜m − g ∈ L2(0, T ;H10(Ω)),
since L2(0, T ;H10(Ω)) is weakly closed, by virtue of being a closed sub-
space of L2(0, T ;H1(Ω)). Further, we have∫
ΩT
−u˜
∂ϕ
∂t
+∇u˜m · ∇ϕ dx dt = lim
i→∞
∫
ΩT
−ui
∂ϕ
∂t
+∇umii · ∇ϕ dx dt
=
∫
Ω
u0(x)ϕ(x, 0) dx
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for all smooth test functions ϕ vanishing on the lateral boundary and
at t = T by the weak convergences; by uniqueness of weak solutions,
this means that u˜ = u.
Convergence in measure and a bound in Lp imply convergence in Lr
for any r < p. For the pointwise convergent subsequences, the claims
ui → u in L
q(ΩT ), 1 ≤ q < 1 +m,
and
umii → u
m in Ls(ΩT ), 1 ≤ s < 2κ
follow from this. The corresponding convergence of the original se-
quence then follows from the fact that any subsequence that converges,
must converge to the same limit, by the uniqueness of weak solutions.
This also holds for weak convergence, whence we get the remaining
claim about the weak convergence of the gradients. 
Remark 4.5. Generalizing Theorem 4.2 to, e.g., Neumann boundary
conditions is a matter of proving a suitable counterpart of the energy
estimate of Lemma 4.3. Indeed, Proposition 4.4 is a purely local esti-
mate, independent of any boundary conditions. We leave the details to
the interested reader.
5. Stability of Cauchy problems
In this section, we prove stability of Cauchy problems on the whole
space Rn. As for Dirichlet problems, Theorem 3.1 is the key tool. Other
results we use are the L1 contraction property, and the L1 − L∞ regu-
larizing effect
Definition 5.1. Let µ be a positive Borel measure on Rn such that
µ(Rn) <∞.
A positive function u : Rn× (0,∞)→ [0,∞) is a solution to the initial
value problem {
ut −∆u
m = 0 in Rn × (0,∞),
u(x, 0) = µ
if the following hold.
(1) u ∈ L∞(0,∞;L1(Rn)), u ∈ L∞(Rn × (τ,∞)) for all τ > 0, and
um ∈ L1(S × (0, T )) for all compact subsets S of Rn and finite
T .
(2) u is a local weak solution in Rn×(0,∞) in the sense of Definition
2.2.
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(3) For all test functions ϕ ∈ C∞0 (R
n × [0,∞)), it holds that
(5.1)
∫
Rn×[0,∞)
−u
∂ϕ
∂t
− um∆ϕ dx dt =
∫
Rn
ϕ(x, 0) dµ
Solutions with the above properties exist and are unique. Indeed, by
approximating µ with nice initial data, we can construct solutions such
that the estimates of Theorem 5.3 below hold, and these estimates give
the properties of u in Definition 5.1. See [8, 30] for the details. For the
uniqueness, we note that (5.1) and the integrability of um up to the
initial time imply that
(5.2)
∫
Rn
u(x, τ)η(x) dx→
∫
Rn
η(x) dµ as τ → 0.
for all η ∈ C∞0 (R
n); thus we may appeal to the uniqueness results in
[13, 26]. See also [8] for an account of this uniqueness theory.
The Barenblatt solutions (1.3) and (1.4) furnish examples of a solu-
tion to the Cauchy problem in the sense of Definition 5.1. One usually
normalizes Bm by choosing the constant C in (1.3), (1.4) so that∫
Ω
Bm(x, t) dx = 1
for all t > 0. With this normalization, Bm is the unique solution to
the Cauchy problem with initial trace µ given by Dirac’s delta at the
origin, as a straightforward computation shows.
For Cauchy problems, we have the following stability result.
Theorem 5.2. Let mi, i = 1, 2, 3, . . ., be a sequence of exponents such
that
mi → m > mc = (n− 2)+/n as i→∞,
and let ui be the solutions to
(5.3)
{
∂tui −∆u
mi
i = 0 in R
n × (0,∞),
ui(x, 0) = µ
with fixed initial trace µ. Further, let u be the solution to the limit
problem
(5.4)
{
∂tu−∆u
m = 0 in Rn × (0,∞),
ui(x, 0) = µ
with the same initial trace µ.
Then for all compact sets S in Rn and all finite T , we have
(1) ui → u in L
q(ST ) for all 1 ≤ q < m+ 2/n,
(2) umii → u
m in Ls(ST ) for all 1 ≤ s < 1 + 2/mn,
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(3) ∇umii → ∇u
m weakly in L2loc(R
n × (0,∞)).
The following theorem provides the necessary estimates for our sta-
bility result. The admissible range of the integrability exponent q in
(5.7) is sharp for the Barenblatt solution. This can be checked by a
simple computation.
Theorem 5.3. Let u ≥ 0 be a solution to the Cauchy problem with
initial data µ such that
‖µ‖ = µ(Rn) <∞.
Then the following estimates hold.
For all t > 0, we have
(5.5) ‖u(·, t)‖L1(Rn) ≤ ‖µ‖.
For every t > 0, we have
(5.6) u(x, t) ≤ c‖µ‖2/λt−n/λ.
where
λ = n(m− 1) + 2.
The function um belongs to Lq(ST ) for all compact sets S in R
n and
all finite T , for
1 ≤ q < 1 +
2
mn
.
We also have the estimate
(5.7)
∫
ST
umq dx dt ≤ c‖µ‖
2
λ
(mq−1)+1T−
n
λ
(mq−1)+1.
Proof. The inequalities (5.5) and (5.6) are standard estimates for the
Cauchy problem, see [8, 29, 30]. The inequality (5.7) is a slight refine-
ment of the well-known fact that um is integrable up to the initial time
locally in space, and follows from the first two. For the reader’s conve-
nience, we present the computation here. By applying (5.6) in the first
inequality and (5.5) in the second, we have∫
ST
umq dx dt ≤c‖µ‖
2
λ
(mq−1)
∫
ST
u(x, t)t−
n
λ
(mq−1) dx dt
≤c‖µ‖
2
λ
(mq−1)+1
∫ T
0
t−
n
λ
(mq−1) dt.
We may evaluate the integral with respect to time and obtain (5.7) if
−
n
λ
(mq − 1) > −1,
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which is equivalent with
q < 1 +
2
mn
. 
The sharp constants in (5.6), asm varies, are given in [29, p. 26]. The
situation is similar to that of Proposition 4.4: the constants are stable
as m either increases or decreases to one, but blow up as m → mc
or m → ∞. Thus we are again free to assume that the constants are
independent of i as mi varies in the interval [m
−, m+].
Proof of Theorem 5.2. We use (5.6) to conclude that the sequence (ui)
is locally bounded in Rn × (0,∞). Thus Theorem 3.1 gives us point-
wise convergent subsequences of (ui) and (u
mi
i ), with limits u˜ and u˜
m,
respectively.
Convergence in measure and a bound in Lp imply convergence in Lr
for any r < p. From this, the claims
ui → u˜ in L
q(ST ), 1 ≤ q < m+ 2/n,
and
umii → u˜
m in Ls(ST ), 1 ≤ s < 1 +
2
mn
follow easily. We use these convergences to conclude that∫
Rn×[0,∞)
−u˜
∂ϕ
∂t
− u˜m∆ϕ dx dt
= lim
i→∞
(∫
Rn×[0,∞)
−ui
∂ϕ
∂t
− umii ∆ϕ dx dt
)
=
∫
Rn
ϕ(x, 0) dµ.
for any test function ϕ ∈ C∞0 (R
n× [0,∞)). The uniqueness of solutions
to the Cauchy problem (5.4) now implies that u˜ = u. The convergences
for the original sequence then follow from the fact that all convergent
subsequences converge to the same limit, by uniqueness. 
Remark 5.4. Generalizing Theorem 5.2 to Cauchy problems with grow-
ing initial data, described in e.g. [8, Chapters 2 and 3] or [30, Chapter
13], offers no additional difficulties. Indeed, counterparts for all the esti-
mates in Theorem 5.3 above are available; see for instance [30, Theorem
13.1] for appropriate replacements of (5.5) and (5.6). An estimate sim-
ilar to (5.7) then follows by repeating the above computation. With
these estimates in hand, the proof of Theorem 5.2 requires virtually no
modifications. We leave the details to the interested reader.
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6. Stability of Dirichlet problems revisited
In this section, we present an alternative proof of Theorem 4.2 in the
case mi ≥ 1. The advantage of this argument is that we avoid using
the local L∞ estimate, Proposition 4.4.
For the reader’s convenience, we give the statement of the theorem
before proceeding with the proof, althought this is essentially the same
as Theorem 4.2 with the additional assumption mi ≥ 1.
Theorem 6.1. Let mi, i = 1, 2, 3, . . ., be a sequence of exponents such
that and
mi ≥ 1 and mi → m as i→∞.
Let ui, i = 1, 2, 3, . . ., be the solutions to
(6.1)

∂tui −∆u
mi
i = 0, in ΩT ,
umi = g, on ∂Ω × [0, T ],
ui(x, 0) = u0
with fixed initial and boundary values g and u0, where
g ∈ H1(0, T ;H1(Ω)), and u0 ∈ L
m++1(Ω).
Finally, let u be the solution to
(6.2)

∂tu−∆u
m = 0, in ΩT ,
um = g, on ∂Ω× [0, T ],
u(x, 0) = u0.
with the same boundary and initial values g and u0.
Then
(1) ui → u in L
q(ΩT ) for all 1 ≤ q < 1 +m.
(2) umii → u
m in Ls(ΩT ) for all 1 ≤ s < 2κ, where
κ = 1 +
1
m
+
1
mn
.
(3) ∇umii → ∇u
m weakly in L2(ΩT ).
The following elementary inequality is needed in the proof.
Lemma 6.2. For positive t, we have
|tα − tβ| ≤ cε(1 + t
α+ε + tβ+ε)|α− β|
Proof. This follows by an application of the mean value theorem to the
function x 7→ tx. We have
d
dx
tx = tx log t,
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which is estimated by
tx log t ≤ cε(1 + t
α+ε + tβ+ε)
for x in the interval (α, β). 
Stability is a consequence of the following theorem. It provides a
quantitative estimate of the difference of two solutions.
Theorem 6.3. Let the exponents mi and m, and the functions ui and
u be as in Theorem 6.1. Then
‖u− ui‖L1+m(ΩT ) ≤ c|m−mi|
1/m,
for indices i large enough, where the constant depends on the norms of
the boundary and initial values g and u0 appearing in Lemma 4.3.
Proof. We aim at using the standard inequality
(6.3) c|a− b|1+m ≤ (am − bm)(a− b)
in combination of an application of Ole˘ınik’s test function. The function
η(x, t) =
{∫ T
t
um − umii ds, 0 < t < T,
0, otherwise,
has zero boundary values in Sobolev’s sense on the lateral boundary.
We test the equations satisfied by u and ui, and substract the results.
This leads to
(6.4)∫
ΩT
(u− ui)(u
m − umii ) dx dt =−
∫
ΩT
∇(um − umii ) ·
∫ T
t
∇(um − umii ) ds dx dt
=−
1
2
∫
Ω
[∫ T
0
∇(um − umii ) ds
]2
dx ≤ 0,
where we integrated with respect to t to get the last line. Thus we have
c
∫
ΩT
|u− ui|
1+m dx dt ≤
∫
ΩT
(u− ui)(u
m − umi ) dx dt
=
∫
ΩT
(u− ui)(u
m − umii ) dx dt
+
∫
ΩT
(u− ui)(u
mi
i − u
m
i ) dx dt
≤
∫
ΩT
(u− ui)(u
mi
i − u
m
i ) dx dt
by (6.3) and (6.4).
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We proceed by an application of Hölder’s inequality, and get∫
ΩT
(u− ui)(u
mi
i − u
m
i ) dx dt ≤
(∫
ΩT
|u− ui|
1+m dx dt
)1/(1+m)
×
(∫
ΩT
|umii − u
m
i |
(m+1)/m dx dt
)m/(m+1)
.
Then we apply Lemma 6.2 inside the second integral, and get
|umii − u
m
i | ≤ c(1 + u
mi+ε
i + u
m+ε
i )|m−mi|.
The choice of ε will be made later. Thus(∫
ΩT
|umii − u
m
i |
(m+1)/m dx dt
)m/(m+1)
≤ c
(∫
ΩT
(1 + umi+εi + u
m+ε
i )
(m+1)/m dx dt
)m/(m+1)
|m−mi|.
We put all the estimates together, and end up with
‖u− ui‖Lm+1(ΩT )
≤ c
(∫
ΩT
(1 + umi+εi + u
m+ε
i )
(m+1)/m dx dt
)1/(m+1)
|m−mi|
1/m
To finish, we need a uniform (in i) L1 bound for the the functions
(6.5) u
mi(1+ε/mi)(1+1/m)
i and u
mi(m/mi+ε/mi)(1+1/m)
i ,
at least for large i. We combine the Sobolev embedding (Lemma 2.1)
and the energy estimate (Lemma 4.3), and get that u2κimii , i = 1, 2, . . .,
is bounded in L1(Ω), where κi is given by
κi = 1 +
1
n
+
1
min
.
The desired conclusion follows by proving that we may choose ε small
enough, so that the exponents in (6.5) to are less than 2κimi for large
i. Indeed, we may choose i large enough and ε small enough, so that
1 + ε/mi and m/mi + ε/mi are arbitrarily close to one, and so that κi
is arbitrarily close to κ. Hence to satisfy the conditions
mi(1 +
ε
mi
)(1 +
1
m
) < 2κimi and mi(
m
mi
+
ε
mi
)(1 +
1
m
) < 2κimi
for large i, it suffices to require that
1 +
1
m
< 2κ.
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A computation shows that this holds if
m >
n− 2
n + 2
,
which is quaranteed by our assumption m ≥ 1. Thus above arguments
give the desired bound
‖u− ui‖L1+m(ΩT ) ≤ c|m−mi|
1/m
for i large enough. 
Remark 6.4. The reason why the above proof does not work well if
m < 1 is the use of (6.3). A similar inequality is of course available for
m < 1, but the exponents that come up in the course of the proof blow
up as m→ 1.
Proof of Theorem 6.1. Theorem 6.3 implies that the sequence (ui) con-
verges in L1+m(ΩT ) to u, the solution of the limit problem. For a
subsequence we get pointwise a.e. convergence, and an application of
Lemma 2.5 then yields the pointwise convergence umii → u
m. After the
pointwise convergences are available, the rest of the convergence claims
are established as in the proof of Theorem 4.2. 
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