ABSTRACT Accurate inversion of high-contrast objects is of great interest to many researchers. In this paper, we reconstruct sparse high-contrast targets perfectly based on the joint sparse reconstruction and the contrast source inversion (CSI). First, the targets number is estimated accurately with the minimum description length (MDL) criterion. Second, with the exact targets number as a priori information, the supports of the targets are perfectly recovered based on the joint-sparse structure of the contrast sources under a multiple measurement vector (MMV) scheme. Finally, the contrast is perfectly reconstructed with the CSI method, in which a priori information about the accurate supports is added. The perfect mask is such strong a priori information that the reconstruction is enforced to locate on the positions of real targets, enormously enhancing the rebuilding quality. Perfect reconstructions of sparse objects with high contrast are demonstrated under various scenarios, showing effectiveness and robustness of the proposed method. Moreover, limitations of the proposed method are discussed, which explains the difference of success rate of accurate reconstruction with different mesh sizes from a physical insight.
I. INTRODUCTION
Electromagnetic inverse scattering has been applied in a variety of disciplines, such as geophysics [1] , [2] , biomedical imaging [3] , [4] , and so forth. During the inversion, one attempts to reconstruct both the shape of the objects and the electromagnetic parameters such as permittivity and conductivity from the knowledge of the scattered data by illuminating the objects with known incident fields. However, as a kind of inverse problem, the inherent ill-posedness and nonlinearity make it burdensome to reconstruct the objects accurately, so that it is important and meaningful to develop reliable and efficient inversion methods.
The numerous inversion methods proposed in the recent decades can be generally grouped into two families, namely the linearization approximation methods and the nonlinear optimization methods. The linearization methods trade the accuracy of the observation model with the tractability by replacing the total fields with the incident fields, and is
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well-suited for weak scatterers (contrast lower than 1). Born approximation (BA) [5] is an important member in this family. The nonlinear optimization methods can handle those non-weak objects (contrast higher than 1), for which the nonlinearity caused by electromagnetic interaction cannot be ignored, and the problem is often formulated into an iterative optimization scheme, such as the CSI method [6] - [8] . However, a common drawback of the nonlinear optimization methods is the high computational cost because the total fields are evaluated at each iteration. Linear sampling method (LSM) is a noniterative qualitative inversion technique of finding the support of the objects by comparing the indicator function with an artificial threshold for each position in the region of interest (ROI) [9] . The computational complexity of the LSM method is much less than that of the iterative methods, since only a linear system of equations is solved for each indicator function. The LSM method has been applied to quantitative imaging in [10] , but the incident field must be plane wave and the recovery of high-contrast objects suffer from significant errors. Thus, we prefer choosing such kind of qualitative imaging methods as a preprocessing tool, and taking the results as initial guess for quantitative methods [10] .
Despite the difficulty of reconstruction at first sight, we do not, at most times, know nothing about the objects. Sparseness is a kind of practical and reasonable a priori information for most scenarios, since targets located in the recovered domain are usually sparse compared with the entire ROI. Fortunately, compressive sensing (CS) theory [11] , [12] has had been proposed and developed into a powerful tool for recovering sparse signals thanks to the flexibility, robustness, accuracy, effectiveness, and sound theory. The wide application of CS theory to image recovery [13] and signal processing [14] , [15] have motivated a great interest in transplanting the paradigm to inverse scattering. The inversion model can be formulated as the CS framework if the targets are intrinsically sparse or can be expanded with a group of sparse coefficients in transformative domains, such as wavelet domain [16] or TV domain [17] . Unfortunately, some unique theoretical features of electromagnetic inverse scattering prevent the straightforward exploitation of CS tools. First of all, the inverse scattering problem is nonlinear in nature whereas the CS model is devoted for linear problems. Though we are capable of eliminating the nonlinearity by linearization methods, such as BA, the reconstruction algorithms are so sensitive that even for weak scatterers, the model error of BA results great deviation from satisfactory restoration. To tackle the model error, a two-steps linear-nonlinear scheme is proposed [18] , in which the inverse scattering problem turns out to be a linear model by taking contrast source as unknowns. Thus, the contrast source can be recovered directly with CS reconstruction algorithms, immediately following which the contrast function can be obtained according to the relationship between the contrast and the contrast source. Secondly, for most CS problems in practice, it is impossible to evaluate the theoretical bounds, say spark, and to testify the exact recovery condition, say restrict isometry property (RIP), so is the inverse scattering problem. In addition, the degree of freedom is restricted in designing the sensing matrix because the kernel is Green's function in inverse scattering problem, whose properties are controlled by the physics of the scattering problem. Compared with RIP, the mutual coherence is a more practical metric for assessing the CS recovery properties and is more flexible to be designed [19] . Nevertheless, the designing principle dominated by the mutual coherence is not as rigorous as the RIP-guiding principle because the indirect relationship between mutual coherence and RIP.
The nature of nonlinearity and the physics implication of the sensing matrix hinder us from a straightforward application of the CS recovery algorithms to the inverse scattering problem. Recently, the joint structure of the contrast sources is exploited to deal with the nonlinearity by using a sumof-l 1 -norm regularization optimization scheme [20] . Taking the optimized contrast sources as initial value, the following iteration procedure results a better reconstruction of the contrast since strong a priori information is added. Obviously, the more fruitful a priori information is enforced, the better reconstruction we can get. We are motivated to enhance a priori information through joint sparse reconstruction of the contrast sources. Different from [20] , a mixed-l 2 /l 0 -norm approach is exploited to recover the contrast sources accurately, which indicates that we are available to stronger a priori information -the real supports of the targets. A perfect mask can be made based on the real supports and we press the mask against the contrast recovered by other inversion methods, by which the contrast at the positions belonging to real targets are preserved and those that not belong to the real supports are cut off. To the best of our knowledge, perfect masks as a priori information for electromagnetic inverse scattering have not been reported yet. In order to obtain a satisfactory mask, we have to select a specific number of supports from the recovered contrast sources. We apply the MDL (minimum description length) criterion to estimate the number of the sparse targets accurately and choose the corresponding number of supports with a norm metric. As a matter of fact, the perfect mask is such strong a priori information that the contrast can be reconstructed accurately, even for high-contrast and lossy targets.
The rest of the paper is organized as follows. In section II, the inverse scattering model is formulated. In section III, we introduce the MDL criterion and the joint sparse reconstruction method based on mixed-l 2 /l 0 -norm, by which the real supports of the targets are recovered. Numerical results and an assessment of the proposed method are given in section IV. Finally, second V ends this paper with our conclusion. Throughout the paper a time factor exp{jωt} is adopted.
II. FORMULATION OF THE INVERSE SCATTERING PROBLEM
We consider a 2-D scalar inverse scattering problem in a homogeneous background. As depicted in Fig. 1 , D denotes the investigation domain which is assumed to embed the scatterers, whose properties are described by the contrast FIGURE 1. Geometrical configuration of the inverse scattering problem.
where ε s , σ s , ε b , and σ b denote the relative permittivity and the electric conductivity of the scatter and of the background medium, respectively. The transmitting antennas generating the incident fields and the receiving antennas probing the scattering fields are all located on a closed curve . By assuming the TM polarization for the electric field (i.e., the polarization is along the z axis), the scattering fields measured on can be expressed as
where r = x , y , r = (x, y) denote the source point and the field point, respectively, k b is the wavenumber, E s , E t denote the scattered field and the total field, respectively, and
0 (k b r − r ) is the 2-D Green's function in homogeneous space with H (2) 0 being the zero order second kind Hankel function. In addition, the field quantities in D are restricted by the relation of
wherein E i denotes the incident field. Equation (2) and (3) are known as data equation and state equation, respectively, based on which χ is restored quantitatively. For simplicity, (2) and (3) make it a challenging work to solve the inverse scattering problem.
III. THEORY
In electromagnetic inverse scattering, we illuminate targets using known incident field and reconstruct the contrast function with scattered field. Correspondingly, there are two paths leading us to the satisfactory reconstruction, focusing on designing the incident field and adding a priori information, respectively. The first one takes advantage of the arbitrary degree of freedom in devising the incident field, through which more information about the details of the object can be transformed to the measurements, contributing to the fidelity of the reconstructions. Recently, the intriguing characteristics of OAM-carrying waves have been exploited in electromagnetic imaging and a resolution beyond the Rayleigh-limit is achieved [21] , inspiring us to employ the OAM-carrying waves as incident field to improve the recovery resolution. Actually, there exist super oscillation in the OAM-carrying waves, which can transform the information about the evanescent waves of the targets into far field measurements. Thus, we can recover more details of the targets with the evanescent information [22] . The second one processes the measured data with a priori information, such as the targets number, the location of the targets, the value of the contrast, etc.
In this section, we will firstly introduce an approach to generate the OAM-carrying waves in 2-D case. Then we apply the MDL criterion to electromagnetic inverse scattering model to estimate the number of targets accurately. After that, we introduce the joint sparse reconstruction method by which a perfect mask can be constructed with the exact targets number being a priori knowledge. In the end, we employ the CSI method to recover the contrast, during which the recovered contrast of each iteration is multiplied by the mask. The addition of strong a priori information will lead to the perfect recovery.
A. GENERATION OF 2-D OAM-CARRYING FIELDS
There are many methods of generating OAM-carrying waves in radio frequency, for example, by using uniform circular array [23] , spiral phase plate [24] and metasurface [25] , etc. In 2-D case, we set up a uniform circular array consisting of line sources and obtain OAM-carrying waves by modulating phases of each excitation. As shown in Fig. 1 , N line sources are uniformly fixed on a circle with a radius of R. The phase step between two neighboring sources are δφ = 2πv/N with v being the topological charge. The N antennas are excited simultaneously and thus the incident field in D is superposition of N modulated cylindrical waves (with coefficients omitted):
The distributions of amplitudes and phases with v = 1, 2 and 3 are illustrated in the top row and the bottom row in Fig which means the incident fields corresponding to small topological charges may be insignificant compared with those corresponding to large ones. To avoid the small values being overwhelmed by the large ones, we normalize the fields of each mode by the maximum values. Moreover, we conduct the scanning vortex cores along specified routes, which will provide extra benefits for the imaging resolution [21] .
B. ESTIMATING TARGETS NUMBER WITH THE MDL CRITERION
MDL criterion [26] , [27] has been applied to the estimation of source numbers in signal processing [28] - [31] for a long time. We employ the MDL criterion to estimate the number of the targets supports here. We assume N transmitters are located on with each transmitter being a receiver as well.
If we divide D into L grids and perform M illuminations, the data equation can be expressed in a discretized form as
where
is the measurement matrix with
is the discrete Green's function matrix in weak form [32] , and
is the matrix of the contrast source defined by w = χE t with w i ∈ C L×1 being the contrast source vector corresponding to the i-th illumination. The MDL criterion is expressed as
where f (E s |ˆ ) is the likelihood function of E s andˆ is the maximum likelihood estimation of the parameter vector, whose possible degree of freedom is q. After complex derivation, (6) can be expressed explicitly as
where λ n is the n-th element of the singular-value vector of E s with the elements ranked in descending order. By calculating (7), the q resulting the smallest MDL value is selected as the optimal estimation. As a matter of fact, the MDL criterion takes the parameters resulting the maximum post-priori estimation of the measurement signal as the optimum. Generally, the MDL criterion is effective to estimate a small number of sources, and often fails when encounters large number of sources. This characteristic is shown in section III of the numerical simulation.
C. JOINT SPARSE RECONSTRUCTION
In classical CS reconstruction algorithms, we employ no more the sparseness of the targets themselves or in transformative domains. Actually, the joint structure of the targets benefits better recovery. However, for most single measurement vector (SMV) models in electromagnetic inverse scattering, the unknowns of χ are not joint sparse naturally, but we can build up the joint structure mathematically through the multiple measurement vector (MMV) model as shown in (5) .
Considering the definition of the contrast source, for each w i , if the elements are located in the targets, nonzero values hold, and if the elements do not belong to the targets, zero values hold no matter the illumination. Therefore, W presents a row-sparse structure. We employ mixed-l 2 /l 0 -norm to tackle the joint sparse structure of W, and the optimization problem is expressed as
where • 0 and • F represent the l 0 norm and the Frobenius norm, respectively, δ is the tolerance related to noise, and
is the l-th row of W, • 2 denotes the l 2 norm, and T denote the matrix transposition. It is not difficult to observe that the cost function in (8) provides an estimation of the number of rows with nonzero values. This approach is called mixed-l 2 /l 0 -method because the cost function is an approximated l 0 norm in the row dimension, and is an l 2 norm in the column dimension. Unfortunately, the nonconvexity of the l 0 norm makes it an NP-hard problem so that we need to relax the l 0 norm. We introduce the hyperbolic tangent function
to approximate the l 0 norm by tuning the shape parameter γ . It can be proved that when γ → 0 + , g γ (x) is approximately equal to the sign function. Since ||w r 1 || 2 2 ≥ 0 we have
By introducing g γ , (8) can be reformulated into
We can convert the constrained optimization problem to the unconstrained form by introducing a regularization parameter α
Apparently, in the object function, γ is related to the penalty strength for solution sparseness, and α is related to that for equation error. By joint sparse reconstruction, we are more concerned about the correctness of the solution sparseness. Thus, we finely tune γ , but roughly choose α merely by VOLUME 7, 2019 numerical experiments. Note that γ is a vital parameter governing the property of the problem, and the larger γ drives the problem to be a convex one, whereas the smaller γ tends to derive a nonconvex one. Though convexity suggest a global optimum, the relaxation of the nonconvex problem usually encounters errors. Conversely, maintenance of the nonconvexity leads to the real solution but the selected results are usually trapped in local optimums. To balance the two sides of the coin, we tune γ continuously in the iterating process. The optimization problem described in (13) is nonconvex and it is not easy to get a straightforward solution. Therefore, we employ the MM method [33] , [34] to convert (13) into a convex problem by defining an auxiliary function
where the superscript ''p'' denotes the p-th iteration and
is the derivative of g γ at x with cosh(•) being the hyperbolic cosine function. Let
It can be proved that Q(W|W p ) is the upper bound of T γ (W). In MM method, W is updated by minimizing Q(W|W p ) and the optimum is
and
In (19) , diag(•) represents a diagonal matrix with the elements in the parenthesis occupying the diagonal. The framework of the joint sparse reconstruction can be outlined as follows,
Step < tol, go to Step 6, otherwise return to Step 2;
Step 6: Output.
D. MASK-BENEFICIAL CSI
Let W opt denote the optimal result through joint sparse reconstruction, from which we attempt to find out the supports of the real targets. It is worthwhile noting that W opt is a matrix with contrast source vector being the columns, and we cannot select the supports from the matrix directly. Since the real W only has two kinds of rows with all-nonzero values or all-zero values, and they can be distinguished easily by evaluating the l 2 norm. Therefore, we evaluate the w r norm2 of W opt and denote it by w opt,r norm2 . As defined in (9), the elements of w opt,r norm2 are l 2 norms for each row of W opt . We take the position of w opt,r norm2 corresponding to the S largest values as the recovered supports, where S is the estimation of the targets number by the MDL criterion and set the values of the selected supports in w opt,r norm2 being one and the others being zero, by which a mask vector w mask ∈ C L×1 is obtained.
w mask is such strong a priori information that it defines the targets support precisely. By merging w mask into other inversion methods, we are more likely to obtain better reconstructions. In CSI, the total fields and contrast are updated alternatively, making it easy to fuse a priori information. Specifically, since the real χ and the real w share the same supports, the updated χ of each iteration in the CSI is multiplied by w mask , χ updated = χ w mask (20) where represents the element-wise multiplication. The process in (20) is equivalent to compelling χ to approach the real support. In the following, we outline the mask-beneficial CSI method in a very simple scheme for saving space:
Step 1: Initializing contrast source
Step 2: Calculating state error and data error.
Step 3: Calculating updating direction and step size of contrast source.
Step 4: Updating contrast through contrast source.
Step 5: Filtering the contrast with mask.
Step 6: Output or return. For the details of the classical CSI, we advise to refer to [6] .
IV. NUMERICAL RESULTS
In this section, numerous experiments are conducted to validate the proposed method. The geometrical configuration of our experiments is depicted in Fig. 1 . In the following simulations, the working frequency is 100MHz, and the investigation domain is a λ × λ square centered on the origin with λ being the wavelength. The transmitting/receiving array consists of 30 line-sources which are located on a circle surrounding D with a radius of 3λ. The OAM-carrying waves are generated by modulating phases of each element and the transmitters also serve as receivers to measure the scattered fields. In the following, the vortex cores of the incident fields move along x = [−2λ/15, 2λ/15] and y = [−2λ/15, 2λ/15] with a step of λ/15, namely 25 cores in total. For each vortex core, 13 modes of v = 0, ±1, . . . , ±6 are generated and each mode is normalized by its maximum magnitudes to avoid the effect of ''energy holes''. The scattered fields are synthesized by using a CG-FFT method [35] . All simulations are conducted on a laptop installed with CPU of i5-6267U.
A. SUCCESS RATE OF MDL
The success rate of estimation by using the MDL criterion with respect to targets number in a range of 1 to 10 is illustrated in Fig. 3 . The value of each point in the graph is evaluated through 500 repeated experiments where for each test a specific number of targets are randomly allocated in the investigated domain. The success rate is defined as the ratio of the number of accurate estimations to the total number of experiments. Additionally, the same experiments are conducted under different noisy conditions that white Gaussian noise are added to the data with SNR (signal-tonoise ratio) being 10dB, 20dB, 30dB, and 40dB, respectively. For different SNRs, the curves present identical trends that maintaining high success rate for the small numbers, and going down with the number increasing. The success rate of the numbers smaller than 5 are maintained to be higher than 90% for all cases. For the same numbers, high SNRs contribute to high success rate. Specifically, when the SNR is 40dB, the success rate preserves to be higher than 90% for the numbers smaller than 8. We can predict that with the SNR growing, more favorable success rate can be obtained. Note that when the estimation suffers from errors, it is no longer reliable to define the supports based on the estimated targets number. Instead, we sort the elements of w opt,r norm2 in a descending order and select positions corresponding to values prior to the steepest descent as the supports.
In fact, the number of targets that can be accurately recovered is not very large since the strong relevance between grids in the small investigated area. The reason will be discussed in detail in Section B. That is to say, the satisfactory success rate of the MDL criterion for small targets number is sufficient for the estimation to serve as a priori information for the following joint sparse reconstruction.
B. RECONSTRUCTION OF SPARSE TARGETS
In the following, a number of scenarios are tested to verify the proposed method. For each scenario, we firstly testify the mask obtained by joint sparse reconstruction, then arrive at the recovered contrast function through the CSI method. In the proposed method, the contrast sources recovered by joint sparse reconstruction rather than backpropagation solution serve as starting value for CSI. The convergence metric for CSI is defined as
where E s std is the synthesized scattered fields and E s χ the fields scattered by recovered contrast. The convergence threshold is set 1e-4.
Note that the shape parameter γ significantly affect the sparseness of the results, and thus the quality of the masks. Smaller γ makes g γ approximate the l 0 norm, prompting the results to be closer to the real solution. However, if the γ is too small, g γ becomes more nonconvex and the solution is more likely to be trapped in a local optimum. Since the proposed method is sensitive to γ , we select optimal γ by traversing it from 1 to 0.001 with a step of 0.001. Besides, the largest iteration number is 100 and the convergence threshold tol is 1e-10 for each fixed γ . We choose the γ corresponding to the minimum Err as the best shape parameter, with Err defined as
where T γ W opt is the optimized value of the cost function as defined in (16) for a fixed γ and S is the estimation of the targets number by MDL criterion. Actually, S is the number of rows with non-zero terms in real W, and is the optimal value T γ W opt can reach, so that the smaller Err tends to lead us to a sparser solution being closer to the real one. The regularization parameter α is 10. To obtain the data equation in discrete form, the investigated domain is divided into 10 × 10 subsquares, namely the mesh size is λ/10, assuming the contrast, sources and electric fields are piecewise constant. One mesh grid is regarded as one target in the following.
1) ONE RANDOM TARGET
We consider the simplest case firstly. One lossy target with χ = 4−1j is randomly placed in D as shown in Fig. 4 (a) (real part) and (b) (imaginary part). The optimal γ is 1. Apparently, the large real part and the imaginary part brings high nonlinearity, making it improper to employ linearization methods. The recovered mask is shown in Fig. 4(k) , which locates the target accurately. The starting value of χ corresponding to joint sparse reconstruction is shown in Fig. 4 (c) (real part) and (d) (imaginary part), respectively, which is much more accurate than that corresponding to more common backpropagation solution, as shown in Fig. 4 (g) (real part) and (h) (imaginary part), respectively. The proposed method converged after 176 iterations, and the results are shown in Fig. 4 (e) (real part) and (f) (imaginary part). It is astonishing VOLUME 7, 2019 that by combining the mask with CSI, the reconstruction is almost perfect -not only the shape is identical to the original profile, but the recovered contrast is precise both in real part and imaginary part. For comparison, the results obtained by the classical CSI after 256 iterations with a backpropagation initial are shown in Fig. 4 (i) (real part) and (j) (imaginary part), where the sidelobe is retained since no a priori information about the support is enforced, and the recovered contrast values encounter larger error both for real part and imaginary part, compared with that of the proposed method. The convergence curves of DataErr are shown in Fig. 4(l) , note that the proposed method converges in 176 iterations, whereas the classical CSI fails to reach the convergence threshold after 256 iterations.
2) FIVE RANDOM TARGETS
Five random targets with contrast χ = 4 − 1j are considered in this example, as shown in Fig. 5 (a) (real part) and (b) (imaginary part). The starting value of χ corresponding to joint sparse reconstruction is shown in Fig. 5 (c) (real part) and (d) (imaginary part), respectively, which is much more accurate than that corresponding to backpropagation solution, as shown in Fig. 5 (g) (real part) and (h) (imaginary part), respectively. The optimal γ is 0.946. The recovered mask is shown in Fig. 5(k) . Again, both the real part and the imaginary part reconstructed with the perfect mask after 256 iterations totally coincide with the real distributions, as shown in Fig. 5 (e) and Fig. 5(f) , respectively. However, the results obtained by the classical CSI suffer from severe ambiguity (especially for the imaginary part) caused by the interaction between neighboring targets, as shown in Fig. 5(i) and Fig. 5(j) , respectively. The convergence curves of DataErr are shown in Fig. 5(l) , where the DataErr of the proposed method is lower than that of classical CSI almost in the whole iterating process.
3) SIX GATHERED TARGETS
A more complex scenario is tested in this example. As shown in Fig. 6 (a) and (b), six targets with different contrasts gather in the center of D. The real part of the contrast of each target is 1, 2, 3, 4, 5, and 6, from left to right and from top to bottom, respectively. The imaginary parts are all -1. The coupling among the targets will be strengthened for the adjacent positions and high contrasts. The starting value of χ corresponding to joint sparse reconstruction is shown in Fig. 6 (c) (real part) and (d) (imaginary part), respectively, which is much more accurate than that corresponding to backpropagation solution, as shown in Fig. 6 (g) (real part) and (h) (imaginary part), respectively. Instead of the criterion for selecting the optimum γ adopted by example 1) and 2), we select the γ corresponding to the minimum equation error Err equ as the optimum, with Err equ defined as
Compared with the Err, whose minimization tends to derive a sparser solution, the minimization of Err equ will result a more accurate one. As a matter of fact, when targets assemble in a small area, they are more correlated than those are farapart, and the solution with a correct number but wrong positions of the supports may result a false solution, so it is judicious to employ the Err equ as a stricter principle to derive a more favorable solution. With the optimal γ being 0.05, we obtain the recovered perfect mask as shown in Fig. 6(k) . Fig. 6 (e) and Fig. 6 (f) demonstrate the recovered real part and the imaginary part by the mask-beneficial CSI VOLUME 7, 2019 after 2000 iterations, respectively, and Fig. 6(i) and Fig. 6(j) show the counterparts by classical CSI with backpropagation being the starting value. In the convergence curves shown in Fig. 6(l) , the DataErr of the proposed method is much lower than that of classical CSI almost after the whole iterating process. Apparently, recovery by the proposed method is in good agreement with the real distribution, whereas reconstruction by the classical CSI fails to locate the targets accurately. In the proposed method, the accurate target locations are guaranteed by the perfect mask. Since the result of each iteration is multiplied by w mask element-wisely, the contrast values out of the supports are forced to be zeros. Conversely, there is no forced a priori information about the supports in the classical CSI procedure, so it is almost impossible for the classical CSI to locate the targets accurately. In fact, the location and evaluation are separated in the proposed method and the independent information about the supports added in the CSI improves the iterating process and prompt the contrast value to be more favorable. Table I is more convincing, where the first column is the contrast of the six targets, the second column and the third column are the contrasts in the same position obtained by the proposed method and by the classical CSI method after 2000 iterations, respectively. We find that the maximum error of the recovered real parts by the proposed method and the classical CSI are 2% and 14.5%, respectively, and the maximum error of the imaginary parts are 1% and 10%, respectively, suggesting that the proposed method is superior to the classical CSI on both shape reconstruction and contrast evaluation. The cost time of the proposed method and the classical CSI for the three above examples are listed in Table II . For Example1), since the proposed method converges prior to the maximum iteration number, it spends less time and produces better recovery, compared with classical CSI. For Example 2) and Example 3), though the proposed method spends 12.8% more time in average, compared with classical CSI, the reconstructions with perfect masks are much superior to those by classical CSI. Therefore, the proposed method is economical and effective to obtain more accurate recovery. 
4) RECONSTRUCTION WITH NOISE-CORRUPTED DATA
Noise is inevitable in practical circumstances. In this example, we reconstruct targets with noise-corrupted data. Two squares spaced by λ/10 is shown in Fig. 7 (a) (real part) and (b) (imaginary part). Rather than traversing the γ like the examples in section 1) and 2), the γ is fixed for different noise levels. Fig. 7(c), (d) , (e) and (f) show the real parts and the imaginary parts recovered by the proposed method after 256 iterations, with SNR being 40dB and 20dB, respectively. The γ is fixed on 1.5 and 1.95 when SNR is 40dB and 20dB, respectively. The perfect masks are identical (as shown in Fig. 7 (k) ) for different SNRs if we choose the proper γ . Fig 7 (g) , (h), (i) and (j) show the real part and the imaginary part recovered by classical CSI method after 256 iterations, with SNR being 40dB and 20dB, respectively. By comparing the results obtained by the two methods, we find that the mask provides extra resolution information and the two close targets can be distinguished clearly, whereas the classical CSI fails to distinguish them.
Note that the successful reconstructions are built on the carefully selected γ . Though the smaller γ leads to real solutions, we have to balance the sparseness and the equation error in noise-corrupted case because the CS-based reconstruction algorithm is so sensitive to the noise that false results are more likely to appear. One way or another, the proposed method shows great potential in perfect reconstruction compared with the classical nonlinear iterative method.
Because OAM-carrying waves have the potential to recover objects with super resolution, one may be confused whether the OAM-carrying waves or the mask is most contributive to the reconstruction accuracy. Actually, by comparing recovery results by mask-beneficial CSI and those by classical CSI (Fig. 4(c Fig. 7(i), (k) ), it is easy to find that reconstructions by CSI with perfect masks are more accurate than those by CSI merely with OAM-carrying incident fields. Thus, we conclude that the ability to improve resolution of OAM-carrying wave is limited, and the perfect mask with strong a priori information is the most important contributor to accurate reconstructions.
C. LIMITATIONS OF THE METHOD
Undoubtedly, the perfect mask lays the foundation for the accurate reconstruction. In other words, the defective mask will not lead us to the perfect reconstruction, but even mislead the direction of the CSI process. We can classify the faulty masks into two categories, one with reductant supports and the other lacking the necessary supports. Since the former masks occupy other supports besides the real ones, they fail to warrant the accuracy of shape recovery, and the reconstructions are close to those of the classical CSI. In an extreme case, the proposed method with an all-one mask is identical to the CSI. Whereas, the latter masks are somehow unacceptable because they miss the supports belonging to the real targets, making the CSI go astray further and further. The final results surely deviate from the real supports since the contrast are multiplied by the insufficient mask for each iteration. Therefore, it is important and necessary to figure out on which condition the perfect masks are available.
Let R(W) denote the number of rows containing nonzero entries in W. In joint sparse reconstruction, the unique R(W) that can be recovered is limited by [36] 
where Spark(G) denotes the spark of G (i.e., the smallest number of columns from G that are linearly-dependent) and Rank(E s ) denotes the rank of E s . As a matter of fact, Spark(G) is deterministic for the sensing matrix G in a specified discrete form. To evaluate the exact spark, we have to test all possible combinations of the column vectors, which is very time-consuming and sometimes even impossible. Instead of traversing the combinations, we estimate the spark in a physical sense. We rewrite
denotes the weak form of the Green's function from the i-th subsquare in D to the N receivers. The g i s corresponding to the adjacent subsquares are more relevant than those of far-apart subsquares. We choose 9 subsquares with adjacent relationship as shown in Fig. 8(a) and extract G sub from G, which consists of the corresponding g i s.
If the 9 column vectors of G sub are linearly-dependent, which means the electromagnetic radiation of the central square can be represented by the 8 surrounding squares, thus we infer the Spark(G) is approximately equal to 9. However, if we divide D by finer mesh grid, say λ/20, the adjacent subsquares are much closer, and the electromagnetic radiation can be represented with less neighboring grids. As the cross structure shown in Fig. 8(b) , if the g i s corresponding to the 5 squares are linear dependent, we infer the Spark(G) is approximately equal to 5. As for the rank of the E s , we can simply assume it being equivalent to the number of targets, which can be interpreted from two aspects. For one hand, when the targets are distributed far-apart from each other, the correlation between corresponding e s i s (i = 1, 2, . . . , M ) are weak, and the Rank(E s ) approximately equal to the targets number, for the other, when the targets gather up in a small area, the corresponding e s i s are no longer independent, but the strengthened electromagnetic interactions between each other give rise to the nonlinear relationship of e s i s, contributing to the maintenance of Rank(E s ) being approximately equal to the targets number. Actually, it has been proved that Rank(E s ) can be replaced by Rank(W) [37] in (24), and we arrive at
which is totally in agreement with the analysis above. According to (25) , we can estimate the R(W) in different cases. In fact, R(W) is just the number of targets we are able to recover uniquely. Considering the joint sparse structure of W, the Rank(W) is identical to the targets number, and we write (25) as where x is the targets number can be recovered accurately. When the grid size is λ/10, the Spark(G) is 9, so x < 9 − 1 = 8, and for the λ/20 case, the Spark(G) is 5, so x < 5 − 1 = 4. To be more persuasive, we evaluate the correlation of the two kinds of substructures. The two substructures located in the center of D are investigated, respectively. If the columns of the G sub are linear dependent, we can find a coefficient vector c satisfying
where g cent i is the vector corresponding to the central grid, G sur sub is the group of vectors corresponding to the surrounding grids, and c is evaluated by least square method. We measure the correlation by the norm of the error between the two sides of (27) Err corr = G 
In Table III , the Err corr s of the two substructures shown in Fig. 8 are listed for the λ/10 case and the λ/20 case, respectively. Though the Err corr s for all cases are extremely small, the smaller one indicates the strong linearly-dependent relationship, suggesting our assumptions are closer to the real Spark(G). In other words, the small norm errors corresponding to a stricter bound shown in (26) since the evaluated Spark(G) is closer to the real Spark(G), whereas the larger errors means larger deviations of the estimation from the real value, suggesting the possibility of the existence of a larger Spark(G). 9 demonstrates the success rate against different targets number in λ/10 case and λ/20 case, respectively. The value of each point in the graph is evaluated through 100 repeated experiments where for each test a specific number of targets are randomly allocated in the investigated area. The success rate is defined as the ratio of the number of accurate recovery to the total number of experiments. The success rate of the numbers being 5 has dropped to 0 in λ/20 case so it is unnecessary to conduct more experiments against the numbers larger than 5. Coinciding with our analysis, the success rate slump when the targets number change from 7 to 8, in the λ/10 case. An earlier plunge happens when the targets number changing from 3 to 4 in the λ/20 case because of the smaller Spark(G). We have assumed the Spark(G) to be 5 in λ/20 case, but the norm error is larger (1e-5) than that of the λ/10 case when the Spark(G) is assumed to be 9 (1e-8), which means the real Spark(G) of the λ/20 case may be greater than 5. Correspondingly, the success rate when the number is 4 in λ/20 case is 0.2, which is larger than the success rate of 0.12 when the number is 8 in λ/10 case. As mentioned above, the small norm error means a stricter bound while the larger error means a relaxed one. It is worthwhile noting that the bounds derived in (26) is not rigorous, and the Spark(G) is neither 9 or 5 simply. Despite that, the reasonable interpretation in a physical sense is inspiring.
V. CONCLUSION
In this paper, we propose a mask-beneficial CSI method to reconstruct targets with extremely high accuracy. By taking advantage of the MDL criterion and the joint sparse structure of the contrast sources, perfect masks are made through a joint sparse reconstruction approach based on the mixed l 2 /l 0 -norm, and the masks are added to the CSI procedure as strong a priori information. The masks involve the information about the exact supports of the targets and enforce the results of each iteration to approach the real distribution. Almost perfect recovery both in the shape and the contrast value are obtained even when the data are corrupted by noise, showing the effectiveness and robustness of the proposed method. Besides, extra resolution ability is provided by the mask, contributing to a super-resolution results which CSI method cannot reach. We find that the number of targets that can be accurately recovered is limited by the spark of the sensing matrix, indicating that the finer the mesh size is, the fewer the number is. The shape parameter in the mixed norm is vital to the success and must be tuned carefully.
In the future work, we will focus on the quick selection of the optimal shape parameter and extension of the method to finer targets and lower SNR cases.
