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We present a study of the normalized transverse momentum distribution of W bosons
produced in pp¯ collisions, using data corresponding to an integrated luminosity of 4.35 fb−1
collected with the D0 detector at the Fermilab Tevatron collider at
√
s = 1.96 TeV. The
measurement focuses on the transverse momentum region below 15 GeV, which is of special
interest for electroweak precision measurements; it relies on the same detector calibration
methods which were used for the precision measurement of theW boson mass. The measured
distribution is compared to different QCD predictions and a procedure is given to allow the
comparison of any further theoretical models to the D0 data.
PACS numbers: 14.70.Fm, 13.85.Qk, 12.38.Qk
I. INTRODUCTION
The production of V = (W/Z) bosons in hadron col-
lisions is described by perturbative quantum chromody-
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namics (QCD). At leading order, QCD predicts no trans-
verse momentum of the W or Z boson (pVT ) with respect
to the beam direction. However, this changes when in-
cluding higher order corrections, so that significant pVT
can arise from the emission of partons in the initial state
as well as from the intrinsic transverse momentum of the
initial-state partons in the proton. The pVT spectrum at
low transverse momentum can be described using soft-
gluon resummation [1–6], parton shower approaches [7–
9], and non-perturbative calculations [10, 11] to account
for the intrinsic transverse momentum of partons. In the
non-perturbative approach [10, 11], a function is intro-
duced as a form factor in order to make the QCD cal-
culation convergent when pVT → 0+. The values of the
parameters in the non-perturbative function can only be
extracted from the measurement of the pVT distribution.
Knowledge of the pVT spectrum is not only important for
testing perturbative QCD predictions and constraining
models of non-perturbative approaches, but also for the
measurement of electroweak parameters such as the W
boson mass. In the latter case, it is especially important
to model the pWT spectrum correctly in the low pT region.
The transverse momentum spectrum of the Z boson
has been measured to high precision at various ener-
gies, both at the Tevatron [12–15] and the LHC [16–21].
4This precision is enabled by the fact that leptonically-
decaying Z bosons can be easily reconstructed from the
two charged leptons in the final state. The situation is
different for the W boson as the neutrino escapes detec-
tion and hadronic decays have large backgrounds. The
pWT must therefore be estimated from the reconstructed
hadronic recoil of the event. The hadronic recoil is only
an approximation of pT (W ) as it is significantly affected
by the number of simultaneous hadron collisions in the
recorded event and by the non-linear energy response of
the detector for low energy hadrons.
The pWT distribution was previously measured at the
Tevatron at
√
s = 1.8 TeV [22, 23], and at the LHC at√
s = 7 and 8 TeV [21, 24]. This study is the first pWT
analysis at
√
s = 1.96 TeV. In this paper, we analyze data
corresponding to an integrated luminosity of 4.35 fb−1
collected by the D0 detector at the Fermilab Tevatron
collider. These data were also used for theW boson mass
measurement in Ref. [25]. This study concentrates on the
low pWT region and resolves the peak near p
W
T = 4 GeV,
unlike the LHC measurements of Refs. [21, 24] where the
sizes of the first bin are 8 GeV and 7.5 GeV, respectively.
In addition, we study the transverse momentum of W
bosons in the case where the production is dominated by
valence quarks, unlike the situation at the LHC which
involves sea quarks.
This paper is structured as follows: after a short de-
scription of the D0 detector, the event selection, the cal-
ibration procedure, and the basic comparison plots be-
tween data and simulation are presented. This is fol-
lowed by a description of the analysis procedure. After
a discussion of the systematic uncertainties, the final re-
sults are presented and compared with several models of
W boson production and parton distribution functions.
Finally, a fast folding procedure is introduced in the ap-
pendix, which can be used to compare our result to other
theoretical predictions while properly accounting for the
detector response.
II. THE D0 DETECTOR
The D0 detector [26] comprises a central tracking sys-
tem, a calorimeter, and a muon system. The analysis
uses a cylindrical coordinate system with the z axis along
the beam axis in the proton direction. Angles θ and φ
are the polar and azimuthal angles, respectively. Pseu-
dorapidity is defined as η = − ln[tan(θ/2)] where θ is
measured with respect to the interaction vertex. We de-
fine ηdet as the pseudorapidity measured with respect to
the center of the detector. The central tracking system
consists of a silicon microstrip tracker (SMT) and a scin-
tillating fiber tracker, both located within a 1.9 T super-
conducting solenoid magnet and optimized for tracking
and vertexing for |ηdet| < 2.5. Outside the solenoid, liq-
uid argon and uranium calorimeters provide energy mea-
surement, with a central calorimeter (CC) that covers
|ηdet| ≤ 1.05, and two end calorimeters (EC) that ex-
tend coverage to |ηdet| < 4.2. The muon system located
outside the calorimeter consists of drift tubes and scin-
tillators before and after 1.8 T iron toroid magnets and
provides coverage for |ηdet| < 2.0. Muons are identi-
fied and their momenta are measured using information
from both the tracking system and the muon system.
The solenoid and toroid polarities are reversed every two
weeks on average during the periods of data-taking.
III. EVENT SAMPLES AND EVENT
SELECTION
The present analysis builds on the techniques devel-
oped in Refs. [25] and [27] for the measurement of the
W boson mass. Events are selected using a trigger re-
quiring at least one electromagnetic (EM) cluster found
in the CC, with the transverse energy threshold varying
from 25 to 27 GeV depending on run conditions. The
offline selection of candidate W boson events is the same
as used in Ref. [25]. We require candidate electrons to be
matched in (η, φ) space to a track including at least one
SMT hit. The electron three-momentum vector magni-
tude is defined by the cluster energy, and the direction is
defined by the track.
We require the presence of an electron with peT >
25 GeV and |ηe| < 1.05 that passes shower shape and
isolation requirements. Here peT is the magnitude of
the transverse momentum of the electron, ~p eT , and η
e
is the pseudorapidity of the electron. The event must
satisfy /ET > 25 GeV, uT < 15 GeV, and 50 < mT <
200 GeV. Here, the hadronic recoil ~uT is the vector sum
of the transverse component of the energies measured
in calorimeter cells excluding those associated with the
reconstructed electron, and uT is its magnitude. The
relation ~/ET = −(~p eT + ~uT ) defines the missing trans-
verse energy approximating the transverse momentum of
the neutrino, and mT is the transverse mass defined as
mT =
√
2peT /ET (1 − cos∆φ), where ∆φ is the azimuthal
opening angle between ~p eT and
~/ET . This selection yields
1 677 394 candidate W → eν events.
The Z → ee events were used extensively to calibrate
the detector response [25, 27], and they are also used in
this study. These events are required to have two EM
clusters satisfying the W candidate cluster requirements
above, except that one of the two clusters may be recon-
structed within an EC (1.5 < |η| < 2.5). The associated
tracks must be of opposite curvature. The Z boson events
must also have uT < 15 GeV and 70 ≤ mee ≤ 110 GeV,
5where mee is the invariant mass of the electron-positron
pair.
The resbos [2] event generator, combined with pho-
tos [28], is used as a baseline simulation for the kinemat-
ics ofW and Z boson production and decay. resbos is a
next-to-leading order event generator including next-to-
next-to-leading logarithm resummation of soft gluons [1],
and photos generates up to two final state radiated pho-
tons. At low transverse momentum (pVT < 10 GeV),
multiple soft gluon emissions dominate the cross section
and a soft-gluon resummation formalism is used to make
QCD predictions. This technique was first developed by
Collins, Soper, and Sterman (CSS) [1] and is currently
implemented using a parametric function introduced by
Brock, Landry, Nadolsky and Yuan (BLNY) [29] based
on three non-perturbative parameters g1, g2 and g3. In
the kinematic region of this measurement, the pWT dis-
tribution is insensitive to g3. The p
V
T distribution at
the Tevatron is sensitive to the values of g1 and g2, and
the measured pWT can be used to constrain them. The
baseline simulation relies on the CTEQ6.6 [30] PDF set,
as well as setting the non-perturbative parameters to
the following values from Ref. [29]: g1 = 0.21 GeV
2,
g2 = 0.68 GeV
2, and g3 = −0.60 GeV2.
We compare our measurement with predic-
tions from various Monte Carlo (MC) simula-
tions (resbos and pythia [8]), different PDF
sets (CT14HERA2NNLO [31, 32], CTEQ6L1 [33],
MSTW2008LO [34] and MRST LO [35]) and two non-
perturbative functional forms (BLNY and the transverse
momentum dependent TMD-BLNY [36]):
1. resbos (Version CP020811)+BLNY+CTEQ6.6
2. resbos (Version CP112216)+TMD-BLNY
+CT14HERA2NNLO
3. pythia 8+CT14HERA2NNLO
4. pythia 8+ATLAS MB A2Tune [37]+CTEQ6L1
5. pythia 8+ATLAS MB A2Tune [37]+MSTW2008LO
6. pythia 8+ATLAS AZTune [17]+CT14HERA2NNLO
7. pythia 8+Tune2C [38]+CTEQ6L1
8. pythia 8+Tune2M [38]+MRST LO
9. pythia 8+CMS UE Tune CUETP8S1-CTEQ6L1 [39]
+CTEQ6L1
A fast parametrized MC simulation (PMCS ), which
is also used in our W boson mass measurement [25, 27],
is used to simulate electron identification efficiencies and
the energy responses and resolutions of the electron and
recoil system. The PMCS parameters are determined
using a combination of GEANT3-based detailed simula-
tion [40] and control data samples. The primary control
sample used for both the electromagnetic and hadronic
response tuning is Z → ee events. Events recorded in
random beam crossings are overlaid on W and Z boson
events in the simulation to emulate the effect of addi-
tional collisions in the same or nearby beam bunch cross-
ings.
IV. DETECTOR RESPONSE CALIBRATION
The Z boson mass and width are used to calibrate the
electromagnetic calorimeter energy response assuming a
form Emeas = αEtrue + β, with constants α and β de-
termined from fits to the dielectron mass spectrum and
the energy and angular distributions of the two electrons.
The hadronic energy in the event contains the hadronic
system recoiling from the W boson, the effects of low en-
ergy products from spectator parton collisions and other
beam collisions, final state radiation, and energy from the
recoil particles that enters the electron selection window.
The hadronic response (resolution) is calibrated using the
mean (width) of the ηimb distribution in Z → ee events in
bins of the dielectron transverse momentum (peeT ). Here,
ηimb is defined as the projection of the sum of ~p
ee
T and
~uT vectors on the axis bisecting the electron directions
in the transverse plane [41]. More details can be found
in Ref. [27].
V. BACKGROUNDS AND DATA/MC
COMPARISONS
The background in the W boson candidate sample in-
cludes Z → ee events where one electron escapes de-
tection, multijet events where a jet is misidentified as
an electron with /ET arising from instrumental effects,
and W → τν → eννν events. The Z → ee and mul-
tijet backgrounds are estimated from collider data, and
the W → τν → eννν background is obtained from the
PMCS simulation of the process, as detailed in Ref. [27].
The fractions of these backgrounds relative to the signal
are 1.08%±0.02% for Z → ee, 1.02%±0.06% for multijet
events, and 1.668%± 0.004% for W → τν → eννν.
Several kinematic distributions of the signal predic-
tions of PMCS together with the expected background
contributions taken from Ref. [27] are compared to data
for W boson candidate events in Figs. 1 and 2. The
lepton transverse momentum, the lepton rapidity, the
transverse mass, and the missing transverse energy shown
in Fig. 1, are not directly sensitive to pWT and therefore
probe the general consistency of the simulation. To test
the hadronic recoil modeling, we show in Fig. 2 the data
and MC comparisons for the components of the hadronic
recoil parallel to (u‖) and perpendicular to (u⊥) the di-
rection of the electron. For all distributions in Figs. 1
and 2, the simulation is found to agree with the data.
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FIG. 1: [color online] Kinematic distributions for (a) peT , (b) η
e, (c) mT , (d) /ET . The data are compared to the PMCS plus
background prediction in the upper panel, and the ratio of the data to the PMCS plus background prediction is shown in the
lower panels. Only the statistical uncertainty is included.
VI. ANALYSIS STRATEGY
The comparison of several pWT models to data can be
achieved either by comparing unfolded data directly with
the predictions or by comparing predictions after ac-
counting for detector response and resolution effects with
background-subtracted data. Here folding refers to the
modification of the model due to detector effects so as
to compare directly to the reconstructed level data. Un-
folding is the reverse transformation of the data to the
particle level for comparison with the theoretical model.
The limited uT detector resolution implies a large sen-
sitivity to statistical fluctuations when unfolding, which
have to be mitigated by a regularization scheme that in-
creases the possible bias and thus the overall uncertainty.
We therefore choose to perform the comparisons with the
theory prediction at the reconstruction level.
The folding of the different theory predictions with the
D0 detector response is based on the PMCS framework.
In the first step, the baseline model of the W boson pro-
duction is reweighted in two dimensions, pWT and y
W , to
an alternative theory prediction to be tested. Here yW
is the rapidity of the W boson, which is highly corre-
lated with pWT . In the second step, the reweighted theory
prediction is used as input for the PMCS framework,
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FIG. 2: [color online] Kinematic distributions for (a) u‖, (b) u⊥. The data are compared to the PMCS plus background
prediction in the upper panel, and the ratio of the data to the PMCS plus background prediction is shown in the lower panels.
Only the statistical uncertainty is included.
resulting in detector level distributions of all relevant ob-
servables. In the third step, the uncertainties due to lim-
ited MC statistics, the hadronic recoil calibration, the
electron identification and reconstruction efficiencies, as
well as the electron energy response are estimated for
each theory prediction by varying all relevant detector re-
sponse parameters of the PMCS framework within their
uncertainties. Uncertainties due to limited MC statistics,
the uncertainties due to the electron identification and re-
construction efficiencies as well as the electron energy re-
sponse are found to be negligible for the uT distribution.
The hadronic recoil calibration is modeled by five calibra-
tion parameters [27]. These five parameters are divided
into two groups, one containing three parameters for the
response of uT and the other containing two parameters
for the resolution of uT . Only the parameters in the same
group are considered to be correlated. Given the corre-
lation matrices of these two groups of parameters, these
five parameters are transformed into another five uncor-
related parameters by a linear combination. Each com-
ponent of the hadronic recoil uncertainty is estimated by
varying one of the five uncorrelated parameters with its
uncertainty. The combined hadronic recoil uncertainty is
calculated by adding in quadrature the individual com-
ponents in each uT bin. The uncertainty from each com-
ponent is considered to be bin-by-bin correlated, and the
uncertainties from different components are assumed to
be uncorrelated.
The uncertainties on the measured uT distribution of
the background-subtracted data are the statistical uncer-
tainty, which is treated as bin-to-bin uncorrelated, and
the uncertainty due to the background, which is sig-
nificantly smaller than the statistical uncertainty. The
background uncertainty is obtained by varying the over-
all number of events from each background contribution
independently within its uncertainty, so this uncertainty
should be considered to be bin-by-bin correlated. Be-
cause the uncertainties are small, the effects of these cor-
relations are found to be negligible.
The resulting fractions of events in the uT bins with
boundaries [0, 2, 5, 8, 11, 15] GeV are summarized in Ta-
ble I for the background-subtracted data along with the
combined statistical and systematic uncertainties.
VIII. RESULTS AND COMPARISON TO
THEORY
At the reconstruction level, the uT distribution of the
background-subtracted data is compared to the predic-
tions of resbos and pythia listed in Section III. The
predictions are normalized to the background-subtracted
data with uT < 15 GeV. The data are compared to res-
bos predictions based on two different non-perturbative
functions, BLNY and TMD-BLNY in Fig. 3. Figure 4
shows comparisons with pythia predictions using the
different tunes provided by several collaborations. All
five uT bins are considered in the χ
2 calculation. The
uncertainties due to the resummation calculation of res-
bos and the tune of pythia are not considered in the
comparison and the χ2 calculation and the uncertainty
due to the PDF set is negligible. Since both the data
8TABLE I: The fraction of W boson events in bins of uT for the background-subtracted data. The combined statistical and
systematic uncertainties are shown.
uT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV
Fraction of events in the uT bin 0.1181 0.3603 0.2738 0.1515 0.0963
Total uncertainty 0.0003 0.0005 0.0005 0.0004 0.0003
and the prediction are normalized to unity, the number
of degrees of freedom is 4. The resulting χ2/ndf val-
ues for all models and the corresponding significances
in the Gaussian approximation are summarized in Ta-
ble II. From this comparison, pythia 8+ATLAS MB
A2Tune+CTEQ6L1 is excluded with a p-value equal to
5.84× 10−10 and pythia 8+CMS UE Tune CUETP8S1-
CTEQ6L1+CTEQ6L1 is excluded with a p-value equal
to 4.23 × 10−7. All the other pythia 8 predictions ex-
cept the default, pythia 8+CT14HERA2NNLO, are dis-
favored. The model based on resbos+BLNY agrees with
the data.
IX. CONCLUSION
We report a study of the normalized transverse mo-
mentum distribution of W bosons produced in pp¯
collisions at a center of mass energy of 1.96 TeV,
using 4.35 fb−1 of data collected by the D0 col-
laboration at the Fermilab Tevatron collider. The
uT distribution of the data is compared to those
from several theory predictions at the reconstruction
level. From these comparisons, pythia 8+ATLAS
MB A2Tune+CTEQ6L1 and pythia 8+CMS UE Tune
CUETP8S1- CTEQ6L1+CTEQ6L1 are excluded. All
the other pythia 8 predictions except the default,
pythia 8+CT14HERA2NNLO, are disfavored. Both
models based on resbos give satisfactory fits to the data.
The precision is limited by the uncertainty due to the
hadronic recoil calibration.
In the appendix, we describe a procedure by which
theoretical models for the pT distribution of W boson
production beyond those considered in this paper can be
quantitatively compared to the D0 data.
This study is the first inclusive pWT analysis using Teva-
tron Run II data. Our data are binned sufficiently finely
in pWT to resolve the peak in the cross section, unlike
the previous measurements at the LHC. In comparison
to measurements by LHC experiments, which involve
sea quarks, this work provides additional information for
evaluating resummation calculations of transverse mo-
mentum of W bosons when the production is dominated
by valence quarks.
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APPENDIX. DETECTOR RESPONSE FOR
FUTURE COMPARISONS
In order to compare additional model predictions to
the measured data, some previous measurements [21, 23,
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FIG. 3: [color online] Comparisons of the measured and predicted uT distributions after the detector response simulation for
different MC predictions based on resbos . The ratios of the background-subtracted data to each theory prediction are shown
in the lower panel together with the 1σ uncertainty band. The total experimental uncertainty is indicated by the hatched band;
it is dominated by the uncertainty due to the hadronic recoil calibration. The points for the predictions are offset horizontally
to aid with visibility.
0 2 4 6 8 10 12 14
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fr
ac
tio
n 
of
 E
ve
nt
s
                                                       (a)-1D0, 4.35 fb
Data - Background
Pythia8
Pythia8+ATLAS MB A2Tune(CTEQ)
Pythia8+ATLAS MB A2Tune(MSTW)
Pythia8+ATLAS AZTune
Total Uncertainty
0 2 4 6 8 10 12 14
 ( GeV )TReco-level u
0.95
1
1.05
Th
eo
ry
D
at
a-
BK
G 0 2 4 6 8 10 12 14
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fr
ac
tio
n 
of
 E
ve
nt
s
                                                       (b)-1D0, 4.35 fb
Data - Background
Pythia8+Tune2C
Pythia8+Tune2M
Pythia8+CMS UETune
Total Uncertainty
0 2 4 6 8 10 12 14
 ( GeV )TReco-level u
0.95
1
1.05
Th
eo
ry
D
at
a-
BK
G
FIG. 4: [color online] Comparisons of the measured and predicted uT distributions after the detector response simulation for
different MC predictions based on pythia . The ratios of the background-subtracted data to each theory prediction are shown
in the lower panel together with the 1σ uncertainty band. The total experimental uncertainty is indicated by the hatched band;
it is dominated by the uncertainty due to the hadronic recoil calibration. The points for the predictions are offset horizontally
to aid with visibility.
24] have been unfolded to the particle level. However,
in this study, instead of providing the unfolded particle
level pWT distribution, a fast folding procedure is intro-
duced for two reasons: first, no new piece of information
would be added by the unfolding procedure so the preci-
sion on the particle level would not be better than that
on the reconstruction level. Due to the systematic un-
certainty from the MC modeling or the regularization
10
TABLE II: Chi-squared per degree of freedom and the corresponding p-value for the reconstructed-level comparison. Significance
is the number of standard deviations in the Gaussian approximation for the difference between each model and the background-
subtracted data. Since the distributions are normalized to unity before the comparison, the number of degrees of freedom is
4.
Generator/Model χ2/ndf p-value Signif.
resbos (Version CP 020811)+BLNY+CTEQ6.6 0.49 7.41 × 10−1 0.33
resbos (Version CP 112216)+TMD-BLNY+CT14HERA2NNLO 3.13 1.39 × 10−2 2.46
pythia 8+CT14HERA2NNLO 0.32 8.63 × 10−1 0.17
pythia 8+ATLAS MB A2Tune+CTEQ6L1 12.25 5.84 × 10−10 6.19
pythia 8+ATLAS MB A2Tune+MSTW2008LO 6.17 5.83 × 10−5 4.02
pythia 8+ATLAS AZTune+CT14HERA2NNLO 6.61 2.60 × 10−5 4.21
pythia 8+Tune2C+CTEQ6L1 7.66 3.61 × 10−6 4.63
pythia 8+Tune2M+MRSTLO 7.32 6.89 × 10−6 4.50
pythia 8+CMS UE Tune CUETP8S1-CTEQ6L1+CTEQ6L1 8.80 4.23 × 10−7 5.06
which would be introduced by an unfolding method, the
precision of the unfolded particle level distribution would
be reduced. This reduction would be greater when the
resolution of the distribution is worse, and it would be
smaller when the bin width is enlarged. But when the
bin width is too large, the rise and hence the shape of the
spectrum cannot be resolved. Second, it is hard to esti-
mate the bin-by-bin correlation of the uncertainty due
to the MC modeling or the regularization properly, since
the definitions of these uncertainties are often arbitrary.
Therefore, the folding method provided gives a more pre-
cise and reliable means of comparison than would an un-
folded result.
This fast folding procedure has to be applied on pWT
spectra within the fiducial region defined by an electron
with peT > 25 GeV and |ηe| < 1.05, a W boson with
50 < mT < 200 GeV and a neutrino with p
ν
T > 25
GeV. The numbers of events in pWT bins with boundaries
[0, 2, 5, 8, 11, 15, 600] GeV are the input to this folding
procedure.
In the first step, the spectrum has to be corrected for
the detector efficiency in each pWT bin, via
Xcorri = EiXi.
Here Xi is the number of events in bin i of the p
W
T distri-
bution within the fiducial region, Ei is the detector effi-
ciency summarized in Table III and Xcorri is the number
of efficiency-corrected events on the particle level in bin i.
Even though most of the events with pWT > 100 GeV will
not satisfy uT < 15 GeV after the PMCS simulation, we
still chose 600 GeV as the upper edge of the last pWT bin.
This is because the efficiency correction in the last pWT
bin is directly related to this choice, and the upper edge
of the last pWT bin should be kept the same as the value
used when deriving those efficiency correction factors.
The second step accounts for the mapping from pWT to
uT using the response matrix Rij via
Ni =
6∑
j=1
RijX
corr
j ,
where Ni is the resulting number of events of the recon-
struction level in bin i and Rij is a 5 × 6 matrix. The
response matrix is obtained for the signal sample using
the PMCS framework and it is summarized in Table IV.
In the third step, after the application of the response
matrix, the resulting spectrum has to be corrected for
events which would have passed the reconstruction level
cuts but not the particle level selection, via
N corri =
Ni
Fi
.
Here Fi is the fiducial correction factor in uT bin i and
N corri is the number of fiducial-corrected events on the
reconstruction level in bin i. The corresponding fiducial
correction factors are derived from the nominal signal
sample using PMCS and are summarized in Table V.
Finally, in order to get the shape of the distribution,
the folded uT distribution is normalized to unity. The
fraction of the events in each uT bin, Ni, is calculated
via the following formula:
Ni = N
corr
i∑5
j=1N
corr
j
, N corri =
∑6
j=1 RijEjXj
Fi
.
This normalized uT distribution is the folded result,
which can be compared to the background-subtracted
data directly.
This fast folding procedure is demonstrated to give
reconstruction level distributions consistent with those
provided by PMCS for the models studied in this paper.
Both the efficiency correction and the response matrix
are applied directly to the pWT distribution and hence no
model assumptions are made. However, the fiducial cor-
rection could depend on details of the theoretical model
used. We have tested this possibility using two toy pro-
duction models which differ from our baseline model by
either shifting the peak in the pWT distribution by 20% or
by broadening the peak by about 20%. In these cases, the
uT distributions resulting from the fast folding procedure
differed negligibly from those using PMCS .
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TABLE III: The efficiency correction E(pWT ) in each pWT bin. The efficiency correction is the probability to pass theion selection
for the events that pass the particle level selection.
pWT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
E(pWT ) 0.2330 0.2367 0.2387 0.2396 0.2385 0.2332
TABLE IV: Detector response matrix. The number in each cell is the probability for the events in one pWT bin to be reconstructed
into different uT bins.
pWT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 GeV 0.1784 0.1696 0.1212 0.0745 0.0372 0.0069
2 < uT < 5 GeV 0.4636 0.4588 0.4109 0.3163 0.1974 0.0452
5 < uT < 8 GeV 0.2452 0.2524 0.2966 0.3331 0.3146 0.1121
8 < uT < 11 GeV 0.0806 0.0863 0.1193 0.1810 0.2495 0.1637
11 < uT < 15 GeV 0.0269 0.0270 0.0428 0.0775 0.1550 0.2210
TABLE V: The fiducial correction F (uT ) in each uT bin. The fiducial correction is the probability to pass the particle level
selection for the events that pass theion selection.
uT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV
F (uT ) 0.8624 0.8689 0.8797 0.8812 0.9036
In order to calculate the chi-square value for the
difference between the folded theory prediction and
the background-subtracted data, the uncertainty of the
folded distribution in each uT bin and the bin-by-bin
correlation matrix are also needed. In this fast folding
procedure, the detector response is represented by two
corrections, the fiducial correction and the efficiency cor-
rection, and one detector response matrix. Since the sys-
tematic uncertainty is estimated from the difference in
the normalized uT distribution between the nominal re-
sponse and the systematic variation, the uncertainty and
the correlation matrix are model dependent, which is why
the folding inputs for all of the systematic variations must
be provided.
The uncertainty on the uT distribution consists of
three independent parts: the uncertainty due to the MC
statistics, the uncertainty due to the hadronic recoil cal-
ibration, and the uncertainty due to the electron identi-
fication and reconstruction efficiencies and the electron
energy response. The dominant uncertainty is the one
due to the hadronic recoil. The uncertainty due to the
MC statistics is directly provided in Table VI, which is
considered to be bin-by-bin uncorrelated.
The other two parts of the uncertainty should be esti-
mated with systematic variations. There are eleven sys-
tematic variations provided in total, ten for the uncer-
tainty due to the hadronic recoil calibration and one for
the uncertainty due to the efficiency and the energy re-
sponse of the electron. The hadronic recoil response and
resolution are characterized by the five uncorrelated pa-
rameters discussed in Section VI. The uncertainties due
to positive and negative changes in these parameters dif-
fer, so we must evaluate both signs of parameter change,
thus giving the first ten variations. The eleventh system-
atic variation is derived with the parameter α, which is
mentioned in Sec. IV, changed by its uncertainty. This
is an overestimation of the uncertainty due to the strong
anti-correlation between α and β. The folding inputs of
these eleven systematic variations are provided in Tables
VII through IX. The uncertainties from different varia-
tions are considered to be uncorrelated and the uncer-
tainty from each variation is considered to be bin-by-bin
correlated. The bin-by-bin covariance matrix of system-
atic variation k is defined as Σ(k), whose element is cal-
culated via
Σ
(k)
ij = (Ni −N (k)i )× (Nj −N (k)j ).
Here N (k)i is the folded result from systematic variation
k. The covariance matrix of the uncertainty due to the
hadronic recoil calibration are calcualted by the average
of the covariance matrices from the positive and negative
changes. The covariance matrix of the total systematic
uncertainty, Σ(Syst.), is calculated as the sum of the co-
variance matrix of the uncertainty due to the hadronic
recoil calibration and that of the uncertainty due to the
efficiency and the energy response of the electron, via
Σ(Syst.) =
∑10
k=1 Σ
(k)
2
+ Σ(11).
The total uncertainty of the folded result is the combina-
tion of the statistical uncertainty and the total systematic
uncertainty. The total covariance matrix used in the χ2
calculation, Σ(Total), is the sum of the covariance matrix
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TABLE VI: The systematic uncertainty due to the MC statistics in each uT bin of the folded result.
uT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV
Uncertainty due to the MC statistics in the folded uT distribution 0.0005 0.0007 0.0006 0.0005 0.0004
TABLE VII: The efficiency correction E(pWT ) in each pWT bin from eleven systematic variations. The efficiency correction is the
probability to pass the reconstruction level selection for the events that pass the particle level selection. The first ten systematic
variations are for the uncertainty due to the hadronic recoil and the last one is for the uncertainty due to the electron energy
response.
pWT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
Systematic Variation No. 1 0.2348 0.2374 0.2377 0.2405 0.2392 0.2332
Systematic Variation No. 2 0.2345 0.2370 0.2392 0.2377 0.2382 0.2334
Systematic Variation No. 3 0.2336 0.2374 0.2388 0.2377 0.2378 0.2317
Systematic Variation No. 4 0.2335 0.2369 0.2394 0.2385 0.2379 0.2329
Systematic Variation No. 5 0.2323 0.2365 0.2392 0.2385 0.2393 0.2326
Systematic Variation No. 6 0.2337 0.2355 0.2390 0.2408 0.2387 0.2321
Systematic Variation No. 7 0.2342 0.2373 0.2384 0.2386 0.2390 0.2318
Systematic Variation No. 8 0.2328 0.2362 0.2384 0.2386 0.2390 0.2322
Systematic Variation No. 9 0.2360 0.2369 0.2382 0.2398 0.2376 0.2323
Systematic Variation No. 10 0.2327 0.2371 0.2387 0.2390 0.2387 0.2328
Systematic Variation No. 11 0.2343 0.2370 0.2379 0.2399 0.2374 0.2315
of the systematic uncertainty and the statistical uncer-
tainties due to both data and MC statistics, Σ(Data stat.)
and Σ(MC stat.), via
Σ(Total) = Σ(Data stat.) +Σ(MC stat.) +Σ(Syst.).
Here Σ(Data stat.) is a diagonal matrix constructed with
the total uncertainty provided in Table I and Σ(MC stat.)
is also a diagonal matrix constructed with the uncertainty
summarized in Table VI.
As a validation, the χ2 values calculated from the fast
folding approach are compared to those provided in Ta-
ble II. The background-subtracted data is fluctuated with
the statistical uncertainty from the data in order to es-
timate the impact on χ2/ndf from the data statistics.
The difference between the chi-square values calculated
from the PMCS simulation and that calculated from the
fast folding is negligible compared to the impact of the
statistical fluctuation of the data, hence validating this
approach.
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TABLE VIII: Detector response matrices for the eleven systematic variations. The numbers in each cell are the probability for
the events in one pWT bin to be reconstructed into different uT bins. The first ten systematic variations are for the uncertainty
due to the hadronic recoil and the last one is for the uncertainty due to the electron energy response.
Systematic Variation No. 1
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1876 0.1738 0.1196 0.0715 0.0363 0.0071
2 < uT < 5 0.4642 0.4588 0.4109 0.3120 0.2022 0.0456
5 < uT < 8 0.2382 0.2503 0.2938 0.3388 0.3107 0.1112
8 < uT < 11 0.0777 0.0840 0.1227 0.1822 0.2535 0.1644
11 < uT < 15 0.0272 0.0275 0.0439 0.0780 0.1503 0.2216
Systematic Variation No. 2
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1754 0.1669 0.1193 0.0720 0.0356 0.0070
2 < uT < 5 0.4665 0.4607 0.4091 0.3144 0.2009 0.0457
5 < uT < 8 0.2410 0.2506 0.2957 0.3323 0.3113 0.1137
8 < uT < 11 0.0834 0.0880 0.1231 0.1838 0.2511 0.1667
11 < uT < 15 0.0280 0.0281 0.0437 0.0788 0.1532 0.2209
Systematic Variation No. 3
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1776 0.1702 0.1200 0.0698 0.0340 0.0067
2 < uT < 5 0.4647 0.4618 0.4098 0.3203 0.1988 0.0442
5 < uT < 8 0.2393 0.2496 0.2967 0.3359 0.3078 0.1121
8 < uT < 11 0.0850 0.0852 0.1222 0.1802 0.2584 0.1630
11 < uT < 15 0.0273 0.0275 0.0428 0.0762 0.1542 0.2245
Systematic Variation No. 4
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1815 0.1744 0.1215 0.0730 0.0366 0.0068
2 < uT < 5 0.4612 0.4577 0.4110 0.3157 0.2022 0.0467
5 < uT < 8 0.2440 0.2505 0.2941 0.3311 0.3114 0.1126
8 < uT < 11 0.0811 0.0842 0.1209 0.1817 0.2509 0.1641
11 < uT < 15 0.0263 0.0279 0.0438 0.0799 0.1504 0.2199
Systematic Variation No. 5
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1808 0.1697 0.1199 0.0707 0.0355 0.0067
2 < uT < 5 0.4623 0.4617 0.4129 0.3213 0.1973 0.0443
5 < uT < 8 0.2424 0.2498 0.2940 0.3354 0.3130 0.1121
8 < uT < 11 0.0818 0.0857 0.1212 0.1792 0.2526 0.1676
11 < uT < 15 0.0274 0.0277 0.0422 0.0760 0.1561 0.2229
Systematic Variation No. 6
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1740 0.1716 0.1241 0.0739 0.0364 0.0066
2 < uT < 5 0.4625 0.4609 0.4116 0.3207 0.2011 0.0462
5 < uT < 8 0.2446 0.2489 0.2917 0.3303 0.3145 0.1113
8 < uT < 11 0.0857 0.08433 0.1210 0.1817 0.246 0.1649
11 < uT < 15 0.0280 0.0287 0.0429 0.0758 0.1537 0.2216
Systematic Variation No. 7
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1803 0.1725 0.1233 0.0711 0.0352 0.0071
2 < uT < 5 0.4648 0.4612 0.4121 0.3197 0.2025 0.0454
5 < uT < 8 0.2423 0.2507 0.2934 0.3320 0.3110 0.1092
8 < uT < 11 0.0810 0.0832 0.1188 0.1826 0.2545 0.1643
11 < uT < 15 0.0263 0.0268 0.0434 0.0768 0.1493 0.2239
Systematic Variation No. 8
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1805 0.1722 0.1218 0.0705 0.0379 0.0070
2 < uT < 5 0.4648 0.4602 0.4123 0.3172 0.2052 0.0466
5 < uT < 8 0.2399 0.2481 0.2927 0.3379 0.3114 0.1137
8 < uT < 11 0.0826 0.0863 0.1215 0.1805 0.2477 0.1653
11 < uT < 15 0.0266 0.0278 0.0432 0.0764 0.1517 0.2235
Systematic Variation No. 9
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1774 0.1709 0.1241 0.0717 0.0348 0.0064
2 < uT < 5 0.4618 0.4563 0.4077 0.3188 0.1980 0.0445
5 < uT < 8 0.2444 0.2525 0.2958 0.3335 0.3138 0.1116
8 < uT < 11 0.0833 0.0866 0.1216 0.1798 0.2512 0.1657
11 < uT < 15 0.0275 0.0278 0.0417 0.0782 0.1542 0.2226
Systematic Variation No. 10
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1826 0.1720 0.1198 0.0708 0.0370 0.0073
2 < uT < 5 0.4598 0.4584 0.4100 0.3168 0.2026 0.0469
5 < uT < 8 0.2420 0.2483 0.2988 0.3346 0.3091 0.1120
8 < uT < 11 0.0827 0.0876 0.1195 0.1819 0.2494 0.1628
11 < uT < 15 0.0273 0.0278 0.0430 0.0774 0.1546 0.2204
Systematic Variation No. 11
pW
T
bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV 15–600 GeV
0 < uT < 2 0.1790 0.1707 0.1192 0.0716 0.0349 0.0072
2 < uT < 5 0.4624 0.4629 0.4102 0.3176 0.2030 0.0472
5 < uT < 8 0.2436 0.2484 0.2967 0.3341 0.3116 0.1108
8 < uT < 11 0.0839 0.0853 0.1223 0.1830 0.2483 0.1653
11 < uT < 15 0.0259 0.0271 0.0431 0.0763 0.1561 0.2229
8 TeV with the ATLAS detector”, Eur. Phys. J. C 76, 1
(2016).
[17] G. Aad et al. (ATLAS Collaboration), “Measurement of
the Z/γ∗ boson transverse momentum distribution in pp
collisions at
√
s = 7 TeV with the ATLAS detector”, J.
High Energy Phys. 09, 145 (2014).
[18] G. Aad et al. (ATLAS Collaboration), “Measurement of
the Transverse Momentum Distribution of W Bosons in
14
TABLE IX: The fiducial correction F (uT ) in each uT bin for the eleven systematic variations. The fiducial correction is the
probability to pass the particle level selection for the events that pass theion selection. The first ten systematic variations are
for the uncertainty due to the hadronic recoil and the last one is for the uncertainty due to the electron energy response.
uT bin 0–2 GeV 2–5 GeV 5–8 GeV 8–11 GeV 11–15 GeV
Systematic Variation No. 1 0.8639 0.8705 0.8778 0.8814 0.9011
Systematic Variation No. 2 0.8629 0.8686 0.8787 0.8817 0.9033
Systematic Variation No. 3 0.8612 0.8703 0.8796 0.8824 0.9003
Systematic Variation No. 4 0.8637 0.8673 0.8789 0.8819 0.9002
Systematic Variation No. 5 0.8637 0.8690 0.8803 0.8795 0.9037
Systematic Variation No. 6 0.8638 0.8686 0.8779 0.8799 0.9020
Systematic Variation No. 7 0.8634 0.8691 0.8805 0.8830 0.8996
Systematic Variation No. 8 0.8651 0.8695 0.8795 0.8821 0.8992
Systematic Variation No. 9 0.8664 0.8691 0.8800 0.8819 0.9004
Systematic Variation No. 10 0.8630 0.8691 0.8786 0.8808 0.9007
Systematic Variation No. 11 0.8615 0.8700 0.8798 0.8842 0.9004
pp Collisions at
√
s = 7 TeV with the ATLAS Detector”,
Phys. Rev. D 85, 012005 (2012).
[19] S. Chatrchyan et al. (CMS Collaboration), “Measure-
ment of the Z boson differential cross section in trans-
verse momentum and rapidity in protonproton collisions
at 8 TeV”, Phys. Lett. B 749, (2015) 187.
[20] S. Chatrchyan et al. (CMS Collaboration), “Measure-
ment of the Rapidity and Transverse Momentum Dis-
tributions of Z Bosons in pp Collisions at
√
s = 7 TeV”,
Phys. Rev. D 85, 032002 (2012).
[21] S. Chatrchyan et al. (CMS Collaboration), “Measure-
ment of the transverse momentum spectra of weak vector
bosons produced in proton-proton collisions at
√
s = 8
TeV”, J. High Energy Phys. 02, 96 (2017).
[22] V. M. Abazov et al. (DØ Collaboration), “Measurement
of the Shape of the Transverse Momentum Distribution
of W Bosons Produced in pp¯ Collisions at sqrt(s)= 1.8
TeV”, Phys. Rev. Lett. 80, 5498 (1998).
[23] V. M. Abazov et al. (DØ Collaboration), “Differential
cross section for W boson production as a function of
transverse momentum in proton-antiproton collisions at
1.8 TeV”, Phys. Lett. 513B, 292 (2001).
[24] G. Aad et al. (ATLAS Collaboration), “Measurement of
the transverse momentum distribution ofW bosons in pp
collisions at
√
(s) = 7 TeV with the ATLAS detector”,
Phys. Rev. D 85, 012005 (2012).
[25] V. M. Abazov et al. (DØ Collaboration), “Measurement
of the W Boson Mass with the D0 Detector”, Phys. Rev.
Lett. 108, 151804 (2012).
[26] V. M. Abazov et al. (DØ Collaboration), “The Upgraded
D0 detector”, Nucl. Instrum. Methods A 565, 463 (2006).
[27] V. M. Abazov et al. (DØ Collaboration), “Measurement
of the W boson mass with the D0 detector”, Phys. Rev.
D 89, 012005 (2014).
[28] P. Golonka and Z. Was, PHOTOS Monte Carlo: “A Pre-
cision tool for QED corrections in Z andW decays”, Eur.
Phys. J. C45, 97 (2006).
[29] F. Landry et al., “Tevatron Run-1 Z boson data and
Collins-Soper-Sterman resummation formalism”, Phys.
Rev. D 67, 073016 (2003).
[30] P. M. Nadolsky et al., “Implications of CTEQ global
analysis for collider observables”, Phys. Rev. D 78,
013004 (2008).
[31] M. Guzzi et al., “CTEQ-TEA parton distribution func-
tions with intrinsic charm”, EPJ Web Conf. 192, 00003
(2018).
[32] S. Dulat et al., “New parton distribution functions from
a global analysis of quantum chromodynamics”, Phys.
Rev. D 93, 033006 (2016).
[33] J. Pumplin, et al., “New generation of parton distribu-
tions with uncertainties from global QCD analysis”, J.
High Energy Phys. 07, 012 (2002).
[34] A, D. Martin et al., “Parton distributions for the LHC”,
Eur. Phys. J. C63, 189 (2009).
[35] A. D. Martin et al., “MRST partons generated in a fixed-
flavor scheme”, Phys. Lett. 636B, 259 (2006).
[36] P. Sun et al., “Nonperturbative functions for SIDIS and
Drell-Yan processes”, Int. J. Mod. Phys. A33, 1841006
(2018).
[37] G. Aad et al. (ATLAS Collaboration), “Summary of AT-
LAS Pythia 8 tunes”, ATL-PHYS-PUB-2012-003.
[38] R. Corke and T. Sjstrand, “Interleaved Parton Showers
and Tuning Prospects”, J. High Energy Phys. 03, 032
(2011).
[39] S. Chatrchyan et al. (CMS Collaboration), “Event gener-
ator tunes obtained from underlying event and multipar-
ton scattering measurements”, Eur. Phys. J. C 76, 155
(2016).
[40] R. Brun and F. Carminati, CERN Program Library Long
Writeup W5013, 1993 (unpublished).
[41] J. Alitti et al. (UA2 Collaboration), “An Improved de-
termination of the ratio ofW and Z masses at the CERN
p¯p collider”, Phys. Lett. 276B, 354 (1992).
