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Abstract 
Guided wave based structural health monitoring has attracted tremendous attention in recent 
times from industry groups and research communities alike. This new approach holds great 
promises to supplement conventional quantitative non-destructive evaluation methods for 
high-value structural assests with in-situ techniques in the future. 
The aim of this research is to develop and validate quantitative imaging algorithms to 
determine the size and severity of structural damage from guided wave response measured 
using an array of active sensors. Three new imaging algorithms have been developed and 
validated viz. modified diffraction tomography, modified beamforming and modified time-
reversal for digital reconstruction and characterisation of in-plane damage in plate-like 
structures using guided waves. The proposed algorithms treat damage as a flexural 
inhomogeneity within the framework of Mindlin plate theory. By applying the Born 
approximation theory, inverse solutions of the damage intensity can be derived using 
measured response as input. The imaging algorithms are applicable to early corrosion damage 
in metallic structures and impact damage in fibre-laminated plates, where the damage can be 
approximated as weak scatterers. Unlike existing imaging strategies using guided waves, the 
new algorithms lead to reconstruction integrals that have a very similar mathematical 
structure as that pertinent to far-field methods. Furthermore, the new algorithms consider the 
multi-static data matrix and Green’s function of the structure to provide damage 
characterisation in the near-field and compensation for multi-path wave interactions. 
The imaging algorithms are extensively tested using numerical data and finite element 
simulated data for four appropriate indicators of imaging performance viz. reconstruction 
quality, prediction of damage geometry as well as an estimate of damage size and severity. 
In the numerical studies, analytical solutions are used to generate the data matrix and Green’s 
function. Initially, the scatterers are simulated as a variation in wavespeed or refractive index 
during the process of formulating the algorithms. However, for testing of the algorithms using 
plate-waves, the scatterers are simulated as localised reductions in material thickness and 
inertia to model corrosion damage and delamination damage, respectively. The results show 
exceptional quality of reconstruction for a single scatterer, even when the scatterer and 
sensors are in close proximity. Additionally, the time-reversal based imaging algorithms 
exhibited the least susceptibility to noise in the data matrix. This result is significant in 
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practice for locating the damage, along with providing an approximation to damage shape and 
size. 
Validation of the new imaging algorithms using synthetic data (multi-static scattering matrix 
and Green’s function) generated by the finite element analyses reveal that the imaging 
algorithms are capable of good estimation of damage shape, size and severity for a variety of 
cases including multi-site scatterers, arbitrary shaped damage and plate configurations 
featuring multi-path interactions. Amongst the new algorithms, the modified time-reversal 
formula provided the best imaging results for complex structures, even in the presence of 
strong multi-path wave interactions between the structural features and damage. Apart from 
these results, an approach that allows accurate reconstruction of the damage using minimal 
number of sensors is developed and implemented. 
Verifications using experimental measurements involved two types of damage: (a) a flat plate 
containing a pair of part-depth holes symmetrical about the plate mid-plane and (b) a stiffened 
plate with two bonded masses on opposite sides of the plate. These damage configurations 
minimise or avoid wave mode coupling. The algorithms use numerically-determined Green’s 
function for the experimental studies. The imaging results showed that a circle shaped 
damage could be reconstructed in the presence of weak interactions using only a minimal 
number of sensors. This achievement provides essential size information about the damage 
and is an excellent demonstration of the validity of the in-situ damage characterisation 
concept using guided waves. However, the experiments also showed that numerical modelling 
of the real structure was not an easy task in order to achieve results capable of accurate 
reconstructions. 
3 
 
 
1 Introduction 
1.1 Background 
Since the advent of metallised aircraft, aluminium alloy has been and still is the prime 
material in the manufacture of aerospace structures and components. From the vintage North 
American P-51 Mustangs in the 1950s, to the most recent iteration of Boeing’s 777s, 
immense quantities of the alloy are employed for their construction. The material has good 
specific strength which offers itself as an excellent candidate for the construction of thin and 
stiffened structures such as aircraft fuselages and wing skins. In a large civilian airliner, 
moderately stressed components such as fluid tubes and flight control linkages are also 
extruded and forged from aluminium.  Despite aluminium alloys’ illustrious history and 
dominance in the last 70 years of aircraft design and manufacture, the emergence of advanced 
fibre reinforced composites in recent times is fast supplanting aluminium as the material of 
choice. Not only is the specific strength of composites far superior than aluminium alloy, the 
strength and other mechanical properties can also be optimised to accommodate the loading 
conditions and hence distribution of stresses in the host structure. 
 
Figure 1.1 Weigth percentage of composite materials used in civilian and military 
aricraft since 1960 . 
The Airbus A380 superjumbo jet, introduced in the 2000s, was the first commercial airliner to 
make extensive use of composite materials. About 25% by weight of the aircraft, such as the 
wing-root fairings, engine nacelles and pylon fairings, and empennage skin, was constructed 
from carbon fibre reinforced plastics. FML which is short for Fibre Metal Laminate was also 
used in the manufacture of some parts of the fuselage skin. The amount of composites 
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employed to construct aircraft has since risen to 50% with the introduction of the latest 
commercial airliners such as Boeing’s B787 Dreamliner and Airbus’ A350 XWB twinjets. 
Figure 1.1 shows a brief summary and trend of the usage of composite materials on typical 
civilian and military aircraft since the 1960s. 
The quantum leap in usage of composites as the material of choice, in place of more 
traditional metallic materials, is attributed to a significant reduction in carbon fibre 
manufacturing cost, and improvement in design methods and manufacturing processes over 
recent decades. The material properties themselves are also largely responsible for their 
greater use over aluminium. As composites have a better strength-to-weight ratio than 
aluminium, an aircraft of a certain size manufactured mostly from composites has less mass 
than one made mostly of aluminium. The aircraft flies more efficiently and as a result, less 
fuel is burnt for a given aircraft weight and distance flown. Furthermore, unlike aluminium, 
composites are fatigue resistant and corrosion resistant. These have the potential of improving 
the life of the airframe, and decreasing overall maintenance, repair and overhaul (MRO) cost 
for the aircraft. 
 
Figure 1.2 Damage modes in fibre laminated composites, a) matrix cracking, b) fibre 
matrix disbond and c) fibre breakage. 
Despite compelling advantages in using carbon composites, the advanced material is highly 
susceptible to impact damage, even at low velocities. Owing to low ductility and strength of 
the thermoset polymer matrix, which is the resin that binds the fibre tows together laterally, 
laminated fibre composite structures have low inter-laminar fracture toughness and therefore 
lower impact resistance. An impact to a composite structure from objects such as a dropped 
tool, bird strike or runway debris kick-up is similar to a concentrated through thickness load 
applied rapidly at the location of impact. During impact, the polymer matrix (resin) cracks 
and separation between the fibre layers, more commonly referred to as delamination, occur as 
shown in Figure 1.2. Occasionally, the fibre tows would fracture. However, unlike 
conventional metallic materials in which a dent, gouge or scratch is visible on the structure’s 
surface after suffering an impact, laminated composite structures often do not display such 
indications. This type of damage to a composite structure is commonly known as Barely 
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Visible Impact Damage (BVID) . Even at relatively low levels of impact energy, a BVID can 
cause reductions of up to 60% in residual compressive strength for the composite structure . 
In designing fibre laminated composite structures for aerospace applications, the current 
practice typically involves over-designing the structure in anticipation of manufacturing 
defects and more importantly, of common BVIDs. Moreover, owing to limited confidence in 
composite material technology by airworthiness authorities around the world, the certification 
process for composites is more stringent than that for metallic materials. As a consequence, 
many thousand individual structural tests are performed for composite structures during the 
process of certification. This is a tremendously expensive and time-consuming exercise . For 
these reasons, composites’ supposedly superior structural efficiency and cost efficiency over 
metallic materials are partially nullified. There is therefore a very powerful incentive to 
develop a method that can rapidly detect, locate and measure the severity of BVIDs, and 
hence improve general confidence in the material system . With such a technology in hand, 
composite structures can be over-designed less and fewer tests are required for certification. 
Structural health monitoring could perhaps achieve this aim. 
1.2 Structural Health Monitoring 
Structural health monitoring (SHM) technologies hold significant potential for improving the 
design and management of high-value structural assets, such as composite aircraft structures, 
by enhancing structural reliability and reducing inspection costs. The essence of SHM is 
simply the application of quantitative non-destructive evaluation (QNDE) in real-time or in-
situ, as well as prognosis of the structure. With advancement in QNDE enabling technologies 
such as sensors, actuators, automation and computer processors, it is now possible to integrate 
SHM as part of a structure either through initial design or as a subsequent modification 
package. The structure with integrated SHM could be diagnosed for damages such as BVIDs 
in a composite structure either (i) on-demand, while scheduled maintenance work is being 
carried out or (ii) automatically, while the structure is deployed in operational duties. In (ii), 
operators would hence have the capability of monitoring the health of the structure in real-
time for its remaining life and residual strength before undertaking corrective measures for a 
suspected damage in the structure . 
Traditionally, inspection and maintenance schedules for a structure are primarily driven by 
conservative estimates of the structure’s remaining fatigue life and damage progression rates. 
Moreover, irrespective of material system, the schedules are often determined from numerous 
structural testing viz. during the certification process, and projected typical usage patterns of 
the structure. In the aerospace industry and as part of preventive maintenance, the structures 
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are periodically inspected for damage a long time before any serious levels of damage are 
ever detected. Usually, the structures are visually inspected by skilled technicians while the 
aircraft is on the ground. However, if it is suspected that the structure has suffered some form 
of damage, other than those from the course of normal operation, such as an accidental impact 
by a cargo lift or bird strike, then specialised non-destructive testing (NDT) technologies are 
called upon for quantitative assessment . 
NDT techniques such as ultrasonic testing (UT), X-radiography (X-ray) and eddy-current 
testing are commonly and frequently applied in the aerospace industry to detect and locate 
defects in a structure. Some methods such as X-ray can characterise the damage in terms of its 
shape and size. In the simplest form, X-ray as the name implies uses short wavelength 
electromagnetic radiation to penetrate a material and cast a shadow of the defect on film as a 
two-dimensional density map. A print out of an inhomogeneity on film is typically a measure 
of the difference in radiation absorption rates through the structure, which is affected by the 
structure’s local thickness and material properties. X-ray computed tomography could even 
provide a high-fidelity three-dimensional image of the defect. Consequently, cracks and 
delaminations in composite structures can be clearly identified and characterised. 
 
Figure 1.3 Ultrasonic pulse-echo C-scan image of multiple delaminations . 
UT technique is based upon the propagation of ultrasonic waves in the structure to be 
inspected. Commonly, very short ultrasonic waves as a pulse packet with centre frequencies 
ranging from 0.1-15 MHz are transmitted into the structure to not only detect and locate the 
defect, but also to characterise the defect’s approximate shape. Application of UT is usually 
performed in the pulse-echo mode with piezoelectric crystal transducer probes. Oil or water-
based gel is frequently used as a transmission medium (couplant) in the interface between the 
transducer probe and structure. In pulse-echo mode, the probe sends out a wave and ‘listens’ 
for any reflections. Outlier reflections are plotted as a two-dimensional density map of wave 
time-of-arrivals to characterise the defect. In an impact to carbon composites, the structure 
7 
 
suffers multiple delaminations through its thickness. UT is extremely useful for characterising 
the overall size of these delaminations as shown in Figure 1.3. 
Another commonly employed technique of NDT to detect defects in the aerospace industry is 
the eddy current method, which relies upon electromagnetic induction of electrically 
conductive structures. An alternating current is passed through a coil in the testing probe to 
generate a changing magnetic field that in turns induces an eddy current locally in the 
structure. Variations from the baseline eddy current, due to a defect, is monitored in a 
secondary coil within the probe. This technique is highly sensitive to tiny surface and sub-
surface defects. Although carbon fibres are electrically conductive, the polymer matrix itself 
is an insulator. Consequently the composite materials have insufficient electricity 
conductivity to enable the use of eddy current technique to characterise damage in carbon 
fibre composites. 
The aforementioned NDT approaches have three major disadvantages which amount to 
extremely costly downtimes for the structure. Firstly, the aircraft needs to be on the ground 
instead of flying for revenue for the operator. Secondly, the methods employed are time-
consuming and to a certain extent labour intensive. Finally, huge sections of the aircraft often 
need to be fully disassembled or dismantled before the methods can be applied and for the 
maintenance team to have unobstructed access to the structure. Clearly, these methods are 
hardly applicable in real-time or in-situ.  
Had a SHM system been designed or retrofitted into the structure, inspection and assessment 
of the structure could be carried out for highly inaccessible areas with ease and without 
disassembly and without the need to ground the aircraft. Owing to a significant decrease in 
the inspection effort and turnaround times, enormous cost savings could be achieved. In fact, 
Bartelds et al. pointed out that the use of integrated SHM systems in place of or 
complementary to regular aerospace inspection and analysis procedures, such as the 
conventional NDT methods currently employed, could potentially save up to 20% of current 
MRO cost . 
To realise a true and complete SHM system, continuous monitoring and assessment of the 
structure is required even while the structure is in service, rather than activating a QNDE 
system or on-board systems only when the aircraft is on the ground for a periodical 
maintenance check . Traditionally, damage characterisation and damage assessment have 
been studied and developed separately. A successful implementation of SHM would require 
mutual development of characterisation and assessment through comprehensive 
understanding of various damage modes, and interaction of the damage to the applied 
interrogation approach. Fundamentally, it is envisioned that a SHM system would consist of a 
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network of on-board sensors for interrogation of the candidate structure, and dedicated on-
board data acquisition and processing hardware as shown in Figure 1.4. The recorded data can 
then be fed into an on-board computer (or transferred wirelessly to the operator) for 
characterisation of the damage and prognosis of the structure via calculations with algorithms. 
Potentially, MRO in the aerospace industry could evolve from time- and cycle-based 
mentainence approach to one based on condition and structural health. This could also 
subsequently reduce initial engineering cost for the composite structure. 
 
Figure 1.4 Schematic representation of a structural health monitoring system. 
 
1.2.1 Damage Monitoring for Plate-like Structures 
From the outset, SHM was predominantly conceived for the application on large structures 
with relatively constant dimensions and simple structural features. Examples of this type of 
structures include large diameter pipes transporting fluids across long distances, and massive 
ship hulls. In the aerospace industry and in recent times, plate-like structures such as stiffened 
aircraft fuselage and wing skins have received considerable research attention on the SHM 
front. For reliable and safe operation of these structures, and if the goal of engineering more 
efficient composite structures is to be achieved in the near future, it is imperative that impact 
induced damage i.e. BVID is detected and characterised with immediacy following the impact 
event. Operators of the aircraft would not only be armed with real-time information about the 
location and size of the damage, but also the residual strength and life of that particular 
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structure. These information will enable a decision be made on whether to ground the aircraft 
for repairs at the next landing, or continue to operate the aircraft albeit within a restricted 
flight envelope to limit load factors. 
 
Figure 1.5 Schematic diagram of design load levels versus categories of damage severity 
. 
Within the confines of the current Federal Aviation Administration (FAA) airworthiness 
regulations for damage tolerant design of composite structures, it is sufficient to simply detect 
and characterise BVIDs under the normal Design Limit Loads (DLL) of the structure’s 
operation. This corresponds to a damage size ranging typically from 6.35-25.4 mm in 
diameter as shown in Figure 1.5.  Detection and characterisation of damage size less than the 
lower limit is not required as the design of aerospace structures assumes an open-hole damage 
of approximately 6.35 mm. An impact event that results in damage greater than 25.4 mm is 
usually very severe and obvious to the naked eye. Consequently, any attempts to characterise 
this large damage with SHM is most likely redundant, unless the surface of the structure 
contains coatings that hinder visual inspections. 
1.2.2 Guided wave based inspection 
The application of acousto-ultrasonic plate-waves, which in recent years are also known as 
guided waves, for inspection of defects in plate-like structures has proven to be an attractive 
method. Unlike bulk waves, guided waves travel within the thickness boundaries of the 
structure. For this reason, guided wave based inspection techniques are capable of 
interrogating the entire plate thickness in a single test. Moreover, owing to slow geometrical 
wave decay, guided waves are capable of propagating long distances. Cawley and Alleyne , 
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and Zhu et al. , for instance, applied guided waves for the detection of interface disbonds and 
delaminations in stiffened fibre laminated plates and corrosion thinning in metals. The 
strategy of guided wave based inspection is to obtain knowledge about any possible existent 
defect using recorded information about the scattered guided wave. 
 
Figure 1.6 Guided wave particle motion, a) Symmetric and b) anti-symmetric wave 
modes . 
Worlton  appeared to be the first in recorded history to have explored experimentally the 
usage of guided waves for NDT. However, the mathematical equations which describe guided 
wave motion in elastic plates were originally formulated by Lamb  almost 50 years earlier. In 
recognition of his work, guided waves are also labelled and interchangeable as ‘Lamb waves’. 
The propagation behaviour of guided waves are chiefly dependent upon two length scales, (i) 
the wavelength of the travelling wave, which depends on the frequency in which the waves 
are initiated, and (ii) the thickness of the plate. Guided waves are dispersive. Depending on 
the frequency-thickness product for a particular material medium, guided waves can exist as 
an infinite number of wave modes. The motion of the wave can also be described as either 
symmetric or anti-symmetric as shown in Figure 1.6. A third but less common wave motion is 
known as shear-horizontal. While symmetric and anti-symmetric wave modes dominate in the 
radial in-plane and vertical motion of particles in a plate, respectively, the particle motion of 
the shear-horizontal mode is in-plane and perpendicular to the direction of propagation.  
A common and simple application of guided waves for the purpose of damage detection in 
fibre laminated plates is known as acoustic emission testing (AE). This is a passive method 
which works upon detection and measurement of the guided wave field due to an induced 
damage event such as an impact. A network of piezoelectric sensors or fibre bragg grating 
wires are usually embedded into a structure to continuously monitor guided wave signals 
radiating from a possible location of impact. The measured signals, together with known 
information about the candidate structure, can then be used to locate the damage . 
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Unlike AE, many guided wave applications of damage detection and assessment in recent 
times rely on active on-demand actuation of guided waves to interrogate the structure for 
possible damage. Typically, a network of distributed, disc-like piezoelectric wafer active 
sensors (PWAS) is surface-mounted on or embedded within the structure for sending out and 
receiving the guided waves . Ordinarily, a guided wave is propagated from one of the sensors 
to traverse across the entire structure while the remaining sensors play the role of receivers to 
measure the resulting wave field. If damage is present in the structure, the interrogating wave 
impinging on the damage would scatter, that is, the wave field reflects and diffracts in various 
directions from the damage. It is this scattered wave field that carries all information about 
the damage, and the objective of this active approach is hence to characterise the damage 
from the scattered wave field. Often, the scattered field due to damage like a BVID in 
composites is weak and obscured by the stronger interrogating wave field. However, since the 
candidate structure, in-absence of any damage and the input interrogating wave source are 
known priori, the scattered wave field can be recovered by comparison and thus difference 
between the measured wave fields of a healthy structure and a structure with defect. 
1.2.3 Sensitivity of guided wave to damage 
A critical consideration when actively employing guided waves for damage detection and 
assessment is the appropriate selection of wave modes for interrogation of the structure. Many 
guided wave based detection methods consider the in-plane propagation performance of the 
waves, as well as the actual through thickness wave motion and hence fluctuation of stress 
distribution across the thickness of the plate. Depending on the nature of damage, in particular 
where the damage is situated along the plate thickness, the sensitivity of detecting the damage 
can be maximised by correct mode selection.  
 
a b c 
 
d e f 
Figure 1.7 Through thickness particle motion for the first three symmetric modes a) 
0
S , 
b) 1S , c) 2S  and anti-symmetric modes  d) 0A , e) 1A  and f) 2A . 
The through thickness wave motion for the first three symmetric modes and anti-symmetric 
modes is shown in Figure 1.7. If a single delamination is situated half-way through the plate 
thickness, i.e. at mid-plane, all three symmetric modes would be sensitive to the damage as 
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the local stress distribution at mid-plane is high. Conversely, all of the anti-symmetric modes 
would have poor sensitivity because of zero local stress. This has been experimentally and 
numerically verified by Ghosh et al. , and Guo and Cawley . It hence appears that mode 
0
S  is 
the ideal mode for detecting and characterising all types of damage given that the stress 
distribution is uniform across the thickness. However, in actual practice, it is not only difficult 
to propagate a single mode, but the damage itself would also convert an impinging wave on 
the damage into multiple modes. Regardless of damage type and wave mode, it is therefore 
necessary and only practical to select and propagate a mode with greatest signal-to-noise ratio 
(SNR) for that particular candidate structure and expected damage size . 
1.2.4 Guided wave based damage imaging 
To realise damage assessment, it is not enough to merely detect and locate the damage. 
Estimation of the structure’s residual strength and fatigue life, using established prediction 
models, also calls for knowledge of damage shape, size and severity. Guided wave based 
imaging methods have attracted considerable interest as an efficient means for wide-area 
damage detection and quantitative damage characterisation. As mentioned earlier in Section 
1.2.3, the waves employed to interrogate the structure can be tuned to propagate in 
appropriate modes to ensure optimum sensitivity to the anticipated damage mode and size . 
In recent times, researchers have been adapting medical and geophysical imaging approaches, 
for application to structural damage. Wang et al.  were the first to develop and demonstrate 
experimentally a time-reversal imaging concept to locate and display the damage as a two-
dimensional density map using the scattered wave signals captured by an array of active 
sensors. The imaging algorithm and result for this concept are discussed in detail in the 
Literature Review chapter of this thesis. Briefly, Wang et al. showed that the time-reversal 
method in the time-domain is efficient in detecting and locating damage. The time-reversal 
concept was discovered experimentally and verified by Fink for sound waves . By playing 
back and emitting signals in reverse from a network of receivers, the acoustic waves would 
retrace all paths in a medium, including through heterogeneous regions, and focus on the 
original acoustic source. A similar method which is widely employed in geophysical 
exploration and known as reverse time migration technique was adapted to detect and 
reconstruct an image of damage in plates by Lin and Yuan . This scheme, using a linear array 
of piezoelectric sensors, was verified with numerical simulations for damage in an isotropic 
plate. 
Ng and Veidt  proposed an imaging method based on a digital beamforming technique. 
Individual sensor-actuator pair images, created from cross-correlation of the scattered signal 
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and excitation pulse were combined to predict the location of the damage and estimate the 
approximate size and shape of the damage. Beamforming is a signal processing technique for 
the transmission and reception of signals. The technique works on the concept of delay-and-
sum with the aim of increasing the SNR of the illuminated object. Phased array radar systems 
for naval ships and weather research are typical adopters of the technique.  
Other imaging approaches rely on empirical methods such as probability functions and time-
shifting algorithms. For example, Zhao et al.  developed a novel reconstruction algorithm for 
probabilistic inspection of defects which is based on correlation analysis of the baseline and 
scattered guided wave signals. The concept was experimentally demonstrated with 
piezoelectric sensors bonded onto the surface of an aircraft aluminium wing and a resulting 
probability map was constructed to characterise the damage. Michaels and Michaels  applied 
time-shift algorithms to experimentally-measured scattered wave signals to locate defects in 
an aluminium plate. The resulting multiple images were stitched together as a single image to 
improve image SNR and hence depict the location of the damage graphically. Employing a 
similar concept of superimposing a sequence of images of the same structural integrity state, 
Su et al.  presented an imaging procedure through experimental work for the detection of 
damage in composites based on scatter wave signal time-of-flight and the resulting 
probability densities of damage occurrences. 
The imaging methods briefly discussed thus far are incapable of accurately reconstructing the 
damage shape and size. However with recent significant progress towards quantitative 
damage imaging through further development of the time-reversal imaging methods by Wang 
and Rose, and Chan et al. , it is possible to obtain quantitative characterisation of damage, 
including location, shape and size, even in a stiffened plate-like structure with complex 
features. But once more, the current implementations of the imaging algorithms in  fall short 
of predicting the damage severity, such as changes in plate thickness or in flexural thickness, 
which as discussed earlier is required in estimating the residual strength and fatigue life of the 
structure. 
To achieve more ambitious task of determining damage size and severity, there have been 
several attempts at tomographic imaging based on guided waves. The most common approach 
aims to image variations in wavespeed, with the objective of converting these into images of 
thickness variations by using the dispersion relations for wavespeed as a function of 
frequency-thickness. Early works were based on the assumption of straight-ray propagation, 
which does not correctly capture the physics of plate-wave interacting damages, resulting in 
poor quality images . Malyarenko and Hinders  reviewed several papers from medical and 
geophysical contexts that described a two-step approach of imaging. The first step was to 
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reconstruct a coarse, low-resolution image based on bent-ray travel time (or time-of-flight) 
tomography.Thereby, a second step based on some form of diffraction tomography (or wave 
field inversion) to obtain a higher resolution image was considered. These authors provided 
an implementation of the first step (bent-ray tomography) for guided waves; however the 
second step was deficient. More recent implementations of straight-ray tomography have 
been presented in  and references therein. 
A theoretical framework for plate-wave diffraction tomography was first derived by Rose and 
Wang , based on Mindlin plate theory, which provides an accurate characterisation of the 
fundamental anti-symmetric guided wave mode (
0
A ) at frequencies below the cut off for 
mode: 
1A . This framework was implemented by Rohde et al. , using both experimental and 
computational data. The theoretical framework was further extended by Rose and Wang  to 
derive an analogue of the filtered back-propagation (FBP) algorithm  for plate-wave 
diffraction tomography. This algorithm can reconstruct the damage severity, but only under 
far-field conditions in which the distance between the sensors and damage is greater than 
22d  , where d  is the diameter of the damage and   is the wavelength of the 
interrogating guided wave. For practical applications of quantitative SHM and prognostics 
techniques, a near-field imaging algorithm is required, which allows imaging of damage in 
close proximity to the sensors and complex structural features. 
Belanger et al.  implemented an alternative approach based on the theoretical relationship 
derived by Simonetti and Huang  between far-field beamforming and diffraction tomography, 
and demonstrated the approach using both computational and experimental data. Huthwaite 
and Simonetti  have presented a two-step procedure for high-resolution guided wave imaging 
based on (i) bent-ray travel-time tomography for the first step, and (ii) using the relation 
between beamforming and diffraction tomography for the second step. This approach extends 
their previous work on breast imaging  and is based on an acoustic model for wave 
propagation and scattering. More recently, Huthwaite  has presented an extensive 
characterisation of the imaging performance obtained by this approach, using computational 
data obtained from both (i) an acoustic model, and (ii) a more realistic finite element (FE) 
model, for the scattered field data. It was found that in the latter case, the resolution achieved 
is around 1.5 – 2  , instead of the resolution of  /2 which is achieved for the acoustic data, 
and which would be expected theoretically . This lower resolution was attributed to the 
inadequacy of the acoustic model in correctly describing guided wave scattering in elastic 
plates, based on the observed difference between the scattering pattern obtained from the FE 
model relative to that from the acoustic model for a small point-like defect (diameter =  /4). 
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Other similar tomographic approaches for quantitative guided wave based imaging of damage 
are introduced in . 
The imaging methods that have been mentioned and briefly discussed in the preceding 
paragraphs are reviewed and discussed in depth in the Literature Review section of this thesis.  
1.3 Thesis Objectives 
The main objective of quantitative imaging algorithms for in-situ damage characterisation 
using guided waves is to provide detailed information about the damage including location, 
size and severity. These estimated quantities can be fed as inputs into residual strength and 
fatigue life prediction models to assess the integrity of the candidate structure. 
The specific objectives of this thesis are the following. 
1. Develop a modification to the filtered back-propagation algorithm in  for damage 
characterisation in the near-field. 
2. Develop new imaging algorithms for damage characterisation in structures with 
complex features. 
3. Determine an approach to reduce the number of sensors required for adequate 
sampling of the damage. 
1.4 Significance and Contributions 
The significance of this research promotes a technological advancement in in-situ quantitative 
characterisation of weak damage in the near-field and for complex plate-like structures using 
guided waves. Weak or early damage in composite structures are structurally significant but 
difficult to detect using traditional methods of visual inspection, 
The specific contributions of this study are: 
1. The filtered back-propagation algorithm in  has been extended to allow for the 
characterisation of damage in close proximity to the sensor array network and 
structural features such as plate edges and stiffener boundaries. 
2. New imaging algorithms which are easy to implement and robust against operating 
environmental noise have been developed to provide imaging performance that is 
comparable to or better than the extended filtered back-propagation algorithm using 
far-field measurements. 
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3. The newly developed imaging algorithms incorporate, for the first time, numerically 
determined Green’s function to compensate for multi-path guided wave interactions 
between the damage and structural features. 
4. A new approach has been devised to reduce the spatial sampling requirement for the 
characterisng damage. 
1.5 Thesis Structure 
The remainder of this thesis is divided into six chapters and 4 appendices. Each of the chapter 
begins with a short synopsis of the major results for discussion and concludes with a concise 
summary of the main points which are pertinent to the development and application of a 
quantitative damage characterisation system. 
Chapter 2 presents and discusses thoroughly the implementation and imaging performance of 
three groups of imaging methods which are available in the current literature. Imaging 
methods based on time-reversal techniques, beamforming and tomography are considered and 
presented in detail. The questions in relation to gaps in the research of the state-of-the-art 
techniques are presented at the end of this chapter.  
Chapter 3 presents the derivation and implementation of three new imaging algorithms for 
quantitative characterisation of a circle shaped inhomogeneity. The proposed algorithms are 
based on imaging and signal processing concepts discussed in Chapter 2. The imaging 
performance of the algorithms is extensively compared using numerically simulated data 
given by Appendix B. 
Chapter 4 demonstrates the implementation and performance of the algorithms in 
characterising corrosion patch damage and delamination damage under the framework of 
Mindlin plate theory. The imaging methods are systematically tested using both noise-free 
and noise-corrupted simulated data given by Appendix C. Thereby, the relevant aspects in 
regards to the algorithms’ sensitivity to noise in actual practice are expounded. 
Chapter 5 presents the imaging results using numerically determined Green’s function for 
the imaging algorithms, along with finite element simulated data for a variety of plate and 
scatterer configurations. Additionally, results for the minimum number of sensors required to 
completly capture all the information regarding the scatterer are also presented and discussed. 
Furthermore, the chapter also examines some imaging results related to wave field distortion. 
Chapter 6 discusses the experimental configuration that is used to assess the imaging 
algorithms. The necessary measurement and signal processing procedures are discussed. 
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Imaging results, with respect to the anticipated outcomes identified in the computer 
simulation studies in Chapter 5, are presented for scatterers that are representative of weak 
structural damage. Some important aspects about the discrepancies in Green’s function 
between the real structure and the generated finite element model are presented and discussed 
at length. 
Chapter 7 provides a summary of the main results and contributions of this thesis, as well as 
an outline of some of the opportunities for further research. 
The appendices provide information that support the results and discussions in the main 
chapters. The appendices are summarised as follows: 
Appendix A presents the correct form of the analytical plate wave Green’s function for the 
two-dimensional wave equation. 
Appendix B provides the analytical solutions for obtaining the data matrix in Chapter 3. 
Appendix C provides the analytical solutions for obtaining the plate wave data matrix in 
Chapter 4. 
Appendix D outlines the procedure that is used to determine scaling constants for the 
imaging algorithms. 
1.6 Publications 
The research work undertaken in this thesis has resulted in two journal papers and five 
conference papers, with one manuscript being under review. 
Journal papers 
E. Chan, L.R.F. Rose, C.H. Wang, An extended diffraction tomography method for 
quantifying structural damage using numerical Green’s functions, Ultrasonics 59 (2015) 1-13. 
L.R.F. Rose, E. Chan, C.H. Wang, A comparison and extensions of algorithms for 
quantitative imaging of laminar damage in plates I. Point spread functions and near field 
imaging, Wave Motion, (accepted 28 May 2015). 
E. Chan, L.R.F. Rose, C.H. Wang, Sensor requirements for in situ imaging of multiple 
damage by Lamb waves, ANZIAM Journal 55 (2014) C282-C196. 
Conference papers 
E. Chan, C.H. Wang, L.R.F. Rose, Multi-frequency approach to imaging damage in stiffened 
structures exhibiting multi-path reflections, in Proc. 10
th
 International Workshop on Structural 
Health Monitoring, Stanford University, Stanford CA (2015). 
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E. Chan, C.H. Wang, L.R.F. Rose, Characterisation of multiple laminar damage in a 
composite panel by diffraction tomography based imaging method using Lamb waves, in 
Proc. 5
th
 Asia-Pacific Workshop on Structural Health Monitoring, Shenzhen (2014). 
E. Chan, L.R.F. Rose, M. Veidt, C.H. Wang, Characterisation of laminar damage in a 
composite panel by diffraction tomography based imaging method using Lamb waves, in 
Proc. 8
th
 Australasian Congress on Applied Mechanics, Melbourne (2014). 
E. Chan, C.H. Wang, L.R.F. Rose, Characterisation of laminar damage in an aluminium 
panel by diffraction tomography based imaging method using Lamb waves, in Proc. 7
th
 
European Workshop on Structural Health Monitoring, La Cite Nantes (2014). 
E. Chan, C.H. Wang, L.R.F. Rose, Characterisation of a part-through damage in a stiffened 
panel by a time-reversal based imaging method, in Proc. 9
th
 International Workshop on 
Structural Health Monitoring, Stanford University, Stanford CA (2013). 
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2 Literature Review 
The structure of this review chapter is organised as follows. Section 2.1 contains detailed 
information regarding characterisation of the structural damage using time-reversal methods. 
This is followed by imaging approaches related to beamforming signal processing techniques 
in Section 2.2. Next, tomographic imaging methods are presented in Section 2.3. The final 
section presents the gaps in this research, along with the research questions. 
2.1 Time-reversal (Reverse Time Migration) Imaging Methods 
 
Figure 2.1 Schematic of the time-reversal concept showing recording and re-emission 
steps . 
As mentioned briefly in the Introduction, the time-reversal concept was discovered 
experimentally and verified by Fink for sound waves . By playing back and emitting signals 
in reverse from a network of receivers, the acoustic waves would retrace all paths in a 
medium, including through heterogeneous regions, and focus on the original acoustic source. 
Moreover, the original waveform would also be obtained. Figure 2.1 illustrates a schematic of 
the time-reversal concept in the acoustic wave regime. This figure shows the recording and 
re-emission steps of the time-reversal process. Time-reversal of waves, in particular acoustic 
waves, is possible due to two essential properties. Firstly, the waves reinforce one another 
when their troughs and peaks correspond in space, and they cancel each other out when one of 
the troughs combines with a peak. This is a common process as long as there are multiple 
sources of waves or inhomogeneities and features in the medium reflecting and diffracting the 
waves as echoes. Secondly, acoustic wave propagation is a linear process in that a small 
change in the way the wave is initiated will result in only a small change in the final wave. 
Likewise and as shown in Figure 2.1, re-emitting the sound waves in reverse and in 
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synchrony with other receivers would re-create the original wave, travelling backwards and 
towards the original wave source. 
Defect detection using time-reversal 
 
Figure 2.2 Schematic of time-reversal application in defect detection . 
Fink et al.  and Miette et al.  first demonstrated the concept of time-reversal experimentally 
for the detection of low-contrast sub-surface defects in titanium alloy. As mentioned in the 
introduction, traditional ultrasonic NDT relies on the pulse-echo method to detect damage. 
Time-reversal was used as a self-focusing iterative technique in ultrasonic NDT to improve 
on SNR and hence detection of defects. The application of time-reversal relied on a single 
transducer probe similar to those employed in conventional ultrasonic testing. Moreover, 
three steps are needed for the self-focusing iteration. In the first step and as shown in Figure 
2.2, an ultrasonic wave is emitted into the structure from one of the many elements of the 
probe. The reflected waves due to the back-wall of the sample and the defect itself are 
recorded by every element in sufficient time duration in the second step. Similar to 
conventional ultrasonic testing, gating controls are used to identify and gate out significant 
reflections due to the back-wall. Finally, all elements emit the time reversed wave which 
retraces the original wave’s path and focuses on the defect. The iteration is stopped until an 
acceptable level of SNR is attained. 
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a b 
Figure 2.3 Detection of defect in titanium alloy sample after a) initial illumination and b) 
one iteration . 
Figure 2.3 shows the experimental results for detecting a defect in the titanium alloy using a 
single probe with 128 elements. The method requires an initial illumination to insonify the 
sample and numerous interrogations to focus the wave and locate the defect. The x-axis and y-
axis of each sub-figure represents the recorded time history, and the channel index for the 128 
elements, respectively. Significant signal is recorded at 2−5 µs and at 33 µs, which represents 
reflections due to the interface between the probe and the sample, and the back-wall itself. 
Figure 2.3(a) shows the results for the second step, which is the recording of reflections due 
to illumination by a single element. The results after performing the time-reversal procedure 
in step three and re-recording the reflections is shown in Figure 2.3(b). Significant amplitude 
is recorded at approximately 30 µs across all 128 elements, which corresponds to the location 
of the defect in the sample. With additional iterations performed, the amplitude of the signal 
due to the defect would become stronger. If multiple defects are present in the sample, gating 
could be applied to focus the time-reversal procedure on a single defect for further 
improvement to SNR. 
Characterisation of damage in plates using time-reversal 
The guided wave based damage detection and characterisation, as discussed in Introduction, 
is an attractive method due to the wave’s ability in propagating over vast distances, and 
inherent sensitivity to defects when an appropriate wave mode is employed. However, many 
challenges are associated with guided waves. For one, guided waves usually propagate as 
multiple modes unless deliberately initiated as a pure single mode. Moreover, not only is the 
wave motion different for every mode, (which could be a good thing with regards to 
sensitivity to a particular damage mode), the wave group and phase velocities are also 
dissimilar. Even when a single pure mode is initiated, mode conversion due to structural 
features and the defect itself would still occur and multiple modes would be recorded. 
Furthermore, owing to dispersion, guided waves driven by a pulse packet would stretch with 
propagation distance and hence time. The reason being; lower frequencies in the pulse would 
typically have slower group velocities than those of higher frequencies. Ing and Fink showed 
that these challenges could be solved with the time-reversal procedure; in particular spatial 
focusing and temporal recompression of the dispersive guided wave . 
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a b 
Figure 2.4 Detection of defect in a thin aluminium plate using time-reversal procedure, 
a) after initial illumination and b) after one iteration . 
To initiate and measure the guided wave signals, Ing and Fink employed an ultrasonic 
transducer probe with 32 elements and an oblique plastic wedge, and drove the guided wave 
with a short pulse. Similar to the experiment for detecting defects in the titanium sample, 
multiple iterations were performed to refocus the wave and hence improve SNR. The 
detection of a defect in a thin aluminium plate using a variation of the time-reversal procedure 
is illustrated in Figure 2.4. The horizontal and vertical axes in Figure 2.4 represent the same 
values as that in Figure 2.3. The result showing the time-of-arrival and hence location of a 
part-through circular shaped damage, after initial illumination, is shown in Figure 2.4(a). The 
signal due to the damage is clearly buried in electronic noise of the system. As a consequence, 
the presence and therefore location of the damage cannot be identified. Nonetheless, the 
location of the damage is distinctly identified after the time-reversal process had been 
performed, even with a single iteration as shown in Figure 2.4(b). 
Wang et al.  were the first to develop and demonstrate experimentally a guided wave based 
time-reversal imaging concept to locate and display an inhomogeneity in an aluminium flat 
plate as a 2-dimentional density map using the scattered wave signals captured by a sparse 
array of PWAS. Detailed theoretical and experimental results were also presented with 
regards to the influence of dispersion on guided waves, and temporal recompression and 
spatial focusing of time-reversed waves in flat plates. Wang et al.  claimed and presented 
evidence to show that the time-reversed response is not completely the same as the original 
wave form despite achieving temporal recompression and spatial focusing. The reason for this 
occurring was attributed to frequency dependence of mechanical transduction efficient of the 
PWAS when used as receivers and actuators. Consequently, true and total time-reversal for 
guided waves cannot be achieved, unlike acoustic sound waves. 
Based on Mindlin plate theory, Rose and Wang formulated analytical solutions of the anti-
symmetric wave modes (flexural waves), below the cut-off frequency of the second flexural 
wave : 
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where, )1(
0
H  denotes the Hankel function )()()(
00
)1(
0
ziYzJzH  , with 0J  and 0Y  denoting 
the zeroth order Bessel functions. The out-of-plane displacement of the wave motion is 
represented by wˆ , while 
r
ˆ  and 

ˆ  denote the perpendicular and in-plane rotations 
respectively. The variable )(ˆ p  is the point loading function which drives the wave, 
2,1
k  is 
the travelling and non-propagating wavenumber and  
1
  represents the wave amplitude ratio 
between the first and second branches of the wave mode. Other variables are defined in . 
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a b 
Figure 2.5 Input Gaussian pulse for wave actuation, a) time-domain and b) frequency-
domain . 
An experiment consisting of a flat aluminium plate with a thickness 1.02 mm and two 
surface-bonded disc PWAS, separated by a distance of 160 mm, was employed to verify the 
plate theory analytical solutions and time-reversal effects on guided waves. The diameter and 
thickness of the PWAS were 6.35 and 0.25 mm, respectively. One of the PWAS served the 
role of wave actuator while the other measured the resulting wave response. A Gaussian pulse 
as shown in Figure 2.5 was used to drive the wave at a sampling rate of 10 MHz: 
,)(
22 2)(
max
 teVtV  (2.8) 
where 
max
V  = 50 V,   = 40 µs and   = 2 µs. 
 
a b 
Figure 2.6 Normalised sensor response at receiver due to a) Gaussian pulse excitation 
and b) time-reversed signal . 
Figure 2.6(a) shows the response captured by the receiving PWAS due to a Gaussian pulse 
excitation at the actuating PWAS. Excellent agreement between the analytical solution and 
experimental measurement was achieved for the flexural wave mode. The experimental result 
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in the figure also showed that the fundamental symmetric wave mode (extensional wave) 
remained a single pulse while the flexural wave, owing to dispersion effects, expanded by a 
large amount at the tail end of the signal.  
A time-reversal experiment was subsequently performed by driving the actuating PWAS with 
the time-reversed signal of that shown in Figure 2.6(a). The normalised response of the wave 
is measured by the receiving PWAS and is displayed in Figure 2.6(b). Both theoretical and 
experimental results clearly show that spatial focusing and temporal recompression had been 
achieved. However, the signal form is not the same as the original Gaussian pulse input. 
Through analytical formulations, Wang et al. showed that the discrepancy was due to 
frequency dependence of the PWAS mechanical transduction efficiency. 
Experimentally, the driving force )(tp  used to initiate the wave at the interface between the 
plate surface and the PWAS is a surface traction force, and is related to the input electric 
pulse )(tV  as,  
,)(ˆ)()(ˆ  VKp
a
  (2.9) 
where, the electromechanical transduction efficiency of the circular PWAS is denoted by 
)(
a
K . When the PWAS is used as a receiver, the sum of surface strains 
yyxx
 ˆˆ   at the 
interface is measured, with the mean surface strain being proportional to the voltage across 
the receiving PWAS as, 
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with 
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where )(G  denotes the Green’s function between the actuating PWAS and a location x  in 
the plate. The time-domain version of Equation (2.10) is expressed as, 
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The analytical result of Equation (2.12) is plotted in Figure 2.6(a). The time-reversed version 
of Equation (2.12), which is equivalent to a phase conjugation in the frequency-domain, with 
T  denoting the length of time-window is written as, 
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where the superscript ‘*’ represents complex conjugate. When the actuator is excited by the 
function in Equation (2.13), the new response as measured by the receiver is obtained as, 
.)()()()()(ˆ
2
1
)( *** 

 deeGGKKVtV tiTi
ararr 


  (2.15) 
The result of Equation (2.15) is plotted in Figure 2.6(b). According to the time-reversal 
concept, the time-reversed version of Equation (2.15) would result in the original Gaussian 
actuating signal )(tV  given by Equation (2.8) and is expressed as, 
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It is clear from Equation (2.16), for )()( tVtTVr   to be true, the product of the transduction 
efficiencies and the time-reversal operator must be independent of frequency. That is, 
1)()()()( **  GGKK arar . In the acoustic wave regime such as body waves in a three-
dimensional medium, and in the case of flexural waves in a beam, the Green’s function 
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respectively, are indeed independent of frequency. As a result, complete time-reversal can be 
achieved as long as the transduction efficiencies are equal to unity. However, in the case of a 
two-dimensional plate structure, the time-reversal operator expressed as 
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is dependent on frequency. Equation (2.19) implies that the frequency content of the 
recompressed wave is different from that of the original excitation. Consequently, the 
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response of the time-reversed version is not the same as the initial waveform as illustrated by 
the analytical and experimental results in Figure 2.6(b). 
Despite clear evidence that complete time-reversal cannot be achieved for two-dimensional 
guided waves, Wang at el. nonetheless developed a synthetic time-reversal imaging method 
for detection and localisation of damage in plates. The procedure is to interrogate the structure 
by actuation of one PWAS in the network with a narrow-band tone-burst signal, and measure 
the wave response at all other PWAS. The procedure is repeated until all PWAS has played 
the role of actuation. Moreover, the interrogation was performed twice, once in absence of 
any damage and a second time with the damage. The difference between the two sets of 
recorded responses would yield the scatter signal due to the damage, which is required for 
constructing an image of the damage. 
The direct-path scatter signal for every actuator-receiver pair arrives at dissimilar times owing 
to a randomly distributed PWAS network and unknown location of the damage. The key to 
characterisation of the damage in this method is to digitally shift the time traces of every 
actuator-receiver pair so that the amplitudes of the scatter signal sums up coherently. Strictly 
speaking, this is not a time-reversal process, as none of the signals have been time-reversed. 
However, since the time reversal of a tone-burst is still a tone-burst, the proposed method is 
therefore inspired and based on the time-reversal concept. The method reconstructs the 
damage as contrast S  at a location or imaging point ),( yxx  and is defined as, 
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where N  denotes the number of PWAS, i  and j  are the index number of a PWAS 
functioning as a receiver and actuator respectively and S
ijf  represents the scatter signal 
measured at receiver i  due to interrogation by actuator j . The parameters rR  and aR  denote 
respectively the distances between transducers i  and j  and an imaging point. The wave 
group velocity is represented by 
gc  and the parameter ijA  denotes an appropriate aperture 
weighting for each actuator–receiver pair. 
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Figure 2.7 Time-reversal imaging result of an inhomogeneity interrogated at 200 kHz 
using four active sensors . 
Figure 2.7 shows the imaging result constructed from Equation (2.20) for a surface-bonded 
mass, which changes the local plate bending stiffness, as the simulated damage. For this 
example, the aperture weighting was set to unity for all actuator–receiver pairs. The plate was 
interrogated by a network of four PWAS at 200 kHz. The PWAS are shown as four white 
solid circle markers while the actual size and location of the damage is depicted as a solid line 
circle. The region with high contrast in the 2-dimesional density map of Figure 2.7 represents 
the location and approximate size of the damage. The location of the damage is clearly 
indicated but due to poor reconstruction resolution, the size and shape is not obvious.  
A recent synthetic method of imaging using time-reversal technique was achieved by Zhu at 
el. . The method employs a cross-correlation imaging condition and is implemented in the 
frequency-wavenumber ( kf ) domain to characterise multiple damage regions in a plate. 
Both numerical simulations and experimental demonstrations were undertaken to develop the 
method. As with most imaging methods, the method relies on the scattered wave field due to 
the damage for reconstruction, and is recovered by way of baseline subtraction in the time-
domain. That is, the signals recorded for a plate in absence of any damage is subtracted from 
the signals recorded for a plate with damage. Experimentally, the method consists of a linear 
array of uniformly distributed disc PWAS surface bonded to a large aluminium plate, and 
damage simulated as a slot cut-out. The procedure of data collection relies on interrogating 
the structure with one of the PWAS and recording the response for a long time trace with the 
remaining PWAS.  Subsequently, the calculated scatter signal response is used to reconstruct 
a synthetic spatial scattered wave field in a region of the plate which covers the location of the 
PWAS network and possible location of the damage. Using Mindlin plate theory to describe 
the fundamental flexural wave mode , the scattered wave field is expressed as, 
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where the term ),0,( 
x
S kW  represents the kf  transform, with respect to x , of the scattered 
wave field recorded by the line of PWAS. The y  ordinate of the PWAS network is assumed 
to equal zero. Equation (2.21) explicitly calculates the back-propagated scattered wave field, 
as if the wave is moving from the PWAS location to ( yx, ) in reverse. Zhu at el. presented a 
zero-lag cross-correlation imaging condition to calculate the intensity value for each pixel 
(
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yx , ) in the contrast map. The imaging condition is given as, 
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where ),,( 
nm
i yxW  is the incident wave field radiating from the actuating PWAS which can 
either be calculated with Mindlin plate theory or numerically determined with computer 
simulations or experimental measurements. As with the notations used earlier on, the 
superscript symbol ‘*’ represents complex conjugation. If the incident, and time-reversed and 
back-propagated scattered wave fields are in phase, Equation (2.22) would result in a 
significant amplitude at 
nm
yx , . 
   
a b c 
Figure 2.8 Imaging results using cross-correlation of incident and sythetic time-revered 
scattered wave field for a) single slot, b) double hole and c) double slot cut-out/s . 
Figure 2.8 shows the imaging results for damage simulated as single and multi-site cut-outs in 
a 1.6 mm thick aluminium sheet. The results clearly show excellent estimation of damage 
location. However, the reconstructed shape and size are lacking in fidelity. 
More recently, Jun and Lee developed a similar imaging approach called ‘Hybrid time-
reversal process’ to synthetically reconstruct the back-propagated scattered wave field prior to 
characterising the damage, which was simulated as a surface bonded mass . Unlike Zhu at 
el.’s method, the region of interest for imaging was surrounded uniformly by four disc 
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PWAS, and time-of-arrivals of the synthetic scattered wave field was employed as the 
imaging condition. Imaging results for a thin aluminium plate, shown as a two-dimensional 
colour density map, was only capable of estimating the damage location, and not size and 
shape.  
 
Figure 2.9 Laminated carbon fibre plate stiffened by mutiple blade stiffeners . 
Qiu at el. developed a phase synthesis time reversal focusing method for imaging of damage 
in complex composite structures . Scattered wave field data was collected by a closely spaced 
array of PWAS, uniformly distributed over an entire composite structure. One of the PWAS 
sends the wave out while the others listen for the response. Figure 2.9 illustrates the complex 
blade–stiffened composite structure with multiple rivets, used as the candidate structure in the 
experiment. The PWAS array was surface bonded onto the flat side of the structure. In 
essence, the method calculates the intensity value of each imaging pixel at the signal time-of-
arrival summed over all receivers as the time-reversed and back-propagated scattered wave 
field in the time-domain. The back-propagated frequency response at each imaging pixel is 
expressed as, 
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where *)(
i
E  is the time-reversed frequency response of the scattered wave field recorded at 
receiver i , and 
iA
rjk
e
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 represents the phase information of the Green’s function, for 
flexural wave mode 
0
A , between the receiver and imaging point. The variable n  denotes the 
number of receivers. Qiu at el. argued that the full Green’s function is not required in the 
method for estimation of the shape and size of the damage. Moreover, all that is required for 
refocusing of the time-reversed signal at the damage area is the phase. Applying the inverse 
temporal Fourier transform, the absolute values of the time domain version of Equation (2.23) 
is written as, 
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where )(te
i
 is the corresponding time-reversed scattered wave field signal in the time-domain 
and 
00
A
C

 represents the phase velocity at frequency 
0
 , within a frequency bandwidth 
bounded by 
l
  and 
h
 . A more convenient process of implementing the imaging method is 
to use the group velocity instead of the phase velocity. The final form of the imaging formula 
is represented as, 
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where 
0
gA
C  is the average group velocity irrespective of wave propagation direction and 
‘Envelope’ denotes the positive envelope applied over )(te
i
. The method explicitly assumes 
that the group velocity remains constant as the wave propagates across the blade stiffeners. 
 
Figure 2.10 Imaging results using phase synthesized time-reversal focusing method for 
four different locations of damage. 
Figure 2.10 shows the imaging results for a damage simulated with solid adhesive tape at four 
different locations. The structure was interrogated at a centre frequency of 50 kHz. Multiple 
images, as a result of interrogation in sequence by multiple actuators, were summed to 
improve reconstruction quality. The actual damage shape and size is represented by the green 
coloured square shaped patch while the PWAS network is shown as yellow solid markers. 
Excellent prediction of the damage location is achieved for all four examples, in which the 
predicted location was taken as the maximum value of the contrast map. While the damage 
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location can be accurately recovered, Figure 2.10 shows that the contrast maps are not the 
same across all examples. This was attributed to the method assuming a constant group 
velocity in all propagating directions despite obvious variations in structural complexity. 
Furthermore, the shape and size of the damage cannot be identified as shown by the results. 
Imaging methods employing time-reversal and nonlinear guided waves 
Bou Matar at el. combined a new class of NDT technique, Nonlinear Elastic Wave 
Spectroscopy (NEWS), with the concept of time-reversal to develop a new imaging method 
for characterisation of damage in plates . The method was developed numerically with 
computer simulations and verified experimentally. NEWS is shown to be extremely sensitive 
to incipient damage such as delaminations or microcracks, chemical and thermal damage, and 
deterioration of adhesive bonds . In this method, the nonlinear components of the final 
measured recorded signals are inter-modulated and used to plot a two-dimensional contrast 
image of the damage. 
 
Figure 2.11 Profile view of the crack damage in aluminium sheet using TR-NEWS 
imaging method . 
The method was demonstrated with a surrogate aircraft wing panel, 2 mm thick and stiffened 
with riveted stringers. A crack of length 2 mm long was introduced to the panel. Collection of 
data for the imaging method simply requires a single disc PWAS, a scanning laser vibrometer 
and two interrogation frequencies. In the first step, a 1 MHz ( 1f ) pulse was used to propagate 
a guided wave field through the structure, and the response for the entire structure was 
recorded with the vibrometer. This step was performed for a second time with the centre 
frequency set at 200 kHz (
2
f ). In the second step, both signals 1f  and 2f  are time-reversed 
and reemitted simultaneously from the PWAS for a particular location at which the 
vibrometer has scanned. While doing so, the vibrometer would scan at the same location for a 
third set of data to be analysed in the frequency domain. Inter-modulation, either sum or 
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difference of the components ( )(
21
ffA   and )(
21
ffA  ) in the spectrum is subsequently 
carried out to identify the presence of a damage, which would appear as a significant inter-
modulation amplitude. The entire procedure is repeated for all scanning points on the panel. 
Figure 2.11 shows the profile view of the reconstructed crack. Clearly, the method was able to 
identify the location of the crack. However, the length of the crack was not presented. The 
requirement of numerous experimental measurements through use of a vibrometer renders the 
method as unsuitable for real-time SHM applications.  
Using a similar approach, Zhang et al. also presented a nonlinear ultrasonic time-reversal 
method for imaging of a closed crack in 2 mm thick aluminium sheet . The method uses two 
linear arrays of 16 disc PWAS each, bordering on the edge of the area of inspection. The 
Imaging results were depicted as a two-dimensional contrast map and showed good 
localisation of the crack. The shape and size of the crack was, however, not apparent. 
2.2 Beamforming Imaging Methods 
Beamforming or spatial filtering is a signal processing technique employed in sensor arrays 
for directional control of signal reception or transmission. The technique is achieved by 
combining elements in an array in such a way that the signals at particular angles experience 
constructive interference while the others experience destructive interference. Beamforming 
can be used at both the transmitting and receiving ends in order to achieve spatial selectivity. 
In transmission, the directionality of the array is changed by controlling the phase and relative 
amplitude of the transmitted signal at each element in the array, in order to create a pattern of 
constructive and destructive interference in the wavefront. Passive electronically scanned 
array radar systems are typical adopters of this technology for rapidly searching an area of the 
sky for objects with a highly focused electromagnetic beam. When receiving, the signal from 
different elements is combined in a way where the expected radiation pattern is preferentially 
observed. For example in passive sonar, the beamforming method involves combining 
delayed signals from each hydrophone (receiver) at slightly different times, so that the 
contribution from every signal reaches the source of the sound at exactly the same time, 
making one loud signal, as if the signal came from a single and very sensitive hydrophone. 
The methods of processing the signals to achieve the beamforming outcome are collectively 
known as ‘delay-and-sum’ techniques. 
Detection and localisation of defect using beamforming technique 
Ng and Veidt  implemented a beamforming imaging method for localisation of through-hole 
damage in a thin uni-directional composite plate. Finite element numerical simulations and 
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experimental measurements were employed to demonstrate the method. Further, the method 
relied only on four surface-mounted PWAS for transmission and receiption of guided waves 
in the plate. Three dimensional solid elements were used to model the plate and PWAS, and 
simulate the waves in the numerical calculations. In the experimental work, a scanning laser 
vibrometer was used instead of the PWAS for measurement of the wave field. 
A cross-correlation imaging condition was presented to reconstruct an image of the damage 
and determine the location of the hole damage. The imaging condition for an imaging point 
),( yx  within an area of inspection is defined as, 
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where )(tC
ab
 is the cross-correlation between the envelope of the excitation pulse and the 
scattered wave field for each actuator and receiver signal path. )(S
ab
u  is the scattered wave 
field which is determined from baseline substraction method. The excitation pulse is denoted 
by )( tF   and T  represents the duration of the scattered signal. )(
g
c  is the directionally 
dependent group velocity and ),( yxd  is the distance for the path from an actuator to an 
imaging point and then to a receiver. 
ab
A  is a weighting factor to account for varying 
sensitivities of the individual sensors. This factor was set to unity. The index to an actuator 
and receiver are denoted by subscripts a  and b , respectively, and N  represents the total 
number of sensors used in the summation. The symbol ^ represents the envelope of the signal 
which is obtained using Hilbert transform. 
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Figure 2.12 Reconstructed damage localisation for circular hole damage within sensor 
array, a) normalised 2D variation, b) 95% binary 2D variation, c) profile variation 
along x-axis and d) profile variation along y-axis . 
Figure 2.12 shows the imaging result for a circular hole as damage of diameter 2 mm within 
the senor array network. The true locations of the damage and sensor array are represented by 
a solid circle marker and square white markers, respectively, in Figure 2.12(a, b). A 
significant amplitude, normalised to a dimensionaless value of 1, is seen at the locality of the 
damage in the two-dimensional variation plot in Figure 2.12(a). A binary two-dimensional 
plot at 95% maximum amplitude is shown in Figure 2.12(b). The centroid and hence 
estimated location for the damage is calculated from the contour with normalised value of 
 0.95. Figure 2.12(c, d) displays the profile variation for the reconstruction along the x and y 
axes. In this figure, the actual damage location and width are represented by discontinuous 
and continuous red lines, respectively. From Figure 2.12, the estimated location is ±1 mm 
from the actual location. 
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a b 
Figure 2.13 Reconstructed damage localisation for circular hole damage just outside of 
sensor array, a) normalised 2D variation and b) 95% binary 2D variation . 
Figure 2.13 shows the reconstructed damage localisation for a hole just outside of the the 
sensor array network. The diameter of the actual damage is 1 mm. The normalised two-
dimensional variation plot indicates two significant amplitudes. One of which is situated at 
the location for the damage, and a second at about 50% maximum image magnitude, is found 
at ),( yx (77, 125) mm. Nevertheless, the estimated damage location from Figure 2.13(b) is 
±2.34 mm. Ng and Veidt  also demonstrated the imaging method using experimentally 
measured data from a set up similar to that for the numerical simulations. As expected, the 
estimated locations for similar cases presented in Figure 2.12 and Figure 2.13 were 
comparable to those for the numerical simulations at an average of ±1.6 mm. 
Using analytical solutions for the forward model and experimentally measured data, Fan et al.  
demonstrated the usage of a beamforming algorithm known as total focusing method (TFM) 
for localisation of two separate but closely spaced circular shaped scatterers in isotropic 
plates. 
 
Figure 2.14 Schematic showing array transducers and scatterers in Fan et al.’s work . 
As shown in Figure 2.14, the imaging setup consisted of a linear array of active sensors at 
position R  and two scatterers of similar size at locations 
1
r  and 
2
r . The imaging problem 
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was to reconstruct an image of the scatterers using a data matrix populated by the scatterered 
wave field data. Similar to Ng and Veidt’s imaging approach, the scatterered wave field is 
determined from baseline subtraction method. The data matrix for the complex component at 
centre frequency   was analytically expressed as, 
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 SDGGGGfDH
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  (2.29) 
where f  denotes the combined scattering coefficient from the scatterers. D  is a directivity 
function which describes the angular distribution of the wave field radiating inwards or 
outwards for a sensor. The authors assumed that f  and D  are known quantities. y
x
G   
represents the prevailing Green’s function between locations x and y in absence of any 
damage. The time-frequency fourier transform for the input signal at the actuating sensor is 
denoted by S . The subscripts 1 and 2 represent 
1
r  and 
2
r  respectively. rx denotes a receiving 
senor while tx represents a transmitting sensor. Equation (2.29) can be computed for a single 
scatterer. To do so, one of the pairs of the Green’s function is set to zero value. 
To reconstruct the scatterers, the TFM imaging formula was defined as, 
,
||||
)(
, 






 
 
L
rxtx
rxtx c
hI
rRrR
r  (2.30) 
where the summation is over all possible actuating−receiving sensor combinations. The 
variable (.)
,rxtx
h  denotes the time domain version of the data matrix )(
,

rxtx
H . R  and r  
represent the locations for a sensor and imaging point, respectively, and 
L
c  is the bulk 
longitudinal wave velocity in the material medium. 
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Figure 2.15 TFM imaging results for two circle shaped scatterers, 2D variation using 
simulated model for a) single scattering and b) multiple scattering, c) 2D variation using 
experiment data and d) profile variation. 
Figure 2.15 displays the imaging results using the TFM formula for two circle shaped hole 
damage in an isotropic plate. The damage size for each scatterer was approximately 1  in 
diameter and the relative separation between the damage centres was 2.6  . The imaging 
result in Figure 2.15(a) was produced from a summation of two separate images, with each 
image representing the reconstruction for one of the two scatterers, to avoid multiple 
scattering between the damage. The imaging result for the scatterers which included multiple 
scattering in the analytically determined data matrix is shown in Figure 2.15(b). Despite the 
presence of multiple scattering, excellent reconstruction for the scatterer was achieved as 
indicated by the imaging result in Figure 2.15(a, b). The effects of multiple scattering appear 
as imaging artefacts in Figure 2.15(b). The artefacts are enclosed by white discontinuous 
lines. From Figure 2.15(d), the quality of reconstruction for the imaging result which 
employed experimentally measured data was comparable to the results shown in Figure 
2.15(b). The profile view along the x-axis for all three results is shown in Figure 2.15(d). 
Here, the figure not only illustrates distinct separation of the scatterers, but also exact 
estimation for their localities. 
Fan et al. noted that the locality of the scatterers became less resolvable as the relative 
separation between the scatterers decreased. Of pertinence, the location for both scatterers 
cannot be resolved when the separation between the edges of the damage is less than 0.3 . 
This is in line with the diffraction limit . 
2.3 Tomographic Imaging Methods 
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The holy-grail of quantitative imaging of weak structural damage such as corrosion in metals 
and BVIDs relies on tomographic imaging technologies. The fundamental science and 
mathematical equations of tomographic imaging, which includes straight-ray, bent-ray and 
diffraction tomography, are well documented by Kak and Slaney . Tomography refers to 
imaging of an object by sectioning or sections, through the use of any type of travelling wave 
which either penetrates through, diffracts around and away from the object or a combination 
of both. The objective of tomography is to reconstruct the spatial distribution of the material 
properties of an unknown object from projection data. Computed X-ray tomography, for 
medical diagnostic imaging and non-destructive inspection of structural components, is 
perhaps the most prominent adopter of the technology. The principle of tomography is to 
collect data from many angles around the unknown object and process them through a 
tomography algorithm to reconstruct the desired material properties in the unknown object. 
2.3.1 Straight Ray and Bent-ray Tomography 
 
Figure 2.16 Schematic of parallel beam Fourier Slice Theorem . 
In straight ray tomography, the wave field recorded around the unknown object or scatterer is 
known as the projection data which corresponds to the line integral of a given parameter 
through the scatterer. The parameter for the line integral, in the context of SHM, could 
correspond to guided wave time-of-flight or the total attenuation suffered by the incident 
wave field between a source and receiver as it travels in a straight path through the damage. 
Referring to Figure 2.16 for parallel beam projection, straight ray tomography is based on the 
Fourier Slice Theorem which says that the spatial Fourier transform of the projection data 
from line or curve ‘t’ results in values along line BB in the frequency domain. Illuminating 
the scatterer from many angles would fill the frequency domain. Subsequently, the data in the 
frequency domain could be inverted to recover the function for the unknown object. 
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Figure 2.17 Schematic of a fan-beam straight-ray projection at an angle   through an 
unknown object . 
Belanger and Cawley investigated numerically and verified experimentally on the feasibility 
of a low frequency straight ray guided wave tomography imaging method for the 
characterisation of corrosion patch in large diameter metal pipes . Instead of parallel beam 
projection, equispaced fan-beam projection from a single source as shown in Figure 2.17 was 
used. Fourier transform of the measured projection data would result in values along an arc 
and not a straight line in the frequency domain. As the dispersion properties of the candidate 
structure were known a priori, a thickness map associated to an area of interest (with a 
damage in it) can be reconstructed to give information about the corrosion patch, through 
inversion of the recorded group velocities of the waves measured by the receivers. 
Belanger and Cawley’s method relies on either mode 
0
A  or 
0
S  and at 0.5 and 1.75 MHz–mm 
respectively. At these frequency-thickness products and related dispersion characteristics, the 
corresponding guided wave modes are extremely sensitive to changes in thickness in the 
propagating medium. Unlike the time-reversal and beamforming based imaging methods 
reviewed earlier on in Sections 2.1 and 2.2, the present straight ray method only requires 
information of total wave field for reconstruction. For the straight ray method to work, two 
conditions of the ray theory must be satisfied: the diameter of the damage d  must be much 
greater than (i) the interrogating wavelength   and (ii) the width of the Fresnel zone FL . 
The Fresnel zone is defined as the region for all geometrical points between a source and 
receiver such that the difference between the length of the path from source-damage-receiver 
and the length of the direct path (source to receiver) is less than half  . According to 
Cerveny , the width of the Fresnel zone at mid-way between the source and receivers can be 
approximated as, 
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where L  is the defined as the distance between the source and receivers. The straight ray 
method, which Belanger and Cawley had adopted, also requires very precise measurement of 
the time-of-flight of the wave mode of interest. Cross-correlation of the Hilbert transform of 
the signal recorded by the receivers and the Hilbert transform of the input signal form was 
used to determine the time-of-flight and hence group velocities. In the numerical simulations, 
the damage was located at mid-way between an actuator and line of receivers separated by 
distance L  = 1600 mm. A tone-burst signal with corresponding mode 
0
A  wavelength and 
nominal group velocity of 40 mm and 2947 m/s, respectively, was used to interrogate the 
damage. 
 
Figure 2.18 Comparison between the group velocity from FE data and ray theory for a 
50% damage . 
Figure 2.18 shows the profile view of the imaging results for a diameter 60 mm and 50% 
reduction in thickness damage. The solid black line and dashed lines represent the results 
calculated from the exact valid ray theory and finite element numerical simulations, 
respectively. While the ray theory result gave good size and severity predictions, the 
numerical result estimated a size about 4 times the actual size with severity indiscernible. The 
poor numerical result was attributed to (i) the wavelength being approximately the size of the 
damage and (ii) the width of the Fresnel zone being greater than the size of the damage. That 
is, the conditions of ray theory were violated. Belanger and Cawley argued that for straight 
ray imaging methods to work satisfactorily for practical applications, the interrogating 
frequency must be high and the distance between sources and receivers short, such that the 
wavelength and width of the Fresnel zone are both much lesser than the anticipated damage 
size. However, these conditions limit both sensitivity to the damage mode, (due to dispersion 
characteristics), and opportunity for inspection of wide and inaccessible areas. 
Through numerical calculations and experimental demonstrations, Malyarenko and Hinders 
developed an integrated iterative tomographic procedure using both straight ray and bent-ray 
42 
 
Simultaneous Iterative Reconstruction Technique (SIRT) to reconstruct guided wave velocity 
maps for metal plates . The fundamentals of SIRT are reviewed in detail by Kak and Slaney . 
As with Belanger and Cawley’s method, velocity maps were reconstructed and then converted 
to thickness maps to characterise corrosion damage. Working with group velocity fields, the 
principle of Malyarenko and Hinders’ method was to create an initial image with straight ray 
SIRT, and then feed that as background input to bent-ray SIRT to produce a final image with 
improved fidelity. The background image was taken as the difference in pixel values between 
the plate with and without damage. Ray tracing and linking methods, and averaging masks 
were used as a form of information carrier and filter between straight ray and bent-ray SIRT 
steps. 
 
a b c 
Figure 2.19 Imaging results of a 25.4 mm diameter through hole in aluminum plate 
using a) straight ray, and bent-ray with averaging order of b) 17 and c) 11 . 
Data acquisition for the experiments was set up on a 2.3 mm thick aluminium plate with 
dimensions sufficiently wide to identify and time-gate out wave reflections from the plate 
edges. The plate was interrogated by a frequency-thickness product of 2.5 MHz-mm and only 
mode 
1
A  was considered. The region of inspection is centred on the plate and discretised as a 
100 100 square matrix with pixel size of 2 mm. Sixteen equispaced transducers, capable of 
sending out and receiving guided waves, were positioned in a square lay-out around the 
region of inspection. Data was collected for all possible transducer paths and projected as line 
integrals to be transformed to the spatial-frequency domain, prior to feeding the data into the 
SIRT algorithms. Figure 2.19 shows the imaging results of a through hole damage in an 
aluminium plate. The imaging results from the first step, using 50 iterations of straight ray 
SIRT is shown in Figure 2.19(a). The results for 50 iterations of bent-ray SIRT, using 
empirically determined averaging values of order 17 and 11, as required between the straight 
ray and bent-ray steps are displayed in Figure 2.19(b, c), respectively. The bent-ray results 
clearly show that the degree of averaging affects the estimation of the damage size, and the 
amount of artefacts in the image. All three results also showed good reconstruction of damage 
shape. 
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Figure 2.20 Profile view of 25.4 mm diameter through hole for straight ray and bent-ray 
SIRT . 
Figure 2.20 shows the profile views of the reconstructed through hole damage using straight 
ray and bent-ray SIRT algorithms. The estimated size of the damage was taken at the nominal 
group velocity value of 3.75 mm/µs. The bent-ray step with averaging of order 17 gave the 
best size prediction. Malyarenko and Hinders also demonstrated the method for multiple 
through hole damage in which good correlation between the reconstructed and actual 
damages was achieved. However, poor quality result was obtained for an oblong shaped 
scatterer of reduced thickness. Artefacts were showing up as star-like patterns, as well as 
diagonal stretches at the long ends of the scatterer. The authors claimed that these artefacts 
were attributed to non-uniform ray density, due to ill-positioning of the transducers, and 
insufficient projection angles which contribute to ray bending and hence the phenomena of 
acoustic lensing and shadowing . 
While excellent reconstruction of shape and size for through damage could be obtained, 
accurate characterisation for low contrast scatterers was not realised in Malyarenko and 
Hinders’ work. Moreover, the iterative routine of this method relies on multiple steps using 
significant computation resources, as well as empirical values for averaging in the various 
steps. 
2.3.2 Diffraction Tomography 
To get accurate quantitative information about a damage, in particular weak contrast 
scatterers, an imaging algorithm based on diffraction tomography is required. As presented 
earlier on in Section 2.3.1, straight ray tomography relies on ray theory and assumes that the 
incident wave field travels in straight lines through both background medium and the 
inhomogeneity. The assumption is valid in most cases when the wavelength of the incident 
wave field is much smaller than the size of the scatterer, and the background medium is not 
refractive but homogeneous. When the sizes of the damage and wavelength are comparable, 
the projected line integrals from straight ray tomography are essentially corrupted by wave 
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field diffraction effects. Reconstruction from these line integrals would yield poor quality 
results as what Belanger and Cawley  had presented. As reviewed in Section 2.3.1, many 
authors have developed imaging methods, based on adoption of ray tracing routines and bent-
ray tomography, to account for the diffraction effects. Yet, the final imaging results were less 
than desirable. 
 
Figure 2.21 Schematic of Fourier Diffraction Theorem . 
Unlike straight ray and bent-ray tomography, diffraction tomography imaging methods 
employ transmitted, reflected and diffracted scattered wave field data to reconstruct an image 
and hence characterise the damage. The method is based on Fourier Diffraction Theorem 
(FDT) and its definition is very similar to the Fourier Slice Theorem (FST). FDT states that 
the spatial Fourier transform of the measured scattered field on an arbitrary closed curve gives 
the spatial-frequency values of the object (scatterer) along a full circular arc. Figure 2.21 
illustrates the theorem for illumination of the scatterer by an incident plane-wave and 
measurement of the forward (transmitted) scattered field on line T-T`. The scattered field is 
transformed onto a semicircular arc in the frequency domain through Fourier transform. 
Similar to FST, illuminating the scatterer from many directions over 360 degrees would fill 
the frequency domain, and the scatterer as an object function could be then recovered by 
Fourier inversion based methods. 
Rose and Wang  developed a theoretical framework for imaging of weak scatterers in plate-
like structures using diffraction tomography. As opposed to Rayleigh-Lamb solution for thin 
plates which is exact but rather intractable for characterising wave scattering by damages, due 
to the need to account for mode conversions among an infinite number of propagating and 
non-propagating wave modes, Rose and Wang employed, the simpler but yet effective, 
Mindlin plate theory to describe the flexural waves. Born approximation which is applicable 
for the interaction of plate-waves and weak scatterers was also employed in the framework. 
Rohde et al. implemented this new imaging method with demonstrations using numerical 
simulation studies and experimentally measured data . 
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a b 
Figure 2.22 Schematic of plate-wave diffraction tomograhy, a) using linear arrays of 
sources and receviers and b) corresponding data in k-space . 
The imaging method did not explicitly reconstruct the exact damage mode, but assumed that 
the damage region was an inhomogeneity having different, usually lower local flexural 
stiffness relative to the damage-free plate. This meant that the damage was attributed to and 
reconstructed as either one or a combination of local reduction in plate-theory variables viz. 
Young’s modulus, shear stiffness, density and thickness. The damage was also assumed to 
reside in region Σ  bounded by a smooth curve Σ  as shown in Figure 2.22(a). Within the 
damage region, the plate-theory variables were represented as local perturbations of those 
corresponding to the damage-free plate as, 
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where ))1(12(
23  EhD  is the bending stiffness, E  is the Young’s modulus, h  denotes 
the plate thickness,   is the Poisson’s ratio and   is the effective shear modulus according to 
Mindlin plate theory. The rotary inertia and transverse inertia are represented by I  and h  
respectively, with   denoting the material density and 12
3hI  . To reconstruct and hence 
characterise the damage, the intention was to determine )(xns , with n  = 1, 2, 3, 4, which 
take on non-zero values within Σ . The plate-wave reconstruction formula to be inverted 
and used to calculate )(xns  is expressed as , 
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where ),()( 
 I
nn
li
fUe l  is defined in , which describes the scattered wave field for a point-
like damage governed by Equation (2.32),   and 
1
k  are the interrogating frequency and 
propagating wavenumber respectively, and I  denotes the incident wave angle. The variable 
),(ˆ xwB  is the complex component of the scattered wave field recorded by the receivers at 
frequency  . The left-hand-side of Equation (2.33) denotes a spatial Fourier transform over 
the locations of the receivers with transform parameter  . For a particular angle of incidence 
I , the transformed values are found on a semicircular arc in k-space as shown in Figure 
2.22(b). Interrogating the damage from all angles of incidence would populate the entire k-
space with a disc of radius 
1
2k . 
 
Figure 2.23 Reconstructed section profiles using plate-wave diffraction tomography with 
linear and parallel arrays of transducers . 
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Through computer simulations, Rohde et al. employed the classic parallel-beam inspection 
configuration to simulate interrogation of the damage and collection of data. The 
configuration was essentially made up of two linear and parallel arrays of sources and 
receivers. The arrays spanned 1.46 m in length and were separated by 500 mm. Each array 
consisted of 16 equispaced sources and a total of 32 projections were performed. To avoid 
aliasing in the Fourier diffraction theorem and hence poor quality images, approximately 
12000 discrete k-space data points were calculated. Vemula and Norris’  wave expansion 
technique was employed to generate the scattered wave field due to a weak circular scatterer 
in isotropic material. The k-space data points were up-sampled and redistributed into a 
uniform square grid through bilinear interpolation. After which, )(x
n
s  was recovered with 
Fourier inversion techniques. The interpolation and inversion steps are discussed in detail by 
Kak and Slaney . Figure 2.23 shows the reconstructed profile views for a scatterer of 5% 
reduction in thickness and various radii. The interrogating wavelength was 7.72 mm and the 
scatterer was located at the origin i.e. at mid distance in orthogonal directions between the 
arrays. The results show excellent characterisation of damage shape, size and severity. Rohde 
et al. noted two distinctions about the results. One, the oscillations in the results were 
attributed to the loss of high frequency data points during interpolation in k-space. The 
application of a square grid in k-space functioned like a high frequency filter and had in 
essence limited the inversion to lower frequency components. Two, the length scale ka  must 
be greater than 2.7 to obtain optimal estimation of the damage severity using the maximum 
peak of the reconstruction. 
 
Figure 2.24 Reconstructed section profiles using plate-wave diffraction tomography with 
two linear and parallel arrays of transducers for off-origin scatterer . 
Rohde et al. also showed reconstruction results for a scatterer located away from the origin of 
the imaging setup. The quality of the imaging results, as displayed in Figure 2.24, was 
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comparable to that for a scatterer at the origin. Experimental results obtained by Rohde et al. 
in , for a surface bonded mass on both surfaces of an aluminium plate as the simulated 
damage, showed images with less fidelity than those obtained in computer simulations. 
Following the setup of the computational studies, the damage in the experiment was 
interrogated by a single disc shaped PWAS and the transmitted scattered wave field, through 
baseline subtraction procedure, was recorded with a scanning laser vibrometer. The damage 
shape was accurately reconstructed, but the size was over estimated. And clearly, the severity 
predictions were incorrect as the algorithm in Equation (2.33) was formulated to recover 
negative and not positive damage. It was noted by the authors that possible violation of the 
Born approximation, due to a heavy bonded mass being used as damage, and smoothing 
techniques employed for signal processing during data collection were responsible for the 
inaccurate reconstruction for damage size. Nonetheless, the experimental results showed great 
potential for application of the imaging method in practice. 
Rohde et al.  noted further that there were two short comings in the formulation and 
implementation of the imaging algorithm in Equation (2.33). Firstly, the necessary parallel-
beam inspection configuration required a massive number of k-space data points, which was a 
result of fine spatial sampling intervals for the receiver (viewing) angles. Moreover, the 
number of data points scaled according to the length of the arrays. This was not ideal for 
actual practice of in-situ SHM. Secondly, some higher frequency data in k-space was lost 
when the data was cast onto a square uniform grid prior to inversion, which undoubtedly 
reduced the fidelity of the reconstructed images. To address and overcome these issues, Rose 
and Wang  and Rohde and Veidt  developed an analogue of the filtered back-propagation 
(FBP) algorithm  for plate-wave diffraction tomography. Formulation of the FBP algorithm 
considered only far-field scatter measurements i.e. the damage is a long way from sources and 
receivers. Moreover, the algorithm employed reflected data, in addition to transmitted and 
diffracted wave fields. Implementation of the algorithm did not rely upon parallel-beam 
projections, but an arbitrary network of sources and receivers for interrogation of the damage 
and data acquisition.   
The following paragraphs serve as a concise derivation of the FBP algorithm for the 
fundamental flexural wave mode. The equation of motion for a plate with a defect in the 
temporal-frequency domain is expressed as, 
,),(ˆ)(),(ˆ),(ˆ 2
1
2
1
2  xxxx wskwkw   (2.35) 
with 
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where ),(ˆ xw  is the total wave field in the structure, ),(ˆ xIw  is the incident wave field in 
the structure in absence of any defect and ),(ˆ xSw  is the scatter wave field radiating 
outwards from the defect. The propagating wavenumber of the background medium is 
denoted by 
1
k  and )(xs  is a function which characterises the defect in terms of a variation in 
local material properties. Equation (2.35) is expanded and rearranged as, 
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From Equations (2.35) and (2.36), it is recognised that the incident wave field in Equation 
(2.37) satisfies the expression, 
,0),(ˆ),(ˆ 2
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2   xx II wkw  (2.38) 
and Equation (2.37) is thus reduced to, 
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From Equation (2.39), the integral solution of the scattered wave field due to the defect is 
represented as, 
,);,(),(ˆ)(),(ˆ 22
1
ξξxxξx dGwskwS    (2.40) 
where );,( ξxG  denotes the Green’s function of the radiating scattered wave field from 
location ξ  within the defect to position x  on the structure. For weak scatterers such as 
corrosion in metals or BVIDs in composite laminates, Born approximation is assumed and the 
total wave field is replaced with the incident wave field in Equation (2.40) as, 
.);,(),(ˆ)(),(ˆ 22
1
ξξxxξx dGwskw IS    (2.41) 
Under far-field conditions, the incident wave field arriving at ξ  and the Green’s function are 
represented as, 
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where I
1
k  and S
1
k  are the incident and scattering wave vectors respectively. The variable r  
explicitly denotes a propagation distance at infinity. Inserting Equations (2.42) and (2.43) into 
Equation (2.41), the integral representation for the scattered wave field becomes, 
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Equation (2.45) is the two-dimensional spatial-frequency Fourier transform of the induced 
source density function, i.e. the defect object )(ξs  with transform parameter )(
11
IS
kk  . 
 
Figure 2.25 The point in k-space corresponding to the scattering amplitude in the 
direction  due to an incident wave in the direction  . For a fixed  , data for various 
scattering angles provide the values of the Fourier transform of the defect along circle 
ABCD. 
In Equation (2.44), ),(
11
ISA kk  is also known as the plane-wave scattering amplitude in the far-
field. The incident and scattering wave vectors are expressed as, 
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where   and   are the incident and scattering angles respectively. For a fixed angle of 
incident  , the values of the scattering amplitude corresponding to various scattering angles 
  provide values of the Fourier transform of the defect function on a circle in k-space with 
centre 
I- 1k  radius 1k , as displayed in Figure 2.25. By varying   and  , the frequency plane 
is filled with data within a region of radius 
1
2k . Equation (2.45) assumes that the scattered 
wave field of a finite sized scatterer is a linear summation of all scattering amplitudes from 
multiple point-like defects within the larger scatterer. It is also assumed that the amplitude for 
the scattered wave field pattern in direction   from a single point-like defect is similar to that 
in the acoustic wave regime, i.e. perfect circle shape monopole. However, as demonstrated 
analytically and experimentally by Wang and Chang  and Alleyne and Cawley , the scatter 
pattern from a point-like defect in plate-wave is a dipole and is dissimilar for various damage 
modes. To account for and correct these phenomena, Rose and Wang  derived and introduced 
a shape function nq  to Equation (2.45) which leads to, 
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where   , and 
0
D , 
0
h  and   are the bending stiffness, plate thickness and mass 
density respectively. Other variables are also associated with the material properties and are 
defined in . These shape functions are formulated from local perturbation of Mindlin plate-
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theory variables, as represented in Equation (2.34), and are hence similar to the functions 
employed in Equation (2.33) for the reconstructions using parallel-beam projections.  
Using equivalent isotropic material properties, Rose and Wang in  demonstrated numerically 
the reconstruction for a single mid-plane delamination damage in a laminated composite 
plate. The simulated damage has the effect of reducing bending stiffness D  and rotary inertia 
I . Subsequently, the shape function for the damage is expressed as, 
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Through Fourier inversion of Equation (2.47), the function characterising the damage is 
recovered as, 
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where ξ  is replaced by x  to signify reconstruction of the defect region within an arbitrary 
area of inspection. The term )sin(    is part of the Jacobian for the change in integration 
variables from ),( I
y
S
y
I
x
S
x
kkkk   to ),(   which permits direct inversion of the data in k-
space. 
 
a b 
 
c d 
Figure 2.26 Imaging result of a delamination damage located at the centre of the 
imaging domain. a) Actual shape and location of the damage. b) 3D, c) 2D density plot 
and d) profile view of the reconstructed damage. 
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a b 
 
c d 
Figure 2.27 Imaging result of a delamination damage located off the centre of the 
imaging domain. a) Actual shape and location of the damage. b) 3D, c) 2D density plot 
and d) profile view of the reconstructed damage. 
Figure 2.26 shows the imaging result for a delamination at the centre of the imaging domain 
with size –60 mm < (x, y) < 60 mm. The damage was simulated as a 20% reduction in plate 
bending stiffness and rotary inertia. The plate thickness and radius of the delamination were 
2.0 mm and 15 mm respectively. Further, the choice of the interrogating wavelength was 10 
mm, and 32 active transducers, satisfying the Nyquist sampling criteria , were located in 
equispaced manner around the imaging domain in the far-field. Excellent reconstruction of 
the damage was achieved for its shape, size and severity. Figure 2.27 shows the imaging 
result for an off-centre damage with setup similar to that in Figure 2.26. A method derived by 
Vemula and Norris  to translate the scattering amplitude was employed to simulate a 
displaced location for the damage. In contrast to the centred case in Figure 2.26, the results in 
Figure 2.27 displayed a significant skew in the peak amplitude, and a minor elongation of the 
reconstructed shape. Nonetheless, the estimated size and severity were still good. 
Rose and Wang noted that the degradation in reconstruction quality for the off-centred case 
relative to the centred example was attributed to the far-field assumption in formulation of the 
algorithm. Two approaches could be employed to improve the quality of the image. (i) A two-
step procedure, prior to reconstructing the damage with the FBP algorithm, could be used to 
first determine the centroid i.e. location of the damage, followed by a technique to remove the 
phase information pertaining to the damage. The reconstructed damage would appear at the 
centre of the imaging domain, but possibly return improvements on shape, size and severity 
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estimations. This approach has been briefly investigated and demonstrated by Rohde and 
Veidt , and Wang and Rose . (ii) Develop a new imaging method based on the FBP algorithm 
to account for the phase information and hence location of the damage. 
Similar to Rose and Wang’s FBP algorithm , Belanger et al.  implemented an imaging method 
based on Fourier diffraction theorem and beamforming for mode 0A  guided wave through 
computer simulations and experimental verifications. The method assumes that the scattered 
wave field was generated by an unknown object with a propagation velocity different from 
that of the background medium. The guided wave dispersion properties i.e. the relationship 
between the phase velocity and chosen frequency-thickness product, was thus employed to 
characterise thickness thinning damage in metal plates. The imaging method implemented by 
Belanger et al. was a follow up of Simonetti and Huang’s work  in imaging of 
inhomogeneities interacting with acoustic waves. The latter authors showed that for a circular 
array of sources and receivers, a linear mapping between the beamforming imaging technique 
and Fourier diffraction theorem existed as a linear filter in the transformed spatial-frequency 
domain. The beamforming image at ),( yxz  is expressed as, 
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where   and   are the incident and scattering angles respectively, ),( T  denotes the 
measured scattered wave field and 
n
kr  represents the incident and scattering wave vectors. 
The relationship between the beamforming image and the diffraction tomography image is 
expressed as, 
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where, )(G  represents the linear filter and   denotes the transform parameter i.e. spatial 
frequency for two-dimensional spatial Fourier transform of the corresponding beamforming 
and diffraction tomography images. The variable C  is a calibration factor used to obtain 
correct thickness in the diffraction tomography reconstruction from known single-site 
damage. The procedure for obtaining the diffraction tomography image involved evaluating 
Equation (2.57) at all frequencies limited by k20   and then performing the inverse 
two-dimensional spatial Fourier transform for )()(  GI
BF
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a b 
Figure 2.28 Polychromatic diffraction tomography imaging result for two defects using 
finite element data. Reconstructed a) density plot and b) thickness profile . 
Figure 2.28 shows the polychromatic imaging result reconstructed from finite element 
computed data for two unequal thickness and severity defects in an aluminium plate of 
thickness 10 mm. Sixty-four equispaced exciting / monitoring locations, along a radius of 400 
mm and concentric with the centre of the plate, were used to interrogate the defects with a 5-
cycle Hann windowed tone-burst signal. Baseline subtraction method was employed to obtain 
the scattered wave field prior to reconstruction. Multiple images between 45 and 55 kHz were 
summed together and averaged to form a single final result. Excellent reconstruction for both 
defects for location, shape, size and severity was achieved from the imaging results.  
 
a b 
Figure 2.29 Polychromatic diffraction tomography imaging result for a single defect 
using experimentally measured data. Reconstructed a) density plot and b) thickness 
profile . 
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Following a similar setup and procedure to that of the computer simulations, Belanger et al. 
also obtained good experimental results for a single defect probed by surface bonded circular 
shaped PWAS. This result is shown in Figure 2.29. 
The authors also investigated the feasibility of reconstructing the damage using only the total 
wave field. They claim that in actual practice, the operational environment of the candidate 
structure, such as the ambient temperature, may change from time-to-time and that could 
possibly affect the baseline signals. It is therefore advantageous to have an imaging method 
which did not rely on the baseline wave fields. However, in doing so, Belanger et al. 
presented evidence and recommended that only the transmitted total wave field be used in the 
method to reduce imaging artefacts. Thus the data collected from, for example scattering 
angles between 2  and 23  for incident angle  were utilised. By considering only the 
transmitted subset, the spatial-frequency in the transformed domain is limited to a radius of 
k2 , instead of k2 . This has the effect of reducing image fidelity as some of the high 
frequency components characterising the damage would be omitted from the reconstruction 
procedure. 
 
a b 
Figure 2.30 Polychromatic diffraction tomography imaging result for two defects using 
transmission data of the total field from finite element simulations. Reconstructed a) 
density plot and b) thickness profile . 
 
a b 
Figure 2.31 Polychromatic diffraction tomography imaging result for two defects using 
transmission data of the total field from laser vibrometer measurements. Reconstructed 
a) density plot and b) thickness profile . 
57 
 
Figure 2.30 shows the imaging result for two defects using only the transmission data of the 
total wave field from finite element simulations. Despite an appreciable increase in imaging 
artefacts relative to that seen in Figure 2.28, the quality of the reconstructed damage in Figure 
2.30 is still satisfactory. 
The imaging result using experimental data measured by an array of PWAS cannot predict 
accurate shape, size and severity of the defects. Moreover, significant levels of artefacts were 
evident in the image. This poor quality result was attributed to wave field scattering between 
the individual PWAS. Using a laser scanning vibrometer in place of the PWAS to record the 
wave field, Belanger et al. produced a much better quality result relative to that created from 
PWAS measurements. The imaging result could accurately characterise the defects and is 
shown in Figure 2.31. Belanger et al. have shown a method that is capable of accurate 
reconstruction for thickness reduced defects in a metal plate. However, the method required 
empirical selection for the choice of a spatial frequency and hence spatial sampling interval 
for the imaging map in the filter deconvolution step, and a calibration factor derived from a 
known result for estimation of accurate magnitude. 
Huthwaite and Simonetti  adapted and implemented a hybrid imaging algorithm, which uses 
low resolution bent-ray tomography algorithm as the background input for diffraction 
tomography, for imaging of corrosion patches in metal plates and large diameter pipes. The 
hybrid imaging method was originally conceived by the same authors  for imaging of 
cancerous tumours in breast, and is fundamentally based on the work by Belanger et al.  and 
Simonetti and Huang  on the filter function which links the beamforming technique and 
diffraction tomography method. That imaging method is named HARBUT, the Hybrid 
Algorithm for Robust Ultrasound Tomography. It is well understood that all conventional 
diffraction tomography algorithms require satisfaction of the Born or Rytov approximation 
i.e. the inhomogeneity is of low contrast relative to the background medium or more 
specifically, the difference in phase between the wavespeed through the scatterer and 
background medium is less than 4 . The intention of HARBUT, in the initial step, is to 
estimate and account for the phase distortion through the scatterer with a low resolution 
image produced by the bent-ray tomography algorithm. Subsequently, that image together 
with the measured total wave field data, are fed as inputs into the diffraction tomography 
algorithm for reconstruction of the scatterer at higher fidelity. Through multiple iterations of 
the HARBUT algorithm, Huthwaite and Simonetti presented imaging results for a small and 
high contrast defect, and a defect with complex geometry and abrupt changes in severity. 
Two-dimensional scalar theory of scattering was adopted for the adaptation of HARBUT for 
imaging with guided waves in plates. Similar to earlier work by Belanger at el. , mapping of 
58 
 
the thickness due to corrosion damage was provided by the dispersion relationship of 
frequency-thickness product and the phase velocity for mode 
0
A . The inhomogenous 
Helmholtz equation for the scalar potential ),( yx  associated with scattered wave field is 
expressed as, 
,),(),(),())(( 22  rrr Ok
u
  (2.59) 
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where 
u
k  is the background wavenumber, r  denotes a location in the candidate structure and 
subscript u  represents variables pertaining to the undamaged structure. The term ),( rO  is 
the object function representing the defect and )(
u
c  and ),( rc  are the phase velocities for 
the undamaged structure and defect respectively. The HARBUT reconstruction method 
further defines the object function as, 
,),(),(),( 

rrr OOO
b
  (2.61) 
where ),( r
b
O  is the background component to be determined by bent-ray tomography, and 
),( 

rO  is known as the perturbation component to be evaluated by diffraction tomography. 
The first step to the HARBUT method is to compute ),( r
b
O . The bent-ray tomography 
algorithm used to solve for the background component is outlined in the paper by Li et al. . 
The second step in the method is to calculate the beamforming image which is obtained as, 
,
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with 
,),( ),( zxzx ti
b
eP    (2.63) 
where z  is the imaging point, x  and y  refer to the locations of sources and receivers 
respectively and ),( yx  is the total wave field recorded by the receivers. The term ),( yx
b
  
denotes the wave field that would be measured by the receivers if the object function is 
b
O  
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rather than O . The Green’s function for the undamaged structure from source x  to imaging 
point z  is represented by ),( zx
u
G .  The term ),( zx
b
P  is a correction coefficient applied to the 
Green’s function to account for the background field with ),( zxt  being the difference in 
arrival time between the baseline wave field and background field at imaging point z  for 
source x . The correction coefficients were calculated by the eikonal solver based on 
Sethian’s Fast Marching Method . The final step in the HARBUT method is to determine the 
perturbation component of the object function in Equation (2.61) by deconvolution of the 
beamforming image using a filter function expressed as, 
,
16
||4||
)(ˆ)(ˆ
2
22




ΩΩ
ΩΩ
uBF
k
IO  (2.64) 
where, Ω  and   have been defined in Equations (2.56) – (2.58). Two-dimensional inverse 
spatial Fourier transform is applied over the image of Equation (2.64) to determine ),( 

rO . 
The HARBUT algorithm is iterated, with each subsequent image being better in quality than 
the previous, and to obtain a final image of satisfactory quality. The iterative procedure of 
HARBUT relies on replacing the initial ),( r
b
O  with ),( rO  in the second and subsequent 
iterations. Between each iterative step, a Gaussian filter is applied on ),( rO to reduce the 
amplitude of the image artefacts. A convergence criteria Q , defined as the estimated average 
thickness change between iterations over estimated damage area, relative to the background 
thickness, was formulated to stop the iteration process . The authors defined Q 0.01 to stop 
the iteration. 
A three-dimensional finite element model was used to test the HARBUT algorithm for 
imaging of a corrosion patch in a 10 mm thick aluminium plate. A circular array of 64 
equispaced active sensors, coupled with a 5-cycle Hann windowed tone-burst at 50 kHz 
centre frequency as actuation signal, was used to illuminate the defect. The recorded signals 
of the finite element model, in absence of any defect, were calibrated to be the same as the 
theoretical incident wave field given by the Green’s function )(4)( )1(
0
rkHirG
u
 , where r  
is the distance between a particular receiver–source pair and 
)1(
0
H  is the zeroth order Hankel 
function of the first kind.  
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d e f 
Figure 2.32 Reconstructed thickness map of a complex corrosion patch with thickness 
varying between 5 mm depth and the 10 mm background. a) Actual damage, b) 
diffraction tomography image, c) bent-ray tomography image, d) 1 iteration HARBUT, 
e) 8 iteration HARBUT and f) 8 iteration HARBUT with noise . 
 
 
Figure 2.33 Profile view of the reconstructed complex corrosion patch using HARBUT . 
Figure 2.32 shows the reconstruction of a complex geometry corrosion patch with thickness 
varying between 5 mm in depth and the 10 mm background thickness, at various stages of the 
HARBUT method. The actual shape and severity variation of the damage is displayed in 
Figure 2.32(a). Corresponding profile views of the various reconstructions, for a sectioning 
plane represented by dashed lines passing through the damage as shown in Figure 2.32(a), are 
presented in Figure 2.33. The initial diffraction tomography result, from the inverse of 
Equation (2.64), is shown in Figure 2.32(b). This result clearly shows that the assumption of 
Born approximation for reconstruction of the damage is invalid. It was not possible to 
reconstruct the intricate features of the actual damage and as a result, meaningful depth 
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information cannot be extracted from Figure 2.32(b). While the initial bent-ray tomography 
image in Figure 2.32(c) showed better overall estimate of the damage size and shape relative 
to the result produced by diffraction tomography in Figure 2.32(b), finer details of local 
thickness variations were not reconstructed accurately. The first iteration of the HARBUT 
result, which combines the images of Figure 2.32(b, c), is shown in Figure 2.32(d). An 
improvement in image fidelity for this result is clearly evident, relative to the individual 
diffraction and bent-ray tomography images. The HARBUT imaging result after 8 iterations, 
for which convergence was met, is presented in Figure 2.32(e) and Figure 2.33. Excellent 
reconstruction of the complex corrosion patch was achieved for both overall and finer details 
of shape, size and severity variations. Huthwaite and Simonetti also showed that the imaging 
method is robust in the presence of noise in the input data matrix i.e. total wave field ),( yx . 
Despite the inclusion of noise, resulting in poor signal to noise ratio of 6 db in the input data 
matrix, excellent reconstruction of the damage was achievable as shown in Figure 2.32(f), 
with the noise merely appearing as weak artefacts in the imaging domain. 
 
Figure 2.34 Profile view of the reconstructed multi-site damage using experimentally 
measured data and polychromatic HARBUT imaging method from 30-60 kHz. 
Following the work by Belanger et al. in , Huthwaite and Simonetti demonstrated 
polychromatic HARBUT imaging for a multi-site defect of unequal size and severity using 
only the transmission data subset of the experimentally measured total wave field. As 
discussed earlier in this section, polychromatic imaging is defined as the sum and average of a 
series of monochromatic images from a range of frequencies. This procedure reduces (i) the 
magnitude of image artefacts due to spurious wave reflections between the defects, sensors 
and plate edges, and (ii) grating lobes due to insufficient spatial sampling i.e. interrogation 
and viewing angles for the imaging domain. The series of images to be summed and averaged 
are constructed at the final iteration of the imaging method.  Figure 2.34 shows the profile 
view for the reconstruction of two circular defects in an aluminium plate using experimental 
data. The polychromatic HARBUT image with 6 converged iterations showed excellent 
quantitative characterisation of the defects. 
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2.4 Research Gaps 
Previous studies employing guided waves for imaging, in particular reverse-time migration 
methods and beamforming approaches, have shown their capacity for accurate estimation of 
damage location, even for complex structures displaying multi-path wave interactions 
between the scatterers and structural features. However, these imaging methods can neither 
provide accurate reconstruction for damage geometry nor estimation for damage severity. 
In the current literature, tomographic imaging methods cannot just provide precise 
information about damage location, but also accurate estimation for both damage size and 
damage severity. However, these imaging methods are limited by the following deficiencies. 
First, it is noted that the imaging methods from Section 2.3 were demonstrated for relatively 
simple structures and in absence of multi-path wave interactions. It is assumed that these 
imaging methods cannot provide reconstructions of satisfactory quality for structures with 
complex features. 
Secondly, the imaging methods implemented by Belanger and Cawley  and Malyarenko and 
Hinders  using Fourier Slice Theorm require extremely small wavelength to damage size 
ratios. In consequence, sensor requirement is high which renders these methods impractical 
for in-situ deployment. 
Thirdly, the hybrid beamforming-diffraction tomography imaging procedure developed by 
Belanger at el.  and Huthwaite and Simonetti  require an empirically defined filtering 
operation in the spatial-transformed domain. Moreover, the methods demonstrated by 
Huthwaite and Simonetti require multiple image iterations for convergence towards a high 
quality image capable of damage characterisation. 
Fourth, the filtered back-propagation algorithm and a similar linear-array diffraction 
tomography based algorithm derived and implemented in  are limited to reconstructions in the 
far-field. These methods are not applicable to point-like sources and in the near-field without 
modification to the formulation. 
Finally, the imaging results which were computed by algorithms based on diffraction theorem 
in Section 2.3.2 employed many sensors. It is unclear if these methods can achieve 
quantitative characterisation for the scatterers using minimal number of sensors. 
2.5 Research Questions 
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Based on the shortcomings in available imaging methods pertinent to guided wave based 
SHM, the research work undertaken for this thesis seeks to answer the following research 
questions. 
1. What is the effect of the near-field measurement on the extended filtered back-
propagation algorithm for quantitative characterisation of damage close to the 
sensors? 
2. Is the multi-frequency technique capable of accounting for the effect of multi-path 
wave interactions? 
3. How to modify the beamforming and time-reversal based equivalent of the extended 
filtered back-propagation algorithm to quantify damage near sensors and in the 
presence of multi-path wave interactions? 
4. How does the bandwidth and rank affect the minimum number of sensors necessary 
to resolve damage size and severity to a given accuracy? 
5. How do multi-path wave reflections affect the quality of the pre-discussed three 
imaging methods (tomographic, beamforming and time-reversal based algorithm)? 
6. How sensitive are the three imaging methods (tomographic, beamforming and time-
reversal based algorithm) to noise in the data input for reconstruction of the damage? 
The objectives of this thesis are to answer the above five research questions through 
mathematical formulations of new imaging algorithms, along with extensive numerical and 
experimental verification for the proposed algorithms. The objectives have been explicitly 
listed in Section 1.3. 
2.6 Research Methods 
The research work undertaken in this thesis to answer the research questions and realise the 
objectives, relies on analytical formulations, finite element simulations and experimental 
verification. 
Modifications to the extended filtered back-propagated algorithm and derivation of the new 
imaging algorithms for damage characterisation in a realistic plate-like structure using 
fundamental anti-symmetric wave mode (
0
A ) are analytically formulated. The imaging 
formulae are extensively tested against noise in the data matrix using analytical solutions for 
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the scattered wave field for their reconstruction quality, accuracy in damage characterisation 
and robustness. 
In the numerical studies, the performance of the imaging formulae are further tested using 
scattered wave field data generated from finite element simulations of the guided wave field 
interactions for multi-site damage, arbitrary shaped damage and complex plate-like structures. 
The required Green’s function input in the imaging formulae for the numerical and 
experimental studies are calculated from finite element simulations. The simulations are also 
used to determine the variables which influence the minimum number of sensors required for 
sufficient sampling of the damage.  
For the experimental verification, a flat aluminium plate equipped with an array of active 
sensors and a manufactured multi-site damage of unequal size and severity is used to test the 
imaging algorithms. Damage configurations which are symmetric about the plate mid-plane 
are considered for reconstruction in the flat plate. Experimental verification is also carried out 
for a stiffened plate with a single scatterer simulated by a localised increase in inertia and 
stiffness. 
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3 Comparative Review and Extensions to 
Imaging Algorithms 
In the preceding chapter, a broad review was presented on imaging algorithms for in-situ 
imaging of structural damage. The imaging algorithms were based on (i) time-reversal 
concept (reverse time migration), (ii) beamforming technique, and (iii) tomographic method, 
chiefly diffraction tomography. This chapter presents a review on and compares three 
imaging algorithms, one for each approach i, ii and iii respectively, for characterisation of a 
single inhomogeneity. Attention is restricted to algorithms that utilise both the amplitude and 
the phase information that is contained in scattered wave field measurements, i.e. travel-time 
tomography, which only uses phase (or time-of-flight) information, is not included in the 
review. Of those three approaches, only diffraction tomography method has a rigorous 
mathematical basis, and leads to quantitative images, whereas the beamforming and reverse-
time migration algorithms are based on heuristic arguments and lead to algorithms that 
contain an undetermined multiplicative constant. 
The chapter will show that, in the far-field approximation, the three imaging algorithms have 
very similar mathematical structure, to which analytical expressions are derived for the point-
spread function (PSFs) for the purpose of adjusting the arbitrary multiplicative constant for 
the beamforming and reverse-time migration algorithms. Based on these observed 
mathematical similarities, modified versions of the diffraction tomography and reverse-time 
migration algorithms are also presented for imaging in the near-field and extensively 
evaluated using analytical solutions for a circular scatterer. The imaging results reveal that the 
new algorithms provide accurate estimates for damage size and damage severity. 
For simplicity, it is assumed that the wave motion is governed by the scalar wave equation, 
which is often used for the purposes of deriving imaging algorithms . However, the 
derivations and algorithms to be presented can also be extended to the plate-wave case, using 
either analytical framework such as Mindlin plate theory , or computational approaches as 
will be demonstrated in the subsequent chapters of this thesis. 
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3.1 Imaging Set Up and Problem Formulation 
 
Figure 3.1 Schematic of imaging problem showing active transducers (solid circles), 
imaging domain (grey) and in-plane damage (shadowed (green) region). 
Consider an isotropic material i.e. aluminium plate-like structure equipped with a network of 
actuators, at position 
s
X , along a closed curve 
s
Γ , and receivers at locations 
r
X , along a 
possibly different curve 
r
Γ . For simplicity, discrete active sensors that serve the dual roles of 
actuators and receivers are considered herein, and these sensors are assumed to be distributed 
along a single closed curve Γ , (
s
Γ =
r
Γ ) which encloses a specified imaging domain which 
is indicated as a grey area in Figure 3.1. It is assumed that the structure has suffered some 
form of laminar damage that lies within this imaging domain, as illustrated by the shadowed 
region denoted by 
d
Σ  in Figure 3.1. For the purposes of comparing imaging algorithms, a 
simplified model is assumed in which the damage is characterised by a variation in the local 
value of the wavespeed (group velocity) )(xc , or, equivalently, a variation in the refractive 
index )(xn , defined by 
,)()( xx ccn   (3.1) 
where c  denotes the reference value of the wavespeed for the undamaged plate, which is 
assumed to be homogeneous. The total wavefield due to a source at 
s
X  can be regarded as the 
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superposition of an incident field Iu  which would prevail in the absence of any damage, and 
a scattered field Su  due to the presence of the damage, 
,);,();,();,(
j
S
j
I
j
tututu XxXxXx   (3.2) 
where ),( tu x  denotes a physical observable (for example, the pressure in acoustics, or the 
transverse deflection in a plate). The indices i  and j  are used to identify discrete receiver 
and source locations, respectively, with i , j  = 1, …, N , ( NNN
sr
 ). The scattered 
wave field recorded at receiver location 
i
X , due to a source operating at jX , can be regarded 
as the ij th element of a time-domain data matrix,  
.);,()(
ji
SS
ij
tutu XX  (3.3) 
The imaging problem is to reconstruct the spatial variation of the refractive index )(xn  from 
measurements of this data matrix )(tu S
ij
. 
3.2 Integral Representation for the Scattered Field 
In parts of the Literature Review, the integral representation of the scattered wave field was 
briefly presented for diffraction tomography based imaging methods. This section of the 
thesis will establish the same representation in detail for a unified framework of derivation 
and comparison of imaging algorithms. 
For the purposes of assessing the imaging performance of various algorithms, it will be 
assumed that ),( tu x  satisfies the two-dimensional scalar wave equation, 
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
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  (3.4) 
which can be regarded as a simplified model for single-mode guided wave propagation and 
scattering. Here ),( tx  denotes the source density induced by the interaction between the 
scatterer and the incident wave; this source generates the scattered wave. For the case of a 
point-like source (or actuator) at 
j
X , 
,)()(),(
j
tpt Xxx    (3.5) 
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where )(tp  specifies the time dependence of the source strength (i.e. damage size and 
severity), and   denotes the Dirac delta function. 
Although the scattered field data is necessarily recorded in the time domain, the imaging 
algorithms are more conveniently derived and implemented in the frequency domain. The 
Fourier transform, denoted by a circumflex, of ),( tu x  over time is 
.),(),(ˆ 


 dtetuu ti xx  (3.6) 
Equations (3.4) and (3.5) can then be reduced to 
,)()(ˆˆ)(ˆ 222
j
punku Xxx    (3.7) 
where ck   denotes the wavenumber for the background medium, i.e. in the absence of 
damage. In keeping with the decomposition SI uuu ˆˆˆ  , one can verify that the incident 
wave field Iuˆ  corresponding to the source term is given by 
,);,()(ˆ);,(ˆ
jj
I Gpu XxXx    (3.8) 
where );,(
j
G Xx   denotes the Green’s function for frequency  , defined by the expression 
,)(2
j
GkG Xx2    (3.9) 
with the requirement that G  should represent an outgoing wave at infinity (the Sommerfield 
radiation condition). The appropriate solution of Equation (3.9) is given by 
,)(
4
);,( )1(
0 jj
kH
i
G XxXx   (3.10) 
where 
)1(
0
H  denotes the Hankel function of the first kind of zeroth order, and 
jj
r Xx   
denotes the distance from the source point 
j
X  to an arbitrary field point x  as indicated in 
Figure 3.1. Substituting Equations (3.8) – (3.10)  for Iuˆ  from Equation (3.7), the integral 
representation for the scattered wave field is expressed as, 
,ˆ)(ˆˆ 2 usuku SS x2   (3.11) 
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where the function )(xs  characterising the damage is variously referred to as the object 
function, or the scattering potential. In this thesis, the damage severity is defined as a local 
variation in refractive index. For damage in a plate, the estimated severity is specifically 
referred to as the change in plate properties which is discussed in Chapter 4. Equation (3.12) 
shows that the scattered field can be regarded as the wave field due to an induced source 
whose density is given by the product of the scattering potential )(xs  and the total wave field 
);,(ˆ
j
u Xx   within the scatterer 
d
Σ . 
For the case where the damage can be modelled as a weak inhomogeneity, which is a 
reasonable approximation for low levels of damage, the total wave field );,(ˆ
j
u Xx   can be 
approximated by the incident wave field Iuˆ  given by Equation (3.8). This, as mentioned 
earlier on in the Literature Review, is the Born approximation, which leads to 
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(3.15) 
where )(
ij
K , defined by Equation (3.14), denotes the source-normalised multi-static data 
matrix for frequency  . In the sequel of this chapter and thesis, it will be assumed that the 
raw time-domain data )(tu S
ij
 has been processed in accordance with Equation (3.14) to obtain 
the data matrix 
ij
K , and the dependence on frequency will not be shown explicitly, to 
simplify the notation. Thus, the imaging problem can now be re-stated as the problem of 
reconstructing the spatial variation of the scattering potential )(xs , given by the data matrix 
ij
K  as input. 
It is worth noting that for weak inhomogeneities, the refractive index )(xn  does not deviate 
significantly from the background value 1 for the undamaged plate, i.e. 1)( xn , where 
)(x

n  denotes the variation in refractive index, defined by 
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  (3.16) 
which is non-zero only for points x  within the damaged region 
d
Σ . Therefore, in view of 
Equation (3.13), 
,)(2)( 2 xx

nks   (3.17) 
i.e. the various imaging algorithms to be derived in the following sections can be equally 
regarded as providing formulae for reconstructing the variation in refractive index )(x

n . 
3.3 Data Matrix as Discrete Sampling of a Continuous Data 
Function 
In the sequel, it will be useful to regard the receiver locations iX  as a discrete sampling of 
points on a hypothetical closed curve 
rΓ , as indicated in Figure 3.1. For the purposes of 
derivation, this curve 
rΓ  is considered to represent a continuous distribution of receivers. A 
representative point on 
rΓ  will be denoted by rX , with polar coordinates ( rR , r ). It is 
assumed that each value of polar angle 
r , corresponds to a single point on rΓ . Thus, a sum 
over receivers can be regarded as a discretisation of an integral over receiver angle 
r  (or, in 
some cases, as a discretisation over arc length along 
rΓ ). Similarly, the source locations jX  
can be regarded as a discrete sampling of points on a curve sΓ , with representative points 
denoted by sX = ( sR , s ). Consequently, the data matrix ijK  can be regarded as a discrete 
sampling of a two-dimensional data function ),( srK   defined over a square domain 
 2,0  sr . For the purposes of deriving imaging algorithms, it will be convenient to 
assume that this data function is known for all values of source and receiver angles. The 
various algorithms can then be expressed as integrals over these angles, but for practical 
implementation, these integrals are evaluated as sums involving the discrete data matrix ijK . 
The appropriate sampling requirement for ijK  will be dictated by the angular bandwidth of 
),( srK   with respect to source and receiver angles. 
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3.4 Far-field Approximation and Diffraction Tomography 
 
Figure 3.2 The geometrical representation of far-field approximation. 
There are two requirements for the far-field approximation, which can be most clearly stated 
by referring to Figure 3.2. Consider the field at an arbitrary point ξ  within the imaging 
domain 0  due to a point source at sX , which is given by (cf. Equation (3.10)) 
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The far-field approximation involves two steps. First, using the large-argument asymptotic 
expansion for the Hankel function leads to 
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In practice, this formula provides an excellent approximation even for 2
s
Xξ . 
Secondly, the distance 
s
Xξ  , which is shown as PQ in Figure 3.2, with P corresponding to 
s
X  and Q to ξ , is approximated by PQ   PN   OPPN in the exponential term of Equation 
(3.19), whereas the cruder approximation 
sss
R XXξ  is used for the inverse square 
root term, resulting in the approximation 
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where 
s
θ  denotes the unit vector pointing from the origin to the source point 
s
X  (i.e. it is 
necessary to use a more accurate approximation of 
s
Xξ   for the phase term, whereas a 
coarser approximation is adequate for the geometrical decay term). The physical 
interpretation of this far-field approximation is more apparent if it is re-written in the form 
.,);();( .
s
Ii
ss
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I
θkX0Xξ ξk   (3.21) 
This shows that, in the far-field approximation, the field at an arbitrary point ξ  in the imaging 
domain 
0
Σ  due to a source at 
s
X  can be regarded as an incident plane-wave with propagation 
vector 
s
I kθk   (where 
s
θ = (cos
s
 , sin
s
 ) denotes the unit vector pointing from the 
origin to the source point 
s
X , and complex amplitude );(
s
G X0  which corresponds to the 
value of the incident wave field at the origin. The second step requires that the distance shown 
as MN in Figure 3.2 should be much smaller than a wavelength. In practice , this requires that 
,kllR
s
  
(3.22) 
where 
s
R  can be regarded as an approximate radius for source and receiver arrays, and l  as 
an approximate radius for the imaging domain (for example, in Figure 3.1 the imaging 
domain is shown as being approximately a square of side l2 ). These requirements for the 
validity of the far-field approximation are generally too restrictive for SHM applications. 
However, the purpose of pursuing this approximation here is that it leads to analytical 
formulae for the PSFs, which will facilitate comparison between the various approaches. 
Repeating the preceding steps, the far-field approximation for the scattered field at receiver 
location 
r
X  due to a source at an arbitrary point ξ  within the imaging domain 
0
Σ  is given by 
.)sin,(cos,);();( .
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kkeGG
I
 θkX0Xξ ξk  (3.23) 
Based on these derivations, it is now possible to state the relation between the data function 
),(
sr
K   and the plane-wave scattering amplitude ),(
ISA kk  for the scattered wave field in 
the direction sk  due to an incident plane-wave in the direction Ik , assuming that the source 
and receiver arrays satisfy the far-field requirements, viz. 
,),();();(),( IS
srsrrs
AGGKK kkX00X   (3.24) 
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Substituting Equations (3.21) – (3.24) into Equation (3.15) , one would obtain 
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Equation (3.26) is the Fourier diffraction theorem that underpins diffraction tomography. It 
states that the scattering amplitude is the two-dimensional Fourier transform of the scattering 
potential )(xs , with the transform parameter being equal to the difference between the 
scattered and the incident wave vectors. Thus, )(xs  can be recovered by taking the inverse 
transform. However, the data for ),(
ISA kk  is only available within a disc of radius k2  in 
Fourier space (the Ewald disc), so that the inversion formula can only provide a low-pass 
filtered reconstruction of )(xs . This reconstruction is given by 
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(3.27) 
This inversion integral can be evaluated analytically for the case of a point scatterer, i.e. for 
)()( ξxx  s , which leads to the following analytical form for the PSF , 
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)2(
)( 1 ξxx  r
r
krkJ
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DT 
  (3.28) 
It can be seen from Equation (3.28) that in this limit the PSF depends only on the relative 
distance ξx r  between the field point x  and the point-scatterer location ξ . 
 
Figure 3.3 Profile view of the point spread function for diffraction tomography, 
normalised with respect to its value at x = 0. 
A profile view of the PSF (for a scatterer at the origin), normalised by its peak value, is 
shown in Figure 3.3. From the view point of the imaging performance, the two important 
characteristics of this profile are (i) the width of the main lobe, and (ii) the asymptotic decay 
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rate of the side lobes. There are two commonly used measures for the width of the main lobe, 
viz. (a) the width at half amplitude (i.e. the –6db width), given here by 0.35 , and (b) the 
radial distance to the first zero crossing, which corresponds to the Rayleigh resolution limit , 
given here by 0.3 . It can be seen that both these measures give comparable values. From 
Equation (3.28), the asymptotic decay rate is given by 
23)( r . It is also noted that 
)( ;h
DT
x  provides a quantitative reconstruction in the sense that 
,1)( 2 
x
DT
d;h xx   (3.29) 
Which indicates that diffraction tomography provides a quantitative image of the scattering 
potential.  
3.4.1 Filtered Back-propagation Algorithm 
 
Figure 3.4 Geometrical interpretation of the Jacobian in the filtered back-propagation 
algorithm. 
An efficient approach for evaluating the inversion integral Equation (3.27) is to use Equation 
(3.25) to transform the integral into a double integral over source and receiver angles, which 
gives 
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Equation (3.30) is the filtered back-propagation (FBP) algorithm first derived by Devaney , 
but expressed here in terms of source and receiver angles, to facilitate comparison with 
subsequent algorithms. It is noted that the term )sin(
sr
   arises as the Jacobian of the 
transformation between the integration variables in Equations (3.27) and (3.30). It can be 
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given a geometrical interpretation as the shape of the integration domain for the integral over 
r
  for two neighbouring values of 
s
 , as indicated in Figure 3.4. Given that the scattering 
amplitude A  can be directly derived from the data function K , as indicated in Equation 
(3.24), it can be seen that a diffraction tomography image can be reconstructed from the data 
function simply as a double integral over source and receiver angles, weighted by a Jacobian 
term that emphasises the scattered field contributions perpendicular to the incident wave, 
relative to the forward and back-scattered contributions. 
3.5 Beamforming Method 
By contrast to the FBP algorithm, which is based on an explicit integral representation for the 
scattered wave field (Equation (3.12)), the beamforming (BF) approach is a data processing 
technique that can be interpreted as a focus-on-transmit followed by a focus-on-receive, both 
steps being implemented by a delay-and-sum procedure. This approach is most easily 
described for time-domain implementation. It relies on two simplified assumptions , as 
follows: 
1. Every point with the scattering domain 
d
Σ  is assumed to scatter independently of every 
other point, i.e. multiple scattering is ignored. This is in effect a weak scatterer 
approximation, which is consistent with the Born approximation that was used in 
Sections 3.2 – 3.4. 
2. The time-domain Green’s function characterising the field due to an impulsive point 
source acting at 
j
X  at time t = 0 is assumed to be given by 
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 (3.31) 
where B  denotes an unspecified constant, i.e. the propagating wave field is assumed to 
be concentrated like a delta function along an expanding circular wave front, with the 
amplitude decaying inversely as the square root of the propagation distance 
j
 , in 
accordance with the requirement of energy conservation for two-dimensional wave 
propagation. (More generally, the constant B  in Equation (3.31) could be taken to be a 
decaying function of time, to account for propagation losses in the medium. Correcting 
for such losses is known as time-gain compensation in medical ultrasonics.) While this 
assumed form for the plate-wave Green’s function is not strictly correct, it nevertheless 
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underpins the beamforming approach
1
 in two-dimensional, as it does in three-
dimensional . The scattered field from any point within the scatterer 
d
Σ  is also assumed 
to have this same form. The correct form of the Green’s function )0,;,(
j
tg Xx  in 
Equation (3.31) can be obtained by an inverse Fourier transform of Equation (3.18) . 
Thus, the scattered field due to a given point x  within 
d
Σ  is assumed to contribute to the 
observed response only at time )()( xx
ji
t   , corresponding to the travel time 
c
jj
 )(x  from the source point 
j
X  to the field point x , and the travel time )(x
i
  from 
x  to the receiver location at 
i
X . However, the observed response at that time t  also includes 
contributions from all other points x  within 
d
Σ  that have the same total travel time. These 
points lie on an ellipse )(x
ij
E  with 
i
X  and 
j
X  as foci. For example, for the same receiver 
location 
i
X , but a different source location 
l
X , the contribution from x  would arrive at a 
different time )()( xx
li
t   , along with the contributions from all points lying on a 
different ellipse )(x
il
E  with foci at 
i
X  and 
l
X . Thus, the contribution from the given point 
x  can be highlighted if the response from every source location 
j
X  is delayed by )(x
j
T  , 
and the resulting time traces are summed at the new arrival time )(x
i
Tt  , where T  
denotes the length of the time record for the scattered field. This delay-and-sum procedure 
can therefore be regarded as producing a focusing effect based purely on travel-time 
considerations. 
For imaging purposes, it is further desirable to compensate for the different amplitude decay 
due to geometrical spreading from the different source locations, and to take an average over 
the source locations, so as to avoid an undesirable dependence on the number of sources. The 
result is given by 
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where )(x
i
I  can be interpreted as a partial image obtained by a focus-on-transmit for a fixed 
receiver location 
i
X . This delay-and-sum procedure can now be repeated to achieve a focus-
on-receiver, thereby obtaining a full image 
                                                     
1
 The correct form of the plate-wave Green’s function is discussed in Appendix A. 
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It is clear that the same final result would be obtained by first performing a focus-on-receive, 
for a fixed receiver location 
j
X , followed by a focus-on-transmit. 
In the frequency domain, a time delay corresponds to a phase delay, so that the BF approach 
leads to 
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where the source-normalised data matrix )(
ij
K  defined earlier by Equation (3.14), is 
employed to remove an unwanted dependence on the source strength, and the geometrical 
correction factor   has been replaced by the non-dimensional form k  for later 
convenience. To simplify the notation, the dependence on frequency   will not be shown 
explicitly in the sequel. Equation (3.34) constitutes a refinement of the BF algorithm 
previously presented in the Literature Review by the works of other authors such as Ng and 
Veidt  and Veidt el al. , in the sense that it includes both a compensation for geometrical 
attenuation and a source normalisation. 
3.5.1 Far-field Approximation and PSF 
To compare the imaging performance of the BF algorithm relative to DT, an analytical 
expression for the BF PSF will now be derived. For this purpose, it is again convenient to 
consider continuous distributions of sources and receivers, as in Section 3.3, so that the 
summations in Equation (3.34) are replaced by appropriate integrals over source and receiver 
angles. This leads to 
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Next, it is assumed that the far-field approximations (Equations (3.24) and (3.20)) are 
applicable, which leads to 
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The double integral of Equation (3.36) can again be evaluated analytically for the case of a 
point scatterer, leading to the following PSF, 
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Figure 3.5 Normalised profile of the point spread function for the beamforming 
algorithm and reverse time migration. 
A profile view of this PSF is shown in Figure 3.5, along with the DT PSF given by Equation 
(3.28). Here the PSFs are normalised by their respective peak values. It can be seen that 
although the functional form of these PSFs are different, the widths of the central lobes are 
virtually identical. The main differences between these PSFs are that (i) the asymptotic decay 
rate for the BF PSF is 
1)( r , i.e. a slower decay rate than for the DT PSF and (ii) the side 
lobes for the BF PSF are all strictly positive, whereas those for the DT PSF are alternating 
sign, which means that the DT PSF can be expected to give a sharper image, because of the 
more effective cancellation of the side lobes associated with neighbouring points in an image. 
A mathematical consequence of the slower decay rate is that 
BF
h  is not integrable over the 
whole plane, unlike 
DT
h . However, there is an obvious similarity between the BF imaging 
formula (Equation (3.36)) and FBP algorithm (Equation (3.30)), which can be exploited to 
derive an improved BF algorithm in the following sections. 
3.6 Reverse Time Migration Method 
The conventional implementation of reverse time migration (RTM) involves the following 
three steps : (i) generation of an incident wave field from a source; (ii) back-propagation of a 
time-reversed version of the scattered field from the receiver location; and (iii) specification 
of an imaging condition for extracting the image at a given point from the back-propagated 
wave field. It is assumed that the scattered wave field )(tuS
ij
 for a given source-receiver pair 
ij  is recorded over a sufficiently long time interval ),0( T  so as to fully capture the interaction 
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of the incident field with the damaged region 
d
Σ . The corresponding back-propagated field 
can then be constructed as follows, 
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where )0,;,(
i
g Xx    denotes the time-domain Green’s function for an impulsive source 
acting at location 
i
X  at time 0t , and tT   denotes the reverse time, i.e. time measured 
backwards from the endpoint Tt   of the time record. 
3.6.1 Excitation Time Imaging Condition 
The simplest specification of an imaging condition is the so-called excitation time imaging 
condition, according to which the reconstructed image at a particular point x  is given by 
);( xBP
ij
u  for )(x
j
tT  , where )(x
j
t  denotes the arrival time of the incident field (from 
the source point 
j
X ) at the given point x . In the frequency domain, this imaging condition 
leads to  
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where the asterisk (*) denotes the complex conjugate. )(x
ij
I  can be considered to constitute a 
partial image obtained from a single source-receiver pair, at a single frequency  . As in the 
BF approach, a full image can be constructed by an appropriate summation over sources and 
receivers. For this purpose, it is again expedient to assume continuous distributions, so that 
the summations are replaced by integrals. However, unlike the BF case, the physical 
interpretation of the back-propagation step suggests that the summation over receivers should 
now correspond to an integral over arc length along the curve 
r
Γ  shown in Figure 3.1, with 
the increment of the arc length being approximately related to the angular increments by 
.
rrrrr
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(3.40) 
To remove the dependence on source strength, the source normalisation step in Equation 
(3.14) is employed and a geometrical compensation factor 
s
k  is included for the sources. 
The RTM imaging algorithm is hence expressed as, 
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Equation (3.41) represents a significant refinement of the RTM algorithm relative to previous 
works by Lin and Yuan , Zhou et al.  and Anderson et al.  as previously discussed in the 
Literature Review. Considering again the far-field approximation presented in Section 3.4, the 
PSF for Equation (3.41) leads to 
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It can be seen that this PSF has the same profile as the BF PSF to within a multiplicative 
constant (cf. Equation (3.37) and Figure 3.3). 
3.6.2 Cross-Correlation Imaging Condition 
An alternative to the excitation time imaging condition is the cross-correlation approach, 
which has been claimed to lead to more quantitatively correct images for inhomogeneities in 
layered-earth models . According to this approach, the reconstructed image using a single 
source at 
j
X  and a single receiver at 
i
X  is given by 
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where Iu  denotes the incident field, BP
ij
u  the back-propagated field given by Equation (3.38), 
and the numerator in Equation (3.43) is the zero-lag cross-correlation of the incident and the 
back-propagated wave fields, whereas the denominator is the zero-lag autocorrelation of the 
incident field whose purpose is to provide a source normalisation. In the frequency domain, 
Equation (3.43) leads to 
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In the context of this thesis, the incident field is assumed to originate from a point source so 
that the source normalisation can be achieved as discussed in Section 3.2, i.e. Equation (3.44) 
can be recast in terms of the data matrix 
ij
K , to obtain the following partial image 
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Proceeding as before, the corresponding full image is given by 
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An alternative formulation that is more symmetrical with respect to sources and receivers can 
be obtained by using Equation (3.19) for 
2
),(
s
G Xx , which leads to 
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To avoid possible confusion with Equations (3.41) and (3.46), and with existing formulations 
of RTM in , Equation (3.47) will be referred to as the time-reversal (TR) imaging algorithm. 
This new algorithm can be seen to have a similar structure to the BF algorithm, Equation 
(3.35). However, because it is expressed in terms of the Green’s function, it lends itself more 
readily to generalisations, in particular to cases where the Green’s function is not available in 
closed analytical form but needs to be determined computationally or experimentally. The 
PSF for this new algorithm can be derived as before, and is given by 
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Like the RTM PSF, the time-reversal PSF is within a multiplicative constant (cf. Equation 
(3.37) and Figure 3.3). 
3.7 Comparison and Extension of Algorithms 
Of the three approaches presented in Sections 3.4 – 3.6, the diffraction tomography method or 
FBP of Section 3.4.1 is the most rigorous, and it leads to a quantitatively correct image, as has 
been noted already in connection with Equation (3.29) which can be regarded as a desirable 
consistency check for a PSF. On the other hand, the BF, RTM or TR algorithms derived in 
Sections 3.5 and 3.6 are much easier to implement in practice, which accounts for their 
popularity. It has been shown that these algorithms all have a similar mathematical form 
under far-field conditions, as can be seen by comparing Equations (3.30) and (3.36), for 
example. Furthermore, the PSFs for BF, RTM and TR all involve the same mathematical 
function )(2
0
krJ , as can be seen from Equations (3.37), (2.47) and (3.48). Although this 
function differs from the function krkrJ )2(
1
 that is obtained for DT, it has been shown in 
Figure 3.3 that the corresponding profiles are remarkably similar. In particular, the width of 
the main lobe, which provides an indication of the extent of blurring that can be expected in 
an image, and hence of the resolution limit, is virtually identical for these two PSF profiles. 
This suggests that the BF, RTM and TR algorithms may provide estimates of damage size 
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that are as accurate as those obtained from DT, but they may not be as accurate in predicting 
the damage severity, which is quantified in the present work by the variation in the refractive 
index (cf. Equation (3.17)). However, a plausible approach for improving the estimate of 
damage severity is to multiply the various algorithms by suitable constants so as to ensure that 
the resulting PSFs have the same peak value as the DT PSF. 
By comparing Equations (3.30) and (3.36), it can be seen that the different analytical forms 
for the PSFs can be attributed to the presence of the Jacobian term )sin(
sr
   in the former, 
but not in the latter. This observation suggests that another approach for improving the 
imaging performance is to insert this Jacobian term in a suitable manner into the BF and TR 
algorithms, to ensure that the whole PSF profile is the same as the DT profile, and not just the 
peak value. This extension of the algorithms is presented below in Sections 3.7.1 and 3.7.2. 
Instead of correcting the BF and TR algorithms, an alternative approach is to modify the FBP 
algorithm given by Equation (3.30) so that it uses as input the multi-static data matrix K  
instead of the plane-wave scattering amplitude A . This can be achieved by deriving a relation 
between the point-source (or cylindrical wave) scattering amplitude and the plane-wave 
scattering amplitude . However, this relation is in the form of an infinite series. Instead, a 
more pragmatic approach is presented here in Section 3.7.3. 
3.7.1 Modified Beamforming Algorithm 
Applying a factor of ik
28  to Equation (3.35) to ensure that the peak value of the PSF is 
equal to the peak value of Equation (3.28) leads to 
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This is the final form of the BF algorithm as derived in this thesis, where the notation 
BF
s  
instead of 
BF
I  indicates that this form of the algorithm can be expected to provide an 
accurate estimate of damage severity, as well as of damage size. 
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Figure 3.6 Local polar coordinates ),(   relative to the imaging point x  as origin. 
The correct implementation of the second refinement requires the use of local polar 
coordinates ),(   centred on the imaging point x , as indicated in Figure 3.6. It can then be 
verified that the requisite modification of Equation (3.35) that will correctly reduce to the 
FBP algorithm in the far-field approximation, and that can therefore be claimed to provide a 
quantitative image, is given by 
.)sin(Im)(
2
0
2
0
2











   
 

 s
ik
sr
ik
rsrrsMBF
dekdekK
k
s srx  (3.50) 
It is noted that the reconstruction obtained from the FBP algorithm, Equation (3.30), is 
generally complex valued, with a small imaginary component that is attributable to the weak-
scatterer (Born) approximation. Consequently, the image must be interpreted as the real part 
of the reconstruction. In the same manner, the BF image must be interpreted as the imaginary 
part of the reconstruction, as indicated in Equation (3.50). 
Equation (3.50) provides a much simpler correction of the BF algorithm than the three-step 
procedure derived by Simonetti and Huang  (cf. Section 2.3.2), which involves (i) taking the 
two-dimensional spatial Fourier transform of the BF image, (ii) multiplying by a filter 
function, and (iii) calculating the inverse Fourier transform to obtain a corrected image. Here, 
the Jacobian term performs that same correction. 
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3.7.2 Modified Time-Reversal Algorithm 
Proceeding as for the BF case, the appropriate multiplicative constant that will correctly 
image a point scatterer for Equation (3.47) is found to be 
232 k , which leads to  
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The modification including the Jacobian gives 
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3.7.3 Modified Diffraction Tomography Algorithm 
Instead of modifying the BF and RTM algorithms to make them reduce to the correct FBP 
algorithm in the far-field limit, an alternative approach is to modify the FBP algorithm given 
by Equation (3.30) so that it uses as input the data function ),(
srrs
KK   instead of the 
plane-wave scattering amplitude ),(
ISA kk . For that purpose, it is noted that ),(
ISA kk  as 
defined by Equation (3.24) is the scattering amplitude relative to a particular choice of origin. 
If the origin is translated to an arbitrary point x , the scattering amplitude relative to this new 
origin is given by );,( xkk
ISA , where 
.),(),();,(
).().( xθθx θθkkxkk sr
IS ik
sr
kkiISIS ekkAeAA
   (3.53) 
Thus, it can be seen from Equations (3.30) and (3.53) that the reconstructed image at x  is 
simply the double integral (with respect to source and receiver angles) of the scattering 
amplitude relative to the point x  as origin, weighted by the Jacobian term. Accordingly, a 
straightforward generalisation of the far-field algorithm given by Equation (3.30) can be 
obtained by using the local polar coordinates ),(   centred at that point, and replacing 
Equation (3.24) by 
( , ) ( , ) ( , ) ( , ; ) ,r s r s r sK G G A k k   x X x X x   (3.54) 
which leads to the following modified diffraction tomography algorithm, 
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By contrast to the corrections in  that involve infinite sums, Equation (3.55) only relies on the 
requirement  2),min( 
sr
, (cf. Equation (3.19)), a requirement that is generally satisfied 
in the SHM context, and it is therefore more convenient for practical implementation. 
3.8 Numerical Examples and Discussion 
 
Figure 3.7 The configuration used for numerical examples, showing the circular source-
receiver array with equispaced elements, the damage location (shaded area) and the 
imaging domain; ),(   denote the polar coordinates relative to the centre of the 
scatterer. 
To illustrate the performance of the algorithms presented in the preceding section, the case of 
a coincident source-receiver array (i.e. where the active elements can serve as both sources 
(actuators) and receivers (sensors)) is considered, as shown in Figure 3.7. The wave motion is 
assumed to satisfy Equation (3.4). The damage is modelled as a circular region of radius a , 
centred at ),(
000
yxx , within which the refractive index n  differs from the background 
value 1 by an amount 

n , so that the source term is given by Equation (3.13). The multi-
static data matrix for this case can be derived analytically, as summarised in Appendix B, and 
these analytical results are used as input to assess the performance of the various imaging 
algorithms. This data matrix applies for a particular frequency  . The corresponding 
wavelength   will be used as the unit of length, so that the results will be equally valid for all 
frequencies. The focus will be on two performance indicators, viz. the accuracy in retrieving 
(i) the damage size d , which is defined as the diameter of the reconstructed damage region, 
and (ii) the severity 
av
s , which is calculated as the average of the reconstructed value of the 
source density )(xs  over the damage region. These are the key inputs that are required for a 
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quantitative assessment of the structural significance of the damage, as indicated earlier in the 
chapters on Introduction and Literature Review of this thesis. 
For the present calculations, the radius of the source-receiver array is selected to be 10R . 
The elements are assumed to be equispaced, with the angular spacing given by 
,2
1
N
iii
 

 
(3.56) 
where N  denotes the number of active elements. The reconstruction integrals in Section 3.7 
are evaluated numerically using a rectangular quadrature rule, so that, for example, Equation 
(3.49) which involves integrations over  , leads to 
,Im
8
)(
1 1
2
2
















  
 

N
i
N
j
ik
jij
ik
iBF
ji ekKek
N
k
s

x  (3.57) 
whereas Equation (3.55), which involves integrations over  , leads to 
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It is noted that Equation (3.57) also corresponds to the more refined trapezoidal quadrature 
rule, because the intervals 
i
  are all equal, whereas the increments 
iii
 
1
 are 
generally not equal, even when the elements are equispaced. Equation (3.58) can also be 
interpreted as a trapezoidal rule provided the intervals are defined by 
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(3.59) 
But, in practice, this refinement was found to make little difference to the numerical results, 
and consequently, the results presented below were obtained by treating Equation (3.58) as a 
rectangular quadrature rule. 
To satisfy the Nyquist sampling requirement for the reconstruction integrals , N  must satisfy 
0
2kRN  , where 
0
R  denotes the size of the imaging domain (Figure 3.7). (This sampling 
requirement can be substantially reduced in practice by a two-step approach ). Two cases will 
be considered below: (i) centred scatterers, i.e. )0,0(
0
x , for which it is sufficient to use 
5
0
R , and hence 64N ; and (ii) off centre scatterers, with )0,8(
0
x , for which 
10
0
R , and hence 128N . 
3.8.1 Centred Scatterers 
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a b 
Figure 3.8 Reconstructed image for a centred circular scatterer, using the modified 
tomography algorithm, with a , 05.1n : a) 3D view and b) profile view along 0y . 
An example of an image obtained by using the MDT formula given by Equation (3.35) for 
a  and 05.1n  is shown in Figure 3.8. The calculation of reconstructed size d  is 
illustrated in the profile view shown in Figure 3.8(b): vertical lines are drawn through the 
points where the reconstructed value of )(xs  reaches half of its maximum value, and the 
spacing between these lines gives d , which is found to be 2.1 . Thus, in the present case, 
the ratio of the reconstructed size to the actual size is given by 05.12 ad , corresponding to 
an error of 5% for size estimation. Next, the value of avs  is calculated as the average of )(xs  
over the damage region, i.e. over a circle of radius 1.05   in the present case. This gives 
92.3
av
s , whereas the actual value from Equation (3.13) for 05.1n  is 95.3
0
s , which 
corresponds to an error of 1% for the severity estimation. 
  
a b 
Figure 3.9 Predicted values using modified beamforming, diffraction tomography, and 
time reversal algorithms for a) damage size d , and b) averaged severity 
av
s , normalised 
by the actual value of 
0
s  for 05.1n , for a centred scatterer. 
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a b 
  
c d 
Figure 3.10 Predicted values using modified beamforming, diffraction tomography, and 
time reversal algorithms for a) damage size d , and b) averaged severity 
av
s , normalised 
by the actual value 
0
s  for 1.1n ; c) damage size d , and d) averaged severity 
av
s , 
normalised by the actual value 
0
s  for 2.1n . 
 
  
a b 
Figure 3.11 Predicted values using beaming and time reversal for a) damage size d , and 
b) averaged severity 
av
s , normalised by the actual value 
0
s  for a centred scatterer with 
05.1n . 
Values of size and severity estimation for a range of sizes are shown in Figure 3.9 for 
05.1n . It is noted that all the algorithms considered here are diffraction limited, and cannot 
produce images that are less wide than the centre lobe of PSFs shown in Figure 3.5. 
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Accordingly, the range for accurate size estimation has a lower limit of 5.02 a . To 
estimate an upper limit, it is recalled that a pragmatic criterion for the validity of the weak-
scatterer (Born) approximation is that the phase difference on traversing the scatterer, relative 
to what the phase would be in the absence of the scatterer, should not exceed 4  . In the 
present notation, the requirement gives 
.
2
1
)( 

 nd  (3.60) 
This restriction is satisfied in Figure 3.9 where 201

n . The corresponding results for larger 
values of 

n  are shown in Figure 3.10. It can be seen that the imaging performance degrades 
progressively for larger and more severe scatterers. 
For the case of centred scatterers, the results obtained from the MBF and MTR algorithms, 
Equations (3.50) and (3.52), are very close to those shown in Figure 3.8 − Figure 3.10 for 
MDT, and therefore those results will not be presented here. However, it is worth noting that 
the results from these modified algorithms are significantly better than those obtained from 
the un-modified algorithms given by Equations (3.49) and (3.51), which are shown in Figure 
3.11 for 05.1n . It can be seen that the error in the severity estimation, in particular, is much 
larger than for the corresponding results shown in Figure 3.9. 
3.8.2 Off-centre Scatterers 
For scatterers that are located away from the centre of the source-receiver array, it has been 
found that the MDT algorithm is no longer the best performing algorithm. Instead, the MBF 
algorithm gives significantly better reconstructions. This is illustrated in Figure 3.12 for a 
scatterer centred at )0,8(
0
x , and with a  and 05.1n . It can be seen in Figure 3.12(a) 
that MDT leads to a skewed image compared with that obtained from MBF, which is shown 
in Figure 3.12(c). It is also found that for 1a , the MDT image contains strong 
fluctuations that preclude reliable estimations of size and severity, whereas MBF continues to 
provide reliable results even for 2a , when the scatterer is right at the boundary of the 
imaging domain enclosed by the source-receiver array. These results are summarised in 
Figure 3.13. 
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a b 
  
c d 
Figure 3.12 Reconstructed image for an off-centre circular scatterer centred at )0,8(  , 
with a , 05.1n , using (i) modified diffraction tomography algorithm: a) 3D view, b) 
profile view along 0y , and (ii) the modified beamforming algorithm: c) 3D view, d) 
profile view along 0y . 
 
  
a b 
Figure 3.13 Predicted values using modified beamforming and modified diffraction 
tomography algorithms for an off-centre scatterer centred at )0,8(  , with 05.1n , for 
a) damage size d , and b) averaged severity 
av
s , normalised by the actual value 
0
s . 
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a b 
Figure 3.14 Normalised profiles along 0y  for a point-like scatterer centred at )0,8(  , 
with 01.0a , 05.1n , using a) modified diffraction tomography, and b) modified 
beamforming. 
 
  
a b 
Figure 3.15 Predicted results using the modified beamforming and modified time 
reversal algorithms, but with integration over  , for an off-centre scatterer centred at 
)0,8(  , with 1.1n  and 2.1n , for a) damage size d  and b) averaged severity 
av
s , 
normalised by the actual value 
0
s . 
The superior performance of MBF relative to MDT can be tracked down to the use of 
integration over   in the former, instead of integration over   in the latter, those angles being 
defined in Figure 3.1 and Figure 3.6. It is relevant to question whether the generalisation of 
Equation (3.30) to yield Equation (3.55) should have retained   as the variable of integration. 
To address this question, consider the reconstructed image for a point-like scatterer, with 
01.0a . The reconstructed image will be normalised by )1(
222 nka  so as to provide a 
profile that is directly comparable with the PSF given by Equation (3.28), which is the 
reconstructed image when the source term in Equation (3.13) is a delta function. The 
normalised profiles obtained from MDT and MBF for a point-like scatterer centred at 
)0,8(
0
x  are shown in Figure 3.14. It can be seen that the MDT formula correctly 
reproduces the PSF profile shown in Figure 3.3, but displaced to )0,8(   as the origin, 
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whereas MBF gives a slightly distorted version of this profile. Thus, the integration over   is 
indeed correct in Equation (3.55). Furthermore, in the weak-scatterer approximation, every 
point within the damage scatters independently of every other point. It is therefore relevant to 
expect the MDT formula, Equation (3.35), to also perform better for larger scatterers. 
However, extensive simulations have consistently shown that the MBF formula gives better 
imaging accuracy for larger scatterers ( 12 a ) that are significantly displaced from the 
centre of the array ( R5.0
0
x ). In view of this results, it is proposed here to replace the 
integration variable in Equations (3.52) and (3.55) by  , which leads to the following final 
forms for the time reversal and diffraction tomography algorithms, 
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For the configuration shown in Figure 3.8, the practical implementation of the DT algorithm 
given by Equation (3.62) for equispaced sensors would therefore assume the following form, 
instead of that given by Equation (3.58), 
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Equation (3.63) is found to provide images that are as good or better than those obtained by 
MBF for off-centre scatterers, as shown in Figure 3.15 for 2.1,1.1n , while also retaining 
the good accuracy shown in Section 3.8.1 for centred scatterers. 
3.8.3 Discussion and Generalisations 
The final forms of the algorithms based on the three approaches discussed in Sections 3.4 – 
3.6 all retain the desirable feature of being simple to implement in practice, because they can 
be regarded as being simple data processing formulae that use the multi-static data matrix as 
input, as illustrated by Equation (3.63). However, Equations (3.61) and (3.62) have a 
significant advantage relative to Equation (3.50) because they are formulated in terms of the 
Green’s function, and therefore they can be more readily generalised to complex structures 
where the Green’s function is not available in a convenient analytical form, but may need to 
be obtained computationally or from experimental measurements. This occurs, for example, 
when the background (undamaged) medium has known structural features, such as stiffeners 
or cut-outs. In that case, the Born approximation for the scattered field is referred to as the 
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distorted-wave Born approximation . In the SHM context, a particular example of an 
inhomogeneous background medium that is of interest is a plate with an integral stiffener, 
which has been studied as part of this thesis and will be presented in Chapters 5 and 6. It is 
also noted that in the SHM context, Equations (3.61) and (3.62) would need to be 
supplemented by appropriate transfer functions for the actuators and sensors . However, these 
transfer functions are only required for quantitative estimates of damage severity: damage 
size can be estimated without using transfer functions, as will be shown in Chapter 6. 
It is pertinent to recall here that the analysis in Sections 3.4 – 3.6 is based on Equation (3.4) as 
a simplified model for single-mode guided wave propagation and scattering. A feature of this 
model is that it leads to monopole scattering, i.e. the scattered field due to a point-like 
scatterer has an isotropic scattering pattern, being in effect the same as the field due to point 
source as given by Equations (3.8) – (3.10). The actual scattering of guided waves is more 
complicated in several respects. In particular, (i) guided wave scattering generally involves 
mode conversion to more than one propagating mode, and (ii) the scattering pattern for a 
point-like scatterer generally has a non-isotropic angular variation that needs to be determined 
for each defect type, and for every combination of incident and scattered wave modes. A first 
extension of diffraction tomography has been presented by Rose and Wang  for the imaging 
for flexural inhomogeneities (cf. Literature Review: Section 2.3.2). The key simplifications 
involved are that (i) mode conversion is ignored, and (ii) the damage severity can be 
characterised by a single parameter. Further extensions to deal with mode conversions have 
been briefly investigated by Su et al. . 
It is also worth recalling that in the present formulation, the source density in Equations (3.11) 
– (3.13) is assumed to be real valued, whereas the reconstructions obtained from diffraction 
tomography (both in its original form given by Equation (3.30) or the modified form in 
Equation (3.62)) are generally complex valued: they include a small imaginary component 
that can be attributed to the error involved in using the Born approximation for the scattered 
field . Thus, the correct interpretation of the imaging algorithms presented above is to retain 
only the real part of the reconstruction when using Equations (3.61) and (3.62), or the 
imaginary part for Equation (3.50). This interpretation has not always been recognised in the 
existing SHM literature where various authors have resorted to using the absolute value of the 
reconstruction, or other similar strategies, for the purpose of obtaining a real-valued output. 
However, some forms of structural damage can involve dissipative mechanisms during wave 
scattering, in which case the appropriate source term in Equations (3.11) – (3.13) would in 
fact be complex valued. The correct interpretation for such cases is more challenging and is 
discussed by Devaney . 
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3.9 Conclusion 
A systematic derivation and comparison has been presented for imaging algorithms based on 
three different approaches, viz. (i) generalised diffraction tomography, (ii) beamforming, and 
(iii) reverse time migration. This comparison relied on using the variable velocity wave 
equation as a unified theoretical framework, and as a simplified model for single-mode 
guided wave propagation and scattering. The objective of the algorithms is to reconstruct the 
spatial variation of a source term that is related to the variation in the wavespeed, or 
equivalently, in the refractive index. It has been shown that, in the far-field approximation, 
these three different approaches lead to reconstruction integrals having a very similar 
mathematical structure. Based on this similarity, modified forms of the algorithms have been 
derived that combine the desirable features of the various approaches. The final outcome is 
the formulation of two new algorithms, Equations (3.61) and (3.62), based on the concepts of 
time reversal and diffraction tomography respectively. These algorithms are simple to 
implement in practice, and they have been shown to lead to quantitative estimates for both 
damage size and damage severity, and for both centred scatterers as well as off-centre 
scatterers.  
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4 Comparison of Imaging Algorithms in Plate-
wave Regime 
In Chapter 3, the derivation and imaging results for three new imaging formulae were 
presented. The imaging formulae are modified beamforming (MBF) algorithm, modified time-
reversal (MTR) algorithm and modified diffraction tomography (MDT) algorithm. It was 
shown that the MTR and MDT algorithms can be integrated over source and receiver angles 
 , instead of local polar angles  , to provide better estimation of size and severity for off-
centred scatterers. It was mentioned earlier in the preceding chapter that, although these 
imaging algorithms have been formulated in the acoustic wave regime, the algorithms are 
equally applicable to plate-waves.  
This chapter will demonstrate the performance and robustness of the MDT, MTR and MBF 
algorithms for quantitative characterisation of corrosion damage in isotropic plates and 
delamination damage in equivalently quasi-isotropic plates. The scattered wave field from 
both damage types uses analytical solutions for a circle shaped scatterer. A new quadrature 
formula for image summation, and filter, are implemented to deal with singularities in the 
integrand of the MDT formula. The imaging results will also reveal the importance of the 
Jacobian term for obtaining accurate size and severity estimates (cf. Section 3.4.1), as well as 
its sensitivity to noise in the multi-static data matrix. 
4.1 Imaging for Corrosion Damage 
  
a b 
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Figure 4.1 Real-value component 
0
A  mode scattering pattern for a point-like scatterer 
normalise to its maximum amplitude, a) inhomogeneity in acoustics and b) corrosion 
damage modelled as a symmetric reduction in plate thickness about the plate mid-plane. 
Corrosion damage is typified by a reduction in thickness of the parent background material. 
This has been discussed in the Literature Review chapter. Wang and Chang  have presented 
an extensive study on analytical modelling of the scattered flexural wave field due to circle 
shaped corrosion patch and delamination damage. For completeness of this thesis, the 
analytical formulae for the 
0
A  mode scattered wave field and hence the required plane-wave 
scattering amplitude A  input for the imaging formulae are presented in Appendix C. The 
plate considered in this chapter is assumed to have thickness 
0
h = 1.6 mm, Young’s modulus 
E = 69 GPa, density  = 2760 kg/m3 and Poisson ratio  = 0.3. With this choice of 
parameters, the cut-off frequency 
c
  for 
0
A  mode is equal to 969.0 kHz. The frequency of 
the incident and scattered waves   is taken to be 193.8 kHz so that 
c
 = 0.2 and the 
wavelength  = 7.93 mm . 
Quantitative imaging for a scatterer, by tomographic methods such as the filtered back-
propagation (FBP) algorithm in the far-field, assumes a mono-pole scattering pattern for a 
point-like inhomogeneity, i.e. the radius of the scatterer is much smaller than the wavelength 
( a ). An example of this scattering pattern in acoustics, for an incident wave in direction 
0 , is shown in Figure 4.1(a). In this figure, the normalised magnitude and corresponding 
scattering angles   from 0 to 2  radians are represented by the x and y axes, respectively. 
Unlike the scattering pattern found in Figure 4.1(a), the strength of the scattering amplitude 
given by a point-like corrosion damage in plate-waves varies with  . This result, which is 
commonly termed as ‘double-pole’ scattering, is illustrated in Figure 4.1(b). 
To reconcile the differences in scattering pattern in the plate-wave regime relative to acoustics 
(cf. Section 2.3.2), Rose and Wang  derived, (within the framework of Mindlin plate theory), 
and implemented a shape function q  as part of the FBP algorithm for characterisation of 
scatterers in plates. The FBP algorithm with the shape function correction is expressed as  (cf. 
Equations (2.53) and (3.30)), 
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where   and   represent the scattering and incident wave angles, respectively. The variables 
1
q , 
2
q , 
3
q  and 
4
q  correspond to reductions in all four basic parameters in Mindlin plate 
theory: bending 
0
D  and shear 
0
h  stiffnesses, and rotary 
0
I  and transverse 
0
h  inertias, 
respectively  (cf. Equations (2.48) – (2.51)). 
 
Figure 4.2 
0
A  mode shape function q  for thickness reduced damage. 
Figure 4.2 shows the shape function 
h
q  for a plane-wave incidence of 0 . The shape 
function 
h
q , as shown in Figure 4.2 is dominated by two lobes, with the forward scattering 
lobe (   ) being noticeably larger than the backward scattering lobe (  2 ). There are 
also two smaller side lobes of negative amplitudes, at ±90 degrees away from the direction of 
wave incidence. More importantly, this result is almost identical to the actual scattering 
pattern featured in Figure 4.1(b). The ratio of qA  in Equation (4.1) leads to a corrected 
mono-poled scattering pattern for plate-waves. 
  
a b 
Figure 4.3 Reconstructed image for a centred circular scatterer, using the filtered back-
propation algorithm, with a , 05.0
h
 : a) 3D view and b) profile view along 0y . 
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Figure 4.3 shows the reconstructed image for a centred circular scatterer, using the FBP 
algorithm of Equation (4.1), with damage radius a  and damage severity, (percentage 
reduction in depth of material), 05.0
h
 . To ignore the effects of wave mode conversion on 
the imaging algorithm, the damage is modelled as a symmetric reduction in plate thickness 
about the plate mid-plane. The three-dimensional view of the reconstruction in Figure 4.3(a) 
shows a significant amplitude, in the form of a cylinder, rising at the origin. The oscillations 
at the peak of the amplitude and in the reconstructed image are dominated by characteristic 
modulations corresponding to the decaying oscillations of the point spread function i.e. 0.3  
distance from the boundaries of the damage . The dashed-lines in the profile view of Figure 
4.3(b) represent the calculated boundaries of the reconstructed damage. They show excellent 
estimation of the damage size and severity. 
  
a b 
  
c d 
  
e f 
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Figure 4.4 Predicted values using filtered back-propagation algorithm for, a) damage 
size d  and b) averaged severity 
av
s , normalised by actual value 
0
s  for 05.0
h
 ; c) 
damage size d  and d) averaged severity 
av
s , normalised by actual value 
0
s  for 1.0
h
 ; 
e) damage size d  and f) averaged severity 
av
s , normalised by actual value 
0
s  for 
2.0
h
 . 
The continuous solid red line with hollow circle markers in Figure 4.4 indicates the predicted 
values for a range of damage sizes and severities 
h
 = 0.05, 0.1 and 0.2, using the FBP 
algorithm. For each respective severity, the estimated size and estimated severity are revealed 
in Figure 4.4(a, c, e) and Figure 4.4(b, d, f), respectively. For severity 
h
 = 0.05, Figure 4.4(a, 
b) shows excellent estimation for both damage size and severity over a range of damage sizes 
a2 = 1 – 4, except for a slight outlier just above a2 = 3. Perfect prediction in Figure 4.4 is 
represented by the black discontinuous line at a value of one. 
  
a b 
Figure 4.5 Reconstructed image for a centred circular scatterer, using the filtered back-
propation algorithm, for 5.1a , 2.0
h
 : a) 3D view and b) profile view along 0y . 
As the damage severity is increased i.e. 
h
 = 0.1 and 0.2, large variations in the estimation for 
damage size and severity is observed in Figure 4.4(c – f). The variations appear to be random 
and independent of damage size, but increases in significance with increasing damage 
severity. As illustrated in Figure 4.5 for scatterer radius  5.1  and severity 2.0
h
 , the 
reconstruction not only gives poor estimation for the actual damage characteristics, but also 
incorrect shape, i.e. narrow width profile with multiple side oscillations. 
The poor reconstruction quality in the plate-wave regime using the FBP algorithm is 
attributed to the zero-crossings of the shape function 
h
q  as shown in Figure 4.2. At high 
damage severities, the zero-crossings of A  and 
h
q  do not meet precisely at similar scattering 
angles  . As a consequence, the integrand of the FBP algorithm is equal to the value of 
infinity and is therefore not integrable when 0)( 
h
q . 
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Figure 4.6 shows the reconstructed image for the same centred scatterer in Figure 4.5, using 
the FBP algorithm with shape function 
h
q  set to 1 for all   angles. The result in Figure 4.6 
does not exhibit severe side oscillations. Moreover, the reconstruction quality has drastically 
improved relative to the result in Figure 4.5. Excellent estimation for the damage size, but not 
for severity, is also achieved by the reconstruction as shown in Figure 4.6(b). The solid green 
line with square markers in Figure 4.4 represents the estimated damage size and severity 
using the FBP algorithm, but for 1)( 
h
q . In the figure, it can be seen from the green lines 
that the estimated values do not vary abruptly and in random manner with increasing damage 
size and severity. This is evidence that the zero-crossings of the shape function 
h
q  are indeed 
responsible for the randomly varying results. 
  
a b 
Figure 4.6 Reconstructed image for a centred circular scatterer, using the filtered back-
propation algorithm with 1)( 
h
q , for 5.1a , 2.0
h
 : a) 3D view and b) profile 
view along 0y . 
4.1.1 A New Quadrature Method for Image Summation 
To eliminate the random variation in damage size and severity estimations, owing to the zero-
crossings of the shape function 
h
q , the discrete summation for the FBP algorithm should be 
performed in exclusion of 0)( 
h
q . Consider the integrand function )( ,f x  in the FBP 
algorithm for an arbitrary point ),( yxx  and wave incidence 0 : 
.)sin(
)(
)(
)( )sincos( ikxyxik
h
ee
q
A
,f  


x  (4.3) 
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Figure 4.7 Integrand function )( ,f x  in the FBP algorithm for an arbitrary point 
),( yxx  and wave incidence 0 ; scatterer radius 5.1a  and severity 2.0
h
 . 
The result of Equation (4.3) over a period of  20   radians for a scatterer with radius 
5.1a  and severity 2.0
h
  is illustrated in Figure 4.7. From Figure 4.2, the zero-
crossings, i.e.   angles at which 0)( 
h
q , are calculated as 
1
a = 1.1703, 
2
a = 2.0855, 
3
a = 
4.1977 and 
4
a = 5.1129. Figure 4.7 shows that the function )( ,f x  approaches infinity as   
assumes the value of these four pertinent angles 
1
a –
4
a . The integral of Equation (4.3) over 
  angles is expressed as 
.)()(
2
0


d,f,I  xx  (4.4) 
To exclude the singular values of the integrand in Equation (4.3), the correct procedure calls 
for integrating Equation (4.4) in five parts: 
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where   is the angular value used to define the start and end points of all five integration 
parts 
1
I  – 
5
I . Equations (4.4) – (4.6) can be computed using the trapezoidal rule: 
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a b 
Figure 4.8 Reconstructed image for a centred circular scatterer, using the filtered back-
propation algorithm with new quadrature method for image summation, for 5.1a , 
2.0
h
 , 01.0
m
  and 1.0 : a) 3D view and b) profile view along 0y . 
The imaging result using the FBP algorithm with the new quadrature summation method over 
the periodic intervals  20   and  20  , for the same centred circular scatterer in 
Figure 4.5 ( 5.1a  and 2.0
h
 ), is shown in Figure 4.8. The parameters for the new 
method of integration, 
m
  and  , were set to equal 0.01 and 0.1, respectively. Figure 4.8(a) 
shows a significant amplitude at the centre of the reconstructed image. This result is a drastic 
improvement in image quality relative to the result obtained in Figure 4.5, which employed 
the original image summation method. Moreover, the present result is very similar in 
reconstruction quality to the result obtained in Figure 4.6(a), which was calculated from the 
FBP algorithm with 1)( 
h
q . In contrast to the result in Figure 4.6(a), the three-
dimensional image presented in Figure 4.8(a) exhibits oscillations with greater amplitude in 
both radial and circumferential directions. Nonetheless, the profile view in Figure 4.8(b) 
indicates excellent estimation for the damage size, as well as for severity predicted as 81% of 
the actual severity. 
Figure 4.9 shows the predicted values for a centred circle shaped damage, and for a vareity of 
damage sizes and severities using the FBP algorithm with the new summation method. The 
sub-figures and their result lines in Figure 4.9 represent similar damage parameters to those 
which have been used for presentation in Figure 4.4. Similar to the results in Figure 4.8, 
m
  
and   have been selected to assume the values 0.01 and 0.1, respectively. With the new 
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quadrature method, Figure 4.9(c – f) shows that the variability in the estimated damage size 
and severity, for 
h
 = 0.1 and 0.2 is significantly less severe relative to the results obtained in 
Figure 4.4(c – f). It can also be observed that the variability has not been completely removed 
but merely supressed. In view of the results achieved with the new quadrature method, Figure 
4.9 shows that the estimated damage size and severity, evaluated from the FBP algorithm, 
follows a prediction trend that is similar to, and of higher accuracy to the results obtained by 
the FBP algorithm with 1)( 
h
q . 
  
a b 
  
c d 
  
e f 
Figure 4.9 Predicted values using filtered back-propagation algorithm with new 
quadrature method for, a) damage size d  and b) averaged severity 
av
s , normalised by 
actual value 
0
s  for 05.0
h
 ; c) damage size d  and d) averaged severity 
av
s , 
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normalised by actual value 
0
s  for 1.0
h
 ; e) damage size d  and f) averaged severity 
av
s , normalised by actual value 
0
s  for 2.0
h
 . 
  
a b 
Figure 4.10 Predicted values using filtered back-propagation algorithm with new 
quadrature method, averaged severity 
av
s  normalised by actual value 
0
s  for 2.0
h
 , a) 
2.0  and b) 4.0 . 
A convergence study for the imaging results using the new quadrature method was 
undertaken for smaller values of 
m
 . The results presented in Figure 4.8 and Figure 4.9 
neither improve in quality nor change when 
m
  was set to assume values lesser than 0.01. 
However, Figure 4.10 shows that as the value of   is increased to 0.2 and subsequently 0.4, 
the variability in the estimated damage severity is further suppressed relative to the result in 
Figure 4.9(f). Additionally, the prediction trend tended towards the result for the FBP 
algorithm with 1)( 
h
q . 
4.1.2 H Filter 
In Section 4.1.1, a new quadrature summation method for the FBP algorithm (cf. Equations 
(4.5) – (4.7)), which excludes the zero-crossing values of the shape function q , and its 
corresponding imaging results were presented. The results displayed in Figure 4.9, for a 
centred circle shape damage, indicated that the method could suppress the random variation in 
damage size and severity estimations in the far-field. 
For imaging in the near-field, the MDT imaging formula with shape function correction is 
defined as (cf. Equation (3.58) and (3.59)), 
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where n  represents the index for a discrete receiver i  and source j . The variable   denotes 
the incline angle between an imaging point at x , and a source or receiver at location 
n
X . The 
multi-static data matrix 
ij
K  is defined by Equation (3.54). The variable ),( yxG  pertains to 
the analytical solution for plate-wave point-source Green’s function  and is given by Equation 
(5.12) in Section 5.2.3.  
In the far-field, the zero-crossings 
1
a –
4
a  for shape function 
h
q  are similar for every imaging 
point ),( yxx , and they vary only with plane-wave incident angle   as a consequence. 
However, this is not the case in the near-field in which the zero-crossings vary according to 
the angular difference )(  
ji
, and not  . The significance of this is that 
implementation of the new quadrature summation method, given by Equations (4.5) – (4.7) 
for the integrand in the MDT formula, is computationally more complex and subsequently, 
more expensive relative to the implementation for the FBP algorithm. That is, the MDT 
formula requires Equations (4.5) – (4.7) to be calculated for every imaging point x  
individually, rather than for all x  at once as for the FBP algorithm. 
An alternative to the new quadrature method, which results in quicker computational time, is 
to multiply the imaging formulae by a filter to exclude partial images from the total 
summation in which q  has fallen beneath a predefined threshold value. The filter H  for the 
FBP algorithm is defined as, 
,
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where 
max
h
q  is the maximum value for 
h
q  for all    angles and 
T
H  denotes the selected 
threshold value. Multiplying Equation (4.1) by Equation (4.10), the FBP algorithm for 
thickness reduced damage in Equation (4.1) becomes, 
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Similarly, the MDT formula with the H  filter is expressed as, 
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where the angle )(  
ji
 signifies that the value of H  changes according to the incline 
angles between the imaging points and sources and receivers, and not by the far-field incident 
and scattering wave angles. Equations (4.11) and (4.12) constitute a simpler approach to 
excluding the zero-crossing values of the shape function q  in the image summation. The 
computational cost involved for the present methods are obviously less relative to the new 
quadrature method discussed in Section 4.1.1. 
  
a b 
Figure 4.11 Reconstructed image for a centred circular scatterer, using the filtered 
back-propation algorithm with H filter, for 5.1a , 2.0
h
  and 1.0
T
H : a) 3D view 
and b) profile view along 0y . 
Figure 4.11 shows the reconstructed image using the FBP algorithm with H  filter and 
threshold 1.0
T
H  for identical damage parameters shown in Figure 4.5, Figure 4.6 and 
Figure 4.8. The present result in Figure 4.11 is marginally superior in quality to that shown in 
Figure 4.8, which was calculated from the FBP algorithm with the new quadrature method 
presented in Section 4.1.1. Relative to Figure 4.8, the imaging result in Figure 4.11 not only 
exhibits smaller oscillations radially from the main reconstruction peak, but also oscillations 
in the circumferential direction have in fact vanished. From Figure 4.11(b), the estimated 
damage size and severity are 102% and 81% of the actual damage parameters respectively. 
Figure 4.12 shows the predicted values for a centred circle shaped damage, and for a range of 
damage sizes and severities using the FBP algorithm with H  filter and 1.0
T
H . The sub-
figures and their result lines in Figure 4.12 represent similar damage parameters to those 
which have been presented in Figure 4.4 and Figure 4.9. It appears that the estimated damage 
size and severity in Figure 4.12 are similar to those in Figure 4.9. This result suggest that for a 
centred circle shape scatterer, the approach of multiplying the imaging formula with a filter to 
exclude partial images in the summation, and the new method for image summation (cf. 
Section 4.1.1), perform equally well in dealing with the zero-crossing values from the shape 
function 
h
q . 
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a b 
  
c d 
  
e f 
Figure 4.12 Predicted values using filtered back-propagation algorithm with H  filter 
and 1.0
T
H  for, a) damage size d  and b) averaged severity 
av
s , normalised by actual 
value 
0
s  for 05.0
h
 ; c) damage size d  and d) averaged severity 
av
s , normalised by 
actual value 
0
s  for 1.0
h
 ; e) damage size d  and f) averaged severity 
av
s , normalised 
by actual value 
0
s  for 2.0
h
 . 
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a b 
Figure 4.13 Predicted values using filtered back-propagation algorithm with H  filter 
averaged severity 
av
s  normalised by actual value 
0
s  for 2.0
h
 , threshold a) 2.0
T
H  
and b) 4.0
T
H . 
The result of doubling the threshold 
T
H  from 0.1 to 0.2, and then 0.4 is displayed in Figure 
4.13. Similar to what have been presented earlier in Figure 4.10 for the new quadrature 
method with greater values of  , Figure 4.13 shows that the variability in the severity 
predictions is further suppressed with increasing threshold 
T
H . Moreover, the prediction 
trend also gradually tended towards the result for the FBP algorithm with 1)( 
h
q . 
Figure 4.14(a, b) shows the imaging result using the near-field MDT formula with H  filter 
and threshold 1.0
T
H , for a centred circle shape damage of size 5.1a  and severity 
2.0
h
 . The quality of the imaging result in Figure 4.14(a, b) is very similar to that obtained 
by the FBP algorithm in Figure 4.11. However, relative to Figure 4.11(a), the three-
dimensional image in the current result exhibits oscillations with greater magnitude in both 
the circumferential and radial directions. Nevertheless, excellent estimation of damage size 
and severity is achieved as shown by the profile view of the reconstructed damage in Figure 
4.14(b). The size is predicted at 104% of the actual size and 89% for the severity. 
Figure 4.14(c, d) displays the imaging result using the MDT formula with 1)( 
h
q . A large 
central dip ending at approximately 50% maximum amplitude of the reconstruction is 
observed in the profile view of Figure 4.14(d). The quality of the current imaging result is 
comparable to that calculated by the FBP algorithm with 1)( 
h
q  in Figure 4.6. Both 
versions of the MDT formula in Figure 4.14 resulted in almost identical estimation of damage 
size. However, the damage severity was estimated at 57% using the MDT formula with 
1)( 
h
q . 
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a b 
  
c d 
Figure 4.14 Reconstructed image for a centred circular scatterer, using modified 
diffraction tomography for 5.1a  and 2.0
h
 ; with H  filter threshold 1.0
T
H  a) 
3D view and b) profile view along 0y ; and with 1)( 
h
q  c) 3D view and d) profile 
view along 0y . 
 
Figure 4.15 Reconstructed image for a centred circular scatterer, using modified 
diffraction tomography for 5.1a  and 2.0
h
 . 
As displayed in Figure 4.15, the original form of the MDT formula (cf. Equation (3.58)) fails 
to provide a quantitative characterisation of the damage in the present example. The figure 
exhibits numerous spikes with large magnitudes of order 1000 times greater than the actual 
damage severity. Furthermore, the spikes do not resemble the shape or size of the true damage 
geometry. The spikes in Figure 4.15 are attributed to the zero-crossing values of the shape 
function 
h
q . This imaging result is also very different from that obtained by the FBP 
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algorithm in Figure 4.5, where the reconstruction featured a narrow width profile with 
multiple side oscillations. 
  
a b 
  
c d 
  
e f 
Figure 4.16 Predicted values using modified diffraction tomography (MDT) with H  
filter and 1.0
T
H , MDT with 1)( 
h
q , modified beamforming and modified time-
reversal for, a) damage size d  and b) averaged severity 
av
s , normalised by actual value 
0
s  for 05.0
h
 ; c) damage size d  and d) averaged severity 
av
s , normalised by actual 
value 
0
s  for 1.0
h
 ; e) damage size d  and f) averaged severity 
av
s , normalised by 
actual value 
0
s  for 2.0
h
 . 
It should be noted that reconstructing the current damage example of 5.1a  and 2.0
h
 , 
using the modified beamforming (MBF) formula, i.e. Equation (3.50), and modified time-
reversal (MTR) formula, i.e. Equation (3.52), would result in an image that is similar to that 
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obtained in Figure 4.14(c, d). In both MBF and MTR algorithms, the reconstructed 
amplitudes are scaled by fixed multiplicative constants 
MBF
D
~
 and 
MTR
D
~
, respectively. For the 
analytical results to be presented in this chapter, the constants are determined as 

MBF
D
~
5.40×10
8
 and 
MTR
D
~
1.83×10
17
. The procedure to determine the constants are 
discussed in Appendix D. In general, the values of 
MBF
D
~
 and 
MTR
D
~
 change with the 
definition of 
ij
K  and the plate material properties. 
The estimated damage size and severity using MDT with threshold 1.0
T
H , MDT with 
1)( 
h
q , MBF and MTR formulae, for a range of damage parameters, is illustrated in 
Figure 4.16. The prediction results in this figure are quite similar to those reported in Figure 
4.6, which was calculated from the FBP algorithm with filter H . However, the MDT formula 
performs noticeably better for damage sizes 32 a  , in particular for 2.0
h
 , across all 
damage severities presented in the figure. Moreover, Figure 4.16 shows that the predicted 
values computed from MDT with 1)( 
h
q , MBF and MTR formulae are similar. 
For the damage severities considered in the present configuration, two important observations 
are made from the results in Figure 4.16. (i) It is explicitly shown in Figure 4.16(a, c, e) that 
both variants of the MDT formulae, and both MBF and MTR algorithms gave similar 
estimates of damage size for sizes 6.12 a . (ii) The predicted values for severity from 
Figure 4.16(b, d, f), given by the MDT with 1)( 
h
q , MBF and MTR algorithms, differ by 
a scaling constant from the value of 1 for perfect estimation of damage severity. These 
observations serve to question the necessity of including 
h
q  in the MDT formula, when all 
that is required for accurate severity estimations is to work out a common scaling factor for 
the MDT formula without the 
h
q  term, and for the MBF and MTR formulae. 
The scaling factor is evaluated to be 1.4613. This number is the inverse of the mean for all 
estimated severity values in the damage size interval 0.422.1  a . Figure 4.17 shows the 
predicted damage size and severity for the MDT formula using the scaling factor in place of 
h
q . These results are also applicable to the MBF and MTR algorithms with the scaling factor. 
It is clear from Figure 4.17 that the size and severity estimations are now more accurate 
relative to the results reported in Figure 4.16. 
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a b 
Figure 4.17 Predicted values using a scaling factor in place of 
h
q  for the modified 
diffraction tomography formula for 2.0,1.0,05.0
h
 , a) damage size and b) averaged 
severity 
av
s , normalised by actual value 
0
s . 
4.2 Sensitivity of Imaging Formulae to Noise 
4.2.1 Imaging for Delamination Damage 
To avoid variations in reconstruction quality, owing to 
h
q  and the resulting singularities in 
the partial images, a single mid-plane delamination damage in an equivalently quasi-isotropic 
plate is considered in the results to follow. The material properties for the plate are the same 
as before in Section 4.1. The delamination 
d
  is modelled as a localised reduction in moment 
of inertia I . This affects both the bending stiffness D  and the rotary inertia I , but leaves 
the shear stiffness and transverse inertia unchanged. Similar with the preceding section, the 
solutions to generate the scattered wave field for 
d
  damage are found in Appendix C. For 
the MDT formula, the shape function to correct the scattering pattern for a point-like 
delamination is defined as , 
.
31
qqq
d
  (4.13) 
Figure 4.18 shows the shape function 
d
q , overlayed by the scattering pattern for a point-like 
delamination with 
d
 0.2, i.e. 20% reduction in moment of inertia relative to the parent 
material. In contrast to the result for 
h
q  displayed in Figure 4.1(b), the values for 
d
q  are all 
positive and non-zero as shown in Figure 4.18. 
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Figure 4.18 Real-value component 
0
A  mode scattering pattern of a point-like 
delamination damage with 2.0
d
 , and shape function 
d
q , for wave incident angle 
0 . 
 
  
a b 
  
c d 
Figure 4.19 Reconstructed image for a centred circular scatterer, modified diffraction 
tomography formula for 5.1a  and 2.0
d
 ; a) 3D view and b) profile view along 
0y ; and with 1)( 
d
q  c) 3D view and d) profile view along 0y . 
The imaging results computed by the MDT formula and MDT with 1)( 
d
q  algorithm for 
a centred circle shaped delamination with radius a 1.5   and 
d
 0.2 are illustrated in 
Figure 4.19. Both versions of the MDT formula show a significant peak at the origin with 
virtually nil artefacts elsewhere in the imaging domain. The estimated damage size from 
Figure 4.19(b, d) is 3% greater than the actual size. Figure 4.19(b) also indicates accurate 
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prediction for the damage severity at 0.208. As expected, the calculated damage severity 
given by the MDT formula with  )( 
d
q 1 is not right. However, this can be corrected with 
a scaling factor which will be revealed in the subsequent paragraphs. The top of the profiles in 
Figure 4.19(b, d) are dissimilar. It should be noted that the result in Figure 4.19(c, d), and 
subsequent results to follow within this thesis section for the MDT formula with  )( 
d
q 1 
are applicable to the MBF and MTR algorithms. 
  
a b 
  
c d 
Figure 4.20 Predicted values for a range of sizes and 2.0,1.0,05.0
d
  using MDT a) 
damage size, b) averaged severity 
av
s , normalised by actual value 
0
s , and MDT with 
1)( 
d
q  c) damage size, d) averaged severity 
av
s , normalised by actual value 
0
s . 
Figure 4.20 shows the estimated damage size and severity for a variety of delamination sizes, 
and severities 
d
 0.05, 0.1 and 0.2. From Figure 4.20(a, c), excellent prediction of damage 
size is obtained by both variants of the MDT formulae for the damage parameters considered. 
Except for cases with 2.0
d
 , the full MDT algorithm provided near-perfect prediction of 
severity as indicated by Figure 4.20(b). The average accuracy for severity computed by the 
MDT formula with  )( 
d
q 1 is 0.37. This value is the mean of predicted severities from 
damage size interval 0.422.1  a . As discussed before in Section 4.1 for the corrosion 
damage, the MBF and MTR formulae can be scaled by a factor of 1/0.37 to give accurate 
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severity predictions for delamination damage. This factor can also be used instead of the 
shape function 
d
q  in MDT. 
4.2.2 Imaging Using Noise Corrupted Data Matrix 
To evaluate the robustness of the MDT, MBF and MTR formulae, the multi-static data matrix 
is corrupted with errors to simulate noisy data collected in actual practice prior to image 
computation. For the present calculations, the corrupted data matrix is expressed as, 
,
ijij
C
ij
EKK   (4.14) 
with 
,)max( ij
iC
ijijij
eBKZE   (4.15) 
where 
ij
E  is the error matrix in which Z  represents the percentage error in decimal form. The 
variable 
ij
B  is a standard normally distributed random number matrix with zero mean. 
ij
C  
denotes a random uniform number matrix with values   to  . This approach of 
introducing noise to the data matrix was conceived and well documented by Huthwaite and 
Simonetti . 
Figure 4.21 shows the imaging results using the MDT formula for a corrupted data matrix 
given by Equations (4.14) – (4.15). The severities of the noise were set to five and ten 
percent, i.e. Z 0.05 and 0.1. From Figure 4.21(a), the three-dimensional image for 5% noise 
displays a significant peak at the centre of the imaging domain. The noise, appearing as small 
fluctuations in imaging magnitude as well as large grating lobes, are observable throughout 
the reconstruction, even at the top of the peak. Despite an introduction of only 5% noise, 
Figure 4.21(b) shows that the maximum magnitude of the noise is approximately 50% of the 
peak image amplitude. Nevertheless, the main profile of the reconstruction is not severely 
degraded and the predicted damage characteristics are comparable to the results for a noise-
free data-matrix in Figure 4.19. 
Figure 4.21(c, d) exhibits greater noise in the image when the noise input is doubled from five 
to ten percent. Moreover, the reconstruction quality for the main profile has significantly 
deteriorated relative to the result for 5% noise. The severity of the grating lobes in the 
imaging domain increases with noise input. Figure 4.21(d) also indicates that the maximum 
magnitude of the lobes exceeds the depression at the centre of the main profile. While the 
estimated damage size is only 15% less than the actual value in the current example, the 
estimated severity is not as good as that for the size and is over-predicted by 31%. 
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a b 
  
c d 
Figure 4.21 Reconstruction for delamination 5.1a and 2.0
d
 , using modified 
diffraction tomography formula and corrupted data matrix; 5% noise a) 3D variation 
and b) profile variation; 10% error c) 3D variation and d) profile variation. 
Figure 4.22(a) shows the imaging result using the MDT algorithm for a data matrix corrupted 
by 20% noise. As expected, the main reconstruction profile has further degraded in quality 
and the grating lobes in the imaging domain have become more aggressive relative to the 
earlier results in Figure 4.21. The estimated damage size remains almost unchanged from the 
prediction for 10% noise. However, the estimated damage severity has surged to more than 
57% of the true value. The imaging result employing the MTR formula (or MDT algorithm 
with 1)( 
d
q ) is revealed in Figure 4.22(b). Here in this figure, although the profile 
variation is quite similar in quality relative to that for the MDT result in Figure 4.22(a), the 
MTR result gave better estimation for damage size and severity, with size being almost exact 
and severity about 19% more than the actual value. These results implie that the shape 
function q  in the MDT algorithm is sensitive to noise. The extent of its sensitivity to noise is 
presented in the subsequent section. 
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a b 
  
c d 
Figure 4.22 Profile variation showing reconstruction for delamination 5.1a  and 
2.0
d
 , and data matrix corrupted by 20% noise; a) MDT, b) MTR, c) MDT with 
Jacobian term equal 1 and d) TR. 
If the image is computed from the MDT formula with the Jacobian term equal to 1, i.e. 
 |)sin(|
ji
 1, the reconstruction as illustrated in Figure 4.22(c) exhibits much less noise 
relative to the earlier imaging results for a corrupted data matrix. The predicted severity from 
the present result is incorrect with estimation at 8 times the actual value. However, the 
estimated size is still quite accurate at 14% more than the actual value. Comparable result, as 
exemplified in Figure 4.22(d), is obtained for the MTR formula with the Jacobian term equal 
1. In fact and since the equation for the MTR formula does not include the shape function q , 
the profile variation in Figure 4.22(d) demonstrates even lower amplitudes of noise relative to 
Figure 4.22(c). Furthermore, the severity has only been over-estimated by two times the 
actual value. It is pertinent to recall that the MTR formula with  |)sin(|
ji
 1 is equivalent 
to the time-reversal formula given by Equation (3.51). The results in Figure 4.22 suggest that 
the Jacobian term is highly sensitive to noise in the data matrix.  
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4.2.3 Quantifying Sensitivity to Noise 
To quantify the sensitivity to noise for the Jacobian term and shape function in the MDT and 
MTR formulae, the coefficient of variance (CoV) for the estimated damage size is computed 
for a variety of damage sizes and severities. The CoV is defined as, 
,


CoV  (4.16) 
where   and   denote the standard deviation and mean, respectively, for a set of n number 
of estimated damage size values. With this definition, the particular imaging formula in 
question is least sensitive to noise when CoV 0 or nears zero. In this thesis, n = 10. 
Subsequently, the imaging calculation for every combination of damage size and severity 
necessitates n repetitions. At each repetition, the randomly corrupted data matrix is given by 
Equations (4.14) – (4.15). 
  
a b 
  
c d 
Figure 4.23 Coefficient of variance for delamination with 2.0
d
  and data matrix 
corrupted by 5%, 10% and 20% noise levels; a) MDT, b) MTR, c) MDT with Jacobian 
term equal 1 and d) TR. 
Figure 4.23 displays the CoV results for a range of damage sizes, 
d
 0.2 and data matrix 
corrupted by 5%, 10% and 20% noise levels. The results for the MDT formula are presented 
in Figure 4.23(a). The figure shows that for all three levels of noise, the CoV increases almost 
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linearly with damage size from a2 0 – 2. For sizes greater than a2 2, the CoV 
increases in a non-linear and oscillating manner. This is most obvious for the result for 20% 
noise in which the CoV escalates abruptly at a2 2. From the results in Figure 4.23(a), it is 
clear that greater levels of noise lead to greater sensitivity to noise for the MDT formula. 
Without the shape function or 1)( q , the CoV results in Figure 4.23(b) for the MTR 
imaging algorithm do not increase as acutely as that for the MDT formula. Consequently, the 
MTR formula is less sensitive to noise than the MDT algorithm. However just like the MDT 
algorithm, the results show that the noise sensitivity for the MTR formula increases with 
greater damage sizes. 
The CoV results for the MDT formula with the Jacobian  |)sin(|
ji
 1 and time-reversal 
algorithm are depicted in Figure 4.23(c, d). A further reduction in noise sensitivity, relative to 
the results in Figure 4.23(a, b) for the full MDT and MTR formulae, is obtained for the 
present variant of the MDT and time-reversal algorithms. Moreover, the results in Figure 
4.23(d) clearly show that the time-reversal formula, which does not include a correcting shape 
function and Jacobian term, is least sensitive to noise. 
 
Figure 4.24 CoV using MDT for delamination with size 2a  and severity 2.0
d
  
and data matrix corrupted by 5%, 10% and 20% noise levels. Noise is mitigated with 
increasing sensors. 
The results in Figure 4.23 imply that the effect of noise on reconstruction quality is a function 
of the level of noise in the data matrix, ratio of scatterer size to wavelength, and number of 
sensors N. It therefore appears that the imaging formulae’s sensitivity to noise can be 
mitigated to a minimum by using many sensors to interrogate the scatterer and hence populate 
the data matrix. Figure 4.24 shows the CoV for a scatterer of radius 2a  plotted against 
the quantity of sensors N employed for interrogation
2
. As advocated in  and in accordance to 
                                                     
2
 The number of sensors used to populate the data matrix and calculate the Green’s function datasets do 
not have to be similar. The data matrix can be up-sampled to match the number of Green’s function 
datasets. Up-sampling of the data matrix is discussed in Chapter 5. 
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the Nyquist sampling criterion kaN 2 , a minimum of N = 8 sensors is required to capture 
all information about the damage with radius 2a . From Figure 4.24, high values of CoV 
are attained for N = 8. However, the CoV decreases rapidly with increasing N. Futhermore, 
the CoV remains unchanged at a minimum for 64N . It is evident that a minimum of 
kaN 16  sensors are needed to not only retrieve and store knowledge regarding centred 
circle shaped damage, but also to alleviate noise in the data matrix for a noise level of 20% or 
less. These results are also applicable to 
d
 0.05 and 0.1. 
4.3 Discussion and Generalisations 
The motivation behind the calculations and results in this chapter was to demonstrate the 
imaging performance for plate-waves using near-field imaging formulae MDT, MTR and 
MBF. Practitioners of SHM are usually concerned with corrosion patch damage in metallic 
structures and impact damage in fibre-laminated structures. These damage types typically 
result in minute localised reductions in material thickness and bending stiffness for the former 
and latter examples, respectively. 
A feature of plate-wave scattering for a point-like damage is that the scattering pattern is 
anisotropic. The introduction of shape function q  to restore the scattering pattern into an 
isotropic or near-isotropic shape has inadvertently brought about singularities in the partial 
images computed with the MDT formula. This peculiarity arises for thickness reduced 
damage when the shape function 
h
q  takes on zero value. A new summation method and filter 
were devised and implemented to deal with this issue. These approaches can be applied to any 
damage type, (governed by Mindlin plate theory properties), as long as 0)( q and 
singularities are present in the final image. An alternative to these methods, which is 
convenient to practitioners, is to exclude and replace the shape function by a single scaling 
factor in the MDT formula. This factor changes only with damage type and not damage size 
and severity. In consequence, the factor can be predetermined for any anticipated damage 
type in actual practice. Moreover, recall that the factor can be employed by the MTR and 
MBF formulae to give correct severity estimations. A similar scaling factor can be easily 
worked out and implemented for imaging problems involving mode converted waves. 
Finally, the analysis in Section 4.2 shows that the time-reversal formula given by Equation 
(3.51) and the MDT algorithm with Jacobian term equal 1 are least sensitive to noise in the 
data matrix. These formulae could clearly identify the locality of the scatterer, and estimate 
the damage size which is not too far from the actual value. However, the formulae could not 
provide reliable estimates for the damage severity. The time-reversal formula and this variant 
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of the MDT formula would result in predictions that are similar to that in Figure 3.11 for the 
acoustic case. If the goal for the practitioner is to locate and size the scatterer, the time-
reversal algorithm is ideal for the job. Although it is evident that the time-reversal formula 
consistently over-estimates the damage size by a small margin, the fact that this algorithm is 
least susceptible to noise for all formulae considered in this thesis more than compensates for 
its size prediction inaccuracy. Moreover, this slight over-estimation for size can be fixed by a 
constant scaling factor. Additionally, a second scaling function which changes linearly with 
estimated damage size can be easily derived and implemented to get the right severity 
prediction with the time-reversal formula. 
4.4 Conclusion 
A systematic approach has been presented to evaluate the imaging performance and 
robustness of the MDT, MTR and MBF formulae for characterisation of scatterers in plates. 
The objective of the chapter is to reconstruct a circle shaped corrosion patch and delamination 
damage using the near-field imaging algorithms.  
It has been shown that, a scaling factor can be used instead of the shape function q  in the 
algorithms for accurate estimation of damage size and severity. This avoids the issue of 
singularities in the partial images. 
Additionally, the Jacobian term and shape function from the formulae are shown to be 
sensitive to noise in the data matrix. Employing myriad sensors to sample the data matrix can 
suppress the negative effects of noise on the final image. The algorithms are robust against 
noisy data when the Jacobian term and shape function are set to value 1. This is useful in 
practice for obtaining the location of the scatterer and an approximate estimate of its size. 
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5 Imaging for Defects Using Numerical Green’s 
Function 
In Chapter 4, the imaging performance for a centred scatterer in plate-waves was illustrated 
using the MDT, MBF and MTR formulae. The necessary scattered wave field and Green’s 
function were generated from analytical solutions. A new quadrature summation method for 
the FBP algorithm, and filter for the MDT formula were implemented to deal with 
singularities arising from the zero-crossings of the shape function 
h
q . To get accurate 
damage severity predictions from the MBF and MTR formulae, a multiplicative scaling factor 
was determined and used to scale the amplitude for the MBF and MTR reconstructions. This 
scaling factor could in fact be used in place of q  for the MDT formula, hence rendering q  
unnecessary in actual SHM practice. Imaging results from the preceding chapter have 
revealed excellent estimation for both damage size and severity. 
It is pertinent to recall that analytical solutions to the Green’s functions only exist, at the 
moment, for isotropic plates. For anisotropic plates or complex stiffened structures, multi-
path guided wave reflections from structural features and boundaries make analytical 
derivations for the Green’s functions difficult, if not impossible. However, the necessary 
Green’s functions in the MDT and MTR formulae can be computed numerically using finite 
element computer simulations or measured experimentally. 
This chapter will present imaging results for an infinitely large isotropic plate, and a blade-
stiffened plate which exhibits multi-path wave reflections. The MDT and MTR formulae will, 
in this study, use numerically computed Green’s function, which can account for the effects 
of structural complexities. Imaging results will also be presented for the MBF algorithm even 
though the MBF does not rely on the Green’s function. The scattered wave field for corrosion 
patch damage was generated using finite element calculations. A variety of scatterers, 
including multi-site and racecourse shaped scatterers, as well as a range of scatterer sizes and 
severities for circle shaped off-centred damage, were employed to evaluate the performance 
of the imaging algorithms. Results from an extensive study on minimal sensor requirement 
pertinent to image quality and practical implementation will also be presented and discussed. 
Some imaging results for a composite plate and the effects of wave field distortion are also 
examined. 
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Not only do the imaging results in this chapter display excellent quality in damage 
reconstructions, but also estimates for the scatterer size and severity for all cases considered. 
Of importance, the results will show that a reasonable reconstruction cannot be obtained for 
an arbitrary shaped scatterer and multi-site damage using the MBF formula. It will also be 
revealed that the MTR is the sole algorithm capable of reconstructing the damage for 
structures exhibiting strong multi-path wave interactions. 
5.1 Problem Formulation and Imaging Algorithm 
Recall the imaging problem introduced in Section 3.1 with Figure 3.1. An aluminium plate-
like structure equipped with a network of discrete active sensors playing the dual-role of 
actuator and receiver, at positions 
j
X  and 
i
X , respectively, along a common arbitrary closed 
curve Γ  is considered in this computer simulation study. Once again, it is assumed that the 
plate has suffered some form of in-plane damage which resides within the imaging domain 
with width l2 , as displayed by the shadowed area represented by 
d
Σ  in Figure 3.1. 
For simplicity, the in-plane damage is modelled here as a localised reduction in plate 
thickness 
h
 , which is (as with the damage considered for the analytical studies in Chapter 4) 
representative of corrosion thinning symmetric with respect to the plate’s mid-plane, so as to 
avoid mode coupling with the symmetric guided wave modes. The plate is excited by a 
vertical force at a frequency below the cut-off for the first higher-order flexural mode 
1
A , so 
that the only propagating wave mode is the fundamental flexural mode 
0
A . The measured 
parameter is taken to be the vertical (z-direction) plate displacement w, for the computational 
model to be described in Section 5.2. 
The scattered wave field is obtained in a two-step procedure viz. baseline subtraction method 
in which the structure is interrogated first in the absence of damage, to obtain the baseline 
(damage-free) response, and a second time with the damage present, to obtain the total 
response. During interrogation of the structure, one sensor is actuated with a 5-cycle Hann 
windowed tone-burst signal, while all sensors (including the actuating sensor) capture the 
resulting response. The use of the Hann window is well established in the context of guided 
wave SHM, e.g. . 
The resulting scattered wave field Swˆ  captured at receiving sensor position 
i
X  due to the 
incident wave field Iwˆ  propagated from actuating sensor location 
j
X  is obtained by 
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subtracting the baseline wave field Bwˆ  from the total wave field wˆ  as follows (cf. Section 
2.3.2 Equation (2.36) and Section 3.1 Equation (3.2)), 
,);,(ˆ);,(ˆ);,(ˆ
ji
B
jiji
S www XXXXXX    (5.1) 
where the ^ symbol signifies the Fourier transform of the time-domain recorded displacement 
at the centre frequency   of the input tone-burst signal. This process is repeated until every 
sensor has performed the actuation function. The imaging problem for this computer 
simulation studies is to reconstruct the spatial variation of the thickness reduction 
h
  from 
these measurements of the scattered wave field. 
The MDT imaging algorithm employed in this chapter is expressed as (cf. Equation (3.58) 
and (3.59)), 
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where )(ˆ F  is the actuating force at centre frequency   of the input tone-burst, and Iwˆ  
represents the incident wave field radiating from actuating sensor position 
j
X  to imaging 
point x . The local polar angles 
n
  and distances 
n
  are defined in Figure 3.6 . The 
parameter D  denotes the bending stiffness for the plate, 
1
  is the wave amplitude ratio 
between the first and second branches of propagating modes and 
2
k  is the wavenumber for 
the second flexural mode as defined in . Also recall that 
h
q  is the shape function for thickness 
thinning damage given by Equation (4.2) and H  represents the filter function for excluding 
partial images corrupted by singularities from 0
h
q  (cf. Equation (4.10)). For consistentcy 
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with analytical results presented in Chapter 4, the threshold value for the filter was set to 

T
H 0.1 herein. 
The MBF and MTR formulae are expressed as (cf. Equation (3.50) and (3.52)), 
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where 
MBF
D
~
 and 
MTR
D
~
 represent fixed multiplicative constants employed to scale the 
amplitudes of the respective MBF and MTR reconstructions
3
. The values of the constants for 
the computer simulation studies are 
MBF
D
~
3.84×10
4
 and 
MTR
D
~
1.65×10
13
. It should also be 
noted that these values vary with the material properties for the plate. 
5.2 Computational Modelling 
5.2.1 Finite Element Model Set Up 
 
                                                     
3
 Details for determining 
MBF
D
~
 and 
MTR
D
~
 are presented in Appendix D. 
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Figure 5.1 Schematic of finite element setup showing imaging domain and individual 
active sensors numbered from 1 to 128. 
The case of a square aluminium plate with thickness h  = 1.6 mm and sides 230 mm, Young’s 
Modulus E  = 69 GPa, density 2760 kg/m3 and Poisson’s ratio   = 0.33, is considered to 
evaluate the performance of the imaging algorithms using data obtained from finite element 
computer simulations. The plate is interrogated by a tone-burst of centre frequency 200 kHz 
applied to the elements of a circular source–receiver array. With this combination of 
frequency and thickness, the flexural wavelength (
0
A  mode)   = 7.5 mm. The radius of the 
array is selected to be  10R 75 mm and the imaging domain is chosen to be a 
circumscribed square with sides 105 mm as shown in Figure 5.1. For this size of imaging 
domain, the required number of sensors so as to satisfy the Nyquist sampling criterion is 

0
2kRN 128 where the radius of the imaging domain RR 
0
. The plate is modelled in 
two regions: (i) an inner square of side 200 mm, which is shown in Figure 5.1, and (ii) an 
outer region extending to a side of 230 mm, which is not shown in Figure 5.1. The entire plate 
is modelled by square shell elements (ABAQUS S4R ) of side 0.5 mm, except for a region 
immediately surrounding and including the damaged region, which is modelled using 
triangular shell elements (S3R) to allow greater flexibility in modelling various shapes for the 
damaged region. The element size provides approximately 15 nodes per wavelength, in 
accordance with accepted guidelines for accurate finite element simulation of guided waves . 
Each individual active sensor is modelled as a point and its location is set to coincide with the 
nearest finite element node. To simulate a large plate with infinite in-plane dimensions, the 
Absorbing Layers using Increasing Damping (ALID) method outlined in  is employed as a 
wave absorbing layer extending 15 mm from the edge of the inner square. The ALID method 
calls for the mass proportional damping factor to be expressed as, 
,
min
2
max
  l  (5.9) 
where from trial and error 
min
 12,500, 
max
 2,825,000 and l  is the fraction of the 
distance through the absorbing layer. The total number of elements and nodes in the finite 
element model are 341056 and 342225 respectively. 
The input tone-burst is chosen to have strength of 1 N at the centre frequency of 200 kHz. The 
time length of the input tone-burst is 25 μs. The time interval for each finite element 
simulation is 160 µs, using a fixed time step of 50 ns . A quad processor Intel® i7-3770 CPU 
with 32 GB of total memory is used to perform all finite element calculations. Each finite 
element model took approximately 5 minutes to complete the simulation with a separate 
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model being required for each illumination, except for the case of a circularly symmetric 
centred scatterer. 
 
 
5.2.2 Validation of Finite Element Model 
  
a b 
Figure 5.2 Mode 
0
A  wavenumber dispersion results, a) normalised 3D plot of the 2D 
FFT results and b) comparison of finite element derived result and theoretical 
prediction (DISPERSE software) curve. 
To validate the finite element model, the dispersion curve for the 
0
A  mode derived from the 
finite element model is compared with the theoretical prediction from DISPERSE . In 
accordance to the two-dimensional Fourier transform method outlined by Alleyne and Cawley 
, a discrete Fourier transform is carried out for the z-direction displacement-time histories at 
64 collinear nodes at an interval of 0.5 mm from x = (0, 0) to (31.5, 0) mm, with the 
actuating sensor at 
65j
X . A discrete spatial Fourier transform is next performed across these 
results to obtain wavenumber-frequency information.  
Figure 5.2(a) shows a three-dimensional plot of the amplitude of the two-dimensional Fourier 
transform versus frequency and wavenumber. It can be seen that the maximum amplitude 
occurs at the centre frequency (200 kHz) of the input tone-burst. The corresponding 
wavenumber is given by k 0.83 mm-1, corresponding to a wavelength of approximately 
 7.5 mm. These calculations are repeated for input pulses with centre frequencies ranging 
from 100 kHz to 400 kHz, in steps of 20 kHz. The results are shown in Figure 5.2(b). It can 
be seen that good agreement is achieved between the finite element derived result and 
theoretical prediction, with the maximum error in wavenumber being less than 3.5%. 
5.2.3 Numerical Green’s Function 
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To obtain the frequency-domain Green’s function that are required in the MDT and MTR 
algorithms, the displacement-time history )(tw  is first extracted every 500 ns at nodes within 
the imaging domain.  
Figure 5.3(a) shows a representative example of the wave captured at imaging point x = (0, 
0) due to an input at actuating sensor 
1j
X , using the sensor index number shown in Figure 
5.1. The response illustrated in Figure 5.3(a) consists of the direct wave arriving at 43.5 μs. 
The amplitude of the Fourier transform of the result in Figure 5.3(a) is displayed in Figure 
5.3(b), where the bandwidth can be seen to be approximately ±80 kHz. 
  
a b 
Figure 5.3 
0
A  signal at the centre of the imaging domain x  = (0, 0) mm due to wave 
emitted from 
1j
X , a) original time-domain signal and b) frequency-domain signal. 
The numerically-determined Green’s function is calculated as,  
,
)(ˆ
);,(ˆ
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

F
w
G
j
j
Xx
Xx   (5.10) 
where wˆ  and Fˆ  are the Fourier transforms of the response and the input force at the centre 
frequency  . By virtue of reciprocity, 
,),(),(
ji
GG XxxX   
(5.11) 
so that a separate calculation of ),( xX
i
G  is not required. It is only necessary to calculate 
),(
j
G Xx  at a grid of points with spacing 2  over the imaging domain, and for j = 1–128. 
With  7.5 mm, and square elements of size 0.5 mm, a convenient choice for the grid 
spacing is 3 mm, which leads to a requirement to store a 35×35 array of values for 
),(
j
G Xx for each value of j. Values of ),(
j
G Xx  at all points within the imaging domain can 
then be obtained by interpolation. 
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As a further validation procedure, the numerically-determined Green’s function is compared 
with the analytical result from  which is reproduced here for convenience as 
.
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Figure 5.4 shows a plot of amplitude ),(
j
G Xx  versus distance 
x
  for x (−36, 0) to (36, 
0) mm, with actuating sensor at 
65j
X . It can be seen that the amplitude for both results 
decays with 21
x
 , with the greatest difference between both versions being less than 7%. 
  
a b 
Figure 5.4 FE-determined and analytical solutions of Green's function ),(
65j
G Xx  for 
x = (-36, 0) to (36, 0) mm, a) amplitude and b) cumulative phase. 
The cumulative phase angle of the Green’s function is plotted against the distance travelled in 
Figure 5.4(b) for 
x
  between 39 and 111 mm. The phase increases from 1 to 61 rad, which 
corresponds to the number of wavelengths between the coordinates (−36, 0) and (36, 0) mm. 
It can again be seen that good agreement is achieve between the finite element and theoretical 
phase results, with the maximum difference being less than 0.45 rad. 
5.2.4 Damage modelling and Data Matrix 
  
a b 
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Figure 5.5 Schematic of damage in finite element simulations, a) idealised thickness 
reduction simulating damage and b) elements representing circle shaped damage. 
The damage is modelled as a mid-plane symmetric thickness reduction of 20%, i.e. 
2.0
h
 as shown in Figure 5.5(a). As noted earlier in this chapter and Chapter 4, the mid-
plane symmetry is intended as a simplified representation of corrosion induced thinning in 
which mode coupling between symmetric and anti-symmetric wave modes is ignored, as in . 
Figure 5.5(b) shows the finite element approximation of a circular damage by a piecewise 
linear boundary, resulting in some triangular elements being required in the model. The same 
approach is also used to model the semi-circular arc of the racecourse-shaped damage in the 
next section. 
To generate the multi-static data matrix 
ij
K , the plate in the finite element model is 
sequentially interrogated twice for every permutation of receiving and actuating sensor pairs 
ij. In the first step, the response of the undamaged structure is determined, which provides the 
baseline response. Damage is then introduced by reducing the thickness within the assumed 
damage region. Performing the finite element analysis for this damaged structure yields the 
total wave field response. The scattered field is obtained by subtracting the baseline response 
from the total response, in accordance with Equation (5.1). 
The parameters for the input signal and the sampling period for the vertical displacement-time 
history at each receiving sensor location are the same as those for the computation of the 
Green’s function. 
5.3 Numerical Examples 
Imaging results reconstructed from the MDT, MBF and MTR algorithms for four examples of 
damage geometry and location are presented in the following four sections. 
5.3.1 Centred Circular Damage 
Figure 5.6(b) shows a three-dimensional plot of the reconstructed thickness reduction )(xs  
obtained from the MDT formula (cf. Equation (5.2)) for the damage geometry shown in 
Figure 5.6(a). A strong peak is produced at the centre and very little artefact is seen elsewhere 
in the imaging domain. 
Figure 5.6(c) shows a two-dimensional binary variation plot at 50% maximum amplitude 
from which it can be observed that the predicted damage geometry is circular and quite close 
to that of the actual damage shape which is indicated by the circular dashed line. The 
reconstructed damage profile along the x-axis i.e. )0,( yxs  is shown in Figure 5.6(d). As 
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mentioned earlier for the results in Chapters 3 and 4, the oscillations in this profile and in the 
reconstructed image are characteristic modulations corresponding to the decaying oscillations 
of the point spread function i.e. 0.3   distance from the boundaries of the damage . The 
predicted size of the damage, defined as the width at half maximum amplitude as indicated by 
the dashed lines, is 13.6 mm, which is 13.3% larger than the actual size. It can also be seen in 
Figure 5.6(d) that the predicted magnitude of the damage, calculated as the average amplitude 
above 50% of the maximum amplitude, is 0.14. This corresponds to a 14% decrease in 
material thickness, which is 30% lower than the true reduction in thickness, i.e. there is a 30% 
error in the prediction of the severity of the damage. 
  
a b 
  
c d 
Figure 5.6 Reconstruction of a single circle shaped damage at the origin using MDT 
formula with filter 1.0
T
H , a) true damage geometry and location, b) 3D variation, c) 
2D binary variation at 50% maximum amplitude and d) profile variation. 
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a b 
Figure 5.7 Reconstruction of a single circle shaped damage for MDT formula with 
1)( 
h
q , MBF and MTR a) 3D variation and b) profile variation. 
Figure 5.7 shows the reconstructed damage using the MDT formula with  )( 
h
q 1, and 
MBF and MTR algorithms given by Equations (5.7) and (5.8), respectively. From herein of 
the thesis, it is assumed that the amplitudes of the reconstructions for these three algorithms 
have been scaled by a factor of 1.4613, which was determined earlier in Section 4.1.2. 
Identical reconstructions are obtained for all three algorithms. Moreover, the quality of the 
reconstructions is excellent. Contrary to the result in Figure 5.6(d), the profile variation of the 
result shown in Figure 5.7(b) does not exhibit strong dips at the base of the main peak. The 
side dips as seen for the result in Figure 5.6(d) are attributed to the shape function 
h
q . From 
Figure 5.7, the estimated damage size from these three formulae is 12.9% greater than the 
actual size. The estimated damage severity is 0.18, i.e. ten percent lesser than the true value. 
The imaging and prediction results for this case are quite comparable in quality with those 
presented in Chapters 3 and 4, as well as those reported in  for far-field imaging. They 
confirm both the accuracy of the imaging results given by the MDT, MBF and MTR 
formulae, and the adequacy of the sampling i.e. actuator illumination and receiver viewing 
angles. 
  
a b 
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c d 
Figure 5.8 Reconstruction of a single extreme off-centre circle shaped damage using 
MDT formula with filter 1.0
T
H , a) true damage geometry and location, b) 3D 
variation, c) 2D binary variation at 50% maximum amplitude and d) profile variation. 
 
5.3.2 Off-centre Circular Damage 
To illustrate the near-field imaging capability in plate-wave regime, Figure 5.8 shows the 
imaging results using the MDT formula for the extreme case of off-centre damage presented 
in Figure 5.8(a). The least distance between the damage boundary and the nearest sensor is 
approximately 2 15 mm, which is lesser than the Fraunhofer distance of 22d  = 33.75 
mm. Therefore the damage in this case is well within the near-field of the sensors. It can be 
seen that the predicted damage size and severity are almost similar to those for the centre 
damage configuration seen in Figure 5.6. However, relative to Figure 5.6, the reconstruction 
for the current example is somewhat skewed in the direction of the damage location relative 
to the centre of the sensor network. Nonetheless, the calculated half amplitude width and 
magnitude resulting from Figure 5.8(d) predicts a diameter of size 13.4 mm and severity of 
0.16, which are comparable with the results for the centred case. 
Figure 5.9(a, b) shows the reconstructed image using the MDT formula with  )( 
h
q 1 and 
MTR algorithm. The predicted damage size from these two formulae is similar to the result 
illustrated in Figure 5.7 for the centred damage. Moreover, the estimated damage severity for 
the present case and formulae is exact. The quality of the reconstruction given by the MBF 
formula is also excellent as displayed in Figure 5.9(c, d). However, relative to the MTR 
algorithm, the results computed from the MBF formula fail to provide accurate estimation of 
damage size and severity for the current off-centred scatterer. The size and severity is 
predicted as 9.6 mm and 0.11, which represent an accuracy of 80% and 55%, respectively. 
This is in stark contrast to the results achieved with acoustics for an extreme off-centre 
inhomogeneity (cf. Figure 3.12(c, d)). 
134 
 
The estimated values given by the MDT formula with H  filter, MTR and MBF algorithms 
for a variety of scatterer sizes and severities are shown in Figure 5.10. The distance between 
the edge of the scatterer and the nearest sensor was maintained at a value of 2 . It should be 
noted that the results in Figure 5.10 for the MTR formula are also relevant to the MDT 
formula with  )( 
h
q 1. Figure 5.10(a, c, e) shows excellent estimation of scatterer size for 
all damage sizes and severities considered in the figure. Examination of the results in Figure 
5.10 reveal that the scatterer size is consistently under-predicted by the MBF formula; in 
particular for 05.0
h
 . This revelation is similar to that in the acoustic case for the off-
centred scatterers (cf. Figure 3.13(a)). Unlike the results obtained for size estimations, Figure 
5.10(b, d, f) shows that the predicted severity increases almost linearly with scatterer size, 
irrespective of actual damage severity. The gradient of the curves in Figure 5.10(b, d, f) are 
somewhat similar but more aggressive relative to the results observed for the acoustic case in 
Figure 3.13(a). Some slight oscillations can be seen for the severity estimations using the 
MDT formula. As discussed earlier in Chapter 4, the shape function 
h
q  is responsible for the 
variations despite implementation of a filter to exclude singularities in the partial images. In 
the present example, the oscillations are most severe when 
h
 0.2. 
  
a b 
  
c d 
Figure 5.9 Reconstruction of a single extreme off-centre circle shaped damage using 
MDT formula with 1)( 
h
q  and MTR a) 3D variation, b) profile variation, and MBF 
c) 3D variation and d) profile variation. 
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a b 
  
c d 
  
e f 
Figure 5.10 Predicted values using modified diffraction tomography (MDT) with H  
filter and 1.0
T
H , modified beamforming and modified time-reversal algorithms for, 
a) damage size d  and b) averaged severity 
av
s , normalised by actual value 
0
s  for 
05.0
h
 ; c) damage size d  and d) averaged severity 
av
s , normalised by actual value 
0
s  
for 1.0
h
 ; e) damage size d  and f) averaged severity 
av
s , normalised by actual value 
0
s  for 2.0
h
 . 
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5.3.3 Multi-site Damage 
  
a b 
  
c d 
Figure 5.11 Reconstruction of multiple circle shaped damage using MDT formula with 
1.0
T
H , a) true damage geometry and location, b) 3D variation, c) 2D variation at 50% 
maximum amplitude and d) profile variation. 
Figure 5.11 illustrates the imaging results using the MDT formula for a multi-site damage 
consisting of two separate circular regions, as indicated in Figure 5.11(a). The three-
dimensional plot in Figure 5.11(b) clearly shows two strong peaks at the locations of the 
individual damage sites. The two smaller peaks in between these strong peaks can be 
attributed to the combined effects of characteristic modulations at the base of the 
reconstruction for both damages. The two-dimensional binary plot in Figure 5.11(c) shows 
that both individual reconstructed damage sites are approximately circular in shape and quite 
close to the actual geometry and size of the damage, which is indicated by the dashed 
contours. 
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The profile view in Figure 5.11(d), cutting plane through )15,( yx mm, shows a valley-like 
feature atop of both amplitude peaks, but the valley is not as deep as that for the single 
circular damage shown in Figure 5.6 and Figure 5.8. A strong dip resulting from the 
combined effects of the characteristic modulations appears between the main reconstruction 
profiles in the region of x  = 3.75 mm. It can also be seen that the main profiles are skewed to 
a small degree in opposite directions. The predicted size for both damage are found to be 
9.2% greater than the actual size and the predicted reduction in thickness is 25% less than the 
true damage severity. 
  
a b 
  
c d 
Figure 5.12 Reconstruction of multiple circle shaped damage using MDT formula with 
1)( 
h
q  and MTR a) 3D variation, b) profile variation, and MBF c) 3D variation and 
d) profile variation. 
Figure 5.12 displays the imaging results for the present case using the MTR and MBF 
formulae. As with previous damage configurations, the reconstructions in Figure 5.12(a, b) 
are also applicable to the MDT algorithm with  )( 
h
q 1. The imaging results in Figure 
5.12 reveal imaging characteristics which are similar to those observed for the reconstruction 
in Figure 5.11. However, from the profile views in Figure 5.12(b, d), it is evident that the 
images computed with the MTR and MBF formulae do not exhibit strong modulations at the 
base of and in between the main reconstructed peaks. The estimated damage size and severity 
for both scatterers, given by the MTR algorithm, is 13.0 mm and 0.19, respectively. The MBF 
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formula predicted a slightly smaller but more accurate size of 12.2 mm, and severity being 
5% greater than the actual value. 
 
 
 
5.3.4 Racecourse Shaped Damage 
  
a b 
  
c d 
Figure 5.13 Reconstruction of a racecourse shaped damage using MDT formula with 
1.0
T
H , a) true damage geometry and location, b) 3D variation, c) 2D binary variation 
at 50% maximum amplitude and d) profile variation. 
Figure 5.13(b) shows the computed three-dimensional image using the MDT formula for a 
racecourse shaped damage displayed in Figure 5.13(a). The amplitude of the image rises to a 
maximum value of 0.23 over the location of the damage. A significant dip, spanning the 
length of the reconstructed damage, is seen at the centre of the reconstruction. Further, 
characteristic modulations are once again found at the base. 
The predicted geometry of the damage is almost the same as the true damage geometry as 
displayed in the two-dimensional binary plot of Figure 5.13(c). A narrow depression is seen at 
the centre of the reconstruction. The outline of the binary plot also shows that the long ends of 
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the reconstructed damage are semi-circular. However, the straight segments of the actual 
racecourse geometry appear slightly curved. 
The profile view of the reconstructed racecourse shaped damage is illustrated in Figure 
5.13(d). In this figure, the amplitude rises to a maximum near the centres for the semi-circular 
ends. An elongated valley-like feature is also seen between the two regions for maximum 
amplitude. Similar to the example for two individual damages, the maximum amplitudes 
skew in opposing directions. 
The predicted length of the damage along the x-axis is 35.3 mm, which is 4.6% greater than 
the actual damage size lengthwise. However, the predicted width along the y-axis is 
approximately 58.3% greater than the actual width, indicating poorer reconstruction accuracy 
in the transverse dimension relative to the longitudinal dimension for elongated damage 
shapes. 
  
a b 
  
c d 
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Figure 5.14 Reconstruction of a racecourse shaped damage using MDT formula with 
1)( 
h
q  and MTR, a) 3D variation, c) x-axis profile variation and e) y-axis profile 
variation, and MBF, b) 3D variation, d) x-axis profile variation and f) y-axis profile 
variation. 
Figure 5.14 shows the imaging results for the same racecourse shaped damage using MDT 
with  )( 
h
q 1, MTR and MBF algorithms. The three-dimensional images illustrated in 
Figure 5.14(a, b) for the MTR and MBF formulae, respectively, are similar to those obtained 
with the original MDT algorithm in Figure 5.13(b). However, Figure 5.14(a, b) displays 
considerably less amplitude modulations at the base of the reconstruction relative to the result 
shown in Figure 5.13(b). The predicted geometry of the scatterer using the MBF, MTR as 
well as MDT with  )( 
h
q 1 is almost the same as that reported in Figure 5.13(c). From 
Figure 5.14(c, d), the estimated length of the damage given by the MTR and MBF algorithms 
is approximately 7.4% greater than the actual length indicated in Figure 5.13(a). The profile 
views for a plane through the x-axis in Figure 5.14(c, d) also exhibit a narrow depression at 
the centre and along the length of the scatter. However, this depression is not as severe as that 
reported in Figure 5.13(d) for the original MDT formula. The profile views for a plane 
through the y-axis of the reconstruction are shown in Figure 5.14(e, f). The damage width, 
computed using the MTR and MBF formula, is estimated as 22.1 mm and 19.8 mm, 
respectively. These results are similar to that reported for the original MDT formula, which 
clearly show poor reconstruction accuracy in the transverse dimension relative to the 
longitudinal dimension for elongated scatterer geometries. Nonetheless, the predicted damage 
severity by these three formulae is almost exact.  
5.3.5 Structural Complexity 
To illustrate the ability of the present approach to deal with structural complexities, consider 
the configuration shown in Figure 5.15(a). This involves a blade-stiffener, which is 
representative of the type of structural complexity encountered in aircraft structures. The 
setup for the plate, sensor array and imaging domain are the same as the earlier numerical 
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examples presented in Sections 5.3.1 – 5.3.4. The stiffener has a height of 10 mm, thickness 
1.6 mm and spans across the width of the plate, parallel to the x-axis as shown in Figure 
5.15(a). Square shell elements of side 0.5 mm and tie properties  are used to model and attach 
the stiffener to the plate. Absorbing boundaries are also defined for the ends of the stiffener 
extending over the outer region of the plate as discussed in Section 5.2.1. The stiffener, from 
its centreline, is positioned 2  away from the nearest active sensor, i.e. 97 in Figure 5.1. It is 
noted that both imaging domain and sensor array are entirely on one side of the stiffener. To 
include reflections due to the stiffener in the calculation of the Green’s function datasets and 
multi-static data matrix, the finite element simulation time for this particular case was set to 
270 μs. 
Figure 5.15(b) illustrates the computed three-dimensional imaging result using the MDT 
formula for the centred damage shown in Figure 5.6(a). As with the imaging results presented 
in the preceding sections for a flat plate, Figure 5.15(b) shows a significant amplitude at the 
location of the damage. However, noise-like oscillations, which are attributed to wave 
reflections from the stiffener, are observed at the top of the main reconstruction peak as well 
as in the imaging domain. The profile of the reconstruction along the y-axis is shown in 
Figure 5.15(c). The calculated damage size and magnitude are 13.2 mm and 0.15 respectively, 
and they are comparable to the actual damage. To reduce the amplitude of the noise-like 
oscillations, multiple monochromatic reconstructions can be averaged across a range of 
frequencies, as advocated by Belanger et al. . Figure 5.15(d) shows the profile for a 
polychromatic reconstruction obtained by averaging the reconstructed images between 190 
and 210 kHz with steps of 1 kHz. The calculated damage size and magnitude in Figure 
5.15(d) are very similar to those in Figure 5.15(c). However, the amplitude of the noise-like 
oscillations in the polychromatic reconstruction has significantly decreased relative to that of 
the monochromatic reconstruction at 200 kHz in Figure 5.15(c). It is worth noting that using a 
wider frequency range for the polychromatic reconstruction would result in further decrease 
of the calculated magnitude, and minimal reduction in amplitude for the noise-like 
oscillations. 
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a b 
  
c d 
Figure 5.15 Reconstruction of a single circle shaped damage with added structural 
complexity using MDT formula with 1.0
T
H , a) illustration showing configuration 
with a blade-stiffener, b) 3D variation, c) profile variation at centre frequency 200 kHz 
and d) profile variation for polychoromatic reconstruction between 190 and 210 kHz. 
 
  
a b 
  
c d 
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Figure 5.16 Reconstruction of a single circle shaped damage with added structural 
complexity using MDT formula with 1)( 
h
q  a) 3D variation and b) profile variation, 
MTR c) 3D variation and d) profile variation, and MBF e) 3D variation and f) profile 
variation. 
The imaging results for the same stiffened plate and damage configuration as that described in 
Figure 5.15(a), using MDT formula with  )( 
h
q 1, MTR and MBF are shown in Figure 
5.16. Moreover, the imaging results show a large amplitude rising at the damage locality. In 
Sections 5.3.1 − 5.3.4, the reconstructions computed by this version of the MDT formula and 
MTR algorithm were similar. However, this is not the case for the present stiffened plate 
example as indicated by the results in Figure 5.16. Relative to the reconstructions given by the 
original MDT formula, there is significantly less artefacts in the imaging results in Figure 
5.16 than Figure 5.15. Amongst the results in Figure 5.16, the MBF algorithm returned an 
image with the least level of artefacts, followed by the MDT with  )( 
h
q 1 and MTR 
formulae. The estimated damage size given by the MBF formula and the remaining two 
algorithms is 10.7 mm and 13.2 mm, respectively. The predicted damage severity for all three 
formualae is 0.19, which is a major improvement over the predictions indicated in Figure 5.15 
for the original MDT formula. 
  
a b 
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c d 
Figure 5.17 Reconstruction of a single circle shaped damage with vertical stiffener 
spanning across sensor array; monochromatic image at 200 kHz using a) MDT, b) MBF 
algorithms and polychromatic image between 190 – 210 kHz using c) MDT and d) MBF. 
If the vertical stiffener is now located, from its centreline, directly across the imaging domain 
and sensor array network at (0, -21) mm, Figure 5.17 shows that the centred scatterered 
cannot be reconstructed accurately using the MDT and MBF formulae. Note that in this new 
setup, the position for the scatterer has not changed relative to the immediate preceding 
example. However, the edge of the scatterer is now 2  from the stiffener. The three-
dimensional image in Figure 5.17(a) shows that the MDT result is dominated by high 
amplitude spikes at specific positions. Further, large variations in amplitude are seen at the 
region where the stiffener is located. The latter reconstruction feature is also observable for 
the MBF result in Figure 5.17(b). While the polychromatic imaging approach was capable of 
reducing the magnitude of the noise-like oscillations in Figure 5.15, appreciable 
improvements in reconstruction quality for the MDT algorithm, (relative to the 
monochromatic result in Figure 5.17(a)), were not realised with the approach, except for a 
noticeble suppression of the spikes in the present case as indicated by Figure 5.17 (c). Despite 
employment of the polychromatic approach, the MBF result in Figure 5.17(d) still exhibits 
large amplitude variations. The imaging result computed from the MDT formula with 
 )( 
h
q 1 is the same as that displayed in Figure 5.17(a). 
The Green’s function at the denominator of the MDT formula (cf. Equation (5.2)) is solely 
responsible for the spikes in the imaging results in Figure 5.17(a, c). The effect of wave 
attenuation and interactions on the Green’s function and data matrix by the stiffener is much 
greater for the case of a stiffener attached directly across the sensor array and imaging 
domain, than for the case where the stiffener is located away from the array. It is 
hypothesized that the Green’s function in the former case can approach zero values at specific 
locations x . Consequently, these Green’s function can result in singularities at x  in the 
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partial images calculated by the MDT algorithm. A similar effect is observed for the shape 
function 
h
q , which was first presented in Chapter 4. 
  
a b 
  
c d 
Figure 5.18 Reconstruction of a single circle shaped damage with vertical stiffener 
spanning across sensor array using MTR algorithm; centred case a) 3D variation and b) 
profile variation; off-centred case c) 3D variation and d) profile variation. 
The imaging result computed by the MTR algorithm for the centred scatterer with vertical 
stiffener spanning across the sensor array and imaging domain is displayed in Figure 5.18(a, 
b). Unlike the MDT and MBF results, the current MTR imaging result does not exhibit sharp 
spikes. Moreover, the three-dimensional image in Figure 5.18(a) displays a significant 
amplitude at the centre of the imaging domain, which clearly identifies the locality of the 
damage. A single grating lobe, about half the magnitude of the main peak, spans along the x 
axis and at the side of the reconstructed profile. This lobe is attributed to the stiffener. From 
Figure 5.18(b), the estimated damage size along the y axis is 13.6 mm, which is comparable 
in accuracy to the result in Figure 5.16(d) for the less complex stiffened plate comfiguration. 
However, the estimated severity as indicated by Figure 5.18(b) is over-predicted by 50% at 
0.3. 
The reconstruction improves in quality when scatterer is situated further away from the 
stiffener. As evident for a scatterer located at )43,43(),(
00
yx mm, Figure 5.18(c) shows that 
the magnitude for the grating lobe has decreased by a large extent relative to the result in 
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Figure 5.18(a) for the centred scatterer. Additionally, the reconstructed profile and estimated 
damage size and severity from Figure 5.18(d) are comparable in fidelity and accuracy to that 
obtained for a flat plate in Figure 5.9(b). The image and estimated damage size and severity 
do not significantly improve in quality and accuracy when the polychromatic approach with 
bandwidth of ±10 kHz is employed. 
5.3.6 Discussion 
The motivation for the computer simulation work in the Sections 5.1 – 5.3 has been to present 
imaging results computed from algorithms which employ numerically determined Green’s 
function.  A variety of damage and plate configurations, including a range of damage sizes 
and severities, and stiffener positions, were used to evaluate the reconstruction performance 
of the MDT, MBF and MTR algorithms for plate-like structures. 
The imaging results presented in Section 5.3 showed accurate reconstruction for all cases 
involving flat plates. In all of these imaging results, including cases which considered 
stiffened plates, it should be noted that the characteristic oscillating modulations around the 
base of the reconstruction, for instance the two side amplitudes between the main peaks as 
shown in Figure 5.11(d), and the peaks of maximum amplitudes can be reduced in magnitude 
relative to the size of the main reconstruction by using a greater damage size to interrogating 
wavelength ( d ) ratio (cf. Section 3.4 and ). 
All three imaging formulae, including both versions of MDT, MBF and MTR, are capable of 
reconstructing the damage for a stiffened plate when the level of structural complexity is low 
and resulting wave intereactions are weak. However, when the interactions are strong, the 
MDT and MBF algorithms cannot reconstruct the scatterer as demonstrated by the images in 
Figure 5.17. It is pertinent to recall that the MBF formula does not include the Green’s 
function. Consequently, severe attenuation and reflection due to muti-path wave interactions 
with the stiffener are not compensated for in reconstructing the scatterer using the MBF 
formula. However, despite inclusion of the Green’s function in the remaining formulae, 
distinct reconstruction of the scatterer is achieved only with the MTR algorithm as 
exemplified by Figure 5.18. As noted earlier in the preceding section, the Green’s function 
can take on values which approach zero due to multi-path interactions. Hence, the final image 
computed by MDT algorithm with Green’s function as a divisor, (as opposed to a multiplier 
for the MTR algorithm), is corrupted by singularities. This effect is similar to the issue arising 
from the shape function 
h
q  for thickness reduced damage. To combat the singularities, a 
second filter, resembling the H filter, can be implemented for each ij
th
 partial image. The aim 
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is to exclude the singular values at imaging point x  in the summation of Equation (5.2). This 
can be achieved by assigning the points with  zero value. 
As the number of sensors chosen meets the Nyquist sampling criterion for the size of the 
imaging domain, good quality images are expected for an isotropic plate in absence of multi-
path reflections and irrespective of where the damage is located within the imaging domain. 
However, as discussed in , the sensor requirement can be significantly reduced by using a 
two-pass approach in which the first pass aims to locate the approximate centre of gravity of 
the damaged region. The sensor requirement can then be tailored to the anticipated damage 
size, rather than the size of the imaging domain. For all the cases considered in Sections 5.3.1 
− 5.3.4, it is sufficient to use 30 sensors (instead of 128) to compute the data matrix. This 
reduced number satisfies the sampling criterion kaN 2  where a  is the expected half-length 
of the elongated racecourse shaped damage. In practice as well as in the demonstration to 
follow in Section 5.4, this data matrix needs to be up-sampled to match the number of virtual 
sensors that is required for accurate computation of the imaging integral. 
5.4 Minimum Sensor Requirement for Damage Characterisation 
The method for the two-pass approach together with the associated imaging results for 
quantitative characterisation of damage with minimal number of sensors are presented and 
discussed in the following three sections. Moreover, detailed results are shown for the rank 
and bandwidth of the data matrix, showing the dependence on the overall size of the damage 
cluster. 
 
Figure 5.19 Illustration for discrete sampling of data matrix 
Recall the multi-static data matrix )(
nj
K  that was first introduced in Section 3.3 and 
employed elsewhere throughout this thesis for the purpose of quantitative damage 
characterisation. The data matrix contains all information about the damage. To avoid 
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confusion with the standard notation i  for an imaginary unit, the indices n  and j  in this 
section are used to identify source and receiver locations, respectively. From Figure 5.19, the 
elements of )(
nj
K  are discrete samplings of the data function ),(
sr
K   defined over the 
two-dimensional domain  2,0  sr .  If the active sensors are evenly distributed along 
curve Γ  (cf. Figure 3.6), the resulting sampled data points are equispaced with respect to 
both source 
s
  and receiver angle 
r
 . For a chosen value of 
r
 , ),(
sr
K   is purely a 
function of source angle 
s
  over an interval of 2 . If 
s
  is defined beyond 2 , the function 
would repeat itself in a periodic manner. Likewise, ),(
sr
K   is a 2  periodic function of 
r
  
for a selected value of 
s
 . 
5.4.1 Single-site Damage 
The bandwidth of the data matrix is evaluated with the discrete Fourier transform (DFT) of 
),(
sr
K  , for a fixed source at 
js
   or fixed receiver at 
nr
  : 
.1
22
,),(
1
),(ˆ
1
2 

 

 Nm
N
eK
N
mK
N
n
Nmni
jnj
  (5.13) 
The entires to the DFT are simply the jth column or nth row of the data matrix. 
  
a b 
Figure 5.20 Rank and bandwidth for a single circle shaped damage at the origin, a) DFT 
17
th
 row B 12, and b) SVD showing rank R 13. 
Figure 5.20(a) shows the DFT of the data matrix using the 17
th
 row, that is 17j , 4 
s
  
radians, for a single scatterer with size 5.1d  and severity 
h
 0.2. The index nj  for the 
sensors follows the numbering given in Figure 5.1. The scatterer is positioned at the centre of 
the active senor array (cf. Figure 5.6). The amplitude of the DFT is normalised to a maximum 
value of 1. The bandwidth B  which is non-dimensional is 12 and is defined as the width at 
which the DFT has fallen to 0.1 of its maximum value. The non-zero DFT values outside the 
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vertical dash lines in Figure 5.20(a) are attributed to finite element numerical errors. 
Theoretically, these values should be zero. Since the scatterer is axisymmetric and located at 
the centre of the sensor array, the bandwidth is similar for whichever row is chosen from the 
data matrix as input to the DFT. Further, the data matrix is amenable to a singular value 
decomposition (SVD) for which the numerical rank is defined as the number of singular 
values above a chosen threshold. As revealed in Figure 5.20(b), the calculated numerical rank 
is R 13. In this example, both rank and bandwidth correspond to the minimum number of 
active sensors required for capturing all information regarding the damage. It should also be 
noted that both rank and bandwidth values are almost similar and approximately equivalent to 
 dkN
1
10, i.e. the Nyquist sampling criterion for adequate illuminating and viewing 
angles for the scatterer. 
The reconstruction for the centred damage using the MTR algorithm, and 16N  active 
sensors to interrogate the damage is displayed in Figure 5.21. These 16 sensors are 
equispaced along a circumference of radius 7510  mm (cf. Figure 5.1). As before, the 
multiplicative constant 
MTR
D
~
and a scaling factor are employed to scale to the amplitude of 
the reconstruction. To match the total number of Green’s function datasets, the data matrix is 
up-sampled through a two-dimensional spline interpolation method from 16×16 to 128×128 
discrete data points prior to computation of the image. The imaging result obtained in Figure 
5.21 is very similar to the result computed with N 128 sensors (cf. Figure 5.7). The 
estimated damage size for the present result is 7% greater, with the predicted severity being 
15% less than the actual damage parameters. 
  
a b 
Figure 5.21 Reconstruction of a single circle shaped damage at the origin using MTR 
algorithm and 16N , a) 3D variation and b) profile variation. 
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a b 
  
c d 
Figure 5.22 Rank and bandwidth for a single off-centre circle shaped damage, a) DFT 
17
th
 row B 82, b) DFT 49th row B 36, c) SVD showing rank R 13 and d) factorised 
DFT 17
th
 row B 12. 
If the scatterer is located away from the centre of the sensor array, for example the centre of 
scatterer is positioned at )38,38()1.5,1.5(),(
00
 yx mm as illustrated by Figure 5.8(a), 
the bandwidth increases while the rank remains unchanged relative to the case for a centred 
scatterer. Figure 5.22(a, b) show that the bandwidth B  for the 17th and 49th rows are 82 and 
36 respectively. It should be noted that the origin for the sensor array, centre of the scatterer 
and sensor j 17 are collinear. Further, sensor j 49 is 2  radians from j 17, i.e. 
j 49 is perpendicular to an axis connecting the centres of the scatterer and sensor array. In 
this particular example, it is determined that the 17
th
 row or column of the data matrix 
returned the largest bandwidth value. The reason to this is that j 17 is the sensor nearest to 
the scatterer amongst all sensors in the array. 
The bandwidth of the data matrix for a single scatterer can be reduced to a minimum, such as 
that for a centred scatterer, through factorisation to reomove the phase information of the 
scattered wave field. Essentially, this is analogous to translating physically a scatterer from its 
off-centred position to the origin. The factorised data matrix is defined as, 
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),(),(
00 jn
nj
nj GG
K
S
XxxX
  (5.14) 
where   is the strength of the scatterer and G  represents the prevailing Green’s function at 
the scatterer location 
0
x  in absence of any damage. The resulting DFT using the 17
th
 and 49
th
 
rows of the factorised data matrix is show in Figure 5.22(d) and the bandwidth for both rows 
is reducted to 12. 
  
a b 
Figure 5.23 Minimum sensor requirement for a single scatterer, a) illustration showing 
damage configuration and b) variation in bandwidth for original and factorised data 
matrices. 
The variation in bandwidth due to changes in position of a single damage area relative to the 
centre of the sensor array is presented in Figure 5.23(b). In this figure, the bandwidth for the 
original data matrix K  increases as the radial position of the scatterer, denoted by 
CoG
r  in 
Figure 5.23(a), is displaced further from the origin and moved towards sensor 17j . It 
should be noted that the centre of the scatterer slides along the axis connecting the origin and 
sensor 17j , which is 4  radians from the x axis. Figure 5.23(b) shows that the 
bandwidth of row 17 increases more steeply relative to that of row 49. The same figure also 
reveals that the bandwidth reduces to a minimum of approximately 12 when the data matrix is 
factorised by the appropriate Green’s functions, that is, when the bandwidth is equivalent to 
that of damage located at the centre of the sensor array. It is apparent that both rows 17 and 
49 illustrate the reduction in bandwidth for all values of 
CoG
r . As supported by Wang and 
Rose , the minimum number of illumination and spatial viewing angles, and therefore number 
of sensors required for reconstruction of a single damage area, corresponds to the rank 
approximately equal the bandwidth, that is, RB  . In view of this, approximately 12 sensors 
are needed for damage size 5.1d , irrespective of its position relative to the origin. 
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a b 
Figure 5.24 Reconstruction of a single circle shaped and off-centred damage using MTR 
algorithm and 16N , a) 3D variation and b) profile variation. 
Figure 5.24 shows the imaging result for the off-centred scatterer using N 16 and the MTR 
algorithm. The scatterer is displaced from the origin by 54
CoG
r mm (cf. Figure 5.8(a)). 
Unlike the case for a centred scatterer, the present example necessitates two steps prior to 
reconstruction of the scatterer; (i) up-sampling of the factorised data matrix followed by (ii) 
defactorisation to reintroduce phase information about the scatterer into the data matrix. The 
second step is accomplished through Equation (5.14), where 
nj
S  now denotes the up-sampled 
and defactorised data matrix. From the profile view in Figure 5.24(b), the estimated damage 
size is 8.8 mm, about 73% of the actual scatterer size. The predicted scatterer severity is over-
estimated by 20% at a value of 0.24. It is clear from Figure 5.24 that N 16 is inadequate for 
accurate size and severity estimation even though the reduced bandwidth of the data matrix 
calls for a minimum of 12 sensors. 
 
5.4.2 Multi-site Damage with Unequal Size and Severity 
 
Figure 5.25 Illustration showing multi-site scatterer of unequal size and severity. 
Figure 5.25 shows two distinct circular scatterers of diameter 125.1
1
 d mm and 
304
2
 d mm, separated by a relative distance 368.4  r mm. The two scatterers are 
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located along the axis joining the origin and sensor 17j , with centre-of-gravity (CoG) of 
the entire damage cluster at cylindrical coordiantes (
CoG
r , 4 ). For the larger scatterer 
1
d , 
the reduction in thickness is 1.0
1

h
 . Whereas for 
2
d , 05.0
2

h
 . 
  
a b 
Figure 5.26 Rank and bandwidth for multi-site damage of unequal size and severity with 
CoG at origin, a) 17
th
 row B 33 and b) 49th row B 54. 
The bandwidth for the data matrix are again calculated with Equation (5.13) using the 17
th
 
and 49
th
 rows. As revealed in Figure 5.26(a), the lower bandwidth is 33, and in Figure 5.26(b) 
the bandwidth is 54. The numerical rank is 34. For this example, the CoG of the damage 
cluster is positioned at the centre of the sensor array. 
Similar to the results obtained for the single scatterer, the bandwidth increases whereas the 
rank remains unchanged when the multi-site damage cluster is located away from the centre 
of the sensor array. For a damage located at 276.3  
CoG
r mm, the bandwidth calculated 
with the 17
th
 row shown in Figure 5.27(a) and with the 49
th
 row, in Figure 5.27(b), is 59 and 
47, respectively. When the data matrix is factorised by the Green’s function for a pristine 
plate at the location of the damage cluster’s CoG, the bandwidths as revealed in Figure 
5.27(c, d) are reduced to 33 using the 17
th
 row, and 51 for the 49
th
 row. 
  
a b 
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c d 
Figure 5.27 Rank and bandwidth for multi-site damage of unequal size and severity with 
CoG at 6.3
CoG
r , a) DFT 17
th
 row B 59, b) DFT 49th row B 47, c) factorised DFT 
17
th
 row B 33 and factorised 49th row B 51. 
 
  
a b 
Figure 5.28 Minimum sensor requirement for multi-site damage of unequal size and 
severity, a) variation in bandwidth for original and factorised data matrices and b) 
variation in bandwidth for data matrix factorised by a range of locations relative to the 
CoG. 
In Figure 5.28(a), the bandwidth for a multi-site scatterer of dissimilar size and severity, 
calculated using row 17 of the original data matrix, increases as the damage cluster is 
positioned further away from the sensor array origin. Here, the bandwidth increases 
somewhat linearly from 33 to 53 for 
CoG
r  values of -9 to 28 mm. As before, negative 
CoG
r  
denotes a scatterer position on the left of the y axis. Unlike the 17
th
 row, the bandwidth 
calculated with the 49
th
 row of the original data matrix for the same range of 
CoG
r  remains 
almost unchanged at an average value of 50. Factorising the data matrix and recalculating the 
bandwidth results in reduced bandwidth for row 17 but not row 49. From Figure 5.28(a), the 
factorised bandwidth for the 17
th
 row reduces to a minimum of about 32, regardless of the 
values for 
CoG
r . The bandwidth calculated using row 49 of the factorised data matrix remains 
generally unchanged and is similar to the values calculated from the original data matrix. 
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Unlike the configuration for a single scatterer in which the bandwidth (and sensor 
requirement) can be determined with any row or column from a factorised data matrix, the 
bandwidth for the case of multi-site scatterer is dictated by the row (or column) that returns 
the greatest bandwidth. In view of this, Figure 5.28(a) reveals that the bandwidth for the 
multi-site scatterer is B 50, as prescribed by the 49th row. It is interesting to note that this 
bandwidth result is approximately equal, 
,)(
2
1
1201021 





 ddkN xx  (5.15) 
where 
01
x  and 
02
x  are the centres for the two scatterer in Cartesian coordinates, relative to 
the origin of the sensor array. The term following wavenumber 
1
k  is in fact the overall width 
of the multi-site scatterer. 
From Figure 5.28(b), the minimum bandwidth for a multi-site scatterer is achieved when the 
data matrix is factorised by the prevailing Green’s function at the exact CoG location for the 
damage cluster. In Figure 5.28(b), 

r , as illustrated in Figure 5.25 is the distance between the 
damage CoG and the location (and therefor Green’s function) chosen for factorisation of the 
data matrix. Further, positive or negative 

r  denotes a position to the right or left of the CoG. 
In this example and similar to the configuration used to generate the results in Figure 5.26, the 
damage CoG is positioned at the centre of the sensor array. The bandwidth evaluated with 
row 17 is at a minimum only when 

r 0. The bandwidth increases linearly on either side of 
the damage CoG. 
  
a b 
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c d 
Figure 5.29 Reconstruction of a multi-site scatterer of unequal size and severity with 
CoG at 6.3
CoG
r  using MTR algorithm and 64N ; a) 3D variation, b) 2D binary 
variation at 50% maximum amplitude, c) profile variation for 
1
d  and d) profile 
variation for 
2
d . 
Given that the bandwidth B 50, the minimum number of sensors required for accurate 
quantitative characterisation of the multi-site scatterer is assumed to be N 64.  
Figure 5.29 shows the imaging result using the MTR algorithm and 64 sensors. The setup of 
the sensors is the same as that employed for the earlier case of a single scatterer. Further with 
reference to Figure 5.25, the CoG of the scatterer is positioned at 276.3  
CoG
r mm. As 
illustrated by the three-dimensional plot in Figure 5.29(a), the reconstruction is of excellent 
quality. Figure 5.29(b) shows accurate reconstruction of geometry for both scatterers. The 
profile variation for scatterers 
1
d  and
2
d  is displayed separately in Figure 5.29(c, d) 
respectively. From the figure, the estimated size for both scatterers has been over-estimated 
by approximately 13.5%. Figure 5.29(c, d) also shows that the estimated severity for each 
scatterer is about 0.085., which is an over-estimation of 60% for scatterer 
2
d . Relative to the 
imaging result obtained for the single scatterer in Figure 5.24, the estimated size for the 
current case of multi-site damage is more accurate, despite both cases employing an average 
of 30% more sensors than the required minimum. 
5.4.3 Discussion 
The results presented in Sections 5.4.1 − 5.4.2 suggest that the bandwidth, corresponding to 
the number of sensors to use in practice, is not only governed by the size of the individual 
scatterer size, but also by the width of the entire multi-site scatterer at its widest point, i.e. the 
overall size of the damage cluster. In the context of SHM and for the sole purpose of 
minimising system mass and complexity, the least number of sensors should be employed for 
quantitative characterisation of the scatterer. 
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The current work shows that the spread of the multi-site damage, (at least for the case of two 
circular inhomogeneities), as well as the location of the damage relative to its CoG, are 
variables which prescribe the data matrix bandwidth and hence minimum number of sensors 
to be used. The bandwidth of the data matrix is a minimum when the scatterer is located at the 
centre of the sensor array. The bandwidth increases as the scatterer is displaced further away 
from the centre. However as revealed by Equation (5.14), the bandwidth can be reduced to its 
minimum by factorisation of the data matrix. This implies that the required minimum number 
of sensors to use in practice for quantitative characterisation of damage can be dictated by the 
largest anticipated size and nature of the weak scatterer, and not the size of the area to be 
inspected. Since the nature of the scatterer is an unknown priori, the results obtained in 
Section 5.4.2 for multi-site scatterer are also applicabled to a scatterer of arbitrary shape and 
non-uniform severity. Indeed, Equation (5.15) shows that the bandwidth for a multi-site 
scatterer is equivalent to a single scatterer with comparable diameter. 
In actual SHM practice, a two-step approach can be employed for imaging of the defect. In 
the first step, the structure is sequentially interrogated by a low frequency wave, with 
wavelength much greater than the anticipated damage width, to determine the location of 
CoG of the scatterer from a low-fidelity image. Next, detailed information about the damage 
is collected and stored in the data matrix by illuminating the structure for a second pass with a 
wavelength comparable to the width of the damage. Finally, the data matrix is factorised by 
the prevailing Green’s function at the damage CoG, determined from the first step, and up-
sampled to match the total number of Green’s function datasets prior to construction of a 
high-fidelity image. 
5.5 Damage Characterisation for a Composite Plate 
In the preceding sections, results were presented for a plate with isotropic material. The 
imaging results are explored in this section for a circle shaped damage in a flat fibre-
laminated plate. 
5.5.1 Single Centred Damage 
Table 1 VTM264 material ply properties 
E11 
(GPa) 
E22 
(GPa) 
E33 
(GPa) 
G12 
(GPa) 
G13 
(GPa) 
G23 
(GPa) ν12 ν13 ν23 
ρ 
(kg.m-3) 
120.2 7.5 7.5 3.9 3.9 2.3 0.32 0.32 0.33 1538 
The imaging problem and finite element model set up for the composite plate were similar to 
that outlined in Sections 5.1 and 5.2. However, the material used was uni-directional 
158 
 
VTM264 in quasi-isotropic ply lay-up [0/45/90/-45]s. Each ply has a nominal thickness of 0.2 
mm and the ply properties are shown in Table 1. As the material properties for the composite 
plate are different from that of the aluminium plate, the absorbing layers in the finite element 
model (c.f. Section 5.2.1) were redefined by trial and error to suppress wave field interactions 
and hence emulate a large plate with infinite in-plane dimensions. For this choice of ply lay-
up, a tone-burst with centre frequency of 140 kHz was employed to interrogate the damage 
and structure . To simulate a single circle shaped laminar damage located at the sensor array 
origin and with diameter d 8 mm, the Young’s modulus in the fibre direction E11 for all 
plies in the damage region was reduced by 25%. This configuration depicts a flexural 
inhomogeneity with 25% reduction in local plate bending stiffness, and is a simplified 
representation of weak impact damage. 
The imaging algorithms MDT, i.e. Equation (5.2) and MTR, i.e. Equation (5.8) with scaling 
constants 
MDT
D
~
 and 
MTR
D
~
 set to 1, were employed to reconstruct the damage. Moreover, the 
required shape function q  for the MDT algorithm was set to 1 as well. Consequently, these 
algorithms do no provide accurate estimation for damage severity unless the results are 
calibrated according to a known value. 
Figure 5.30 shows the imaging results for the reconstructed delamination damage using the 
MDT algorithm with  )( q 1 and MTR algorithm. The results from both algorithms are 
almost similar. The three-dimensional results in Figure 5.30(a, c) show a strong peak at the 
origin with low-levels of imaging artefact throughout the imaging domain. Unlike the near-
perfect circle shape geometry obtained for the isotropic material in Figure 5.6(c), the present 
results in Figure 5.30(b, d) show that the reconstructed geometry is a slightly distorted 
rhombus shape and not a circle. Moreover, this distortion appears more severe in the MDT 
result relative to the result obtained using the MTR algorithm. Nevertheless, the estimated 
damage size for both algorithms at 8.2 mm which was calculated as the averaged width of the 
reconstructed geometry compares favourably with the actual damage diameter of 8 mm. 
  
a b 
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c d 
Figure 5.30 Reconstruction for a single centred delamination damage using MDT 
algorithm with 1)( q  a) 3D variation, b) 2D binary variation at 50% maximum 
amplitude, and MTR algorithm c) 3D variation and d) 2D binary variation at 50% 
maximum amplitude. 
 
5.5.2 Discussion and Green’s Function for Anisotropic Material 
  
a b 
Figure 5.31 Polar polar for Green’s function ),( rG X0  normalised by  ),(max rG X0 , a) 
isotropic material and b) quasi-isotropic lay-up. 
For an isotropic plate, the wave amplitude and group velocity are the same in all directions 
from an actuating source, and thus the Green’s function is also isotropic as shown in Figure 
5.31(a). However, this is not true for composite laminates as the plate bending stiffness is 
anisotropic, even for plates with quasi-isotropic ply lay-up. The amplitude of the guided wave 
is amplified along the direction in the outermost plies, which leads to a distortion of the 
Green’s function and the scattered wave field , relative to the case for an isotropic plate as 
displayed in Figure 5.31(a). These complications have not yet been accounted for by 
analytical formulations for the imaging algorithms presented in this thesis. 
The distorted Green’s function however can be accounted for by using experimentally 
measured or numerically-determined Green’s function as input in the imaging algorithms. As, 
the numerically-determined Green’s function was employed for the damage example in 
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Section 5.5.2, the distortion in the reconstructed image in Figure 5.30 is solely attributed to 
the distortion in the scattered wave field due to material anisotropy. The current formulation 
of the shape function q  for delamination damage which was modelled as a localised 
reduction in plate bending stiffness and rotary inertia cannot and will not improve the 
accuracy of the reconstructed damage shape using the MDT algorithm. This is because q  was 
derived for isotropic and equivalently isotropic materials . 
To compensate for the scattered wave field distortion and hence obtained better geometry 
prediction, modifications to the current formulation of the shape function are required to 
account for angular variations in flexural wave amplitude and wavenumber. A similar 
function should also be included in the MTR algorithm to compensate for the distortion. 
5.6 Conclusion 
Imaging results for a wide variety of scatterer size and severity, and structural configurations 
have been systematically presented in this chapter. The MDT and MTR algorithms employ 
numerically-determined Green’s function to compensate for multi-path wave interactions.  
The results clearly showed excellent quality in reconstruction and characterisation of damage 
size and severity for a flat plate with infinite in-plane dimensions. Additionally, the imaging 
algorithms could reconstruct the scatterer when the wave interactions are weak. However 
when the structure is complex, only the MTR algorithm is capable of characterising the 
damage in the presence of strong wave interactions.  
In practice, it is only necessary to anticipate the overall size of the damage and employ a 
minimal number of sensors given by Equation (5.15) to interrogate the structure. A two-step 
approach is exploited to first locate the centre-of-gravity using a long wavelength, followed 
by a shorter wavelength for characterisation of the damage. 
Imaging results for a composite plate show that modifications to the shape function formula 
and a similar analytical function for the MDT and MTR algorithms, respectively, are 
necessary to compensate for the scattered wave field distortion. The new shape functions 
should account for angular variations in wave amplitude and wavenumber. 
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6 Experimental Validation 
In the preceding chapter, the imaging results which used data calculated from finite element 
simulations for a variety of plate configurations, sensor quantity and damage sizes and 
severities were presented. Generally, excellent reconstructions with good estimates for 
damage shape, size and severity were obtained, even for complex stiffened structures which 
exhibit multi-path wave reflections. 
This chapter will demonstrate the imaging performance of the MDT, MTR and MBF 
formulae using experimentally measured data for the multi-static data matrix. The experiment 
setup will be described at the start of the chapter. To induce the scattered wave field in the 
structure, damage will be introduced as a localised variation in plate thickness within an area 
to be inspected. Imaging results will be shown and discussed for both flat and stiffened plates. 
Excellent imaging results are achieved for a single scatterer in the flat plate, but not for multi-
site scatterers. The reconstructions for the scatterer in the stiffened plate could only give an 
approximate indication of the defect size and shape. The difficulties of imaging defects in 
complex structures, supported by detailed results which compare numerically determined and 
experimentally measured Green’s functions, are substantially presented at the end of the 
chapter. Some aspects regarding wave mode conversion and multi-path scattering in actual 
practice are also discussed. 
6.1 Experiment Setup 
To illustrate the imaging performance using experimental data measured from an isotropic 
plate in absence of multi-path wave reflections, consider the setup shown in Figure 6.1(a). 
The setup consist of a flat aluminium plate with dimensions 600×600×1.6 mm; equipped with 
a circular array of 16 equispaced piezoelectric wafer active sensors (PWAS) that serve as both 
actuators and receivers. As for the analytical analyses and computational simulations reported 
in Chapters 4 and 5, respectively, the array radius is assumed to be R = 10 = 75 mm, with   
being the 
0
A mode wavelength for a frequency-thickness product of 320 kHz.mm. The 
sensors are APC International disc type piezoelectric elements of diameter 6.35 mm and 
thickness 0.25 mm. Each sensor is bonded to the surface of the plate with two-part 
CircuitWorks® silver impregnated electrically conductive epoxy. Prior to bonding, the 
structure-side of the bond interface is made rough by hand with P320 grit abrasive paper. The 
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same two-part epoxy is used to attach copper wires of type 7/0.2 mm (number of strands / 
strand size) to the sensors and structure as positive and ground terminal leads, respectively. 
The sensor network is connected to a 16-channel ScanGenie-II data acquisition system from 
Acellent Technologies. The system is set to sequentially interrogate the structure twice with a 
5.5-cycle tone-burst at 200 kHz, once in absence of any damage for the baseline voltage 
signals and a second time for the total signals which carry the scattered wave field due to the 
damage. Four thousand samples points at a rate of 12 million samples per second are 
collected in the time-trace for every actuator–receiver pair. The output from each actuator is 
set to 50 V. A gain of 20 dB is defined for each receiver . 
 
 
a b 
Figure 6.1 Experiment setup for a) flat aluminium plate with equispaced PWAS array at 
radius mm75R ; inset showing part-through damage with diameter mm12d  at the 
centre of the PWAS arrary and b) L-shaped stiffened bonded onto the underside of the 
plate. 
The experiment setup and signal measurement procedure for the stiffened plate are the same 
as that for the flat isotropic plate, except for the inclusion of 16 additional senors, interspersed 
equally between the original 16 sensors at radius R . Additionally, a 600 mm long L-shaped 
extrusion is bonded onto the flat plate. The flanges of the extrusion are 10 mm wide. Figure 
6.1(b) shows the location of the stiffener relative to the centre of the PWAS network. The 
stiffener is bonded to the opposite face from where the sensor network is attached to with 
one-part superglue (cyanoacrylate adhesive). Furthermore, the stiffener spans across the width 
of the plate with its vertical flange nearest to and 20 mm from the edge of sensor #13.  
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An important difference between the experimental data and the simulated data used in 
Chapters 3 – 5 is that the input and output are now recorded as electrical voltage signals, so 
that electro-mechanical transfer functions are required for both the actuation and sensing. 
Although the factors contributing to these transfer functions are well understood conceptually 
, current theoretical models still cannot predict exactly the experimentally measured response, 
e.g. . Accordingly, in this thesis, these transfer functions are estimated by noting that the same 
transfer functions occur for the baseline measurements as for the total field, and hence for all 
the scattered field measurements, i.e. 
,)()();,(ˆ
ijjiji
S KASV  XX  (6.1) 
,);,()()();,(ˆ 
jijiji
B GASV XXXX   (6.2) 
where 
j
A  and 
i
S  denote respectively the actuation and sensing transfer functions, and the 
baseline field );,( 
ji
G XX  is the numerically determined Green’s function discussed in 
Section 5.2.3. Because the PWAS are nominally identical, an average value was calculated 
from Equation (6.2) for the product )()( 
ji
AS , and this average value was used to 
calculated 
ij
K  from the measured voltage matrix 
S
ij
Vˆ  for implementation in the imaging 
algorithms given by Equations (5.2), (5.7) and (5.8). 
6.2 Imaging for Damage in Flat Isotropic Plate 
6.2.1 Single Centred Scatterer 
The damage for the current case is simulated by a uniform thickness reduction over a circular 
region of diameter 12 mm located at the centre of the sensor array. This thickness reduction is 
achieved by milling part-through holes of nominally equal depth from both plate faces, to 
produce a mid-plane symmetric defect, for the purposes of minimising the coupling between 
symmetric and anti-symmetric modes. This part-through damage is shown in the inset in 
Figure 6.1(a). Direct measurement of the hole depths from the two plate surfaces revealed 
them to be 0.15 mm and 0.3 mm, resulting in a total thickness reduction of 0.45 mm, or 
h
 = 
0.28. As noted in the earlier chapters, even for the case of one-sided thinning, the mode 
coupling does not significantly affect the ability to generate quantitative images, as reported 
in , so that the slight asymmetry between the depths from the two faces is not expected to 
affect the 
0
A  scattered field data significantly. 
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An example of the baseline signal )(tV B
ij
 measured for receiver 9i  due to wave initiated 
from actuator 1j  is shown in Figure 6.2(a). The index ij is illustrated in Figure 6.1(a). The 
pulse spanning between 0 and 30 µs is the cross-talk between actuator and receiver channels 
in the ScanGenie-II system, while the signal packet between 30 and approximately 60 µs 
belongs to the fundamental symmetric 
0
S  mode. For the present case, only the 
0
A  mode 
arriving at 75.5 µs, (determined with Hilbert transform), is of interest. 
  
a b 
  
c d 
Figure 6.2 Measured voltage for flat plate with centred scatterer using 1j  and 9i ; 
a) baseline signal, b) scattered signal, c) windowed scattered signal and d) frequency-
domain windowed scattered signal. 
Shown in Figure 6.2(b) is an example of the scattered signal )(tV S
ij
 for 9i  and 1j . This 
signal is calculated from baseline subtraction as, 
,)()()( tVtVtV B
ij
T
ij
S
ij
  (6.3) 
where )(tV T
ij
 is the measured signal for the damaged structure. The exact arrival time of the 
0
A  mode for the scattered signal is determined with a Hilbert transform envelope. As the 
scatterer is located at the origin of the sensor array, the arrival time of the scatter pulse is 
similar for all actuator–receiver pairs. In fact, the arrival time for the current case is equal to 
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the time taken for the baseline 
0
A  mode to travel between diametrically opposed actuator–
receiver pairs. The signal packet from 0 to about 40 µs arises due to subtle differences in 
cross-talk signal between the measured baseline and total voltage-time traces. A rectangular 
window of width 27.5 µs and centred over the arrival time of the scatter pulse is used to 
window and hence exclude spurious signals from the scattered voltage-time trace. The 
windowed scattered signal for the same index ij is shown in Figure 6.2(c) where the vertical 
dash-lines represent the boundaries of the window. Figure 6.2(c) also shows that the peak 
amplitude of the scattered signal is 75% of the maximum of the baseline. Figure 6.2(d) shows 
the frequency-domain version of the scattered signal in Figure 6.2(c). The complex 
component of the scattered signal at input frequency of 200 kHz is stored for each element of 
the voltage matrix S
ij
Vˆ  . Likewise, each element of the baseline voltage matrix B
ij
Vˆ  is 
determined with the prescribed procedure for the scattered signal. However, it should be 
noted that the baseline 
0
A  mode is corrupted by the 
0
S  mode and cross-talk signal for 
actuator–receiver pairs in close proximity, such as i 3, 2, 1, 16 and 15 with j 1. 
The imaging results for a single centred circle shaped damage using the MDT i.e. Equation 
(5.2), MTR i.e. Equation (5.8) and MBF i.e. Equation (5.7) algorithms are displayed in Figure 
6.3 and Figure 6.4. As before, a scaling factor of 1.4613 is used to scale the imaging 
amplitude for the MTR and MBF results. Moreover, (and henceforth), the data matrix is up-
sampled to match the number of Green’s function datasets before calculating the image. 
From the three-dimensional and profile variations in Figure 6.3, it can be seen that although 
the reconstructions are not as accurate as those obtained from simulated data and analytical 
analyses, they are sufficiently accurate to be useful in practice. In particular, because of the 
shape of the reconstructed profile, it is now more convenient to estimate the damage size at 
30% of the maximum amplitude (instead of 50% as in Chapters 3 – 5). This gives an average 
estimated size d = 12.8 mm for all three formulae which compares well with the actual size d 
= 12 mm. By contrast, the estimated average thickness reduction is 
h
 = 0.41, which does not 
match closely with the actual thickness reduction 
h
 = 0.28. It is thought that this discrepancy 
may be attributed to the difference between the Green’s function pertinent to point sensors in 
the finite element model (cf. Section 5.2.3) and the circular PWAS in the experiment. The 
reconstructed damage shape given by the two-dimensional binary variation in Figure 6.4 is 
perfectly circular in shape and similar for all three formulae. 
It should be noted that the PWAS are bonded to only one face of the plate, and therefore they 
will generate a 
0
S  mode as well as an 
0
A  mode . However, this 
0
S  contribution is removed 
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from consideration by the baseline subtraction process in calculating S
ij
Vˆ , and any mode 
coupling associated with the damage is minimal by virtue of the near mid-plane symmetric 
configuration. It is also recalled that it may be possible to avoid the baseline subtraction 
without detracting from the image reconstruction, as discussed in . 
It is also worth noting that the four side-lobes around the main peak for the MDT result in 
Figure 6.3(a, b) are attributed to a slight mismatch in wavespeed and phase between the real 
structure and the analytical solutions for shape function 
h
q . The mismatch arises due to 
minute material anisotropy in the real structure, inaccuracies in sensor locations, and the 
material properties assigned to the variables for calculation of 
h
q . By comparison, the MTR 
and MBF results in Figure 6.3(c – f) do not exhibit the four side-lobes. 
  
a b 
  
c d 
  
e f 
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Figure 6.3 Reconstruction of a single centred circle shaped part-through damage using 
experimental data, MDT a) 3D variation, b) profile variation, MTR c) 3D variation, d) 
profile variation and MBF e) 3D variation, f) profile variation. 
 
 
Figure 6.4 2D variation at 30% maximum amplitude for a single centred circle shaped 
part-through damage using experimental  data. MDT, MTR and MBF gave near similar 
results. 
 
 
Figure 6.5 Mode 
0
A  group velocity in various directions for FE model and experimental 
flat isotropic plate. 
Another issue of importance in actual practice is that the group velocities of the flexural wave 
(
0
A ) obtained from the finite element model and the experiment are slightly dissimilar as 
depicted in Figure 6.5. In this figure, the group velocity is plotted against the scattering angle 
  with origin at the centre of the sensor array. The imperfect match between the finite 
element modelling and the real structure could potentially distort the reconstructed damage 
shape and affect the damage size and severity. In the present case for a centred scatterer, the 
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effect is quite minor, as the calculated damage profiles from experimental data presented in 
Figure 6.3(c, d, f) closely match those obtained from simulated and analytical data depicted in 
Chapter 4 and Chapter 5. 
6.2.2 Multi-site Scatterer 
To demonstrate the imaging performance for a flat plate with multi-site scatterer, a second 
circle shaped part-through damage with d 8 mm and 
h
 0.1 is milled at (x, y) = (15, 15) 
mm relative to the origin of the sensor array. Unlike the method prescribed in Section 6.2.1, a 
fixed rectangular time-gating window which spans from 40 µs to 120 µs is used instead to 
extract all direct path scattered signals from the multi-site scatterer. The time length and 
position of the window are determined from prior knowledge of (i) the scatterers’ locations 
relative to the sensor array, (ii) the input pulse time duration and (iii) the 
0
A  mode group 
velocity. 
 
 
a b 
Figure 6.6 Reconstruction using MTR formula and experimental data for multi-site 
scatterer with mm12
1
d , 28.0
1

h
 , )0,0(),(
11
yx  and mm8
2
d , 1.0
2

h
 , 
mm)15,15(),(
22
yx ; a) 3D variation and b) 2D variation. 
Figure 6.6 displays the reconstruction for the multi-site scatterer using the MTR formula. The 
three-dimensional variation in Figure 6.6(a) shows a strong peak with maximum amplitude of 
0.6 rising at the origin. However, the quality of this reconstruction is not as good that for the 
case of a single scatterer in Figure 6.3(c). The myriad smaller peaks within the main profile 
are perhaps attributed to multi-path scattering between the two scatterers. Figure 6.6(b) shows 
a full colour two-dimensional variation plot of the reconstruction. The true size and location 
of the scatterers are outlined by white discontinuous lines. The figure reveals that the off-
centred damage is not reconstructed. The obvious reason to this is due to undersampling of 
the data matrix i.e. insufficient sensors in the array and hence inadequate illumination and 
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viewing angles to capture all information about the damage. For the present damage example, 
Equation (5.15) dictates a minimum of 28 active sensors. 
 
 
a b 
 
 
c d 
Figure 6.7 Reconstruction using MTR formula and finite element simulated data for 
multi-site scatterer with mm12
1
d , 28.0
1

h
 , )0,0(),(
11
yx  and mm8
2
d , 
1.0
2

h
 , mm)15,15(),(
22
yx ; 16N  sensors a) 3D variation and b) 2D variation, 
32N  sensors c) 3D variation and d) 2D variation. 
To verify that the poor quality of reconstruction obtained in Figure 6.6 is indeed attributed to 
insufficient angular sampling, Figure 6.7 shows the imaging results using finite element 
simulated data for similar damage specifications and for N 16 and 32 sensors. It should be 
noted that the simulated data is calculated and processed in accordance to the modelling setup 
and procedure outlined in Chapter 5. With N 16, Figure 6.7(a, b) reveals a clear image for 
the centred scatterer but not for the off-centre damage. Moreover, the main profile is skewed 
in the direction of the off-centre scatterer. The figure also exhibits artefacts around the centred 
damage. As noted in Section 5.3.3, the characteristic skew and artefacts are attributed to 
0
A  
mode multi-path scattering between the two scatterers. The off-centre damage is distinctly 
reconstructed in Figure 6.7(c, d) using N 32 sensors. Furthermore, the reconstruction for the 
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centred scatterer in the present result exhibits less severe skew relative to the result employing 
16 sensors.  
6.2.3 Off-centre Scatterer in Plate with Hole Feature 
 
 
a b 
Figure 6.8 Reconstruction using MTR formula and experimental data for off-centre 
scatterer mm8d , 1.0
h
  and mm)15,15(),( yx  in plate with hole feature at the 
origin; a) 3D variation and b) 2D variation. 
An example of the imaging result obtained by using the MTR formula for an off-centred 
scatterer in a flate plate with added structural complexity is depicted in Figure 6.8. In this 
example, the centre damage in the earlier results from Section 6.2.1 and Section 6.2.2, 
(henceforth referred to as a hole feature), is integrally part of the flat plate. Essentially, the 
total signals that were measured for the case with a single centred scatterer in Section 6.2.1 
are now taken as the baseline signals for the present case. Of pertinence, a new set of Green’s 
function for the structure including the hole feature is determined with finite element 
calculations. The off-centre scatterer and time-gating window employed to extract the 
0
A  
mode scattering signals are similar in configuration and setup, respectively, to those defined 
for the example with multi-site scatterer in Section 6.2.2. Prior to calculating the image, the 
data matrix is factorised, up-sampled through interpolation and unfactorised using the 
procedure discussed in Section 5.4. 
Figure 6.8 shows a significant peak at the actual location of the damage. Moreover, the 
estimated size of the scatterer along the y-axis is 7.5 mm and the severity is predicted as 0.12. 
These values are comparable to the actual values of 8d mm and 1.0
h
 . In fact, the 
accuracy for estimated severity is better than that obtained for the centred case in Section 
6.2.1. The three-dimensional plot also reveals numerous tall crests and deep troughs 
surrounding the main reconstructed peak. Additionally, the predicted scatterer shape given by 
the two-dimensional plot is not exactly circle in shape. Note that the hole feature is 
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represented by a solid magenta circle with grey dashed lines in Figure 6.8(b). The imaging 
artefacts and poor reconstruction of damage shape are collectively attributed to discrepancies 
in the Green’s function between the real structure and the structure modelled using finite 
element calculations. These discrepancies are expounded in Section 6.3.3. 
 
 
a b 
Figure 6.9 Reconstruction using MTR formula, 16N  sensors and finite element 
simulated data for off-centre scatterer mm8d , 1.0
h
  and mm)15,15(),( yx  in 
plate with hole feature at the origin; a) 3D variation and b) 2D variation. 
The imaging result using the MTR formula with 16 sensors and a data matrix populated by 
finite element simulated data is shown in Figure 6.9. The result exhibits excellent 
reconstruction of the off-centre damage despite obvious low-levels of grating lobes 
throughout the imaging domain. By comparison, these grating lobes are less severe than those 
exhibited by the experimental imaging result in Figure 6.8. The damage size and severity are 
estimated as 7.5 mm and 0.08, respectively. Furthermore, the reconstructed damage geometry 
is almost circular. These results would have been obtained using experimentally measured 
data if highly accurate Green’s function were employed in the imaging formula. 
6.3 Imaging for Defect in Stiffened Isotropic Plate 
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Figure 6.10 Schematic showing damage configuration simulated by brass rods in a 
stiffened plate. The plate is bonded between two concentric brass rods. 
The inhomogeneity (damage) for the stiffened isotropic plate is simulated by two concentric 
circle shaped brass rods of diameter 10 mm and height 5 mm each. The setup for the stiffened 
isotropic plate and sensor array is discussed at the start of Section 6.1. To minimise wave 
mode conversion in the scattered field, the plate faces are sandwiched between and bonded 
with superglue to the brass rods. Figure 6.10 shows a schematic of the damage configuration. 
 
Figure 6.11 Schematic showing sensor array network with 32N  equispaced sensors. 
The array is divided into two groups of 16 sensors. 
It should be recalled that the sensor array is composed of 32 equispaced active sensors which 
results in 1024 actuator–receiver interrogation paths for sequential probing of the damage. 
However, the data actuation and acquisition system is limited to 16 channels and hence 256 
paths. To measure all 1024 paths, manual switching of the channels and sensors is required. 
For convenience, the baseline and total field signals can be measured in two groups of 16 
sensors. Figure 6.11 shows an illustration of the groups and the sensors which are numbered 
from 1 to 32 in anti-clockwise manner. The size of the resulting voltage matrix S
ij
Vˆ  is 32×32 
rows and columns, but the matrix is sparsely populated by empty (no value) elements in 
alternate rows and columns as, 
.
oddeven,
evenodd,
for,valuenoˆ






ij
ij
V S
ij
 (6.4) 
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The values for the empty elements can be determined by interpolation and extrapolation from 
the neighbouring elements . The baseline voltage matrix can also be treated with the same 
procedure. 
Similar to the calculations and procedures for the flat plate in the preceding section, the data 
matrix is factorised, up-sampled to match the number of Green’s function datasets and 
unfactorised prior to constructing the image. 
6.3.1 Centred Scatterer 
  
a b 
  
c d 
Figure 6.12 Measured voltage for stiffened plate with centred scatterer using 1j  and 
17i ; a) baseline signal, b) scattered signal, c) windowed scattered signal and d) 
frequency-domain windowed scattered signal. 
An example of the baseline voltage signals measured for actuator j 1 and diametrically 
opposite receiver i 17 is shown in Figure 6.12(a). As before, the signal packets from 0 to 
about 100 µs represent similar signal features to those reported for the flat plate in Section 
6.2.1. The signal after 100 µs is attributed to reflections from the stiffener. These reflections 
also include mode-converted waves 
0
A –
0
S  and 
0
S –
0
A . Figure 6.12(b) displays the 
scattered wave field signal for the same index ij. The signal at the vicinity of 50 µs 
corresponds to the 
0
S  mode while the pulse centred at approximately 75 µs is associated with 
the 
0
A  mode. From these direct-path signals, the amplitude ratio of scattered to baseline 
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signal for the 
0
A  and 
0
S  modes are about 80% and 10%, respectively. Multi-path reflections 
from the stiffener are responsible for the signal measured onwards of 100 µs. 
A rectangle window of varying time length is used to extract the 
0
A  mode scattered signal. 
Depending on sensor index ij, the window spans from 60 µs to 150±30 µs. This time length is 
determined from prior knowledge of the input tone burst and locations for sensors and 
stiffener relative to the damage. Figure 6.12(c) shows the time-gated version of the scattered 
signal in Figure 6.12(b). The time-gating method serves to retain the direct path and the first 
reflected 
0
A  mode. However, the method cannot completely exclude all
0
S  mode and mode 
converted reflections. Consequently, some of these waves are inadvertently included in the 
calculation of the voltage matrix S
ij
Vˆ . The frequency-domain version of Figure 6.12(c) is 
depicted in Figure 6.12(d). Unlike the result for the flat plate in Figure 6.2(d), the present 
result exhibits numerous amplitude spikes within a frequency bandwidth of ±80 kHz. These 
spikes are attributed to the direct and multi-path reflections. Moreover, the spikes do not fall 
to zero value and appear to oscillate about a smooth Gaussian-like function. 
  
a b 
  
c d 
Figure 6.13 Reconstruction for centred bonded brass rods using MTR formula; a) 3D 
variation, b) 2D variation at 50% maximum amplitude, c) profile variation along x-axis 
and d) profile variation along y-axis. 
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Figure 6.13 shows the imaging result for the bonded brass rods at the sensor array origin 
using the MTR formula. It should be noted that the amplitude of the image (as well as the 
results in Section 6.3.2) does not predict the severity of the scatterer. This is because; the 
formulations which underpin the imaging algorithms assume reduction and not addition of 
localised plate properties. Secondly, the voltage matrix S
ij
Vˆ  is used in-place of data matrix 
ij
K , i.e. the electro-mechanical transfer functions from Equation (6.2) and Equation (6.1) are 
excluded in constructing the imaging result. 
The three-dimensional variation result in Figure 6.13(a) shows a significant amplitude at the 
centre of the imaging domain. The reconstructed profile is corrupted my numerous crests and 
troughs. As revealed in Figure 6.13(b), the outline of the reconstructed scatterer is almost 
circle in shape and is comparable to the actual geometry of the rods. The two-dimensional 
variation plot also exhibits a depression which covers about half the region of the 
reconstructed scatterer. From the profile views in Figure 6.13(c, d), the average estimated size 
along the x and y axes is 9.4 mm. This compares favourably to the actual scatterer diameter 
10d mm. However, undesirable grating lobes are observable at the base of the main 
reconstruction profile. By comparison, the imaging results using simulated data for the 
stiffened plate in Section 5.3.5 do not exhibit these characteristic grating lobes. These lobes 
indicate a probable mis-match in phase and magnitude of the Green’s function from the real 
structure and the structure modelled with finite element simulations. 
6.3.2 Off-centre Scatterer 
Figure 6.14 shows the imaging result using the MTR algorithm for an off-centre scatterer 
located at (x, y) = (9, 6) mm. Just like the case for the centred scatterer, a strong amplitude is 
reconstructed at the location of the actual scatterer in Figure 6.14(a). The result also exhibits 
many noise-like ampltiudes in the imaging domain. These small peaks are shown to increase 
in strength around the base of the main reconstruction. As displayed by the two-dimensional 
variation plot in Figure 6.14(b), the outline of the scatterer is not distinct and does not indicate 
the shape of the actual scatterer. The quality of the profiles along the x and y axes are also 
poor as shown in Figure 6.14(c, d). Consequently, the average estimated size of the scatterer 
is unreliable despite being comparable to the true scatterer diameter. The profile views also 
reveal undesirable depressions in the main reconstructed profile which are attributed to the 
presence of severe grating lobes in the image domain. These lobes appear to be more 
destructive relative to those recorded for the centred case in Figure 6.13. The result obtained 
for the present case is a far cry from the excellent result achieved with simulated data in 
Figure 5.18. 
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a b 
  
c d 
Figure 6.14 Reconstruction for off-centre bonded brass rods using MTR formula; a) 3D 
variation, b) 2D variation at 50% maximum amplitude, c) profile variation along x-axis 
and d) profile variation along y-axis. 
 
6.3.3 Green’s Function in Complex Structures 
The unsatisfactory imaging results obtained for the stiffened plate as well as the flat plate with 
a hole feature are caused by modelling discrepancies in the Green’s function from the real 
structure and the structure in finite element calculations. To ascertain that this hypothesis is 
valid, the wave field data for a flat plate and a stiffened plate, measured experimentally using 
a laser Doppler vibrometer (LDV), and calculated numerically using the finite element 
method, are compared. 
Figure 6.15 illustrates the experimental setup for measuring of the wave field for a stiffened 
plate using a Polytec MSA-500 LDV. The setup for a flat plate is similar but excludes the 
stiffener. The aluminium plate was instrumented with a single disc PWAS. Additionally, the 
dimensions of the plate and stiffener are given by Figure 6.15. Similar with all experimental 
work in this chapter, the guided waves were actuated using a 5.5-cycle Hann window tone-
burst at 200 kHz. Moreover, the stiffener and PWAS were bonded to the plate using superglue 
and conductive epoxy, respectively. 
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Figure 6.15 Schematic showing experiment setup for wave field measurements using a 
laser Doppler vibrometer. 
For this particular experiment, the PWAS was driven by a NF Corp. High Speed Bipolar 
Amplifier HSA 4101 at 20× gain. Furthermore, the line input for the amplifier was provided 
for by the MSA-500 in-built function generator with output voltage of 5V. The LDV was also 
setup to employ VD-09-20mm/s/V controller card at a sampling frequency of 5210 kHz. 
Starting from the PWAS as the origin, as illustrated in Figure 6.15, the time-domain vertical 
plate displacements (z axis) were measured using the LDV along the x axis at an interval of 5 
mm. A post-trigger delay of 6 µs was defined, i.e. the displacement-time measurements began 
recording 6 µs before the actuation of the PWAS. The delay was necessary and peculiar for 
generating a clean and smooth input function to drive the PWAS using the MSA-500 in-built 
function generator. 
A finite element model using three-dimensional solid elements was created for the flat and 
stiffened plates in Figure 6.15. Each element of the model has sides and height of 0.5 mm and 
0.4 mm, respectively. The thickness of the plate was hence represented by 5 finite element 
nodes (4 elements) and is sufficient for modelling guided waves using solid brick elements . 
To exclude all wave reflections other than those induced by the flanges of the stiffener, 
absorbing boundaries similar to that used for calculating the simulated data in Chapter 4, were 
applied to the edges of the plate and ends of the stiffener. The adhesive which was used to 
attach the stiffener to the plate in the experiment was not modelled in the finite element 
simulation, i.e. the stiffener was rigidly connected to the plate. Figure 6.16(a) shows a close-
up view of the finite element mesh for the plate and the stiffener. The finite element model for 
the flat plate is similar but excludes the mesh which represents the stiffener. 
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a b 
Figure 6.16 FE model using 3D solid elements for a stiffened plate; a) interface between 
the plate and the stiffener and b) actuation of the guided wave. 
In the experiment, the circle shaped PWAS expands and contracts in the radial direction when 
actuated. This motion, through the bonding adhesive layer, applies a surface strain on the area 
covered by the PWAS to initiate both symmetric and anti-symmetric modes of guided waves 
in the plate . To simulate this phenomenon in the three-dimensional finite element model, the 
guided wave is actuated by a total surface force of 1 N on the finite element surface nodes 
covered by the 6.35 mm diameter circular PWAS area as shown in Figure 6.16(b). Note that 
neither the PWAS nor the adhesive used to bond the PWAS to the plate in the experiment 
were modelled in the simulation. However similar to the experiment, the applied force on the 
surface finite element nodes, which is represented by the tiny arrows in Figure 6.16(b), was 
defined to expand and contract in the radial direction from the centre of the PWAS. The 
function employed to actuate the wave was similar to that in the experiment. Moreover, a 6 µs 
zero-pad was included at the start of the input signal to emulate the delay which was used in 
the emperiment. The vertical plate displacements were extracted along the x axis and on the 
surface of the plate at a frequency of 2 MHz. 
The finite element model has a total of 4.3 million nodes and approximately 3.5 million 
elements. A step-time of 50 ns was chosen for calculation of the finite element model using a 
computer system similar to that employed for the computational study in Chapter 5. 
Figure 6.17 shows the measured out-of-plane displacements for four locations along the x 
axis, x = 50, 100, 150 and 200 mm of a flat plate using the LDV and finite element method. 
The experiment and finite element results are represented by red and blue lines, respectively. 
Additionally, these results are normalised by the maximum value of itself to obtain maximum 
and minimum values of 1 and −1 in the plots. From Figure 6.17(a), the experiment and finite 
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element results for location x = 50 mm show that the arrival time for 
0
A  mode was 38 µs. 
Furthermore, the 
0
A  mode group velocity was approximately 2600 m/s. The figure also 
shows that the phase from both results were almost similar. The signal appearing after 110 µs 
in the experiment result is attributed to wave reflections from the edges of the flate plate. 
  
a b 
  
c d 
Figure 6.17 Normalised out-of-plane displacements along the x axis for a flat isotropic 
plate obtained from LDV measurements and FE method; y = 0 a) x = 50 mm, b) x = 100 
mm, c) x = 150 mm and d) x = 200 mm. 
As evident in Figure 6.17(b ‒ d), the experiment and finite element results are quite similar in 
accuracy for the 
0
A  mode. Moreover, the quality of these results as well as the signal features 
at the end of the experimental results is the same to that for the results in Figure 6.17(a). At 
positions x = 100, 150 and 200 mm, the 
0
A  mode arrival times are 57, 76 and 96 µs, 
respectively. These arrival times correspond to a group velocity of 2600 m/s. Figure 6.17(b ‒ 
d) also displays a tiny signal pulse appearing before the 
0
A  mode. The tiny pulse is identified 
as the symmetric 
0
S  mode. As the fundamental symmetric wave mode travels at almost twice 
the velocity for the flexural mode, the delay in arrival time between both modes increases 
with wave propagation distance. The 
0
S  mode is faint and hence difficult to discern for the 
experiment results due to low-levels of background noise. 
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a b 
  
c d 
Figure 6.18 Normalised out-of-plane displacements along the x axis for a stiffened plate 
obtained from LDV measurements and FE method; y = 0 a) x = 50 mm, b) x = 100 mm, 
c) x = 150 mm and d) x = 200 mm. 
 
Figure 6.18 displays the out-of-plane displacements for the stiffened plate presented in Figure 
6.15. Similar to the results in Figure 6.17, the displacements were recorded for four locations. 
The measurement positions at x = 50, 100, 150 and 200 mm are illustrated by the red solid 
circles in Figure 6.15. Additionally, the stiffener is situated between points x = 100 and 150 
mm.  
At x = 50 mm, the finite element result in Figure 6.18(a) shows the direct path 
0
A  mode 
arriving at 38 µs. This signal is followed by a small pulse and a larger packet appearing at 99 
µs. These pulses are identified as reflections due to the stiffener. The small and larger pulses 
are 
0
S ‒
0
A  mode-converted wave and 
0
A ‒
0
A  mode wave, respectively. The experiment 
result shows a similar single packet for the direct path 
0
A  mode. However, the reflections due 
to the stiffener cannot be distinctly identified. The signal at 100 µs appears to represent the 
0
A ‒
0
A  mode reflected wave, but does not resemble the result obtained by the finite element 
method. 
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From Figure 6.18(b), the finite element result clearly shows a single signal packet consisting 
of two pulses which are slightly conjoint. The first and second pulses are identified as the 
0
A  
mode direct path and reflected waves, respectively. The 
0
S ‒
0
A  mode-converted wave which 
was previously identified for the finite element result in Figure 6.18(a) is now embedded 
within the signal packet of the present result. The experiment result from Figure 6.18(b) 
shows a single signal pulse with a long trailing tail arriving at about 57 µs. The trailing tail is 
attributed to the wave reflections from the stiffener. However, these reflections are less 
distinct relative to the result obtained using the finite element method. 
Figure 6.18(c) shows the out-of-plane displacement result at x = 150 mm which is a 
measuring position 10 mm infront of the stiffener and downstream of the travelling wave. The 
finite element result clearly shows two well-defined signal pulses with the smaller and larger 
packets centred at 45 µs and 75 µs, respectively. Moreover, a third signal packet is partially 
observable at the tail end of the large signal pulse. This additional signal could be attributed to 
multi-path reflections within the width of the stiffener flange. The small pulse arriving at 45 
µs is attributed to the 
0
S ‒
0
A  mode-converted wave, i.e. some wave energy from the 
0
S  
mode converts into 
0
A  mode as the wave travels across the stiffener. Unlike the finite 
element results for x = 50 and 100 mm, the large signal packet which is identified as the direct 
path 
0
A  mode appears slightly distorted and stretched for the present case. The experimental 
measurement shows two distinct pulses; one centred at approximately 75 µs and a second 
arriving at about 105 µs. Of importance, the first pulse is identified as the direct path 
0
A  
mode wave. In contrast to the finite element result, this pulse does not appear distorted or 
stretched. Furthermore and unlike the finite element result, no distinct displacements were 
captured before 60 µs for the experiment. The second pulse is attributed to reflections from 
the plate edges and the stiffener. 
The finite element and experiment results, in particular signal features, in Figure 6.18(d) for x 
= 200 mm are almost similar to the results in Figure 6.18(c). The major differences are a time-
shift which corresponds to the new location, and a further but slight stretch in the direct path 
0
A  mode due to dispersion effects. 
The results in Figure 6.18 show that there are subtle but significant discrepancies between the 
wave responses obtained by experimental measurements and finite element calculations. 
These discrepancies, as noted earlier in the chapter, could eventuate in considerable 
differences in the Green’s function for the real structure and the structure modelled using the 
finite element method. 
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6.4 Discussion 
It should be noted that the centred scatterer in the flat plate can be reconstructed from 
measurements taken by one actuator and 16 receivers since the structure along with the 
damage are axisymmetric with respect to the centre of the sensor array. The measurements 
would initially result in a single fully filled row, (henceforth known as the master row), in the 
data matrix. Subsequently, the remaining elements of the N×N data matrix can be filled by 
duplicating the master row in the column-wise direction, following by sequential circle 
shifting of the elements by N2  radian in the row-wise direction. The perfectly 
axisymmetric imaging results for the centred damage in the flat plate was infact the result of 
deploying the aforementioned procedure.  
In Figure 6.12(d), the severity and spacing of the spikes in the frequency-domain signal for a 
multi-site damage are related to the type of wave mode-conversion, strength of the multi-path 
reflections and time delay between the direct and multi-path scatter signals. A similar result 
would be obtained for the case of a stiffened plate with a single damage of multi-site damage. 
It is worth recalling that the individual scatterers, (irrespective of location and severity), for 
the case of multi-site damage in a flat plate require no more than 16 sensors for adequate 
angular sampling. However, deploying the factorising-unfactorising approach at either 
scatterer location, particularly for the smaller damager, does not improve the quality of the 
reconstruction in Figure 6.6. The likely reason to this is that the scattered wave field is 
dominated by the wave field induced by the larger damage. 
The MTR algorithm has been employed for all cases presented in this chapter since this 
formula performs best for problems exhibiting multi-path scattering due to multi-site damage 
and structural complexities. The MDT and MBF algorithms would perform just as well as the 
MTR algorithm for multi-site scatterers in a flat plate and for cases displaying weak wave 
interactions. However, the reconstruction quality for the MDT and MBF formulae would 
degrade rapidly for complex structures showing strong wave interactions, along with a data 
matrix corrupted by environmental noise. As noted elsewhere in this thesis, the MDT 
algorithm suffers from an inherent deficiency with the Green’s function and shape function 
appearing in the denominator. Additionally, the MBF does not employ the Green’s function 
and therefore cannot compensate for wave interactions to result in accurate reconstructions 
for complex structures. 
Finally, it is noted again that the study in Section 6.3.3 used solid three-dimensional elements 
and not shell elements for the finite element simulations. The point of using solid elements 
was to demonstrate the difficulty and importance of high accuracy modelling for obtaining the 
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Green’s function of a complex structure using finite element method. In practice, the 
travelling wave mode in a flat plate is mostly flexural (or extensional). Mode-coupling arising 
from the damage are ususally weak and hence do not substantially degrade imaging accuracy. 
The Green’s function for such a structure can be easily obtained using shell elements. 
For a complex structure, multi-path wave interactions and mode-converted waves are bound 
to occur. These waves along with the direct path flexural wave are recorded by the PWAS as 
a convoluted train of signals which is difficult to time-gate. A finite element model using 
shell elements cannot capture the mode-converted waves. Consequently, the numerically-
determined Green’s function cannot fully characterise a complex structure and the subsequent 
imaging results as evident by Figure 6.13 are of unsatisfactory reconstruction quality. The 
sole method to include the effects of mode-conversion in the numerically-determined Green’s 
function is to use solid elements for the finite element model. Despite employing solid 
elements and modelling the actual actuation of a travelling wave by a PWAS, the results in 
Section 6.3.3 suggest that a highly realistic finite element model which incorporates 
modelling of the various structural interfaces is necessary to provide wave responses and 
hence Green’s function that are comparable to the real structure. It appears that measuring the 
Green’s function experimentally for the whole structure using a LDV is an easier task. 
6.5 Conclusion 
Imaging results for a centred damage and multi-site damage for a flat isotropic plate have 
been shown. Moreover, the imaging results for an off-centred damage in a flat plate with a 
hole feature, and bonded masses for a stiffened plate have been presented. The MTR and 
MDT formulae employ numerically-determined Green’s function with a view to compensate 
for multi-path wave interactions. These imaging formulae along with the MBF algorithm used 
experimentally measured signals as input for the data matrix. 
The results displayed excellent quality in reconstruction and characterisation of damage size 
and damage severity for a centred damage in a flat plate. The reconstruction for a multi-site 
damage of unequal size and severity could not characterise the damage owing to inadequate 
angular sampling of the scatterer. The damage size and severity can be characterised using the 
MTR algorithm for a flat plate exhibiting weak wave interactions between a hole feature and 
the off-centred damage. Although the estimated damage shape for this result is not as good 
relative to the result for a centred damage in a flat plate, the result for the off-centred damage 
is nonetheless significant in practice. 
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The imaging results for the bonded masses in a stiffened plate exhibiting strong wave 
interactions were dominated by destructive grating lobes at and around the location for the 
damage. The least the results could provide was an estimate for the outline of the scatterer. 
Descrepancies in the Green’s function between the real structure and the structure modelled 
using the finite element method, were responsible for the poor imaging results. The grating 
lobes can be alleviated by employment of the Green’s function measured experimentally with 
a LDV or determined numerically using highly accurate three-dimensional finite element 
analyses. 
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7 Conclusions and Recommendations 
7.1 Conclusions 
The central aim of this thesis has been to develop new imaging algorithms for quantitative 
characterisation of early damage in the near-field and for complex plate-like structures.  
In this thesis, new imaging algorithms viz. (i) generalised diffraction tomography, (ii) 
beamforming, and (iii) reverse time migration have been derived and extensively compared. 
Based on concepts of beamforming, time reversal and diffraction tomography, the new 
algorithms are known as modified diffraction tomography (MDT), modified time reversal 
(MTR) and modified beamforming (MBF), respectively. These three algorithms lead to 
reconstruction integrals which have a very similar mathematical structure. The initial testing 
of the algorithms relied on acoustic waves. Moreover, it has been shown that the algorithms 
lead to quantitative estimates for both damage size and damage severity, even in the near-field 
where the sensors and the scatterer are in close proximity.  
The new algorithms were also compared under the framework of Mindlin plate theory by 
applying the Born approximation for scatterers modelled as corrosion damage in metal plates 
and delamination in fibre-laminated plates. The imaging results showed excellent 
reconstruction quality and estimation for damage size and severity in the near-field. 
Moreover, it has been shown that these algorithms are simple to implement in practice. 
Systematic testing also revealed that the imaging algorithm based on reverse time migration 
concept was least affected by noise in the required input data matrix and potentially the best 
performing algorithm in the presence of multi-path wave interactions. The analytical 
formulations and subsequent extensive testing have provided full solutions to research 
questions 1, 3 and 6 (c.f. Section 2.5).  
Imaging results for an assortment of damage configurations and structural cases have been 
systematically presented using numerically-determined Green’s function and scattered wave 
field data computed by finite element simulations. The results distinctly showed excellent 
quality in reconstruction and characterisation of damage size and severity, even for a plate-
like structure exhibiting weak wave interactions. For a structure displaying strong wave 
interactions, the MTR algorithm amongst all three algorithms was the sole method capable of 
providing quantitative information about the damage. These results along with the discoveries 
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made with the analytical testings in Chapter 3 and Chapter 4 provide full answers to research 
questions 2 and 5 (c.f. Section 2.5). 
A two-step approach has been developed to compensate for damage characterisation using a 
data matrix sampled by minimal number of sensors. In the first step, the approach necessitates 
factorisation of the input data matrix at the centre-of-gravity for the scatterer by the 
prevailing Green’s function. This is followed by up-sampling of the data matrix through an 
interpolation scheme to match the total number of Green’s function datasets. The second step 
involves defactorising the data matrix to restore phase information of the damage. In 
development of this approach, it was determined that the rank and bandwidth of the input data 
matrix dictate the minimum number of sensors to be employed to capture all information 
about the damage. These results provide a complete solution to research question 4 (c.f. 
Section 2.5). 
The imaging results for a composite plate show that the imperfect reconstructed geometry is 
attributed to wave field distortions in the Green’s function and scattered wave field data. To 
characterise damage accurately, the distortions must be compensated for by new shape 
functions that can account for angular variations in wave amplitude and wavenumber due to 
material anisotropy. The new shape functions are to be employed by the MDT and MTR 
algorithms. 
Excellent imaging results which have the ability to provide satisfactory estimations of damage 
size and severity were obtained experimentally for a single circle shaped damage in a flat 
plate as well as a plate with a part-depth structural feature. The damage configurations were 
interrogated by a circular array of 16 active sensors which were just sufficient to capture all 
knowledge about the damage according to the discoveries made with the computer simulation 
studies in Chapter 5. These experimental results are complementary to the solutions provided 
for research questions 4, 5 and 6 (c.f. Section 2.5). 
The new imaging algorithms cannot reconstruct the scatterer using experimentally measured 
data for a stiffened plate exhibiting strong multi-path wave interactions. The results revealed 
minute but significant discrepancies in the Green’s function between the real structure and the 
structure modelled with finite element simulations. To get better results for immensely 
complex structures, high accuracy modelling of the structure using finite element method is 
required to obtain the numerically-determined Green’s function. Alternatively, the required 
Green’s function input can be measured experimentally from the real structure using a LDV. 
7.2 Recommendations for future work 
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The following recommendations for future research can be considered to address some of the 
open questions which have been raised or remain unanswered by the present research. 
1. While the imaging results employing finite element data in Chapter 5 were excellent, 
the damage was simulated as an abrupt step, and not a gradual change in material 
properties which is typical of real corrosion damage. The imaging performance for 
the imaging algorithms should be tested for an arbitrary shaped damage with non-
uniform changes in damage severity. 
2. The poor imaging results obtained for the stiffened plate using experimentally 
measured data were attributed to discrepancies in the Green’s function between the 
real structure and the structured modelled using the finite element method. However, 
the poor quality results could also be that the scatterer, simulated by bonded brass 
rods, was a strong scatterer and hence violated the validity of the Born 
approximation. The imaging algorithms should be tested using a part-through hole as 
damage, just like the cases which involved flat plates. Moreover, the numerically-
determined Green’s function should be computed using solid brick elements as well 
as the modelling technique which was outlined in Section 6.3.3. 
3. The multi-frequency approach which was first outlined in Section 5.3.5 should have 
also been employed for the work in the experimental verifications. In particular, the 
reconstruction quality may be improved using the multi-frequency approach for the 
case of a multi-site damage and for a plate with increased structural complexity (c.f. 
Section 6.2). 
4. It was obvious from Section 5.3.5 that the multi-frequency approach cannot 
compensate for strong wave interactions. A new investigation is required to determine 
the parameters affecting the reconstruction quality in complex plate-like structures. 
5. In Section 4.2, the influence of noise on the data matrix bandwidth and rank should 
be thoroughly studied. An approximation to the noise-free data matrix using the 
truncated singular values of a corrupted data matrix could potentially give a result 
that is tolerant against noise in the reconstruction. 
6. While the imaging algorithms in their present forms could provide good estimations 
of damage location and approximate damage size for a delamination damage in a 
quasi-isotropic fibre-laminated plate, extensions to the imaging algorithms are 
required to obtain better predictions for the damage shape and damage severity. The 
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extensions entail modifications to and new formulations of the shape function to 
account for angular variations in anisotropic material properties. 
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Appendix 
Appendix A 
The correct form of the Green’s function )0,;,(
i
tg Xx  for the two-dimensional wave equation 
can be obtained by inverse Fourier transform of Equation (3.10), and it is given by  
,,
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j
j
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ct
ctH
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

 (A.1) 
where H  denotes the Heaviside step function. It can be seen that the correct response 
exhibits as inverse square-root decay, and an infinitely long tail, following the arrival of the 
wavefront at time ct
j
 . It is this characteristic feature of two-dimensional wave 
propagation that makes it difficult in practice to obtain an exact reconstruction of broad-band 
guided wave pulses through the time reversal process, due to dispersion effect as discussed by 
Wang et al.  from a frequency domain perspective.  
Appendix B 
The objective here is to derive the multi-static data matrix for the configuration shown in 
Figure 3.7. The damage is modelled as a circular inhomogeneity of radius a , centred at 
0
x . 
The wave motion is assumed to satisfy the acoustic wave equation  with the density and 
wavespeed denoted by  , c for the background medium and by 
1
 , 
1
c  for the 
inhomogeneity. Consider first the case of an inhomogeneity centred at the origin. In 
accordance with the notation of Equation (3.6), the frequency domain fields outside and 
within the inhomogeneity can be represented by partial wave (or eigenfunction) expansions as 
follows 
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By applying the conditions for continuity of velocity and pressure on the boundary ar  , the 
linear relation between the coefficients in these expansions is derived as, 
.
n
nmnm
T   (B.4) 
Because the scatterer is radially symmetric, the matrix T is diagonal, and the diagonal 
elements in the present case are given by 
.
)()(')(')(
)()(')(')(
1
)1(
11
)1(
1
1111
akJkakHakJkaHk
akJkakJakJkaJk
T
nnnn
nnnn
nn 



  (B.5) 
The incident field due to a point source at 
j
X  is given by Equation (3.10), which, on using 
the addition theorem for Bessel functions , leads to the following expression for coefficients 
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Substituting Equations (B.6) and (B.7) into Equation (B.5) leads to the following expression 
for 
ij
K  
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Equation (B.8) also gives the data matrix for the configuration of Figure 3.7 provided that 
),(   are interpreted as the polar coordinates relative to the centre of the scatterer, as 
indicated in Figure 3.7. For the calculations reported in Section 3.8, it was assumed that the 
density 
1
  , so that the inhomogeneity is characterised by a single parameter, viz. the 
refractive index 
1
ccn  . 
Appendix C 
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For completeness of this thesis, the analytical solutions to calculate the plane-wave scattering 
amplitude and the required data matrix input are presented in this appendix. The solutions are 
based on the equations derived by Wang and Chang . 
Adopting the method of Rose and Wang , the governing equations for flexural waves depend 
on four properties, bending stiffness D , rotary inertia I , deflection inertia h  and shear 
stiffness h . The wave field is given in terms of the deflection w  and two ptentials   and 
 , with the angle of rotations defined as, 
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From Equations (C.1) and (C.2), the bending moments and shear force of the wave field is 
defined as, 
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where 12  . 
The total wave field outside the scatterer is expressed as, 
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The standing wave field inside of the scatterer is expressed as, 
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where the superscript ‘ s ’ denotes a variable pertaining to the wave field inside of the 
scatterer. 
The wavenumber k  and amplitude ratio   in Equations (C.1) ‒ (C.11) are expressed as, 
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where   is the density of the material and   represents the angular frequency. 
The coefficients nA , nB , nC , nD , nE  and nF  are determined from the following continuity 
and equilibrium conditions at the scatterer-plate interface ar  , where a  is the radius of the 
scatterer, 
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The resulting equations can be solved by either matrix inversion method using MATLAB or 
by symbolic manipulation software Mathematica. 
The plane-wave scattering amplitude S  and multi-static data matrix K  are expressed as, 
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where r  and s  are incline angles between origin 0  and a receiver rX  or source sX , 
respecitively. The variable ),( yxG  represents the Green’s function between locations x  and 
y . 
Appendix D 
In the analytical study for imaging in plate-waves using numerical data (c.f. Chapter 4), the 
MDT algorithm with shape function  )( q 1, MBF and MTR algorithms are expressed as, 
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The scaling constants 
MBF
D
~
 and 
MTR
D
~
 for the MBF and MTR algorithms, respectively, are 
defined as, 
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The constants are determined in two steps. In the first step, the point spread function is 
reconstructed using Equations (D.1) – (D.3) for a point-like damage with a low-level of 
severity, i.e. a  and 
h
  or 
d
 0.01. Next, Equations (D.4) and (D.5) are employed to 
evaluate the constant values. The calculated scaling constants 
MBF
D
~
 and 
MTR
D
~
 will change 
with the definition of 
ij
K  and the plate material properties. Moreover, the contants are also 
applicable to any type of damage variation to be reconstructed. 
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The scaling constants for the work using finite element data and experimentally measured 
data are determined using the same procedure as outlined in the preceding paragraphs. 
Because the definitions of the data matrices are similar for the data calculated using the finite 
element method and the experimental measurements, it is only necessary to evaluate the 
scaling constants once by using finite element data. 
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