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Abstract
The aim of this article is to establish a general transformation for generalized hyper-
geometric function involving hypergeometric polynomials, by the method of elementary
manipulation of series representation and to derive certain Chaundy’s formulae [3] by an-
other method. Two applications are presented; Watson’s theorem on the sum of 3F2 and
their contiguous summation formulae are deduced by means of the generalized Gauss’ sec-
ond summation theorem. Also several earlier results by Driver – Johnston [4] and Coﬀey
– Johnston [5] follow as special cases of our main ﬁndings.
Keywords : Hypergeometric Transformations; Watson’s Transformation; Chaundy’s Transforma-
tion.
1 Introduction
The theory of hypergeometric and generalized hypergeometric functions are fundamental
in the ﬁeld of mathematics and mathematical physics. Most of the elementary functions
that occur in the analysis are special cases of the hypergeometric functions.
The generalized hypergeometric function [1, P. 40, Eq. 2.1.1.1] given by
pFq


a1; :::; ap
; x
b1; :::; bq

 =
1 ∑
n=0
(a1)n ::: (ap)n
(b1)n ::: (bq)n
xn
n!
(1.1)
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1has been discussed at great length by numerous authors such as Slater [1] and Exton [2],
who have treated many of its properties, including convergence of its series representation.
The series (1.1) is convergent for all |x| < ∞ if p ≤ q and for |x| < 1 if p = q +1 while
it is divergent for all x, x ̸= 0 if p > q + 1. When |x| = 1 with p = q + 1, the series (1.1)
converges absolutely if
ℜ


q ∑
j=1
bj −
p ∑
j=1
aj

 > 0;
conditionally convergent if
−1 < ℜ


q ∑
j=1
bj −
p ∑
j=1
aj

 ≤ 0;x ̸= 1
and divergent if
ℜ


q ∑
j=1
bj −
p ∑
j=1
aj

 ≤ −1:
In (1.1), (a)n denotes Pochhammer’s symbol (or the shifted factorial), deﬁned by
(a)n =
{
1; n = 0
a(a + 1):::(a + n − 1); n = 1;2;3:::
(1.2)
obviously (1)n = n! and
(a)n =
Γ(a + n)
Γ(a)
;
where Γ is the well known Gamma function.
Many hypergeometric identities are known (see Slater [1] and Prudnikov et al. [9]).
Most are summation formulae for hypergeometric series, either inﬁnite series or terminat-
ing series including binomial coeﬃcient summations. Recent work has concentrated on
developing techniques for verifying asserted or conjectured identities, rather than deriving
new ones.
It is well known that the classical summation theorems, such as those of Gauss, Gauss
second, Kummer, and Bailey for the series 2F1; and those of Watson, Dixon, Whipple,
and Saalsch¨ utz for the series 3F2, play an important role in the theory of generalized
hypergeometric series. It should be remarked here that whenever hypergeometric functions
reduce to gamma functions, the results are very useful and have various applications.
In 1943, by using diﬀerential operators, T. W. Chaundy [3, P. 62, Eqs. (25, 26 and 27)]
obtained the following three transformation formulae written in slightly diﬀerent form
(1 − z) a
q+1Fq



a;b1;:::;bq
;
xz
z − 1
c1;:::;cq



=
1 ∑
n=0
(a)n zn
n!
q+1Fq


−n;b1;:::;bq
; x
c1;:::;cq

; (1.3)
2(1 − z) a
p+2Fq

 

1
2 a; 1
2 a + 1
2;a1;:::;ap
; −
4xz
(1 − z)2
b1;:::;bq

 

=
1 ∑
n=0
(a)n zn
n!
p+2Fq


−n;a + n;a1;:::;ap
; x
b1;:::;bq

 (1.4)
and
(1 − z) a
pFq


a1;:::;ap
; zx
b1;:::;bq


=
1 ∑
n=0
(a)n zn
n!
p+1Fq+1


−n;a1;:::;ap
; x
1 − a − n;b1;:::;bq

: (1.5)
Recently Driver – Johnston [4, Corollary 2.8] and Coﬀey – Johnston [5, Theorem 2.1,
Corollary 2.2] obtained similar fashion results for 3F2.
Also, Rathie – Rakha [10, Eq. 2.1], established a quite general transformation in-
volving hypergeometric functions by the method of elementary manipulation of the series
representations, see also [11, Eq. 1.3], where a new hypergeometric transformation formula
is derived by the same method and by appealing to Gauss’s second summation theorem
[1, P. 243, Eq. III.6].
The aim of this research paper is to :
1. Establish a quite general transformation involving hypergeometric functions by the
method of elementary manipulation of series representations.
2. Derive Chaundy’s results (1.3 - 1.5) by following a diﬀerent method.
As applications, well known and classical Watson’s theorem on the sum of a 3F2 and their
contiguous formulas obtained earlier by Lavoie, et al. [7] are then deduced by means of
Gauss’s summation theorem, and generalized Gauss’s second summation theorem obtained
earlier by Lavoie, et al. [8] viz.
2F1


a; b
; 1
2
1
2(a + b + i + 1)


=
Γ
(1
2
)
Γ
(1
2a + 1
2b + 1
2i + 1
2
)
Γ
(1
2a − 1
2b − 1
2i + 1
2
)
Γ
(1
2a − 1
2b + 1
2 + 1
2 |i|
)
×
{
Ai
Γ
(1
2a + 1
2
)
Γ
(1
2b + 1
2i + 1
2 − ⌊1+i
2 ⌋
) +
Bi
Γ
(1
2a
)
Γ
(1
2b + 1
2i − ⌊ i
2⌋
)
}
(1.6)
for i = 0;±1;±2;±3;±4;±5: Also, ⌊a⌋ denotes the greatest integer less than or equal to
a and its modulus is denoted by |a|. The coeﬃcients Ai and Bi are given in Table (1).
3i Ai Bi
5 1
12
(
−696 − 13a2 − 258b − 17b2 − 6a(53 + 3b)
) 1
4
(
8 + a2 − 10b + 5b2 + 2a(−3 + 5b)
)
4 3 − b + a(−1 + 2b) −2(b + a − 1)
3 1
2(2 − 3a − b) 1
2(−2 + a + 3b)
2 1
2(b + a + 3) − 2 −2
1 −1 1
0 1 0
−1 1 1
−2 1
2(b + a − 1) 2
−3 1
2(3a + b − 2) 1
2(3b + a − 2)
−4 1
4
(
3 + a2 − 4b + b2 + a(−4 + 6b)
)
2(b + a − 1)
−5 1
4
(
−40 + 5a2 + 6b + b2 + 2a(−11 + 5b)
) 1
4
(
8 + a2 − 10b + 5b2 + 2a(−3 + 5b)
)
Table 1: Table for the coeﬃcients Ai and Bi
2 Main Transformation Formula
Theorem 2.1. The general hypergeometric transformation formula
G+3FH+2


a; b; c; g1; :::; gG
; y
1
2(a + b + i + 1); 2c; h1; :::; hH


=
1 ∑
m=0
(a)2m(b)2m(g1)2m :::(gG)2my2m
(1
2(a + b + i + 1))2m (h1)2m :::(hH)2m(c + 1
2)m 24mm!
× G+2FH+1


a + 2m;b + 2m;g1 + 2m;:::;gG + 2m
; 1
2y
1
2(a + b + 1 + 4m + i);h1 + 2m;:::;hH + 2m

; |y| < 1
(2.7)
holds true for all y ∈ C when H − G ≥ 1. When G = H, the series absolutely converges
for |y| < 1, nally when G = H and
ℜ



1
2
(a + b + i + 1) + c +
H ∑
j=1
hj − a − b −
H ∑
j=1
gj



> 0; i ∈ {0;±1;±2;±3}
the hypergeometric transformation (2.7) absolutely converges for |y| = 1.
Proof. In order to derive (2.7), certain well-known properties of Pochhammer symbol and
the binomial series are used. We proceed as follows. Starting with the left-hand side of
(2.7), denoting it by S and expressing G+3FH+2 as a series, we have
S =
1 ∑
k=0
(a)k(b)k(g1)k :::(gG)k
(1
2(a + b + i + 1))k (h1)k :::(hH)k
yk
2kk!
{
2k(c)k
(2c)k
}
using the following known result (the immediate consequence of the Gaussian summation
formula) [6, P. 49]
2F1


−1
2n; −1
2n + 1
2
; 1
b + 1
2

 =
2n(b)n
(2b)n
4where Re(b) > 0 and n is a non-negative integer, we have
S =
1 ∑
k=0
(a)k(b)k(g1)k :::(gG)k
(1
2(a + b + i + 1))k (h1)k :::(hH)k
yk
2kk!
2F1


−1
2k; −1
2k + 1
2
; 1
c + 1
2

:
Expressing 2F1 involved in the process as series, we have
S =
1 ∑
k=0
(a)k(b)k(g1)k :::(gG)k
(1
2(a + b + i + 1))k (h1)k :::(hH)k
yk
2kk!
[
k
2] ∑
m=0
(
−k
2
)
m
(
−1
2k + 1
2
)
m (
c + 1
2
)
m m!
;
=
1 ∑
k=0
[
k
2] ∑
m=0
(a)k(b)k(g1)k :::(gG)k
(1
2(a + b + i + 1))k (h1)k :::(hH)k
yk
2kk!
(−k)2m
22m (
c + 1
2
)
m m!
;
=
1 ∑
k=0
[
k
2] ∑
m=0
(a)k(b)k(g1)k :::(gG)k
(1
2(a + b + i + 1))k (h1)k :::(hH)k
yk
(k − 2m)!m!2k+2m (
c + 1
2
)
m
:
Changing k to k + 2m and using the Bailey’s summation method [6, P. 57, Lemma
11)]
1 ∑
n=0
1 ∑
k=0
A(k;n) =
1 ∑
n=0
[
n
2] ∑
k=0
A(k;n − 2k) (2.8)
we will have
S =
1 ∑
k=0
1 ∑
m=0
(a)k+2m(b)k+2m(g1)k+2m :::(gG)k+2m
(1
2(a + b + i + 1))k+2m (h1)k+2m :::(hH)k+2m
yk+2m
m!k!2k+4m (
c + 1
2
)
m
;
=
1 ∑
m=0
(a)2m(b)2m(g1)2m :::(gG)2m
(1
2(a + b + i + 1))2m (h1)2m :::(hH)2m
y2m
m!24m (
c + 1
2
)
m
×
1 ∑
k=0
(a + 2m)k(b + 2m)k(g1 + 2m)k :::(gG + 2m)k
(1
2(a + b + i + 1) + 2m)k (h1 + 2m)k :::(hH + 2m)k
yk
k!2k:
Finally summing up the inner series, we have the right-hand side of our desired transfor-
mation. This complete the proof of (2.7).
2.1 Known Identities
In this section, we shall establish some known identities by employing known results.
(a) In our main transformation (2.7), if we take y = 1;G = H = 0, we have
3F2


a; b; c;
; 1
1
2(a + b + i + 1); 2c


=
1 ∑
m=0
(a)2m(b)2m
(1
2(a + b + i + 1))2m (c + 1
2)m 24mm!
× 2F1


a + 2m; b + 2m;
; 1
2
1
2(a + b + 1 + i + 4m);

:
5The 2F1 on the right-hand side can be evaluated with the help of generalized Gauss’s
second summation theorem (1.6), and after a little simpliﬁcation, we will have
3F2


a; b; c;
; 1
1
2(a + b + i + 1); 2c


=
1 ∑
m=0
(a)2m(b)2m
(1
2(a + b + i + 1))2m (c + 1
2)m 24mm!
×
Γ
(1
2
)
Γ
(1
2a + 1
2b + 1
2i + 1
2 + 2m
)
Γ
(1
2a − 1
2b − 1
2i + 1
2
)
Γ
(1
2a − 1
2b + 1
2 + 1
2 |i|
)
×
{
Ai
Γ
(1
2a + 1
2 + m
)
Γ
(1
2b + 1
2i + 1
2 − ⌊i+1
2 ⌋ + m
)
+
Bi
Γ
(1
2a + m
)
Γ
(1
2b + 1
2i − ⌊ i
2⌋ + m
)
}
(2.9)
for i = 0;±1;±2;±3. Also, the coeﬃcients Ai and Bi can be obtained from Table
(1) of Ai and Bi by replacing a by a + 2m and b by b + 2m respectively.
In particular, for i = 0, we have the well known and classical Watson’s theorem [1, P.
54, Eq. 2.3.3.13] on the sum of a 3F2. For a very recent proof of Watson’s theorem,
see [12].
(b) Proceeding on similar lines explained in (a), for i = 1 and −1, we get the known
results due to Lavoie, et al [7], for both of
3F2


a; b; c;
; 1
1
2(a + b + 2); 2c

 and 3F2


a; b; c;
; 1
1
2(a + b); 2c

:
Similarly, other results for diﬀerent values of i can be obtained.
3 Derivation of Chaundy's result (1.3)
In order to derive Chaundy’s result (1.3), we proceed in our proof as follows.
Proof. Denoting the left hand side of (1.3) by S, expressing q+1Fq as a series, we have
after little simpliﬁcation and using certain well-known properties of Pochhammer symbol
and binomial series
6S = (1 − z) a
q+1Fq



a;b1;:::;bq
;
xz
z − 1
c1;:::;cq



=
1 ∑
k=0
(a)k(b1)k :::(bq)k
(c1)k :::(cq)k
xkzk(−1)k
k!
(1 − z) a k
=
1 ∑
k=0
(a)k(b1)k :::(bq)k
(c1)k :::(cq)k
(−1)kxkzk
k!
1 ∑
n=0
(k + a)n
n!
zn
=
1 ∑
k=0
1 ∑
n=0
(a)k(b1)k :::(bq)k
(c1)k :::(cq)k
(−1)kxk
k!
(k + a)n
n!
zn+k
=
1 ∑
k=0
1 ∑
n=0
(b1)k :::(bq)k
(c1)k :::(cq)k
(−1)kxk
k!
(a)k+n
n!
zn+k:
Now, changing n to n − k and using the result (2.8) we have
S =
1 ∑
n=0
1 ∑
k=0
(b1)k :::(bq)k
(c1)k :::(cq)k
(−1)kxk
k!
(a)n
(n − k)!
zn
=
1 ∑
n=0
1 ∑
k=0
(b1)k :::(bq)k
(c1)k :::(cq)k
(−1)kxk
k!
(a)n(−n)k
(−1)kn!
zn
=
1 ∑
n=0
(a)nzn
n!
zn
1 ∑
k=0
(b1)k :::(bq)k(−n)k
(c1)k :::(cq)k
xk
k!
summing up the inner series, we have
S =
1 ∑
n=0
(a)nzn
n!
zn
q+1Fq


−n;b1;:::;bq
; x
c1;:::;cq


which the right hand side of (1.3). This completes the proof of (1.3).
In exactly the same manner, the results (1.4) and (1.5), can also be established. So we
prefer to omit the details.
Remark 3.1. 1. In (1.3), if we take x = 1;z = −1
r;q = 2;b1 = 1
2b;b2 = 1
2b + 1
2;c1 =
1
2c;c2 = 1
2c + 1
2, we get after little simplication the known result [5, Theorem 2.1].
2. In (1.3), if we take x = 1;z = 1
2;q = 2;b1 = 1
2b;b2 = 1
2b + 1
2;c1 = 1
2c;c2 = 1
2c + 1
2,
we get the known result [5, Corollary 2.2].
3. In (1.3), if we take x = 1;z = −1;q = 2;b1 = 1
2b;b2 = 1
2b + 1
2;c1 = 1
2c;c2 = 1
2c + 1
2,
we get the known result [4, Corollary 2.8].
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