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a b s t r a c t
Given a set V of elements, S a family of subsets of V , and G a connected graph on vertex
set S,a connected set cover (CSC) is a subfamily R of S such that every element in V is
covered by at least one set of R, and the subgraph G[R] of G induced by R is connected.
If furthermore G[R] is k-connected and every element in V is covered by at least m sets
inR, thenR is a (k,m)-CSC. In this paper, we present two approximation algorithms for
theminimumCSC problem, and one approximation algorithm for theminimum (2,m)-CSC
problem. Performance ratios are analyzed. These are the first approximation algorithms for
CSC problems in general graphs with guaranteed performance ratios.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This paper studies approximation algorithms for minimum connected set cover problems (MCSC).
Let V be a set of elements, and S be a family of subsets of V such that
⋃
S∈S S = V . A set cover (SC) with respect to (V , S)
is a sub-family R of S such that every element v ∈ V is in some set S ∈ R. We say that S covers v. Let G be a connected
graph on vertex set S. A connected set cover with respect to (V , S,G) (abbreviated as CSC) is a set cover R with respect to
(V , S) such that the subgraph of G induced by R is connected. We use the terminology ‘set’ and ‘vertex’ interchangeably
when talking about elements in S.
The Minimum Set Cover problem (MSC) has a lot of applications in the real world. For example, in establishing a
biodiversity reserve system, a set of reserves (or protected areas) are chosen from candidate sites such that all species are
represented at the reserves. For economical reason, the object is to minimize the number of chosen reserves. This problem
can be modeled as an MSC: the set of all species is V ; for each candidate site, the set of species contained in it is a subset in
S; establishing an economic reserve system is equivalent to finding a minimum set cover.
However, the above model is not sufficient for long-term persistence of species. In fact, without more constraints, the
reserve system found by solvingMSC is almost always highly fragmented (that is, the systemmight havemany disconnected
sites), and thus is more vulnerable to natural and biological invasions [19]. To solve this problem, corridors are established
which facilitate dispersal and colonization between reserves. Experimental studies show that the presence of corridors
increases species richness [6]. In view of this consideration, many researchers incorporated connectivity criteria into their
objective functions. The connectivity criteria used in these works include incorporating a connectivity function in a multi-
objective function [21], minimizing distances between pairs of sites [16,17], minimizing the sum of all pairwise distances
between sites [2,15,17], minimizing the boundary length of a network [18], and minimizing some function which is the
combination of the boundary length and the area [14,19]. Methods used to solve these models include greedy strategy,
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integer programming, simulated annealing, and some combination of them. However, none of them has a performance
guarantee.
Minimum Connected Set Cover problem (MCSC) can serve as a simple model for the reserve system problem with
connectivity constraint: the potential corridors connect S into a graph G. Finding an economic reserve system with
connectivity constraint is equivalent to finding a minimum connected set cover.
It is well known that the MSC problem is NP-hard [9], and can not be approximated within a factor of (1 − ε) ln n for
any ε > 0 unless NP ⊆ DTIME(nlog log n) [8], where n = |V |. Since MSC is a special case of MCSC (taking G to be a complete
graph), MCSC is also NP-hard and is not (1− ε) ln n-approximable. Furthermore, Shuai and Hu [20] showed that even when
at most one vertex of the graph G has degree greater than two, the MCSC problem is still non-(1− ε) ln n-approximable. In
the case that the graph is a path, Shuai and Hu gave two polynomial-time algorithms. In the case that the graph has exactly
one vertex of degree greater than two, they proposed a (1 + ln n)-approximation algorithm. For the general case, there is
no known approximation algorithm with guaranteed performance ratio. A theoretical study on CSC was done by Cerdeira
and Pinto [3], who studied some valid inequalities for the convex hull of the set of incidence vectors of CSC.
This paper gives the first approximation algorithms for the MCSC problem in a general graph, implementing a new
parameter Dc . For any two sets S1, S2 ∈ S, distG(S1, S2) is the length of a minimum (S1, S2)-path in G, where length
refers to the number of edges on this path. Two sets S1, S2 ∈ S are said to be cover-adjacent if S1 ∩ S2 6= ∅. Let
Dc(G) = max{distG(S1, S2) | S1, S2 ∈ S and S1, S2 are cover-adjacent}. In this paper, we present two approximation
algorithms for the MCSC problem. One is a two-step algorithm. It first finds an SC using an α-approximation algorithm,
and then connects them with a Steiner Minimum Tree with Minimum Number of Steiner Points (SMT-MSP) using a β-
approximation algorithm. The performance ratio of this algorithm isα+β+αβ(Dc−1). The second algorithmuses a greedy
strategy, and the performance ratio is 1+ Dc(G) · H(γ − 1), where H is the harmonic function, and γ = max{|S| | S ∈ S}.
In many cases, Dc = 1. For example, if two reserves containing a same species are regarded to be adjacent, then Dc = 1. In
such cases, the two algorithms given in this paper has performance ratio α + β and 1+ H(γ − 1) respectively.
Then, we consider the fault-tolerant CSC problem. For a CSC R, if the subgraph of G induced by R is k-connected, and
every element of V is covered by at leastm sets ofR, thenR is a (k,m)-connected set cover ((k,m)-CSC for short). If a reserve
system takes the form of a (k,m)-CSC, then every species is represented in at least m reserves, and the connection among
the reserves is more fault tolerant in the face of disasters.
In this paper, we present a greedy algorithm for theminimum (2,m)-CSC problem, using a parameter PD(G). Given three
vertices u, v, w in a graph G, define the pair distance between u and {v,w}, denoted by dist(u; v,w), to be the shortest length
of a pair of disjoint (u, v)-path and (u, w)-path. In another words, it is the length of the shortest (v,w)-path through vertex
u. The pair diameter of a graph G is PD(G) = min{dist(u; v,w) | u, v, w are three distinct vertices in V (G)}. Our algorithm
has performance ratio (PD(G)− 1)(1+ H(γ − 1)).
The remainder of the paper is organized as follows. In Section 2, we present the two-step algorithm for MCSC. In
Section 3, we present the greedy algorithm for MCSC. In Section 4, we present the greedy algorithm for minimum (k,m)-
CSC. Performance ratios are analyzed in the corresponding sections. In the last section, we make a discussion and propose
some future work.
2. A two-step algorithm for MCSC
The idea of the two-step algorithm is simple. It combines an algorithm finding MSC with an algorithm computing SMT-
MSP.
The MSC problem has long been a research topic in combinatorial optimization, and there are a lot of approximation
algorithms for it. In some special cases, a better performance ratio than ln n can be obtained. See for example [1] page
424–425.
In an SMT-MSP problem, we are given a set of points called terminals. The objective is to find a Steiner tree spanning all
the terminals such that the number of Steiner points isminimum. For ametric space, the problemof SMT-MSPwith bounded
edge-lengths were studied in [4,7,12,13]. The best known approximation ratio for this problem is 3 [7], and a randomized
algorithm was also presented in [7] with a performance ratio 2.5 at probability at least 1/2. The SMT-MSP problem in a
general graph is a special case of the Node Weighted Steiner Tree problem (NWST), in which every node has a weight, the
objective is to choose some Steiner nodes to connect all the terminals such that the total weight of the Steiner nodes is a
minimum. Clearly, an NWST problemwith all nodes havingweight one is the SMT-MSP problem. Klein and Ravi [11] showed
that the NWST problem cannot be approximated to within less than a logarithmic factor unless NP ⊆ DTIME(klog log k), and
presented a 2 ln k-approximation algorithm by inventing an original idea of spider decomposition, where k is the number of
terminals. Later, Guha and Khuller [10] generalized this idea to branch spiders, and gave a (1.35 + ε) ln k-approximation
algorithm, which is the best guarantee known up to now. In some special case, the performance ratio can be better. For
example, in a unit disk graph, a 3.875-approximation algorithm was known [23].
The two-step algorithm is depicted in the following.
Next, we analyze the performance ratio of the above algorithm.
Theorem 1. Suppose the approximation ratio ofA and B are α and β respectively. Then the performance ratio for Algorithm 1
is α + β + αβ(Dc − 1).
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Algorithm 1
Input: (V , S,G); an algorithmA computing a minimum set cover; an algorithmB computing a Steiner tree with minimum
number of Steiner points.
Output: A connected set coverR.
1: UseA to compute a set coverR1 with respect to (V , S).
2: UseB to compute a Steiner tree T in Gwith terminal setR1. LetR2 be the Steiner points of T .
3: OutputR = R1 ∪R2.
Proof. LetR∗ be an optimal solution to MCSC, andR∗2 be a Steiner tree of G connecting terminal setR1 with a minimum
number of Steiner points. SinceR∗ is also a set cover with respect to (V , S), we have
|R1| ≤ α|R∗|. (1)
Let S be a set in R1. Suppose v is an element of V covered by S, and S∗ is a set in R∗ covering v. Then S, S∗ are cover-
adjacent, and thus distG(S, S∗) ≤ Dc . By adding at most Dc − 1 vertices of G connects S to S∗. It follows that by adding at
most (Dc − 1)|R1| vertices, all vertices inR1 are connected toR∗. Since G[R∗] is connected, we have
|R∗2| ≤ |R∗| + (Dc − 1)|R1|. (2)
Combining inequalities (1) and (2) with |R2| ≤ β|R∗2|, the approximation ratio follows. 
3. A greedy algorithm for MCSC
In this section, we present a greedy algorithm for MCSC depicted in Algorithm 2. In this algorithm, R records the sets
which have been chosen and U records the set of elements of V which have been covered. ForR 6= ∅ and a set S ∈ S \R,
anR-S path is a path in G such that its initial vertex is inR, its end vertex is S, and all the other vertices on this path are in
S \R. Clearly, for a shortestR-S path PS , it has exactly |PS | vertices in S \R, where |PS | is the number of edges in PS . We
use C(PS) to denote the set of elements of V \ U which are covered by vertices on PS . Define
e(PS) = |PS ||C(PS)| .
Algorithm 2
Input: (V , S,G).
Output: A connected set coverR.
1: Choose S0 ∈ S such that |S0| is maximum.R = {S0}, U = S0.
2: while V \ U 6= ∅ do
3: For each S ∈ S \Rwhich is cover-adjacent with a set inR, compute a shortestR-S path PS . Choose S such that e(PS)
is minimum. Add all sets on PS intoR, U = U ∪ C(PS).
4: end while
5: OutputR.
The outputR of Algorithm 2 is obviously a connected set cover for (V , S,G). Next, we analyze the performance ratio.
Theorem 2. Algorithm 2 has performance ratio 1 + Dc(G) · H(γ − 1), where γ = max{|S| | S ∈ S}, and H is the harmonic
function.
Proof. Suppose Si is the set chosen in the ith iteration (S0 is the initial set chosen in line 1). Let Si be the set of sets added
toR in the ith iteration (that is, the vertices on PSi which is not already inR). ThenRk =
⋃k
i=0 Si is the set of sets chosen
after the kth iteration. Suppose Algorithm 2 runs K rounds. ThenRK is the output of the algorithm. When Si is chosen, we
assign each element v ∈ C(PSi) a weight w(v) = e(PSi) for i ≥ 1 and w(v) = 1/|S0| for i = 0. Then each element v ∈ V is
assigned a weight exactly once, and∑
v∈V
w(v) =
K∑
i=0
∑
v∈C(PSi )
w(v) =
K∑
i=0
∑
v∈C(PSi )
|PSi |
|C(PSi)|
=
K∑
i=0
|PSi | = |RK |. (3)
(Here, PS0 is the path with only one vertex S0, C(PS0) = S0, and thus |PS0 |/|C(PS0)| = 1/|S0| is exactly the weight assigned
to elements covered by S0).
Suppose R∗ = {S∗1 , . . . , S∗opt} is an optimal solution to the CSC problem. Set N1 = S∗1 , and for i = 2, . . . , opt , set
Ni = S∗i \ (
⋃i−1
j=1 Nj). Clearly, Ni ∩ Nj = ∅ for i 6= j. SinceR∗ covers all elements of V , we see that N1, . . . ,Nopt is a partition
of V . It follows that∑
v∈V
w(v) =
opt∑
k=1
∑
v∈Nk
w(v). (4)
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Next, we show that for each k ∈ {1, . . . , opt},∑
v∈Nk
w(v) ≤ 1+ Dc(G) · H(γ − 1). (5)
Let n0 = |Nk|, and for i = 1, . . . , opt let ni be the number of elements in Nk which are not covered after the ith iteration. For
i = 1, . . . , opt , after the ith iteration, ni−1 − ni elements of Nk are covered and each such an element is assigned a weight
e(PSi) ≤ e(PS∗k ) =
|PS∗k |
|C(PS∗k )|
≤ Dc(G)
ni−1
for i ≥ 2, (6)
and at most 1/(n0 − n1) for i = 1. There is something to be explained about (6).
(a) As we shall see later, only those i with ni−1 − ni > 0 count. Hence for simplicity of statement, we assume that
ni−1 − ni > 0 for all i.
(b) As a consequence of the above assumption, S∗k is not chosen after the (i− 1)th iteration since choosing S∗k covers all
the elements in Nk. Furthermore, n0 − n1 > 0 implies that
S∗k is cover-adjacent with S1. (7)
Hence S∗k is a candidate to be chosen as S in the ith iteration for i ≥ 2. By the greedy choice of Si, the first inequality of (6)
holds.
(c) Also by observation (7), we have |PS∗k | ≤ Dc(G). Moreover, since choosing S∗k could cover all the remaining elements
in Nk, we have |C(PS∗k )| ≥ ni−1. The second inequality in (6) holds.
Then by a standard analysis in dealing with set cover problem (see for example [5] Section 35.3), we have∑
v∈Nk
w(v) ≤ (n0 − n1) 1n0 − n1 + Dc(G)
opt∑
i=2
ni−1 − ni
ni−1
≤ 1+ Dc(G)(H(n1)− H(nopt)).
Inequality (5) follows from the observation that nopt = 0 and n1 < n0 = |Nk| ≤ |S∗k | ≤ γ . Combining inequalities (3)–(5),
we have
|RK | =
opt∑
k=1
∑
v∈Nk
w(v) ≤ (1+ Dc(G)H(γ − 1)) · opt.
The theorem is proved. 
4. A greedy algorithm for minimum (2,m)-CSC
To compute a (2,m)-CSC, we make use of the ear decomposition of 2-connected graphs. An ear of a graph G is a path P in
G such that all internal vertices on P has degree two in G. An ear is open if its two ends are different, otherwise it is closed.
A cycle is a closed ear. The ear decomposition theorem says that every 2-connected graph which is not a cycle has an open
ear P such that the graph obtained by deleting internal vertices of P from G is still 2-connected. In other words, a graph G is
2-connected if and only if G can be constructed in the following way: Starting from a cycle (that is, a closed ear); iteratively
adding open ears to the graph.
Algorithm 3 computes a (2,m)-CSC by greedy strategy. It starts from a ‘most efficient’ cycle, then iteratively adds ‘most
efficient’ open ears to it until all the cover requirements are satisfied.
To compute the open ears, we use the concept of shortest (u, v)-cycle. For two distinct vertices u, v in a graph G, a
shortest (u, v)-cycle is a cycle in G through u and v such that the length of the cycle (that is, the number of edges in the cycle)
is minimum. A shortest (u, v)-cycle can be computed by any algorithm finding shortest pair of disjoint paths, since the union
of a pair of disjoint (u, v)-paths is an (u, v)-cycle. The shortest pair of disjoint paths problem can be solved in polynomial
time (see for example [22]).
For a subgraph H of G, a shortest open ear to H through a given vertex v ∈ V (G) \ V (H) can be computed as follows: Add
a new vertex s to G and connect s to every vertex in H; compute a shortest (v, s)-cycle in the extended graph; then the path
obtained by deleting s from this cycle is as required.
In Algorithm 3, each element v ∈ V is assigned a label m(v) which records the remaining number of times element
v is to be covered. Initially m(v) = m for all v. When m(v) decreases to zero, we say that the cover requirement on v is
satisfied. The total number of remaining cover requirements is recorded byM . InitiallyM = m|V |. SetU is used to record the
elements of V whose cover requirements have not been satisfied (note that the meaning of U here is different from that in
Algorithm 2).
For an ear QS computed in the algorithm, we use c(QS) to denote the number of cover requirements satisfied by adding
QS to the currently constructed 2-connected subgraph. More concretely, for each element v ∈ U , let m′(v) be the number
of sets in V (QS) \ R which cover v, and set m˜(v) = min{m′(v),m(v)}. Then m˜(v) is the number of requirements newly
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satisfied at element v by adding QS , and c(QS) =∑v∈U m˜(v) is the total number of requirements newly satisfied by adding
QS . Define the efficiency of QS to be
e(QS) = |V (QS) \R|c(QS) .
Line 6 to 11 constructs the initial cycle and line 13 to 21 iteratively adds open ears. By the ear decomposition theorem,
the output of Algorithm 3 is indeed a (2,m)-CSC.
Algorithm 3
Input: (V , S,G), where G is 2-connected and every element in V is covered by at leastm sets in S.
Output: A (2,m)-connected set coverR.
1: SetM = m|V |, U = V , andm(v) = m for each v ∈ V .
2: Choose S0 ∈ S such that |S0| is maximum. R = {S0}. For each element v ∈ S0, set m(v) = m(v) − 1. M = M − |S0|.
Remove all vertices v in U withm(v) = 0.
3: ifM = 0 then
4: OutputR.
5: else
6: For each S ∈ S \R, compute a shortest (S1, S)-cycle QS .
7: Choose S such that e(QS) is minimum.
8: for each set R ∈ V (QS) \R do
9: R = R ∪ {R}.
10: For each element v ∈ R ∩ U ,m(v) = m(v)− 1,M = M − 1, and remove v from U ifm(v) = 0.
11: end for
12: end if
13: whileM > 0 do
14: Construct a graph G˜ by adding a new vertex R0 and connect R0 to every vertex inR.
15: For each S ∈ S \ R, compute a shortest (R0, S)-cycle in G˜. Let QS be the open ear to G[R] obtained by deleting R0
from this cycle.
16: Choose S such that e(QS) is minimum.
17: for each set R ∈ V (QS) \R do
18: R = R ∪ {R}.
19: For each element v ∈ R ∩ U ,m(v) = m(v)− 1,M = M − 1, and remove v from U ifm(v) = 0.
20: end for
21: end while
22: OutputR.
Next, we analyze the performance ratio of Algorithm 3 using the pair diameter PD(G).
Theorem 3. The performance ratio of Algorithm 3 is (PD(G)− 1)(1+ H(γ − 1)), where γ = max{|S| | S ∈ S}.
Proof. Theproof idea is similar to that of Theorem2. The differences lie in dealingwith themultiple covering of each element
and estimating the length of added ear.
Suppose V = {v1, . . . , vn}where n = |V |. Duplicate each element vi bym times. Denote by Vi = {v(1)i , . . . , v(m)i }, where
v
(1)
i , . . . , v
(m)
i are the duplicates of element vi. Set V =
⋃n
i=1 Vi.
Use the notation Si, Rk as in the proof of Theorem 2. Here, S0 is the set chosen in line 2, S1 is the set chosen in line 7.
Suppose Algorithm 3 runs K rounds. For i ≥ 1, when Si is chosen, sets in V (QSi) \R are added intoR sequentially in line 8
to line 11 for i = 1 an in line 17 to line 19 for i ≥ 2 . When it is the turn to deal with R ∈ V (QSi) \R, a vertex v ∈ R ∩ U has
its copy v(m(v)) assigned a weight e(QSi) (recall that 1 ≤ m(v) ≤ m is the remaining cover requirements on v just before R
is added toR). We may regard R as covering v(m(v)). When i = 0, each element v ∈ S0 has its copy v(m) assigned a weight
1/|S0|. Then each element v(j) ∈ V is assigned a weight exactly once.
Suppose R∗ = {S∗1 , . . . , S∗opt} is an optimal solution to the (2,m)-CSC problem. Define a partition N1, . . . ,Nopt of V as
follows (writeNi =⋃ik=1 Nk for simplicity): Set N1 = {v(1) | v ∈ S∗1 }, and for i = 2, . . . , opt , set Ni = {v(j) | v ∈ S∗i , v(m) 6∈
Ni−1, j is the first index such that v(1), . . . , v(j−1) ∈ Ni−1 and v(j) 6∈ Ni−1}. Fig. 1 illustrates the partition.
The remaining proof is similar to that in Theorem 2. The only difference is using PD(G)−1 to upper bound |V (QS∗k ) \Ri|:
since the path QS∗k has exactly two ends inRi, we have |V (QS∗k ) \Ri| = |V (QS∗k )| − 2 ≤ PD(G)− 1. It should be noted that
for each k ∈ {1, . . . , opt}, |Nk| ≤ γ since each element v has at most one copy in Nk. 
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Fig. 1. An illustration of the partition.m = 2,N1 = {v(1)1 , v(1)2 , v(1)3 },N2 = {v(2)1 , v(2)2 , v(1)4 , v(1)5 },N3 = {v(2)3 , v(2)4 , v(2)5 }.
5. Discussion
In this paper, we gave two approximation algorithms for Minimum Connected Set Cover problem in general graphs.
Logarithm performance guaranteewas obtained, incorporating a new parameterDc whichmeasures themaximumdistance
between two sets covering a common element. We also gave a logarithm approximation algorithm for Minimum (2,m)-
Connected Set Cover problem, using a new parameter PD(G) which in fact measures the maximum length of an ear. These
are the first algorithms for CSC problems in general graphs with guaranteed performance ratio. To improve the performance
ratio is one of our future directions. To study the Minimum (k,m)-CDS problem for k ≥ 3 is another direction. a weighted
version of the CSC problem is also an interesting topic. However, the methods used in this paper cannot be generalized for
that. A lot of deep insight and new ideas are needed to solve it.
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