In this paper, we will analyze several quadratic-time solvable problems, and we will classify them into two classes: problems that are solvable in truly subquadratic time (that is, in time O(n 2−ǫ ) for some ǫ > 0) and problems that are not, unless the well known Strong Exponential Time Hypothesis (in short, SETH) is false. In particular, we will prove that some quadratic-time solvable problems are indeed easier than expected. We will provide an algorithm that computes the transitive closure of a directed graph in time O(mn ω+1 4 ), where m denotes the number of edges in the transitive closure and ω is the exponent for matrix multiplication. As a side effect of our analysis, we will be able to prove that our algorithm runs in time O(n 5 3 ) if the transitive closure of the graph is sparse. The same time bounds hold if we want to check whether a graph is transitive, by replacing m with the number of edges in the graph itself. As far as we know, this gives us the fastest algorithm for checking whether a sparse graph is transitive. Finally, we will also apply our algorithm to the comparability graph recognition problem (which dates back to 1941): also in this case, we will obtain the first truly subquadratic algorithm. In the second part of the paper we will deal with hardness results. In particular, we will start from an artificial quadratic-time solvable variation of the k-Sat problem and we will construct a graph of Karp reductions, proving that a truly subquadratic-time algorithm for any of the problems in the graph falsifies SETH. More specifically, the analyzed problems are the following: computing the subset graph, finding dominating sets, computing the betweenness centrality of a vertex, computing the minimum closeness centrality, and computing the hyperbolicity of a pair of vertices. We will also be able to include in our framework three proofs already appeared in the literature, concerning the problems of distinguishing between split graphs of diameter 2 and diameter 3, of solving the local alignment of strings and of finding two orthogonal binary vectors inside a collection.
Introduction
Since the very beginning of theoretical computer science and until recent years, the duality between NP-hard problems and polynomial-time solvable problems has been considered the threshold distinguishing "easy" from "hard" problems. However, polynomial-time algorithms might not be as efficient as one expects: for instance, in real-world networks with millions or billions of nodes, also quadratic-time algorithms might turn out to be too slow in practice, and a truly subquadratic algorithm would be a significant improvement, where an algorithm is said to be truly subquadratic if its time-complexity is O(n 2−ǫ ) for some ǫ > 0.
Subquadratic-Time Results
In the first part of this paper, we will analyze two well-known problems (that is, checking whether a graph is transitive and recognizing comparability graphs) and we will show that they are solvable in truly subquadratic time. For what concerns the transitivity problem, our main contribution is a new analysis of an old algorithm that finds the transitive closure of a graph [26] . This analysis will lead us to a simple modification of the algorithm itself, that will provide an O mn ω+1 4 algorithm, where m is the number of edges in the transitive closure and ω is the exponent for matrix multiplication, whose current value is 2.3727 [44] . As a consequence, we will be able to check if a graph is transitive in truly subquadratic time: as far as we know, no truly subquadratic algorithm was previously known for this problem, although many papers have been published on the computation of the transitive closure [11, 7, 34] . As a side effect of our analysis, we will be able to prove that our algorithm runs in time O(n 5 3 ) in graphs whose transitive closure is sparse: as far as we know, this gives us the fastest algorithm for checking whether a sparse graph is transitive. More importantly, combining this result with the results in [28] , we will be able to provide a truly subquadratic algorithm for recognizing comparability graphs, a widely studied graph class (for more information on comparability graphs, we refer to [10] ). As far as we know, the existence of such an algorithm was also not known before our result, even if this class of graphs is quite old (the oldest mention we were able to find dates back to 1941 [17] ).
Hardness Results
Following the main ideas behind the theory of NP-completeness, and not being able to show that a specific polynomial-time solvable problem might or might not admit a faster algorithm, researchers have recently started to prove that the existence of such an algorithm would imply faster solution for many other problems. As an example, a huge amount of work started from the analysis of the 3Sum problem, which consists of, given three sets A, B and C of integers, deciding whether there exists a ∈ A, b ∈ B, and c ∈ C such that a + b + c = 0. This problem has been widely studied and, as far as we know, the best algorithm has been provided in [4] : this algorithm is subquadratic, but not truly subquadratic. The 3Sum problem has then become a starting point for proving the "hardness" of many other problems, especially in algebraic geometry (for example, we refer the interested reader to [31] ). Notice that all these results do not deal with the notion of completeness, but they simply prove that "a problem is harder than another", relying on the fact that the easiest problem has been studied for years and no efficient algorithm has been found.
A more recent develop of this field is based on the Strong Exponential Time Hypothesis (SETH), used as a tool to prove the hardness of polynomial-time solvable problems. This hypothesis, stated in [29] , says that there is no algorithm for solving the k-Sat problem in time O((2 − ǫ) n ), where ǫ > 0 does not depend on k. Successively, researchers have started to use it in order to prove hardness results (see for example [45, 37] , where the authors address the hardness of many problems, like the all-pairs-shortest-paths, finding triangles in a graph, 2-Sat, k-dominating set, and some generalization of matrix multiplication). Starting from these works, many other hardness results based on SETH have been published, and many of them deal with dynamic problems (see, for instance, [1] ). As an example, it is worth mentioning the diameter computation, that is, given a graph, finding the maximum distance between two vertices. Despite numerous papers on the topic, no truly subquadratic algorithm has been found so far (for more details on the diameter computation, we refer to [42, 41, 16, 8] ). However, a reason for this behavior was found in [39] , where it is proved that a truly subquadratic algorithm to distinguish graphs of diameter 2 and 3 would falsify SETH (see also [40] ). This result is meaningful both because it gives a lower bound on the complexity of the diameter problem, and because it sheds some light on SETH, which is becoming more and more central in modern computer science. Other similar result are the hardness of the local sequence alignment problem, proved in [2] , and the hardness of finding two orthogonal binary vectors in a collection [43] .
On the ground of this approach, in the second part of this paper we will show that several well-known quadratic-time solvable problems are not solvable in truly subquadratic time, unless SETH is false. As a first step, we will define the problem k-Sat* (obtained through an "artificial" modification of the input of the k-Sat problem), which cannot be solved in truly subquadratic time, unless SETH is false (note that the use of the k-Sat* problem has already been implicitly suggested in [45] ). We will then design several Karp-reductions that preserve truly subquadratictime resolvability, and we will use these reductions in order to prove the hardness of several other problems (note that all problems considered, apart from the 3-dominating set, are actually solvable in quadratic time, so that the lower and upper bounds coincide, apart from logarithmic factors). More specifically, the analyzed problems are the following.
SubsetGraph: given a collection C of subsets of a given ground set X, find the subset graph of C. The subset graph is defined as a graph whose vertices are the elements of C, and containing an edge (C, C ′ ) if C ⊆ C ′ . For this problem, the first subquadratic algorithm was proposed in [47] , and in [38, 20] matching lower bounds are proved. However, these lower bounds are based on the number of edges in the subset graph, which might be quadratic with respect to the input size, apart from logarithmic factors. Our results show that the complexity of computing the subset graph is not due to the output size only, but it is intrinsic: in particular, we will prove that even deciding whether the subset graph has no edge is hard. This excludes the existence of a truly subquadratic algorithm to check if a solution is correct, or a truly subquadratic algorithm algorithm for instances where the output is sparse.
BetweennessCentralityVertex: the betweenness centrality of a vertex in a graph is a widely used graph parameter related to community structures, defined in [25] (for more information we refer to the book [36] and the references therein). Despite numerous attempts like [9, 3, 18] , there exist no truly subquadratic algorithm computing the betweenness centrality, even of a single vertex. Moreover, in [3] , it is said that finding better results for approximating the betweenness centrality of all vertices (BetweennessCentrality) is a "challenging open problem". Our analysis does not only prove that computing the betweenness centrality of all vertices in subquadratic time is against SETH, but it also presents the same result for computing the betweenness of a single vertex.
MinimumClosenessCentrality: another fundamental parameter in graph analysis is closeness centrality, defined for the first time in 1950 [5] and recently reconsidered when analyzing real-world networks (for the interested reader, we refer to [33] and the references therein). This problem has also raised algorithmic interest, and the most recent result is a very fast algorithm to approximate the closeness centrality of all vertices [14] . In this paper, we will prove for the first time the hardness of finding the "least central" vertex with respect to this measure. Simple consequences of this results are the hardness of computing in truly subquadratic time the closeness centrality of all vertices, or of extracting a "small enough" set containing all peripheral vertices.
HyperbolicityWith2FixedVertices: the Gromov hyperbolicity of a graph [27] is another parameter that recently got the attention of researchers in the field of network analysis. This parameter has relations with the chordality of a graph [46] , and with diameter and radius computation [12, 16] . In [15] , it is provided an algorithm with timecomplexity O(n 4 ), but much more efficient in practice, while in [23] an algorithm with time-complexity O(n 3.69 ) is described. The latter paper also provides an algorithm with complexity O(n 2.69 ) to compute the hyperbolicity when a vertex is fixed. One might think that if two vertices are fixed, then the bound becomes subquadratic: we will prove that this is not true unless SETH is false. This is a significant result on its own right, but it can also be used in the design of algorithms that compute the hyperbolicity of the whole graph.
3DominatingSet: the last "classical" problem analyzed is finding dominating sets in a graph, which is one of the 21 Karp's NP-complete problems [30] . Researchers have mainly tried to efficiently determine a k-dominating set when k is fixed [19] . Also negative results were published on the minimum dominating set problem: in [37] it is proved that finding a dominating set of size k in O(n k−ǫ ) would falsify SETH. Our paper proves that a subquadratic-time algorithm for the 3-dominating set problem would falsify SETH. This result is complementary to the result of [37] : their result works better on dense graphs, while our result works better on sparse graphs. We will also prove that, given a bipartite graph G = (V, W, E), finding a pair of vertices in V that dominates W is hard.
We will also be able to include in our framework three proofs already appeared in the literature, concerning the problems of distinguishing between split graphs of diameter 2 and diameter 3 [39] , of solving the local alignment of sequences [2] , and of finding orthogonal vectors in a collection [22] .
In order to prove our reductions, we have also analyzed several other problems, that play the role of "intermediate steps". These intermediate steps are very natural problems, and they can be considered as significant results on their own right. For instance, many of these problems deal with a collection C of subsets of a given ground set X, and try to find particular pairs in the collection (TwoDisjointSets, SpernerFamily, TwoCovering). These problems are very natural, but we have not been able to find any paper on the topic, apart from the SpernerFamily case, that is, finding whether there exists two sets C ⊆ C ′ in the collection C. Such a family, also named clutter, has been analyzed in many cases (see for example [21, 6] ), but no recognition algorithm has been provided, yet. For each of these set problems, this paper deals with two variations: in the first one, the size of the collection is exponential with respect to the size of X, while in the other one any size is accepted (so the problem becomes harder). Other problems have been obtained by "rephrasing" these problems in terms of graphs, for example finding dominated vertices (BipGDominatedVertex and GraphDominatedVertex). We believe that these results are interesting in their own right, but they also can be used as intermediate points for new reductions, without restarting from SETH for any new hardness proof.
Structure of the Paper
In Section 2 we will discuss the two problems that, although difficult at first glance, actually can be solved in truly subquadratic time. In Section 3 we will provide the framework in which all hardness results are given and we will state and prove all reductions. Section 4 concludes the paper and provides some open problems.
Transitive Closure and Comparability Graph Test
In this section, we will prove that the complexity of recognizing transitive directed graphs is truly subquadratic. As a result, we will also be able to provide a truly subquadratic algorithm to recognize comparability graphs.
Let us start by assuming without loss of generality that the input graph is acyclic, since the transitive closure of a connected component is a clique, and it is possible to find connected components in linear time.
The new algorithm on acyclic graphs relies heavily on a new analysis of the old algorithm published in [26] (the pseudo-code is given in Algorithm 1). This analysis is provided by the following theorem. Before proving the theorem, we will apply it in the design of truly subquadratic algorithms, both for checking transitivity closure and for comparability graph recognition. Note that the algorithm for sparse graphs is practical, since it is purely combinatoric and it does not rely on matrix multiplication like the one in [7] .
Corollary 2.2. If the transitive closure of a graph is sparse, then it can be computed in time
Proof. Apply the previous theorem with α = In order to obtain a truly subquadratic algorithm for any graph, we need to pair the previous algorithm with matrix multiplication: as a consequence, the algorithm in the following corollary might have huge constants hidden inside the O notation, differently from the previous one. . However, the value of m is not known in advance: in any case, it is enough to start by applying Algorithm 1 until the number of edges reaches n α , and continue with matrix multiplication if this is the case.
The following corollary applies the previous results to transitive graph recognition. Proof. It is easy to see that if the previous algorithms are stopped as soon as a single edge is added, the running time bounds depend on the input size and not on the output size.
Corollary 2.4. It is possible to check if a graph is transitive in time O(
Finally, next corollary will apply the previous algorithms to the comparability graph recognition problem, providing again the first truly subquadratic algorithm for this task. .
If the graph is sparse, the running time is O n 5 3
Proof. It is known that, if a graph G is a comparability graph, then it is possible to compute a transitive orientation of G in linear time [35] (for a simpler algorithm running in O(n + m log n) see [28] ). With input a graph G, our comparability test runs the transitive orientation algorithm: let H be the output of this algorithm. Then, we use the previous transitive closure algorithm (either the one for sparse graphs or the general one), in order to decide if H is transitive. If it is, G is clearly a comparability graph. If H is not transitive, it means that the graph G is not a comparability graph, since otherwise the transitive orientation algorithm would have provided a transitive orientation. The running time of comparability graph recognition coincides with the running time of the transitive closure algorithm, since all other steps are faster. This proves the theorem.
The rest of this section is devoted to the proof of Theorem 2.1, which analyzes the complexity of Algorithm 1.
Computing the transitive closure of a graph.
We will divide the proof into a sequence of lemmas. For completeness, we also include the correctness proof (Lemmas 2.6 and 2.7), already provided in [26] . First of all, let us restate the definition of transitive closed graph, so that it is easily checkable.
Lemma 2.6. A directed acyclic graph is transitive if and only if for each edge
Proof. If the graph is transitive, and x ∈ N (w), then there is the path (v, w, x), and by transitivity x ∈ N (v). For the other direction, let us assume there is a path from v to w and let us prove that v is linked to w by induction on the length k of the path (the base case holds by hypothesis). For induction step, let v 1 be the first vertex of the path after v: v 1 is linked to w by inductive hypothesis, and we conclude because N (v) ⊇ N (v 1 ).
Lemma 2.7. The algorithm is correct, that is, the output graph is the transitive closure of the input graph.
Proof. We will prove by backward induction that after vertex σ i is analyzed in the for cycle at line 4, the condition in Lemma 2.6 is verified for each pair (σ j , σ k ) with j ≥ i, for neighbors N ′ .
The base step is trivial, since σ n has no outgoing edge. For induction step, if j > i there is nothing to prove, since the only modified neighbor in the for cycle is N ′ (σ i ). For j = i, we observe that if there is a path from (σ i , σ k , . . . , σ j ), then σ j ∈ N ′ (σ k ) by induction hypothesis, and σ j ∈ N ′ (σ i ) because of line 7 of the algorithm.
This means that the output graph is transitive. Moreover, the step in line 7 of the algorithm does not modify reachability, so the output graph is not bigger than the transitive closure.
Proof of Theorem 2.1. We first observe that the steps in lines 2 and 5 can be performed in linear time, so they have no effect on the running time of the algorithm. The "hardest" step is line 7.
In order to estimate the time needed to perform line 7, we define two different sets and we compute separately the running time for each of these sets:
The running time needed to perform the instruction in line 7 for an edge (v, w) is |N (w)|, by using Fibonacci heaps [24] . The time needed to perform this operation for all edges (v, w) with w ∈ X α is:
In order to estimate the time needed to perform the check for edges (v, w) with w ∈ Y α , we observe that if w ∈ Y α , then v ∈ Y α because N ′ (v) ⊇ N ′ (w) and that n α |Y α | ≤ m. Then, the time needed to check all these edges is at most:
Then, for each α, the total running time of the algorithm is at most O m 2 n 2α−1 + mn α .
Hard Problems
In the previous section, we have provided truly subquadratic algorithms for two important problems. The goal of this section is the converse: proving that it is impossible to find truly subquadratic algorithms for some problems, unless SETH is false. We will provide the context under which all these reductions fall in, and in the last part we will prove them.
The starting point of our reductions is an "artificial" variation of k-Sat which is quadratictime solvable, but not solvable in O(n 2−ǫ ) unless SETH is false.
Problem:
k-Sat*.
Input:
two sets of variables {x i }, {y j } of the same size, a set C of clauses over these variables, such that each clause has at most size k, the set of possible evaluations of x i and the set of possible evaluations of {y j }.
Output:
True if there is an evaluation of all variables that satisfies all clauses, False otherwise.
It should be noticed that this problem differs from the classic one only by the input size. This way, a quadratic-time algorithm exists (trying all possible evaluations). However, an algorithm running in O(n 2−ǫ ) with ǫ not depending on k would imply an algorithm solving
2 ) n ), and this is against SETH. After defining the "starting" problem, we need to define reductions. We will use quasilinear reductions from one problem to another. Definition 3.1. A quasilinear Karp reduction from a problem P to problem Q is a function Φ from instances of P to instances of Q verifying for every instance I of P:
• Φ(I) can be computed in timeÕ(s(I)), where s(i) is the size of input I; 1
• I and Φ(I) have the same output.
In general, if the output is not boolean, we will require a linear-time computable function that transforms the output of Φ(I) into the output of I. If P is reducible to Q, we will say P ≤ ql Q. Remark 3.2. If P ≤ ql Q and there is an algorithm solving Q in timeÕ(n 2−ǫ ) for some ǫ, then P can be solved in timeÕ(n 2−ǫ ).
The reductions that we will provide are summarized in Figure 1 (the definition of all problems is given in Appendix A). The previous remark implies that an O(n 2−ǫ ) algorithm for any of these problems would falsify SETH. All proofs of those reductions will be provided by the next subsection.
Proof of Reductions
In this subsection, we will prove all the reductions in Figure 1 . We have divided these reductions in remarks and theorem, depending on how intricate those constructions are. We will start by providing the proof of remarks, in the order in which they appear in Figure 1 . Remark 3.3. For each problem, P, BigP ≤ ql P, since the instances of BigP are a subset of the instances of P and the required output is the same (the function Φ in the definition of reductions is the identity). The same argument proves that BipGDominatedVertex ≤ ql GraphDominatedVertex, that Bipartite3DominatingSet ≤ ql 3DominatingSet and that SplitGraphDiameter2Or3 ≤ ql GraphDiameter2Or3.
Remark 3.4. HypergraphDominatedEdge ≤ ql BipGDominatedVertex: each hypergraph (V, E) can be transformed to a biparted graph (V, W, A) where W = E and A(v, e) holds if v ∈ e (hypergraph edges are seen as sets of vertices). It is clear that an edge e dominates e ′ in the hypergraph if and only if the corresponding element in W does. The only problem is that two vertices v, v ′ ∈ V might also dominate each other: to this purpose, we add to W another copy of V named V ′ and we add to E all edges (v, v) from V to V ′ . Remark 3.5. BipGDominatedVertex ≤ ql HypergraphDominatedEdge: starting from the bipartite graph (V, V ′ , A), create two hypergraphs (V, E) and (V ′ , E ′ ). The edges are defined as follows: for each v ∈ V we add N (v) to E ′ (since N (v) is contained in V ′ ), and likewise for each v ′ ∈ V ′ we add N (v ′ ) to E. This way, if an edge v ∈ V dominates an edge w ∈ V , the corresponding edges in V ′ in the second hypergraph dominate each other. Conversely, if the dominated vertex is in V ′ , there is a dominated edge in the first hypergraph. In order to conclude the reduction, it is enough to consider the disjoint union of (V, E) and (V ′ , E ′ ).
Remark 3.6. GraphDominatedVertex ≤ ql BipGDominatedVertex: given a graph G = (V, E), let us construct a bipartite graph G ′ = (V, V ′ , A) where V and V ′ are copies of V and
It is clear that this construction preserves domination.
Remark 3.7. SpernerFamily ≤ ql MaximalElementsFamily, since a family C of sets has a dominated set if and only if it is not simple, if and only if the maximum simple family of sets is C.
Remark 3.8. MaximalElementsFamily ≤ ql SubsetGraph, since the maximum simple family of sets is the set of sources of the subset graph.
Remark 3.9. OrthogonalityBinaryVectors = ql TwoDisjointSets: it is enough to choose an ordering on X and to code a set C ⊆ X as a vector of length |X| having 1 at place x if x ∈ C, 0 otherwise. Two such vectors are orthogonal if and only if the set of ones in these two vectors are disjoint (we are assuming that the ring over which the vector are considered has characteristic 0, that is, in that ring, 1 + 1 + · · · + 1 is never 0). We are also assuming a "clever" data structure to store binary vectors, that is, no space is needed to memorize zeros. Remark 3.10. BetweennessCentralityVertex ≤ ql BetweennessCentrality, because computing the betweenness centrality of all vertices is of course harder than computing the betweenness centrality of a single vertex.
Remark 3.11. BigTwoDisjointSets = ql BigTwoCovering, because C, C ′ ∈ C are disjoint if and only if C C , C ′C cover X: it is enough to define Φ(X, C) = (X,C), whereC = {C C : C ∈ C}. Note that the input size in the reduction can increase only by a logarithmic factor, since the size of X is O(log k (|C|)).
We may now turn to the proof of the theorems. Again, the theorems are sorted according to Figure 1 . Proof. Let X 1 be the set of the possible evaluations of {x i }, X 2 the set of possible evaluations of {y j }, C the set of clauses of an instance I of k-Sat*. We define Φ(I) = (X, C), where X = C ∪ {x 1 , x 2 }, and C is the collection made by sets of clauses not satisfied by an assignment in X 1 or X 2 (and x 1 , x 2 are used to distinguish between assignments in X 1 and X 2 ).
More formally, C = C 1 ∪ C 2 , C 1 := {{x 1 } ∪ {c ∈ C : x |= c} : x ∈ X 1 } and similarly C 2 := {{x 2 } ∪ {c ∈ C : x |= c} : x ∈ X 2 }. This way, the size of Φ(I) is linear in the size of I. Moreover, it is possible to compute Φ by analyzing all sets of evaluation of variables one by one, and for each of them check which clauses are verified. For each evaluation in X 1 or X 2 , the checking time is proportional to the number of clauses, which is at most O(log k (n)), where n is the input size of k-Sat*.
It remains to prove that the output of the problem is preserved: we will prove that there is a bijection between the pairs of disjoint sets and the satisfying assignments of the formula of k-Sat*.
In particular, two sets that are both in C 1 or both in C 2 cannot be disjoint because of x 1 and x 2 . As a consequence, two disjoint sets correspond to an evaluation of all variables: the evaluation satisfies φ if and only if for each clause there is a variable contained in the evaluation if and only if there is no clause contained in both sets. Theorem 3.13. BigTwoDisjointSets ≤ ql BigSpernerFamily.
Proof. Consider an instance I = (X, C) of BigTwoDisjointSets. First of all, we define Φ ′ (I) = (X, C ′ ), where C ′ = C ∪C, andC := {C C : C ∈ C} (which is not the correct definition, but we will see how to adapt it).
If we find two sets C ∈ C, C ′ ∈C such that C ⊆ C ′ , we know that C and C ′C are disjoint and in C, so we have found a solution. However, we might also find two sets C ⊆ C ′ , C ′ ∈ C, C ⊆ C ′ with C ∈C and C ′ ∈ C, C ⊆ C ′ , C ′ ∈C. The remaining part of the proof slightly modifies the set X and the collection C ′ in order to avoid such cases.
The first problem can be solved by defining k := ⌈log 2 (|C|)⌉, and adding two sets Y = {y 1 , . . . , y k } and Z = {z 1 , . . . , z k } to X. In particular, we add Y and Z to each set inC and we add to each element C ∈ C some y i and some z j , so that no element of C can dominate another element in C (for example, we may associate each set C with a unique binary number with k bits, and code this number using y i as zeros and z j as ones). In order to solve the second problem, it is enough to make the same construction adding new sets Y ′ and Z ′ of logarithmic size, and use them to uniquely code any element inC. None of the elements in Y ′ and Z ′ is added to elements in C, and this also solves the third problem.
Theorem 3.14. BigSpernerFamily ≤ ql BigTwoDisjointSets.
Proof. Let us consider an instance I = (X, C) of BigDominatedSet and let us define
If C 1 and C 2 are disjoint sets in C ′ , one of them must be in C 1 and the other in C 2 (because of x 1 and x 2 ). As a consequence, there are two disjoint sets C 1 ∈ C 1 , C 2 ∈ C 2 in Φ(I) if and only if C 1 ∩ X ∈ C, C C 2 ∩ X ∈ C are disjoint if and only if C 1 ∩ X ⊆ C 2 ∩ X (and this means that C contains a set dominating another). Proof. Let us consider an instance I = (X, C) of BigTwoDisjointSets, and let us construct a graph G = (V, E) as follows:
• V := {y} ∪ {x} ∪ C x ∪ X ∪ C y , where X is the ground set of I and C x , C y are two identical copies of C (in the graph, y, x, C x , X, C y will somehow resemble a cycle).
• all pairs of vertices in V ′ are connected;
• vertex x is connected to y and to each vertex in C x ;
• vertex y is connected to x and to each vertex in C y ;
• connections between C x and X and connections between C y and X are made according to the ∈-relation.
The input vertex of our problem is x. We observe that the graph is a big "cycle" made by five "parts": y, x, C x , X, C y . Moreover, it is possible to move from one part to any vertex in the next part in one step (except if we start or arrive in X, and in that case we need at most two steps). As a consequence, no shortest path can be longer than 3.
This proves that any shortest path in the sum passing through x must be of one of the following forms:
• a path from y to C x ;
• a path from C x to C y ;
• a path from y to X We note that the third case never occurs, because there always exists a path from y to any vertex in X of length 2. The first case occurs for each vertex in V x , and no other shortest path exists from y to vertices in C x : these vertices contribute to the sum by |C|. Finally, the second case occurs only if and only if there is a pair of vertices in C y and C x having no path of length 2, that is, two disjoint sets in C.
This proves that the betweenness of x is bigger than |C| if and only if there are two disjoint sets in C. Proof. Instead of minimizing the closeness centrality, we will try to maximize the farness, which is the inverse of the closeness centrality, that is, the sum of all distances from v to another vertex. In our construction, we will build a graph where the vertices with biggest farness correspond to sets in C, and the value of the farness does not depend on the corresponding set, if this set is not disjoint to any other set. If this latter condition is not satisfied, then the farness of the vertex is bigger. In particular, let us consider an instance I = (X, C) of BigTwoDisjointSets let us assume X / ∈ C, and let us build a graph in the following way:
where V 1 and V ′ 1 are two disjoint copies of X, V 2 = C and
• for x ∈ V 1 ∪ V ′ 1 and C ∈ V 2 , there is an edge from x to C if and only if x ∈ C;
• for each (x, C) ∈ V 3 and C ′ ∈ V 2 , there is a link between these vertices if and only if C = C ′ .
Claim: the vertex with maximum farness is in V 3 .
Proof of claim.
For each vertex v ∈ V 2 , consider a vertex w ∈ V 3 linked to v. It is clear that all shortest paths from w to any other vertex must pass through v (which is the only vertex linked to w). This means that the farness of w is bigger than the farness of v. For each vertex v ∈ V 1 ∪ V ′ 1 , let us consider a vertex w ∈ V 2 linked to v. The only vertices which are closer to w than to v are the vertices in V 3 attached to w, because each other neighbor of w is a neighbor of v. These vertices influence the farness of w by |X| − |C|, where C is the set corresponding to w. However, there are 2(|X| − |C|) vertices in V 1 ∪ V ′ 1 linked to v and not to w (the elements not in C): this proves that the farness of w is bigger than the farness of v.
At this point, let us consider the farness of vertices in V 3 . In particular, let (x, C) be an element of V 3 such that C ∩ C ′ = ∅ for each C ′ : the farness of (x, C) can be exactly computed by considering the classes of vertices in Table 1 .
Before computing the farness of (x, C), we compute
The farness of (x, C) is then: 
Note that this value does not depend on the particular (x, C) chosen (this was the main goal of our construction). It is clear that if C ∩ C ′ = ∅, then the farness of each vertex (x, C) and (x, C ′ ) is bigger than the value previously computed.
As a consequence, there are two disjoint sets if and only if in the whole graph there is a vertex with farness bigger than 4|C||X| − 4( C ′ ∈C |C ′ |) + 3|C| + 4|X| − 2, and both this value and the underlying graph can be computed in linear time. Proof. Given an input I = (X, C) of BigTwoDisjointSet, construct a split graph G = (X ∪ C, E), where each pair in X is connected, and for each set C ∈ C we add an edge from C to its elements.
Since each vertex is at distance 1 from X, the diameter is 2 or 3: it is 3 if and only if there exist two different vertices C, C ′ ∈ C with no common neighbor. It is clear that this happens if and only if C, C ′ are disjoint. Proof. Let G = (V, E) be an input graph for the GraphDiameter2Or3 problem. The corresponding graph for the HyperbolicityWith2FixedVertices problem is H = (V ′ , E ′ ), where V ′ = {x} ∪ V x ∪Ṽ , ∪V y ∪ {y}, where V x ,Ṽ and V y are disjoint copies of V . Edges in E ′ are defined as follows:
• x is connected to every vertex in V x and y is connected to every vertex in V y ;
• corresponding vertices in V x and V and corresponding vertices in V and V y are connected;
• if (v, w) is an edge of G, then the copies of v and w inṼ are linked.
In the instance of the HyperbolicityWith2FixedVertices problem we ask if the maximum hyperbolicity of a quadruple containing x and y is bigger than 2. We will prove that this holds if and only if the diameter of G is bigger than 2.
Let us first consider quadruples with vertices x, y, v, w with v, w ∈Ṽ . In these quadruples,
, since the distance from x and y to any vertex inṼ is 2. The hyperbolicity of such a quadruple is then equal to d(v, w), which reaches the maximum if v, w are a diametral pair. We conclude that if we restrict to such quadruples, then the maximum hyperbolicity equals the diameter.
It remains only to prove that all other quadruples have smaller hyperbolicity. If v, w ∈ V x (or v, w ∈ V y ), then d(v, w) = 2 by passing through x, and
As a consequence, if vertex v is moved to the corresponding vertex inṼ , S 3 can only increase by one and S 1 can only decrease by one. Moreover, S 2 decreases by one, meaning that, if S ′ i are the new values, TwoCovering ≤ ql BipartiteSubset2DominatingSet.
Proof. Let I = (X, C) be an instance of TwoCovering, and let us create a bipartite graph G = (V, W, E) with V = X, W = C and E defined as the set of pairs (x, C) such that x ∈ C. Then, each 2-covering of X with sets in C corresponds to a pair of vertices of W that covers V . This way, we proved that TwoCovering ≤ ql BipartiteSubset2DominatingSet, by choosing V as the subset to cover.
In order to prove that TwoCovering ≤ ql Bipartite3DominatingSet, we add another vertex v 0 ∈ V connected to any w ∈ W : clearly, if there is a 2-covering of X, there is a dominating triple in G, which is the 2-covering and v.
Viceversa, if there is a dominating triple, one of the vertices of the triple must be in V : the other two vertices form a dominating pair (if only one of them is in W , the corresponding set is the whole X). Proof. Let us consider an instance (X, C) of problem BigTwoCovering, assuming X = 0, . . . , k − 1. We code each element C ∈ C into a binary string, which is a concatenation of k chunks of the form 01?01. The ? in the i-th chunk is 1 if i ∈ C, 0 otherwise. We then concatenate all strings for each element C ∈ C, separated with the string 000. This way, we constructed the first string.
The binary strings forming the second string are similarly made, but there is a difference in chunks, which are of the form * 1? * 1, where * is the character that may be paired with any other character, and ? is * if i ∈ C, 1 otherwise. these strings are concatenated with 111 as separator.
We want to prove that two sets C, C ′ cover C if and only if the longest common substring of the two strings has length 5k.
First, let us suppose that there is a common string of length 5k: we claim first that no separator can occur in this string. This happens because in the first string there is never the sequence 111 and in the second string there is no 000. This means that the two equivalent strings of length 5k must correspond to two subsets, eventually translated by −2, −1, 1 or 2 positions. The sum of the two translation is then smaller than 4 in absolute value.
However, with a case by case analysis, it is possible to exclude all such translations. For instance, a −1 translation would imply that the 6th element in the first string (0) matches the 5th element in the second string (1), and a +2 translation would imply that element 5i + 2 (which is 0 if i / ∈ C) would match element 5i + 4 in the second string, which is 1. We concluded that a common substring of length 5k must be made by two pieces corresponding to a set. Now it is easy to see that places 5i, 5i + 1, 5i + 3, 5i + 4 always correspond, while places 5i + 2 correspond if and only if element i is in at least one of the two sets. This concludes the proof.
Conclusions and Open Problems
In this paper, we have analyzed many results on quadratic-time problems. We have proved that two of these problems are solvable in truly subquadratic time (recognizing transitive graphs and comparability graphs), and we have provided hardness results for many others. This work can be seen as a starting point to develop many more reductions and include inside this class many new problems.
For instance, it would be really interesting to link these results with all existing reductions on the 3Sum problem: until now, we have not been able to link it with SETH. However, it is possible to link it with other problems: for example, it is known that the local alignment of strings problem is harder that 3Sum [2] .
Another open problem deals with the radius of graphs: this measure is similar to the diameter, but it looks somehow "easier" to compute, for example because the radius of chordal graphs is linear-time computable [13] . The question is whether also this problem can be inserted in our class of quadratic-time hard problems, or a truly subquadratic algorithm exists.
Among other problems that are not in our class, but have no truly subquadratic time algorithm, we find the computation of the transitive reduction of a directed graph (a "converse" of the transitive closure), finding maximum flows in networks or finding maximum matchings in bipartite weighted graphs. All these problems are defined in Appendix A.
