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I SJnthese=inductive. 
a) Afin d'obtenir un modele statistique d 1un fil parfaite-
ment regulier, (1,2) on represente ce fil comme un faisceau de 
fibres cylindriques, de section constante, paralleles entre elles 
et a 1 1 axe du fil, ce dernier etant choisi comme axe des abscis-
ses; nous considererons tout d 1 abord une longueur 2L, tres gran-
de mais finie, du fil, et ferons ensuite tendre L vers l 1 infini. 
Nous appellerons tete d 1une fibre celle de ses extremites dont 
l 1abscisse est la plus grande, et nous ferons les hypotheses 
suivantes: 
1) la probabilite qu 1une tete de fibre se trouve entre les 
dx 
abscisses x et x+dx est 2L 
2) la probabilite qu 1une fibre ait une longueur <l est 
F({) et ce, independamment de la position de la tete de 
cette fibre; nous admettrons l 'existence de t = [ 0 -td.F(C). 
0 
3) le nombre moyen de tetes de fibres par unite de longueur 
est N • 
F(t) et N sont les donnees caracteristiques du fil considere. 
b) Dans ces conditions, lorsque L tend vers l 1 infini, la fonction 
U~)-~(o), exprimant (algebriquement) le nombre de tetes de fibres 
entre les abscisses o et x, devient la fonction aleatoire bien 
connue liee a la loi de Poisson (3), et l 1 on peut representer de 
la maniere suivante la construction de la fonction n~l represen-
tant le nombre de fibres presentes a l 1 abscisse x: l 1 axe des 
abscisses etant divise en segments contigus de longueur unite: 
••• (x-L):x.-i.+1) ... (x.,:x.-1-1) ..• , pour chacun de ces segments, un ti-
rage au sort determine le riombre de tetes de fibres presentes 
dans ce segment: 'd-i.::: ~(x.+~+1) _ ~(x.i) lequel est une variable de 
Poisson de moyenne N; ces ld-L tetes de fibres sont alors distri-
buees sur ce segment avec une densite de probabilite uniforme; 
enfin, ld:-~ tirages independants dans la population caracterisee 
par F(t) determinent la longueur de chacune de ces fibres. 
c) La probabilite qu 1une fibre traverse 2 sections determinees, 
d 1abscisses t et t+d, mais ne traverse pas la sec~ion d 1abscisse 
t+d.+b ni la section d 1abscisse t-e est donnee par: 
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et ne depend done pas de t. Nous ecri-
rons: 
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.... ,.... 't.-e--,..,.,t'----t++-d.----t+ .... d.-,.--:&~ :x. 
I 
S(ct; e )o) = ~ // <U.dF(t). 
l '8 
Si, dans cette expression, on fait 8=00, on obtient la probabili-
te qu 'une fibre traverse la section t +d., ma is pas la section t+d.+o; 
t elle vaut l V(d.; ,5) , ou: 
<-y, ~L 
I 
, I 
I I 
, I 
/ I 
.__ ___ t,.....__t+._d. ____ t_.,+c1_.,.o _ x. 
______ t,___tt-d......,_ ___ t ..... ""d __ +...,,.s=----. :x: 
De m~me, si, dans S(cl.;e,h) on fait d:o, on obtient la probabilite 
ft_Z(e,o) qu'une fibre traverse la section d'abscisse t, mais pas 
les sections d 'abscisses t_e ou t➔-o, on a: t. 
Z(e,d):: .!. ff clxd.F(t). 
t ~ 
De la m~me maniere, on obtient les pro-
babilites suivantes: passage d'une fibre 
' 
I 
I 
I 
I 
I 
I 
/ 
/ a travers la section t , ma is pas a 
travers la section t+o; c 'est £ y (o) , OU '--''----,.__ ___ ...,__)(. 
t.e t t-1-0 
y(o)= V(o;o)~ -b II d.,cdF(t) 
C. 91-
passage d'une fibre a travers les sections t et 
t+d · c 'est I X(d.) ou 
' 2.L , X(d.)= V(d.;oo)=t ff d.xc!F(C) ; 
3(; 
passage d'une fibre a travers la section d'abscis-
set, sans autre condition; c'est 
t t+d, 
f Z(oo)oo):: f [ ~ I f-_r:u.d.F(C)] = 1 
:i.L 2.L t :1t+~ :2.L 
En comparant les domaines d'integration definis ci-dessus, on a 
immediatement les relations suivantes: 
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X(d.)+ ':/(d): 1 (a) 
Z(e,o)= Y(e) + Y(o)_ Y(e,8) (b) 
V(d;6): Y(d.+o)-Y(o) ( 1) ( C) 
V(d;o)+X(d.+6): X(6) ( d) 
Z(e,6) + V (e; 6) = 'f (e) ( e) 
dont la signification est d'ailleurs evidente. 
d) L'ensemble des fibres qui traversent l'une au moins des sec-
tions d 'abscisses t, t+d, t+d+<S se repartit en 6 groupes, sui-
vant le schema ci-contre: 
t t+d. t+d+cS 
La distribution du nombre des fibres du groupe A est une distri-
bution binomiale, portant sur 2NL fibres, et de valeur moyenne: 
2NLl x(d.+o)= NfX(d+o). 
2.L 
La distribution conditi.onelle du nombre de fibres du groupe B, 
lorsque le groupe A renferme nA fibres, est une distribution bi-
nomiale, portant sur 2NLnA fibres, et de moyenne (2NLnA)l V(cS;d.). 
2L 
(Lamaniere m&me dont le faisceau de fibres est construit (cfr sb, 
ci-dessus) montre que la condition que le groupe A contient nA 
fibres n'influence pas la probabilite qu'a une quelconque des 
autres fibres d 'appartenir au groupe B; la m&me remarque vaut 
pour les distributions obtenues ci-dessous.) 
La distribution conditionnelle du nombre de fibres du groupe C, 
lorsque les groupes A et 8 renferment ensemble n.,,+ ne fibres est, 
de m&me, une distribution binomiale portant sur 2NL_nA_ne fibres, 
et de moyenne 
( 2 NL_ nA _ n 8 ) C V ( d; o) . 
2L 
De mgme, les distributions conditionnelles de n0 , nE, nF sont 
des distributions hinomiales de moyennes respectives: 
(2NL_nA_n 8 _nc) J_ Y(d), 2L 
(2NL_nA_n 8 _nc-n 0 ) 2't Z(cL,cS), 
(2NL_nA_ns-nc_n 0 _nE) l Y(o). 2.L 
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e) Les variables aleatoires !JA, ... ,!:Ip ne sont done pas indepen-
dantesj mais si on fait tendre L vers l'infini, chacune des dis-
tributions ci-dessus tend vers une distribution de Poisson dont 
la moyenne est: 
pour QA! N{ X(d.+6) pour n : 
-D NCY(d.) 
pour QB! NtV(o ;cl) pour !JE: NEZ(d,c5) 
pour De: NtV(d.;6) pour !J F : N(Y(o). 
A la limite done, ces diverses variables sont independantes, et 
1 f t • ' ' t • 0 , t I"\ [ J- "2 !'.!A t:!F eur one ion genera rice conJoin e ~,_ u.A,·· .,u.F = cu.A ... u.F 
s'ecrit: 
f) Posons: Q(t)= !J Q(t+d)=)? !J(t+d..+0)=9: 
On a: 
= ex.p Nt { ( u. VW-1) X ( d.+6) + ( u.v_ 1) V (6; cl)+ ( V-W-1) V (cl; 6) 
+(u.-1)Y(d.)+(v-1) Z(d.,o)+(W-1) Y(c5)} 
= exp Nt{ (u._1) [ Y(d.) + V(c5 ;d) + X (d.+6)] 
+ ('l'-1) [ Z (d,c5) + V(d.;6) + u. V(6 ;d) + u. X (d.+o)] 
+(w--1) [ Y(cl)+vV(d;o)+u.vX(d.+c5)] 
ou, par ( '1 ) : 
'3??,:ex.p Nf{ (lL 1)+(v_ 1) [Y(d.)+u.X(cl)] +(w_ 1) [Y(o)+vV(d;o) + u.v X(d.+6) J . (2) 
g) On en conclut immediatement que la fonction gen~ratrice de !J 
et p est: 
<t\[ u.;v,d} = L. P [ n ;p,d] u.nv-p = 4\ [u.;v,d.; 1,J] = ex.p Nt{(u._1)+(v_1)[Y(d)+ u.X(d)]} 
et celle de r:i: 
1\ [ u..] = L. P[n] U.n= <±l2[u.; 1 ,d.J = ex.p Nl(t,L 1) 
( 3) 
(4) 
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de telle sorte que: 
4>:;. [u.;v,d.J: <P1 [u.]. expNE{v-1)[Y(d)+u.X.(cl)} 
<1>3 [ u.; v,d; w,c5] = cp'.J u; v,cl. J ex.p Nt(v.u) [Y(cS) +vV(d;r5) + u.vX(d.+6)]. 
On demontre aisement, par la meme methode, que cette recurrence 
est generale et que l'on a, avec des notations evidentes: 
(5) 
avec: 
On remarquera qu'en vertu de (4), Q(t) est une variable de Poisson, 
de moyenne T::Nt. 
h) On peut., a partir de (3), determiner les "probabilites de 
transition": 
P[pln,d.J = Pr.{ Q(t+d)=PI r3(t)== n} · 
On a en effet: 
P[pln,dJ= P[n]. P[pln,d} 
d'ou: 
Mais: 
00 
=: f0 P[nJ{ [ ex.p NE(·1.u) Y(d.)J.[ H(V--1) X.(d)t} u.° 
d'ou: 
0:, 
I.. P[ pl n,d]vP == [ ex.p Nt(v-_1)Y(d.)]. [ 1+(V-1) X(d)r. 
p:O 
i) Pour de petites va leurs de d, on a: 
X(d.) = -i_ ~ + o(d.) Y(d) = .g + o(d) 
t 
(3 bis) 
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et on tire de (3 bis): 
f_ P[pl n,cl ]vP = exp [-NtY(d.)] exp [ vN£Y(d))[ L X(d.)+v-X(cl) r 
p:o 
ou, en d'autres termes: 
P[pln,d]:::o(d) si \n-Pj>1. 
= n~ +o(d) si p:::n_1. 
f. 
= 1-(T +n)@ + o(d) Si P= n. 
t 
::: Tg + o(cl) Si P= n+1 . 
f. 
II Cas=markoffien, 
(6) 
a) L'etude approfondie de la fonction aleatoire n~) definie 
~ar (5) est rendue tres difficile par le fait que la distribution 
de Q(t) sous les conditions !::!(t_x1 ):::n 1 ,.,.,!::!(Lxs)=ns (o<X.1 <X2 .•. <x5 ) 
ne depend pas seulement de n1 ma is aussi de n:., ... ,n5 • Il n' en est 
autrement que si l'on a: 
Lorsque s=2, (7) entraine comme consequence l'equation dite 
"de Chapman-Kolmogorov": 
(7) 
f5 P [ p I n , d J P [ q I p, c5 ] ::: P [ q I n , cl. +c5 ] . ( 8 ) 
Il n'est toutefois pas connu, a l'heure actuelle, si (8) caracte-
rize les fonctions satisfaisant a (7), que l'on appelle 
"fonctions markoffiennes". 11 est probable qu'il n'en est pas 
ainsi. 
b) Nous pouvons deduire de (8) une condition necessaire pour que 
o~) soit une fonction markoffienne. On a en effet: 
= ecu-1jNt [Y(6)-t-Y(cl)X(o)J [ 1 +(LL 1 ) X(d.) X(6 ) J n. 
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D'autre part: 
Z. P [ p I n,d+6 J u.P == e Cu.-1 ) NE Y(d.+a) [ H (LL-1) X(d+d)] n 
'l: 
on doit done avoir, pour toute valeur de u.: 
ce quientraine: 
Y(c5)+Y(d)X(6) = Y(d.+d) 
X(d)X(c5)== X(d+cJ). 
Ces 2 conditions sont identiques en vertu de (1a); X(u.) etant 
une fonction continue de u, on doit avoir: 
X(u) = eau.+b 
a et b etant des constantes; mais il est aise de voir que: 
done: 
ou: 
On doit avoir: 
- d.X( ) -e au....-b F(u.)_1 = e ~ = a e 
clu. 
~ au.+b F(u.)= 1+a.l-e 
F(oo)= 1 done o. < o . 
00 -i [1-F(u.)jdu.= r done e0: 1 OU 
0 
Finalement: 
Ceci entraine: 
F(o) =O done 
1 _fu. 
F(u.)=1-=e 
e 
X (d.+d) = X(d.) X (a) 
Y(d)X(cf)= Y(d+6)_ Y(d) = V(d;a) } 
(9) 
(10) 
La condition ( 9) est done necessa ire pour que ~Ct) soi t une fonc-
tion markoffienne; elle est aussi suffisante, car on a: 
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L P[n] P[pln,d] P[q_jp,dJ u.nuPw9-
n,p,q, 
= e N°e(uu)Y(6) ~ P[n] L,t_ e {-v-[1-X(6)+ X(6)w]-1} Y(d), { 1- X(d)+X(d)v-[1-X(&)+X(d)w] r 
N'e(W-i)Y(o)+ N°e(-J-_ 1) Y(d) + N£ (w-1) v-X(o)Y(d) 
:e 
NE [ u.+ u.(11_ 1) XCd)+ u.vCw-,) xca.) xccr) _ 1 J 
.e 
= exp NC f (t.u)+(v_ 1)[Y(d)+ u.X(ci) J + (w-1) [ Y(cJ) + v-Y(d) X(6)+ u.vX(d.) X(6) J} 
ce qui est identique a 9?3 [u.;v,d;w,c5J si on tient compte de (10). 
La formule (7) se demontre exactement de m&me, en utilisant la 
relation: 
X(d)V(d;e)= X(a)Y(d+e)_ X(c5)Y(e) = Y(d; c5+e ). 
La condition (9) est done bien suffisante; si elle est satisfaite, 
la fonction aleatoire n(t) est entierement definie par (4),(3 bis) 
et ( 7~ . 
III Distribution du minimum de n(t) sur un interva lle. 
================================================= 
(cas markoffien). 
a) Posons: f=!-(L) = min !'.l (t). Soient en out re: 
x~t~:><.+L 
(1<.~p). 
On suppose que □ Ct) est une fonction markoffienne et on cherche 
P-i(L+6). On a: 
= Pr.{0(L) ~ "t}. Pr.{ !J(L+L:1)= I< I ~(L) ~ "} + 0(.6.) 
L=1,o,_1 
L = 1, o 
Sl K>p 
Sl K:p. 
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Mais, en vertu de (6): 
Pr.{ Q(L+t:.)= KI Q (L)= K+1} = (K+1) 'f + o(A) 
P~-{ !:!(L+t.) = Kl !:!(L)= K} = 1-(T+ K) I+ o(A) 
Pr. { !'.! ( L +Cl) = KI !:! ( L) = K- 1 } = T "f + o( A) , 
Par consequent: 
On a evidemment: 
Par consequent on a: 
ou, en faisant tendre Avers o: 
d.P-r,(L) = _ ~ p~ (L). 
dL I'.. 
b) On a evidemment: 
Mais, en vertu du caractere· markoffien de n(t), on a aussi: 
D 'autre part: 
mais: 
Done: 
Pr. { n ( L)=-z l n(L_c.) ~"?.} = Pr.{n CL-A)E. c.& n ( L) = "l.} 
Pr.{n(LA)~ c.} 
_ Pr.fn(L):::-z.ln(L-An-z.}:::: ::"?. t + 0(6), 
l 7..!Z.1 
7, i! 
d'ou: 
On en deduit: 
ou: 
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dP..lL) = -
d.L 
T" 
I eQ T" 
?;. . z: .,, 
'l'.. L. 
P .. /L) 
La constante C se determine par la condition evidente: P .. Jo) = 
-T~ T" 
=e L 7 • 
"Z I... 
On a done fina lement, en designant par u\ et n.~ les 
quantites: 
- _T Ti. 
w~ = e "'I , 
L. 
(dont il existe des tables): 
(12) 
c) Si c.=O, P0 (L) = 1 _; si ·-i>o, P"(L) est une fonction decroissante 
de L, avec Lim P./L)-= o . On peut voir directement que P-z(L) est 
L.➔oo 
une fonction decroissante de~ de la maniere suivante: 
on a, en posant: 
Posant: 
on a: 
00 . 
T" 
ex.~= L -~ "Z LI 
< 1 
(13) 
Le facteur entre crochets dans (13) est toujours positif; cela 
est evident si T~c-_; siTct-, on a 1 1 inegalite bien connue: 
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d'ou on tire: 
c.q.f.d. 
K~ etant <1, et l'argument de l'exponentielle toujours <o, on a 
constamment: 
ou: 
P-,;+1CL) < 1 
PiL) 
P"l+iL)< ~(L). 
(14) 
N.B.: (14) entraine d'ailleurs: llm P"(L):::o. 
<➔CO 
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