ABSTRACT
Introduction
Software is playing an increasingly important role of software in engineered systems over the past two-plus decades, primarily in the areas of defense, aerospace, communications, and automotive applications [2] . This trend is catching up in the safety-critical domain of surgical support systems and applications. New technologies, including visualization, image-guidance, tracking, robotics (macro and micro), and haptic (tactile) interfaces require integration of devices and software under complex domain constraints. This paper describes both the design and implementation of an integrated systems architecture for minimally-invasive surgery, and the insight behind employing modeling and design techniques taken from other systems and enterprise information domains.
Technology for R-NOTES Procedures
Natural Orifice Transluminal Endoscopic Surgery (NOTES) proposes a surgical method without any external incisions compared to laparoscopic surgery. This technique introduces the surgical instruments through a natural orifice, which results in no external scars. Only a small number of NOTES procedures have been performed to date, as the NOTES method has many technical challenges that could be overcome through the development of new surgical tools. Relevant work in the field include research done at Imperial College London, where the i-Snake robot has been developed [12] .This tool has the same design as a standard laparoscopic tool, with the difference that it has a 7 degree of freedom (DOF) flexible tip actuated by small micro-motors. The miniature modular in vivo robots developed from the research team in Pisa, Italy are another step forward to miniaturizing robotic modules for MIS [13] . In the surgical setting, moving small robotic modules in the body cavity poses technological challenges especially for precise positioning and control. One solution is to use a Magnetic Anchoring and Guidance System (MAGS). This technique proposes a guidance solution for instruments located inside of the body cavity by coupling them with an external magnet.The MAGS approach has been shown capable of precise control of the surgical instruments and camera placed inside of the patient abdomen [4] . The current laparoscopic instruments used in MIS are usually long and slender with rigid tips. One alternate solution is multi-DOF robotic tools that could be controlled by the surgeon from a master control station [7] . Robotic MIS may be able to provide better dexterity than convenptional instruments. In the current robotic operating techniques such as the Da Vinci system from Intuitive, the robot is used as to manipulate the laparoscopic instruments through a master/slave approach. The Da Vinci system provides good dexterity for the tools, easy hand-eye coordination, and stereoscopic 3D vision [7] . While the Da Vinci system is the market leader, research in surgical robotics continues at many laboratories. The RAVEN robot from the University of Washington is a cable actuated 7 DoF robot with a very compact design [9] .
Other relevant work includes the MiroSurge surgical robot from the German national research center for aeronautics and space [6] .
System Overview
A proposed solution for a teleoperated R-NOTES system is presented in Figure 1 . This system consists of two robotic components. One is the gross positioning Robot, a KUKA lightweight 7 DoF robot, and a small custom microbot designed by our team. The microbot is designed as a surgical instrument, controlled wirelessly from the systems integration workstation over ZigBee. This section presents the major components shown in Figure 1 . 
Master Control Station
The role of the Master Control Station (MCS) in the system is to receive signals from every component of the system, interpret the signals, provide the necessary information to the surgeon, and send output signals (surgeon's commands) to the other hardware components. The MCS can be described as an interpreter of the surgeon's actions, since it translates them into signals that are understandable for the hardware components. Likewise, it receives the status and signals from all hardware components and converts those signals into information that is understandable for the surgeon. A major role of the master control station is also to monitor the status of hardware components, inform the surgeon about each hardware component's status, and provide error handling actions.
Mantis Duo Haptic Device
Mantis Duo Haptic Device is a cable driven input device. It has 2 fingertip "pincer" inputs and 3 pedal inputs, allowing 6 DoF inputs from each hand movement and 3 additional inputs from the pedals. This device is able to provide haptic feedback, and it would be used for translating surgeon behavioral commands through manmachine interface (MMI).The surgeon's movements would then be mapped to collections of the robot modules commands. At this time we have not completed integration of the Mantis Duo, though the architecture supports its future inclusion without modification.
MicroBot
The MicroBot is the surgical instrument for minimally invasive surgery in a NOTES-based system. The conceptual design of the MicroBot is shown in Figure 2 . The MicroBot anchors to the abdominal wall via an external magnet bound to the gross positioning component (see below). 
ZigBee wireless protocol
The ZigBee wireless protocol is Personal Area Network (PAN) technology based on the IEEE 802.15.4 standard [3] . The ZigBee protocol operates on the 2.4 GHz radio band and can achieve maximum 250 kbps data rate. ZigBee protocol provides additional functionalities over the IEEE 802.15.4 standard. The additional functionalities in the ZigBee protocol are provided by building upon the physical layer and the medium access control (MAC) layer defined in IEEE 802.15.4. There are four additional layers defined in the ZigBee standard: Network Layer, Application Layer, ZigBee Device Objects (ZDO), and manufacturer-defined application objects. The most important additional layer for our work is the ZDO layer. Its task is device discovery, security, keeping device roles, and management of requests to join the network. There are three types of devices in the ZigBee network: Coordinator, Router and EndDevice. The purpose of the Coordinator is to start the network and assign short network addresses to the nodes. Each ZigBee network can only have one coordinator and it stores all the necessary information about the network. The task of the Router is to pass the data from other devices. The EndDevice can only communicate with its parent node and therefore cannot relay any data.
Gross positioning component
The gross positioning function positions a Magnetic Anchoring and Guidance System (MAGS) at the target anchoring position on the external surface (skin) of the abdomen. The MAGS construction, magnetic, and positioning properties have been evaluated through phantom and tissue studies [10] . A KUKA robot is used for achieving gross orientation and position of the MicroBot.The KUKA robot has been developed by the German Aerospace Center(DLR). [1] This robot has 7 DoF, enabling movements similar to the human arm. It has torque sensors at each joint, which give the robot the property to generate user programable forces at the end effector. This force control capability is important for effective manipulation and holding the MicroBot when there are irregular surfaces. [2] . An application program was written to enable the 3D mouse input device to control the KUKA arm.
Software Systems Integration Architecture
This section presents the software systems integration through the application of SysML/UML and design patterns. However, first we state our guiding concerns and how the integration architecture supports addressing those concerns. 
Responsiveness
Multiple threads are used to maintain a responsive GUI, provide haptic feedback, and smooth wireless communications.
Scalability
The platform is being developed on COTS PCs using standard serial interfaces and the Windows 7 OS.
Human Factors
The Mantis device provides fingertipenabled control and foot pedals. The interface design allows alternative user input devices to be mapped to command behaviours.
Evolution and extensibility
Dependencies to non-standard extensions or libraries are minimized. Use of Qt and other 3 rd part libraries is incorporated by "wrapping" the provided features to an internal API. Principles of object-oriented and component-based design are applied to enforce design principles such as strong typing and component substitution. External configuration allows variance based on deployed characteristics.
The R-NOTES platform requires several distributed software components running on various hardware components. A SysML block diagram showing the interconnections of the components is given in Figure 4 . The control station serves as the integration component for the software system. It brings together the components for the man-machine interface (MMI) through a Graphical User Interface (GUI) and a haptic interface (the Mantis device). Control integration with the remote robot is performed by the ZigBee communication layer. Behavioural commands given by the surgeon through the MMI are mapped to collections of robot modules commands, transmitted via ZigBee, and executed asynchronously and in parallel.
Behavioural Design Patterns
The control station software focuses on the behaviours the clinician is allowed to invoke at any point in time of the operation of the R-NOTES platform. These behaviours are simply activate, deactivate, move, pause, and stop. These behaviours are derived by the state machine in Figure 5 , and defined on an abstract class RobotInterface. Green transitions (no label) of the same line pattern indicate the transition when the behaviour is successful, while red transitions indicate the transition when the behaviour is unsuccessful. "Success" is defined by the semantics of the operation, not by delivery of a message (or command, as explained below). A message that is unable to be delivered due to some system fault (for example, a failed ZigBee transmission) results in the behaviour being aborted, and no transition out of the current state takes place. Note in some cases in the diagram the system may arrive at the same state via more than one route but through the same behaviour invocation; for example, arriving at Deactivating through the deactivate behaviour from both the Active and Move states. Also note that the stop operation is not depicted to avoid clutter as it is a special case that always succeeds. Finally, note this is a bipartite graph, where gray nodes are connected only to red nodes and vice-versa due to the semantics of command processing as explained below.
There are four distinct implementing classes of
RobotInterface. RNotesSnakeRobot
and RobotModule represent a snake robot as a whole and each of its component parts. In essence, each snake robot contains 1 or more (or in the current design, 3 modules plus 1 end effector (a special case of a component, hence implemented as a subclass of RobotModule).
ExecutionService deals with encapsulating the wireless protocol and marshalling data, as described below. RobotState is a parent class representing a given state of the robot at any given time.
The software realizes the state machine architecture through the application of the State design pattern [Gamma et al. 1994 ]. This design pattern ensures that only behaviours that are allowed to be executed at any given point in time are available to the caller at that time. The RNotesSnakeRobot holds a reference to an instance of one of the subclasses of RobotState representing the current state at some instant in time. Note how there is a subclass only for each allowable transition in the state machine of Figure 5 . In this way only safe behaviours are available to execute while in that state at that time. Any other behaviour is automatically discarded. For example, while in the Passive state, the robot may only be activated (activate). While in the Active state, the robot may deactivate or start to move. But in the Passive state a move behaviour is ignored. Note that stop is a special behaviour that is always allowed and always prioritized to execute immediately as a software stop safety measure.
In order to support a high degree of responsiveness in the face of network communication and the scaling requirements of high frequency devices such as the mantis haptic interface, the software structure supports asynchronous, decoupled, and remote execution of robot behaviours. This is done through an adaption of the Command pattern [Gamma et al. 1994 ], a Dispatcher, an Execution Service, and a customized state machine. The customized state machine can readily be seen in Figure 5 . Explicit states are used to represent the execution of a behaviour (the states specified as -ing such as Activating, Moving, etc.). In traditional state machines one often sees such behaviours on the transitions, but this would indicate that the transitions are both guaranteed and executed in essentially zero time. Given the wireless communication roundtrip required by the R-NOTES platform, we chose to model these behaviours as non-zero time, unguaranteed behaviours; i.e. states; when in one of these states other behaviours are not allowed (except stop). This is designed in by having the type RobotResponseState indicate the robot is undertaking some behaviour that has not yet completed, and combining it with an event handler (a RobotModuleCommand callback) that causes a state transition when the operation completes successfully, completes but fails in its behaviour outcome, or aborts. For example, a command to activate the robot, if successful, will cause ZigBee communication that transitions the robot from the passive to the activated state. However, if during this process the robot is unable to activate (perhaps failing an initialization process or self-test), then the command was processed but failed. It is important to note that the command was transmitted and processed. If the command was never transmitted and processed by the embedded robot controller, then the system must know that the command was aborted.
The Command pattern allows the behaviour to be decoupled and "detached" from the object and single thread of control. It enables asynchronous and potentially multi-threaded processing of behaviours. Commands (RobotModuleCommand instances) are placed on a prioritized job queue managed by the Dispatcher. An ExecutionService tied to a CommandWorker processes dispatched commands. The Dispatcher has the ability to dispatch multiple commands as a batch so each modular ZigBee component can participate in a coordinated movement. CommandWorkers utilize Timers or Threads to perform the work. An ExecutionService implementation is responsible for marshalling the behaviour (with data) over a communications channel. At present time we are testing with a local dummy service (local method calls in the same address space) and an HTTP service that mocks behaviour using a standard web server component. We are in the process of designing the ZigBee implementation of the ExecutionService based on our previous sample ZigBee applications.
Conclusion
At present, systems modeling is at the forefront of our needs. Constructing software and systems models in adopted languages such as the System Development Language (SDL) or the Unified Modeling Language and Systems Modeling Language profile (UML/SysML) has many advantages: models are valuable ways of communicating between software engineers, biomedical engineers, and clinicians; they provides a basis for design activities and reviews as required for regulatory approval; they can improve the quality of the resulting system; and they can provide an opportunity for identifying reusable patterns and code within the domain. There are significant barriers to entry however. First, non-software engineers have limited familiarity of UML and particularly of SysML in the bioengineering domain. Second, tools are prohibitively expensive; they are marketed to large-scale system development companies typically working in the defense and aerospace industries and can cost several thousand dollars per seat. Third, while UML and its SysML extensions are languages not methodologies, they are closely associated with the (Rational) Unified Process (R)UP and Model-Based Software Engineering (MBSE [3] ) methodologies, and prescribing these process models would be another high barrier for entry. Finally, the biggest obstacle, in our view, is that a vocabulary of reusable model elements has not been created in the surgical domain, and a reference architecture does not exist to provide style guidance on how heterogenous components may be combined. The domain lacks an universally identifiable reference architecture for surgical applications, equivalent to architectural frameworks such as DoDAF/MODAF/UPDM and ToGAF for defense systems.
The technology community around software for surgical applications is slowing coming to the realization that integration needs to be addressed in a systematic, not one-off fashion. Integrations touting flexible component architectures essentially boil down to software to support specific clinical applications. While they apply good design principles they are not broad enough to be considered integration platforms. Fundamental to these approaches is an application-centric view; an application developer is still required to do the bulk of the integration heavy-lifting. S/he may have guidance, interfaces, and data exchange protocols available, but "putting it all together" remains an additional responsibility on top of feature-oriented development for end users. This leads to a classic maintainability and complexity burden in the application software. In our view, not only is modeling required but also the emergence of a reference framework (or frameworks if appropriate) to facilitate component interoperability and integration.
Finally, we point out that any effort at constructing standard modeling extensions or reference architectures must begin with a comprehensive requirements process. The surgical domain is unique in its complexity. For example, not all surgical procedures are the same; they differ in many dimensions, notably the human subsystems impacted (cardio, neuro, etc.) as well as the nature of the procedure itself (minimally invasive, biopsy, laproscopy, etc.). Further, there is a broad range of innovations being introduced (robotics, tracking, imaging, micromanipulation, etc.) so the field is very fluid. Surgical theatre considerations are particularly important, such as working in a sterile environment, HCI considerations (touchscreens, gesturing, foot pedals), placement of monitors, and the capabilities of the clinicians participating in the procedure. We observe that many of the technologies we have seen state requirements declaratively, and these requirements are more often than not design constraints deduced by the developer and not elicited from the end users.
