We define an abstract problem of module composition (MC). In MC, modules are seen as black boxes with input and output ports. The objective is, given a set of available modules, to instantiate some of them (one or more times) and connect their ports, in order to obtain a target module. A general compatibility relation defines which ports can be connected to each other. Constraints are imposed on the number of instances of each module and the number of copies of each port. A linear objective function can be given to minimize the total cost of module instances and port copies.
Introduction
In this paper we introduce a problem of module composition and provide algorithms and fundamental worstcase complexity results for it.
The setting is as follows. We are given a set of available module types. Each module type is characterized simply by a set of input ports and a set of output ports. A binary compatibility relation between input and output ports models which input port can be connected to which output port. The problem is to (1) generate zero or more instances of each module type, (2) generate zero or more copies of each port in each module instance, and (3) connect all ports in a compatible way so that no port remains disconnected. As we show below, this problem is general enough to capture the problem of finding a composition of available modules that "implements" a given target module.
Constraints can be imposed on the number of instances of each module type (e.g., "at least 2 copies of A, at most 1 copy of B", etc) and the number of copies of each port in an instance (e.g., "can fan-out port p at most 10 times, port q needs at least 2 inputs", etc). A linear objective function can be given to minimize the total cost of module instances, port copies and connections.
To motivate the reader, we give an example, shown in Figure 1 . The figure shows two available module types A and B and a target module T . The goal is to instantiate and connect A and B to obtain T . The only compatible ports are output port q 1 of A with input port p 3 of B (we use an arrow from p 3 to q 1 to denote that). For simplicity, we assume there are no bounds on the number of instances of modules or the number of copies of ports. By instantiating each of A and B and their ports once and connecting q 1 to p 3 , we achieve our goal. Now, it is easy to see that the above problem is equivalent to the following slightly modified problem. Given A, B and T −1 (the "inverted" version of T , that is, where input ports are turned into outputs and outputs into inputs), find a composition which includes exactly one instance of T −1 and results in the "closed" module (that is, where all ports are connected). Therefore, in the rest of this paper, we consider this modified version of the problem where there are only available modules and the goal is to reach a closed composition. We call this the module composition problem (MC).
The compatibility relation after adding the inverted ports which implements the "closed" module A composition of three instances of A, B and T −1
The compatibility relation
The target module T The results we obtain for MC are the following. First, we give an equivalent formulation as an integer programming optimization problem. Second, we show that MC is NP-complete. Third, we identify a number of special cases where MC can be solved in polynomial time, by solving an equivalent network flow problem. Finally, we suggest methods to be used in the general case.
Applications.
We believe that the abstract problem introduced and studied in this paper has a number of practical applications. For example, in a circuit layout context, modules might represent chips and ports might represent wires. In a software engineering context, modules and ports might represent software components and their interfaces. Automatic composition can be especially useful in a dynamic and distributed environment, such as programs communicating over the Internet using middleware like CORBA or JINI: in such an environment, it is important for fault tolerance and reconfiguration to dispose of fast automatic composition techniques.
The application that has initially motivated our work comes from the domain of automotive embedded software development [12, 2] . The problem there is to "design a software tool that automatically composes a fully executable model from a list of components and an architectural description of the final model" (quote from [12] ). The components are used for simulation and eventually code generation. Due to the large number of legacy components (hundreds or more, often developed by different groups), the current practice of composition "by hand" is extremely tedious, as well as error prone. It is obvious that an automatic composition technique would greatly reduce the software production cost.
Related work.
Automating software composition is not a new idea. Tools such as make are widely used to automate compilation or any other software transformation, taking into account dependencies, and so on. The major difference of these tools with our approach is, however, that in make, all alternative rules (i.e., possible solution chains) have to be a-priori known and hardcoded in the makefile. Another drawback is that hardcoding preferences among alternative solutions is not always easy in tools like make.
Our work is obviously related to Architecture Description Languages 1 as well as to Software Architectures (e.g., see [15] ) and other component models (e.g., see [18] ). Our approach is independent of methodological and language-specific aspects. We have focused in defining a basic formal problem (with obvious practical applications) and obtaining fundamental complexity results. We have also been interested in a "lightweight" approach. Our framework is intentionally simple: for example, it cannot impose global constraints on a solution and modules do not have operational semantics. This simplicity makes automation in the large possible. [16, 11] propose the tool Metaframe, based on linear temporal logic and using a variant of the synthesis algorithm of [10] (of exponential worst-case complexity). The major difference with our framework is that they build only linear compositions (i.e., chains) rather than general graphs, as we do. Other differences are that in Metaframe, all possible solutions can be obtained, whereas in our case, we obtain only one solution. In Metaframe, constraints on the order of modules in a chain can be expressed (e.g., A must appear before B), however, it is not clear how to specify preference constraints or bounds on the number of modules.
The problem in [7, 8] is to automatically generate all possible configurations of middleware architectures. Here, too, all possible solutions are found. Their framework is not restricted to linear architectures, however, the number of components to be used in a solution is fixed in advance, and preference constraints cannot be expressed. Like Steffen et al, Kloukinas et al. also use algorithms inspired by model-checking and formal verification techniques.
Also related is the dataflow composition based framework implemented in the tool Sword [6, 14] . The problem is quite similar to ours: the synthesis of a composite service based on available services. As with the above works, it is not clear whether multiple copies of each service can be used and whether preferences or bounds can be expressed. The algorithm used in Sword is also quite different from ours: it uses rule-based techniques from the domain of artificial intelligence.
Finally, related is the component-modeling language Alloy, for which it is possible to perform automatic analysis in a first-order logic [5] . The analysis is sound but not complete, since the logic is undecidable. We do not know yet whether it is possible to express some type of module composition and automate it within the Alloy framework.
This work extends the results of [17] which deal with the problem of automatically composing modules in a chain.
Module composition problem
Let N denote the set of natural numbers {0, 1, 2, ...}.
We consider a finite set of ports, P = {p 1 , ..., p k }. We assume that P = P in ∪ P out , where P in ∩ P out = ∅. P in is the set of input ports, P out is the set of output ports.
We also consider a compatibility relation C ⊆ P in × P out , between input and output ports. The understanding is that input port p can be connected to output port q iff (p, q) ∈ C.
A module type is a tuple A = (In, Out, f in , f out ), where
N . An instance of A is a tuple (In, Out, g in , g out ), where g in : In → N and g out : Out → N , such that for all p ∈ In, g in (p) ∈ f in (p), and for all q ∈ Out, g out (q) ∈ f out (q). The meaning is that f out (p) defines the possible fan-out factors of output port p, namely, how many (compatible) input ports can be connected to p. For example, if f out (p) = {1, 2} then at least one and at most two ports should be connected to p. We can view f out (p) as specifying how many copies of p an instance of module A can have. Each copy of p will be connected to a single copy of another port. Then, in a given instance of A, g out (p) fixes exactly how many copies of p there are, within the range specified by f out (p). The meanings of f in and g in are symmetric.
We will use the following notation and assumptions. For a module type A = (In, Out, f in , f out ), in(A), out(A), f in (A) and f out (A) denote In, Out, f in and f out , respectively. Similarly for module instances. We will assume that f in (p) and f out (q) are non-negative integer intervals, e.g., [0, 5] , [1, 1] , and so on. We will also assume that the set of input and output ports of a module type are disjoint. Finally, we will assume that given a set of module types, they all have disjoint sets of input ports and disjoint sets of output ports.
Given a multiset of module instances I (not necessarily all of the same module type), a composition on I is defined as a multiset X of tuples of the form (A, p, B, q), where A, B ∈ I, p ∈ in(A) and q ∈ out(B). The meaning of (A, p, B, q) is that input port p of A is connected to output port q of B.
We say that a composition X on I is closed if the following conditions hold:
Conditions 1 and 2 say that X connects a port to exactly as many ports as specified by its fan factor. We say that a composition X on I respects a compatibility relation C if
The last element we need is a set of constraints on how many instances of a module type we can have. We formalize that as a function N inst : M → 2 N , where M is the set of module types and for each module type A in M, N inst (A) is an interval. For example, if N inst (A) = [1, 10] , this means that at most 10 instances of A are available and at least 1 instance should be used, whereas if N inst (A) = N , then an arbitrary number of instances of A can be used, possibly none. We say that a set of module instances I respects N inst if for each module type A, if n A is the number of instances of A in I (notice that I is a multiset), then n A ∈ N inst (A).
We are now ready to state the module composition problem.
Definition 2.1 (Module Composition Problem (MC)) Given (a) disjoint sets of input and output ports P in , P out , (b) a compatibility relation C ⊆ P in × P out , (c) a set of module types M, and (d) constraints on the number of module instances N inst : M → 2 N , find (e) a set of module instances I that respects N inst , and (f ) a composition X on I that respects C and is closed.
Example 2.1 Consider the set of module types shown at the top of Figure 2 . For the sake of simplicity, we assume that two ports are compatible iff they have the same name. 2 We require that exactly one instance of module A 0 be present in the composition, while there are no constraints on the number of instances of A 1 , A 2 , A 3 . In our framework this can be modeled by setting N inst (A 0 ) = {1} and
The fan factors of all ports are constrained to be exactly 1, except for output port a of module A 0 , which can have from 0 up to 3 copies. That is, f out (A 0 )(a) = [0, 3] , and f in (p) = f out (q) = [1, 1] , for all other ports p, q in the system. A solution of this MC is shown at the bottom of the figure. In the solution, there is one instance of A 0 , A 2 , A 3 and two instances of A 1 . Also, there are two copies of output port a of A 0 , each connected to a copy of input port a of a different instance of A 1 . Remark 2.1 (The compatibility relation) We assume that the compatibility relation is given. Indeed, how compatibility of ports is derived is application specific, and out of the scope of this paper. Still, we give some examples of the range of expressiveness of the compatibility relation below. Note that the compatibility relation can be derived (possibly automatically) independently of the composition problem: this can be done once and used in many composition instances.
As in Example 2.1, compatibility could be simply based on names: two ports are compatible iff they have the same name (note that our framework is strictly more expressive than naming, see footnote 2). Another possibility is type matching: each port represents a type, and two ports are compatible iff their types match (for example, p int matches q int and q real ). Note that polymorphic types can be handled as well: for example, a module computing the length of a list of objects of any type can have an input port p which is compatible with all output ports representing lists.
3 Ports could also represent interfaces (i.e., sets of functions defined by their signatures), in which case port p is compatible with port q if the interface defined by p is a subset of the one defined by q.
4
Ports could even be given semantics in terms of automata (as in [9] or [3] ) which can express, for instance, the acceptable order of function calls in an interface 5 (e.g., "before you call get() you must call init()"). Here, compatibility can be defined as a simulation relation between automata and can be derived automatically by testing offline, for every pair of input/output ports (p, q), whether the automaton of p simulates the one of q.
Non-uniqueness of solutions, optimality.
We observe that an MC does not necessarily have a unique solution. This is because of the following reasons:
• If a set of instances works, then doubling the instances will work too (provided the constraints on number of instances are met).
• Even if we require the number of elements in I to be minimal, there might be more than one minimal solutions.
• Even if we fix the number of instances, there might be multiple ways to instantiate the fan factors of some ports. For example, if (p, q) ∈ C and f in (p)∩f out (q) = [1, 2], then we could let g in (p) = g out (q) = 1 or g in (p) = g out (q) = 2, which amounts to creating one or two copies of each port and connecting them.
• Even if we fix both the number of module instances and port copies, there may be different compositions (i.e., different ways to "wire" the modules) possible.
The algorithm that we give in the following section finds an optimal solution to an MC, provided a solution exists. The solution is optimal with respect to a given (linear) objective function which represents the sum of the costs of creating instances of a module (an instance of module type A i will add a cost c i ), creating copies of ports (a copy of port p will add a cost c p ), and connecting ports (connecting port p to port q will add a cost c p,q ). This is useful, since we can express the fact that some modules might be more costly than others, as well as express preferences/priorities in connecting pairs of ports.
Automated module composition
In this section we present the main results of our study of MC:
• The general MC is decidable and NP-complete.
• In a number of special cases (e.g., when the number of instances for each module type is known), MC can be solved in polynomial time.
The basic idea for proving decidability is to formulate an integer program, such that MC has a solution iff the integer program has a solution. Moreover, an optimal solution of the integer program with respect to a linear objective function corresponds to an optimal set of instances I for MC. Given I, finding a composition X is straightforward. NP-hardness is proved by reducing the Knapsack problem to MC. We start by illustrating our approach with a simple example.
A simple example
Consider again the MC problem of Figure 2 . Initially, let us assume that the fan factors of all ports are equal to 1 (we relax this assumption later). That is, f in (p) = f out (q) = [1, 1] , for all ports p, q in the system. We will also assume throughout this example that all costs are equal to 1, that is, a solution is optimal if it minimizes the sum of module instances, port copies and connections. We begin by creating integer variables x 0 , x 1 , x 2 , x 3 , where x i represents the number of instances of module A i in the solution. From N inst , we obtain the constraints x 0 = 1,
Viewing the port names as independent vectors, we can represent each module type by a simple linear expression on these vectors. Doing so, we get the expressions −c − d + a for A 0 , −a + b for A 1 , −b + c for A 2 , and −b + d for A 3 . Now, it is easy to see that the requirement that the composition be closed is equivalent to the following constraint:
or equivalently:
Indeed, module A 0 will "contribute" x 0 copies of its output port named a (since the fan factors are set to 1), and each of these has to be connected to a copy of the input port of A 1 named a, therefore, x 0 must be equal to x 1 in order to have a closed composition. Since a, b, c, d are independent vectors, equation (5) is equivalent to the set of equations:
Thus, we ended up with a simple system of linear equations on integer variables, namely, equations (6)- (9), along with the initial constraint x 0 = 1. Solving the system (e.g., by Gaussian elimination), we find that it is infeasible. This means that there exists no solution to the above instance of MC. We now relax the constraint that the fan factors of all ports should be 1. For example, suppose that f out (A 0 )(a) = [0, 3] . To model this, we create an additional variable y a 0 , which represents the fan-out factor of port a of A 0 . Since each instance of A 0 can contribute from 0 up to 3 copies of a, we have the constraint:
Equation (4) now becomes:
We can transform constraints (10) and (11) to an equivalent set of equations:
where s ≥ 0 is a slack variable that transforms the inequality constraint into an equality. Solving equations x 0 = 1 and (12)- (16) by Gaussian elimination, we obtain the optimal solution x 0 = x 2 = x 3 = 1, y a 0 = x 1 = 2, s = 1. This corresponds to the set of module instances shown in the bottom of Figure 2 .
Once the set of module instances is determined, connecting the ports (i.e., finding a composition) is trivial: pick any unconnected copy of an input port and connect it to an unconnected copy of a compatible output port; repeat until all ports are connected. Notice that this procedure is guaranteed to terminate with all ports connected, since the above constraints ensure that a closed composition exists. Also notice that since connections are made at random, there might be more than one compositions possible.
Formulation as an integer programming problem
Let M = {A 0 , A 1 , ..., A n } be the set of module types. The integer program contains the following nonnegative integer variables and constraints.
• x i , i = 0, ..., n, represents the number of instances of module
we have the constraint
If u i = ∞, then the constraint becomes l i ≤ x i .
• y p , p ∈ P in , represents the total number of copies of input port p of a module A i , in all instances of
Therefore, for each p, we have the constraint
If b p = ∞, then the constraint becomes x i · a p ≤ y p .
• z q , q ∈ P out , represents the total number of copies of output port q of a module A i , in all instances of A i . Letting f out (A i )(q) = [a q , b q ], each instance of A i can "contribute" from a q up to b q copies of q. Therefore, for each q, we have the constraint
If b q = ∞, then the constraint becomes x i · a q ≤ z q .
• w p,q , (p, q) ∈ C, represents the number of connections between a copy of p and a copy of q. We relate the w p,q with the y p and z q variables with the following sets of constraints, for each p ∈ P in , q ∈ P out :
Constraints (20) ensure that a closed connection exists.
Proposition 3.1 There is a solution to MC iff there exist non-negative integers x i , for i = 0, ..., n, y p , for p ∈ P in , z q , for q ∈ P out , w p,q , for (p, q) ∈ C, such that constraints (17)- (20) are satisfied.
Regarding optimality, it can be easily incorporated in the above formulation, by introducing an objective function to be minimized. Let c i ≥ 0 be the cost of an instance of module A i , c p ≥ 0 be the cost of a copy of port p, c q ≥ 0 be the cost of a copy of port q, and c p,q ≥ 0 be the cost of connecting a copy of p to a copy of q. We define the objective function to be:
where x, y, z, w are the vectors of variables x i , y p , z q , w p,q , respectively. Then, we get an integer optimization problem: minimize f ( x, y, z, w), subject to constraints (17)- (20), and x i , y p , z q , w p,q are non-negative integers.
It is worth observing that, first, if l i = 0 for all i = 0, ..., n, then the trivial solution x i = y p = z q = w p,q = 0 is both feasible and optimal. Second, if for all i such that l i ≥ 1, for all p ∈ in(A i ), a p = 0, and for all q ∈ out(A i ), a q = 0, then the solution x i = l i , y p = z q = w p,q = 0 is both feasible and optimal. Therefore, the interesting cases arise when there exists some i such that l i ≥ 1 and for some p ∈ in(A i ), a p ≥ 1, or for some q ∈ out(A i ), a q ≥ 1.
Eliminating redundancy in the integer program.
In many cases, there may be a lot of redundancy in the above integer program, in the sense that the number of variables and constraints can be reduced. We have seen such a case in the example of section 3.1, where we used not all of the y p or z q variables and none of the w p,q variables. We now explain which variables and constraints can be eliminated and when. Our discussion on eliminating w p,q variables also shows that not all compatibility relations can be reduced to naming.
Eliminating y p or z q variables. In the case where f in (p) = [1, 1] for some input port p (i.e., the fan factor of p is 1), constraint (18) above becomes
In that case, we can eliminate variable y p and use x i in its place. Similarly, for some output port q, we can eliminate variable z q if f out (q) = [1, 1] .
Eliminating w p,q variables. The reason why we did not have to use any w p,q variables in the example of section 3.1 is that we assumed that the compatibility relation of that example can be reduced to port naming, such that two ports are compatible iff they have the same name. This cannot always be done. For example, look at Figure 3 . For the compatibility relation on the left, we cannot find a naming that works. Indeed, assume we give p 1 the name a. Then we have to name q 1 and q 2 by a too. Since q 2 is named a and is compatible with p 2 , we have to name p 2 by a as well. But now p 2 and q 1 have the same name, even though they are not compatible. On the other hand, for the compatibility relation on the right of the figure, we can find a naming (just name all ports a) that works. Formally, we say that a compatibility relation C ⊆ P in × P out has the Z property if for any p 1 , p 2 ∈ P in and any q 1 , q 2 ∈ P out
Then, we can show the following: Lemma 3.1 We can find a function name : P in ∪ P out → N such that ∀p ∈ P in , q ∈ P out , name(p) = name(q) ⇔ (p, q) ∈ C, iff C has the Z property.
Thus, if C has the Z property, we can partition P in and P out into disjoint subsets
Then, we can eliminate variables w p,q , and replace the set of constraints (20)- (20) by one constraint as follows, for each i = 0, ..., k:
In fact, even if C does not have the Z property, "parts" of it might possess it. In such a case, we can perform the above optimization for these parts, eliminating the corresponding w p,q variables.
does not have the Z property has the Z property Figure 3 : Illustration of the Z property. Proof: First we show that MC is in NP. It has been shown that any integer programming problem can be transformed in polynomial time into a 0-1 integer programming problem, that is, where all variables take the values 0 or 1 (e.g., see chapter I.5 of [13] ). Since there is a polynomial number of 0-1 variables, say k, there are 2 k possible solutions. For each solution, it can be checked in polynomial time whether it is feasible. If a feasible solution is found, the composition can be computed in linear time in the number of ports, as discussed in section 3.5. Therefore, MC is in NP.
NP-completeness
To prove that MC is NP-hard, we reduce a variant of the Knapsack problem (KP) to MC. KP is defined as follows. We are given a set of numbers S = {c 1 , ..., c n } ⊂ N , and some M ∈ N . We are asked whether there exists a subset S ⊆ S, such that x∈S x = M . The problem is known to be NP-complete [4] .
We reduce KP to MC as follows. Let A 0 , A 1 , ..., A n be module types, where:
• N inst (A 0 ) = {1} and N inst (A i ) = {0, 1}, for each i = 1, ..., n.
• A 0 has no output ports, M input ports, and f in (A 0 )(p) = [1, 1] for each input port p of A 0 .
• For each i = 1, ..., n, A i has no input ports, c i output ports, and f out (A i )(q) = [1, 1] for each output port q of A i .
• Every input port is compatible with every output port.
It is easy to see that KP has a solution iff the above MC has a solution.
Special cases of polynomial complexity
Although the worst-case complexity of the general MC is exponential, there are many interesting special cases where MC can be solved in polynomial time. This is when the integer program of section 3.2 can be transformed to an equivalent network flow problem, which can be solved in polynomial time using a variety of algorithms (e.g., see [1] ). We now identify some of these cases.
Special case I: known number of module instances. Suppose that the number of module instances are known, that is, l i = u i , for all i = 0, ..., n. In this case the problem is equivalent to a min-cost flow problem, in a network defined as follows. There is one node for each input port p, one node for each output port q, a source node s and a sink node t. There is a directed link from s to each node p, and the flow along this link corresponds to y p . There is a directed link from each node q to t, and the flow along this link corresponds to z q . There is a directed link from p to q, for each (p, q) ∈ C, and the flow along this link corresponds to w p,q . There is a directed link from t to s. Finally, there are lower and upper capacity bounds on the links (s, p) and (q, t), corresponding to constraints (18) and (19). The objective function is similar to the one given in section 3.2, namely, minimize
A number of min-cost flow algorithms can be used in this case. For example, the enhanced capacity scaling algorithm has complexity O((e log v) · (e + v log v)), where v is the number of nodes and e the number of edges. Notice that in the network construction above, we have v = |P in | + |P out | + 2 and e = |P in | + |P out | + |C|.
Special case II: modules with single input/output ports. Suppose that each module type has at most one input port and at most one output port, that is, |in(A i )| ≤ 1 and |out(A i )| ≤ 1, for all i = 0, ..., n, and f in (p) = f out (q) = [1, 1] , for all ports p, q. Then, the problem can be again transformed into a min-cost network flow problem, where the network is defined as follows. There are two nodes, s i and t i , for each i = 0, ..., n. There is a directed link from s i to t i with capacity x i ∈ [l i , u i ]. If A i has an input port p and A j has an output port q, such that (p, q) ∈ C, then there is a directed link from t i to s j . The objective function is similar to the one given in section 3.2, namely, minimize i=0,...,n c i · x i .
Again, any min-cost flow algorithm can be used. In this case, the number of nodes is 2n and the number of edges is n + |C|.
Overall algorithm for the module composition problem
Based on the results of the previous sections, the overall algorithm to solve MC has three stages.
In Stage 1, we try to find an optimal solution to the integer optimization program given in section 3.2. If no feasible solution exists, then MC has no solution (by proposition 3.1). If an optimal solution is found, we proceed to stage 2.
In Stage 2, we know the x i 's, y p 's, z q 's and w p,q 's. From these, we can build a set of module instances I as follows. There will be x i instances of module A i . For each input port p of A i , there will be a total of y p copies of p in all instances of A i . How many copies are assigned to each instance does not matter, as long as there are between a p and b p copies of p in each instance. Therefore, we can assign copies to instances at random, making sure the above constraints are met. 6 Similarly, we assign a total of z q copies of port q. Finally, in Stage 3, we build the composition as follows. Initially all copies of all ports are disconnected. We repeat the following, until all copies of all ports are connected: pick any unconnected copy of an input port and connect it to an unconnected copy of a compatible output port. 6 By proposition 3.1, it is guaranteed that we can assign copies such that the above constraints are met. 7 Again, by proposition 3.1, this procedure is guaranteed to terminate with all ports connected.
Obviously, the hard part is Stage 1: solving the integer program. For this, the following strategy can be employed. First, check whether the problem instance belongs to one of the special cases given in section 3.4. These tests can be done automatically. If the problem belongs to a special case, apply a min-cost flow algorithm of choice.
If the problem does not belong to any special case, apply a heuristic of choice. There is a large number of heuristics for integer optimization problems developed in the literature. We just mention a few here, referring the reader to [1, 13] for details.
1. Apply Lagrangian relaxation, by removing the constraints (17)-(19) from the feasible region and adding the following term to the objective function:
g( λ, µ, x, y, z, w) = ( i λ i (u i − x i ) + µ i (x i − l i ))
where the λ's and µ's are the Lagrange multipliers. By doing this, we end-up with a min-cost network flow problem, which can be iteratively solved to obtain a strict bound on the optimal solution and perhaps also find one.
2. Use branch-and-bound to iteratively solve linear relaxations of the integer program (i.e., where the variables are not restricted to be integers), and converge to an integer solution.
3. Use a cutting-plane algorithm to do the above.
Regarding future work, we intend to apply our methods in the particular context of embedded software development for cars. In order to make the approach more usable, we plan to develop techniques to automate the resolution of the compatibility relation: deciding whether two ports are compatible can be done automatically based on a set of rules such name matching, type matching, matching of sampling rates, etc. Finally, we intend to investigate the power of local port compatibility with respect to global properties of the composite system.
