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Abstract. This paper presents the development of a new approach to skin seg-
mentation and hand gesture recognition in order to compose applications for
Human Computer Interaction requiring real-time computing. Tests performed
indicate the possibility of using the approach with low-cost equipment.
1. Introduc¸a˜o
Sistemas de Visa˜o Computacional (VC) veˆm dando eˆnfase ao reconhecimento de gestos
para utilizac¸a˜o em uma variada gama de aplicac¸o˜es. Os gestos teˆm a capacidade natural de
representar ideias e ac¸o˜es de uma forma intuitiva e simples, o que proporciona uma inter-
face mais natural para sistemas de Interac¸a˜o Humano-Computador (IHC) [Panwar 2012].
Este estudo apresenta o desenvolvimento de uma abordagem hı´brida para a
segmentac¸a˜o de pele e o reconhecimento de gestos pre´-estabelecidos em imagens de
vı´deo. A fim de proporcionar aplicac¸o˜es em alto desempenho, a abordagem esta´ sendo
desenvolvida empregando o conceito de GPGPU (General Purpose Graphics Processing
Unit / Unidade de Processamento Gra´fico de Propo´sito Geral).
2. Abordagem Proposta
O problema de segmentac¸a˜o de pele e´ tratado com uma abordagem semi-supervisionada
de classificac¸a˜o na˜o-linear, a qual emprega a Distaˆncia Polinomial de Mahalanobis (DPM)
no espac¸o de cores RGB para a tomada de decisa˜o, conforme proposto e discutido em
[Sobieranski et al. 2009].
Uma visa˜o geral da abordagem proposta e´ apresentada na Figura 1, podendo ser
caracterizada em treˆs etapas principais, descritas como segue:
1. O utilizador define um conjunto de pontos caracterizando o padra˜o alvo (pele),
este e´ empregado para o aprendizado de uma me´trica de distaˆncia na˜o-linear
fornecida pela DPM. Um padra˜o definido pode ser persistido e recuperado,
possibilitando o inı´cio da ana´lise a partir da segunda etapa.
2. Na segunda etapa (Mo´dulo de Classificac¸a˜o) com a me´trica de distaˆncia aprendida
na etapa anterior as imagens do vı´deo de entrada sa˜o avaliadas. Padro˜es de pele
sa˜o identificados e separados do fundo. Apenas estas porc¸o˜es reconhecidas como
pele (objetos candidatos) sa˜o enviadas para ana´lise na pro´xima etapa.
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Figura 1. Visa˜o geral da abordagem proposta
3. O centro de massa do objeto candidato e´ encontrado. Desta forma e´ computado
a distaˆncia entre o centro e cada pı´xel da borda. Este conjunto de medidas e´
convertido em um descritor/assinatura de forma (Figura 1) que por sua vez e´
submetido a um classificador baseado em Ma´quinas de Vetor Suporte (SVM)
[Chang and Lin 2001], o qual decide se o objeto em ana´lise caracteriza um gesto
va´lido ou na˜o.
O Mo´dulo Ac¸a˜o pode ser implementado de acordo com a aplicac¸a˜o em uso. No
proto´tipo o referido mo´dulo identifica apenas o gesto reconhecido com a finalidade de
avaliar a abordagem proposta.
3. Discussa˜o Final
Neste trabalho apresentamos um abordagem hı´brida para a segmentac¸a˜o de pele e o re-
conhecimento de gestos empregados no processamento e classificac¸a˜o de vı´deo. Com a
finalidade de atender aplicac¸o˜es em tempo real de IHC, experimentos sendo conduzidos
demonstram a possibilidade da utilizac¸a˜o do me´todo com caˆmeras de baixo custo (web-
cams) e computadores pessoais.
Um dataset de gestos esta´ sendo construı´do para avaliar o desempenho e acura´cia
do me´todo proposto. Este conjunto de dados e´ constituı´do por 25 gestos esta´ticos que
foram capturados em vı´deo e imagens a partir de 37 pessoas diferentes. Cada pessoa foi
filmada por 4 caˆmeras diferentes e com diferentes pontos de vista, repetindo os gestos
que eram mostrados na tela do computador. Todos os gestos foram apresentados de forma
aleato´ria e repetidos 8 vezes. Todo o dataset sera´ disponibilizado para utilizac¸a˜o pu´blica.
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