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Abstract. The transport of heat and particles in the relatively collisional
edge regions of magnetically confined plasmas is a scientifically challenging and
technologically important problem. Understanding and predicting this transport
requires the self-consistent evolution of plasma fluctuations, global profiles and flows,
but the numerical tools capable of doing this in realistic (diverted) geometry are only
now being developed.
Here a 5-field reduced 2-fluid plasma model for the study of instabilities and
turbulence in magnetised plasmas is presented, built on the BOUT++ framework.
This cold ion model allows the evolution of global profiles, electric fields and flows on
transport timescales, with flux-driven cross-field transport determined self-consistently
by electromagnetic turbulence. Developments in the model formulation and numerical
implementation are described, and simulations are performed in poloidally limited and
diverted tokamak configurations.
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1. Introduction
The edge of magnetically confined plasmas, such as tokamaks, is where hot confined
plasma encounters neutral gas, material surfaces, and the associated impurities. The
transport of heat and particles in this region determines the heat loads and erosion rates
of plasma facing components (PFCs). Predicting this transport, and exploring means
of reducing heat fluxes to PFCs, has played an important role in designing the ITER
divertor [1], and will be critical to the design of a future DEMO device [2, 3]. One of
the uncertainties in making these predictions is the transport across the magnetic field,
which is not well described by diffusion [4, 5], and is thought to be turbulent [6]. Since the
fluctuations can be of similar spatial scales and magnitude to average profiles, significant
effort has been devoted to developing and testing 3D flux-driven fluid turbulence
simulation codes, including GBS [7, 8], TOKAM-3D [9] and TOKAM3X [10].
In this paper we present Hermes, a new tool for the simulation of collisional plasmas,
in particular the edge and divertor regions of tokamaks. The ultimate aim of this
work is to construct a model capable of simulating self-consistently the turbulence,
plasma profiles and flows in the edge of magnetically confined plasmas over transport
timescales. This is an ambitious undertaking, as it requires the combination of neutral
gas and atomic physics, plasma-wall interaction, turbulent transport, and neoclassical
effects [11]. As a first step towards this, we present in section 2 a drift-reduced
model [12, 13, 14, 15] which has been constructed based on the derivation of Simakov
and Catto [16], and similar to that derived in [17] but with several modifications to
make it more suitable for numerical solution in global geometry. This model has
good conservation properties, described in section 2.1, and has been implemented using
the BOUT++ framework [18, 19] using conservative numerical methods described in
section 3.
Significant advances have been made in improving numerical accuracy and stability.
In particular, PETSc [20, 21, 22] has been used to implement a new solver for the
axisymmetric potential φ, described in section 5.3. This allows BOUT++ simulations
to self-consistently evolve the axisymmetric electric field in X-point geometry for the first
time. Results are presented showing that important features of the global equilibrium
can be recovered, including the Pfirsch-Schlu¨ter current and Geodesic Acoustic Mode
(GAM) oscillations [23].
As a demonstration of the capabilities of this new model, turbulence simulations
are reported in poloidal limiter geometry (the ISTTOK device [24], section 4), and in
X-point geometry (DIII-D, section 5.4). Conclusions, limitations of the present model,
and future work are discussed in section 6.
2. Hermes model equations
The plasma model is electromagnetic, and evolves electron density ne, electron pressure
pe = neTe where Te is the electron temperature, parallel ion momentum nev||i, plasma
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vorticity ω, and electromagnetic potential ψ. There is no separation between background
and fluctuations in this model, since we wish to study regions such as the tokamak edge
where these are of similar magnitude. The model discussed here (Hermes-1) assumes
cold ions; a hot-ion extension of this model (Hermes-2) is currently under development.
The evolution equations normalised to the ion gyro-frequency Ωci = eB/mi and sound
gyro-radius ρs =
√
eTe/mi/Ωci are:
∂ne
∂t
= −∇ ·
[
ne
(
VE×B + Vmag + bv||e
)]
+∇ · (D⊥∇⊥ne) + Sn (1)
3
2
∂pe
∂t
= −∇ ·
(
3
2
peVE×B +
5
2
pebv||e + pe
5
2
Vmag
)
− pe∇ ·VE×B + v||e∂||pe +∇||
(
κe||∂||Te
)
+ 0.71∇||
(
Tej||
)
− 0.71j||∂||Te + ν
ne
j2|| (2)
+∇ ·
(
D⊥
3
2
Te∇⊥ne
)
+∇ · (χ⊥ne∇⊥Te) + Sp
∂ω
∂t
= −∇ · (ωVE×B) +∇||j|| −∇ · (neVmag)
+∇ · (µ⊥∇⊥ω) (3)
∂
∂t
(
nev||i
)
= −∇ ·
[
nev||i
(
VE×B + bv||i
)]
− ∂||pe
+∇ ·
(
D⊥v||i∇⊥ne
)
− F (4)
∂
∂t
[
1
2
βeψ − me
mi
j||
ne
]
= ν
j||
ne
+ ∂||φ− 1
ne
∂||pe
− 0.71∂||Te (5)
+
me
mi
(
VE×B + bv||i
)
· ∇ j||
ne
with cross-field E×B and magnetic drifts given by:
VE×B =
b×∇φ
B
(6a)
Vmag = − Te∇× b
B
(6b)
Here we use the notation ∇⊥ = ∇ − bb · ∇, ∇2⊥ = ∇ · ∇⊥, ∂||f = b · ∇f and
∇||f = ∇ · (bf). The electron beta appearing in equation 5 is βe = µ0pe/B2. The
parallel current j|| = ∇2⊥ψ is used to calculate the parallel electron velocity using
j|| = ne
(
v||i − v||e
)
. The parallel electron thermal conduction coefficient is the Braginskii
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value κ||e = 3.2nev2th,eτe, where vth,e is the electron thermal speed and τe is the electron
collision rate, with optional flux limiters as used in SOLPS [25]. The resistivity is given
by ν = (1.96τemi/me)
−1. Anomalous diffusion can be represented in axisymmetric
simulations (section 5.2) by particle and thermal diffusivities D⊥ and χ⊥.
The form of the diamagnetic current, in terms of a magnetic drift Vmag, is used
here because it is more easily implemented in terms of fluxes through cell faces than the
standard form, and hence suitable for the conservative numerical schemes described in
section 3: The flow speed depends only on the local temperature, rather than on pressure
gradients, and this has been found to improve numerical stability. This approach has
also been used in the TOKAMX code [10].
The vorticity is related to the electrostatic potential φ by
ω = ∇ ·
(
n0
B2
∇⊥φ
)
(7)
where the Boussinesq approximation is used, replacing ne with a constant n0 (with
no spatial or temporal variation) in the vorticity equation. The capability to perform
simulations without making this approximation has been used in BOUT++ for other
models [26, 27] but is not used here because it cannot yet be used in diverted X-point
geometry for the axisymmetric electric field (section 5.3). The calculation of electrostatic
potential φ from the vorticity ω is a crucial component in all drift-reduced plasma
models, including Hermes. Developments to allow equation 7 to be solved correctly in
X-point geometry are described in section 5.3.
2.1. Conservation properties
The equations 1-5 are formulated in divergence form, and the operators are cast in
terms of fluxes between cells to ensure conservation of the quantity being advected
(see section 3). This is potentially important for advection of plasma density, since
experience with transport codes has shown that results are sensitive conservation of
particle number in high recycling regimes [1].
In order to study conservation of energy, the procedure described in [17, 28]
is followed: Multiply the vorticity equation (3) by φ, and Ohm’s law (5) by j||.
Rearranging, a set of divergence terms and a set of transfer channels are obtained.
When integrated over the spatial domain the divergence terms become fluxes through the
boundary, which can be made to vanish by appropriate choice of boundary conditions.
The rate of change of each form of energy, in the absence of boundary fluxes or sources
and neglecting cross-field diffusion and dissipation terms, is given by:
∂
∂t
[
1
2
n0
B2
|∇⊥φ|2
]
= − φ∇||j|| − φ∇ ·
(
pe∇× b
B
)
(8)
∂
∂t
(
1
2
nv2||i
)
= − 1
2
v2||i
[
∂n
∂t
+∇ · (nvi)
]
− v||i∂||pe (9)
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∂
∂t
(
1
4
βe |∇⊥ψ|2 + me
mi
1
2
j2||
n
)
= − j||∂||φ+ v||i∂||pe
− ν j
2
||
ne
− v||e∂||pe
+ 0.71j||∂||Te (10)
3
2
∂pe
∂t
= − pe∇×
(
b
B
)
· ∇φ+ ν j
2
||
ne
+ v||e∂||pe − 0.71j||∂||Te (11)
which correspond to the ion E × B energy (equation 8), ion parallel kinetic energy
(equation 9), electromagnetic field energy (equation 10), and electron thermal energy
(equation 11). Each term on the right hand side of equations 8-11 has a corresponding
term in another equation with which it balances, representing a transfer of energy from
one form to another. This model therefore has a conserved energy of the form
E =
∫
dv
[
min0
2B2
|∇⊥φ|2 + 1
2
minev
2
||i +
3
2
pe +
1
4
βe |∇⊥ψ|2 + me
mi
1
2
j2||
ne
]
(12)
Unfortunately this conservation is not complete in the implementation of this model,
because the ion parallel momentum (equation 4) does not contain the ion polarisation
drift. The first term on the right of equation 9 vanishes if the total ion velocity vi is used
in the advection of ion parallel momentum equation, but in equation 4 the ion velocity
is approximated by the sum of E × B and parallel flow only (ion diamagnetic velocity
being zero for cold ions). The ion polarisation drift is a higher order than the E×B and
diamagnetic drifts considered here, and including the ion polarisation drift in the ion
momentum equation would introduce a time derivative into the right hand side, which
could not then be solved by the Method of Lines approach adopted by BOUT++. This
is a challenge of drift-reduced models, though a possible solution is suggested in [17]
and will be investigated as part of future work.
2.2. Boundary conditions
At the radial boundaries simple Dirichlet or Neumann boundary conditions are used,
chosen so that the flux of particles and energy through the boundary goes to zero. A
difficulty arises at the core boundary, since the magnetic drift Vmag is approximately
vertical, and so into the boundary at the top of the device and out of the boundary
at the bottom (or vice-versa, depending on the sign of the drift). If this is artificially
prevented from convecting particles and thermal energy through the core boundary then
a narrow unphysical boundary layer forms. As a result here there can be a net flux of
energy through the core boundary. In most cases this source is expected to be small
compared to the external input power, but pathological cases could exist. A possible
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future improvement would be to ensure that the total energy and particle flux integrated
over the core boundary vanishes.
In the direction parallel to the magnetic field sheath boundary conditions are
needed. The correct boundary conditions to apply at the entrance to the sheath in
magnetically confined plasmas is the subject of a long and ongoing debate [29, 30, 31,
32, 33]. Here we adopt relatively simple boundary conditions, leaving the choice of more
complex boundary condition to future work. The parallel ion velocity is sonic:
v||i ≥ cs (13)
where cs =
√
eTe/mi is the sound speed. In practice the inequality means that if the
flow in front of the sheath becomes supersonic then the boundary condition becomes
zero-gradient (Neumann condition). Allowing for this possibility is important, since
several mechanisms can produce a supersonic transition, which have been studied
analytically [34] and in simulations [35].
The parallel current at the sheath is given by:
j|| = ene
[
v||i − cs√
4pi
exp (−{φ/Te})
]
(14)
Note that the ion speed into the sheath is used rather than just cs, to handle
the supersonic regime correctly. The electron flow into the sheath saturates, so in
equation 14 the ratio {φ/Te} is limited to be ≥ 0.
The heat flux into the sheath is controlled by equation 15 [30]:
q = v||i
(
1
2
minev
2
||i +
5
2
pe
)
− κ||e∂||Te = γsneTecs (15)
where here the sheath heat transmission coefficient is taken to be γs = 6.5. Zero
gradient (Neumann) boundary condition is used for the electron temperature, so the
loss of energy at the sheath is implemented as an additional removal of thermal energy
from the final grid cell.
The boundary condition on the electron density at the sheath entrance should be
as unrestrictive as possible, to avoid over-constraining the system of equations. Free
boundary conditions have been tried, in which the second derivative at the boundary is
zero, but zero gradient boundary conditions have been found to be more robust and so
are used here.
2.3. Coordinate system
A Clebsch coordinate system is used, aligned with the magnetic field such that the
equilibrium magnetic field is given by B = ∇z × ∇x. The x coordinate is a flux
coordinate in the radial direction, z is an angular coordinate, and the y coordinate is
aligned with the equilibrium magnetic field. In BOUT++ the metric tensor is assumed
to be constant in the z direction. Two orientations of this coordinate system are
used here: For simulations of the large aspect-ratio ISTTOK device in section 4 the
z direction is the poloidal angle. For tokamak simulations in section 5 the standard
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BOUT/BOUT++ coordinates are used, in which z is the toroidal angle. For long time
simulations the large scale magnetic field might be expected to evolve, but this is not
currently allowed for in this model: Parallel derivatives are taken along the starting
magnetic field, and the deviation due to the electromagnetic potential ψ is assumed to
be small.
3. Numerical methods
The numerical schemes used to solve the model equations have been chosen for their
conservation properties. Some care must be taken over the form of the equations
used, since not all analytically equivalent forms have the same numerical properties.
Particular care must be taken over the form and choice of numerical method for energy
exchange terms, which convert one form of energy to another [17]. The shear Alfve´n wave
dynamics along the magnetic field includes exchange of energy between electromagnetic
and E ×B energy, so that in the terms
φ
∂ω
∂t
= φ∇||j|| + . . . j||βe
2
∂ψ
∂t
= j||∂||φ+ . . . (16)
the operators∇|| and ∂|| should numerically obey the identity φ∇||j|| = ∇||
(
φj||
)
−j||∂||φ.
Fortunately this is quite easy to achieve, and the standard central differencing schemes
have this property. A similar relation exists for the sound wave coupling between parallel
ion flow and electron pressure, with the same solution.
The exchange of energy between E×B energy and electron thermal energy appears
as divergence of diamagnetic current in the vorticity equation, and compression of E×B
flow in the pressure equation:
φ
∂ω
∂t
= φ∇ ·
(
pe∇× b
B
)
+ . . . (17a)
3
2
∂pe
∂t
= pe∇ ·
(
b×∇φ
B
)
+ . . . (17b)
= pe
(
∇× b
B
)
· ∇φ+ . . . (17c)
Here the second form of the E × B compression term is used (equation 17c) and
both terms discretised with central differences since this then ensures that these terms
combine into a divergence without relying on the properties of ∇× b
B
, for example its
divergence in the numerical scheme.
The E ×B advection terms are discretised using the scheme illustrated in figure 1.
The potential is first interpolated onto cell corners, in order to preserve a divergence-
free flow in the absence of magnetic curvature. The velocity on each cell boundary
is then calculated by taking the derivative of the potential along the boundary. Note
that this (along with the interpolation) makes the method at best 2nd-order accurate.
The value of the field f at either side of the boundary is determined by the choice of
numerical scheme. This is done in each dimension independently, so each scheme must
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(1)
φUL VE×B(2)
fU
fD
fL fR
(3)
φUR
φDRφDL
Figure 1. Advection of f by potential φ, both defined at cell centres (open circles):
(1) φ is interpolated onto cell corners (solid circles) (2) Derivatives are taken along
cell boundaries to calculate velocity (crosses) (3) The values of f at both sides of the
boundary is constructed. The flux is calculated using f from the upwind side of the
boundary.
construct the values of f at the left (fL) and right (fR) boundaries. The finite volume
schemes implemented to calculate these values include 2nd-order Fromm and 4th-order
XPPM methods [36]. It has been found that use of the XPPM method results in a
slow convergence of the implicit time integration scheme usually used (CVODE from
the SUNDIALS suite [37]), and so here the Fromm method is used for advection by
E ×B and magnetic drifts.
3.1. Poloidal flows
Poloidal flows due to E×B drift are important for the Geodesic Acoustic Mode (GAM)
oscillation [23, 38], and can play a role in the experimentally observed edge asymmetries
and flow patterns [39, 40, 41]. In the tokamak coordinate system used here, the poloidal
coordinate is transformed into the coordinate parallel to the magnetic field. The usual
way to represent poloidal flows is to split the E ×B flow into two pieces:
∇ ·
(
ne
b×∇φ
B
)
=
b×∇φ
B
· ∇ne + ne
[
∇×
(
b
B
)]
· ∇φ (18)
The first term is then represented as a Poisson bracket, whilst the compressional terms
leading to GAM oscillations are contained in the second term. The advantages of this
approach are that each of these terms can be discretised using the Arakawa method [42]
which has minimal dissipation and respects the symmetries of the underlying equations.
Unfortunately in general geometry it is extremely difficult to ensure that the resulting
numerical method conserves particles since these terms must combine so as to obey the
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analytic integral relation. Here we adopt the approach also used in [10], and write the
advection in flux-conservative form:
∇ ·
(
ne
b×∇φ
B
)
=
1
J
∂
∂ψ
(
Jne
∂φ
∂z
)
− 1
J
∂
∂z
(
Jne
∂φ
∂ψ
)
(19a)
+
1
J
∂
∂ψ
(
Jne
gψψgyz
B2
∂φ
∂y
)
(19b)
− 1
J
∂
∂y
(
Jne
gψψgyz
B2
∂φ
∂ψ
)
(19c)
The first two terms describe the drift-plane motion, which is calculated using the scheme
illustrated in figure 1. The third term describes radial flow due to poloidal electric fields,
whilst the fourth (last) term describes poloidal flow due to radial electric fields. These
poloidal flows are more difficult to implement than the drift-plane motion, particularly
in the vicinity of an X-point where the cell corner is shared between eight cells rather
than the usual four. Here we adopt a simpler scheme for the poloidal flows, in which
the gradients of the potential φ are first calculated at cell centers, then interpolated to
the cell boundaries to calculate the flux.
3.2. Numerical dissipation
The numerical methods employed here use collocated central differencing, and so some
form of numerical dissipation is necessary to control zig-zag/chequerboard modes on the
grid scale. This numerical dissipation must be carefully chosen so as not to introduce
unphysical modes or instabilities. Perpendicular to the magnetic field we use classical
and anomalous perpendicular diffusion of density, pressure, and vorticity (D⊥, χ⊥ and
µ⊥ in equations 1-5). In the direction parallel to the magnetic field we use a combination
of 4th-order dissipation operators, corresponding to hyperviscosity terms in the flow
variables (ve, vi), and Added Dissipation [43] in the scalar variables (n, pe, ω). Added
Dissipation is implemented as a flow between cells which is driven by the third derivative
of the plasma pressure at the cell boundary. This conserves the flux of the advected
quantity (density, thermal energy, momentum) whilst suppressing grid-scale oscillations
due to the collocated numerical scheme.
4. Poloidal limited tokamak geometry
We first simulate turbulence in the ISTTOK device [24], a large aspect-ratio, poloidally
limited tokamak. Major radius is R ' 46cm, minor radius r ' 8.5cm, toroidal magnetic
field Bζ ' 0.5T, and safety factor q ∼ 5 − 7. In order to accomodate the poloidal
limiter, we use a coordinate system in which the z direction is aligned with the poloidal
direction θ, shifted so that the toroidal angle ζ becomes identified with the direction
along the magnetic field, y:
x = ψ y = ζ z = θ − ζ/q (20)
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r
x
y
z
limiter
Core
Figure 2. Coordinate system used in the ISTTOK simulations. A poloidal limiter is
located at one toroidal location, and the radial domain consists of a region of closed
magnetic flux surfaces surrounded by a SOL in which field-lines intersect the limiter.
This coordinate system is illustrated in figure 2. In the core region the magnetic flux-
surfaces are closed, so where the y domain connects onto itself a twist-shift boundary
using FFTs in the z direction is used to map one end of the flux-tube to the other.
This method, and the neglect of metric tensor variation in the poloidal (z) direction are
possible only due to the large aspect ratio, so this coordinate system cannot yet be used
in realistic X-point geometry (section 5.4).
In order to maintain a quasi-steady state profile, sources of heat and particles are
needed close to the inner boundary. To achieve a specified core density and temperature,
we use a Proportional-Integral (PI) feedback controller on the heating and particle
sources in the core region. These sources are poloidally uniform, and are limited so that
they can only be positive, preventing unphysical removal of heat or particles.
A simulation has been run with 68 radial points, 16 toroidal, and 256 poloidal
points. This corresponds to a resolution of 0.3mm in the radial direction, and 2mm in
the poloidal direction. The typical turbulence length scale is a multiple of ρs ' 0.6mm
at Te = 5eV , so these simulations are probably not fully resolved. Higher resolution
simulations will be required in order to carry out a quantitative validation exercise.
The plasma profiles develop along with the turbulence, and are not prescribed. A
snapshot of the electron pressure is shown in figure 3(a), showing a poloidal asymmetry.
The pressure gradient gives rise to a Pfirsch-Schlu¨ter current, which can be seen in
figure 3(b). Both pressure and parallel current profiles contain large fluctuations, of
the same order as the time averaged value, underlining the importance of treating the
background and fluctuations on the same footing in the plasma edge. Fluctuations in
plasma pressure as a function of time are shown in figure 4, in which the input power
was increased at around t = 0.8ms and t = 2.0ms. Differences between the fluctuations
in the closed field-line region inside the Last Closed Flux Surface (LCFS), and those
outside the LCFS can be seen: Inside the LCFS (figure 4(a)) fluctuations are of similar
amplitude on the inboard and outboard side, whilst outside the LCFS (figure 4(b))
fluctuations are larger on the outboard side, and a clear difference can be seen in the
average pressure between the inboard and outboard side. This difference in average
pressure between the inboard and outboard sides can be maintained in ISTTOK partly
because these regions are not connected by parallel transport outside the LCFS, since
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(a) Electron pressure pe, ballooning on the
outboard (bad curvature) side.
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(b) Current density. The equilibrium
Pfirsch-Schlu¨ter current can be seen in the
closed field-line region
Figure 3. Pressure and current density at a fixed time and fixed toroidal angle,
showing poloidal asymmetry in the pressure, and large fluctuations in all quantities
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Figure 4. Fluctuations in electron pressure as a function of time. Vertical dashed
lines mark changes in the edge temperature, from 5eV to 10eV and then to 20eV.
field-lines intersect the poloidal limiter after travelling 1/q ∼ 0.2 of a poloidal circuit.
More detailed study with a higher resolution grid, and comparison against experiment,
will be the subject of future work.
5. Tokamak X-point geometry
Hermes allows simulation of both axisymmetric transport (section 5.2) and 3D
turbulence (section 5.4) in tokamak X-point geometry. Here we describe the simulation
procedure, and some features of the results. As with the ISTTOK asimulations, more
detailed analysis is left to a more specific future publication.
The resolution of these simulations is (48×128×128) points in the (radial, parallel,
Hermes: Global plasma edge fluid turbulence simulations 12
toroidal) directions. Due to the field-aligned coordinate system, the effective poloidal
resolution is much higher than this, being determined by the pitch of the magnetic field
lines [18].
5.1. Coordinates
For X-point tokamak simulations the standard BOUT/BOUT++ coordinates are used.
In terms of orthogonal toroidal coordinates (ψ, θ, ζ) these are [44, 18]
x = ψ y = θ z = ζ −
∫ θ
θ0
Bφhθ
BθR
dθ (21)
where hθ is the poloidal arc length per radian (minor radius for circular cross-section), R
the major radius, Bφ the toroidal magnetic field and Bθ the poloidal magnetic field. As
described in [18], the shifted metric method [45, 46] is used to reduce cell deformation
due to magnetic shear.
5.2. Fluid transport
As discussed in section 1, 3D plasma turbulence on transport timescales is challenging.
This can be made more difficult by the simulation starting conditions, which may be
far from an equilibrium solution to the evolving equations 1-5, resulting in transient
axisymmetric oscillations which are time consuming to evolve through. In order to
reach a quasi-steady state more quickly, we first evolve only the 2D axisymmetric
transport equations, without plasma currents or electric fields, using imposed cross-field
anomalous transport coefficients in the spirit of 2D transport codes such as SOLPS [25],
UEDGE [39, 47] or EDGE2D [40].
Using spatially uniform anomalous diffusion coefficients D = 0.1m2/s and χ =
0.2m2/s the result is shown in figure 5. Since there is no recycling of plasma at the
target plates, the density falls from midplane to divertor, and is lower in the divertor
than would be typical experimentally. The inclusion of neutral gas and plasma recycling
is beyond the scope of this paper, but will be reported elsewhere. As with the ISTTOK
simulations, a PI feedback controller is used to control particle and power source, so as
to achieve the required core density and temperature.
5.3. Solution to φ in X-point geometry
Once the fluid transport simulation has reached quasi-steady state, we then allow
evolution of the vorticity equation and parallel Ohm’s law, still in 2D (axisymmetric)
mode.
The calculation of electric potential φ in this model requires inverting the elliptic
equation 7, which is a 2D problem on a curved surface embedded in the 3D domain.
The operator is written in divergence form as
∇ ·
(
n0
B2
∇⊥φ
)
=
1
J
∂
∂ui
(
J
n0
B2
gij (∇⊥φ)j
)
(22)
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Figure 5. Evolution of electron density in a fluid transport simulation as a function
of time (a) and the final state (b).
The metric components gij which couple the toroidal (z) and parallel projection of
the poloidal component (y) are non-zero, so this is a 3D operator in the field-aligned
coordinates used here (equation 21).
The technique used in most previous BOUT [44] and BOUT++ [18] simulations
was to neglect derivatives along the magnetic field, being small relative to the x and
z derivatives in the ordering used (k||  k⊥), and Fourier transform in the toroidal
direction, this being possible when the Boussinesq approximation is used. This reduces
the problem to a set of 1D equations in radial coordinate x, which are then solved using
the direct Thomas algorithm for tridiagonal systems. This method is computationally
efficient, but for the n = 0 mode the magnitude of the diagonal elements in this
tridiagonal matrix becomes equal to the sum of the magnitudes of the off-diagonal
elements, and the matrix is not strictly diagonally dominant. By comparing this solver
with an iterative method, it was found that despite the relative error in the n = 0
component on a single solve being of the order of 10−6, the iterative solver did not
result in the growth of a numerical instability in cases where the direct solver did. By
varying the tolerances in the iterative solver, it has been verified that this is not due
to an effective smoothing error in the iterative solver. We therefore conclude that the
direct solver is responsible, and should not be used for the n = 0 component.
In addition to the issues discussed above, a further correction has been identified for
simulations in X-point geometry: The flute ordering (k||  k⊥) used to justify dropping
parallel derivatives is not sufficient close to the X-point, particularly for low toroidal
mode numbers. Neglecting parallel (poloidal) derivatives does not on its own cause
numerical instability, since it does not result in a spurious source of energy, but does
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significantly alter the solution, and introduces sharp gradients which can in turn lead
to numerical problems in other terms. This is illustrated in figure 6, which shows the
potential at a single time early in the development of the axisymmetric electrostatic
potential in X-point geometry. Neglecting parallel derivatives in this coordinate system
decouples grid points in the poloidal direction, in particular the coordinate lines passing
either side of the X-point. Close to the X-point (marked with a box), this produces a
discontinuity in the poloidal direction. This discontinuity is unphysical, and is resolved
by retaining the y derivatives in equation 22. This new solver does not yet handle
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Figure 6. Axisymmetric electrostatic potential in X-point geometry, calculated with
or without retaining poloidal (y) derivatives. The vorticity ω is the same in both cases.
finite toroidal mode numbers, so n > 0 modes are inverted using the same solver
as previously used in BOUT++, making the flute approximation to neglect parallel
(poloidal) derivatives. Since this simplification is unlikely to be accurate for low n
modes in X-point geometry, here we retain only n = 0 and n ≥ 4 modes, removing
n = 1, 2, 3 by simulating only 1/4 of the torus. Note that this decomposition in toroidal
modes is only possible here because we have made the Boussinesq approximation in
equation 7. If this approximation is not used then a 3D solution of φ becomes necessary
in this coordinate system. An efficient means to do this is currently under development,
and will be reported elsewhere.
Using this new axisymmetric field solver, the resulting evolution of the electrostatic
potential φ in the core region is shown for two poloidal locations on the same flux surface
in figure 7. Three oscillation frequencies are apparent: (1) An oscillation during the first
20µs with a frequency of approximately 500kHz, in which the potentials at the top and
bottom of the plasma are out of phase; (2) A strongly damped oscillation with frequency
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Figure 7. Evolution of the electrostatic potential φ on the same flux surface at the top
and bottom (near X-point) of the plasma. Starts from an axisymmetric fluid solution
(fig 5) with zero electric field and zero parallel current.
around 67kHz during the first ∼ 50µs, in which the potentials on the same flux surface
are approximately in phase; and (3) a much slower oscillation with frequency around
6.7kHz, with potentials in phase. The simple analytical large aspect-ratio estimates
of local wave frequencies are: shear Alfve´n wave fA = vA/ (2piRq) ' 550 − 1100kHz;
GAM frequency fGAM =
cs
2piR
√
2 + 1/q2 ' 3 − 11kHz; and the parallel sound wave
fs = cs/ (2piRq) ' 0.5− 2.3kHz.
The electrostatic potential after t = 0.83ms on the time axis used in figure 7 (where
currents are turned on at t = 0) is shown in figure 8(a). The electrostatic potential is
relatively constant in the closed field-line region, as shown in the plot of radial electric
field in figure 9. This quasi-steady state is associated with a parallel current shown in
figure 8(b). The Pfirsch-Schlu¨ter current pattern is seen in the closed field-line region,
balancing the current due to the magnetic drift Vmag (diamagnetic current divergence).
In the SOL and Private Flux (PF) region parallel currents are seen to flow into the
sheath in steady state, requiring closing flows through the vessel walls. This is because
in the boundary conditions (equation 14) we have assumed conducting walls. Also
shown in figure 9 is the radial electric field for a case with reversed toroidal field Bζ .
This reverses the sign of the vertical magnetic drift Vmag, leading to a modification of
the radial electric field in the plasma edge. In the SOL the electric field is only slightly
modified, since the sheath strongly constrains the electric field.
5.4. Turbulence in X-point geometry
Finally, once the axisymmetric electric field has reached quasi-steady state we turn off
the imposed anomalous transport (D⊥, χ⊥), extend the mesh in the toroidal domain
to create a 3D simulation, and add small-scale random noise to the vorticity to seed
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Figure 8. Axisymmetric quasi-steady state electrostatic potential and parallel current
after t = 0.83ms, after initial transients shown in figure 7.
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Figure 9. Axisymmetric radial electric field at the outboard midplane at t = 0.83ms
(same time axis as figure 8) for normal (solid black) and reversed (dashed red)
toroidal field direction. The normal configuration has the electron drift direction Vmag
(equation 6b) away from the active X-point (ion drift towards the X-point).
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Figure 10. Time series of density ne and potential φ. The time axis begins at the
start of the 3D simulation, initialised with the axisymmetric solution shown in figure 8
instabilities. This is then run until it reaches a saturated turbulent state.
A timeseries of density fluctuations taken from the grid cell just outside the
separatrix (which is located on a cell boundary) at the outboard midplane is shown
in figure 10. The density shows an initial drop, as the imposed anomalous diffusion has
been turned off, and the plasma fluctuations start at small amplitude and so provide
little transport initially.
Averaging over the toroidal angle and time, the Root Mean Square (RMS) density
fluctuations are calculated from the non-axisymmetric components of the density
fluctuations (equation 23).
nRMS =
√〈(
ne − 〈ne〉ζ
)2〉
ζ,t
(23)
where 〈·〉ζ represents an average over toroidal angle ζ, and 〈·〉ζ,t an average over
toroidal angle and time. This is shown in figure 11, showing a ballooning character
to the fluctuations, but with significant fluctuations at all poloidal angles close to the
separatrix. As can be more clearly seen in figure 11(b), relatively large fluctuations
are observed in the private flux region, in particular in the bad curvature region of the
inner leg, close to the divertor plate. This feature has been predicted in gradient-driven
simulations [48] and observed experimentally [49]. The drive for these fluctuations is
probably a combination of interchange drive due to bad curvature in this region, and a
conducting wall mode due to the sheath [50], though more detailed analysis is needed
to confirm this.
Further analysis of longer timeseries will be the subject of future work. Here
we have focussed on testing the ability of the Hermes model to simulate turbulent
transport together with evolving profiles and electric fields. Since the anomalous
transport coefficients chosen initially are unlikely to result in the same transport as
the turbulence, the plasma profiles will continue to evolve. Long turbulent simulations
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Figure 11. Amplitude of electron density fluctuations in a simulation of DIII-
D geometry, averaged over toroidal angle and the last 90µs of simulation time
(equation 23)
are therefore still required to find a self-consistent solution, but the procedure described
here greatly reduces the computational cost: The turbulence simulations (figure 10)
required approximately 7 × 105 core-hours (on Archer) per millisecond of simulated
time, whereas the fluid simulations (figure 5) required approximately 16 core-hours per
millisecond.
6. Conclusions
We have described the key features of Hermes, a new model based on BOUT++, which
is being developed to study transport in the edge of magnetically confined plasmas,
in particular tokamaks. Progress has been made towards self-consistent simulation
of turbulence and profiles on transport timescales: a drift-reduced model has been
chosen and analysed for its conservation properties; numerical methods have been
developed which conserve integral properties of the analytical model and so allow long-
time simulation of plasma oscillations; and a new method for solving the electrostatic
potential in X-point geometry with a field-aligned coordinate system has been developed
and implemented. Together, these improvements enable simulations to be carried out in
poloidal limiter (ISTTOK) and diverted tokamak configurations, which self-consistently
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evolve the large-scale electric fields and currents alongside the turbulence. Significant
work remains to be done, some of which has been discussed in previous sections.
Verification and validation of such a complex model will take significant effort, and
is ongoing. As part of this work, we plan to carry out comparisons against ISTTOK
in the near term as part of a EUROfusion project. The description of transport in the
tokamak edge is strongly influenced by interaction with neutral gas, so in parallel with
the work described here we have developed neutral gas models which will be described
elsewhere. Hot ion effects, primarily ion diamagnetic drift and parallel viscosity, will
modify the results presented here. Including these effects introduces complications,
particularly in the vorticity equation, but is currently under developement. Finally, the
description of the radial electric field (poloidal flow) in tokamak plasmas is a complex
and subtle topic, and the present treatment will need further refinement.
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