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GLOBAL EXISTENCE OF SMALL EQUIVARIANT WAVE MAPS
ON ROTATIONALLY SYMMETRIC MANIFOLDS
PIERO D’ANCONA AND QIDI ZHANG
Abstract. We introduce a class of rotationally invariant manifolds, which
we call admissible, on which the wave flow satisfies smoothing and Strichartz
estimates. We deduce the global existence of equivariant wave maps from ad-
missible manifolds to general targets, for small initial data of critical regularity
H
n
2 . The class of admissible manifolds includes in particular asymptotically
flat manifolds and perturbations of real hyperbolic spaces Hn for n ≥ 3.
1. Introduction
Wave maps are functions u :M1+n → N ℓ from a Lorentzian manifold (M1+n, h)
to a Riemannian manifold (N ℓ, g), which are critical points for the functional on
M1+n with Lagrangian density L(u) = Trh(u
∗g), the trace with respect to the
metric h of the pullback of the metric g through the map u. The space M1+n is
usually called the base manifold and N ℓ the target manifold ; both are assumed to
be smooth, complete and without boundary. This notion extends to a Lorentzian
setting the usual definition of harmonic maps between Riemannian manifolds. Wave
maps arise in several different physical theories, and in particular they play an
important role in general relativity.
When the base manifold is the flat Minkowski space R×Rn, in local coordinates
on the target, the Euler-Lagrange equations for L(u) reduce to a system of derivative
nonlinear wave equations
ua + Γabc(u)∂αu
b∂αuc = 0, (1.1)
where Γabc are the Christoffel symbols on N
ℓ and we use implicit summation over
repeated indices. The natural setting is then the Cauchy problem with data at
t = 0
u(0, x) = u0, ut(0, x) = u1. (1.2)
The data are taken in suitable N ℓ-valued Sobolev spaces
(u0, u1) ∈ Hs(Rm, N ℓ)×Hs−1(Rm, TN ℓ) (1.3)
which can be defined as follows, if N ℓ is isometrically embedded in a euclidean Rℓ
′
:
Hs(Rm;N ℓ) := {v ∈ Hs(Rm;Rℓ′), v(Rm) ⊆ N ℓ}. (1.4)
Solutions belong to the space C([0, T );Hs), with T ≤ ∞. Starting with [18], [16]
Problem (1.1), (1.2) has been studied extensively; see [37] and [14] for a review of
the classical theory.
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Since equation (1.1) is invariant for the scaling u(t, x) 7→ u(λt, λx), the critical
Sobolev space for the data corresponds to s = n2 . In dimension n = 1 energy
conservation is sufficient to prove global well posedness, thus in the following we
assume n ≥ 2. Concerning local existence, the behaviour is rather clear; Problem
(1.1)–(1.3) is
• locally well posed if s > n2 (see [21], [23]). Note that classical energy
estimates only allow to prove local existence for s > n2 + 1, and the sharp
result requires bilinear methods which exploit the null structure of the
nonlinearity.
• ill posed if s < n2 (see [36], [12], [13]).
The problem of global existence with small data has been completely understood
through the efforts of many authors during the last 20 years (see among the others
[39], [47], [48], [22], [38], [25], [50]). The end result is that if the initial data belong
to H
n
2 ×H n2−1, and their homogeneous H˙ n2 ×H˙ n2−1 norm is sufficiently small, then
there exists a global solution, continuous with values in H
n
2 , for general targets.
Note that the solution also belongs to a suitable Strichartz space (more on this
below), and uniqueness holds only under this additional constraint.
When the initial data are large, the geometry of the target manifold comes into
play, and the problem presents additional difficulties; in particular, blow up in finite
time may occur. For targets with positive curvature, when the dimension of the
base space is n ≥ 3, blow up examples with self similar structure were constructed
already in [36], [39]. On the other hand, when the target is negatively curved, the
available blow up examples require n ≥ 7 [7].
The case n = 2 is especially interesting since the critical norm H˙
n
2 coincides with
the energy norm, which is conserved. The general conjecture is that large solutions
may blow up for certain classes of targets with positive curvature, while they can be
continued globally for geodesically convex targets. In this generality the conjecture
remains open, and is being actively researched, but it has been confirmed in several
cases and is supported by numerical evidence. Note however that for compact
targets it was proved in [44], [43] that solutions are global as long as the energy of
the initial data is below the energy of a minimal harmonic map (so that all solutions
are global when such maps do not exist). When the target is the hyperbolic space
H2, global existence was proved in [26] (see also [25]). In a rotationally symmetric
setting, global existence for geodesically convex targets was obtained in [17], [9],
[39], [46], while blow up solutions for the S2 target were constructed and analyzed
in [24], [34], [31]. However, radially symmetric solutions into the 2-sphere never
blow up [45]. See [49] for additional information and detailed references.
The more general case of a nonflat base manifold has received much less attention.
If we restrict to maps defined on a product R × Mn, with Mn a Riemannian
manifold, the wave map system in local coordinates (1.1) becomes
uatt −∆Mua + Γabc(u)∂αub∂αuc = 0, (1.5)
where ∆M is the negative Laplace-Beltrami operator on M
n. To our knowledge,
there are few results on (1.5). In [40] the stability of equivariant, stationary wave
maps on S2 with values in S2 is proved, while [8] considers the local existence on
Robertson-Walker spacetimes. More recently, in [28] global existence of small wave
maps is proved in the case whenMn =M4 is a four dimensional small perturbation
of flat R4, and the stability of equivariant wave maps defined on H2 is studied in
[29].
In the present paper we initiate the study of equivariant solutions of (1.5) on
more general base manifolds Mn, n ≥ 3. Our main result is the global existence
of equivariant wave maps for small data in the critical norm, provided the base
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manifold belongs to a class of manifolds which we call admissible. The class of
admissible manifolds is rather large, and includes in particular asymptotically flat
manifolds and perturbations of real hyperbolic spaces; see some examples in Remark
1.3 below and a more detailed discussion in Section 5 at the end of the paper. The
precise definition is the following:
Definition 1.1 (Admissible manifolds). Let n ≥ 3. We say that a smooth manifold
Mn is admissible if its metric has the form dr2 + h(r)2dω2
Sn−1
and h(r) satisfies:
(i) ∃h∞ ≥ 0 such that H(r) := h 1−n2 (hn−12 )′′ = h∞ +O(r−2) for r ≫ 1.
(ii) H(j)(r) = O(r−1) and (h−
1
2 )(j) = O(r−
1
2−j) for r ≫ 1 and 1 ≤ j ≤ [n−12 ].
(iii) There exist c, δ0 > 0 such that for r > 0 we have h(r) ≥ cr while the
function P (r) = rH(r) − rh∞ + 1−δ04r satisfies the condition P (r) ≥ 0 ≥
P ′(r).
Note that (i) is a form of asymptotic convexity, while (iii) is effective essentially
on a bounded region. Condition (ii), on the other hand, is weaker and excludes
singularities of the metric at infinity. The parameter h∞ can be understood as a
measure of the curvature of the manifold at infinity; h∞ = 0 means essentially that
the manifold is asymptotically flat, while the case h∞ > 0 includes examples with
large asymptotic curvature, like the hyperbolic spaces.
Now assume both Mn and N ℓ are rotationally symmetric manifolds, with global
metrics
Mn : dr2 + h(r)2dω2
Sn−1
, N ℓ : dφ2 + g(φ)2dχ2
Sℓ−1
(1.6)
where dω2
Sn−1
and dχ2
Sℓ−1
are the standard metrics on the unit sphere. We recall the
equivariant ansatz (see [37]): writing the map u = (φ, χ) in coordinates on N ℓ, the
radial component φ = φ(t, r) depends only on time and r, the radial coordinate on
Mn, while the angular component χ = χ(ω) depends only on the angular coordinate
ω on Mn. It follows that χ : Sn−1 → Sℓ−1 must be a harmonic polynomial map of
degree k, whose energy density is k(k+n− 2) for some integer k ≥ 1. On the other
hand φ(t, r) must satisfy the ℓ¯-equivariant wave map equation
φtt − φrr − (n− 1)h
′(r)
h(r)
φr +
ℓ¯
h(r)2
g(φ)g′(φ) = 0 (1.7)
where ℓ¯ = k(k+n−2) and for which one considers the Cauchy problem with initial
data
φ(0, r) = φ0(r), φt(0, r) = φ1(r). (1.8)
When h(r) = r the base space is the flat Rn and (1.7) reduces to the equation
originally studied in [39].
In the following statement we use the notation |DM | = (−∆M ) 12 , where ∆M is
the Laplace-Beltrami operator on Mn. If v : Mn → N ℓ is an equivariant map of
the form v = (φ(r), χ(ω)) with χ : Sn−1 → Sℓ−1 a fixed harmonic map, its Sobolev
Hs(Mn;N ℓ) norm can be equivalently expresssed as
‖v‖Hs(Mn;Nℓ) ≃ ‖φ‖Hs := ‖(1−∆M )
s
2φ‖L2(Mn).
We define also the weighted Sobolev space Hsq (w) of radial functions on M
n with
norm
‖φ‖Hsq (w) := ‖w−1(|x|)φ(|x|)‖Hsq (Rn+2k), w(r) := rk
r
n−1
2
h(r)
n−1
2
.
and we choose the indices (p, q) as
p =
4(m+ 1)
m+ 3
, q =
4m(m+ 1)
2m2 −m− 5 , m = n+ 2k. (1.9)
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The notation L∞Hs∩CHs denotes the space of continuous bounded functions from
R to Hs, while LpHsq (w) is the space of functions φ(t, r) which are L
p in time with
values in Hsq (w). Our main result is the following:
Theorem 1.2 (Global existence in the critical norm). Let n ≥ 3, k ≥ 1, ℓ¯ =
k(k+n−2) and p, q as in (1.9). Assume Mn and N ℓ are two rotationally invariant
manifolds with metrics given by (1.6), with Mn admissible, and let h∞ be the limit
of h
1−n
2 (h
n−1
2 )′′ as r →∞. Consider the Cauchy problem (1.7), (1.8).
If h∞ > 0 and ‖φ0‖H n2 + ‖φ1‖H n2 −1 is sufficiently small, the problem has a
unique global solution φ(t, r) ∈ L∞H n2 ∩ CH n2 ∩ LpH
n−1
2
q (w).
If h∞ = 0 and ‖|DM | 12φ0‖
H
n−1
2
+ ‖|DM |− 12φ1‖
H
n−1
2
is sufficiently small, the
problem has a unique global solution φ(t, r) with |DM | 12φ ∈ L∞H n−12 ∩CH n−12 and
φ ∈ LpH
n−1
2
q (w).
Remark 1.1 (Scattering). It is not difficult to prove that the solutions constructed
in Theorem 1.2 scatter to solutions of the linear equivariant equation
φtt − φrr − (n− 1)h
′(r)
h(r)
φr = 0
in H
n
2 ×H n2−1 as t→ ±∞, by standard arguments; we omit the details.
Remark 1.2 (Local existence with large data). By a simple modification in the
proof one can show that the small data assumption can be replaced by the weaker
assumption that the linear part of the flow is sufficiently small. This in particular
implies existence and uniqueness of a time local solution for large data in the same
regularity class (see Remark 4.1 for a sketch of the proof).
Thus global existence of small equivariant wave maps on admissible manifolds
holds in the critical spaceH
n
2 ×H n2−1, as in the case of a flat base manifold. The so-
lution enjoys additional LpLq integrability properties, determined by the Strichartz
estimates used in the proof. This has the usual drawback that uniqueness holds
only in a restricted space. Unconditional uniqueness in the critical space without
additional restrictions was proved recently for general wave maps on Minkowski
space in [30]. We conjecture that a similar result holds also in our situation; as a
partial workaround, we prove that if the regularity of the initial data is increased
by δ = 1m+1 then uniqueness holds in the space CH
n
2+
1
m+1 :
Theorem 1.3 (Higher regularity and unconditional uniqueness). Consider (1.7),
(1.8) under the assumptions of Theorem 1.2, and let 0 ≤ δ < k.
If h∞ > 0 and ‖φ0‖H n2 +δ + ‖φ1‖H n2 −1+δ is sufficiently small, the problem has
a unique global solution φ ∈ L∞H n2+δ ∩ CH n2+δ ∩ LpH
n−1
2 +δ
q (w). Moreover, if
δ ≥ 1m+1 , this is the unique solution in CH
n
2+δ.
If h∞ = 0 and ‖|DM | 12φ0‖
H
n−1
2
+δ(M)
+ ‖|DM |− 12φ1‖
H
n−1
2
+δ(M)
is sufficiently
small, Problem (1.7), (1.8) has a unique global solution φ with |DM | 12φ ∈ L∞H n−12 +δ(M)∩
CH
n−1
2 +δ(M) and φ ∈ LpH
n−1
2 +δ
q (w). Moreover, if δ ≥ 1m+1 , this is the unique
solution with |DM | 12φ ∈ CH n−12 +δ.
Remark 1.3 (Examples of admissible manifolds). In Section 5 we discuss at some
length the admissibility assumption. In particular we prove that suitable perturba-
tions of admissible manifolds are also admissible; this allows to substantially enlarge
the list of explicit examples. The following manifolds are included in the class:
• The euclidean Rn and, more generally, rotationally invariant, asymptoti-
cally flat spaces of dimension n ≥ 3,. The precise condition is the following:
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the radial component of the metric has the form hǫ(r) = r + µ(r), with
µ : R+ → R such that for small ǫ > 0
|µ(r)| + r|µ′(r)| + r2|µ′′(r)| + r3|µ′′′(r)| ≤ ǫr for all r > 0
and
|µ(j)(r)| . r1−j for r ≫ 1, j ≤ [n−12 ] + 2.
• Real hyperbolic spaces Hn with n ≥ 3, for which h(r) = sinh r; more
generally, rotationally invariant perturbations of Hn with a metric hǫ(r) =
sinh r + µ(r), with µ : R+ → R such that for small ǫ > 0
|µ(r)| + |µ′(r)| + |µ′′(r)| + |µ′′′(r)| ≤ ǫ〈r〉−3 sinh r for all r > 0
and
|µ(j)(r)| . r−1er for r ≫ 1, j ≤ [n− 1
2
] + 2.
• Some classes of rotationally invariant manifolds with a metric h(r) of poly-
nomial growth h(r) ∼ rM , wher M can be any M ≥ 1.
Remark 1.4 (Strichartz estimates). The crucial tools in Theorems 1.2, 1.3 are
smoothing and Strichartz estimates for wave equations defined on admissible man-
ifolds, which are proved in Section 3. To our knowledge, Strichartz estimates on
curved backgrounds were essentially known only for asymptotically flat manifolds,
see e.g. [42], [32], [3] [35], among the others. For the case of manifolds with a
nonvanishing curvature at infinity, such estimates are known in the special case of
real hyperbolic spaces, see [1], [2].
Remark 1.5 (The case n = 2). Our proof does not cover the case n = 2. Indeed,
the main obstruction is the smoothing estimate of Theorem 3.3, which fails when
n = 2, and is the crucial step in the proof of Strichartz estimates. It is indeed
possible to prove a smoothing estimate also in the low dimensional case, but this
requires a substantial modification in the argument (in particular, it is necessary
to use time dependent Morawetz multipliers). We plan to address this problem in
a further work.
The plan of the paper is the following. In Section 2 we transform the equi-
variant wave map equation in an equation with potential defined on Rm, with
m = n + 2k ≥ 5. Since we need Strichartz estimates at the level of H n2 regular-
ity, we develop some tools to commute derivatives with the flow, and the lemmas
to this purpose are proved in the same section. In Section 3 we prove smoothing
and Strichartz estimates for the transformed linear equation; they hold under suit-
able assumptions on the potential, which translate into the definition of admissible
manifold. Section 4 is devoted to the proof of global existence with small data for
a radial nonlinear wave equation with critical nonlinearity depending also on the
radial variable. Finally, in Section 5 we apply the result to the original wave map
equation and we discuss the definition of admissible manifold in detail.
Acknowledgments. We would like to thank the Referees for the very useful sug-
gestions which helped to improve the paper.
2. Reduction to a perturbed problem and equivalence of norms
The component g(s) in the metric of the target manifold is the restriction of an
odd, smooth function on R. Thus we can write
ℓ¯g(s)g′(s) = ℓ¯s+ s3Γ(s)
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with Γ(s) smooth. Applying the change of variable
φ(t, r) = ψ(t, r) · w(r), w(r) := r
k+ n−12
h(r)
n−1
2
,
equation (1.7) reduces to
ψtt − ψrr − m− 1
r
ψr + V (r)ψ +
rm−1
h(r)n+1
ψ3Γ
(
r
m−1
2
h
n−1
2
ψ
)
= 0 (2.1)
where m = 2k + n and
V (r) =
n− 1
2
[
h′′
h
+
n− 3
2
(
h′2
h2
− 1
r2
)]
+ k(k + n− 2)
(
1
h2
− 1
r2
)
.
Note that the function h(r) can be extended to a smooth odd function on R and
satisfies h(0) = h′′(0) = 0, h′(0) = 1. As a consequence, the potential V (r) is
smooth at the origin, and has a critical decay ∼ r−2 in general. Our main goal will
be now to prove Strichartz estimates for the transformed equation (2.1), and this
will be the object of the next section. Note that we require estimates at the level
of the H
n
2 norm, thus we need to be able to commute n2 derivatives with functions
of the operator −∆ + V ; the rest of the section is devoted to the necessary tools
for this step.
In following, c(x) is a measurable real valued function on Rm and the operator
L = −∆+ c(x)
is a selfadjoint Schro¨dinger operator on L2(Rm). We shall make different sets of
assumptions on the potential c(x), but in all cases they imply that −∆ + c(x)
has a unique selfadjoint extension by well known results. This fact will be tacitly
used, and in particular we shall use the spectral calculus associated to the operator
−∆+ c(x) without further notice.
The first result is contained in [5] but we include a short proof for completeness:
Lemma 2.1. Let m ≥ 3 and assume
C
|x|2 ≥ c(x) ≥ − (m−2)
2−δ
4|x|2 (2.2)
for some C, δ > 0. Then −∆+ c is a positive operator, and for all |s| ≤ 1 we have
the equivalences
‖(−∆+ c) s2u‖L2 ≃ ‖u‖H˙s , ‖(1−∆+ c)
s
2u‖L2 ≃ ‖u‖Hs . (2.3)
Proof. By Hardy’s inequality we have ‖∇u‖2L2 & (Lu, u) & ‖∇u‖2L2 and this implies
the case s = 1. The case s = −1 is obtained by duality, and the remaining cases
follow by interpolation. The proof of the second equivalence is almost identical. 
When the potential is smoother, we have a more general result for higher order
nonhomogeneous norms. The following estimate is not sharp but sufficient for our
purposes. We use the notation ⌈s⌉ for the least integer ≥ s.
Lemma 2.2. Let s ≥ 0, 1 < p < ∞ and assume c(x) has bounded derivatives up
to the order 2⌈s⌉ − 2. Then there exists constants K0, C depending on s, p and on
the potential c(x) such that, for all K ≥ K0,
C−1‖(K −∆)su‖Lp ≤ ‖(K −∆+ c)su‖Lp ≤ C‖(K −∆)su‖Lp. (2.4)
Proof. In the course of the proof, the letter C denotes several constants which are
independent of K. Consider first the case s = k > 0 is an integer. We can write
(K −∆+ c)ku = (K −∆)ku+∑C ·Kh∂α(cℓ)(∂βu), (2.5)
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where the sum extends over all multiindices α, β and integers h, ℓ such that
1
2
(|α|+ |β|) + h+ ℓ = k, ℓ ≥ 1.
Note that |α| ≤ 2k − 2, so that ‖∂α(cℓ)‖L∞ ≤ C‖c‖ℓW 2k−2,∞ . If we take
K1 := ‖c‖W 2k−2,∞
we can estimate the Lp-norm of the generic term of the sum in (2.5) as follows
CKh‖∂α(cℓ)∂βu‖Lp ≤ CKhKℓ1‖∂βu‖Lp = C(K1/K)ℓKh+ℓ‖∂βu‖Lp.
By the Mikhlin multiplier theorem and recalling that |β| + 2h+ 2ℓ ≤ 2k, this can
be estimated with
≤ C(K1/K)ℓ‖(K −∆)ku‖Lp.
Thus if we take K ≫ K1 = ‖c‖W 2k−2,∞ we obtain from (2.5) that
(K −∆+ c)ku = (K −∆)ku+ I where ‖I‖Lp ≤ ǫ‖(K −∆)ku‖Lp, ǫ < 1
and this cocnludes the proof in the case s = k.
If s is not an integer, we consider the analytic family of operators Tz = (K−∆+
c)z(K −∆)−z and we apply Stein interpolation. In this step, the Lp boundedness
of the operators (K − ∆ + c)iy for y ∈ R follows e.g. from the general method of
[6] since the heat kernel e−t(K−∆+c) satisfies an upper gaussian estimate (note that
c+K ≥ 0). 
From Mikhlin-Ho¨rmander we know that
‖(1−∆)sv‖Lp ≃ ‖(K −∆)sv‖Lp (2.6)
for all K > 0 and 1 < p <∞, with a constant depending on K. A similar property
holds for the operators (K −∆+ c)s, at least in the case p = 2 and if the operator
is positive:
Lemma 2.3. Let m ≥ 3, s ∈ R and assume c(x) satisfies (2.2). Then for all
K > 0 we have the equivalence
‖(K −∆+ c)sv‖L2(Rm) ≃ ‖(1−∆+ c)sv‖L2(Rm). (2.7)
Proof. By complex interpolation (which does not require a gaussian estimate since
we are in the elementary L2 case) it is sufficient to prove the equivalence when s is
a half integer; and since (K −∆+ c) 12 and (1−∆+ c) 12 commute, it is sufficient to
prove it for s = 12 . But in this case the equivalence is obvious since
((K −∆+ c)v, v) ≃ K‖v‖2L2 + ‖∇v‖2L2
by Lemma 2.1. 
Lemma 2.4. Let m ≥ 3, s ≥ 0, and assume c(x) satisfies for some C, δ, C0 > 0
condition (2.2) and
|∂αc(x)| ≤ C0〈x〉−1, |α| ≤ ⌊s⌋+ 2. (2.8)
Then, using the notations |Dc| = (−∆+ c) 12 and 〈Dc〉 = (1−∆+ c) 12 , the following
equivalences hold:
‖|D| 12 〈D〉su‖L2 ≃ ‖|Dc|
1
2 〈Dc〉su‖L2 ≃ ‖|D|
1
2 〈Dc〉su‖L2 (2.9)
and
‖|D|− 12 〈D〉su‖L2 ≃ ‖|Dc|−
1
2 〈Dc〉su‖L2 ≃ ‖|D|−
1
2 〈Dc〉su‖L2 (2.10)
with implicit constants depending on c(x) and s.
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Proof. Note that it is sufficient to prove (2.9) with (K − ∆) 12 and (K − ∆ + c) 12
in place of 〈D〉 and 〈Dc〉 respectively, with an arbitrarily large K, thanks to the
equivalence (2.7). In the following we shall use the same notation for all values of
K.
The claim is that for a fixed s ≥ 0 and z = 12 the operators
|D|z〈D〉s〈Dc〉−s|Dc|−z, |Dc|z〈Dc〉s〈D〉−s|D|−z
are bounded on L2. By interpolation it is sufficient to prove the case z = 1. Thus,
if we define the analytic families of operators
Tz = |D|〈D〉z〈Dc〉−z |Dc|−1, Sz = |Dc|〈Dc〉z〈D〉−z|D|−1
we have to prove that Tz, Sz are L
2 bounded when z = s. Again by interpolation,
it is sufficient to prove that Tz and Sz are bounded when z = 2k is an even integer.
Thus we are reduced to the estimate
‖|D|(K −∆)kv‖L2 ≃ ‖|Dc|(K −∆+ c)kv‖L2 .
Using Lemma 2.1 we can replace |Dc| with |D| at the r.h.s., and the claim is implied
by
‖∇(K −∆)kv‖L2 ≃ ‖∇(K −∆+ c)kv‖L2 . (2.11)
We prove (2.11) by induction on k, using the equivalence
‖(K −∆)kv‖L2 ≃ Kk‖v‖L2 + ‖v‖H˙2k ≃
∑2k
j=0K
k−j/2‖v‖H˙j
(implicit constants independent of K). By the induction step k → k + 1 we obtain
‖∇(K −∆+ c)k+1v‖L2 ≃‖(K −∆)k∇[(K −∆+ c)v]‖L2 =
=‖(K −∆)k+1∇v + (K −∆)k∇(cv)‖L2 .
(2.12)
We have
‖(K −∆)k∇(cv)‖L2 ≃ Kk‖cv‖H˙1 + ‖cv‖H˙2k+1
and also, using assumption (2.8),
‖cv‖H˙j . C0‖|x|−1v‖L2 + C0‖∇v‖Hj−1 ≃ C0‖∇v‖Hj−1
by Hardy’s inequality, so that
‖(K −∆)k∇(cv)‖L2 . KkC0‖∇v‖L2 + C0‖∇v‖H2k . C0K ‖(K −∆)k+1∇v‖L2 .
Taking K ≫ C0, we see that we can absorb the last term in (2.12) and we obtain
(2.11).
The proof of (2.10) is analogous. Instead of (2.11) we arrive at
‖|D|−1(K −∆)kv‖L2 ≃ ‖|D|−1(K −∆+ c)kv‖L2 .
As before, the induction step gives
‖|D|−1(K−∆+ c)k+1v‖L2 ≃ ‖(K−∆)k+1|D|−1v+(K−∆)k|D|−1(cv)‖L2 (2.13)
and we must absorb the last term by taking K sufficiently large. We can write
‖(K −∆)k|D|−1(cv)‖L2 ≃ Kk‖|D|−1(cv)‖L2 + ‖cv‖H˙2k−1
and this must be controlled by the main term which is
‖(K−∆)k+1|D|−1v‖L2 ≃ Kk+1‖|D|−1v‖L2 +‖v‖H˙2k+1 ≃
∑2k+2
j=0 K
k+1−j/2‖v‖H˙j−1
Hence, using assumption (2.8), we have by Hardy’s inequality
‖cv‖H˙2k−1 . C0‖v‖H2k . C0K−
1
2 ‖(K −∆)k+1|D|−1v‖L2;
in a similar way we have, also by Hardy’s inequality,
‖|D|c(x)|D|−1v‖L2 ≃ ‖∇(c(x)|D|−1v)‖L2 . C0‖v‖L2
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and this estimate by duality is equivalent to
‖|D|−1(cv)‖L2 . C0‖|D|−1v‖L2 .
Summing up, we obtain
‖(K −∆)k|D|−1(cv)‖L2 . C0(K−1 +K−
1
2 )‖(K −∆)k+1|D|−1v‖L2
and taking K sufficiently large in (2.13) we conclude the proof. 
We shall also need a lemma relating Sobolev norms on spaces with different
dimension for radial functions, which extends Lemma 1.3 in [39].
Lemma 2.5. Let n ≥ 2, k ≥ 1 be integers and s ≥ 0. Then for all radial functions
v(r) we have the equivalence of norms
‖|x|kv(|x|)‖H˙s(Rnx) ≃ ‖v(|y|)‖H˙s(Rn+2ky ) (2.14)
with implicit constants depending only on s, n, k.
Proof. The following pointwise equivalence is valid for all radial functions v(r) and
integers N ≥ 0: ∑
|α|=N
|Dαv(|x|)| ≃ |∂Nr v(|x|)|, (2.15)
where ∂r = x̂ · ∇x denotes the radial derivative and x̂ = x|x| ; the implicit constants
in (2.15) depend on N,n but not on v or x. We prove (2.15) by induction on N . For
N = 1 it follows immediately from ∇v(|x|) = v′(|x|)∇|x| = v′(|x|)x̂. Now assume
the equivalence holds for some N ; then we can write∑
|α|=N+1
|Dαv| ≃
n∑
ℓ=1
∑
|β|=N
|Dβ∂ℓv| ≃
n∑
ℓ=1
|∂Nr ∂ℓv|.
Since ∂ℓv = x̂ℓv
′ and ∂rx̂ℓ = 0, we have ∂r∂ℓv = ∂ℓ∂rv and this implies
≃
n∑
ℓ=1
|∂ℓ∂Nr v| ≃ |∂N+1r v|
which proves (2.15).
In order to prove (2.14), we note that the case of general k follows by repeated
application of the case k = 1; moreover, if (2.14) is true for some s = s0, by complex
interpolation with the trivial case s = 0, it holds for all 0 ≤ s ≤ s0. In conclusion,
it is sufficient to prove (2.14) when k = 1 and s = N is an integer which we can
assume large, say N > n. In this case we have, using (2.15),
‖|x|v(|x|)‖2
H˙N (Rn)
≃ ‖∂Nr (rv(r))‖2L2(Rn) ≃
´ +∞
0
rn−1|r∂Nr v +N∂N−1r v|2dr
and to prove the claim it remains to check the equivalence´ +∞
0 r
n−1|r∂Nr v +N∂N−1r v|2dr ≃
´ +∞
0 r
n+1|∂Nr v|2dr. (2.16)
One side of (2.16) follows by the Cauchy-Schwartz and then Hardy’s inequality:´ +∞
0
rn+1|r−1∂N−1r v|2dr ≃ ‖|x|−1∂N−1r v‖2L2(Rn+2) . ‖∇∂N−1r v‖2L2(Rn+2) ≃ ‖∂Nr v‖2L2(Rn+2).
To prove the converse inequality, we expand the square at the left hand side of
(2.16):´ +∞
0
rn+1|∂Nr v|2dr +
´ +∞
0
rn−1[N2|∂N−1r v|2 + 2Nrℜ(∂N−1r v∂Nr v)]dr,
then we integrate by parts the last term
2N
´ +∞
0 r
nℜ(∂N−1r v∂Nr v)dr = N
´ +∞
0 r
n∂r|∂N−1r v|2dr = −Nn
´ +∞
0 r
n−1|∂N−1r v|2dr
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and in conclusion we obtain that the left hand side of (2.16) is equal to´ +∞
0 r
n+1|∂Nr v|2dr +N(N − n)
´ +∞
0 r
n−1|∂N−1r v|2dr ≥
´ +∞
0 r
n+1|∂Nr v|2dr
since N > n, which proves the claim. 
We finally consider a different type of equivalence, which is related to the change
of variable
φ(r) = w(r) · ψ(r), w(r) := r
m−1
2
h(r)
n−1
2
= w0(r) · r
m−n
2 , w0 :=
( r
h
)n−1
2
.
(2.17)
Note that w0(0) = 1. The Laplace-Beltrami operator ∆M on M
n, with metric
dr2 + h(r)2dω2
Sn−1
, and the flat Laplacians ∆n on R
n and ∆m on R
m act on radial
functions respectively as
∆Mφ = φ
′′ + (n− 1)h
′
h
φ′, ∆nψ = ψ′′ +
n− 1
r
ψ′, ∆mψ = ψ′′ +
m− 1
r
ψ′.
(2.18)
The operators ∆M and ∆n are connected by the formula
w−10 ∆Mw0 = ∆n − V0(r), V0 := n−12
[
h′′
h +
n−3
2
(
h′2
h2 − 1r2
)]
. (2.19)
Lemma 2.6. Let m > n ≥ 3, s ≥ 0, Mn a smooth rotationally symmetric manifold
with metric dr2+h(r)2dω2
Sn−1
, and let w(r) = r
m−1
2 h(r)
1−n
2 and V0(r) as in (2.19).
Assume that V0(|x|) has bounded derivatives on Rm up to the order 2⌈s⌉ − 2, that
∂αV0 = O(|x|−1) as |x| → ∞ for |α| ≤ [s], and that V0 satisfies condition (2.2).
Then for all smooth functions φ(r) on Mn which depend only on the radial coordi-
nate, we have the equivalence
‖φ‖Hs(Mn) ≃ ‖w(|y|)−1φ(|y|)‖Hs(Rmy ) (2.20)
Moreover, using the notations |DM | = (−∆M ) 12 , 〈DM 〉 = (1 −∆M ) 12 , we have
‖|DM |± 12 〈DM 〉sφ‖L2(Mn) ≃ ‖|D|±
1
2 〈D〉s[w(|y|)−1φ(|y|)]‖L2(Rmy ) (2.21)
Proof. From the first formula in (2.19) we obtain, for all s,K ≥ 0,
w−10 (K −∆M )sw0 = (K −∆n + V0(r))s.
Since for radial functions and p <∞
‖ψ‖pLp(Rn) = cn
´∞
0 |ψ(r)|prn−1dr, ‖φ‖pLp(M) = cn
´∞
0 |φ(r)|phn−1dr,
we get the identity
‖w 2p−1(K −∆M )sφ‖Lp(M) = ‖(rk)
2
p−1(K −∆n+V0)sw−10 φ‖Lp(Rn), k := m−n2 .
By repeating the proof of Lemma 2.2 with the weight (rk)
2
p−1, we have
‖(rk) 2p−1(K −∆n + V0)sw−10 φ‖Lp(Rn) ≃ ‖(rk)
2
p−1(K −∆n)sw−10 φ‖Lp(Rn)
provided K is large enough. Thus for p = 2 we have proved that
‖(K −∆M )sφ‖L2(M) ≃ ‖(K −∆n)sw−10 φ‖L2(Rn)
provided K is large enough. However, the two norms are equivalent to the H2s
norms on Mn and on Rn respectively (on Mn this follows easily from the spectral
formula), thus we have proved that
‖φ‖Hs(Mn) ≃ ‖w−10 φ‖Hs(Rn)
for all s ≥ 0 and all radial functions. In order to obtain (2.20) it is sufficient to
prove the equivalence
‖|x|kv‖Hs(Rn) ≃ ‖v‖Hs(Rm)
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for all radial functions v, and this follows immediately from Lemma 2.5.
Proceeding in a similar way, and using (2.9), (2.10) (with c = V0), we obtain
‖|DM |± 12 〈DM 〉sφ‖L2(Mn) ≃ ‖|D|±
1
2 〈D〉s(w−10 φ)‖L2(Rn)
which is equivalent to
≃ ‖|D|± 12 (w−10 φ)‖L2(Rn) + ‖|D|s±
1
2 (w−10 φ)‖L2(Rn).
In order to conclude the proof of (2.21), it is now sufficient to apply to each term
the equivalence for radial functions
‖|D|σv‖L2(Rn) ≃ ‖|D|σ(r−kv)‖L2(Rm) (2.22)
for σ = s ± 12 and σ = ± 12 . When σ ≥ 0, this follows from Lemma 2.5. However,
(2.22) is valid also when 0 ≥ σ ≥ −1; to check this fact we write (2.22) in the
equivalent form
‖|x|−k(1−∆n)σ2 |x|kw‖L2(Rm) ≃ ‖(1−∆m)
σ
2w‖L2(Rm);
since |x|−k(1−∆n)|x|k = (1−∆m− ℓ|x|2 ) where ℓ = k(k+n−2), we see that (2.22)
is also equivalent to
‖(1−∆m − ℓ|x|2 )
σ
2w‖L2(Rm) ≃ ‖(1−∆m)σ2 w‖L2(Rm)
and this follows from Lemma 2.1. 
3. Strichartz estimates for the perturbed equation
We shall need a weighted version of Hardy’s inequality:
Proposition 3.1. Let n ≥ 2. Let α ∈ C1(0,+∞) be such that α > 0 and the
integral β(r) := α(r)rn−1
´ r
0
ds
α(s)sn−1 is finite for all r > 0. Then the inequalityˆ
Rn
|u|2
β(r)2
α(r)dx ≤ 4
ˆ
Rn
|x̂ · ∇u|2α(r)dx, r = |x| (3.1)
is valid for all u ∈ H1loc(Rn \ 0) such that lim infr→0+ α(r)β(r)
´
|x|=r |u|2dS = 0.
Proof. By definition of β we have for the radial derivative β′ = x̂ · ∇β(|x|)
β′ =
n− 1
r
β +
α′
α
β + 1
which implies the identity
∇ ·
(
x̂
α
β
|u|2
)
= − α
β2
|u|2 + α
β
2ℜ(u′u).
Integrate over the difference of two balls Ω = B(0, R) \B(0, r), r < R, to getˆ
Ω
α
β2
|u|2dx = 2ℜ
ˆ
Ω
α
β
u′udx+
ˆ
|x|=r
α
β
|u|2dS −
ˆ
|x|=R
α
β
|u|2dS.
Drop the last (negative) term and use Cauchy-Schwartz to obtainˆ
Ω
α
β2
|u|2dx ≤ 2
ˆ
|x|=r
α
β
|u|2dS + 4
ˆ
Ω
α|u′|2dx
which implies (3.1), letting r→ 0+ (on a suitable sequence) and R→ +∞. 
Corollary 3.2. Let ζ ∈ C2([0,∞)) with ζ ≥ 0, ζ′ > 0, ζ′′ ≤ 0, let ǫ > 0 and n ≥ 2.
Then the inequalityˆ
Rn
[ζ′ + 2ǫζ]e−2ǫrr−(n−1)
|u|2
|x|2 dx ≤ 4
ˆ
Rn
[ζ′ + 2ǫζ]e−2ǫrr−(n−1)|x̂ · ∇u|2dx (3.2)
holds for any u ∈ H1loc(Rn \ 0) such that lim infr→0+ r−n
´
|x|=r |u|2dS = 0.
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Proof. Choose α = [ζ′ + 2ǫζ]e−2ǫrr1−n and apply Proposition (3.1). Notice that
(αrn−1)′ = [ζ′′ − 4ǫ2ζ]e−2ǫr ≤ 0 so that αrn−1 is nonincreasing, and this implies
β ≤ r. Thus we obtain inequality (3.2), provided we can verify the condition
α/β
´
|x|=r |u|2 → 0. By the assumptions on ζ we get ζ′(r) + 2ǫζ ≤ (1 + 2ǫr)ζ′(0) +
ζ(0); notice that ζ′(0) must be strictly positive. As a consequence,
α
β
=
(
rn−1
ˆ r
0
e2ǫsds
ζ′ + 2ǫζ
)−1
≤ Cǫ
(
rn−1
ˆ r
0
ds
1 + 2ǫs
)−1
≤ C′ǫr−n
which concludes the proof. 
Consider now the equation on Rn
u′′ + a(r)u′ + κ2u− c(r)u = f, r = |x| (3.3)
where u(r) is radial and we write as usual u′ = x̂ · ∇u(|x|) for the radial derivative.
The function a(r) will be smooth for r > 0 but singular at r = 0, the model case
being a = (n − 1)/r. Our next goal is to prove a suitable smoothing estimate for
solutions of (3.3). In the following we use the notation L2(γ(|x|)dx) to denote the
weighted L2 space with norm
‖u‖L2(γ(|x|)dx) =
(ˆ
Rn
|u(x)|2γ(|x|)dx
) 1
2
.
Theorem 3.3. Let n ≥ 3 and κ ∈ C with ℑκ > 0. Let a(r) ∈ C2(0,+∞),
c(r) ∈ C1(0,+∞) and denote with A(r) a function such that A′ = a while γ(r) =
eA(r)r1−n.
Assume that a(r) is bounded for large r, that limr→0+ γ(r) > 0 exists, and that
for some 0 < δ0 < 1 and some C > 0 the function
Q(r) =
(
a′
2
+
a2
4
+ c(r)
)
r +
1− δ0
4r
satisfies the conditions
0 ≤ rQ(r) ≤ C, Q′(r) ≤ 0.
Then any solution u ∈ H2loc(Rn) of equation (3.3) such that u, u′ ∈ L2(γ(|x|)dx)
satisfies the estimate
‖|x|−1u‖L2(γ(|x|)dx) ≤ 4δ−10 ‖|x|f‖L2(γ(|x|)dx), γ(r) = r1−neA(r). (3.4)
Proof. Define new functions v(r), g(r) via
u(r) = eiκre−A/2v(r), f(r) = eiκre−A/2g(r)
and notice that v(r) satisfies the equation
v′′ + 2iκv′ − (σ(r) + c(r))v = g, σ(r) := a
′
2
+
a2
4
.
Multiply the equation by 2φ(r)v′, φ a weight to be chosen, and take the real part;
using the identities
ℜ(2φv′′v′) = (φ|v′|2)′ − φ′|v′|2, ℜ(4iφκv′v′) = −4(ℑκ)φ|v′|2
and
ℜ(−2(σ + c)vφv′) = (−(σ + c)φ|v|2)′ + ((σ + c)φ)′|v|2
we obtain
P ′ + [φ′ + 4(ℑκ)φ]|v′|2 − ((σ + c)φ)′|v|2 = ℜ(−2gφv′),
where
P = (σ + c)φ|v|2 − φ|v′|2.
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Notice that
P ′ = x̂ · ∇P = ∇ · {x̂P} − n− 1
r
P,
thus we arrive at the identity
∇·{x̂P}+[φ′ + n−1r φ+ 4(ℑκ)φ]·|v′|2−[((σ + c)φ)′ + n−1r (σ + c)φ]·|v|2 = ℜ(−2gφv′).
(3.5)
We now choose
φ(r) = e−2(ℑκ)rr−(n−2)
which reduces the identity to
∇·{x̂P}+[1+2(ℑκ)r]·φr |v′|2+[2(ℑκ)(c+σ)r−((c+σ)r)′ ]·φr |v|2 = ℜ(−2gφv′). (3.6)
We integrate (3.6) on B(0, R) \ B(0, r), r < R, and we check the behaviour of the
boundary terms as r → 0, R→ +∞. Near zero, we must prove that
lim infr→0+
´
|x|=r[(σ + c)φ|v|2 − φ|v′|2]dS ≤ 0
thus we can drop the second term −φ|v′|2 and focus on the first one. Recall that
|v|2 = eAe2(ℑκ)r|u|2, φ|v|2 = eAr2−n|u|2 ∼ r|u|2 near 0
since by assumption eAr1−n → C as r → 0. Noticing that the assumption on Q
implies |σ + c| ≤ Cr−2, we see that it is sufficient to prove
lim infr→0+ r−1
´
|x|=r |u|2dS = 0. (3.7)
The assumption u, u′ ∈ L2(γdx) implies u, u′ ∈ L2loc(Rn) with the standard norm
since γ ∼ C near 0, and hence, by the usual Hardy inequality, we have u/r ∈
L2loc(R
n) which gives (3.7). For future reference we note also that
lim infr→0+ 1r
´
|x|=r |u|2dS = 0 =⇒ lim infr→0+ r−n
´
|x|=r |v|2dS = 0, (3.8)
by definition of v and the assumption eAr1−n → C > 0. We then consider the
boundary term on ∂B(0, R) as R→ +∞; we must prove that
lim infR→+∞
´
|x|=R[(σ + c)φ|v|2 − φ|v′|2]dS ≥ 0
For the first term we write, recalling that |σ + c| ≤ Cr−2,
|(σ + c)|φ|v|2 = |(σ + c)|rγ|u|2 ≤ Cr−1γ|u|2
and then the assumption γ|u|2 ∈ L1(Rn) implies lim infR→+∞R−1
´
|x|=R γ|u|2dS =
0. For the second term, we have´
|x|=R φ|v′|2dS ≤ CR
´
|x|=R(|κ|2 + a2)(|u|2 + |u′|2)γ(R)dS
and by the assumptions u, u′ ∈ L2(γdx) and |a| ≤ C for large r we have
lim inf
R→+∞
R
ˆ
|x|=R
(|κ|2 + a2)(|u|2 + |u′|2)γ(R)dS = 0
as required.
Thus we are in position to integrate (3.6) on Rn:´
[1+ 2(ℑκ)r] · φr |v′|2dx+
´
[2(ℑκ)(c+σ)r− ((c+σ)r)′] · φr |v|2dx ≤
´ ℜ(−2gφv′)dx.
We estimate the right hand side by Cauchy-Schwartz and absorb a term at left,
obtaining for any 0 < δ0 < 1´
[1−δ0+2(ℑκ)r] · φr |v′|2dx+
´
[2(ℑκ)(c+σ)r−((c+σ)r)′] · φr |v|2dx ≤ 1δ0
´
rφ|g|2dx
(3.9)
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Now we apply (3.2) of the previous Corollary with the choice ζ(r) = r; note that
the assumption on the behaviour of the function near 0 has already been checked
in (3.8). Recalling that φ/r = e−2(ℑκ)rr1−n, this gives
1
4
´
[1 + 2(ℑκ)r]φr |v|
2
r2 dx ≤
´
[1 + 2(ℑκ)r]φr |v′|2dx.
Using this inequality in (3.9) we obtain, for any 0 < δ1 < 1,´
[2(ℑκ)Q0(r) −Q′0(r)]φr |v|2dx ≤ 1δ1
´
rφ|g|2dx
where
Q0(r) =
1− δ1
4r
+ (c+ σ)r.
Since φ|v|2 = rγ|u|2 and φ|g|2 = rγ|f |2, this is equivalent to´
[2(ℑκ)Q0(r)−Q′0(r)]|u|2γdx ≤ 1δ1
´
r2|f |2γdx.
Choose δ1 = δ0/2; we have by assumption
Q0(r) ≥ Q(r) ≥ 0, −Q′0(r) = −Q′(r) +
δ0 − δ1
4r2
≥ δ0
8r2
and this concludes the proof. 
We now specialize the previous estimate to the resolvent equation for a Laplace-
Beltrami operator on the manifold M with global metric dr2 + h(r)2dω2
Sn−1
, re-
stricted to radial functions:
u′′ + (n− 1)h
′
h
u′ + λ2u = f. (3.10)
We have the following result:
Corollary 3.4. Let n ≥ 3, λ ∈ C with ℑλ > 0, h ∈ C2([0,+∞)), with h > 0 for
r > 0, h(0) = 0, and h′(0) = 1, and define the functions
µ(r) =
(
h
r
)n−1
, h˜(r) =
n− 1
2
(
h′′
h
+
n− 3
2
h′2
h2
)
. (3.11)
Assume that h∞ := limr→+∞ h˜(r) ≥ 0 exists and that, for some 0 < δ0 < 1 and
C > 0, the function
P (r) = r(h˜(r) − h∞) + 1− δ0
4r
(3.12)
satisfies the conditions
0 ≤ rP (r) ≤ C, P ′(r) ≤ 0. (3.13)
Then any radial solution u ∈ H2loc(Rn) of equation (3.10) such that u, u′ ∈ L2(µ(|x|)dx)
satisfies the estimate
‖|x|−1u‖L2(µ(|x|)dx) ≤ 4δ−10 ‖|x|f‖L2(µ(|x|)dx). (3.14)
Proof. Let w(r) = µ(r)
1
2u(r) and g(r) = µ(r)
1
2 f(r), then w(r) satisfies the equation
w′′ + n−1r w
′ + λ2w −
(
h˜− (n−1)(n−3)4r2
)
w = g.
Setting λ2−h∞ = κ2 with ℑκ > 0 (possible since h∞ ≥ 0), we rewrite the equation
as
w′′ + n−1r w
′ + κ2w −
(
h˜− h∞ − (n−1)(n−3)4r2
)
w = g.
Now we can apply Theorem 3.3 with the choices a(r) = (n−1)/r, A = (n−1) log r,
γ(r) = 1, c(r) = h˜− h∞ − (n− 1)(n− 3)/(4r2) so that Q(r) ≡ P (r) as one checks
immediately. Thus all the assumptions of the Theorem are satisfied and we get the
estimate
‖|x|−1w‖L2(Rn) ≤ 4δ−1‖|x|g‖L2(Rn)
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which coincides with (3.14). 
If we apply the change of variables
u(r) =
rk+
n−1
2
h(r)
n−1
2
v(r), f(r) =
rk+
n−1
2
h(r)
n−1
2
g(r), k = 0, 1, 2, . . .
we see that u(r) solves (3.10) if and only if v(r) solves the following equation, which
we shall regard as a radial equation on Rm:
v′′ +
m− 1
r
v′ + λ2v − V (r)v = g, m = 2k + n (3.15)
where
V (r) =
n− 1
2
[
h′′
h
+
n− 3
2
(
h′2
h2
− 1
r2
)]
+ k(k + n− 2)
(
1
h2
− 1
r2
)
. (3.16)
If h(r) satisfies the assumptions of Corollary 3.4, and we apply the previous change
of variables in estimate (3.14), we obtain:
Corollary 3.5. Let n ≥ 3, k ≥ 0, m = 2k + n, λ ∈ C with ℑλ > 0, and let
h(r) be as in Corollary 3.4. Then any radial solution v ∈ H2loc(Rm) of equation
(3.15)-(3.16) such that v, v′ ∈ L2(Rm) satisfies the estimate
‖|x|−1v‖L2(Rm) . ‖|x|g‖L2(Rm). (3.17)
We notice that, defining
W (r) = V (r) − h∞ (3.18)
equation (3.15) can be written
∆v + (λ2 − h∞)v −W (r)v = g
where ∆ is the Laplace operator on Rm (restricted to radial functions); moreover, it
is easy to check that the first part of assumption (3.13) and the condition h(r) ≥ Cr
for a C > 0 imply
C′
|x|2 ≥W (r) ≥ −
(m− 2)2 − δ0
4|x|2 .
By Hardy’s inequality we obtain
‖∇u‖L2(Rm) ≃ (Hv, v).
Thus the operator H = −∆+W (r) is selfadjoint and positive definite on L2(Rm),
and by interpolation and duality we have, as in Lemma 2.1, the equivalence of
norms
‖Hs/2v‖L2(Rm) ≃ ‖v‖H˙s(Rm), −1 ≤ s ≤ 1 (3.19)
and analogously, for every ν > 0 (with a constant depending on ν),
‖(ν +H)s/2v‖L2(Rm) ≃ ‖v‖Hs(Rm), −1 ≤ s ≤ 1. (3.20)
We can now apply Kato’s theory to deduce, from the resolvent estimate (3.14),
corresponding smoothing estimates for the associated evolution equations. In the
terminology of [19], [20], estimate (3.14) implies that multiplication by |x|−1 is
supersmoothing for the operator H , and this implies the estimate
‖|x|−1eitHf‖L2(Rm+1) . ‖f‖L2(Rm)
for the Schro¨dinger flow eitH . Using the appendix to Kato’s theory developed in
[10] we obtain the analogous result for the wave flow:
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Theorem 3.6. Let n ≥ 3, k ≥ 0, m = 2k + n, let h(r) be as in Corollary 3.4
and assume in addition h(r) ≥ cr for some c > 0. Let V (r) be the function (3.16),
W = V −h∞, and let H be the selfadjoint nonnegative operator on L2(Rm) given by
H = −∆+W (r). Then the wave flow eit
√
H , restricted to radial functions, satisfies
the smoothing estimate
‖|x|−1eit
√
Hf‖L2(Rm+1) . ‖f‖H˙1/2(Rm), (3.21)
and, for any ν > 0, the Klein-Gordon flow eit
√
ν+H satisfies the smoothing estimate
on radial functions
‖|x|−1eit
√
ν+Hf‖L2(Rm+1) . ‖f‖H1/2(Rm). (3.22)
Proof. By Theorem 2.4 in [10] the operator |x|−1(H+ν)− 14 is supersmoothing with
respect to
√
H + ν. Then by Kato’s theory we deduce the estimate
‖|x|−1
√
H + ν
− 12 e−t
√
H+νf‖L2(Rm+1) . ‖f‖L2(Rm).
When ν = 0, using (3.19), we obtain (3.21), while for ν > 0, by (3.20), we get
(3.22). 
Now, using the method of Rodnianski and Schlag [33], it is a simple task to
deduce the full range of non-endpoint Strichartz estimates for the wave and Klein-
Gordon equations associated to the operator H . The following is the main result of
this section; we sum up in the statement the previous assumptions and notations.
Theorem 3.7. Let h ∈ C2([0,+∞)) with h(r) ≥ cr for some c > 0, h(0) = 0 and
h′(0) = 1. Define for n ≥ 3
h˜(r) =
n− 1
2
(
h′′
h
+
n− 3
2
h′2
h2
)
. (3.23)
Assume that h∞ := limr→+∞ h˜(r) ≥ 0 exists and that, for some 0 < δ0 < 1 and
C > 0, the function
P (r) = r(h˜(r) − h∞) + 1− δ0
4r
(3.24)
satisfies the conditions
0 ≤ rP (r) ≤ C, P ′(r) ≤ 0. (3.25)
Finally, let k ≥ 0, define V (r) as
V (r) =
n− 1
2
[
h′′
h
+
n− 3
2
(
h′2
h2
− 1
r2
)]
+ k(k + n− 2)
(
1
h2
− 1
r2
)
, (3.26)
and let H be the selfadjoint operator on L2(Rm), with m = 2k + n, defined by
H = −∆+W (|x|), W (r) := V (r) − h∞.
Then the wave flow eit
√
H on Rt×Rm satisfies the following Strichartz estimates:
for radial f ,
‖|D| 1q− 1p eit
√
Hf‖LptLqx . ‖f‖H˙ 12 (Rm), |D| = (−∆)
1
2 , (3.27)
provided (p, q) satisfy
2
p
+
m− 1
q
=
m− 1
2
, 2 < p ≤ ∞, 2 ≤ q < 2(m− 1)
m− 3 (3.28)
while for fixed ν > 0 the Klein-Gordon flow eit
√
H+ν on Rt×Rm satisfies, for radial
f ,
‖〈D〉 1q− 1p eit
√
ν+Hf‖LptLqx . ‖f‖H 12 (Rm), 〈D〉 = (1−∆)
1
2 , (3.29)
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provided (p, q) satisfy either (3.35) or
2
p
+
m
q
=
m
2
, 2 < p ≤ ∞, 2 ≤ q < 2m
m− 2 . (3.30)
Proof. By Duhamel’s formula one can represent the flow u(t, x) = eit
√
Hf in terms
of the unperturbed flow as
eit
√
Hf = cos(t|D|)f + i sin(t|D|)|D|−1
√
Hf −
ˆ t
0
sin((t− s)|D|)
|D| W (r)uds.
For the first two terms, by the standard Strichartz estimates for the unperturbed
wave equation we have
‖|D| 1q− 1p eit|D|f‖LptLqx . ‖f‖H˙ 12
and
‖|D| 1q− 1p |D|−1eit|D|
√
Hf‖LptLqx . ‖
√
Hf‖
H˙−
1
2
. ‖f‖
H˙
1
2
with (p, q) as in (3.28). In order to handle the Duhamel term, one uses the following
mixed estimate for the free flow∥∥∥∥|D| 1q− 1p ˆ t
0
ei(t−s)|D|
|D| F (s, x)ds
∥∥∥∥
LptL
q
x
. ‖|x|F‖L2(Rm+1). (3.31)
This estimate is proved in a standard way as follows: first by the Christ-Kiselev
lemma the estimate is equivalent to the similar estimate for the untruncated integral
(provided p > 2, which excludes the endpoint case); then the estimate is split into
the homogeneous estimate for the free flow
‖|D| 1q− 1p eit|D||D|− 12 f‖LptLqx . ‖f‖L2
composed with the dual smoothing estimate for the free flow
‖ ´ |D|− 12 e−is|D|G(s, x)ds‖L2 . ‖|x|G(t, x)‖L2tL2x
(dual of (3.21) for the unperturbed wave equation). Now, plugging F =Wu inside
the right hand side of (3.31) and noticing that |W | ≤ C|x|−2, we obtain also for
the Duhamel term∥∥∥∥|D| 1q− 1p ˆ t
0
ei(t−s)|D|
|D| Wuds
∥∥∥∥
LptL
q
x
. ‖|x|Wu‖L2(Rm+1) ≤ C‖|x|−1u‖L2(Rm+1)
which is bounded by ‖f‖L2(Rm) using the smoothing estimate (3.21). The three es-
timates together give (3.27). The proof for Klein-Gordon is identical; the estimates
for the free flow which are required in the proof have the form
‖〈D〉 1q− 1p eit
√
1−∆f‖LptLqx . ‖f‖H 12 (Rm).
Such estimates hold both if the couple (p, q) is wave admissible, i.e. satisfies (3.28),
and if it is Schro¨dinger admissible, i.e. satisfies (3.30). A complete proof in the
second case can be found for instance in the Appendix of [11]. On the other hand
for the first case the proof follows from the estimate
j ≥ 1, φj ∈ S , spt φ̂j = {|ξ| ∼ 2j} =⇒ ‖eit
√
1−∆φj‖L∞(Rm) . |t|−
m−1
2 2
m+1
2
(due to Brenner [4]) by the standard Ginibre-Velo procedure; note that we do not
need the endpoint estimate. 
Using again the Christ-Kiselev lemma and a TT ∗ argument, we deduce in a stan-
dard way the nonhomogeneous Strichartz estimates from the previous homogeneous
estimates, at least in the non endpoint case. We obtain
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Corollary 3.8. With the notations and the assumptions of the previous two The-
orems, one has the estimate∥∥∥∥∥|D| 1q− 1p
ˆ t
0
ei(t−s)
√
H
√
H
F (s)ds
∥∥∥∥∥
LptL
q
x
. ‖|D|− 1q˜+ 1p˜F‖
Lp˜
′
t L
q˜′
x
(3.32)
for all F (t, x) radial in the space variable, and all couples (p, q) and (p˜, q˜) as in
(3.28). Similarly, we have for ν > 0∥∥∥∥∥〈D〉 1q− 1p
ˆ t
0
ei(t−s)
√
ν+H
√
ν +H
F (s)ds
∥∥∥∥∥
LptL
q
x
. ‖〈D〉− 1q˜+ 1p˜F‖
Lp˜
′
t L
q˜′
x
(3.33)
for all F (t, x) radial in the space variable, and all couples (p, q) and (p˜, q˜) satisfying
either (3.35) or (3.30).
Remark 3.1. In the Klein-Gordon case, by interpolation one can obtain a wider
range of admissible couples (p, q). We omit the details since in the following we
shall only need the wave admissible case.
Remark 3.2. Recall that we can write the fractional Sobolev embedding on Rm in
the form
‖|D|mr v‖Lr . ‖|D|
m
q v‖Lq , 1 < q ≤ r <∞
which includes essentially all cases with the exception of some endpoints. On the
other hand we can write (3.27) in the equivalent form
‖|D| 1p+mq −m−12 eit
√
Hf‖LptLqx . ‖f‖H˙ 12 (Rm).
Nesting the two we obtain immediately the following Sobolev-Strichartz estimates :
‖|D| 1p+mr −m−12 eit
√
Hf‖LptLrx . ‖f‖H˙ 12 (Rm) (3.34)
provided the couple (p, r) satisfies
0 <
1
r
≤ 1
2
− 2
m− 1
1
p
, 2 < p ≤ ∞. (3.35)
A similar extension of the range holds then also for the nonhomogeneous estimate
(3.32), where we can replace (p, q) and (p˜, q˜) with couples (p, r) and (p˜, r˜) satisfying
the extended condition (3.35).
Similar extensions hold also for the Klein-Gordon equation. In the following, we
shall only use the case of wave-type estimates. Recall that
‖v‖Lp . ‖〈D〉
m
q v‖Lq for all q ≤ p <∞
and together with the fractional Sobolev embedding this implies the inequality
‖〈D〉mr v‖Lr . ‖〈D〉
m
q v‖Lq , 1 < q ≤ r <∞.
Thus we can proceed exactly as for (3.34) and we obtain the extended estimates
‖〈D〉 1p+mr −m−12 eit
√
ν+Hf‖LptLrx . ‖f‖H 12 (Rm), (3.36)
provided the couple (p, r) satisfies (3.35). Note that we can obtain Sobolev-Strichartz
estimates also in the Schro¨dinger admissible range of indices, but we shall not need
this.
In a similar way, in estimate (3.33) we can replace (p, q) and (p˜, q˜) with any
couples (p, r) and (p˜, r˜) satisfying the extended condition (3.35).
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4. The fixed point argument
We begin by recalling some basic nonlinear estimates for later use. The first one
is a well-known Ho¨lder inequality for fractional derivatives:
Lemma 4.1 (Kato-Ponce). For any test functions u, v, any s ≥ 0 and 1 < p <∞
one has
‖|D|s(uv)‖Lp . ‖|D|su‖Lp1‖v‖Lp2 + ‖u‖Lp3‖|D|sv‖Lp4 (4.1)
and
‖〈D〉s(uv)‖Lp . ‖〈D〉su‖Lp1‖v‖Lp2 + ‖u‖Lp3‖〈D〉sv‖Lp4 (4.2)
provided p1, p2, p3, p4 ∈]1,∞] satisfy 1p = 1p1 + 1p2 = 1p3 + 1p4
In particular, this gives
‖u3‖H˙sp . ‖u‖H˙sr‖u‖
2
Lq
provided p−1 = r−1 + 2q−1.
The second Lemma is a standard fractional Moser type inequality:
Lemma 4.2. Assume F (r) is in CN (R), N ≥ 1 integer, and let 0 < s < N ,
1 < p < ∞. If F (0) = 0, then there exists a function φ(r) such that for any test
functions u, v one has
‖F (u)‖Hsp ≤ φ(‖u‖L∞)‖u‖Hsp , (4.3)
‖F (u)− F (v)‖Hsp ≤ φ(R)
[
‖u− v‖Hsp + ‖u− v‖L∞
]
, (4.4)
where R = ‖u‖L∞ + ‖v‖L∞ + ‖u‖Hsp + ‖v‖Hsp .
The third Lemma is a Strauss type inequality, i.e., an improved weighted Sobolev
embedding for radial functions. For a proof and a comprehensive treatment of such
inequalities, we refer to [15].
Lemma 4.3. Let m ≥ 2, 1 < p ≤ q < ∞ and 1p − 1q ≤ s < mp . For any radial
function u(x) on Rm one has
‖|x|mp −mq −su‖Lq . ‖u‖H˙sp . (4.5)
If the condition on s is restricted to 1p − 1q < s < mp , then the previous estimate
holds for all 1 ≤ p ≤ q ≤ ∞.
The following consequence of Lemma 4.3 will be a crucial ingredient in the proof
of the main result:
Lemma 4.4. Let m ≥ 2, 1 < p ≤ q <∞, σ ≥ 0 and 1p − 1q ≤ s < mp − σ. Assume
the function γ(r) ∈ C [σ]+1(]0,+∞[,R) satisfies for r > 0
|γ(j)(r)| . rmp −mq −s−j , j = 0, . . . , [σ] + 1. (4.6)
Then for any radial function u(x) on Rm one has the estimate
‖γ(|x|)u‖H˙σq . ‖u‖H˙s+σp . (4.7)
Proof. Write γ(r) = ρ(r)|x|mp −mq −s so that
ρ(r) := γ(r)|x|−mp +mq +s =⇒ |ρ(j)(r)| . r−j , j = 0, . . . , [σ] + 1.
We shall prove the estimate
‖|D|σ(ρ(r)|x|mp −mq −zu)‖Lq . ‖|D|σ+zu‖Lp (4.8)
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for all 1 < p ≤ q <∞, σ ≥ 0 and all z ∈ C in the complex strip 1p− 1q ≤ ℜz < mp −σ.
Note that the right hand side is equivalent to the H˙ℜz+σq norm, by the well known
property (see e.g. [41] or [6])
‖|D|iyv‖Lq ≃ ‖v‖Lq , 1 < q <∞.
When σ is a nonnegative integer, the claim is proved directly writing
‖|D|σ(ρ(r)|x|mp −mq −zu)‖Lq ≃
∑
|α|=σ ‖∂α(ρ(r)|x|
m
p −mq −zu)‖Lq ,
expanding the derivatives by the chain rule, and applying to each term estimate
(4.5).
Consider now the case of a real σ > 0. By complex interpolation between the
integer cases
‖|D|[σ](ρ(r)|x|mp −mq −zu)‖Lq . ‖Ds+[σ]u‖Lp , 1p − 1q ≤ ℜz < mp − [σ]
and
‖|D|[σ]+1(ρ(r)|x|mp −mq −zu)‖Lq . ‖Ds+[σ]+1u‖Lp , 1p − 1q ≤ ℜz < mp − [σ]− 1
we obtain that (4.8) is true provided
1
p − 1q ≤ ℜz < mp − [σ]− 1. (4.9)
On the other hand, if we first use Sobolev embedding
‖|D|σ(ρ(r)|x|mp −mq −zu)‖Lq . ‖|D|[σ]+1(ρ(r)|x|
m
p −mq −zu)‖Lr , [σ]+1−mr = σ−mq
and then apply again the inequality for the integer case, we obtain that (4.8) is
true for ℜz in the range
1
p − 1r ≤ ℜz + σ − ([σ] + 1) < mp − ([σ] + 1)
which is equivalent to
1
p − 1q + (1 − {σ})m−1m ≤ ℜz < mp − σ, {σ} := σ − [σ]. (4.10)
Now we define the analytic family of operators
Tzv := |D|σ(ρ(r)|x|
m
p −mq −z|D|−z−σv)
and we note that we have proved that Tz : L
p → Lq is bounded for ℜz in the range
(4.9) and also in the range (4.10). By Stein-Weiss interpolation we obtain that Tz is
bounded for all ℜz in the range 1p − 1q ≤ ℜz < mp −σ as claimed, and this concludes
the proof. 
We are now ready to prove the main result of this section.
Let n ≥ 3 and let h ∈ C [n−12 ]+2([0,+∞)) with the properties
h(0) = h′′(0) = 0, h′(0) = 1, h(r) > cr for some c > 0. (4.11)
Define
h˜(r) =
n− 1
2
(
h′′
h
+
n− 3
2
h′2
h2
)
. (4.12)
Assume that h∞ := limr→+∞ h˜(r) ≥ 0 exists and that, for some 0 < δ0 < 1 and
C > 0, the function
P (r) = r(h˜(r) − h∞) + 1− δ0
4r
(4.13)
satisfies the conditions
0 ≤ rP (r) ≤ C, P ′(r) ≤ 0. (4.14)
Finally, let k ≥ 1 and define the potential V (r) as
V (r) =
n− 1
2
[
h′′
h
+
n− 3
2
(
h′2
h2
− 1
r2
)]
+ k(k + n− 2)
(
1
h2
− 1
r2
)
. (4.15)
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and assume that
|V (j)(r)| . r−1 for large r, 1 ≤ j ≤ [n−12 ]. (4.16)
We consider the following Cauchy problem on Rt × Rmx :
ψtt −∆ψ + V (|x|)ψ = α(|x|)2Z
(
β(|x|)ψ) · ψ3, (4.17)
ψ(0, x) = f(x), ∂tψ(0, x) = g(x). (4.18)
with spherically symmetric data.
Theorem 4.5 (Global well posedness with small data). Let n ≥ 3, k ≥ 1 and
m = 2k+ n. Let h ∈ C [n−12 ]+3([0,+∞)) be a real valued function satisfying (4.11),
(4.14) while the potential V (r) defined by (4.15) satisfies (4.16). Moreover, let
α, β ∈ C [n−12 ]+1([0,+∞)) be such that
r|α(j)(r)| + |β(j)(r)| . rk−j , 0 ≤ j ≤ [n−12 ] + 1. (4.19)
Consider the Cauchy problem (4.17), (4.18) on Rt×Rmx with spherically symmetric
data and Z ∈ C [n−12 ]+1(R,R).
In the case h∞ > 0, if ‖f‖H n2 + ‖g‖H n2 −1 is sufficiently small, Problem (4.17),
(4.18) has a unique global solution ψ ∈ L∞H n2 ∩CH n2 ∩LpH
n−1
2
q , where p =
4(m+1)
m+3 ,
q = 4m(m+1)2m2−m−5 .
In the case h∞ = 0, if ‖|D| 12 f‖
H
n−1
2
+ ‖|D|− 12 g‖
H
n−1
2
is sufficiently small,
Problem (4.17), (4.18) has a unique global solution ψ with |D| 12ψ ∈ L∞H n−12 ∩
CH
n−1
2 and ψ ∈ ∩LpH
n−1
2
q , with p, q as before.
Proof. It is clear that the assumptions of Theorem 3.7 are satisfied. In particular,
the function h1 =
h(r)−r
r3 is of class C
[n−12 ] as it can be verified by direct computation
using properties (4.11), and writing h(r) = r + r3h1(r) one checks easily that the
potential V (r) is of class C [
n−1
2 ] also at the origin. In view of (4.16), we see
that the assumptions of Lemmas 2.1, 2.2, 2.3 and 2.4 are satisfied with the choice
c(x) = V (|x|). Thus we are in position to use the Strichartz estimates from that
Theorem, and also the consequences in Corollary 3.8 and Remark 3.2.
Note also that the proof of the two cases h∞ = 0 and > 0 is almost identical;
indeed, the Strichartz estimates that we use in the following are valid both in the
wave and in the Klein-Gordon case. We shall perform the proof only in the first
(slightly harder) case and leave to the reader to check that the argument works also
in the second case with minimal modifications.
Using the notations |DV | = (−∆ + V ) 12 and 〈DV 〉 = (1 − ∆ + V ) 12 , we define
the nonlinear map
Λ(ψ(t, r)) := cos(t|DV |)f + sin(t|DV |)|DV |−1g + −1V F
where
−1V F =
´ t
0
sin((t−s)|DV |)
|DV | F (s)ds, F = α(r)
2Z(β(r)ψ) · ψ3.
We shall perform a Picard iteration in a suitably defined space. Let
a = 2(m+1)m−1 , a
′ = 2(m+1)m+3 , b =
4m(m+1)
2m2−m−5 (⇐⇒ mb = m−12 − 12a′ )
and define the space X of functions u(t, x) on Rt × Rmx , spherically symmetric in
x, such that the following norm is finite:
‖u(t, x)‖X := ‖u‖
L2a
′
t H
n−1
2
b
+ ‖|D| 12u‖
L∞t H
n−1
2
.
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Note that the couple (2a′, b) satisfies the extended condition (3.35) sincem ≥ 5, thus
we can apply the Sobolev-Strichartz estimate (3.34) with the choice (p, r) = (2a′, b).
In the following computations we use the notations
〈D〉 = (1−∆) 12 , 〈D˜〉 = (M −∆) 12
where M is chosen large enough (with respect to V ) that we can apply Lemma 2.2.
In a similar way, we write
〈DV 〉 = (1−∆+ V ) 12 , 〈D˜V 〉 = (M −∆+ V ) 12 .
We must estimate ‖Λ(ψ)‖X . The first term is
‖ cos(t|DV |)f‖X = ‖〈D〉
n−1
2 cos(t|DV |)f‖L2a′Lb + ‖|D|
1
2 〈D〉n−12 cos(t|DV |)f‖L∞L2
which, by (2.6), (2.4) and (2.9), is equivalent to
≃ ‖ cos(t|DV |)〈D˜V 〉
n−1
2 f‖L2a′Lb + ‖D|
1
2 cos(t|DV |)|〈D˜V 〉
n−1
2 f‖L∞L2 .
Using the Strichartz-Sobolev estimate (3.34) for the first term, and directly (3.27)
for the second term, we obtain
. ‖|D| 12 〈D˜V 〉
n−1
2 f‖L2 ≃ ‖|D|
1
2 〈D〉n−12 f‖L2
where in the last step we used again (2.9) from Lemma 2.4 and (2.6). In a similar
way, for the second term in Λ(ψ) we obtain
‖ sin(t|DV |)|DV |−1g‖X . ‖|D|− 12 〈D〉
n−1
2 g‖L2.
Next, for the last term in Λ(ψ) we can write, proceeding as before,
‖−1V F‖X ≃ ‖−1V 〈D˜V 〉
n−1
2 F‖L2a′Lb + ‖|D|
1
2−1V 〈D˜V 〉
n−1
2 F‖L∞L2
and using (3.32) (with the extension in Remark 3.2), (2.4) and (2.6)
. ‖〈D˜V 〉
n−1
2 F‖La′t,x ≃ ‖〈D˜〉
n−1
2 F‖La′t,x ≃ ‖〈D〉
n−1
2 F‖La′t,x
since (a, a) is an admissible couple satisfying (3.28). Summing up, we have proved
‖Λ(ψ)‖X . ‖|D| 12 〈D〉
n−1
2 f‖L2 + ‖|D|−
1
2 〈D〉n−12 g‖L2 + ‖〈D〉
n−1
2 F‖La′t,x . (4.20)
It remains to estimate the nonlinear term F = α(r)2Z(β(r)ψ) · ψ3. We claim
that
‖〈D〉n−12 F‖La′t,x . ‖ψ‖
3
X · Φ1(‖ψ‖X) with a′ = 2(m+1)m+3 , m = 2k + n (4.21)
for some continous function Φ1(s). Define Z˜(r) := Z(r) − Z(0) and write
‖〈D〉n−12 F‖La′t,x = |Z(0)|·‖〈D〉
n−1
2 (α2ψ3)‖La′t,x+‖〈D〉
n−1
2 (Z˜(βψ)α2ψ3)‖La′t,x . (4.22)
For the first term in (4.22) we have, by the Kato-Ponce inequality (4.2),
‖〈D〉n−12 (α2ψ3)‖La′t,x . ‖〈D〉
n−1
2 ψ‖L∞Lp1‖αψ‖2L2a′L2p2+‖〈D〉
n−1
2 (α2ψ2)‖L2a′Lp3‖ψ‖L2a′Lp4
where we have chosen
1
p1
= m−12m ,
1
p2
= 1a′ − m−12m , 1p3 = 2m+12ma′ − km , 1p4 = km − 12ma′ .
By Sobolev embedding and by (4.5) we have, since k + n−12 − mb = 12a′ = 1− m2p2 ,
‖v‖Lp1 . ‖|D| 12 v‖L2, ‖αv‖L2p2 . ‖rk−1v‖L2p2 . ‖|D|
n−1
2 v‖Lb
and these inequalities imply
‖〈D〉n−12 ψ‖L∞Lp1‖αψ‖2L2a′L2p2 . ‖ψ‖3X . (4.23)
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Also by Sobolev embedding, since mp4 = k − 12a′ = mb − n−12 , we have
‖ψ‖L2a′Lp4 . ‖〈D〉
n−1
2 ψ‖L2a′Lb ≤ ‖ψ‖X .
On the other hand, if we define
1
p5
= n+12m ≡ m+12m − km
we have 1p3 =
1
p5
+ 12p2 and by the Kato-Ponce inequality we can write
‖〈D〉n−12 (α2ψ2)‖L2a′Lp3 . ‖〈D〉
n−1
2 (αψ)‖L∞Lp5‖αψ‖L2a′L2p2 ;
the last factor is bounded by ‖ψ‖X as above, while for the other one we have
‖〈D〉n−12 (αψ)‖L∞Lp5 . ‖|D| 12 〈D〉
n−1
2 ψ‖L∞L2 ≤ ‖ψ‖X ;
in the last step we wrote ‖〈D〉n−12 (αψ)‖Lp5 ≃ ‖αψ‖Lp5 + ‖|D|n−12 αψ‖Lp5 and ap-
plied (4.7) to each term. Summing up, we have proved that the first term in (4.22)
can be estimated with
‖〈D〉n−12 (α2ψ3)‖La′t,x . ‖ψ‖
3
X . (4.24)
We now estimate the second term of (4.22). By Kato-Ponce we have
‖〈D〉n−12 [Z˜α2ψ3]‖La′t,x . ‖〈D〉
n−1
2 (α2ψ3)‖La′t,x‖Z˜‖L∞t,x+‖α
2ψ3‖La′Lq1‖〈D〉
n−1
2 Z˜‖L∞Lq2
(4.25)
where we choose
1
q1
= 1a′ +
k
m − m−12m ≡ 1a′ − n−12m , 1q2 = 1a′ − 1q1 ≡ m−12m − km ≡ n−12m .
By (4.5) we have
‖βψ‖L∞t,x . ‖rkψ‖L∞ . ‖ψ‖L∞H˙m2 −k = ‖ψ‖L∞H˙ n2 ≤ ‖ψ‖X
and this implies, for some continuous Φ1(s),
‖Z˜(βψ)‖L∞t,x . Φ1(‖ψ‖X).
Further, by Lemma 4.2, we have
‖〈D〉n−12 Z˜(βψ)‖L∞Lq2 . Φ2(‖βψ‖L∞t,x)‖〈D〉
n−1
2 (βψ)‖L∞Lq2
while by (4.7) (writing as above the nonhomogeneous Sobolev norm as a sum of
homogeneous terms and applying (4.7) to each term)
‖〈D〉n−12 (βψ)‖L∞Lq2 . ‖|D| 12 〈D〉
n−1
2 ψ‖L∞L2 ≤ ‖ψ‖X
which gives
‖〈D〉n−12 Z˜(βψ)‖L∞Lq2 . Φ2(‖ψ‖X)‖ψ‖X .
Finally, we have by Sobolev embedding
‖α2ψ3‖La′Lq1 . ‖〈D〉
n−1
2 (α2ψ3)‖La′t,x
and coming back to (4.25) we obtain, recalling also (4.24),
‖〈D〉n−12 [Z˜α2ψ3]‖La′t,x . ‖ψ‖
3
X · Φ1(‖ψ‖X) + ‖ψ‖4X · Φ2(‖ψ‖X).
Putting everything together, we obtain the claim (2.11) and in conclusion we have
proved
‖Λ(ψ)‖X . ‖|D| 12 〈D〉
n−1
2 f‖L2 + ‖|D|−
1
2 〈D〉n−12 g‖L2 + ‖ψ‖3X · Φ(‖ψ‖X)
In a similar way we can prove the estimate
‖Λ(ψ1)− Λ(ψ2)‖X . ‖ψ1 − ψ2‖X · [‖ψ1‖2X + ‖ψ2‖2X ] · Φ3(‖ψ1‖X + ‖ψ2‖X)
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and this is sufficient to deduce the existence of a fixed point for Λ in X , provided
the quantity
‖|D| 12 〈D〉n−12 f‖L2 + ‖|D|−
1
2 〈D〉n−12 g‖L2
is sufficiently small. Note that continuity in time of the solution follows from the
fact that the fixed point can be obtained as the limit in the space X of a sequence
of smooth Picard iterates. This concludes the proof of the Theorem. 
Remark 4.1. We show how to modify the previous proof in order to deduce local
existence with large data, as mentioned in Remark 1.2. Let T > 0 and define
a version XT of the space X in which the norms L
2a′
t H
n−1
2
b and L
∞
t H
n−1
2 are
now restricted to the time interval t ∈ [0, T ]; we denote the restricted norms with
L2a
′
T H
n−1
2
b and L
∞
T H
n−1
2 respectively. The operator Λ is defined as above, and we
look for a fixed point in the closed ball of XT
Bǫ = {ψ ∈ XT : ‖ψ − ψlin‖
L2a
′
T H
n−1
2
b
+ ‖|D| 12 (ψ − ψlin)‖
L∞T H
n−1
2
≤ ǫ}
where
ψlin := cos(t|DV |)f + sin(t|DV |)|DV |−1g.
Note that if ψ ∈ Bǫ we have
‖|D| 12ψ‖
L∞T H
n−1
2
≤ ǫ+ E0
where
E0 := ‖|D| 12 f‖
H
n−1
2
+ ‖|D|− 12 g‖
H
n−1
2
, (4.26)
while
‖ψ‖
L2a
′
T H
n−1
2
b
≤ 2ǫ
provided T is sufficiently small, since the L2a
′
T H
n−1
2
b norm of ψlin is bounded and
hence tends to 0 as T → 0. We have now, for ψ ∈ Bǫ,
‖Λ(ψ)− ψlin‖XT = ‖−1V F‖
L2a
′
T H
n−1
2
b
+ ‖−1V F‖L∞T H n−12 .
Repeating the steps of the previous proof, but using now time localized versions of
the Strichartz estimates, we prove that
‖Λ(ψ)− ψlin‖XT . ‖ψ‖2
L2a
′
T H
n−1
2
b
‖|D| 12ψ‖
L∞T H
n−1
2
· Φ(‖ψ‖XT ) ≤ ǫ/2
provided ǫ is chosen small enough; in particular, Λ takes Bǫ into itself. A corre-
sponding estimate can be proved for Λ(ψ1)− Λ(ψ2), with ψ1, ψ2 ∈ Bǫ:
‖Λ(ψ1)−Λ(ψ2)‖XT . [‖ψ1‖
L2a
′
T H
n−1
2
b
+‖ψ2‖
L2a
′
T H
n−1
2
b
]·Φ3(‖ψ1‖XT+‖ψ2‖XT )·‖ψ1−ψ2‖XT ;
since the factor in square brackets is bounded by 4ǫ, we see that Λ is a contraction
if ǫ is sufficiently small.
An inspection of the previous argument shows that the small data assumption
in the main Theorem can be weakened, by assuming only that the linear part of
the flow ulin is sufficiently small.
It is possible to improve the uniqueness part of the previous result by a slight
increase of the regularity of the initial data:
Theorem 4.6 (Regularity and unconditional uniqueness). Consider Problem (4.17),
(4.18) under the same assumptions of Theorem 4.5.
In the case h∞ > 0, if for some 0 ≤ δ < k the quantity ‖f‖H n2 +δ + ‖g‖H n2 −1+δ
is sufficiently small, then the problem has a global solution ψ with ψ ∈ L∞H n2+δ ∩
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CH
n
2+δ ∩ LpH
n−1
2
q , with p, q as in Theorem 4.5. If δ ≥ 1m+1 , this is the unique
solution in CH
n
2+δ.
In the case h∞ = 0, if for some 0 ≤ δ < k the quantity ‖|D| 12 f‖
H
n−1
2
+δ +
‖|D|− 12 g‖
H
n−1
2
+δ is sufficiently small, then the problem has a unique global solution
ψ with |D| 12ψ ∈ L∞H n−12 +δ ∩CH n−12 +δ and ψ ∈ LpH
n−1
2
q . If δ ≥ 1m+1 , this is the
unique solution with |D| 12ψ ∈ CH n−12 +δ.
Proof. As usual we give the detail of the proof only in the case h∞ = 0 which is
more delicate. Let Xδ be the space with norm (n = m− 2k)
‖u(t, x)‖Xδ := ‖u‖
L2a
′
t H
n−1
2
+δ
b
+ ‖|D| 12u‖
L∞t H
n−1
2
+δ , δ ≥ 0
so that the space used in the previous proof is X0. Following the same steps we
arrive at the estimate
‖Λ(ψ)‖Xδ . ‖|D|
1
2 〈D〉n−12 δf‖L2 + ‖|D|−
1
2 〈D〉n−12 +δg‖L2 + ‖〈D〉
n−1
2 +δF‖La′t,x .
with F = α2Z(βψ) · ψ3. The proof of the nonlinear estimate proceeds as before;
instead of (4.23) we get
‖〈D〉n−12 +δψ‖L∞Lp1‖αψ‖2L2a′L2p2 . ‖ψ‖Xδ‖ψ‖2X0 . ‖ψ‖3Xδ .
with the same choice of indices, since ‖ψ‖X0 ≤ ‖ψ‖Xδ . In a similar way we have,
with the same indices as before,
‖〈D〉n−12 +δ(α2ψ2)‖L2a′Lp3 . ‖〈D〉
n−1
2 +δ(αψ)‖L∞Lp5‖αψ‖L2a′L2p2
where the last factor is bounded by ‖ψ‖X0 ; on the other hand,
‖〈D〉n−12 +δ(αψ)‖L∞Lp5 . ‖αψ‖L∞Lp5 + ‖|D|
n−1
2 +δ(αψ)‖L∞Lp5
where ‖αψ‖L∞Lp5 . ‖ψ‖X0 while, using Lemma 4.4,
‖|D|n−12 +δ(αψ)‖L∞Lp5 . ‖|D|n2+δψ‖L∞L2
provided
1
2 − 1p5 ≤ 12 < m2 − n−12 − δ ≡ k + 12 − δ
i.e., δ < k. In conclusion we have
‖〈D〉n−12 +δ(α2ψ3)‖La′t,x . ‖ψ‖
3
Xδ
provided δ < k.
The estimate of the full nonlinear term F = α2ψ3Z(βψ) is similar. Thus we obtain
global existence and uniqueness in Xδ for all 0 ≤ δ < k. This proves the regularity
part of the statement.
To prove unconditional uniqueness, consider two solutions ψ, ψ˜ belonging to
C([0, T ];H
n
2+δ) for some T > 0; we shall prove that if δ ≥ 1m+1 then ψ ≡ ψ˜ on
some smaller interval t ∈ [0, ǫ], and this will conclude the proof. The difference
χ = ψ˜ − ψ satisfies the equation
χ′′ −∆χ+ V χ = F1 + F2, χ(0, r) = χt(0, r) = 0
where
F1 = α
2(χ3 + 3χ2ψ + 3χψ2)Z(βψ˜)
and
F2 = α
2ψ3[Z(βψ˜)− Z(βψ)] = α2ψ3βχ · ´ 1
0
Z((1 − s)βψ˜ + sβψ)ds.
Note that
Z0(t, r) := Z(βψ˜), Z1(t, r) :=
´ 1
0 Z((1− s)βψ˜ + sβψ)ds
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are bounded functions by estimate (4.5). We now apply the Strichartz estimate
(3.32) for the special case p = q = p˜ = q˜:
‖ ´ t
0
H−
1
2 ei(t−s)
√
HFds‖
L
2(m+1)
m−1
t,x
. ‖F‖
L
2(m+1)
m+3
t,x
. (4.27)
Localizing the estimate on a time interval I = [0, ǫ] to be chosen, we obtain
‖χ‖
L
2(m+1)
m−1
t∈I,x
. ‖F1 + F2‖
L
2(m+1)
m+3
t∈I,x
.
By Ho¨lder’s inequality and (4.5) we have
‖χ · (αχ)2 · Z0‖
L
2(m+1)
m+3
. ‖χ‖
L
2(m+1)
m−1
‖αχ‖2Lm+1 . ‖χ‖
L
2(m+1)
m−1
‖χ‖2
Lm+1t∈I H˙
n
2
+ 1
m+1
.
Similar estimates hold for the other two terms in F1:
‖(αχ)(αψ)χ · Z0‖
L
2(m+1)
m+3
. ‖χ‖
L
2(m+1)
m−1
‖ψ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
‖χ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
and
‖χ · (αψ)2 · Z0‖
L
2(m+1)
m+3
. ‖χ‖
L
2(m+1)
m−1
‖ψ‖2
Lm+1t∈I H˙
n
2
+ 1
m+1
.
and in conclusion
‖F1‖
L
2(m+1)
m+3
. ‖χ‖
L
2(m+1)
m−1
· (‖ψ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
+ ‖χ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
)2.
To estimate F2 we write analogously
‖(αψ)2χ · (βψ)Z1‖
L
2(m+1)
m+3
. ‖χ‖
L
2(m+1)
m−1
‖ψ‖2
Lm+1t∈I H˙
n
2
+ 1
m+1
.
Summing up, the function χ satisfies the following estimate on the interval t ∈ I =
[0, ǫ]:
‖χ‖
L
2(m+1)
m−1
t∈I,x
. (‖ψ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
+ ‖χ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
)2 · ‖χ‖
L
2(m+1)
m−1
t∈I,x
Since we know a priori that the L∞(I;H
n
2+
1
m+1 ) norm of χ and ψ is bounded, we
deduce
‖ψ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
+ ‖χ‖
Lm+1t∈I H˙
n
2
+ 1
m+1
→ 0 as ǫ→ 0.
Hence for ǫ sufficiently small we obtain ‖χ‖ ≤ 12‖χ‖ which implies χ ≡ 0 for
t ∈ [0, ǫ], as claimed. 
5. The equivariant wave map equation
This final section of the paper contains the main application of Theorem 4.5
to the equivariant wave map equation. The assumptions on the base manifolds
define a class of manifolds which for the sake of exposition we call admissible.
Note that if a smooth and rotationally symmetric manifold Mn has a global metric
dr2 + h(r)2dω2
Sn−1
, then h(r) must be the restriction to R+ of a C∞ odd function,
with h(0) = 0 and h′(0) = 1. Note also that our result applies to Ck manifolds
with k = [n−12 ] + 3, but for simplicity we confine ourselves to the smooth case.
Definition 5.1 (Admissible manifold). We say that a function h : R+ → R+ is
admissible if it is the restriction of a smooth odd function with h′(0) = 1 and in
addition:
(i) There exists h∞ ≥ 0 such that H(r) := h 1−n2 (hn−12 )′′ = h∞ + O(r−2) for
r≫ 1.
(ii) H(j)(r) = O(r−1) and (h−
1
2 )(j) = O(r−
1
2−j) for r ≫ 1 and 1 ≤ j ≤ [n−12 ].
(iii) There exist c, δ0 > 0 such that for r > 0 we have h(r) ≥ cr while the
function P (r) = rH(r) − rh∞ + 1−δ04r satisfies the condition P (r) ≥ 0 ≥
P ′(r).
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We say that a manifold Mn is admissible if it has a global metric of the form
dr2 + h(r)2dω2
Sn−1
with h(r) admissible.
The simplest admissible manifolds are the flat space, with h(r) = r and h∞ = 0,
and the real hyperbolic space Hn, with h(r) = sinh(r) and h∞ > 0. However the
class is substantially larger, and we shall exhibit a few interesting examples below.
Consider now the equivariant wave map equation
φtt − φrr − (n− 1)h
′(r)
h(r)
φr + k(n− 2 + k)g(φ)g
′(φ)
h(r)2
= 0, (5.1)
with initial data
φ(0, x) = φ0(x), ∂tφ(0, x) = φ1(x) (5.2)
from the admissible, n-dimensional base manifoldMn with metric dr2+h(r)2dω2
Sn−1
to a target, ℓ-dimensional manifold N ℓ, with metric dρ2 + g(ρ)2dω2
Sℓ−1
. Note that
the base manifold is noncompact while the target can arbitrary, thus g : [0, A)→ R+
with A finite or infinite.
In the following statement we use the notation |DM | = (−∆M ) 12 . The Sobolev
space Hs on Mn is defined through the norm
‖φ‖Hs := ‖(1−∆M ) s2 v‖L2(Mn)
while the weighted Sobolev spaces Hsq (w) on M
n are defined through the norms
‖v‖Hsq (w) := ‖w−1v‖Hsq (Rm), w(r) :=
r
m−1
2
h(r)
n−1
2
.
Then we have:
Corollary 5.2. Let n ≥ 3, k ≥ 1 and 0 ≤ δ < k. Let Mn and N ℓ be two rota-
tionally invariant manifolds of dimension n and ℓ respectively, with Mn admissible,
and let h∞ be as in Definition 5.1.
If h∞ > 0 and ‖φ0‖H n2 +δ+‖φ1‖H n2 −1+δ is sufficiently small, Problem (5.1), (5.2)
has a unique global solution φ ∈ L∞H n2+δ ∩ CH n2+δ ∩ LpH
n−1
2 +δ
q (w), with p, q as
in Theorem 4.5. Moreover, if δ ≥ 1m+1 , this is the unique solution in CH
n
2+δ.
If h∞ = 0 and ‖|DM | 12φ0‖
H
n−1
2
+δ(M)
+ ‖|DM |− 12φ1‖
H
n−1
2
+δ(M)
is sufficiently
small, Problem (5.1), (5.2) has a unique global solution φ with |DM | 12φ ∈ L∞H n−12 +δ∩
CH
n−1
2 +δ and φ ∈ LpH
n−1
2 +δ
q (w). Moreover, if δ ≥ 1m+1 , this is the unique solution
with |DM | 12φ ∈ CH n−12 +δ.
Proof. The proof is just a transposition of Theorems 4.5 and 4.6 via the change
of variables φ(t, r) = w(r)ψ(t, r), using the equivalence of norms given by Lemma
2.6. 
We conclude the paper with a discussion of the class of admissible manifolds. It
is not difficult to come up with explicit examples, notably the flat space Rn, the real
hyperbolic spaces Hn for n ≥ 3, and some spaces with polynomial growth of the
metric; this already shows that admissibility does not impose a constraint on the
growth rate of the metric at infinity. The examples are discussed in detail below.
However, we first give some stability criteria which show that manifolds suffi-
ciently close to an admissible manifold are also admissible. A simple criterion is
the following:
Proposition 5.3. Let h, hǫ be restrictions to R
+ of smooth odd functions, with
h′(0) = h′ǫ(0) = 1, and let H(r) := h
1−n
2 (h
n−1
2 )′′ and Hǫ(r) := h
1−n
2
ǫ (h
n−1
2
ǫ )′′.
Assume the following conditions:
28 PIERO D’ANCONA AND QIDI ZHANG
(1) hǫ > cr for some c > 0 and all r > 0;
(2) |H −Hǫ| ≤ ǫr2 for some ǫ > 0 and all r > 0;
(3) |H ′ −H ′ǫ| ≤ ǫr3 for some ǫ > 0 and all r > 0;
(4) H(j) −H(j)ǫ = O(r−1) for r ≫ 1, j ≤ [n−12 ];
(5) (h
− 12
ǫ )(j) = O(r−j−
1
2 ) for r ≫ 1, j ≤ [n−12 ].
If h is admissible, then hǫ is also admissible, provided ǫ is sufficiently small.
Proof. The criterion is a restatement of Definition 5.1. Note in particular that,
by (2), the limit h∞ at infinity of H and Hǫ is the same, and if we define Pǫ =
r(Hǫ−h∞)+ 1−δ14r with 0 < δ1 < δ0, the property Pǫ ≥ 0 ≥ P ′ǫ follows immediately
from the corresponding property for P and assumptions (2), (3), provided ǫ is small
enough. 
We can make the criterion easier to apply by introducing the functions
σj(r) :=
h
(j)
ǫ
hǫ
, pj(r) :=
h
(j)
ǫ − h(j)
h
. (5.3)
Then the difference Hǫ −H can be expressed as
Hǫ −H = n−12 (p2 − σ2p0) + (n−1)(n−3)4 (2σ1 + σ1p0 − p1)(p1 − σ1p0) (5.4)
while by Faa’ di Bruno’s formula we have
(h
− 12
ǫ )
(j) =
j∑
ν=0
∑
j1+···+jν=j
Ch
− 12
ǫ σj1 · · ·σjν (5.5)
where the constants C = C(ν, j1, . . . , jν) may be different for each term of the sum.
Note also the recursive relations
σ′j = σj+1 − σjσ1 p′j = pj+1 + pj(p1 − σ1p0 − σ1). (5.6)
We can now give an effective criterion which is useful in case the metric h(r) grows
exponentially, so that we can not expect any decay at infinity for σj . The following
conditions are not sharp but easy to check on concrete examples:
Proposition 5.4. Let h, hǫ : R
+ → R+ be restrictions of smooth odd functions
with h′(0) = h′ǫ(0) = 1. Assume that
(i) hǫ(r) & r + r
n for r > 0
(ii) |h(j)ǫ | . hǫ for j ≤ [n−12 ] + 2 and r ≫ 1
(iii) |h(j) − h(j)ǫ |/h ≤ ǫ〈r〉−3 for j ≤ 3 and r > 0
(iv) |h(j) − h(j)ǫ |/h . r−1 for j ≤ [n−12 ] + 2 and r≫ 1.
If h is admissible, then hǫ is also admissible, provded ǫ is small enough.
Proof. We use the notations (5.3). To prove the claim it is sufficient to check
conditions (1)–(5) in Proposition 5.3.
Applying (ii) for large r, and the definition and smoothness of hǫ near zero, we
have
|σj | . 1
r
+ 1
for all r > 0 and j ≤ [n−12 ] + 2. We have also by (iii)
|pj | ≤ ǫ〈r〉−3 for r > 0, j ≤ 3.
Then by (5.4) we obtain easily
|Hǫ −H | . ǫr−2, |H ′ǫ −H ′| . ǫr−3
which are conditions (2), (3), while (1) is implied by (i). Moreover, using the
recursions (5.6) and assumption (iv), we see that σj is bounded for large r and
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j ≤ [n−12 ] + 2; this implies that condition (4) is satisfied. Finally, recalling (5.5)
and using (i), we have for large r
|(h−
1
2
ǫ )
(j)| . h−
1
2
ǫ . r
−n2
since the σj are bounded, and this implies (5).
Note that condition (i) can be relaxed to h & r+ rn−1 when n is even, and that
in condition (iii) we could allow some singularity at 0, for instance it is sufficient
to assume that |p3| . ǫr−3. 
When the metric h(r) has polynomial growth, it is more convenient to use the
following set of conditions to check for admissibility:
Proposition 5.5. Let h, hǫ : R
+ → R+ be restrictions of smooth odd functions
with h′(0) = h′ǫ(0) = 1. Assume that
(i) hǫ(r) & cr for r > 0 and some c > 0
(ii) |h(j)ǫ | . hǫr−j for j ≤ [n−12 ] + 2 and r ≫ 1
(iii) |h(j) − h(j)ǫ |/h ≤ ǫr−j for j ≤ 3 and r > 0
(iv) |h(j) − h(j)ǫ |/h . r−1 for 1 ≤ j ≤ [n−12 ] + 2 and r ≫ 1.
If h is admissible, then hǫ is also admissible, provded ǫ is small enough.
Proof. The proof is very similar to the previous one and again based on Proposition
5.3. Note in particular that we have now
|(h−
1
2
ǫ )
(j)| .
∑
h
− 12
ǫ r
−j1−···−jν . r−
1
2−j
by assumptions (i), (ii). 
5.1. Asymptotically flat manifolds. For the flat metric h(r) = r we have
H(r) = (n−1)(n−3)4r2 and it is elementary to check that all conditions of Definition 5.1
are satisfied, so that flat Rn is an admissible manifold. Consider now a rotationally
symmetric manifold Mn whose metric is a perturbation of the flat space, of the
form
hǫ(r) = r + µ(r) (5.7)
with µ(r) odd, smooth, with µ′(0) = 0, satisfying the following assumptions:
|µ(r)| + r|µ′(r)| + r2|µ′′(r)| + r3|µ′′′(r)| ≤ ǫr for all r > 0 (5.8)
and
|µ(j)(r)| . r1−j for r ≫ 1, j ≤ [n−12 ] + 2. (5.9)
Then Proposition 5.5 implies immediately that the metric hǫ is admissible if ǫ is
sufficiently small.
Note that in dimension n = 4 this result is essentially a corollary of Theorem
1.1 in [27]. In that paper the global existence of small wave maps is proved on four
dimensional, asymptotically flat manifolds without symmetry assumptions.
5.2. Perturbations of hyperbolic spaces. For real hyperbolic spaces M = Hn
we have
h(r) = sinh(r), h∞ =
(n− 1)2
4
, H(r) = h∞ +
(n− 1)(n− 3)
4 sinh2 r
so that (i), (ii) of Definition 5.1 are satisfied. Moreover
P (r) =
(n− 1)(n− 3)
4
r
sinh2 r
+
1− δ0
4r
and it is easy to check that P ≥ 0 ≥ P ′ if δ0 < 1. Thus Corollary 5.2 implies global
existence of equivariant wave maps φ : R× Hn → N ℓ for small data in the critical
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space H
n
2 , for n ≥ 3. Note that this result could be also obtained by applying the
sharp Strichartz estimates in [1], [2] for linear flows on real hyperbolic spaces.
However, we are able to treat the more general case of a perturbation of the
hyperbolic metric
hµ(r) = sinh r + µ(r) (5.10)
under rather bland conditions on the perturbation µ(r). For instance, we may
assume that, for all r > 0,
|µ(r)| + |µ′(r)| + |µ′′(r)|+ |µ′′′(r)| ≤ ǫ〈r〉−3 sinh r
and that, for sufficiently large r ≫ 1,
|µ(j)(r)| ≤ Cr−1er.
Note that the perturbation µ(r) can be unbounded as r → +∞. Then, by Propo-
sition 5.4, the function hµ is also admissible provided ǫ is small enough, and we
obtain the global existence of small equivariant wave maps of critical regularity
from a base manifold with metric dr2 + hµ(r)
2dω2
Sn−1
.
5.3. Manifolds with prescribed growth. It is not difficult to construct exam-
ples of admissible manifolds if one allows a singularity at the south pole r = 0.
The singularity can be smoothed out by flattening the manifold near zero with a
suitable cutoff. We illustrate the procedure with two examples, one metric with
polynomial growth and one with exponential growth.
The choice
h(r) = r(1 +
√
r)M , M > 0
gives rise to
H(r) =
n− 1
16(1 +
√
r)2r2
H0(r)
with
H0(r) = 4(n− 3) + (4n(M + 2)− 6(M + 4))
√
r + (M + 2)(M(n− 1) + 2(n− 3))r
and
P (r) =
Q0 +Q1
√
r +Q2r
16(1 +
√
r)2r
,
where
Q0 = 4(n− 2)2 − 4δ0, Q1 = 2M(n− 1)(2n− 3) + 8(n− 2)2 − 8δ0,
Q2 = (Mn+ 2n−M − 4)2 − 4δ0.
Since 0 < δ0 < 1, we see that P (r) is a sum of positive, decreasing functions, and
all properties of Definition 5.1 are satisfied, with the exception of h(r) being the
restriction of a smooth odd function, due to the singularity at r = 0. Now we
modify the definition of h(r) as follows:
hǫ(r) = r(1 +
√
r · e− ǫr )M
where ǫ > 0 is a small parameter. Then hǫ is still admissible provided ǫ is small
enough, as it follows from Proposition 5.5, and is of course smooth at r = 0 and
can be extended to an odd function on R.
In a similar way, the metric with exponential growth
h(r) = er − 1
gives
H(r) = h∞ +
(n− 1)(2(n− 2)er − n+ 1)
4(er − 1)2 , h∞ =
(n− 1)2
4
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so that
P (r) =
(n− 1)(n− 2)
2
r
er − 1 +
(n− 1)(n− 3)
4
r
(er − 1)2 +
1− δ0
4r
is a sum of positive, decreasing terms. Thus all conditions in Definition 5.1 are
trivially satisfied, with the exception of h(r) being the restriction of an odd smooth
function, but it is sufficient to modify it near zero as above to obtain an admissible
metric.
References
[1] Jean-Philippe Anker and Vittoria Pierfelice. Nonlinear Schro¨dinger equation on real hyper-
bolic spaces. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 26(5):1853–1869, 2009.
[2] Jean-Philippe Anker, Vittoria Pierfelice, and Maria Vallarino. The wave equation on hyper-
bolic spaces. J. Differ. Equations, 252(10):5613–5661, 2012.
[3] Jean-Marc Bouclet and Nikolay Tzvetkov. On global Strichartz estimates for non-trapping
metrics. J. Funct. Anal., 254(6):1661–1682, 2008.
[4] Philip Brenner. On scattering and everywhere defined scattering operators for nonlinear
Klein-Gordon equations. J. Differential Equations, 56(3):310–344, 1985.
[5] Nicolas Burq, Fabrice Planchon, John G. Stalker, and A. Shadi Tahvildar-Zadeh. Strichartz
estimates for the wave and Schro¨dinger equations with potentials of critical decay. Indiana
Univ. Math. J., 53(6):1665–1680, 2004.
[6] Federico Cacciafesta and Piero D’Ancona. Weighted Lp estimates for powers of selfadjoint
operators. Adv. Math., 229(1):501–530, 2012.
[7] Thierry Cazenave, Jalal Shatah, and A. Shadi Tahvildar-Zadeh. Harmonic maps of the hy-
perbolic space and development of singularities in wave maps and Yang-Mills fields. Ann.
Inst. H. Poincare´ Phys. The´or., 68(3):315–349, 1998.
[8] Yvonne Choquet-Bruhat. Global wave maps on Robertson-Walker spacetimes. Nonlinear
Dynam., 22(1):39–47, 2000. Modern group analysis.
[9] Demetrios Christodoulou and A. Shadi Tahvildar-Zadeh. On the regularity of spherically
symmetric wave maps. Comm. Pure Appl. Math., 46(7):1041–1091, 1993.
[10] Piero D’Ancona. Kato smoothing and strichartz estimates for wave equations with magnetic
potentials. (arXiv:1403.2537 [math.AP]. To appear on Comm. Math. Phys), (2014).
[11] Piero D’Ancona and Luca Fanelli. Strichartz and smoothing estimates of dispersive equations
with magnetic potentials. Comm. Partial Differential Equations, 33(4-6):1082–1112, 2008.
[12] Piero D’Ancona and Vladimir Georgiev. Low regularity solutions for the wave map equation
into the 2-D sphere. Math. Z., 248(2):227–266, 2004.
[13] Piero D’Ancona and Vladimir Georgiev. On the continuity of the solution operator to the
wave map system. Comm. Pure Appl. Math., 57(3):357–383, 2004.
[14] Piero D’Ancona and Vladimir Georgiev. Wave maps and ill-posedness of their Cauchy prob-
lem. In New trends in the theory of hyperbolic equations, volume 159 of Oper. Theory Adv.
Appl., pages 1–111. Birkha¨user, Basel, 2005.
[15] Piero D’Ancona and Renato Luca’. Stein-Weiss and Caffarelli-Kohn-Nirenberg inequalities
with angular integrability. J. Math. Anal. Appl., 388(2):1061–1079, 2012.
[16] Jean Ginibre and Giorgio Velo. The Cauchy problem for the O(N), CP(N−1), and GC(N, p)
models. Ann. Physics, 142(2):393–415, 1982.
[17] Manoussos Grillakis. Classical solutions for the equivariant wave map in 1+2 dimensions.
Preprint, 1991.
[18] Chao Hao Gu. On the Cauchy problem for harmonic maps defined on two-dimensional
Minkowski space. Comm. Pure Appl. Math., 33(6):727–737, 1980.
[19] Tosio Kato. Wave operators and similarity for some non-selfadjoint operators. Math. Ann.,
162:258–279, 1965/1966.
[20] Tosio Kato and Kenji Yajima. Some examples of smooth operators and the associated smooth-
ing effect. Rev. Math. Phys., 1(4):481–496, 1989.
[21] Sergiu Klainerman and Matei Machedon. Space-time estimates for null forms and the local
existence theorem. Comm. Pure Appl. Math., 46(9):1221–1268, 1993.
[22] Sergiu Klainerman and Igor Rodnianski. On the global regularity of wave maps in the critical
Sobolev norm. Internat. Math. Res. Notices, (13):655–677, 2001.
[23] Sergiu Klainerman and Sigmund Selberg. Remark on the optimal regularity for equations of
wave maps type. Comm. Partial Differential Equations, 22(5-6):901–918, 1997.
[24] J. Krieger, W. Schlag, and D. Tataru. Renormalization and blow up for charge one equivariant
critical wave maps. Invent. Math., 171(3):543–615, 2008.
32 PIERO D’ANCONA AND QIDI ZHANG
[25] Joachim Krieger. Global regularity of wave maps fromR3+1 to surfaces. Comm. Math. Phys.,
238(1-2):333–366, 2003.
[26] Joachim Krieger. Global regularity of wave maps from R2+1 to H2. Small energy. Comm.
Math. Phys., 250(3):507–580, 2004.
[27] Andrew Lawrie. The Cauchy problem for wave maps on a curved background. Calc. Var.
Partial Differ. Equ., 45(3-4):505–548, 2012.
[28] Andrew Wetherell Lawrie. On the global behavior of wave maps. ProQuest LLC, Ann Arbor,
MI, 2013. Thesis (Ph.D.)–The University of Chicago.
[29] Andrew Wetherell Lawrie, Sung-Jin Oh, and Sohrab Shahshahani. Stability of stationary
equivariant wave maps from the hyperbolic plane. arXiv:1402.5981 [math.AP], 2014.
[30] Nader Masmoudi and Fabrice Planchon. Unconditional well-posedness for wave maps. J.
Hyperbolic Differ. Equ., 9(2):223–237, 2012.
[31] Pierre Raphae¨l and Igor Rodnianski. Stable blow up dynamics for the critical co-rotational
wave maps and equivariant Yang-Mills problems. Publ. Math. Inst. Hautes E´tudes Sci., pages
1–122, 2012.
[32] Luc Robbiano and Claude Zuily. Strichartz estimates for Schro¨dinger equations with variable
coefficients. Me´m. Soc. Math. Fr. (N.S.), (101-102):vi+208, 2005.
[33] Igor Rodnianski and Wilhelm Schlag. Time decay for solutions of Schro¨dinger equations with
rough and time-dependent potentials. Invent. Math., 155(3):451–513, 2004.
[34] Igor Rodnianski and Jacob Sterbenz. On the formation of singularities in the critical O(3)
σ-model. Ann. of Math. (2), 172(1):187–242, 2010.
[35] Igor Rodnianski and Terry Tao. Effective limiting absorption principles, and applications.
arXiv:1105.0873.
[36] Jalal Shatah. Weak solutions and development of singularities of the SU(2) σ-model. Comm.
Pure Appl. Math., 41(4):459–469, 1988.
[37] Jalal Shatah and Michael Struwe. Geometric wave equations, volume 2 of Courant Lecture
Notes in Mathematics. New York University Courant Institute of Mathematical Sciences,
New York, 1998.
[38] Jalal Shatah and Michael Struwe. The Cauchy problem for wave maps. Int. Math. Res. Not.,
(11):555–571, 2002.
[39] Jalal Shatah and A. Shadi Tahvildar-Zadeh. On the Cauchy problem for equivariant wave
maps. Comm. Pure Appl. Math., 47(5):719–754, 1994.
[40] Jalal Shatah and A. Shadi Tahvildar-Zadeh. On the stability of stationary wave maps. Comm.
Math. Phys., 185(1):231–256, 1997.
[41] Adam Sikora and James Wright. Imaginary powers of Laplace operators. Proc. Amer. Math.
Soc., 129(6):1745–1754 (electronic), 2001.
[42] Gigliola Staffilani and Daniel Tataru. Strichartz estimates for a Schro¨dinger operator with
nonsmooth coefficients. Comm. Partial Differential Equations, 27(7-8):1337–1372, 2002.
[43] Jacob Sterbenz and Daniel Tataru. Energy dispersed large data wave maps in 2+1 dimensions.
Comm. Math. Phys., 298(1):139–230, 2010.
[44] Jacob Sterbenz and Daniel Tataru. Regularity of wave-maps in dimension 2+1. Comm. Math.
Phys., 298(1):231–264, 2010.
[45] Michael Struwe. Radially symmetric wave maps from (1 + 2)-dimensional Minkowski space
to the sphere. Math. Z., 242(3):407–414, 2002.
[46] Michael Struwe. Equivariant wave maps in two space dimensions. Comm. Pure Appl. Math.,
56(7):815–823, 2003. Dedicated to the memory of Ju¨rgen K. Moser.
[47] Terence Tao. Global regularity of wave maps. I. Small critical Sobolev norm in high dimension.
Internat. Math. Res. Notices, (6):299–328, 2001.
[48] Terence Tao. Global regularity of wave maps. II. Small energy in two dimensions. Comm.
Math. Phys., 224(2):443–544, 2001.
[49] Daniel Tataru. The wave maps equation. Bull. Amer. Math. Soc. (N.S.), 41(2):185–204 (elec-
tronic), 2004.
[50] Daniel Tataru. Rough solutions for the wave maps equation. Amer. J. Math., 127(2):293–377,
2005.
Piero D’Ancona: Unversita` di Roma “La Sapienza”, Dipartimento di Matematica, Pi-
azzale A. Moro 2, I-00185 Roma, Italy
E-mail address: dancona@mat.uniroma1.it
Qidi Zhang: School of Science, East China University of Science and Technology,
Meilong Road 130, Shanghai, 200237, China
E-mail address: qidizhang@ecust.edu.cn
