Abstract-The relation between voice radio communication and pedestrian localization is studied. 3D audio is identified as a linking technology which brings strong mutual benefits. Voice communication rendered with 3D audio provides a potential low secondary task interference user interface to the localization information. Vice versa, location information in the 3D audio provides spatial cues in the voice communication, improving speech intelligibility. An experimental setup with voice radio communication, cooperative pedestrian localization, and 3D audio is presented and we discuss high level tactical possibilities that the 3D audio brings. Finally, results of an initial experiment, demonstrating the effectiveness of the setup, are presented.
I. INTRODUCTION
Pedestrian localization and voice radio communication are key technologies for achieving situational awareness, efficient control, and coordination in dismounted units. They form the basis for higher level functionalities such as navigation, target acquisition, threat alert, and threat cueing and have both been extensively studied in the literature. However, apart from performance limitations of specific technical solutions, both technologies have more general limitations in their user interfaces, which have received less attention. At the commanding level, the localization information is naturally provided with a top-down perspective on a display, together with graphical command and communication tools. Unfortunately, due to secondary task interference, watching such a display is not feasible at all times for all levels of personnel. This will limit and delay the localization information penetration in the unit. Further, voice radio conversations can be hard to comprehend compared to face-to-face conversations; especially when multiple agents communicate on the same channel. Consequently, good radio discipline is required, which prevents natural conversations and limits the pace of the information exchange. This in turn fundamentally limits the level of situational awareness, coordination, and control, which can be achieved with voice radio communication [1, 2] . Therefore, in this article we describe how these user interface limitations of pedestrian localization and voice radio communication can be mitigated by tightly integrating them to create 3D audio effects. A small tactical unit experimental setup, illustrated with two agents in Fig. 1 , with 3D audio based on the integration of an infrastructure free cooperative pedestrian localization system and voice radio communication, is presented. Further, the tight integration is argued to bring a multitude of other high level tactical possibilities. Finally, initial experimental results of the effectiveness of the suggested setup are presented.
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Stereo headset Local com. Fig. 1 . Illustration of the integrated localization and voice radio communication system setup. Localization is performed by foot-mounted inertial sensors and inter-agent ranging. The processing is done on a common communication (com.) and processing (proc.) platform. The integration makes it possible to create a dynamic 3D audio effect on the voice radio. This improves speech intelligibility and gives the agents a sense of location for their colleagues.
The key observation of the article is that the localization and the voice radio communication are enablers for and have strong mutual benefits in 3D audio. We suggest using 3D audio as a means to give a coarse perception of the relative locations of agents within a group. This is done by adding the spatial information from the pedestrian localization to the group voice radio communication to create a dynamic 3D audio effect. This will enable the agents to hear where their colleagues are. Additionally, the 3D audio will also help the group members distinguish between each other in a conversation. Such spatial audio cues have been shown to increase speech intelligibility. Together, this will lessen some of the problems of group voice radio communication. 3D audio as a means to improve speech intelligibility and to gain tactical capabilities, has been studied before, e.g. [3] [4] [5] [6] . However, the main contributions of this article is the recognition of 3D audio as a means to give coarse localization information; a presentation of a complete integrated pedestrian localization, voice radio, and 3D audio system implementation; and a discussion of related tactical implications. Despite frequent tactical usage of 3D voice radio 978-1-4799-4043-1/13/$31.00 ©2013 IEEE x y z R k dp k−1 R k+1 dp k R k+2 dp k+1
Step-wise dead reckoning Step-wise inertial navigation Fig. 2 . Illustration of the system perspective of the foot-mounted inertial navigation. It provides displacement dp k and heading changes dψ k over individual steps. These displacement and heading changes are used to propagate the pedestrian dead reckoning, giving the pose x k of an agent. communication in virtual computer games, to our knowledge, this is the first presented system of its kind, which uses real world positioning information together with 3D audio voice radio communication.
II. PEDESTRIAN LOCALIZATION
Localization of dismounted units can be achieved from a multitude of sensor and filter technologies [7, 8] . However, only a few solutions provide desirable tactical characteristics. The solution should preferably be infrastructure independent and only rely on a minimum of dynamics and environmental assumptions. At the same time, it should make do with a minimum of communication resources, while providing good relative agent pose estimates. With these requirements, in practice we are left with pedestrian dead reckoning and interagent ranging [9] . Recently, a few such localization solutions have appeared in the literature [9] [10] [11] . Our experimental setup relies on the one presented in [9] . Consequently, here we give a brief review of the solution and describe our implementation.
A. Localization principles
Pedestrian dead reckoning can be implemented in a number of ways [12] . However, foot-mounted inertial navigation provides a unique, high accuracy, and robust dead reckoning [13, 14] . From a system perspective, the inertial navigation can be viewed as a subcomponent, which gives measurements of the displacement dp k and heading change dψ k of a step k, and related uncertainties. The state x k of an agent is its position in three dimensions
is used to denote a column vector. The displacements and heading changes of individual steps can then be used to implement the dead reckoning
where k is a time index, u k = [dp k , dθ k ], is the rotation matrix from the agent frame to the navigation coordinate frame, and w k is a (by assumption) white error of u k with known covariance. The relation between the steps, the displacement and heading changes, and the dead reckoning is illustrated in Fig. 2 . See [9] for further details.
The dead reckoning (1) trivially provides pose estimates x k and a related uncertainty estimate C k (error covariance) of all agents, relative some initial estimates. Unfortunately, measurement errors will inevitably accumulate in (1), causing unbounded error growth. Consequently, after some time, independent of the quality of the initial estimate, the pose estimates cannot be used to produce useable relative pose estimates, needed for group coordination and 3D audio. This, however, can be circumvented by introducing inter-agent ranging. The range measurements are used to continually adjust the relative positions of the agents. This will bound the relative pose estimate errors and reduce overall error growth. This correction is illustrated in Fig. 3 . From a system perspective, this can be thought of as an adjustment of the global state estimate. Let
denote the global state vector, where the time indices k have been dropped, and the alphabetic indices instead indicate different agents. Then, the ranging correction can be viewed as the update
where (·) + denotes updated quantities and r is the range measurement. See [9] for further details. Note also, that the inter-agent ranging can be used to make the localization system completely independent of any extroceptic information or initial agent pose estimates [15] . 
B. Implementation
In implementing the pedestrian localization, the fundamental measurements must be acquired, (1) and (2) and the related processing performed, and the results need to be distributed. Consequently, sensory hardware, processing and communication platforms, software that implements the processing, and supportive software that controls and manage the connections and information transfer are needed. The fundamental difference between (1) and (2) is that the former only concerns a single agent, while the latter concerns more than one agent. With a naive implementation, gathering all measurements at one point, performing the processing, and distributing the results, this would make no difference. Unfortunately, this would give an unacceptable sensitivity to varying connectivity and delays that would be too large for the 3D audio. Instead, just like what is outlined in [9] , (1) is implemented locally (on each agent); while (2) is implemented centrally.
The foot-mounted inertial navigation has been implemented with OpenShoe units on both feet [16] . The OpenShoe units perform the basic step-wise inertial navigation, and supply displacement and heading changes. Currently, the inter-agent ranging is provided as synthetic range measurements from a Ubisense radio localization system. However, our ambition is to replace this with in-house developed UWB-radios [17] . The processing and communication platforms are Android smartphones and tablets (Samsung Galaxy SIII and Samsung Tab 2) relying on a WiFi network for communication. The hardware for a single agent is shown in Fig. 4 .
The processing and supportive softwares have been implemented as Android applications and services. The local processing, performing (1) and interfacing the OpenShoe units, is implemented as an Android service. This service provides a local controller and a graphical user interface (GUI) with pose estimates of the agent. It also forwards the basic data to a central processing server that implements (2), receiving back corrections to its own pose estimate. The central processing server is also implemented as an Android application together with a global system controller, which distributes the results of the server, providing all agents with estimates of their colleagues. The processing has been implemented with IT++ linked with CLAPACK compiled for ARM/Android, and wrapped in a Java service. The C/C++ code is interfaced via the Java Native Interface (JNI). The system has been implemented to handle an arbitrary number of agents. In Fig. 5 , the software architecture and components of a running system is illustrated. The audio part receives pose estimates of all agents, as well as information on whom to make contact with in the system, via the local controller/GUI.
III. 3D AUDIO AND VOICE RADIO
Binaural hearing allows individuals to obtain a sense of direction for the origins of sounds. Primarily, the intensity difference and the interaural time delay (delay between the ears) allow for this sense of direction; although frequency cues caused by the diffraction, reflection, and scattering from ears, pinnae, torso, and head also contribute [18] . The sense of distance is mainly created by the sound intensity, reverberation, and the direct-to-reverberant energy ratio [19] . The directional and distance cues are primarily determined by the pose of the agent and the position of the sound source. Consequently, by exploiting the pose estimates from the localization system, spatial cues can be (re-)introduced in the voice communication.
A. 3D audio principles
Directional cues can be modeled by Head Related Transfer functions (HRTF) [20, 21] , which are obtained by measuring (preferably in an anechoic chamber to eliminate environmental impingements) the impulse responses from a nearby sound source, at different bearings (azimuth and elevation), to the respective ears of a subject. In practice, the measurements of individualized HRTFs are not always feasible, and it has been shown that the use of non-individualized HRTFs, obtained by measurements on a representative subject or a dummyhead [21] , indeed enables fairly accurate localization of virtual sound sources at the price of somewhat increased up-down and front-back confusion [20, 22] .
Given a virtual sound source in the form of a sending agent b and a receiving agent a, the distance, azimuth, and elevation of the sound source relative to the receiver are
The spatial relations are illustrated in Fig. 6 . The HRTFs
for the right (R) and left (L) ears can then be used to (re-)create 3D audio effects, which when presented through stereo headphones worn by agent a, are perceived as originating from the direction of agent b.
Using only HRTFs for 3D auralization can give a "flat" sound that is not well externalized, i.e. the sound is perceived as originating from inside the head. By adding artificial reverberation to the signal, the sensation of externalization can be significantly improved. It appears that it is mainly the early reflections (up to about 80 − 100 ms) that contribute to this effect [22, 23] . Late reflections (>100 ms) seem to reduce the localization accuracy [22] .
B. Implementation
To allow easy access to the audio streams, the voice radio communication is implemented as an Android service, interfacing the localization subsystem as described in the previous section. The underlying voice communication engine is PJSIP, which is an open source multimedia communication library written in C. PJSIP was compiled for ARM/Android and interfaced from Java using JNI. The audio communication between agents is done over WiFi using the G.722 speech codec and point-to-point connections. Point-to-point communication is of course inefficient and imposes limited scalability, but is adequate for initial small group (< 5 agents) tests.
The 3D auralization was based on the KEMAR HRTF database [21] , where artificial reverberation was added for improved externalization. A room of 4 × 4 × 3[m] (width × depth × height) with a wall reflection coefficient of 0.65 was simulated using the room image method [24] , where two artificial receivers were positioned at 2 ± 0.1 × 2 × 1. 
where h R /L FIR (i, j) are the FIR filters for the left and right ear. The whole chain of information transfer is illustrated in Fig. 6 . When changing the relative position (and corresponding FIR filters), linear cross-fading over a duration of 20 ms (the length of an audio frame) is used.
In the current implementation, only directional information is used, i.e. leaving out distance information, which in this case would be in the form of a varying direct-to-reverberant energy ratio. This is done since speech intelligibility is prioritized over positional information; naturally, it would be more difficult to communicate when the direct-to-reverberant energy ratio is low rather than high.
IV. TACTICAL USAGE AND IMPLICATIONS
The two direct advantages of combined 3D voice radio communication and pedestrian localization are improved voice communication and location perception of communicating group members. Improved voice communication is achieved through the use of spatial cues, aiding the so-called cocktail party effect [25] , i.e. the ability to focus on one voice in a noisy environment full of ongoing conversations. Applications using 3D audio in the field of tele-and videoconferencing have been proposed [26] , and it has been shown that it improves memory, focal assurance, and perceived comprehension [4, 5] . The tactical advantages of improved voice communication means improved coordination, group agility, and context awareness.
The tactical advantages of the ability to perceive the location of communicating group members have, to our knowledge, not been studied specifically. A study of the perception of nearby pedestrians can be found in [27] . However, some qualitative benefits, apart from the obviously improved context awareness, can be pointed out. It makes common relative (implicit or explicit) spatial specifiers such as here and there, easier to use and understand in a conversation; e.g., the phrase 'Come here!' gets a clear meaning, without knowledge of the location of the utterer. Further, in a conversation with multiple agents, a participant can directly determine wether any of the other participants may be collocated. Moreover, it gives coarse 360
• X-ray vision in the way that an agent can perceive the position of another agent outside his normal field of vision, through walls, and in the dark. This could potentially help greatly with coordination in low visibility environments and in situations where an agent should not look away from a scene.
The tactical usage of 3D audio in scenarios without voice communication has previously been studied. Such systems also rely on localization and 3D audio rendering. Consequently, the presented setup gives a basis for such applications. In such cases the virtual sound source(s) can be in the form of e.g. a continuously pulsating ringing sound [28] , pure tones [29] , various kinds of white/colored noise [3, 29, 30] , or synthetic/recorded speech [31] such as e.g. 'Doorway here' when approaching a doorway. The most common application is probably navigation [28, [30] [31] [32] , where the agent follows virtual audio cues. The combined localization and 3D audio functionality presented here makes it possible to: dynamically guide agents by providing a sound source (trajectory) on a commanding display, provide automatic acoustic homing, and allow agents to retreat along their own path. Similar applications that have also been studied are target acquisition [3] and threat alert and threat cueing [6, 33] . With the presented system, agents could potentially alert each other based on their relative location to the threat.
A. Limitations
The presented system comes with a number of limitations. The most fundamental one is probably the requirement of stereo headphones. This could have the implication that the perception of the near acoustic environment is lessened, due to the sound insulating properties of the headphones. Further, the 3D audio adds a system dependence between the localization system and the voice communication system; if the positioning systems fails, the 3D audio presentation will be inaccurate. Moreover, our specific implementation comes with a number of limitations. The TCP/IP based voice communication adds time delays in the communication, which at near distances causes a mismatch between the direct audio component and Experimental setup: a test subject is pointing out, with a laser pointer, the perceived location of a test object after it has counted to five. the component presented by the system. However, the system is intended for basic research and not operational use; and currently, efficient communication strategies is not our main focus. Finally, at present no head tracking is implemented and therefore, the audio rendering rely on the orientation of the body rather than the orientation of the head.
V. EXPERIMENT
The foundation for all tactical advantages provided by the 3D audio is the ability to perceive the direction of the source of a voice. The limitation of this ability has been studied for a long time [34] . To test the effectiveness of the presented setup, a similar experiment to that described in [34] was carried out with and without the experimental system. The experimental setup is illustrated in Fig. 7 . Two test subjects were used. The blind-folded test subject stood in the KTH R1 reactor hall with a test object walking around him in a half-circle with a radius of 10[m]. The test object stopped at a uniformly distributed azimuth angle (pre-generated) relative to the test subject, after which he counted to five. Following this, the test subject pointed out the perceived direction of the voice with a laser pointer and the angle was noted down. This was repeated 50 times for each test subject, with the experimental system, and 25 times for each test subject without any equipment. The resulting orientation errors are shown in Fig. 8 . To prevent any sound cues apart from those provide by the system, the headphones were replaced with in-ear type headphones (earbuds), which were covered with class II (35 dB damping) acoustic earmuffs. It can be seen that a fairly accurate direction was perceived with the system, even though it was slightly less accurate than without any equipment. This can be explained by a number of factors such as e.g. non-individualized HRTFs, limited frequency response of the system (as mentioned previously, the G.722 speech codec was used, resulting in a bandwidth of 50-7000 Hz), and imperfect location information. Nevertheless, it was demonstrated that the system is able to provide a fairly accurate sense of direction, and a natural next step in our research is to utilize this in more elaborate experiments.
VI. CONCLUSION AND OUTLOOK
In this article, 3D audio has been used as a linking technology between voice radio communication and pedestrian localization. We have described a complete system implementation with pedestrian localization integrated with spatial audio based voice communication. The effectiveness of the setup has been demonstrated with a basic test of the perception of the source direction of an agent's voice.
There are two paths for further research: a technical path and a psychological path. For the technical part, head tracking and improved voice communication should be implemented. The head tracking is most likely implemented by adding an extra sensor to the head and including the sensor data provided into the local agent's pose processing. Further, individualized HRTFs adapted to the headphones should be used. The psychological part relates to quantitative testing of spatial awareness and coordination with and without 3D audio. The impact of the artifical reverberation on the percieved direction should be studied, as well as the possibility to use other distance cues besides the direct-to-reverberant energy ratio.
