Abstract. This is a review of results on the structure of the homogeneous ind-varieties G/P of the ind-groups G = GL ∞ (C), SL ∞ (C), SO ∞ (C), Sp ∞ (C), subject to the condition that G/P is a inductive limit of compact homogeneous spaces G n /P n . In this case the subgroup P ⊂ G is a splitting parabolic subgroup of G, and the ind-variety G/P admits a "flag realization". Instead of ordinary flags, one considers generalized flags which are, generally infinite, chains C of subspaces in the natural representation V of G which satisfy a certain condition: roughly speaking, for each nonzero vector v of V there must be a largest space in C which does not contain v, and a smallest space in C which contains v.
Introduction
Flag varieties play a fundamental role in geometry. Projective spaces and grassmannians go back to the roots of modern geometry and appear in almost every aspect of global geometric studies. Full flag varieties (varieties of maximal flags) also play a significant role in geometry in general, but are most often associated with geometric representation theory. This is because they are universal compact homogeneous spaces of the group GL n (C), and almost any branch of the representation theory of an algebraic group G has deep results connected with the geometry of the flag variety G/B. The BottBorel-Weil Theorem is a basic example in this direction. Another example is Beilinson-Bernstein's Localization Theorem, and there is a long list of further striking results.
When one thinks what an "infinite-dimensional flag variety" should be, one realizes that there are many possibilities. One option is to study the homogeneous ind-spaces G/B for Kac-Moody groups G. These ind-varieties play a prominent role in representation theory and geometry since 1980's, see for instance [Ma] , [PS] and [Ku] .
There is another option which we consider in the present paper. Our main topic are homogeneous ind-spaces of the locally linear ind-groups GL ∞ (C), SL ∞ (C), SO ∞ (C) and Sp ∞ (C). These "infinitedimensional flag varieties" are smooth locally projective ind-varieties (in particular, ind-schemes), and their points are certain chains of subspaces in a given countable-dimensional complex vector space V ∼ = C ∞ . Moreover, our "infinite-dimensional flag ind-varieties" are exhausted by of usual finite-dimensional flag varieties. What is not obvious is which type of chains of subspaces in V one has to consider so that there is a bijection between such chains and Borel (or, more generally, parabolic) subgroups of the group GL ∞ (C). The answer to this question, obtained in [DP1] , leads to the definition of a generalized flag.
A generalized flag is a chain F of subspaces which satisfies the condition that every vector v ∈ V determines a unique pair F ′ v ⊂ F ′′ v of subspaces from F so that F ′ v is the immediate predecessor of F ′′ v and v ∈ F ′′ v \ F ′ v (the precise definition see in Subsection 2.2). What is important is that it is not required that every space F ∈ F have an immediate predecessor and immediate successor; instead it is required that only an immediate predecessor or an immediate successor exist. The appearance of these somewhat complicated linear orders on the chains F is of course related with the fact that the Borel subgroups of GL ∞ (C) containing a fixed splitting maximal torus are in one-to-one correspondence with arbitrary linear orders on a countable set [DP3] .
Another way of seeing how generalized flags appear is by trying to extend to infinity a finite flag in a finite-dimensional space by the following infinite process: at each stage one adds another flag to a part of the flag obtained at the previous stage so that every time the length of the flag grows up at most by one. The variety of choices for the places where the finite flags spread to become longer leads to the fact that the output of this procedure is a generalized flag; the precise mathematical expression of this "spreading procedure" is given by formula (4) in Subsection 2.2.
As a result, we arrive to a nice characterization of the ind-varieties of generalized flags as indvarieties exhausted by usual flag varieties. We need to mention also the issue of commensurability of generalized flags: two points on the same ind-variety of generalized flags correspond to generalized flags which are "close to each other", i.e., E-commensurable in technical terms, see Subsection 2.2. The idea of commensurability goes back to A. Pressley and G. Segal. We believe that the interplay between the ind-varieties of generalized flags and the representation theory of the ind-groups GL ∞ (C), SL ∞ (C), SO ∞ (C), Sp ∞ (C) will be at least as rich as in the finitedimensional case. However, both theories are very far from having reached the maturity of the finitedimensional theory, so a great deal of work lies ahead. Our moderate goal is to provide a first survey on results which should serve as an invitation for further research.
A brief description of the contents of the paper is as follows. In Section 2 we give the definitions of and ind-variety and an ind-group and consider our main examples of ind-groups. We define generalized flags (and isotropic generalized flags) and show that the generalized flags which are E-commensurable to a given generalized flag F form an ind-variety. In Section 3 we show that ind-grassmannians can be defined in a purely algebraic-geometric terms as inductive limits of linear embeddings of finite-dimensional grassmannians. In Section 4 we discuss Cartan, Borel and parabolic subgroups of classical ind-groups and show that ind-varieties of generalized flags are homogeneous spaces G/P where G = GL ∞ , SL ∞ (C) (or G = SO ∞ (C), Sp ∞ (C) in the case of isotropic generalized flags) and P is a splitting parabolic ind-subgroup. We also briefly discuss general, i.e. non-splitting, Borel and parabolic subgroups.
In Section 5 we provide the Bruhat decomposition of a classical ind-group as well as the Schubert decomposition of its ind-varieties of generalized flags. In particular, we present a criterion for the smoothness of a Schubert subvariety. Section 6 is devoted to a generalization of the Bott-Borel-Weil theorem and the Barth-Van de Ven-Tyurin-Sato theorem to the case of generalized flags. Finally, in Section 7 we extend well-known results of J.A. Wolf on orbits of real forms of semisimple Lie groups to ind-varieties of generalized flags for G = SL ∞ (C).
Let Y be a second ind-variety obtained as the inductive limit of a chain
A morphism of ind-varieties f : X → Y is a map from lim − → X n to lim − → Y n induced by a collection of morphisms of algebraic varieties {f n : X n → Y in } n≥1
such that ψ in • f n = f n+1 • ϕ n for all n ≥ 1. The identity morphism id X is a morphism that induces the identity map X → X. As usual, a morphism f : X → Y is called an isomorphism if there exists a morphism g : Y → X such that
Any ind-variety X is endowed with a topology by declaring a subset U ⊂ X open if its inverse image by the natural map X m → lim − → X n is open for all m.
Clearly, any open (or also closed or locally closed) subset Z of X has a structure of ind-variety induced by the ind-variety structure on X. We call Z an ind-subvariety of X. In what follows we only consider chains (1) where the morphisms ϕ n are embeddings, so that we can write X = n≥1 X n . Then the sequence {X n } n≥1 is called an exhaustion of the ind-variety X.
Next, we introduce the notion of a smooth point of an ind-variety. Let x ∈ X, so that x ∈ X n for n large enough. Let m n,x ⊂ O Xn,x be the maximal ideal of the localization at x of O Xn . For each k ≥ 1 there is an epimorphism α n,k : S k (m n,x /m 2 n,x ) → m k n,x /m k+1 n,x . Note that the point x is smooth in X n if and only if α n,k is an isomorphism for all k. By taking the projective limit, we obtain a map
which is an epimorphism for all k. We say that x is a smooth point of X if α k is an isomorphism for all k. We say that x is a singular point otherwise. The notion of smoothness of a point is independent of the choice of exhaustion {X n } n≥1 of X. We say that the ind-variety X is smooth if every point x ∈ X is smooth.
Example 2.2. i) Suppose that each variety X n in the chain (1) is an affine space, every image ϕ n (X n ) is an affine subspace of X n+1 , and
Then, up to isomorphism, X = lim − → X n is independent of the choice of {X n , ϕ n } n≥1 with these properties. We write X = A ∞ and call it the infinite-dimensional affine space. In particular, A ∞ admits the exhaustion
where A n stands for the n-dimensional affine space. Clearly, A ∞ is a smooth ind-variety. ii) Now, suppose that each X n is a projective space, every image ϕ n (X n ) is a projective subspace of X n+1 , and lim n→∞ dim X n = ∞.
Then X = lim − → X n is independent of the choice of {X n , ϕ n } n≥1 with these properties. We write
and call it the infinite-dimensional projective space. It is also a smooth ind-variety.
In general, an ind-group is a group object in the category of ind-varieties. However, in this paper we consider only locally linear algebraic ind-groups. Definition 2.3. A locally linear algebraic ind-group is an ind-variety G = G n such that all G n are linear algebraic groups and the embeddings are group homomorphisms. In what follows we write ind-group for brevity. Clearly, G is a group. By an ind-subgroup of G we understand a closed subgroup of G. A morphism of ind-groups f : G → H is a group homomorphism which is also a morphism of ind-varieties.
We now introduce some ind-groups which play a central role in this review. The notation of the following example will be used throughout the paper. Example 2.4. i) Denote by V a countable-dimensional complex vector space with fixed basis E. We fix an order on E via the ordered set Z >0 , i.e., E = {e 1 , e 2 , . . .}.
Let V * denote the span of the dual system E * = {e * 1 , e * 2 , . . .}.
By definition, the finitary general linear group GL(V, E) is the group of invertible C-linear transformations on V that keep fixed all but finitely many elements of E. It is not difficult, but important, to verify that GL(V, E) depends only on the pair (V, V * ) and not on E. We say that a basis E ′ of V is G-eligible if G(V, E) = G(V, E ′ ).
Next, it is clear that any operator from GL(V, E) has a well-defined determinant. By SL(V, E) we denote the subgroup of GL(V, E) of all operators with determinant 1. We call this subgroup the finitary special linear group. Next, let us express the basis E as a union E = E n of nested finite subsets. Then V is exhausted by the finite-dimensional subspaces V n = E n C , where · C stands for linear span over C. Equivalently, we can write V = lim − → V n . To each linear operator ϕ : V n → V n one can assign an operator
such that ϕ(x) = ϕ(x) for x ∈ V n , ϕ(e) = e for e ∈ E \ E n . This gives embeddings
are ind-groups. Sometimes we write GL ∞ (C) and SL ∞ (C) instead of GL(V, E) and SL(V, E) respectively, then we keep in mind the above exhaustion of V by the finite-dimensional subspaces V n . ii) Suppose now that V is endowed with a nondegenerate symmetric or skew-symmetric bilinear form β. We assume that the restriction β n of the form β to V n is nondegenerate for all n and that β(e, V n ) = 0 for e ∈ E \ E n . Let the finitary orthogonal group O(V, E, β) and the finitary symplectic group Sp(V, E, β) be the respective subgroups of GL(V, E) consisting of all invertible operators preserving the form β in the cases when β is symmetric or skew-symmetric. Put also
If a linear operator ϕ on V n preserves β n , then the linear operator ϕ on V n+1 preserves β n+1 . Hence we can express our groups as inductive limits:
Thus, they are ind-groups. Again, when we write O ∞ (C), SO ∞ (C) or Sp ∞ (C), we have in mind the fixed exhaustion of V by finite-dimensional β-nonsingular subspaces.
Throughout Sections 2-5 we denote by G one of the ind-groups GL ∞ (C), SL ∞ (C), SO ∞ (C), Sp ∞ (C). For example, assume that G = SL ∞ (C). Let H be the subgroup of elements g ∈ G which are diagonal in the basis E. Then H is an ind-subgroup of G called a splitting Cartan subgroup. An indsubgroup B ⊂ G which contains H is called a splitting Borel subgroup if it is locally solvable (i.e., every finite-dimensional ind-subgroup of B is solvable) and is maximal with this property. An ind-subgroup which contains such a splitting Borel subgroup B is called a splitting parabolic subgroup. Equivalently, an ind-subgroup P of G containing H is a splitting parabolic subgroup of G if and only if P ∩ G n is a parabolic subgroup of G n for all n ≥ 1, where G = n≥1 G n is the natural exhaustion of G mentioned above. The quotient
is a locally projective ind-variety (i.e., an ind-variety exhausted by projective varieties); note however that G/P is in general not a projective ind-variety, i.e. G/P is not isomorphic to a closed ind-subvariety of P ∞ : see Theorem 6.4 below. Cartan, Borel and parabolic subgroups of an arbitrary classical ind-group G are discussed in more detail in Section 4 below, where we also characterize G/P as an ind-variety of generalized flags.
Generalized flags
In this subsection we introduce a key notion, namely that of a generalized flag. The obvious notion of an infinite flag (possibly, one-sided or two-sided, see its definition below) is not sufficient for describing the locally projective homogeneous ind-spaces of the classical ind-groups. This notion must be replaced by the somewhat intricate notion of a generalized flag which we now introduce.
Recall that V is a countable-dimensional complex vector space. A chain of subspaces in V is a set C of distinct subspaces of V such that if F , F ′ ∈ C, then either F ⊂ F ′ or F ′ ⊂ F . Given a chain C of subspaces in V , we write C ′ (respectively, C ′′ ) for the subchain of C of all F ∈ C with an immediate successor (respectively, an immediate predecessor). Also, we write C † for the set of all pairs (F ′ , F ′′ ) such that F ′′ ∈ C ′′ is the immediate successor of F ′ ∈ C ′ . Definition 2.5. A generalized flag is a chain F of subspaces in V with the property F = F ′ ∪ F ′′ and such that
Note that each nonzero vector v ∈ V determines a unique pair
. A generalized flag F is called maximal if F is not properly contained in another generalized flag. This is equivalent to the condition that dim F ′′ v = dim F ′ v + 1 for all nonzero vectors v ∈ V . A maximal generalized flag is not necessarily a maximal chain of subspaces in V , see Example 2.7 v) below. Every generalized flag is contained in some maximal generalized flag.
By definition, a generalized flag F is a flag if F is isomorphic as a linearly ordered set to a subset of Z (with the natural order).
Given a generalized flag F, we fix a linearly ordered set (A, ) and an isomorphism of ordered sets
so that F can be written as
We will write α ≺ β if α β and α = β for α, β ∈ A.
As above, fix a basis E of V . We say that a generalized flag F is compatible with E if there exists a (necessarily surjective) map σ : E → A such that every pair (F ′ α , F ′′ α ) ∈ F † has the form
By [DP1, Proposition 4.1], every generalized flag admits a compatible basis. Below we recall the proof of this fact.
Proposition 2.6. Every generalized flag F in V admits a compatible basis. Proof. First, consider the case when F is maximal. Let
be any basis of V . We use induction to construct a basis L = {l 1 , l 2 , . . .} such that
for all n and the subspaces F ′ ln are pairwise distinct. Let l 1 = d 1 . Assume that the vectors l 1 , . . ., l n have already been constructed. Denote by W the affine subspace of V of the form
We claim that there exists l ∈ W such that F ′ l does not coincide with any of the spaces F ′ and, for any l ∈ W ∩ F ′ l i k , F ′ l coincides with one of the subspaces F ′
. In particular,
. Since the generalized flag F is maximal, we have dim F
, we see that the subspaces F ′ l 1 , . . . , F ′ ln , F ′ l are pairwise distinct, which is a contradiction with our assumption that F ′ l coincides with some of the subspaces F ′ l 1 , . . . , F ′ ln . We now set l n+1 = l, where l is a vector from W such that the subspaces F ′ l 1 , . . . , F ′ ln , F ′ l are pairwise distinct. This allows us to conclude that a basis L is constructed as required. It is easy to see that, given F ′ ∈ F ′ , the set F ′′ \ F ′ contains exactly one vector from L. Moreover, F is compatible with L because putting σ(l) = α for l ∈ L, where l ∈ F ′′ α \ F ′ α , we obtain a surjection σ : L → A with the property (2).
If F is a non-necessarily maximal generalized flag, it is enough to consider a basis compatible with a maximal generalized flag G containing F. Such a basis is automatically compatible with F.
Next, we define a generalized flag F to be weakly compatible with the basis E if F is compatible with a basis L of V such that the set E \ (E ∩ L) is finite. Two generalized flags F, G are E-commensurable if both of them are weakly compatible with E and there exist an isomorphism of ordered sets φ :
Given a generalized flag F compatible with E, denote by Fℓ(F, E) the set of all generalized flags in V , which are E-commensurable with F.
To endow Fℓ(F, E) with an ind-variety structure, denote
Let Fℓ n be the projective variety of flags in V n of the form
Then ι n is an embedding of smooth algebraic varieties, there exists a bijection between Fℓ(F, E) and the inductive limit of this chain of embeddings, see [DP1, Proposition 5.2] or [FP1, Section 3.3] . Furthermore, this ind-variety structure on Fℓ(F, E) is independent of the exhaustion {E n } of the basis E.
There is another way, sometimes more convenient, to describe the embedding ι n . First, for all n ≥ 1, set V n = e 1 , . . . , e n C . For any G ∈ Fℓ(F, E) pick a nonnegative integer n G such that G is compatible with a basis containing {e n , n > n G } and V n G contains a subspace which makes these generalized flags E-commensurable; clearly, we can put n F = 0. For n ≥ n G , set also
Given n ≥ 1, the dimensions of the spaces of the flag F(n) form a sequence of integers
In other words, j n ≤ s n is the minimal nonnegative integer for which there is α ∈ A with
For each n we define an embedding
as follows: given a flag
where
Note that ξ n (G(n)) = G(n + 1) for all G ∈ Fℓ(F, E) and all n ≥ n G . Now recall that we have the exhaustion of E by its finite subsets {E n }. Denote m n = |E n | = dim V n . Then, according to (3),
The bijection
mentioned above now has the form G → lim − → G(n). By a slight abuse of notation, in the sequel we will denote the canonical embedding
by the same letter ι n . We complete this subsection by giving some main examples of generalized flag ind-varieties which we will refer to throughout the paper. Example 2.7. i) A first example of generalized flags is provided by the flag
where F is a proper nonzero subspace of V . Here F ′ = {{0} ⊂ F }, F ′′ = {F ⊂ V }. If F is compatible with E, then E ∩ F is a basis of F , i.e., F = σ C for some subset σ of E. The ind-variety Fℓ(F, E) is called an ind-grassmannian, and is denoted by Gr(F, E). If k = dim F is finite, then a flag {{0} ⊂ F ′ ⊂ V } is E-commensurable with F if and only if dim F = k, hence Gr(F, E) depends only on k, and we denote it by Gr(k) = Gr(k, V ). Similarly, if k = codim V F is finite, then Gr(F, E) depends only on E and k (but not on F ) and is isomorphic to Gr(k, V * ): an isomorphism
is induced by the map
Finally, if F is both infinite dimensional and infinite codimensional, then Gr(F, E) depends on F and E, but all such ind-varieties are isomorphic and can be denoted by Gr(∞), see [PT1] or [FP1, Section 4.5] for the details. ii) Our second example is the generalized flag
where F i = e 1 , . . . , e i C for all i ≥ 1. This obviously is a flag. A flag
is E-commensurable with F if and only if dim F i = dim F i for all i, and F i = F i for large enough i. The flag F is maximal, and
This generalized flag is maximal and is clearly not a flag. Here
Note also that F ∈ X = Fℓ(F, E) does not imply that F i = F i for i large enough. For example, let F 1 = Ce 2 , F i = e 2 , e 3 , e 5 , e 7 , . . . , e 2i−1 C for i > 1, and
The chain F is a maximal generalized flag but not a flag. Note that the space F does not have an immediate predecessor. We have
Finally, let Q be the field of rational numbers. Fix a bijection σ : E → Q and for each α ∈ Q set
The subspaces {F ′ α , F ′′ α } α∈Q form a maximal generalized flag F with A = Q. Of course, F is not a flag. None of the subspaces F ′ α has an immediate predecessor, and none of the subspaces F ′′ α has an immediate successor, so F ′ = {F ′ α } α∈Q and F ′′ = {F ′′ α } α∈Q . Furthermore, note that F is not maximal among all chains of subspaces of V . Indeed, given γ ∈ R\Q, set C γ = e ∈ E, σ(e) < γ C . The subspaces {F ′ α , F ′′ α } α∈Q ⊔ {C γ } γ∈R\Q form a maximal chain C of subspaces in V , and it is clear that F is a proper subchain of C. The chain C is parameterized by the "symmetric Dedekind cuts of Q": a point of R \ Q corresponds to one cut, and a point of Q corresponds to two cuts featuring respectively a maximum and a minimum.
Isotropic generalized flags
In this subsection we assume that V is endowed with a nondegenerate symmetric or skew-symmetric bilinear form β such that β(e, V n ) = 0 for e ∈ E \ E n as in Example 2.4 ii). Given U ⊂ V , we set U ⊥ = {x ∈ V | β(x, y) = 0 for all y ∈ U }, i.e., U ⊥ is the maximal subspace of V orthogonal to U with respect to β. We suppose that E is β-isotropic (or, equivalently, isotropic), i.e., that there exists an involution i E : E → E with at most one fixed point and satisfying β(e, e ′ ) = 0 for all e, e ′ ∈ E such that e ′ = i E (e) (here e may equal e ′ ).
Definition 2.8. A generalized flag F is called β-isotropic (or simply isotropic) if F ⊥ ∈ F for all F ∈ F, and if the map i F : F → F, F → F ⊥ is an involutive anti-automorphism of the ordered set F, i.e., a bijection which reverses the inclusion relation. Note that the involution on F induces the involution
Let a generalized flag F be β-isotropic. It follows from the definition that each β-isotropic flag has the form G ∪ G ⊥ , where G consists of isotropic subspaces of V , and G ⊥ consists of the respective orthogonal spaces. Denote by U the union of all subspaces of F which belong to G. Then U is an isotropic subspace of V , G is a generalized flag in U (possibly, containing U as an element), and F is uniquely determined by its intersection G = F ∩ U with the subspace U . Furthermore, U is a maximal isotropic subspace of V if and only if F is a maximal generalized flag in V .
Arguing as in the proof of Proposition 2.6, one can prove that each β-isotropic generalized flag has a compatible β-isotropic basis. In the rest of this subsection we assume that F is β-isotropic and compatible with a fixed β-isotropic basis E. Now, suppose that a generalized flag F is β-isotropic and E-commensurable with F. In particular, the set F † of consecutive subspaces from F is isomorphic to A, and the involution i F induces the same involution i A on the linearly ordered set A. The following lemma is proved in [FP1, Subsection 3.1, Lemma1] .
C is a finite-dimensional space and the restriction of β to V ′′ is nondegenerate. The intersections { F ∩ V ′′ , F ∈ F} form an isotropic flag of V ′′ . Since V ′′ is finite dimensional, there exists a β-isotropic basis E ′′ of V ′′ such that this isotropic flag is compatible with
The result follows. Now, denote by Fℓ(F, β, E) the set of all β-isotropic generalized flags in V which are E-commensurable to F. To endow Fℓ(F, β, E) with a structure of ind-variety, assume that in the exhaustion {E n } of E all the subsets E n are i E -stable. Recall the definition of Fℓ n from the previous subsection. Let U ⊥,Vn ⊂ V n be the orthogonal subspace in V n of a subspace U ⊂ V n with respect to β n . Denote by Fℓ β n the closed subvariety of Fℓ n consisting of all flags {U ′ α , U ′′ α , α ∈ A} from the flag variety Fℓ n such that
Then the embedding ι n : Fℓ n ֒→ Fℓ n+1 defined by formula (3) restricts to an embedding
Hence we obtain a chain of embeddings of projective varieties
There exists a bijection between Fℓ(F, β, E) and the inductive limit lim − → Fℓ β n of this chain of embeddings. Thus, Fℓ(F, β, E) is endowed with an ind-variety structure independent of the exhaustion of E. Further, Fℓ(F, β, E) is a closed ind-subvariety of Fℓ(F, E), see [DP1] or [FP1] . Example 2.10. i) Let F be an isotropic subspace of V , and U be a maximal isotropic subspace of V containing F . Note that U is always infinite dimensional. Set
Then F is a β-isotropic flag in V . Let E be a β-isotropic basis of V compatible with the flag F. If dim F = k < ∞, then we denote the corresponding ind-variety Fℓ(F, β, E) by Gr β (k) = Gr β (k, V ). In general, we denote the corresponding ind-variety by Gr β (F, E) and call it an isotropic ind-grassmannian. Note that if, for example, F = U then there exist maximal isotropic subspaces of V which are not contained in Gr
. .} where, for i > 0,
Here F ′ = F, F ′′ = F \ {F }, and there is no nondegenerate symmetric or skew-symmetric bilinear form β on V with respect to which F is isotropic. Indeed, it is clear that F does not admit an involutive anti-automorphism because there exists a unique subspace of F without an immediate predecessor, while all subspaces of F have immediate successors.
Linear ind-grassmannians
In this section, we consider a more general approach to the definition of an ind-grassmannian based on the notion of a linear embedding of finite-dimensional grassmannians. Theorem 3.8 below claims that any ind-variety obtained as an inductive limit of linear embeddings of grassmannians is isomorphic to an ind-grassmannian as defined in Examples 2.7 i) and 2.10 i). This material is taken from [PT1] .
Definition of linear ind-grassmannians
Given an algebraic variety X, we denote by Pic X its Picard group, i.e. the group of isomorphism classes of line bundles. The group operation here is tensor product. If X is a projective variety with Picard group isomorphic to Z, then O X (1) stands for the ample generator of the Picard group, and O X (n) = O X (1) ⊗n for n ∈ Z. Note that each morphism ϕ : X → Y of algebraic varieties induces a group homomorphism ϕ * : Pic Y → Pic X. If X is an ind-variety obtained as the inductive limit of a chain of morphisms
of algebraic varieties, then, by definition, the Picard group of X is the projective limit
of the chain of group homomorphisms
Clearly, each morphism ϕ : X → Y of ind-varieties induces a group homomorphism ϕ * : Pic Y → Pic X of their Picard groups.
Definition 3.1. We call a morphism ϕ : X → Y of algebraic varieties or ind-varieties linear if ϕ * is an epimorphism of Picard groups.
For example, let X = Gr(k, W ) be the grassmannian of k-dimensional subspaces of an n-dimensional vector space W . Then Pic X ∼ = Z and O X (1) ∼ = k S * X , where S X is the tautological bundle on X. If Y is also a grassmannian, then a morphism ϕ : X → Y is linear if and only if ϕ * O Y (1) = O X (1).
In the sequel we will also consider orthogonal and symplectic grassmannians. Assume that a finite-dimensional vector space W is endowed with a nondegenerate symmetric or skew-symmetric bilinear form β.
is called orthogonal (respectively, symplectic). We will assume throughout this section that if β is symmetric, then dim W ≥ 7 and
Note that a morphism ϕ : X → Y of orthogonal or symplectic grassmannians is linear if and only if
Definition 3.2. A linear ind-grassmannian is an ind-variety X obtained as the inductive limit lim − → X n of a chain of embeddings
where each X n is a grassmannian or isotropic grassmannian with Pic X ∼ = Z, lim n→∞ dim X n = ∞, and all embeddings ϕ n are linear morphisms. Note that we allow a mixture of all three types of grassmannians (usual, orthogonal and symplectic).
Example 3.3. Let V and E be as above, and F be a subspace of the space V such that the flag
has the following simple form:
where U n+1 is a fixed subspace of V n+1 spanned by certain basis vectors from E n+1 \ E n , see (4). Such embeddings ι n are clearly linear, so Gr(F, E) is a linear ind-grassmannian.
Standard extensions
The key idea in the description of linear ind-grassmannians is that each linear ind-grassmannian is isomorphic to the inductive limit of a chain of certain standard embeddings.
Definition 3.4. Let X, X ′ be usual grassmannians. An embedding ϕ : X → X ′ is called a standard extension if there exist isomorphisms
and an embedding ϕ :
is commutative, and ϕ is given by the formula
for some fixed isomorphism
For instance, all embeddings considered in Example 3.3 are standard extensions. It is clear that the composition of two standard extensions is a standard extension.
In what follows we will say that a standard extension ϕ :
always be changed so that ϕ is given simply by formula (5). Obviously, the composition of two strict standard extensions is a strict standard extension. Note that, given a strict standard extension ϕ : Gr(k, W ) → Gr(k ′ , W ′ ), U can be recovered by the formula
One can easily check that fixing the standard extension ϕ is equivalent to fixing the triple (U, U ♯ , ϕ ♯ ). Suppose now that W and W ′ are finite-dimensional spaces endowed with respective nondegenerate bilinear forms β and β ′ such that β and β ′ are both symmetric or skew-symmetric. An embedding ϕ : Gr
is called a standard extension if ϕ is given by formula (5) where W ′ ∼ = W ⊕ U ′ is an isometry and U is an isotropic subspace of U ′ .
As for usual grassmannians, a standard extension of isotropic grassmannians can be defined by the following linear-algebraic datum. Pick a flag {U ⊂ U ♯ } in W ′ for which U is isotropic and there exists a surjective linear map ϕ ♯ : U ♯ → W with kernel U so that the bilinear form ϕ ♯ * β coincides with the restriction of β ′ to U ♯ . This datum defines an embedding ϕ : Gr
To formulate the first main result of this section, we need some more definitions. Let W be an isotropic subspace of W . For k ≤ dim W , we call the natural embeddings
isotropic extensions. By definition, a combination of isotropic and standard extensions is an embedding of the form
where W ′′ is an isotropic subspace of W ′′ , τ is the tautological embedding, ϕ and ψ are standard extensions and b is an isotropic extension. It is easy to check that a composition of combinations of isotropic and standard extensions is a combination of isotropic and standard extensions. By projective space in (or on) a variety (or an ind-variety) X we understand a linearly embedded subvariety of X isomorphic to a projective space. Similarly, by a quadric on X of dimension m ≥ 3 we understand a linearly embedded subvariety of X isomorphic to a smooth m-dimensional quadric. (For quadrics on X of dimensions 1 and 2 the definition is slightly different, see [PT1, Subsection 2.2] for the details.)
Now, suppose that X and Y are usual (respectively, orthogonal or symplectic) grassmannians. If these are orthogonal grassmannians of the form Gr
or that both dim W , dim W ′ are odd and
It follows immediately from the definitions that standard extensions and combinations of isotropic and standard extensions are linear morphisms.
The following theorem is the central result which leads to the classification of linear ind-grassmannians, see Subsection 3.3. We invite the reader to read the proof of Theorem 3.5 in the original paper [PT1, Theorem 1]. In particular, ϕ is an embedding unless it factors through a projective space in Y or, in case of orthogonal grassmannians, through a maximal quadric on Y .
Classification of linear ind-grassmannians
In this subsection we explain that each linear (possibly, isotropic) ind-grassmannian is isomorphic to one of the standard (possibly, isotropic) ind-grassmannians defined below.
Let V be a countable-dimensional vector space, E be a basis of V , E = E n be its exhaustion of finite subsets and V = V n be the corresponding exhaustion of V by its finite-dimensional subspaces V n = E n C . Denote by Gr(k) the inductive limit of a sequence
where k ≥ 1 is an integer, and all ϕ n are canonical inclusions of grassmannians.
Denote also by Gr(∞) the inductive limit of a sequence
֒→ . . . ,
and all ϕ n are standard extensions.
In the orthogonal and symplectic cases we assume that V is endowed with a respective nondegenerate symmetric or skew-symmetric bilinear form β such that the restriction of β to V n is nondegenerate for all n. Here we don't assume that e is orthogonal to V n for e ∈ E \ E n . For an integer
let Gr β (k, ∞) denote the inductive limit of the chain
where β n denotes the restriction of the form β to V n , and all morphisms ϕ n are canonical inclusions of isotropic grassmannians. Given a sequence of integers
, we denote by Gr β (∞, ∞) the inductive limit of a chain
of standard extensions of isotropic grassmannians. Next, in the symplectic case, for a sequence of integers
we denote by Gr β (∞, k) the inductive limit of a chain (6) of standard extensions. In the orthogonal case, suppose first that dim V n is even for all n; then let Gr β 0 (∞, k) be the inductive limit of a chain (6) where k n < (dim V n )/2 and
Finally, if dim V n is odd for all n in the orthogonal case, we denote by Gr
Definition 3.6. The above ind-varieties are called standard ind-grassmannians.
Lemma 3.7. All standard ind-grassmannians are well-defined, i.e. a standard ind-grassmannian does not depend (up to an isomorphism of ind-varieties) on the specific chain used in its definition.
Proof. Consider Gr(∞) (all other cases are similar). Suppose that we have two chains of strict standard extensions
n is an exhaustion of the basis E by its finite subsets, V ′ n = E ′ n C , and
We must show that the inductive limits Gr(∞) and Gr ′ (∞) of these two chains are isomorphic. To do this, we find n such that
and consider an arbitrary strict standard extension
Let m be such that
It is enough to construct a strict standard extension
(Then, repeating this procedure, we will construct two mutually inverse morphisms of ind-varieties Gr(∞) and Gr ′ (∞).)
As we mentioned above, the strict standard extensions f and ϕ are given by triples
linear surjections, and the triples
Since f ♯ and ϕ ♯ are surjective, there exists a linear surjection
Note that the ind-varieties Gr(k) and Gr(∞) considered in Example 2.7 i) are exactly the standard nonisotropic ind-grassmannians defined above, so there is no abuse of notation. Similarly, all standard isotropic ind-grassmannians represent isomorphism classes of ind-varieties Gr β (F, E) introduced in Example 2.10 i).
We are now ready to classify linear ind-grassmannians. The second main result of this section is as follows (see [PT1, Theorem2] ).
Theorem 3.8. Every linear ind-grassmannian is isomorphic as an ind-variety to one of the standard ind-grassmannians Gr(k), Gr(∞), Gr
, and the latter are pairwise non-isomorphic.
Proof. Let X be a linear ind-grassmannian given by the inductive limit of a chain of embeddings
where all X n are (possibly, orthogonal or symplectic) grassmannians and lim n→∞ dim X n = ∞. Then for infinitely many n, X n is a grassmannian, or an orthogonal grassmannian, or a symplectic grassmannian. Hence we may assume without loss of generality that all X n are of one of these three types. Consider the case when all X n are grassmannians. (Two other cases can be considered similarly with some special features in the orthogonal type.) There are two different options: either, for infinitely many n, the embedding ϕ n : X n ֒→ X n+1 factors through a projective space in X n+1 , or this is not the case. In the first case, clearly, X ∼ = Gr(1) ∼ = P ∞ . In the second case, by deleting some first embeddings we can assume that none of the embeddings ϕ n factors through a projective space in X n+1 . Thus, it follows from Theorem 3.5 that all ϕ m are standard extensions, and, consequently, X is isomorphic to Gr(k) or Gr(∞).
For the proof of the fact that the standard ind-grassmannians are pairwise non-isomorphic, see [PT1, Lemmas 5.1, 5.2, 5.4] .
The isotropic ind-grassmannians which do not appear in Theorem 3.8 are of the form Gr β (F, E) where β is symmetric and F is a maximal isotropic subspace such that F = F ⊥ or F is an isotropic subspace which has codimension 2 or 4 in F ⊥ . An ind-grassmannian Gr β (F, E) with codim F ⊥ F = 4 is a linear ind-grassmannian according to Definition 3.2. What [PT1, Theorem2] does not verify is that any linear ind-grassmannian X = lim − → X n such that X n is isomorphic to a grassmannian Gr
We nevertheless expect this to hold. The cases F = F ⊥ and codim F ⊥ F = 2 do not really fit Definition 3.2 as the requirement Pic X n ∼ = Z is violated. These cases deserve a special consideration.
We conclude this subsection by remarking that the idea of characterizing the ind-grassmannians Gr(F, E) (or their isotropic counterparts) purely geometrically, in other words without reference to an action of GL ∞ (C) on Gr(F, E), could carry over to arbitrary ind-varieties of generalized flags. For this, one would need to define the notion of a strongly linear embedding of arbitrary usual flag varieties X ֒→ Y in purely geometric terms (i.e., strengthen Definition 3.1 in an appropriate way), and then prove that strongly linear embeddings are nothing but standard extensions (the notion of standard extension admits an obvious generalization to arbitrary flag varieties). This would then imply that any strongly linear flag ind-variety is an ind-variety of generalized flags.
Ind-varieties of generalized flags as homogeneous ind-spaces
In this section, we prove that all ind-varieties of generalized flags (possibly, isotropic) are homogeneous ind-spaces of the classical ind-groups
defined in Section 2. Our exposition is based on the papers [DP1] , [DP2] , [DC] , [DCPS] , [NP] and [DCP] .
Classical ind-groups and their Cartan subgroups
Recall the definitions of the ind-groups SL ∞ (C) = SL(V, E), SO ∞ (C) = SO(V, E, β) and Sp ∞ (C) = Sp(V, E, β) from Example 2.4. Let G be one of these ind-groups. Note that in each case we have an exhaustion of G by its finite-dimensional subgroups of the corresponding type described in Example 2.4. We denote this exhaustion by
etc. The goal of this subsection is to describe the structure of Cartan subgroups of G in some detail.
Sometimes it is more convenient to work with Lie algebras instead of groups. Let g n ⊂ gl(V n ) be the Lie algebra of G n . To each linear operator ϕ on V n one can assign a linear operator ϕ ′ on V n+1 by letting ϕ ′ (x) = x for x ∈ V n , and ϕ ′ (e) = 0 for e ∈ E \ E n (cf. the definition of ϕ from Example 2.4). This gives an embedding
for all n ≥ 1. We denote the inductive limit lim − → g n by g and call it the Lie algebra of G. For G = GL ∞ (C), SL ∞ (C), SO ∞ (C) and Sp ∞ (C) we write g = gl ∞ (C), sl ∞ (C), so ∞ (C) and sp ∞ (C) respectively. If H = H n is an ind-subgroup of G, where H n = H ∩ G n , and h n is the Lie algebra of H n , then the map ϕ → ϕ ′ induces an embedding
and the inductive limit h = lim − → h n is called the Lie algebra of H. In the finite-dimensional setting, there are several equivalent definitions of a Cartan subalgebra of a semisimple Lie algebra. For example, a Cartan subalgebra is a maximal toral subalgebra, or a nilpotent self-normalizing subalgebra. Moreover, all Cartan subalgebras of a finite-dimensional Lie algebra are conjugate. For g, the situation is somewhat more delicate. One new effect is that there exist maximal toral subalgebras of g which do not yield a root decomposition of g. Another new effect is that there are non-conjugate maximal splitting toral subalgebras, and, as a consequence, different root systems of the same Lie algebra.
Recall that for finite-dimensional Lie algebras we have a notion of a Jordan decomposition, and in particular of semisimple elements and nilpotent elements. Since these notions are preserved under embeddings g n ֒→ g n+1 , we can talk about a Jordan decomposition of an element of g. A subalgebra t of g is called toral if every element of t is semisimple. Every toral subalgebra is abelian. Given a subalgebra h of g, denote by h ss the set of semisimple Jordan components of the elements of h. For example, if t is a toral subalgebra, then t ss = t. A subalgebra h of g is called locally nilpotent if it is locally nilpotent as h-module, i.e., if for all x, y ∈ h there exists m ∈ Z >0 such that ad m x (y) = 0. This is equivalent to requiring that h be a nested union of finite-dimensional nilpotent Lie algebras. A toral subalgebra t is called splitting if g is a weight t-module, i.e.,
Example 4.1. i) Recall the definition of V * from Section 2. The Lie algebra gl ∞ (C) is isomorphic to the Lie algebra gl(V, V * ) = V ⊗ V * with the bracket induced by the product
Ce n ⊗ Ce * n is a splitting maximal toral subalgebra of gl ∞ (C). In fact, t consists of linear operators from gl ∞ (C) which are diagonal in the basis E.
Then t is a maximal toral subalgebra of gl ∞ (C), and t is not splitting.
For any subset A ⊂ g and any subalgebra h ⊂ g we define the centralizer of A in h as the subspace
Definition 4.2. A subalgebra h of g is a Cartan subalgebra if h is locally nilpotent and h = z g (h ss ). An ind-subgroup H of G is a Cartan subgroup if the Lie algebra of H is a Cartan subalgebra of g. Lemma 4.3. Let h be a locally nilpotent subalgebra of g. Then the following assertions hold:
ii) h ss is a toral subalgebra of g;
iii) z g (h ss ) is a self-normalizing subalgebra of g.
Proof. i) Pick two elements x, y ∈ h. Since h is locally nilpotent, ad m x (y) = 0 for some m. Denote by z ss the semisimple part of an element z ∈ g. It is well known that ad xss is a polynomial in ad x with no constant term, hence ad xss (ad
Each element commutes with its semisimple component, so
and it follows by induction that ad m xss (y) = 0. Thus, ad xss (y) = 0, and, consequently, h ⊂ z g (h ss ). ii) Similarly, ad y (x ss ) = 0 implies that ad yss (x ss ) = 0. Therefore any two elements of h ss commute. Since the sum of any two commuting semisimple elements is semisimple, h ss is a subalgebra.
iii) Suppose that z ∈ g belongs to the normalizer of z g (h ss ), then [x, y] ∈ z g (h ss ) for all y ∈ z g (h ss ), in particular, for all y ∈ h ss . Hence if y ∈ h ss , then [[x, y] , y] = 0, and as y is semisimple it follows that [x, y] = 0. Thus, x ∈ z g (h ss ), and so z g (h ss ) is self-normalizing.
The following theorem is the main general result of [DCPS] characterizing Cartan subalgebras of g (in [DCPS] it is proved in more general context of locally reductive Lie algebras).
Theorem 4.4. Let h be a subalgebra of g. The following conditions on h are equivalent : i) h is a Cartan subalgebra;
ii) h = z g (h ss ) and h ss is a subalgebra;
iii) h = z g (t) for some maximal toral subalgebra t of g, and t = h ss .
In addition, if h is a Cartan subalgebra, then h is self-normalizing, and both the semisimple and nilpotent Jordan components of an element of h belong to h.
There is a unified description of Cartan subalgebras of g in term of so-called self-dual systems, see [DCPS, Corollary 4.11] for the details. The Lie algebras gl ∞ (C), sl ∞ (C ∞ ) and sp ∞ (C) admit only abelian Cartan subalgebras, while so ∞ (C) has non-abelian ones, see [DCPS, Subsection 4.2] for the example.
A Cartan subalgebra h ⊂ g is called splitting if h ss is a splitting toral subalgebra of g. In this case, h = h ss . A Cartan subgroup H of G is called splitting if its Lie algebra is a splitting Cartan subalgebra. In general, a Cartan subgroup (respectively, a Cartan subalgebra) of G (respectively, of g) is splitting if and only if it a the inductive limit of Cartan subgroups of G ′ n (respectively, of Cartan subalgebras of g ′ n ), where G = G ′ n is an exhaustion of G by its finite-dimensional classical subgroups of corresponding type, and g = g ′ n is the corresponding exhaustion of g by its finite-dimensional classical Lie subalgebras.
Example 4.5. (Splitting maximal toral subalgebras) 
The set H (respectively, h) of all linear operators from G (respectively, from g) which are diagonal with respect to the basis E is a splitting Cartan subgroup (respectively, a splitting Cartan subalgebra), and h = Lie H.
ii) Put m n = dim V n for n ≥ 1. If β is skew-symmetric then assume that each m n = 2l n is even (and so g n ∼ = sp 2ln (C)). If β is symmetric then assume that either each m n = 2l n is even (and so g n ∼ = so 2ln (C)), or that each m n = 2l n + 1 is odd (and so g n ∼ = so 2ln+1 (C)). If each m n is even, we renumerate the basis E by letting
if each m n is odd, we renumerate E by letting
We may assume without loss of generality that
for sp 2ln (C).
Here u, v ∈ V n and x i denotes the coordinate of a vector x corresponding to e i . Then the set H (respectively, h) of all linear operators from G (respectively, from g) which are diagonal with respect to the basis E is a splitting Cartan subgroup (respectively, a splitting Cartan subalgebra), and h = Lie H.
The main result about splitting Cartan subalgebras is as follows [DCPS] .
Proposition 4.6. i) If t is a maximal splitting toral subalgebra of g, then t = z g (t) is a splitting Cartan subalgebra of g. ii) If h is a splitting Cartan subalgebra of g, then h = h ss . iii) For g = gl ∞ (C), sl ∞ (C) and sp ∞ (C), all splitting Cartan subalgebras are conjugate by the group Aut g. For g = so ∞ (C), there exists exactly two Aut g-conjugacy classes of splitting Cartan subalgebras corresponding to the exhaustions g = lim − → so 2ln (C) and g = lim − → so 2ln+1 (C) described above.
Note also that G Aut g. Indeed, G = SL(V, E) consists of automorphisms of V with determinant 1 which keep all but finitely many elements of E fixed, while Aut sl ∞ (C) in this case contains the group of all automorphisms of V which induce automorphisms on V * .
Splitting Borel and parabolic subgroups of classical ind-groups
In this subsection, we discuss Borel and parabolic subgroups and subalgebras of classical ind-groups and their Lie algebras respectively. In particular, we classify all splitting Borel subgroups in terms of their roots.
In the finite-dimensional setting, a Borel subalgebra of a semisimple Lie algebra is a maximal solvable subalgebra, and a parabolic subalgebra is a subalgebra containing some Borel subalgebra. We say that a subalgebra b of g is locally solvable if every finite subset of b is contained in a finitedimensional solvable subalgebra, i.e. if b is a union of its finite-dimensional solvable subalgebras. In general, Borel subalgebras may have properties which are very unusual from the finite-dimensional point of view. For instance, there exists a Borel subalgebra of gl ∞ (C) (see Example 4.13 below) which contains no nonzero semisimple elements, and hence no non-trivial toral subalgebras! In contrast, splitting Borel subalgebras have a very nice description presented below. Note that a Borel subalgebra of g (respectively, a Borel subgroup of G) is splitting if and only if it a the inductive limit of Borel subgroups of G ′ n (respectively, of Borel subalgebras of g ′ n ), where G = G ′ n is an exhaustion of the ind-group G by its finite-dimensional classical subgroups of corresponding type, and g = g ′ n is the corresponding exhaustion of g by its finite-dimensional classical Lie subalgebras. Let h be a splitting Cartan subalgebra of g described in Examples 4.5 i) and ii). Any splitting Borel subalgebra is conjugate via Aut g to a splitting Borel subalgebra containing h. Therefore, in what follows we restrict ourselves to considering only Borel subalgebras b which contains h. We have a root decomposition
where Φ is the root system of g with respect to h, and g α are the root spaces. The root system Φ is simply the union of the root systems of g n , and equals one of the following infinite root systems:
The linear functions ε i − ε j , ε i + ε j , ε i , 2ε i on h are defined as follows: given h ∈ h,
Here, in the orthogonal and symplectic cases, we enumerate the basis vectors from E as in Example 4.5 and denote by x i,j the (i, j)th element of a matrix x.
Recall [DP3] that a linear order on {0}∪{±ε i } is Z 2 -linear if multiplication by −1 reverses the order. By [DP3, Proposition 3] , there exists a bijection between splitting Borel subalgebras of g containing h and certain linearly ordered sets as follows:
for A ∞ : linear orders on {ε i };
for B ∞ and C ∞ : Z 2 -linear orders on {0} ∪ {±ε i }; for D ∞ : Z 2 -linear orders on {0} ∪ {±ε i } with the property that a minimal positive element (if it exists) belongs to {ε i }.
In the sequel we denote these linear orders by ≺. To write down the above bijection, denote ϑ i = ε i , if ε i ≻ 0, and
and, by definition,
A subalgebra p ⊂ g is called parabolic (respectively, splitting parabolic) if it contains a Borel (respectively, a splitting Borel) subalgebra of g. An ind-subgroup P ⊂ G is called a parabolic (respectively, a splitting parabolic) subgroup if it contains a Borel (respectively, a splitting Borel) subgroup of G, or, equivalently, if the Lie algebra p = Lie P is a parabolic (respectively, a splitting parabolic) subalgebra of g.
Note that a parabolic subalgebra of g (respectively, a parabolic subgroup of G) is splitting if and only if it a the inductive limit of parabolic subgroups of G ′ n (respectively, of parabolic subalgebras of g ′ n ), where G = G ′ n is an exhaustion of the ind-group G by its finite-dimensional classical subgroups of corresponding type, and g = g ′ n is the corresponding exhaustion of g by its finite-dimensional classical Lie subalgebras.
Homogeneous ind-spaces
Here we establish the main result of this section which claims that each splitting parabolic subgroup ia s stabilizer of a generalized flag, and, vice versa, each ind-variety of (isotropic) generalized flags is a homogeneous ind-space of the group G.
Let H and h be as in Example 4.5. In the isotropic case, we will use all the notation from Example 4.5 ii). Note that in this case E is a β-isotropic basis with respect to the involution i E : e i → e −i , e i ∈ E.
Each splitting parabolic subalgebra p of g is conjugate to a splitting parabolic subalgebra of g containing h via Aut g, so we may assume without loss of generality that p contains h (and, consequently, the corresponding parabolic subgroup P of G contains H).
Let F be a generalized flag in V compatible with E (and β-isotropic whenever E is β-isotropic). The ind-group G naturally acts on the ind-variety Fℓ(F, E) (and on Fℓ(F, β, E) in the isotropic case). Denote by P F the stabilizer of F in G.
Theorem 4.8. i) The subgroup P F is a splitting parabolic subgroup of G containing H. ii) The map F → P F is a bijection between the set of generalized flags in V compatible with the basis E and the set of splitting parabolic subgroups of G containing H.
Proof. i) The inclusion H ⊂ P F follows immediately from the definition of H and the compatibility of F and E. Since each P n = P ∩ G n is the stabilizer of the flag F ∩ V n , P n is a parabolic subgroup of G n . Hence P = lim − → P n is a splitting parabolic subgroup of the ind-group G. ii) Conversely, let P = lim − → P n be a parabolic subgroup of G containing H, where P n is a parabolic subgroup of G n for n ≥ 1. Denote by F(n) the flag in V n whose stabilizer coincides with P n . Then ι n (F(n)) = F(n + 1) (and ι β n (F(n)) = F(n + 1) in the isotropic case). The inductive limit lim − → F(n) defines a generalized flag F in V , and it is straightforward to check that P = P F .
Note that maximal generalized flags in V compatible with E correspond to splitting Borel subgroups of G containing H under the above bijection.
Since G/P F = G n /P n , where P n = P F ∩ V n , we conclude that G/P F is a locally projective ind-variety, as we mentioned in Section 2. We are now ready to endow Fℓ(F, E) and Fℓ(F, β, E) with respective structures of homogeneous ind-spaces.
Theorem 4.9. There is an isomorphism of ind-varieties Fℓ(F, E) ∼ = G/P F (and of ind-varieties Fℓ(F, β, E) ∼ = G/P F in the isotropic case).
Proof. Given G ∈ Fℓ(F, E) or G ∈ Fℓ(F, β, E), let U be a finite-dimensional subspace of V whose existence is provided by the E-commensurability of F and G. We may assume without loss of generality that U = V n for some n ≥ 1. Then F(n) = F ∩ V n and G(n) = G ∩ V n are flags of the same type in the finite-dimensional vector space V n , hence there exists g n ∈ G n such that g n (F(n)) = G(n). We can extend g n to an element g n+1 = g n by letting g n (e) = e for e ∈ E \ E n , etc. Let g be the corresponding element of G. Then
is a well-defined map. One can easily check that η is an isomorphism of ind-varieties.
Borel and parabolic subalgebras: general case
In this subsection we briefly discuss a description of (possibly, non-splitting) Borel and parabolic subalgebras of g (or, equivalently, Borel and parabolic subgroups of G) in terms of so-called closed generalized flags and taut pairs of semiclosed generalized flags. This material is taken from the papers [DC] and [DCP] .
If a parabolic subgroup of G (or, equivalently, a parabolic subalgebra of g) is not splitting, it can not be the stabilizer of a generalized flag compatible with the basis E of V or with any other G-eligible basis E ′ of V . Thus, in order to relate general non-splitting parabolic subgroups and subalgebras to generalized flags, we should consider generalized flags which do not admit a G-eligible compatible basis.
Recall the identification
from Example 4.1. Under this isomorphism, sl ∞ (C) is identified with the commutator subalgebra sl(V, V * ) of gl(V, V * ). Note that if U is a countable-dimensional complex vector space and ·, · : V × U → C is a nondegenerate pairing, then we can set gl(V, U ) ∼ = gl ∞ (C) to be the Lie algebra V ⊗ U with the bracket induced by the product
Then gl(V, V * ) is a particular case of this construction, where nondegenerate paring V × V * → C is given by v, α = α(v). Now, if β is symmetric (respectively, skew-symmetric) nondegenerate bilinear form on V , then β defines a nondegenerate pairing V × V → C, and we can identify so ∞ (C) (respectively, sp ∞ (C)) with the Lie subalgebra so(V, V ) = 2 V (respectively, sp(V, V ) = Sym 2 V ) of the Lie algebra gl(V, V ). Given a nondegenerate pairing ·, · : V × U → C and a subspace F of V or U , we denote by F ⊥ the ·, · -orthogonal complement of F in U or V . (If the pairing is given by a nondegenerate symmetric or skew-symmetric bilinear form β, this definition coincides with the definition of F ⊥ given is Section 2.) To each chain C of subspaces of V one can assign the chain C ⊥ = {F ⊥ , F ∈ C} of subspaces of U , and vice versa.
A subspace F ⊂ V is called closed (in the Mackey topology on V ) if F = F , where
Note that if a generalized flag F in V is weakly compatible with the basis E defining V * , then F is automatically closed.
Note that each of spaces V and U is a gl(V, U )-module. Hence gl(V, U ) naturally acts on chains in V and U , and the stabilizer Stab F of a generalized flag F of V in gl(V, U ) is given by formula
If g = so(V, V ) or sp(V, V ), then we write St g F = Stab F ∩ g. The following result describes Borel subalgebras of classical infinite-dimensional simple Lie algebras (or, equivalently, Borel subgroups of classical ind-groups), see [DC, Theorems 4.3, 4.10, 4.16] . Theorem 4.10. i) Suppose g = gl(V, V * ) (respectively, sp(V, V ) or so(V, V )). A subalgebra b of g is a Borel subalgebra if and only if b is a stabilizer of a maximal closed (respectively, of a maximal closed isotropic) generalized flag in V . ii) For g = gl(V, V * ) (respectively, g = sp(V, V )), the map F → Stab F (respectively, Fℓ → St g F ) from the set of maximal closed (respectively, the set of maximal closed isotropic) generalized flags in V to the set of Borel subalgebras of g is bijective. For g = so(V, V ), a fiber of the map F → St g F from the set of maximal closed isotropic flags in V to the set of Borel subalgebras of g contains at most two elements.
(An explicit description of fibers of the latter map is given in [DC, Subsection 4.2] .) Definition 4.11. We say that two semiclosed generalized flags F and G in V and U respectively form a taut pair if the chain F ⊥ (respectively, G ⊥ ) is stable under Stab G (respectively, under Stab F). Given a nondegenerate symmetric or skew-symmetric form β on V , we say that a semiclosed generalized flag F is self-taut if F ⊥ is stable under the stabilizer of F in gl(V, V ) (i.e., if the generalized flag F form a taut pair with itself).
To each taut pair F, G one can assign a subalgebra
and a certain subalgebra (St F,G ) − defined in [DCP, p. 23 ]. If F is a self-taut generalized flag in V and g = so(V, V ) or sp(V, V ), then we write
The following result describes parabolic subalgebras of classical infinite-dimensional simple Lie algebras (or, equivalently, parabolic subgroups of classical ind-groups), see [DCP, Theorems 5.6, 6 .6]. Theorem 4.12. i) Let g = gl(V, V * ) or sl(V, V * ), and p be a subspace of g. Then p is a parabolic subalgebra of g if and only if there exists a (unique) taut couple F, G such that
ii) Let g = so(V, V ) or sp(V, V ), and p be a subspace of g. Then p is a parabolic subalgebra of g if and only if there exists a (unique) self-taut generalized flag F in V such that
Example 4.13. Let V = e α , α ∈ Q C , U = f β , β ∈ Q C , and
Then ·, · is a nondegenerate pairing, so
is a Borel subalgebra of gl(V, U ) which contains no nonzero semisimple elements and, consequently, no nonzero toral subalgebras.
Note that, for a non-splitting parabolic subgroup P of G, G/P can be endowed with an ind-variety structure. These ind-varieties have not been yet explored. The main difference with the splitting case is that P ∩ G n is not necessarily a parabolic subgroup in G n , hence G/P is not exhausted by compact varieties. The role of arbitrary nonsplitting Borel subgroups and subalgebras in representation theory also remains unclear.
Schubert decomposition
In the finite-dimensional setting, Schubert decomposition plays a central role in the study of the geometry of flag varieties.
Recall the definition of G n from Section 2. Fix a maximal torus H n of the group G n , a Borel subgroup B n of G n containing H n , and a parabolic subgroup P n of G n containing B n . Let G n /P n be the corresponding flag variety. Denote by N Gn (H n ) the normalizer of H n in G n . Then
is the Weyl group of G n . Since H n and B n are fixed, we have a set of simple generators of W n , and, consequently, a length function ℓ n and a Bruhat order ≤ n on W n . The details see for instance in [Bou] or [BB] .
Given w ∈ W n , we denote byẇ an arbitrary representative of w in N Gn (H n ). Let F n ∈ G n /P n be the flag in V whose stabilizer Stab Gn F n in G n is P n . Denote by W Pn the parabolic subgroup of W n corresponding to P n , and by W Pn the set of minimal length representatives in the right cosets of W Pn in W n (W Pn is in bijection with W Pn \W n ). Then for the W n -action on G n /P n we have
In what follows we write F w = wF n , w ∈ W n .
The description of B n -orbits on G n /P n is given by the following Schubert decomposition:
Furthermore, each Schubert cell X • w = B n F w is isomorphic to the affine space A ℓn(w) , and, given σ, τ ∈ W n , the Schubert cell X • σ is contained in the Schubert subvariety X τ (by definition, X τ is the closure of X • τ in G n /P n ) if and only if σ ≤ n τ . The Bruhat decomposition of G n claims that
In this section we show how these classical results can be extended to the case of ind-varieties of generalized flags. This material is based on the paper [FP1] .
Analogues of the Weyl group
In this subsection we present some combinatorial results which are analogues to the Weyl group combinatorics used in usual Schubert calculus. Denote by W = W (E) the group of permutations of E which fix all but finitely many elements of E. In the isotropic case we assume in addition that each w ∈ W commutes with the involution i E . Note that
where H is the splitting Cartan subgroup of G consisting of all diagonal operators from G with respect to E, H n = H ∩ G n , and the embedding W n ֒→ W n+1 is induced by the embedding H n ֒→ H n+1 . It is also not difficult to check that
where N G (H) denotes the normalizer of H in the ind-group G. Next, let B and P be a splitting Borel and a splitting parabolic subgroup of G containing H respectively. (We do not assume that B is conjugate to a subgroup of P !) For brevity, denote by Fℓ the ind-variety of generalized flags Fℓ(F, E) (or Fℓ(F, β, E) in the isotropic case). As we know from Theorem 4.8, there exists a unique generalized flag G ∈ Fℓ such that
We may assume without loss of generality that G = F, i.e., that P = P F .
Recall the linearly ordered set A from Section 2. Set S to be the set S(E, A) (respectively, the set S(E, β, A)) to be of all surjective maps from E to A (respectively, all surjective maps σ from E to A satisfying σ • i E = i A • σ). To each σ ∈ S we assign the generalized flag
where F ′ σ,α = e ∈ E, σ(e) < α C , F ′′ σ,α = e ∈ E, σ(e) ≤ α C . In this way, {F σ , σ ∈ S} are all generalized flags from Fℓ compatible with the basis E. (One should apply Lemma 2.9 to check this in the isotropic case.) Let σ 0 ∈ S be the unique surjection such that F = F σ 0 . Then σ 0 defines a partial order ≤ P on the basis E by letting
This partial order has the property that the relation "e = e ′ or e is not comparable with e ′ " is an equivalence relation on E. In fact, fixing a splitting parabolic subgroup P of G containing H is equivalent to fixing a partial order ≤ P on E with this property. Moreover, P is a splitting Borel subgroup if and only if the order ≤ P is linear. We say that a pair (e, e ′ ) ∈ E × E is an inversion for a surjection σ ∈ S if e < B e ′ and σ(e) > σ(e ′ ). (In the isotropic case we assume in addition that e < B i E (e ′ ) and e ′ = i E (e ′ ).) Note that the group W acts on S by w · σ = σ • w −1 , and that if σ belongs to the W -orbit of σ 0 , then the condition σ(e) > σ(e ′ ) is equivalent to the condition w(e) > P w(e ′ ) where σ = w −1 · σ 0 . The inversion number of σ ∈ S is n(σ) = n P B (σ) = #{(e, e ′ ) ∈ E × E | (e, e ′ ) is an inversion of σ}.
Of course, n(σ) can be infinite.
The inversion number cannot be directly interpreted as Bruhat length because we do not assume B to be conjugate to a subgroup of P . Nevertheless, we put
where, by definition,
and SL ∞ (C), {e ∈ E | e = i E (e)} for SO ∞ (C) and Sp ∞ (C).
Let t e,e ′ be the permutation of E such that t e,e ′ (e) = e ′ , t e,e ′ (e ′ ) = e and t e,e ′ (e ′′ ) = e ′′ for all other e ′′ ∈ E. Set s e,e ′ = t e,e ′ • t i E (e),i E (e ′ ) , if e ′ = i E (e) in the isotropic case, t e,e ′ otherwise.
Clearly, {s e,e ′ , (e, e ′ ) ∈ E} is a set of generators of W . Now we denote S B = {s e,e ′ | e, e ′ are consecutive elements of the partial ordered set (E ′ , ≤ B )}.
In general, S B does not generate W . For an element w ∈ W , we define
Note that W n can be considered as the subgroup of W generated by the set S n B = {s e,e ′ | e, e ′ are consecutive elements of
which is a set of simple generators of W n . Let ℓ n be the corresponding length function on W n .
iii) ℓ(w) = ∞ if and only if there exists e ∈ E such that the set {e ′ ∈ E | e < B e ′ < B w(e)} is infinite.
See [FP1, Proposition 8] for the proof of this proposition. Corollary 5.2. The following conditions are equivalent :
ii) ℓ(w) < ∞ for all w ∈ W ;
iii) (E, ≤ B ) is isomorphic as an ordered set to a subset of Z.
Proof. The equivalence i)⇔ii) is immediate. Note that condition iii) is equivalent to requiring that, for all e, e ′ ∈ E, the interval {e ′′ ∈ E | e ≤ B e ′′ ≤ B e ′ } is finite. Thus the implication iii)⇒ii) is guaranteed by Proposition 5.1 iii). Conversely, if ii) holds true, then we get ℓ(s e,e ′ ) < ∞ for all (e, e ′ ) ∈ E, whence, again by Proposition 5.1 iii), the set {e ′′ ∈ E | e ≤ B e ′′ ≤ B e ′ } is finite. This implies iii).
Letẇ denote a representative of w in N G (H). Proof. i) By the definition of the generalized flag F σ 0 , the condition B ⊂ P is equivalent to the condition that the linear order ≤ B on E refines the partial order ≤ P on E, i.e., that e ≤ P e ′ implies e ≤ B e ′ for all e, e ′ ∈ E. The latter condition is equivalent to the condition that the map σ 0 is nondecreasing, i.e., that e ≤ B e ′ implies σ 0 (e) ≤ σ 0 (e ′ ) for all e, e ′ ∈ E. Sincė
For the proof of the remaining implication, see [FP1, Proposition 9] .
Schubert decomposition
Denote by W P the subgroup of W consisting of all σ ∈ W satisfying w · σ 0 = σ 0 . It is straightforward to check that the map w → F w·σ 0 induces a bijection between the left coset space W/W P and the set of E-compatible generalized flags from Fℓ.
We now define a partial order on S analogous to the Bruhat order. Let σ, τ ∈ S. We write σ → τ if there exists (e, e ′ ) ∈ E such that e < B e ′ , σ(e) < σ(e ′ )
and τ = σ • s e,e ′ . We set σ < τ if there exist k ≥ 1 and elements τ 1 , . . ., τ k ∈ S such that
Given a generalized flag
we define a map σ G : E → A which measures the relative position of G to the maximal generalized flag F 0 , where B = Stab G F 0 . Namely, for an arbitrary e ∈ E, set
Here F 0 = {F ′ 0,e , F ′′ 0,e , e ∈ E} and
It can be checked directly that σ G belongs to S; furthermore, σ ∈ W σ 0 where W σ 0 = {w · σ 0 , w ∈ W } denotes the W -orbit of σ 0 .
We are now ready to formulate the main result of this section. Given a generalized flag G ∈ Fℓ, we denote by BG its B-orbit under the natural action of B on Fℓ. Let W P be a set of representatives of the left coset space W/W P .
Theorem 5.4. Let P = P F and let B be any splitting Borel subgroup of G containing H. Then
ii) given σ ∈ W σ 0 , a generalized flag G ∈ Fℓ belongs to BF σ if and only if σ G = σ; iii) for σ ∈ W σ 0 , the orbit BF σ is a locally closed ind-subvariety of Fℓ isomorphic to the affine space A n B P (σ) ; iv) for σ, τ ∈ W σ 0 , the inclusion BF σ ⊂ BF τ holds if and only if σ ≤ τ .
Proof. Consider the case of Fℓ (F, E) ; the case of Fℓ(F, β, E) can be considered similarly. i) The statement follows from the finite-dimensional Schubert decomposition of Fℓ n = Fℓ(d n , V n ), where d n is the type of the flag F(n) = F ∩ V n = {F ∩ V n , F ∈ F}. Indeed, if n is large enough so that the flag G(n) = G ∩ V n belongs to Fℓ n , then the B n -orbit of G(n) contains a unique element of the form F w·σ 0 ∩ V n with w ∈ W n .
ii) Let G ∈ Fℓ. According to part i), there is a unique σ ∈ W σ 0 such that G ∈ BF σ , say
because F ′ 0,e and F ′′ 0,e are b-stable. This implies σ G = σ Fσ . Moreover, from the definition of F σ we see that
Thus, σ G = σ. The equality σ G = σ guarantees in particular that σ G ∈ S.
iii) The statement follows again from the finite-dimensional case. Note that, given w ∈ W n , the image of the Schubert cell B n (F w·σ 0 ∩ V n ) by the embedding ι n is an affine subspace of the Schubert cell B n+1 (F w·σ 0 ∩ V n+1 ).
iv) We consider σ, τ ∈ W σ 0 , σ ≤ τ , and let n ≥ 1 be such that F σ (n) and F τ (n) are contained in Fℓ n . We may assume without loss of generality that σ → τ , i.e., that τ = σ • s e,e ′ for a pair (e, e ′ ) ∈ E × E with e < B e ′ , σ(e) < σ(e ′ ).
Up to choosing n larger if necessary, we may assume that e, e ′ ∈ E n . Then, by finite-dimensional results, we get
Therefore, BF σ ⊂ BF τ . Conversely, assume that F σ ∈ BF τ . Then
for n ≥ 1 large enough. Once again, by finite-dimensional results, this yields σ ≤ τ . The proof is complete.
In what follows, we call X • σ = BF σ and X σ = X • σ the Schubert cell and the Schubert subvariety of Fℓ corresponding to σ ∈ S respectively.
The following corollary (the Bruhat decomposition of the ind-group G) is an immediate consequence of the Schubert decomposition of Fℓ established by the theorem above. Note that, in general, B is not conjugate to a subgroup of P , so in fact one has many different Bruhat decompositions of G depending on the choice of B and P .
Corollary 5.5. (Bruhat decomposition of the ind-group G) Let G be one of the ind-groups GL ∞ (C), SL ∞ (C), SO ∞ (C) and Sp ∞ (C), and P and B be respectively a splitting parabolic and a splitting Borel subgroup containing H. Then we have a decomposition
In general, the B-orbits in Theorem 5.4 are infinite dimensional. The following two results determine the situations in which finite-dimensional orbits appear.
Theorem 5.6. Let G be one of the ind-groups GL ∞ (C), SL ∞ (C), SO ∞ (C) and Sp ∞ (C), and P and B be respectively a splitting parabolic and a splitting Borel subgroup containing H. The following conditions are equivalent : i) B is conjugate via G to a subgroup of P ;
ii) at least one B-orbit on G/P is finite dimensional;
iii) one B-orbit on G/P is a point (and this orbit is necessarily unique).
Proof. Condition i) means that there exists g ∈ G such that B ⊂ gP g −1 , or, equivalently, such that the element gP ∈ G/P is fixed by B, i.e., that G/P comprises a B-orbit reduced to a single point. We proved the equivalence i)⇔iii). The implication iii)⇒ii) is immediate, while the implication ii)⇒i) follows from Proposition 5.3 and Theorem 5.4.
Corollary 5.7. Assume P = G. The following conditions are equivalent : i) B is conjugate via G to a subgroup of P , and F 0 is a flag;
ii) every B-orbit on G/P is finite dimensional.
Proof. The implication i)⇒ii) is a consequence of Theorem 5.6, Corollary 5.2, Theorem 5.4 and the following fact: if there exists w 0 ∈ W such that n P B (w 0 · σ 0 ) = 0 then, for all w ∈ W ,
(See [FP1, Proposition 10] for the proof of this fact.) Suppose that ii) holds. By Theorem 5.6, there exists g ∈ G such that B ⊂ gP g −1 , so we may assume without loss of generality that B ⊂ P . Arguing by contradiction, assume that F 0 is not a flag, i.e., (E, ≤ B ) is not isomorphic to a subset of Z. Then there exist e, e ′ ∈ E such that the set
is infinite. Since the surjective map σ 0 ∈ S corresponding to P is nondecreasing (see the proof of Proposition5.3) and nonconstant (because P = G), we find e, e ′ for which e ≤ B e < B e ′ ≤ B e ′ and σ 0 ( e) < σ 0 ( e ′ ). Thus, dim BF w·σ 0 = ∞ for w = s 
Consider the case of Gr(F, E), i.e. let
Here A = {1, 2}, and if F is compatible with E, then the surjective map σ 0 : E → A for which F = e ∈ E | σ 0 (e) = 1 C can be simply viewed as the subset σ 0 ⊂ E such that F = σ 0 C . Hence we can identify S with the set S(E) of subsets of E, and this identification is W -equivariant. Note that
We will write F σ = σ C for σ ∈ S(E). i) First, suppose that dim F = k < ∞. Then Gr(F, E) ∼ = Gr(k). Denote by S k (E) the set of all subsets of E of cardinality k. According to Theorem 5.4,
The cell X • σ = BF σ is finite-dimensional if and only if σ is contained in a finite ideal of the ordered set (E, ≤ B ). It follows that there are finite-dimensional B-orbits on Gr(F, E) if and only if the maximal flag F 0 corresponding to B contains a k-dimensional subspace. By Theorem 5.6, in the latter case B is conjugate to a subgroup of Stab G F. Moreover, all cells X • σ are finite dimensional if and only if (E, ≤ B ) is isomorphic to Z >0 as an ordered set, i.e., if and only if F 0 has the form
ii) Next, suppose that codim V F = k < ∞. Again, Gr(F, E) ∼ = Gr(k). If, as above,
where dim F 0,i = i for all i, and B = Stab G F 0 , then Theorem 5.6 implies that all B-orbits on Gr(F, E) are infinite dimensional. However, if B ′ is the stabilizer of a maximal generalized flag containing a subspace F ′ such that the flag {{0} ⊂ F ′ ⊂ V } is E-commensurable with F, then there exist finite-dimensional B ′ -orbits on Gr(F, E). Moreover, there is no Borel subgroup which has only finitedimensional orbits on both ind-grassmannians from i) and ii). iii) Finally, suppose that both dim F and codim V F are infinite, so Gr(F, E) ∼ = Gr(∞). Assume that the basis E is parameterized by Z. We consider the splitting Borel subgroup B ⊂ G corresponding to the natural order on Z. If F = e i , i ≤ 0 C then B ⊂ Stab G F, hence every B-orbit on Gr(F, E) is finite dimensional. On the other hand, if F = e 2i , i ∈ Z C , then every B-orbit on Gr(F, E) is infinite dimensional.
Smoothness of Schubert subvarieties
In this subsection we study the smoothness of Schubert subvarieties X σ = BF σ of the ind-variety Fℓ, where Fℓ = Fℓ(F, E) or Fℓ = Fℓ(F, β, E). The general principle is straightforward: X σ is smooth if and only if its intersections with suitable finite-dimensional flag subvarieties of Fℓ are smooth.
For classical finite-dimensional groups there is a remarkable characterization of smooth Schubert subvarieties of flag varieties in terms of pattern avoidance (see, e.g., [BL, Chapter 8] ). For example, if G n = SL(V n ) (an hence the Weyl group W n is isomorphic to the symmetric group S n ), then, given σ ∈ W n , the Schubert subvariety X σ of the flag variety G n /B n is smooth if and only if σ avoids the patterns 3412 and 4231, i.e., there are no i, j, k, l, q ≤ i < j < k < l ≤ dim V n , such that
The notion of smooth point of an ind-variety is given in Subsection 2.1. It is known [Ku] that if X is and-variety with exhaustion n≥1 X n by its finite-dimensional subvarieties, x ∈ X, and there exists a subsequence {X n k } k≥1 such that x is a smooth point of X n k for all k ≥ 1, then x is a smooth point of X. For example, A ∞ and P ∞ are smooth ind-varieties.
The converse of the statement above is clearly false. For instance, for every n fix an embedding A n ֒→ A n+1 . Pick a point x ∈ A 1 , and for each n ≥ 1 let X ′ n ⊂ A n+1 be an n-dimensional subspace of A n+1 containing x and distinct of A n . Now, if we set X n = X ′ n ∪ A n , then the subvarieties X n exhaust the smooth ind-variety A ∞ but x is a singular point of every X n . Nevertheless, the following partial converse is true: if each embedding X n ֒→ X n+1 has a left inverse in the category of algebraic varieties, and x ∈ X is a singular point of X n for some n ≥ 1, then x is a singular point of X [FP1, Lemma 6].
The singularity criterion given below requires a technical assumption on B and F σ . We assume that at least one of the following conditions holds: F 0 is a flag, or F σ is a flag and dim
For example, this holds for ind-grassmannians. Recall the notion of Fℓ n and Fℓ β n from Section 2; the intersection X σ,n = X σ ∩ Fℓ n (respectively, X σ,n = X σ ∩ Fℓ β n ) is a Schubert subvariety of Fℓ n (respectively, of Fℓ β n ) in the usual sense. By Sing(X) we denote the set of singular point of a variety or an ind-variety X.
Theorem 5.9. Let G be one of the ind-groups GL ∞ (C), SL ∞ (C), SO ∞ (C) and Sp ∞ (C), and B, F σ , F 0 be as above. Then exactly one of the two following statements holds: i) the variety X σ,n is smooth for all n, and the ind-variety X σ is smooth;
ii) there exists n 0 ≥ 1 such that the variety X σ,n is singular for all n ≥ n 0 , and the ind-variety X σ is singular with Sing(X σ ) =
See [FP1, Theorem 4] for the proof of this theorem. We do not know whether Theorem 5.9 is valid in general, i.e. without conditions on F 0 and F σ .
Example 5.10. It turns out that the smoothness criteria for Schubert subvarieties of finitedimensional flag varieties in terms of pattern avoidance may pass to the limit at infinity. For instance, let F = F σ be a maximal generalized flag compatible with E. In this case we have two linear orders on E: the first one ≤ B corresponds to the splitting Borel subgroup B, while the second one ≤ P corresponds to the splitting parabolic (in fact, Borel) subgroup P = P F , i.e.,
From Theorem 5.4 we know that the Schubert ind-subvarieties X σ of Fℓ(F, E) are parameterized by the elements of W σ 0 , where σ 0 : E → A is the surjection corresponding to F = F σ 0 . Since F is maximal, A = E and σ 0 is a bijection, so if σ ∈ W σ 0 , then σ ∈ W . We now also that, given σ ∈ W ,
It follows from Theorem 5.9 and from the finite-dimensional criterion that if F 0 is a flag, or F is a flag and dim F ′′ σ,α /F ′ σ,α < ∞ whenever {0} = F ′ σ,α ⊂ F ′′ σα = V , then the Schubert ind-subvariety X σ is singular if and only if there exist e 1 , e 2 , e 3 , e 4 ∈ E such that e 1 < B e 2 < B e 3 < B e 4 and σ(e 3 ) < P σ(e 4 ) < P σ(e 1 ) < P σ(e 2 ) or σ(e 4 ) < P σ(e 2 ) < P σ(e 3 ) < P σ(e 1 ).
In particular, if the basis E comprises infinitely many pairwise disjoint quadruples e 1 , e 2 , e 3 , e 4 ∈ E such that e 1 < B e 2 < B e 3 < B e 4 and, say, σ(e 3 ) < P σ(e 4 ) < P σ(e 1 ) < P σ(e 2 ), then for every σ the Schubert ind-subvariety X σ is singular. Hence there exist pairs (B, F) for which all Schubert ind-subvarieties of the corresponding ind-variety of generalized flags are singular.
Concluding remarks
The main difference with the finite-dimensional case is that an ind-variety of generalized flags G/P admits many non-conjugate Schubert decompositions. This is a consequence of the fact that the Borel subgroups B, whose orbits on G/P form Schubert decompositions, are non-conjugate under the group of automorphisms of G. In particular, the infinite-dimensional projective space admits a Schubert decomposition with all finite-dimensional cells, as well as a Schubert decomposition with all infinitedimensional cells.
We note that in the finite-dimensional case, in addition to the group-theoretic point of view on Schubert decomposition which we adopt here, there is also the purely geometric approach of fixing a reference maximal flag and studying in what ways a varying flag (in other words, a point on G n /P n ) differs from the reference flag. This approach is also valid in the case we consider: the reference generalized flag (possibly, containing G/P as a subchain) can be chosen to be B-stable. The resulting theory is equivalent to the one presented above.
Finite-rank vector bundles
In this section we consider two related topics. First, we discuss an infinite-dimensional analogue of the Bott-Borel-Weil theorem. We also establish projectivity criterion for G/P : the ind-variety G/P is projective if and only if P = P F , where F is a flag. Next, the Barth-Van de Ven-Tyurin-Sato theorem claims that any finite rank vector bundle on P ∞ is isomorphic to a direct sum of line bundles. We present a generalization of this result to a large class of ind-varieties, in particular to the ind-grassmannian Gr(∞). The material of this section is taken from the papers [DPW] , [PT2] .
Bott-Borel-Weil theorem
We first recall the classical Bott-Borel-Weil theorem. Here we assume that G n is a connected simplyconnected simple algebraic group, B n is a Borel subgroup and P n is a parabolic subgroup containing B n . More precisely, G n = SL n (C), Spin n (C) or Sp 2n (C). (The group Spin n (C) is the universal cover of SO n (C), and in this subsection we replace SO n (C) by Spin n (C).) It is a well-known theorem that the Picard group Pic G n /B n is identified with the lattice of integral weights of g n via the correspondence λ → O(λ), where O(λ) is the line bundle induced from the character of B n whose differential restricted to the Lie algebra h n of a maximal torus H n contained in B n coincides with λ. In particular, every line bundle on G n /B n admits a canonical G n -linearization.
For an integral weight λ ∈ h * n , consider the weight λ + ρ, where ρ is the half-sum of the positive roots of G n with respect to B n . If λ + ρ is regular, then there is a unique element w λ in the Weyl group W n of G n such that w λ (λ + ρ) is dominant. The following theorem computes the cohomology groups H q (G n /B n , O(−λ)) for all integral weights λ (the consideration of O(−λ) instead of O(λ) is convenient in the isomorphism (7) below).
Theorem 6.1. (Bott-Borel-Weil) Let λ be an integral weight. If λ + ρ is not regular, then
i.e., the sheaf corresponding to the line bundle O(λ) is acyclic. If λ + ρ is regular, then
where l(w λ ) is the length of w λ with respect to the simple roots of B n . For q = l(w λ ), there is a canonical
where µ = w(λ + ρ) − ρ and V (µ) is the simple G n -module with highest weight µ.
This theorem allows to compute also the cohomology of any finite-rank vector bundle on G n /P n which is simple as a linearized G n -vector bundle, i.e., is induced from a simple finite-dimensional P n -module. Note that any such bundle has the form p * O(λ) for an appropriate weight λ, where p : G n /B n → G n /P n is the canonical epimorphism. Theorem 6.2. For any λ such that p * O(−λ) = 0, there is a canonical isomorphism of G n -modules
for any q ≥ 0.
Theorem 6.1 was proved by R. Bott in [Bot] (the case q = 0 was due to A. Borel and A. Weil). An alternative proof (which we strongly recommend to the reader) was given by M. Demazure in [De1] , and was then shortened in [De2] .
We now turn our attention to the infinite-dimensional situation. Let G be the inductive limit of G n , i.e. G = SL ∞ (C), Spin ∞ (C), Sp ∞ (C). In particular, the ind-group Spin ∞ (C) is well defined as there are natural injective homomorphisms Spin n (C) ֒→ Spin n+1 (C) for n ≥ 3.
Note that the Picard group of G/P is naturally isomorphic to the projective limit lim ← − Pic G n /P n of Picard groups. Moreover, the groups Pic Fℓ(F, E) and Pic Fℓ(F, β, E) are naturally isomorphic to the respective groups of integral weights of the Lie algebra of the ind-group P = P F . Indeed, it is well known that
where Hom(P n , C × ) denotes the group of morphisms from P F to the multiplicative group of C. Immediate verification shows that the diagram
is commutative. Thus,
and the latter group is nothing but the group of integral weights of the Lie algebra of P = P F . (See [DP1, Proposition 7.2] and [DPW, Proposition 15 .1] for the details.) Let us now specialize to the case P = B for an arbitrary splitting Borel subgroup B of G containing a fixed Cartan subgroup H = lim − → H n , where H n is a Cartan subgroup of G n for all n ≥ 1. Let h be the Lie algebra of H. A weight λ ∈ h * is integral if, for any n ≥ 1, its restriction λ| hn is an integral weight of g n , where h n is the Lie algebra of H n . An integral weight λ ∈ h * is regular if its restrictions λ| hn are regular for all n.
Let λ be an integral weight of g. Then, using our description of the Picard group of G/B, we see that the line bundles O(λ| hn ) form a well-defined projective system. We denote the projective limit by O(λ).
We now turn our attention to the cohomology groups H q (G/B, O(−λ)). A first natural question is whether the group H q (G/B, O(−λ)) is the projective limit of the groups H q (G n /B n , O(−λ| hn )). This question is answered affirmatively by use of the Mittag-Leffler condition which we now state.
Let X = lim − → X n be an ind-variety, and
be an projective system of sheaves of O X -modules such that the support of F n is contained in X n . Assume that for some q ≥ 0 the projective system of vector spaces
satisfies the condition that for every n the filtration on the vector space H q (X, F n ) by the subspaces
Furthermore, assume that an ind-group G ′ = lim − → G ′ n acts on X (in the category of ind-varieties) so that G ′ n acts on X n . If the sheaves F n are G ′ n -sheaves and the morphisms ζ n are morphisms of G ′ n -sheaves, then the isomorphism (8) is an isomorphism of G ′ -modules. A standard reference for the Mittag-Leffler condition is [Ha] (see also [DPW] ).
The Mittag-Leffler condition is obviously satisfied in our case since the varieties X n = G n /B n are compact and, consequently, the vector spaces H q (G n /B n , O(−λ| hn )) are finite dimensional.
A next natural question is for which λ and q is the cohomology groups H q (G/B, O(−λ)) nonzero. The answer is given by the following theorem.
Let W = lim − → W n be the group defined in Subsection 5.1. Recall the definition of ℓ B (w) for w ∈ W from Subsection 5.1. We say that an integral weight ν is B-dominant if its restrictions ν| hn are B ndominant for all n. If ν is a dominant integral weight, then the finite-dimensional G n -modules V (ν| Hn ) form a inductive system, and the corresponding inductive limit G-module lim
Theorem 6.3. The group H q (G/B, O(−λ)) is nonzero if and only if there exists w ∈ W of length ℓ B (w) = q such that µ = w(λ) − α∈Φ + , w(α) / ∈Φ + α is a dominant integral weight. In this case,
Note that in the finite-dimensional case,
so this condition on µ is completely analogous to the finite-dimensional condition. It is also easy to see that the pair (w, q) is unique whenever it exists, so O(−λ) has at most one nonvanishing cohomology group. Informally, one may say that O(−λ) is acyclic unless the weight λ is almost dominant, i.e., there is a dominant weight µ of the form
for w ∈ W . In this way, "most" sheaves of the form O(−λ) are acyclic. Theorem 6.3 follows from more general results proved in [DPW] . More precisely, Theorem 6.3 is a direct corollary of [DPW, Proposition 14.1] . Let us note that in [DPW] much more general G-line bundles on G/P are considered. These bundles are induced from (possibly infinite-dimensional) prorational P -modules which may or may not be dual to highest weight P -modules. Therefore, the theory built up in [DPW] is analogous to considering the bundles of the form p * O(−λ) as in Theorem 6.2. Not that in recent paper [HP] cohomologies of equivariant finite rank vector bundles on G/P are studied.
In the finite-dimensional case, any line bundle O(−λ) on G n /P n with
induces a morphism from G n /P n to the projective space P(V (λ)). This morphism is an embedding if the weight λ is regular. A similar statement holds for G/P , namely, if
then O(λ) induces a morphism j λ from G/P to the projective ind-space P(V (λ)). However, not for all P there exists a line bundle O(−λ) such that λ is regular and B-dominant for a Borel subgroup B contained in P . The following theorem is the precise result in this direction, see [DPW, Section 15] .
Theorem 6.4. The morphism j λ is an embedding if and only if λ is regular dominant integral for some Borel subgroup B ⊂ P . Such a weight λ exists if and only if P = P F where F is an E-compatible flag in V . The ind-variety G/P is projective if and only if P = P F for F as above.
As a consequence, most ind-varieties Fℓ(F, E) are not projective as the condition for F to be a flag is very restrictive.
Vector bundles
A classical result of G. Birkhoff and A. Grothendieck claims that each any (finite-rank) vector bundle on P 1 is isomorphic to a direct sum of line bundles O(n), n ∈ Z. For n ≥ 2 the classification of vector bundles of finite rank on P n remains unfinished. On the other hand, a remarkable theorem of BarthVan de Ven-Tyurin-Sato states that any finite rank bundle on the ind-variety P ∞ is isomorphic to a direct sum of line bundles. For rank-two bundles this was established by W. Barth and A. Van de Ven in [BV] , and for finite rank bundles it was proved by A.N. Tyurin in [Ty] and E. Sato in [Sa] .
Here we present the results from [PT2] establishing sufficient conditions on a locally complete linear ind-variety X which ensure that the Barth-Van de Ven-Tyurin-Sato Theorem holds on X. We then show a class of ind-varieties of generalized flags which satisfy these sufficient conditions.
Let an ind-variety X be the inductive limit of a chain of embeddings
֒→ . . .
of complete algebraic varieties (we call such ind-varieties locally complete). By O X = lim ← − O Xn we denote the structure sheaf of the ind-variety X. Definition 6.5. A vector bundle Q of rank r ∈ Z >0 on X is the projective limit Q = lim ← − Q n of an projective system of vector bundles Q n or rank r on X n , i.e., of a system of vector bundles Q n with fixed isomorphisms ψ n : Q n → ϕ * n Q n+1 . (We consider only vector bundles of finite rank.) Here and below ϕ * stands for the inverse image of vector bundles under a morphism ϕ.
We call the ind-variety X linear (cf. Subsection 3.1) if, for large enough n, the induced homomorphisms of Picard groups ϕ * n : Pic X n+1 → Pic X n are epimorphisms. Any ind-variety of generalized flags is linear. To formulate the main result of this subsection, we need the following three technical conditions. First, let X = lim − → X n be a linear ind-variety such that Pic X n is a free abelian group for all n. Assume that there is a finite or countable set Θ X and a collection
of nontrivial line bundles on X such that, for any n, L i,n ∼ = O Xn for all but finitely many indices i 1 (n), ..., i j(n) (n), and the images of L i 1 (n),n , ..., L i j(n) (n),n in Pic X n form a basis of Pic X n . In this case Pic X is isomorphic to a direct product of infinite cyclic groups which generators are the images of L i . Denote by i∈Θ X L ⊗a i i the line bundle on X whose restriction to X n equals
We say that X satisfies the property L if, in addition to the above condition,
for any n ≥ 1 if some a i is negative. Assume that X satisfies the property L. For a given i ∈ Θ X , a smooth rational curve C ∼ = P 1 on X is a projective line of the i-th family on X (or, simply, a line of the i-th family), if
where δ i,j is the usual Kronecker delta. By B i we denote the set of all projective lines of the i-th family on X. It has a natural structure of an ind-variety:
For any point x ∈ X the subset
inherits an induced structure of an ind-variety. Assume also that for any i ∈ Θ X there exists an ind-variety Π i which is a inductive limit of a chain of embeddings P i i,1
֒→ . . . , where the points of Π i,n are projective subspaces P mn of B i,n , together with linear embeddings
induced by the embeddings B i,n ֒→ B i,n+1 , so that each point of Π i is considered as a projective ind-subspace P ∞ = lim − → P mn of B i . Given x ∈ X, consider the following conditions:
(A.i) for each n ≥ 1 such that x ∈ X n , each nontrivial sheaf L i,n defines a morphism
isomorphically to a subfamily of lines in P r i,n passing through the point ψ i,n (x);
In particular, (A.ii) and (A.iii) imply that the varieties Π im , B im , B im (x) are connected. If all these conditions are satisfied for all x ∈ X, we say that X satisfies the property A. Finally, suppose that X satisfy the properties L and A as above. A vector bundle Q on X is called B i -uniform, if for any projective line P 1 ∈ B i on X, the restricted bundle Q| P 1 is isomorphic to rk Q j=1 O P 1 (k j ) for some integers k j not depending on the choice of P 1 . If in addition all k j = 0, then Q is called B i -linearly trivial. We call Q uniform (respectively, linearly trivial) if Q is B i -uniform (respectively, B i -linearly trivial) for any i ∈ Θ X . We say that X satisfies the property T if any linearly trivial vector bundle on X is trivial.
The main result of this subsection is as follows.
Theorem 6.6. [PT2, Theorem 1] Let Q be a vector bundle on a linear ind-variety X. i) If X satisfies the properties L and A some fixed line bundles {L i } i∈Θ X and corresponding families {B i } i∈Θ X of projective lines on X, then Q has a filtration by vector subbundles
If, in addition, X satisfies the property T then the above filtration of Q splits and its quotients are of the form
for some a i,k ∈ Z, 1 ≤ k ≤ t. In particular, Q is isomorphic to a direct sum of line bundles.
If X is one of linear ind-grassmannians Gr(k) or Gr β (k, ∞) considered in Section 3, then there exists the tautological bundle S on X with rk S = k. For k ≥ 2, this bundle is not isomorphic to a direct sum of line bundles, hence the Barth-Van de Ven-Tyurin-Sato theorem does not hold for these ind-grassmannians. On the other hand, the following theorem holds.
Corollary 6.7. i) Suppose that X = Gr(∞), Gr
Then any vector bundle on X is isomorphic to a direct sum of line bundles.
Proof. i) It follows from our description of Pic X that Pic X ∼ = Z and that any line bundle on ii) It is shown in [PT2, Subsection 6.3] that X satisfies the properties L, A, T. A characterization of bundles on an arbitrary ind-variety of generalized flags remains unknown. Nevertheless, the second author has made the following conjecture: if F is a maximal generalized flag, then, for each finite-rank vector bundle Q on Fℓ(F, E), Q admits a filtration by subbundles so that the successive quotients are line bundles.
Note also that in [PT3] vector bundles on so-called twisted ind-grassmannians are studied. Twisted ind-grassmannians are not ind-varieties of generalized flags: they are inductive limits lim − → X n of grassmannians for nonlinear embeddings X n ֒→ X n+1 .
It is proved in [PT3] that any finite-rank vector bundle on a twisted ind-grassmannian is trivial.
Orbits of real forms
In this section we fix a real form G 0 of the group G = SL ∞ (C) and study the structure of G 0 -orbits on the ind-variety Fℓ = Fℓ(F, E). Our exposition is based on [IPW] . In the finite-dimensional setting, the study of orbits of real form of semisimple complex Lie groups on their flag varieties has its roots in linear algebra. Witt's Theorem claims that, given a finitedimensional vector space W endowed with a nondegenerate bilinear for (symmetric or skew-symmetric) or a nondegenerate Hermitian form, two subspaces W 1 , W 2 of W are isometric within W (i.e., one is obtained from the other via an isometry of W ) if and only if W 1 and W 2 are isometric.
When W is a Hermitian space, this is a statement about the orbits of the unitary group U (W ) on the complex grassmannian Gr(k, W ), where
More precisely, the orbits of U (W ) on Gr(k, W ) are parameterized by the possible signatures of a, possibly degenerate, Hermitian form on a k-dimensional space of W .
A general theory of orbits of a real form G 0 n of a (finite-dimensional) semisimple complex Lie group G n on a flag variety G n /P n was developed by J.A. Wolf in [W1] and [W2] . This theory has become a standard tool in semisimple representation theory and complex algebraic geometry. An important further development has been the theory of cycle spaces initiated by A. Huckleberry and J.A. Wolf, see the monograph [FHW] .
Our main result in this section is the fact that any G 0 -orbit in G/P , when intersected with a finite-dimensional flag variety G n /P n from a given exhaustion of G/P , yields a single G 0 n -orbit. This means that the mapping {G 0 n -orbits on G n /P n } → {G 0 n+1 -orbits on G n+1 /P n+1 } is injective. Using this feature, we are able to answer the following questions.
1. When are there finitely many G 0 -orbits on G/P ? 2. When is a given G 0 -orbit on G/P closed? 3. When is a given G 0 -orbit on G/P open?
The answers depend on the type of real form and not only on the parabolic subgroup P ⊂ G. For instance, if P = B is the upper-triangular Borel ind-subgroup of SL ∞ (C) with positive roots 
Finite-dimensional case
Let W be a finite-dimensional complex vector space. Recall that a real structure on W is an antilinear involution τ on W . The set
is a real form of W , i.e. W 0 is a real vector subspace of W such that
and the C-linear span W 0 C coincides with W . A real form W 0 of W defines a unique real structure τ on W such that W 0 is the set of fixed points of τ . A real form of a complex finite-dimensional Lie algebra g is a real Lie subalgebra g 0 of g such that g 0 is a real form of g as a complex vector space.
Let G n be a complex semisimple connected algebraic group and G 0 n be a real form of G n , i.e. G 0 n is a real closed algebraic subgroup of G n such that its Lie algebra g 0 n is a real form of the Lie algebra g n of G n . Let P n be a parabolic subgroup of G n and G n /P n be the corresponding flag variety. The group G 0 n naturally acts on G n /P n . In [W1] the following facts about the G 0 n -orbit structure of G n /P n are proved, see [W1, Theorems 2.6, 3.3, 3.6, Corollary 3.4 ] (here we use the usual differentiable manifold topology on G n /P n ).
Theorem 7.1. Let G n , P n , G 0 n be as above.
iii) The union of the open G 0 n -orbits is dense in G n /P n . iv) There is a unique closed orbit Ω on G n /P n .
v) The inequality dim R Ω ≥ dim C G n /P n holds.
Here is how this theorem relates to Witt's Theorem in the case of a Hermitian form. Let W be an n-dimensional complex vector space and G n = SL(W ). Fix a nondegenerate Hermitian form ω of signature (p, n − p) on the vector space W and denote by G 0 n = SU(W, ω) the group of all linear operators on W of determinant 1 which preserve ω. Then G 0 n is a real form of G n . Given k ≤ n, the group G n naturally acts on the grassmannian Gr(k, W ) of all k-dimensional complex subspaces of W .
To each U ∈ Gr(k, W ) one can assign its signature s(U ) = (a, b, c), where the restricted form ω| U has rank a + b with a positive squares and b negative ones, and c equals the nullity of ω| U . By Witt's Theorem, two subspaces U 1 , U 2 ∈ Gr(k, W ) belong to the same G 0 n -orbit if and only if their signatures coincide.
Moreover, one can verify the following formula for the number |Gr(k,
is open if and only if the restriction of ω to U is nondegenerate, i.e., if c = 0. Therefore, the number of open orbits equals min{k + 1, l + 1}. There is a unique closed G 0 n -orbit Ω on Gr(k, W ), and it consists of all k-dimensional subspaces of W such that c = min{k, l} (the condition c = min{k, l} maximizes the nullity of the form ω| U for k-dimensional subspaces U ⊂ W ). In particular, if k = p ≤ n − p then Ω consists of all isotropic k-dimensional complex subspaces of W . See [W1] for more details in this latter case.
Orbits of real forms as ind-manifolds
Below we recall the classification of real forms of G = SL ∞ (C) due to A. Baranov [B] . By definition, a real ind-subgroup G 0 of G is called a real form of G if G can be represented as a nested union G = G n of its finite-dimensional Zariski closed subgroups such that G n is a semisimple algebraic group and G 0 ∩ G n is a real form of G n for each n. To define real forms of G, pick a basis E = {ε 1 , ε 2 , . . .} of V and its exhaustion E = n≥1 E n by finite subsets such that V n = E n C and
for all n ≥ 1. Recall that the embedding G n ֒→ G n+1 is given by the formula ϕ → ϕ, where ϕ(x) = ϕ(x) for x ∈ V n and ϕ(e) = e for e ∈ E \ E n . Fix a real structure τ on V such that τ (ε) = ε for all ε ∈ E. Then each finite-dimensional space V n is τ -invariant. Denote by GL(V n , R) (respectively, by SL(V n , R)) the group of invertible (respectively, of determinant 1) operators on V n defined over R. Recall that a linear operator on a complex vector space with a real structure is defined over R if it commutes with the real structure or, equivalently, if it maps the real form to itself. For each n, the map ϕ → ϕ gives an embedding
is well defined. We denote this real form of G by SL(∞, R). Fix a nondegenerate Hermitian form ω on V . Suppose that its restriction ω n = ω| Vn is nondegenerate for all n, and that ω(ε, V n ) = 0 for ε ∈ E \ E n . Denote by p n the dimension of a maximal ω n -positive definite subspace of V n , and put q n = dim V n − p n . Let SU(p n , q n ) be the subgroup of G n consisting of all operators preserving the form ω n . For each n, the map ϕ → ϕ induces an embedding SU(p n , q n ) ֒→ SU(p n+1 , q n+1 ), so we have a inductive limit
If there exists p such that p n = p for all sufficiently large n (respectively, if lim n→∞ p n = lim n→∞ q n = ∞), then we denote this real form of G by SU(p, ∞) (respectively, by SU(∞, ∞)). Finally, fix a quaternionic structure J on V , i.e. an antilinear automorphism of V such that J 2 = −id V . Assume that the complex dimension of V n is even for n ≥ 1, and that the restriction J n of J to V n is a quaternionic structure on V n . Furthermore, suppose that H) be the subgroup of G n consisting of all linear operators commuting with J n . Then, for each n, the map ϕ → ϕ induces an embedding of the groups
and we denote the corresponding inductive limit by
The ind-group SL(∞, H) is also a real form of G.
The following result is a corollary of [B, Theorem 1.4] and [DP2, Corollary 3.2] .
Now, let F be a generalized flag compatible with the basis E, Fℓ = Fℓ(F, E), and Fℓ n = Fℓ(d n , V n ), where d n is the type of the flag F ∩ V n . Then Fℓ = lim − → Fℓ n , where the embedding
is given by formula (3) (or, equivalently, ι n is the composition of embeddings given by formula (4)), see Subsection 2.2. Let G 0 be a real form of G (see Theorem 7.2). The group G n = SL(V n ) naturally acts on Fℓ n , and the map ι n is equivariant:
n is a real form of G n . For the rest of the section we impose some further assumptions on V n , which we now describe case-by-case.
Recall that the restriction ω n of the fixed nondegenerate Hermitian form ω to V n is nondegenerate. From now on we assume that if e ∈ E n+1 \ E n then e is orthogonal to V n with respect to ω n+1 . Next, let G 0 = SL(∞, R). Here we assume that m n is odd for each n ≥ 1, and that E n R is a real form of V n . Finally, for G 0 = SL(∞, H), we assume that m n is even for all n ≥ 1 and that J(e 2i−1 ) = −e 2i , J(e 2i ) = e 2i−1 for all i. These additional assumptions align the real form G 0 with the ind-variety Fℓ. Our main result in this section is as follows. Theorem 7.3. If ι n (Fℓ n ) has nonempty intersection with a G 0 n+1 -orbit then that intersection is a single G 0 n -orbit. Proof. The proof goes case by case. Here we consider the case G 0 = SU(∞, ∞). The proof for G 0 = SU(p, ∞), 0 ≤ p < ∞, is completely similar, while the proof for G 0 = SL(∞, R) and SL(∞, H) is based on other ideas, see [IPW, Theorem 3.1] .
Pick two flags
To prove the result, we must construct an isometry ϕ : V n → V n satisfying ϕ(D) = B. Of course, one can then scale ϕ to obtain an isometry of determinant 1. By [Hu, Theorem 6 .2], an isometry ϕ : V n → V n with ϕ(D) = B exists if and only if D i and B i are isometric for all i from 1 to s, and
for all i < j from 1 to s. (Here U ⊥,Vn denotes the ω n -orthogonal complement within V n of a subspace U ⊂ V n .) Pick i from 1 to s. Since e n+1 is orthogonal to V n and ϕ establishes an isometry between D i and B i , the first condition is satisfied. So it remains to prove (9). To do this, denote
Since C n is orthogonal to V n , for given subspaces U ⊂ V n , W ⊂ C n one has
for k ∈ {i, j} and some subspaces W i , W j ⊂ C n , then
and the similar equality holds for
. The result follows. The following result is an immediate corollary of this theorem. (The definition of a real ind-manifold in the C ∞ -category is completely similar to the definition of an ind-variety.) Corollary 7.4. Let Ω be a G 0 -orbit on Fℓ, and Ω n = ι −1 n (Ω) ⊂ Fℓ n . Then i) Ω n is a single G 0 n -orbit; ii) Ω is an infinite-dimensional real ind-manifold.
Proof. i) Suppose D, B ∈ Ω n . Then there exists m ≥ n such that images of D and B under the morphism ι m−1 • ι m−2 • . . . • ι n belong to the same G 0 m -orbit. Applying Theorem 7.3 subsequently to ι m−1 , ι m−2 , . . ., ι n , we see that D and B belong to the same G 0 n -orbit. ii) By definition, Ω = lim − → Ω n . Next, (i) implies that the orbit Ω is a real ind-manifold. By Theorem 7.1 (v), we have dim R Ω n ≥ dim C Fℓ n . Since lim n→∞ dim C Fℓ n = ∞, we conclude that the orbit Ω is infinite dimensional.
We can now give a criterion for Fℓ to have finitely many of G 0 -orbits. We define a generalized flag G to be finite if it consists of finitely many (possibly infinite-dimensional) subspaces. We say that a generalized flag G has finite type if it consists of finitely many subspaces of V each of which has either finite dimension or finite codimension in V . A finite type generalized flag is clearly a flag. An ind-variety Fℓ(G, E) is of finite type if G (equivalently, any G ∈ Fℓ(G, E)) is of finite type. Proposition 7.5. For G 0 = SU(∞, ∞), SL(∞, R) and SL(∞, H), there are finitely many G 0 -orbits on Fℓ if and only if Fℓ is of finite type. For G 0 = SU(p, ∞), 0 < p < ∞, there are finitely many G 0 -orbits on Fℓ if and only if F is finite. For G 0 = SU(0, ∞), the ind-variety Fℓ is a single G 0 -orbit.
Proof. Consider the case G 0 = SU(p, ∞), 0 < p < ∞. First suppose that F is finite, i.e.,that |F| = N < ∞. Given n ≥ 1, denote S n = {s(A) | A ⊂ V n },
Let s(A) = (a, b, c) for some subspace A of V n . Then, clearly, a ≤ p and c ≤ p, hence |S n | ≤ p 2 . On the other hand, if A ⊂ B are subspaces of V n then A ⊥,Vn ⊃ B ⊥,Vn , so
Thus |P n | ≤ p. Now [Hu, Theorem 6.2] shows that the number of G 0 n -orbits on Fℓ n is less or equal to
Hence, by Theorem 7.3, there are finitely many G 0 -orbits on the ind-variety Fℓ. Suppose next that F is infinite. In this case, given m ≥ 1, there exists n such that the length of each flag from Fℓ n is at least m, the positive index of ω| Vn (i.e. the dimension of a maximal positive definite subspace of V n ) equals p, and codim Vn F m ≥ p, where
It is easy to check that the number of G 0 n -orbits on Fℓ n is at least m. Then, by Theorem 7.3, there are at least m G 0 -orbits on Fℓ or, in other words, there are infinitely many G 0 -orbits on Fℓ. The proof for SU(p, ∞), p > 0 is complete. For the proof of other cases see [IPW, Proposition 4 .1].
Open and closed orbits
In this subsection we provide necessary and sufficient conditions for a given G 0 -orbit on Fℓ = Fℓ(F, E) to be open or closed. It turns out that, for all real forms except SU(p, ∞), Fℓ has both an open and a closed orbit if and only if the number of orbits is finite.
First, consider the case of open orbits. Pick any n. Recall [HW1] that the G 0 n -obit of a flag Note that, for any two generalized flags F 1 and F 2 in Fℓ, there is a canonical identification of F 1 and F 2 as linearly ordered sets. For a space F ∈ F 1 , we call the image of F under this identification the space in F 2 corresponding to F .
Fix an antilinear operator µ on V . A point G in Fℓ is in general position with respect to µ if F ∩µ(H) does not properly contain F ∩ µ( H) for all F, H ∈ G and all G ∈ Fℓ, where F , H are the spaces in G corresponding to F , H respectively. A similar definition can be given for flags in Fℓ n . Note that, for G 0 = SL(∞, R) or SL(∞, H), the G 0 n -orbit of F n ∈ Fℓ n is open if and only if F n is in general position with respect to τ or J respectively.
With the finite-dimensional case in mind, we give the following Definition 7.6. A generalized flag G is nondegenerate if for G 0 = SU(p, ∞) or SU(∞, ∞):
each F ∈ G is nondegenerate with respect to ω;
G is in general position with respect to τ or J respectively.
A nondegenerate generalized flag can be thought of as being "in general position with respect to ω". Therefore, all conditions in Definition 7.6 are clearly analogous.
For a generalized flag G ∈ Fℓ, let n G be a fixed positive integer such that G is compatible with a basis containing E \ E n G −1 (here we put E 0 = ∅; note also that the definition of n G here slightly differs from the one in Subsection 2.2). n (Ω ∩ ι n (Fℓ n )) is open for each n. Consider the case G 0 = SU(p, ∞) or SU(∞, ∞) (for the proof of other cases see [IPW, Proposition 5.3] ). To prove the claim in this case, it suffices to show that A ∈ G is nondegenerate with respect to ω if and only if ω| A∩Vn is nondegenerate for all n ≥ n G . This is straightforward. Indeed, if A is degenerate, then there exists v ∈ A such that ω(v, w) = 0 for all w ∈ A. Let v ∈ V n 0 for some n 0 ≥ n G . Then ω| A∩Vn 0 is degenerate. On the other hand, if v ∈ A ∩ V n is orthogonal to all w ∈ A ∩ V n for some n ≥ n G , then v is orthogonal to all w ∈ A because e is orthogonal to V n for e ∈ E \ E n . The result follows.
We say that two generalized flags have the same type if there is an automorphism of V transforming one into the other. Clearly, two E-commensurable generalized flags have the same type. On the other hand, it is easy to see that two generalized flags F and F of the same type do not have to admit a basis E so that both F and F are E-commensurable.
It turns out that, for G 0 = SU(p, ∞) and SU(∞, ∞), the requirement for the existence of an open orbit on an ind-variety of the form Fℓ(F, E) imposes no restriction on the type of the generalized flag F. More precisely, we have Corollary 7.8. If G 0 = SU(p, ∞), 0 ≤ p < ∞, then Fℓ always has an open G 0 -orbit. If G 0 = SU(∞, ∞) then there exist a basis E of V and a generalized flag F such that F and F are of the same type and Fℓ = Fℓ ( F, E) has an open G 0 -orbit.
Proof. For SU(p, ∞), let n be a positive integer such that the positive index of ω| Vn equals p. Let G n ∈ Fℓ n be a flag in V n consisting of nondegenerate subspaces (i.e. the G 0 n -orbit of G n is open in Fℓ n ). Denote by g a linear operator from G n such that g(F n ) = G n , where, as above,
Then g(F) clearly belongs to Fℓ and is nondegenerate. Therefore the G 0 -orbit of g (F) on Fℓ is open. Now consider the case G 0 = SU(∞, ∞). Let E be an ω-orthogonal basis of V . Fix a bijection E → E. This bijection defines an automorphism of V . Denote by F the generalized flag consisting of the images of the subspaces from F under this automorphism. Then F and F are of the same type, and each space in F is nondegenerate as it is spanned by a subset of E. Thus the G 0 -orbit of the generalized flag F on Fℓ is open.
The situation is different for G 0 = SL(∞, R). While an ind-grassmannian Gr(F, E) has an open orbit if and only if dim F < ∞ or codim V F < ∞, it is easy to check that an ind-variety of the form Fℓ = Fℓ( F, E), where F has the same type as the flag F from Example 2.7 ii) or iii), cannot have an open orbit as long as the basis E satisfies τ ( e) = e for all e ∈ E. For a discussion of the quaternionic case see [IPW, Section 5] .
We now turn our attention to closed orbits. The description of closed orbits is based on the same idea but (similarly to the case for open orbits) the details differ for the various real forms.
Suppose G 0 = SU(∞, ∞) or G 0 = SU(p, ∞). We call a generalized flag G in Fℓ pseudo-isotropic if the space F ∩ H ⊥,V is not properly contained in F ∩ H ⊥,V for all F, H ∈ G and all G ∈ Fℓ, where F , H are the subspaces in G corresponding to F, H respectively. A similar definition can be given for flags in Fℓ n . An isotropic generalized flag is always pseudo-isotropic, but the converse does not hold. In the particular case when the generalized flag G is of the form {{0} ⊂ F ⊂ V }, G is pseudo-isotropic if and only if the kernel Ker ω| F of the form ω| F is not properly contained in any kernel Ker ω| F for an E-commensurable flag {{0} ⊂ F ⊂ V }. Next, suppose G 0 = SL(∞, R). A generalized flag G in Fℓ is real if τ (F ) = F for all F ∈ G. This condition turns out to be equivalent to the following condition: F ∩ τ (H) is not properly contained in F ∩ τ ( H) for all F, H ∈ G and all G ∈ Fℓ, where F , H are the subspaces in G corresponding to F, H respectively. Finally, suppose G 0 = SL(∞, H). We call a generalized flag G in Fℓ pseudo-quaternionic if F ∩ J(H) is not properly contained in F ∩ J( H) for all F, H ∈ G and all G ∈ Fℓ, where F , H are the subspaces in G corresponding to F, H respectively. If G is quaternionic, i.e., if J(F ) = F for each F ∈ G, then G is clearly pseudo-quaternionic, but the converse does not hold. If the generalized flag G is of the form {{0} ⊂ F ⊂ V }, then G is pseudo-quaternionic if and only if codim F (F ∩ J(F )) ≤ 1. G is pseudo-quaternionic for G 0 = SL(∞, H).
Proof. First consider the finite-dimensional case, where there is a unique closed G 0 n -orbit on Fℓ n (see Theorem 7.1). For all real forms the conditions of the proposition applied to finite-dimensional flags in V n are easily checked to be closed conditions on points of Fℓ n . Therefore, the G 0 n -orbit of a flag in V n is closed if and only if this flag satisfies the conditions of the proposition at the finite level.
Let G 0 = SU(∞, ∞) or SU(p, ∞) (for other cases, see [IPW, Proposition 5.6] ). Suppose Ω is closed, so Ω n is closed for each n ≥ n G . Assume G is not pseudo-isotropic. Then there exist G ∈ Fℓ and A, B ∈ G such that A ∩ B ⊥,V A ∩ B ⊥,V , where A, B are the subspaces in G corresponding to A, B respectively. Let v ∈ ( A ∩ B ⊥,V ) \ (A ∩ B ⊥,V ), and n ≥ n G be such that v ∈ V n . Then
where A n = A ∩ V n , B n = B ∩ V n , A n = A ∩ V n , B n = B ∩ V n , because B ⊥,V ∩ V n = B ⊥,Vn n . This means that A n ∩ B ⊥,Vn n is properly contained in A n ∩ B ⊥,Vn n . Hence G n is not pseudo-isotropic, which contradicts the condition that Ω n is closed. Now, assume that Ω n is not closed for some n ≥ n G . Then there exist A n , B n ∈ G n = ι −1 n (G) and G n ∈ Fℓ n such that A n ∩ B ⊥,Vn n is properly contained in A n ∩ B ⊥,Vn n , where A n , B n are the subspaces in G n corresponding to A n , B n respectively. Since each e ∈ E n+1 \ E n is orthogonal to V n , A n+1 ∩ B ⊥,V n+1 n+1 is properly contained in A n+1 ∩ B ⊥,V n+1 n+1 where A n+1 , B n+1 , A n+1 , B n+1 are the
