Olfactory processing takes place across multiple layers of neurons from the transduction of 23 odorants in the periphery, to odor quality processing, learning, and decision-making in Raman et al. 2010; Wilson et al. 2004 ).
60
In the AL, the identity of an odorant was shown to be coded by populations of first order 61 neurons (Wehr and Laurent 1996) . The exact results of different classification measures 62 used by different groups depend to some extent on the numbers of neurons recorded, but 63 several studies suggest that the code is robust enough that only small fraction of the 64 available neuronal assembly might be necessary for accurate classification (Stopfer et al. 65 2003).
66
The time needed for accurate odor classification depended on the similarity of the odors, 88 and ranged between less than 100 msec for distinct odors to several hundred msec for very 89 similar odorants. Further, the odor specific temporal structures of neuronal firing were 90 preserved at the higher stages of olfactory processing because the neuronal integration 
Materials and Methods

95
The model of the olfactory pathway included four types of neurons -300 PNs and 100 KCs, we used computationally efficient map-based models (Assisi et al. 2007; Rulkov et al. 101 2004). We also used a map-based model for GGN to facilitate modeling synaptic 102 interactions between GGN, KCs and LHNs. The inhibitory drive to KCs and LHNs was 103 produced by GGN (Gupta and Stopfer 2012; Papadopoulou et al. 2011) ; full details of the 104 wiring connecting these neurons are given in Figure 1A .
105
Olfactory stimulation of LNs and PNs followed the procedure described in (Assisi et al. 106 2007); an example of an injected current waveform is shown in Figure 1B , top left inset.
107
The intensity of a stimulus delivered to PNs and LNs was defined by a Gaussian distribution 108 truncated at 0.1 to avoid stimulating all AL neurons, which does not occur in vivo ( Figure   109 1B). Each simulated odorant stimulated a different subset of AL neurons. We defined 110 similarity between two odorants (shift) by the distance between two different groups of 111 activated PNs. We tested 300 different odorants, each at 5 different concentrations. In most 112 cases the stimulus lasted 1s and was presented in 10 trials that each contained a different 113 noise component.
114
Antennal Lobe
115
The AL model followed equations and parameters used in (Bazhenov et al. 2001a; 116 Bazhenov et al. 2001b) . 300 PNs and 100 LNs were modeled by single compartment 
123
Fast GABA (LNs to PNs, LNs to LNs) and nicotinic cholinergic (PNs to LNs) synaptic 124 currents were modeled by first-order activation schemes (Destexhe et al. 1994 ) and slow
125
GABAergic (between LNs to PNs) synaptic currents were modeled by second-order 126 activation schemes (Bazhenov et al. 2001b; Destexhe et al. 1996) .
127
Mushroom Body and Lateral Horn
128
To implement large numbers of neurons postsynaptic to the PNs, we modeled them with 129 computationally efficient map-based models (Assisi et al. 2007; Rulkov et al. 2004 were proportional to the injected current I, β n =Iβ e , σ n =I σ e , and we limited the synaptic 139 input β n to the range of [-1;1] . The rest of parameters were set to α=3.65, β e =0.03, σ e =1.
140
Initial conditions x 0 =x n =x n-1 = σ-1, y 0 =x 0 -α/(1-x).
141
GGN is a non-spiking cell and its response characteristics were tuned to replicate responses γ=0.4, reversal potential E ACh =0, ratio between size of soma and dendrite S Dend =165*10 -6 .
151
' refer to on postsynaptic site. A spike was generated when on presynaptic site 152 ≥ + + or .
153
Inhibitory synapses (GGN->KC, GGN->LH) followed these equations:
155
Maximum conductances were fixed to, G GABA A (GGN->KC)=0.00004, G GABA A (GGN-156 >LH)=0.00045. Since GGN is not a spiking neuron the threshold of x n was set to -1.4 on the 157 presynaptic site to trigger activity.
158
The size of the network ( Figure 1A ) was set to 1/3 of a locust olfactory network for 159 computational efficiency. Connection probability between different types of cells was set in 
164
The inset shown in Figure 1A shows example voltage histograms of simulated PNs
165
(Hodgkin-Huxley model) and KCs (MAP-based model). Figure 5C ) and we used this value to represent p is the probability that a single neuron will make an error, then the probability that a 210 randomly chosen subset k out of n neurons will give an incorrect answer while the (n-k) 
Trajectories in Coding Space
217
To visualize the neurons' population dynamics we averaged spiking activity from all trials 218 and measured the number of action potentials for each neuron in overlapping windows of 219 specific durations. By stepping the time window forward in increments of 2.5 ms we 220 produced trajectories in a high dimensional coding space with each dimension 221 corresponding to a single neuron, and each point in the trajectory to the activity of all 222 neurons within a given time window. PCA reduction into the first three dimensions was 223 used for graphing the results. A smoothing window was applied to each trajectory.
224
Experimental Data
225
Electrophysiological recordings were made from adult locusts raised in a crowded colony.
226
Animals were restrained and the brain was exposed, perfused with fresh locust saline, and 
Results
237
We used the model of the locust olfactory circuit ( Figure 1A ) to simulate responses to 300 rates of 0.5 were not included in the histograms plotted in Figure 3D ).
327
Classification Error in Populations of Cells
328
Since olfactory information is represented by populations of neurons (Laurent 1996) we 329 examined how classification error rate depends upon the size of the population. We used 330 an approach similar to that described in the previous section, however, here we 331 represented a population response to each odor input as a vector in N dimensional space,
332
where N was the number of neurons of a given type used in the analysis. We found that 333 population errors were always lower than individual cell error rates for all cell types 334 ( Figure 4A ). When an entire population of cells was used for the analysis, error rates 335 dropped to nearly zero. In the case of PNs, the error rate dropped within the first 100 ms;
336
KCs and LHNs needed more time ( Figure 4B) . As with the analysis of single cells, we 337 observed a decrease in error with increasing distance between odors.
338
When we tested differently sized subsamples of the population, we found that the error 339 decreased as the size of the population increased ( Figure 4C ). PNs revealed a rapid 340 decrease in error rate; for pairs of similar odors (distance of 5) classification performance 341 was nearly perfect given about 30 or more randomly selected neurons (based on 100 342 randomly selected sets). For pairs of odors that were more different from each other 343 (distance of 10), around 20 neurons were sufficient to achieve extremely low error rates. The dotted lines in Figure 4D show error based on the pure population averaging of the representative clusters in Figure 3A ). As such the population network error rate remains 370 constant once the subset of neurons is large enough to include those informative neurons, 371 while statistical error continues to decrease towards zero because only the size of the 372 subset, not its structure, defines the error rate. process can be seen in Figure 4F , where we measured the error rate of an increasingly 
424
The improvement in performance at the population level can be seen quantitatively in
425
Figure 5B. For PNs, classification of odors with 90% success (10% error) was attained Figure 5D shows a plot of classification error vs. time for increasingly large 437 populations of neurons. Both the network error rate and statistical error rate are provided 438 for each population size. We observed that population error rate was lower than the 439 statistical rate for smaller cell populations, but in LHN and KC networks it reversed once 440 the population size exceeded a threshold. This result was similar to that observed before in 441 simulations with increasing network size (Fig. 4D) Figure 5C , 
468
The spatio-temporal structure of the response trajectory changed significantly as the Figure 6C ). Using similar odors (odor distance 5) and 50 msec windows for 502 spike binning to match conditions used in the locust, we found that classification 503 performance of the PN population reached its peak very quickly -the first 50 msec window 504 was already optimal. The error rate then remained nearly constant. Overall, this result is in 505 good agreement with analyses of recordings made from locust PNs ( Figure 6C , left, inset).
506
In contrast, the same analysis conducted on responses of KCs and LHNs showed error rates 507 that, on average, slowly decreased from one 50 msec window to the next (although the 508 error rate showed significant fluctuations) over the first ~500 msec. In sum, the results 509 presented in Figs 5 and 6 suggest that the PN population may attain optimal classification 510 of even very similar odors much faster than the KC and LHN populations. As expected, 511 using odor pairs that were more distinct reduced the time required for optimal odor 512 classification by any population.
513
Discussion
514
In this study we compared odor representations at different stages of processing in the 515 locust olfactory system. We modeled circuitry in the antennal lobe, mushroom body, and 
537
Error Rates for Population vs. Single Cells for Different Cell Types
538
Single PNs, in general, showed a more diverse error rate profile than LHNs and KCs. We 539 found that many PNs were best able to discriminate odors at specific concentrations.
540
Importantly some neurons performed better for low odor concentrations and others for were used, the error rate was substantially lower than when single cells were used, 558 although for these cell types longer integration time was needed.
559
Our study predicts that population responses are needed to accurately identify odors, but 560 only small subsets of neurons are needed for accurate classification between odor pairs. 
608
In our model classification improved with integration time for all three tested cell types.
609
The PN population performed better than the others, reaching 95% classification success 
619
The complementary view suggests that, instead of continuously integrating its input, the 620 olfactory system encodes odorant identity piecewise and progresses by individual 621 snapshots. Individual integration windows defining the snapshots could be generated by 
