Introduction
Most diseases of interest to modern genetic epidemiologists are complex both in their etiology and measurement. That is, they result from a complicated interplay of various environmental and genetic factors, and they are subject to fuzzy, noisy and often multidimensional disease definitions. As a result, such diseases may display no obvious Mendelian inheritance patterns in spite of the fact that they display obvious familial aggregation.
Such traits call for a modeling approach that accounts for both the causal relationships between variables and the errors associated with the measurement of these variables. One such modeling paradigm is known as Structural Equation Modeling (SEM). SEM is a merging of two separate modeling techniques. The first technique, known as path analysis, originated with Sewall Wright [1] . Wright represented his model graphically by drawing directed arrows between causally related variables. Each arrow represented a linear causal relationship. More recently, Pearl [2] has given a fascinating defense of the causal meaning of path analysis. Pearl also showed how path models lead to certain conditional independencies between variables. The second origin for SEM goes back to the method of confirmatory factor analysis [3, 4] . Confirmatory factor analysis is not to be confused with exploratory factor analysis. The latter is in general a hypothesis-generating exercise, and it has inherent difficulties with identifiability, leading to the need for factor rotation methods. Confirmatory factor analysis, on the other hand, begins with a set of hypotheses and seeks to compare them.
Path analysis alone is a flexible tool. For example, linear regression is a special case of path analysis. By combining factor analysis and path analysis, SEM supplies the added ability to deal with the attenuation of regression coefficients when the predictor variables are measured with error [5] . SEM, particularly in its most modern formulations, is extremely general [6] . Some of its particular sub-models are confirmatory factor analysis, classical econometric models, path analysis and linear regression. Some modern modeling methods and software can handle continuous, ordinal and categorical latent and observed traits. Some extensions of SEM can combine generalized linear mixed models, multilevel models and latent growth curve analysis. This generality is perhaps best epitomized by the approach of Skrondal and RabeHesketh [7] , which they refer to as 'Generalized Latent Variable Modeling'.
It should be emphasized up front that while algorithmic model searching and comparison may be useful [8, 9] , this paper does not advocate such an approach. Instead, we believe that it is perfectly reasonable to start with a small number of hypothesized models and compare them. There are numerous reasonable paradigms for model comparison as has been discussed, for example, in Bollen and Long [10] .
There are also several equivalent ways of formulating a structural equation model (SEM). Perhaps the best known approach is known as 'linear structural relations' or LISREL [11] . The now classic book by Bollen [3] gives an excellent overview of this approach. At the heart of the LISREL model are two sets of equations: the measurement and the structural equations. The measurement equations relate a set of unobserved or latent variables to a set of observed variables. The structural equations show how the latent factors affect each other. In this work we show how both these equations may be extended for data collected on general pedigree structures. Furthermore, our work allows the statistical modeler to separate the process of modeling familial correlation from the process of developing a SEM.
Both path analysis and factor analysis have a long history in genetic epidemiology. Besides Wright's already mentioned historic work, numerous methodological and applied papers have utilized SEM for genetic purposes. For example, the work of Neale and Cardon [12] epitomizes a large body of methodological work for twin studies. In the context of allelic association, there is the work of Medland and Neale [13] , Posthuma et al. [14] and van den Oord [15] . Some work such as the work of Posthuma et al. [14] is applicable to nuclear families of varying size.
Perhaps the work most similar to what we present here is the excellent work of Todorov et al. [16] and Gianola and Sorensen [17] . Todorov et al. [16] developed an approach to combining linkage analysis with path analysis. However, their model did not include an explicit measurement equation. Moreover, it is difficult to understand how this model can be applied to general pedigrees. Gianola and Sorensen [17] also developed a Bayesian approach similar to ours. However, as with Todorov et al. [16] , they did not explicitly include a measurement equation. Moreover, they considered only a polygenic random effect.
Other works similar in spirit to ours are the ones of Boomsma and Dolan [18] , Bauman et al. [19] and Eaves et al. [20] . All these papers suggest how factor models may be used with family data. However, these papers suggest only a measurement equation, and not a structural equation. In our work, we show how both the measurement and structural equations may be implemented for general pedigrees.
Bauman et al. [19] recognized the utility of the Kronecker product for combining exploratory factor analysis and the multivariate variance component (VC) model. They also pointed out that a factor model may be applied to each VC separately. We follow Bauman et al. in emphasizing the benefits of the Kronecker product in our work as well. We note parenthetically that the animal breeding community has used Kronecker notation frequently [17, 21, 22] . We hope the human genetic community will return to using this helpful notation, introduced into the human genetics literature in 1971 [23] .
Methods
The Basic Framework Table 1 gives an overview of some of the notation we use. Suppose we are interested in modeling t observed traits in K pedigrees. Suppose also that there are n k individuals in each pedigree. Let y ki be a t ! 1 vector of observed traits for the i -th individual in the k -th pedigree, and
. Also, let z ki be a c ! 1 vector of observed covariates, including a 1 in the first position to account for the mean. Let ⌫ m be a t ! c matrix of coefficients relating z ki to y ki . Also, z k = [ z k 1 ... z kn k ] T . We assume that there exists an l ! 1 vector of unobserved or latent factors ki , and these latent factors are related to y ki by the factor loading matrix ⌳ . Note that latent growth curve models may be implemented by specifying certain forms for
We assume that the covariance structure of the error term may be captured by the sum of v random effects
For example, we may have single locus additive genetic, polygenic and independent environmental effects. The covariance of each effect is assumed to be Kronecker factorizable, so that Var Table 2 contains a list of some of the possible VCs that meet this criterion and the matrix M kj related to each VC. We then have the measurement model:
Now let B be an l ! l matrix relating ki to itself and ⌫ s be an l ! c matrix of coefficients relating z ki to ki . We assume that the covariance structure of the residual term may be captured by the sum of random effects
Finally, we have the structural equations:
Each of the matrices ⌫ m , ⌳ , Z j , B , ⌫ s and E j are selected to have a specific structure. Many of the entries in these matrices will be forced to 0 while others will be free parameters that need to be estimated. It is often simpler to represent the model graphically. Bollen [3] gives a good introduction to how the matrix and graphical representation of SEM are related. The basic intuition behind (2) is that each variable in ki is influenced by other variables in ki , both by some fixed covariates and by a set of unknown genetic and environmental factors. Some of these genetic and environmental factors are shared by individuals, leading to the factorized covariance structure discussed above.
There are two types of traits used in SEM: exogenous traits, which are not explained by the model (i.e., they are not affected by other traits), and endogenous traits, which are explained by the model. Readers familiar with the LISREL model will notice that our equations do not distinguish between exogenous and endogenous traits as does the LISREL model. However, this is similar to the approach of Muthén [5] , and it represents a generalization of the LISREL model. It is simply important that we allow for a general covariance structure to exist for the exogenous variables. Suppose, for example, that the bottom p traits of ki are exogenous. Then the bottom p rows of B will be zero, and the lower right p ! p entries in E j will be free parameters for all j D {1 ... }.
It is also important to note that when we perform SEM we usually believe that most of the covariance between variables can be explained by the causal relationships between those variables. That is, the random genetic and environmental factors are gener- [25] . By using the Kronecker notation it becomes fairly simple to separate out the development of the SEM part of the model from the modeling of the familial correlations. A statistician may therefore put together a model by mixing and matching various features for both the SEM and typical VC models of familial correlation.
Identifiability and the Implied Mean and Covariance
A SEM is globally identifiable if all of its parameters can be determined uniquely from its associated mean and covariance structure. It is shown in Appendix A that there is a particularly simple form for the mean and covariance structure of the model discussed. Let H = (I -B ) -1 . We have the following structure for the mean:
The variance structure may be written as: If (C1) and (C2) are met, then it can be shown fairly easily that the saturated model is identifiable. One case where (C2) is violated is the inclusion of polygenic, independent and shared environmental components in data comprising only sibships. If (C1) and (C2) are met, then the task of determining if a SEM is identifiable may be reduced to finding whether a unique set of parameters satisfies the following equations:
That is, if represents all model parameters, then identifiability means we can solve for in terms of V j and C (i.e. = ( C V 1 ... V )).
One simple strategy to prove identifiability is to find a partition of such that we can write = [ 1 ( V 1 ) ... ( V ) + 1 ( C , 1 , … )]. In standard cases, there are a large number of intuitive rules for identifiability, for example the two indicator rules for factor analysis that have been summarized by Bollen [3] . Such rules are equally applicable here because we can apply them to each of the + 1 equations in (6) and (5) to establish that such a partition exists.
Fitting the Model
It may be computationally demanding to fit the model we are proposing by maximum likelihood techniques. The size of each independent block of traits would be tn k . Hence, for large pedigrees and a large number of traits, we are likely to run into computational and numerical difficulties. We propose a limited information approach -the minimum 2 approach -which is inspired by the approach of Muthén [26] . In the first step we form a limited information estimate for the saturated model discussed in the previous section, and in the second step we form a minimum 2 estimate of the model parameters based on the step 1 estimates.
In the first step, we begin by estimating the univariate VC models for each of the traits via maximum likelihood and assuming multivariate normality. This gives us an estimate for C and the diagonal elements for all V j . To estimate the off-diagonal terms of V j , we maximize the bivariate likelihood of each pair-wise set of traits with the previously estimated parameters fixed. Putting this more formally, let C ؒ i be the i -th row of C and define
Then let ll i ( ␦ i ) be the univariate log-likelihoods and let ll ij ( ␦ i , ␦ j , ␦ ij ) be the bivariate loglikelihoods. The stage 1 estimate finds a solution to the equation:
Now let ␦ 0 be the true parameter value, ␦ ˆ be the estimated parameter value, and define
Then, using an asymptotic expansion, it may be shown that:
To find an estimate of the covariance, we may replace J ␦ 0 with J ␦ ˆ . Also, let u k be the first derivative of the log likelihood for pedigree k . Then we replace F with the robust estimate:
Let be a vector containing all the free parameters in the SEM, and f ( ) be the values of ␦ corresponding to . To form the step 2 estimate, we seek the arguments which minimize the function:
for some choice of W . The most obvious choice of W is the inverse of the asymptotic covariance matrix for ( J ␦ ˆ F -1 J ␦ ˆ ). However, previous studies of similar estimators have found that this estimator requires large sample sizes [27] . Following Muthén et al. [28] , we therefore suggest the use of
The asymptotic covariance matrix for ˆ may be estimated as
This estimate of the parameters should maintain asymptotically correct coverage rates, even in the presence of non-normality, given some regularity conditions such as finite fourth moments.
Missing Data
One feature present in nearly all real data is missingness. An easy approach that we have implemented is to throw out individuals with incomplete observations for a given likelihood at the first step when estimating the saturated model parameters. In this way the individual may contribute information to some of the univariate and bivariate likelihoods but not all.
An excellent discussion of robustness and missingness in SEM may be found in Yuan and Bentler [29] . One possible assumption is that the data are missing completely at random (MCAR), meaning that the probability that an observation is missing is independent of the trait values. A less stringent assumption is known as missing at random (MAR). This means that the probability that an observation is missing is independent of the unobserved trait values. To summarize the apparent implication of Yuan and Bentler [29] to our approach, if we assume MAR and multivariate normality, our estimates will maintain correct coverage rates. On the other hand, our approach will also maintain correct coverage rates if we assume MCAR and some regularity conditions such as finite fourth moments.
Ascertainment
A second feature found commonly in family-based studies is ascertainment. That is, pedigrees are selected for inclusion in a study based upon some criteria for the observed traits. Generally, pedigrees are collected by first identifying an individual who is affected or has an extreme phenotype. Such an individual, who causes the pedigree to be sampled, is known as a proband. Oftentimes the study is designed so that only a restricted group of individuals in a population can become probands. An individual who could potentially become a proband regardless of phenotype is said to be in the proband sampling frame. If the probability that an individual in the proband sampling frame becomes a proband is very small we have the ideal condition known as single ascertainment. The problem of modeling ascertainment accurately is quite difficult and has generated some controversy [30, 31] .
In the literature on VC modeling in family data, two common approaches to ascertainment have been investigated [32, 33] . Both methods assume single ascertainment. The first method uses the likelihood conditional on the trait of interest for the proband exceeding a threshold. The second method uses the likelihood conditional on the actual trait value of the proband. The first method is slightly more efficient if ascertainment is actually performed by selecting a proband whose trait value exceeds a specific value. However, this method is often not applicable.
We suggest a way of implementing the second approach. Suppose that trait 1 is the trait upon which ascertainment is performed. We designate the values of trait 1 for the probands as y j = p , i while all the trait values for the i -th trait are y i . We begin by estimating ␦ 1 by maximizing the conditional univariate log-likelihood ll ( ␦ 1 ; y 1 ) -ll ( ␦ 1 ; y j = p ,1 ). We then estimate ␦ i and ␦ 1 i by maximizing the conditional bivariate likelihoods ll 
A 2 Index of Fit, Model Testing and Model Comparison
The 2 index of fit statistic represents a test of the null hypothesis that the model used is correct versus the alternative hypothesis that the model is saturated. One general measurement of the distance between the fitted model and the saturated model is
Unfortunately, the asymptotic distribution of T is complex. However, by scaling the statistic appropriately it is possible to make T approximately a 2 distribution. Satorra [34] , on pp. 258-259, describes the formulas for two possible ways of scaling the statistic: the mean scaled approach and the mean/variance scaled approach. Let p s be the number of parameters in the saturated model, and p m be the number of parameters in the estimated model. In the mean scaled approach, a scaling factor ( c 1 ) is calculated
In the mean/variance scaled approach, an adjusted number of degrees of freedom ( d 2 ) is first calculated and then a scaling factor is calculated such that E ( c 2 T ) = 2 d 2 . It is then assumed that T mean -var = c 2 T ϳ 2 d 2 . Similar adjustments are available to create 2 difference tests for comparing nested models.
It is possible to implement some of the well-known indices of fit. For example, we could define a comparative index of fit (CFI) [35, 36] . Suppose we are comparing models i and k . Let d i and d k be the associated degrees of freedom and let D i and D k be one of the associated 2 indexes defined above.
The typical rules of thumb, such as a cut off of CFI 1 0.95 [37] , may not apply for the sorts of estimating procedures we are using. The use of indices of fit is controversial. Our own inclination is to maintain the hypothesis-testing framework as much as possible in SEM. We would emphasize that a significant 2 statistic should be carefully investigated. It is not enough to simply report an acceptable fit index when there is strong evidence against the proposed model.
Examples of Linkage and Association
We now briefly suggest some example models that could fit into our framework. We are not necessarily arguing for the correctness of any of the models below as much as demonstrating what can be modeled. Suppose, for example, that we have three measurements for platelet count taken in the teen years approximately a year apart as in Evans et al. [38] . We hypothesize that there is a single latent trait underlying the three measurements. Under this assumption we may develop a model to perform linkage analysis or association analysis as depicted in figure 1 
Results

Simulation Study
To validate our method of fitting the data we performed a simple simulation study. We simulated 300 nuclear families with a random number of siblings generated as 2 + Poisson ( = 2). The model simulated involves 3 observed traits at 3 different time points for a total of 9 traits. The model is depicted in figure 3 and the matrix form for the model may be found in Appendix B. As may be seen, body mass index (BMI) was simulated to be observed without error, while a latent trait LBP was assumed to underlie systolic (SBP) and diastolic (DBP) blood pressure. BMI was simulated to have a random intercept (I) and slope (S). The random slope was simulated as an additive function of a SNP which is segregating in the pedigree. This is an example of a latent growth curve model. We produced 5,000 data sets from this model. To evaluate coverage rates we found the percentage of simulations with confidence intervals that covered the true parameter. The model was simulated and fit by a Matlab script. Table 3 displays the results of our simulation. As may be seen, the parameter estimates are close to unbiased, and the coverage rates are generally quite close to the nominal coverage rates. We also calculated the mean adjusted and mean and variance adjusted tests for goodness of fit under the true model. As may be seen in table 4 , the mean corrected 2 statistic was quite liberal. On the other hand, the mean and variance corrected 2 statistic performed reasonably well. We would point out, however, that our simulation was somewhat limited in its complexity, and we did not attempt to compare our results with other well-known software packages such as Mx [39] .
Discussion
Depending on the problem at hand, there are numerous ways to use the modeling framework we have described. First, we may have no marker data available, but may be interested in building a structural model based on the phenotypes of family members. The framework above will allow us to do this. Second, we may be interested in gene mapping using linkage and/or association. We suggest that it may be best in this case to first develop a model without the use of marker data. We may then proceed to linkage or association using a Wald type test. We note that in the context of multivariate linkage analysis [20, 40] , the testing problem is not necessarily simple and may involve complex asymptotic distributions [41] . It may also be possible to develop robust score tests to evaluate linkage or association one marker per locus at a time across the entire genome efficiently. There may be significant power gains by using a multivariate model that correctly reflects the conditional independencies in the data. Third, it may be possible to create multiple SNP models that utilize our knowledge of the underlying biology (cf. [42] ). Fourth, we may be interested in estimating the effect size of known genes. It is also possible, using our approach, to dissect the direct and indirect effects. Fifth, we may be interested in using the marker data to help us determine the causal connections within the data. This is often referred to as Mendelian randomization. We note, however, that instrumental variable models in SEM may not be robust to weak instruments [43] . Other methods exist which may work better in such situations [44] . Several works that attempt to infer causal relations using marker data include the work of Li et al. [45] and Chaibub Neto et al. [46] .
In the future, we plan to extend the framework discussed above to include ordinal and other categorical traits and multigroup analysis. Multigroup analysis would allow the modeling of certain forms of gene ! gene and gene ! environment interaction. We also plan to do some simulation experiments and show some examples of how the framework may be used in real data. We are in the process of implementing our framework in an R package that will be made available as a free download. The Matlab code used in our simulation is available upon request. 
