Abstract. By exploiting the theory of linear inequalities, new bounds for the real eigenvalues of a real matrix are derived, along with sufficient conditions for matrix games to be completely mixed, for determinants to be positive, etc. TBf simple observation on which the derivation of new results and the unification of old results are based is that the typical conditions of diagonal dominance which insure the nonsingularity of matrices are essentially systems of linear inequalities on the rows of the matrices. I. Introduction. Our purpose in this note is to derive and unify some old and new results on matrix games, and on bounds for eigenvalues, as simple consequences of the viewpoint of the theory of linear inequalities. We consider real matrices of order n, typically denoted by A = (a¿¿). A well-known sufficient condition for such a matrix to be nonsingular is
I. Introduction. Our purpose in this note is to derive and unify some old and new results on matrix games, and on bounds for eigenvalues, as simple consequences of the viewpoint of the theory of linear inequalities. We consider real matrices of order n, typically denoted by A = (a¿¿). A well-known sufficient condition for such a matrix to be nonsingular is (1.1) |o«l>Z|a*i|, i= 0, ••• ,n -1.
If we imagine that the matrix has been multiplied suitably by a diagonal matrix, in order that the new diagonal elements be nonnegative, then we may rewrite Our object in this note is to characterize all possible sets of n matrices Mo, • • • , Mn-i, such that (1.3) implies A is nonsingular (Theorem 1). As applications, we shall discover new classes of such matrices {Mi}, unifying material in [1] , [2] and [3] on "completely mixed" games, new conditions for some matrices to have positive determinant, and new results on bounds for real eigenvalues of real matrices.
II. Main Theorem. From (2.4), by the hyperplane separation theorem for cones, we infer that there exists a vector z< such that (y, Zi) < 0, z/Mi ^ 0.
Since we know there exists u, satisfying w,-Mi > 0, we could replace z,-in the above inequalities by z, + atUi for ai a small positive number, and obtain, for the new z¡, (2.6) (y, Zi) < 0, z/Mi > 0.
Similarly, from (2.5), we infer the'existence of w( such that (2.7) (y, Wi) > 0, w/Mi > 0.
From (2.6) and (2.7), we see that there exists a positive combination of z( and Wi, orthogonal to y. Call that vector A,. We then have (2.8) (y, Ai) = 0, A/Mi > 0.
In this manner, we construct a matrix A which is singular, yet satisfies (1.3).
III. Application. We now turn to the question of finding matrices {Mi}, other than those mentioned in the Introduction, for which (2.2) holds. Let us first describe a general method for discovering some classes {M¡\, and consider particular instances in the next section. Let u be any nonzero vector in Rn, and let L = {x \(x, u) =0}. In L, choose n vectors Vo, ■ ■ ■ , vn-i such that x Ç L implies a; is a nonnegative combination of at most n - Therefore, U (± d) = Rn.
As an illustration of the foregoing, we prove Proof. We shall only treat case (a), the proofs of the other cases being similar. By virtue of what has gone before, all we need prove is that the determinant of the matrix obtained by replacing the z'th row of A by the vector u is not zero, and has the same sign as \ A |. Observe that the new matrix satisfies the conditions of case (a), except that the strong inequalities are replaced by weak inequalities. Since the determinant of a matrix is a continuous function of its entries, it follows that the determinant, if not zero, has the same sign as the determinant of A. Suppose y is a vector annihilated by the new matrix. Then, since y is orthogonal to u, y £ L. Therefore, y is a nonnegative combination of at most n -1 of the vectors {v¡j. Suppose that the vector omitted in this nonnegative combination is vk, k ¿¿ i. Then, since At makes a positive inner product with each vector in {vi} other than vk, Ak could not be orthogonal to y. If the vector omitted is vt, replace y by -y. It cannot happen that, also for -y, the vector omitted is again y<, for it is easy to show that the cone in L formed by any n -1 of the v's is pointed. Thus, the new matrix cannot be singular, and our theorem is proven.
In the case when 0n_i = 1 (land all other ß{ are zero), Theorems 1 and 2 include the results of [3] . In the case when all ß> are the same (i.e., 1/n) our theorem gives another easy sufficient condition for a matrix game to be "completely mixed." These results dispose of the "sticky" example cited in [1] and [2] , IV. Bounds for Real Eigenvalues of Real Matrices. It is well known [4] that, from conditions on the coefficients of a matrix which insure nonsingularity, one may derive bounds for the eigenvalues of that matrix. In order to apply the foregoing results, it is useful for us to first state an alternative form of Theorem 2. Proof. Going back to Theorem 1, the only change we have made in Theorem 2 is to replace C,, for i 6 S, by -Ci. By virtue of (2.2), this change does not affect the nonsingularity of A. It is simplest for us to consider the case of Theorem 2 in which all ßi are 1/n. / . aij < n mm aij,
