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Abstract
We demonstrate the existence of a one-parameter family of initial data for the
vacuum Einstein equations in five dimensions representing small deformations of
the extreme Myers-Perry black hole. This initial data set has ‘t − φi’ symmetry
and preserves the angular momenta and horizon geometry of the extreme solution.
Our proof is based upon an earlier result of Dain and Gabach-Clement concerning
the existence of U(1)-invariant initial data sets which preserve the geometry of
extreme Kerr (at least for short times). In addition, we construct a general class
of transverse, traceless symmetric rank 2 tensors in these geometries.
1 Introduction
Einstein’s equations admit an initial-value formulation, with Cauchy data specified by
the triple (Σ, h,K) where Σ is a Riemannian manifold equipped with a metric tensor h
andK represents the second fundamental form of Σ, regarded as a spacelike hypersurface
of spacetime. The field equations, together with the Gauss-Codazzi equations, impose
the constraints
Rh −KabKab + (trK)2 = 8πµ
∇b (Kab − trKhab) = −4πja (1)
where Rh is the scalar curvature of (Σ, h) and (µ, j) are the local energy density and mo-
mentum current respectively. The complete proof that solutions to the constraints evolve
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into a unique maximal development, for sufficient regularity, is a significant achievement
(see e.g. [1] and for a concise summary [2]) . It is an important problem to actually
construct initial data with desired properties. This involves identifying the freely speci-
fiable ‘degrees of freedom’ and then determining whether a corresponding solution exists
and is unique.
A useful approach to achieve this is the conformal method ([3, 4, 5]). In the special
case of data with constant mean curvature (trK = const) the problem reduces to solv-
ing a conformally invariant system of equations for the conformal factor and a vector
field which generates the extrinsic curvature. For spatially closed and asymptotically
Euclidean initial data sets, one can prove existence using the conformal method [4] (for
spacetime dimension D ≥ 4). Subsequently, Maxwell [6] constructed asymptotically Eu-
clidean initial data with apparent horizon boundary conditions (in particular, he treated
the case with multiple disconnected apparent horizons). This case is naturally relevant
to black holes.
While the above results are powerful in their generality, one can also consider the
existence of initial data with very specific geometrical properties. This paper will be
concerned with initial data sets which have one Euclidean end and one cylindrical end.
Roughly, the latter means an initial data set (Σ, h) has an asymptotic end which is
diffeomorphic to R×N where N is a compact manifold. A systematic analysis of initial
data on manifolds with cylindrical ends was performed in [7, 8]. In particular, existence
of solutions of Lichnerowiscz’s equation is proved using the powerful barrier method [9].
The purpose of our analysis, however, is to prove the existence of a rather specific class
of perturbed initial data with additional properties (e.g. preserving angular momenta
of the background data). We will make clear at the end of this section how our results
are related to [7, 8].
Initial data sets with cylindrical ends arise within the context of stationary, extreme
black holes. Extreme black holes with degenerate Killing horizons have vanishing surface
gravity κ = 0, and in the limit as one approaches the horizon, Einstein’s equations
decouple in a precise manner into a set of equations defined only on the horizon [10].
This gives rise to the notion of a near-horizon geometry, which if often thought of as an
infinite ‘throat’ region in the spacetime (indeed the proper length to a spatial section of
the horizon is infinite).
Extreme black holes have attracted a great deal of interest in recent years. Due to the
decoupling described above, classifying near-horizon geometries is tractable and yields
important information on the full space of extreme solutions (e.g. allowed geometries
and topologies of spatial cross sections). Furthermore, extreme black hole geometries
saturate a number of geometric inequalities which must hold for initial data sets and
for marginally outer trapped surfaces in four dimensions [11, 12, 13] (see also [14] for
work on the latter problem in D > 4). Finally, extreme black holes have the simplest
microscopic description within string theory, and so are an important testing ground
for various calculations in quantum gravity, the most well-known of which is black hole
entropy counting. Recently, due to the work of Aretakis and others [15, 16, 17, 18, 19],
extreme black holes have been shown to be unstable to a certain horizon instability. An
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alternative approach to studying the non-linear instability of the extreme Kerr-Newman
family using perturbations of the initial data of extreme Reisnner-Nordstsrom also has
recently appeared [20].
A spacelike slice of such a near-horizon geometry has the form of the geometry of a
cylindrical end, where N ∼= H , a spatial cross-section of the horizon. Hence initial data
for an asymptotically flat extreme black hole has one asymptotic Euclidean region and
an asymptotically cylindrical end. The simplest example of this occurs for initial data of
the extreme M =
√
J Kerr black hole [5]. These authors, using the conformal method
alluded to above, proved that there exists a one-parameter family of axisymmetric initial
data of the vacuum Einstein equations which preserve the asymptotic behaviour, angular
momenta, and area of the cylindrical end (this area corresponds to the area of the spatial
sections of the horizon of the Kerr black hole). In particular, as a consequence of the
geometric inequalities, one can show the energy of any member of this family must
be strictly greater than that of the extreme Kerr initial data. Note that the solutions
satisfy weak regularity conditions (i.e. they belong to a certain Sobolev space) and in
particular are not generically smooth, let alone analytic. This last distinction could be
important when considering the evolution of this initial data. The extreme Kerr black
hole is known to be the unique (analytic) vacuum, stationary, rotating asymptotically
flat spacetime containing a single degenerate horizon [21][22, 23] . Hence the evolution
of the initial data sets discussed above could settle down to non-analytic asymptotically
flat (possibly stationary) extreme black holes. Of course, we cannot address this issue
without understanding the evolution.
It is natural to investigate the possibility of extending the result of [5] to extreme,
five-dimensional black holes. The simplest candidate would be extreme Myers-Perry
black hole [24], which is qualitatively similar to Kerr. A maximal slice can be found
with U(1)2 isometry and has topology R × S3 [25]. However there are two main dif-
ferences as one moves from n = 3 to n = 4 spatial dimensions. First, it turns out we
will have to construct solutions of the constraint equations which belong to Bartnik’s
weighted Sobolev spaces W ′k,pδ [26]. Our asymptotic fall-off conditions at the Euclidean
end and cylindrical end require kp > n (see Lemma A.1 in [5]). We only require weak
differentiability to second order, so we take (k, p, δ) = (2, 3,−1)1 whereas in the analysis
of [5], (k, p, δ) = (2, 2,−1/2). The latter spaces are weighted Hilbert spaces, which prove
extremely useful in the elegant construction given in [5]. Second, we require five scalar
functions to characterize our data as opposed to two and our geometries have U(1)2
symmetry which complicates the parameterization of the extrinsic curvature.
Our main result is Theorem 3.1 and it can be informally stated as follows:
There exists a one parameter, U(1)2-invariant, maximal family of solutions to Einstein’s
constraint equations. This family of data is second order differentiable with respect to an
appropriate norm and it has the same angular momentum and area of the event horizon
1One could also take (k, p, δ) = (3, 2,−1) but this leads to a stronger regularity condition for a
particular elliptic operator and the functions in the background metric do not satisfy this regularity.
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of an extreme Myers-Perry black hole. Moreover, the geometry of this family is close
(in a suitable sense) to the extreme Myers-Perry initial data set.
It is important to clarify what is new about this result and how it is related to the
analysis of [7, 8]. In particular, Theorem 6.1 of [7] asserts the existence of a class of
solutions to Lichnerowicz’s equation for complete initial data with non-negative scalar
curvature and strictly positive scalar curvature on cylindrical ends. These results are
quite powerful and general in that no symmetry assumptions are made on the data.
However, if one wishes to impose additional conditions (e.g. axisymmetry) on the data,
one might be interested if there exists special families of data with the same ADM
energy, conserved angular momenta and/ or area of the cylindrical end. This work is
concerned with finding a class of initial data suitably close to the extreme Myers-Perry
data that preserves the angular momenta and area of its cylindrical end. This data
can be interpreted as perturbations of extreme Myers-Perry. To prove this result, we
need to first consider a more general problem of finding transverse, traceless symmetric
rank 2 tensors on U(1)2-invariant geometries which generalizes [27]. To the best of our
knowledge, this work has not appeared before and should be useful in various contexts
when considering initial data with symmetries.
This paper is organized as follows. In Section 2 we discuss the maximal slices of the
extreme Myers-Perry solution. Section 3 states our theorem and Section 4 provides most
of the technical details in the proof. We conclude with a discussion. The appendices
collects a number of useful theorems which we use in our proof, and some technical
properties of the Myers-Perry solution which we use to establish our result.
2 Initial Data with U(1)2 symmetry
In this work we consider general initial data sets (Σ, h,K) which are invariant under
U(1)2 isometry. In addition we will restrict attention to maximal slices, i.e. trK = 0.
Finally, as explained in detail below, the Myers-Perry maximal initial data set of interest
has a further useful property (‘t−φi’ symmetry) and we will impose this on our class of
initial data sets as well. In the following for convenience we will simply refer to initial
data satisfying these various conditions as ‘biaxisymmetric’.
2.1 Extreme Myers-Perry black hole and initial data
Our starting point is the five-dimensional vacuum Myers-Perry black hole (M, g) with
metric [28]
g = −dt2 + µ
Σ
(
dt+ a sin2 θdϕ+ b cos2 θdψ
)2
+
r˜2Σ
∆(r˜)
dr˜2 + Σdθ2
+
(
r˜2 + a2
)
sin2 θdϕ2 +
(
r˜2 + b2
)
cos2 θdψ2 (2)
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Figure 1: Carter-Penrose diagram of extreme Myers-Perry black hole. The gray region
is domain of outer communication=DOC
where
Σ = r˜2 + b2 sin2 θ + a2 cos2 θ, (3)
∆(r˜) =
(
r˜2 + a2
) (
r˜2 + b2
)− µr˜2. (4)
The solution is parameterized by (µ, a, b) with orthogonally transitive isometry group
Rt ×U(1)2, where R is the time translation symmetry and U(1)2 is the rotational sym-
metry generated by ∂ψ and ∂ϕ. Here (r˜, θ) parameterize the two-dimensional surfaces
orthogonal to orbits of the isometry group. We take µ > 0 so that the mass of the
spacetime M > 0 and without loss of generality we take a, b > 0. The horizons of this
black hole are located at the roots of ∆(r˜), denoted r˜H±. The metric is written in a
chart that covers the black hole exterior r˜H+ < r˜ < ∞. In addition 0 < θ < π/2, and
ψ, φ are periodic with period 2π. As is well known, the solution is qualitatively similar
to the Kerr solution. In the extreme limit, µ = (a + b)2 and ∆(r˜) = (r˜2 − ab)2. We
define a new radial coordinate r2 = r˜2 − ab, resulting in
g = −dt2 + µ
Σ
(
dt+ a sin2 θdϕ+ b cos2 θdψ
)2
+
Σ
r2
dr2 + Σdθ2
+
(
r2 + ab+ a2
)
sin2 θdϕ2 +
(
r2 + ab+ b2
)
cos2 θdψ2. (5)
where r > 0. There is a degenerate Killing horizon located at r = 0, which can be
seen by transforming to an adapted Gaussian coordinate system. The mass and angular
momenta are easily evaluated using Komar integrals, giving
M =
3π
8
µ, Jϕ =
πµa
4
, Jψ =
πµb
4
. (6)
The extremality condition can be written
M3 =
27π
32
(Jψ + Jϕ)2 (7)
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Consider a spacelike hypersurface Σ corresponding to a t = constant slice in the above
geometry. The induced metric and extrinsic curvature Σ is easily found to be
h =
Σ
r2
dr2 + Σdθ2 +
(
a2 sin2 θµ
Σ
+
(
r2 + ab+ a2
))
sin2 θdϕ2 + 2
ab cos2 θ sin2 θµ
Σ
dϕdψ
+
(
b2 cos2 θµ
Σ
+
(
r2 + ab+ b2
))
cos2 θdψ2 (8)
K = −aµ (r
2 + ab+ b2) (Σ + r2 + ab+ a2)
Σ2
√
gttr3
sin2 θdrdϕ+
aµ(a2 − b2) cos θ sin3 θ
Σ2
√
gtt
dθdϕ
− bµ (r
2 + ab+ a2) (Σ + r2 + ab+ b2)
Σ2
√
gttr3
cos2 θdrdψ +
bµ(a2 − b2) cos3 θ sin θ
Σ2
√
gtt
dθdψ
(9)
Although not time-symmetric, this initial data has in addition ’t−φi’ symmetry (under
the simultaneous diffeomorphisms (ϕ, ψ) → (−ϕ,−ψ) h is invariant and K reverses
sign) [29]. This symmetry in particular implies trK = 0, i.e. the slices are maximal.
The triple (Σ, h,K) forms a vacuum maximal initial data set (i.e. a solution of (1) with
µ = j = 0) for the extreme black hole exterior:
Rh −KabKab = 0 ∇bKab = 0 (10)
The pair (Σ, h) represents a Riemannian manifold with one asymptotically flat end and
one asymptotically cylindrical end. Σ is diffeormorphic to R × S3 ∼= R4\{0} [25] and
the spatial metric (8) is a cohomogeneity two, asymptotically flat metric that extends
globally onto Σ. The metric has the following fall off conditions at its asymptotically
flat end:
hab = δab +O(r−2), ∂hab = O(r−3) (11)
Kab = O(r−4), ∂Kab = O(r−5) (12)
where δ is the Euclidean metric on R4. To investigate the geometry of (8) as r → 0, per-
form the transformation s = − ln r. This reveals a new asymptotic region corresponding
to the limit s→∞ with geometry
h = σ(θ)
[
ds2 + dθ2 +
(a+ b)2
σ(θ)2
(
a2 sin2 θdϕ2 + b2 cos2 θdψ2 + ab
[
cos2 θdϕ+ sin2 θdψ
]2)]
(13)
K =
µ
√
ab(a cos2 θ + b sin2 θ + a)√
(a cos2 θ + b sin2 θ)3(a+ b)3
sin2 θdsdϕ+
µ
√
ab(a cos2 θ + b sin2 θ + b)√
(a cos2 θ + b sin2 θ)3(a + b)3
cos2 θdsdψ
It can be shown that the (θ, ϕ, ψ) part of the metric can be globally extended to an
inhomogeneous metric on S3 [30]. Thus as r → 0 (Σ, h) has a cylindrical end with
geometry R× S3. A schematic diagram of the slice (Σ, h) is given in Figure 2(a).
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(a) Spatial slice of
an extreme black hole
with one cylindrical
end and one asymp-
totic end.
H
(b) Spatial slice of an non-
extreme black hole with two
asymptotic ends.
Figure 2: Slice of Myers-Perry solution in extreme and usual cases
2.2 Biaxisymmetric Initial Data
Our goal is to construct initial data which represent deformations of the Myers-Perry
initial data discussed above. The strategy, following [31], is to use the conformal method
to reduce the problem to an elliptic PDE for a single scalar field. First however, we will
need to parameterize our initial data sets appropriately, to isolate the functional degrees
of freedom. For the biaxisymmetric data sets under consideration, there is a convenient
way to achieve this, which generalizes the approach for axisymmetric three-dimensional
initial data sets.
Consider an asymptotically flat spacetime with an isometry group which admits an
U(1)2 subgroup. We now briefly review the computation of angular momenta from the
twist potentials (see [14] for a general discussion with U(1)D−3 rotational symmetries).
We will denote the generators of rotational symmetries as mi, i = 1, 2. The orbits of
the mi have period 2π. For simplicity, assume there is one asymptotic end and let S
3
∞
represent the sphere at spatial infinity. We will take n and s to be unit timelike and
spacelike vector fields which span the tangent space normal to S3∞. As is well known,
one can define conserved angular momenta from the Komar integrals
Ji =
1
16π
∫
S3
∞
⋆dmi =
1
16π
∫
S3
∞
inisdmi dS (14)
where dS represents the volume element on S3∞. The vacuum equations imply the
following one-forms are closed:
λi = ⋆(m1 ∧m2 ∧ dmi) (15)
and we may therefore define local twist potentials ωi satisfying dωi = λi. We assume
that the spacetime is simply connected so the ωi are globally defined. We can then
evaluate the Ji in terms of these twist potentials as follows. Using the fact the mi
generate commuting isometries and applying an interior derivative with respect to mi,
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we find
dmi =
1
detgij
[im1im2 ⋆ λi + (g(m1, m2)dg2i − g(m2, m2)dg1i)m1
+ (g(m1, m2)dg1i − g(m1, m1)dg2i)m2] (16)
where g(mi, mj) = mi ·mj and detgij = g(m1, m1)g(m2, m2) − (g(m1, m2))2. Thus we
find
inisdmi =
inisim1im2 ⋆ dωi
detgij
(17)
Define the one-form
ξ ≡ (det gij)−1/2 ⋆ (n ∧ s ∧m1 ∧m2)→ ξa = (det gij)−1/2ǫabcdenbscmd1me2 (18)
It can be checked that ξ has unit length and is orthogonal to remaining members of the
co-frame (n, s,mi) (and in particular is tangent to S
3
∞). We may then define a coordinate
x such that ξ is proportional to dx, i.e. ξ =
√
gxxdx. As discussed in precise detail in [14],
x parameterizes S3∞/U(1)
2 and we normalize it so −1 ≤ x ≤ 1 where x = ±1 correspond
to the poles where the mi vanish. We then have inis ⋆ dmi = (det gij)
−1/2ξ · dωi and so
Ji =
1
16π
∫
S3
∞
(det gij)
−1/2 (ξ · (dωi)) dS = π
4
∫ 1
−1
∂ωi
∂x
dx =
π
4
(ωi(1)− ωi(−1)) (19)
It is useful in the following to work with respect to the preferred tetrad (n, s, ξ,mi).
For concreteness we introduce the vector fields ηa = ma1 and γ
a = mb2 with associated
scalar products ηaηa = η, η
aγa = L, γ
aγa = γ, and H = det gij = ηγ−L2. One can write
the metric in this basis as
gab = −nanb + sasb + ξaξb + γ
H
ηaηb +
η
H
γaγb − 2L
H
η(aγb) (20)
In this notation, the expression (16) is
∇¯kηl = 1
2H
ǫaijlkηiγjλ1a +
2
H
γj∇¯[kη|j|P l] + 1
H
∇¯[kηBl] + 1
H
γj∇¯jηη[lγk] (21)
∇¯kγl = 1
2H
ǫaijlkηiγjλ2a +
1
H
∇¯[kγP l] + 2
H
ηj∇¯[kγ|j|Bl] + 1
H
γj∇¯jηη[lγk] (22)
where P k ≡ ηγk − Lηk, and Bk ≡ ηkγ − Lγk. As in four dimensions, we will now
establish sufficient conditions under which one can construct the extrinsic curvature
from potentials. We will restrict attention to initial data that are invariant under the
biaxial U(1)2 symmetry, i.e. (Σ, h) admits an U(1)2 acting as isometries and LmiK = 0
where once again we denote the generators of the rotational symmetries by mi. We are
of course interested in spacetimes with U(1)2 isometry, and one can always find initial
data surfaces with this symmetry; conversely, given initial data with these symmetries,
the evolution will preserve the symmetry, although they may be ‘hidden’ [32]. To begin,
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it is easiest to introduce a tetrad for the metric on the spacelike slice such that (in the
rest of this note, we will use Latin indices a, b . . . to run over 1 . . . 4)
hab = qab + hijm
i
am
j
b (23)
where qab = sasb+ξaξb is the part of the metric orthogonal to the surfaces of transitivity
of the U(1)2 action and hij = mi · mj . In terms of the spacetime tetrad presented
earlier, one can think of hab as the metric induced on the surface with normal n, i.e.
hab = gab + nanb. We then have
h = qab +
γ
H
ηaηb +
η
H
γaγb − 2L
H
η(aγb) (24)
Now consider a maximal slice trK = 0 with a given extrinsic curvature tensor Kab. The
square of this tensor, which appears in the constraint equations (1), can be computed
in the frame defined above:
KabK
ab = KabKcdh
achbd
= KabKcdq
acqbd +
(
Kabη
aηb
)2 γ2
H2
+
(
Kabγ
aγb
)2 η2
H2
+
(
Kabη
aηb
) (
Kabγ
aγb
) 4L2
H2
+
2γη
H2
(
Kabη
aγb
)2 − 2Lγ
H2
(
Kabη
aηb
) (
Kcdη
cγd
)− 2Lη
H2
(
Kabη
aγb
) (
Kcdγ
cγd
)
+
2γ
H
S2aS
2a +
2η
H
S1aS
1a − 4L
H
S1aS
2a (25)
where the Sia are defined as
S1a ≡ Kabηb +
L
H
γaKcdη
cηd − γ
H
ηaKcdη
cηd +
L
H
ηaKcdγ
cηd − η
H
γaKcdγ
cηd (26)
S2a ≡ Kabγb +
L
H
ηaKcdγ
cγd − η
H
γaKcdγ
cγd +
L
H
γaKcdγ
cηd − γ
H
ηaKcdγ
cηd, (27)
One can easily check that S1a and S
2
a are each orthogonal to γ
a and ηa and they are invari-
ant under Lie derivatives with respect to γa and ηa. Furthermore, because Kab satisfies
the momentum constraint, ∇aKab = 0, one can deduce that the Si are divergenceless;
d ⋆ Si = 0. Now define the one-forms
Ki = ⋆(Si ∧m2 ∧m1) (28)
which in our basis take the form
K1a = ǫabcdS1bγcηd, K2a = ǫabcdS2bγcηd (29)
We note these forms are closed, i.e.
dKi = im2im1d ⋆ Si = 0 (30)
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We then define the potentials ω¯i by
Ki = −dω¯i
2
(31)
These ω¯i are in fact the pullback to Σ of the spacetime twist potentials ωi defined in the
previous section. The proof of this statement is similar to the three dimensional case
given in [33], using the expression (21). Hence as we are working at the level of initial
data we will simply use ωi from now on. One can invert these expressions to find
Si =
1
H
im2im1 ⋆Ki =
1
2H
im1im2 ⋆ dω
i (32)
In our tetrad basis,
S1a = −
1
H
ǫabcdγ
bηcK1d = 1
2H
ǫabcdγ
bηcdω1d S2a = −
1
H
ǫabcdγ
bηcK2d = 1
2H
ǫabcdγ
bηcdω2d
(33)
Now we define a symmetric, divergence free, and trace free tensor field
K¯ab :=
2
H
[ (
ηS2(aγb) − LS1(aγb)
)
+
(
γS1(aηb) − LS2(aηb)
) ]
. (34)
Then the full contraction of this tensor is
K¯abK¯
ab =
2
H
[
γS1aS
1a + ηS2aS
2a − 2LS1aS2a
]
(35)
Now assume the initial data has t − φi symmetry as defined in [29]. Here φi are coor-
dinates adapted to the commuting Killing fields mi. Then: 1) ∂/∂φ
i are Killing vector
generator of U(1)2 isometry group of (Σ, hab), and 2) φ
i → −φi is a diffeomorphism
which preserves hab but reverses the sign of Kab. This is equivalent to the following
conditions
1. Kabη
aηb = Kabγ
aγb = Kabγ
aηb = 0
2. Kabq
acqbd = 0
By condition (1) all terms of (25) are zero except the last three ones, also by definition
of Sia we have
S1a = Kabγ
b S2a = Kabη
b (36)
Moreover, by condition (2) we have
0 = Kabq
acqbd
= Kab
(
hac − γ
H
ηaηc − η
H
γaγc +
2L
H
ηaγc
)(
hbd − γ
H
ηbηd − η
H
γbγd +
2L
H
ηbγd
)
= Kcd − 2
H
[ (
ηS2(cγd) − LS1(cγd))+ (γS1(cηd) − LS2(cηd))
]
= Kcd − K¯cd (37)
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Then we see that an arbitrary maximal t− φi-symmetric extrinsic curvature tensor can
be constructed from the twist potentials ωi:
Kab = K¯ab (38)
We emphasize that in general, one cannot construct the complete extrinsic curvature
tensor directly from twist potentials. Although we are not going to use the following, it
is interesting to see the relationship between the form of the extrinsic curvature given
in (38) and the expression given in [29], valid in t− φi symmetry:
Kab = J
i
(aφ
i
b) i = 1, 2 (39)
(see also [25]). We then have
J1a =
2
H
(
ηS2a − LS1a
)
, J2a =
2
H
(
γS1a − LS2a
)
(40)
3 Main result
The classical method to prove the existence of solutions to the constraint equations is
the conformal method. In the case of extreme Myers-Perry with initial data we defined
in section 2.1 (Σ, hab, Kab) we can write the metric in the following conformal form
hab = Φ
2
0 h˜ab. (41)
with
h˜ = e2U
(
dρ2 + dz2
)
+ σ′ijdφ
idφj (42)
where ρ = 1
2
r2 sin 2θ ,z = 1
2
r2 cos 2θ, det σ′ij = ρ
2, φ1 = ϕ, and φ2 = ψ. The conformal
factor Φ0 and the functions U and σ
′
ij in the metric are defined and studied in Appendix
B. We may also write
Kab = Φ
−2
0 K˜ab. (43)
and by section 2.2, t−φi symmetry of the initial data implies we may express the second
factor as
K˜ab =
2
ρ2
[(
σ′22S˜
1
(aηb) − σ′12S˜2(aηb)
)
+
(
σ′11S˜
2
(aγb) − σ′12S˜1(aγb)
)]
(44)
where γa =
(
∂
∂ϕ
)a
, ηa =
(
∂
∂ψ
)a
and
S˜1a =
1
2ρ2
ǫ˜abcdγ
bηc∇˜dωϕ, S˜2a =
1
2ρ2
ǫ˜abcdη
bγc∇˜dωψ (45)
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where the twist potentials ωi are given in Appendix B and ǫ˜abcd and ∇˜ are respectively
the volume element and the connection associated to h˜ab. This particular form of ex-
trinsic curvature implies ∇˜aK˜ab = 0 and so it satisfies (10). We will perturb about this
solution (i.e. we freely specify variations of the functions appearing in the metric h˜ with
appropriate fall-off behaviour) and demonstrate the existence of a conformal factor Φ
that solves the constraint equations, yielding a new family of initial data (Σ, hab, Kab)
where Φ0 is replaced by Φ above. More precisely, our main result is
Theorem 3.1. Let (Σ, hab, Kab) be the maximal biaxisymmetric initial data set of ex-
treme Myers-Perry described in section 2.1 with angular momenta Jϕ and Jψ and mass
M . Then there is a small λ0 such that for −λ0 < λ < λ0 there exists a family of initial
datasets (Σ, hλab, K
λ
ab) (i.e. solutions of the constraints on Σ) such that:
1. For λ = 0 the family of initial data is that of extreme Myers-Perry initial data, i.e.
(Σ, hab, Kab). The family is differentiable in λ and it is close to extreme Myers-
Perry with respect to an appropriate norm which involves two derivatives of the
metric.
2. The data have the same asymptotic geometry as the extreme Myers-Perry initial
dataset. The angular momenta and the area of the cylindrical end in the family
do not depend on λ; they have same value as in (Σ, hab, Kab), namely Jϕ, Jψ and
A0 , respectively.
3. The family of data are biaxisymmetric and maximal (i.e trKλ = 0).
An important parameter of an initial data set with a cylindrical end is the area of a
cross-section. If A(r) is the area of constant r, we have
A0 = lim
r→0
A(r) = 2π2µ2
√
ab. (46)
This corresponds to the area of the event horizon of the corresponding extreme Myers-
Perry black hole. Consider a member of the family of initial data set (Σ, hλab, K
λ
ab) for
fixed λ 6= 0. By an argument similar to that given in [5], the fall-off of the lapse and
shift can always be selected so that the geometry of the cylindrical end and its area will
be preserved, for sufficiently short times.
4 Proof of main result
We now turn to the derivation of the result discussed in the previous section.
Proof. Let (Σ, hab, Kab) be the maximal initial data set (given in Appendix C) of the
extreme Myers-Perry black hole. These satisfy the constraint equations:
R −KabKab = 0, (47)
∇aKab = 0. (48)
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To construct a solution of these constraint equations we use classical conformal method
with rescaling
hab = Φ
2
0h˜ab, Kab = Φ
−2
0 K˜ab. (49)
where h˜ab and K˜ab are defined in equations (42) and (44), respectively. In conformal
data the constraint equations are
∆h˜Φ0 −
1
6
R˜Φ0 +
1
6
K˜abK˜
abΦ−50 = 0. (50)
∇˜bK˜ab = 0. (51)
By construction K˜ab in section 2.2 is always divergence-free and traceless, so the mo-
mentum constraint equation (51) is automatically satisfied and we need only consider
the Lichnerowicz equation (50). The Laplace operator associated with the metric (42)
(for any U, σ′ij) in biaxial symmetry can be written
∆h˜Φ =
e−2U
r2
∆4Φ (52)
Where Φ is an arbitrary function of only r and θ and ∆4 is the flat four dimensional
Laplace operator respect to metric
δ4 =
1
2
√
ρ2 + z2
(
dρ2 + dz2
)
+
(√
ρ2 + z2 − z
)
dϕ+
(√
ρ2 + z2 + z
)
dψ2
= dr2 + r2dθ2 + r2 sin2 θdϕ+ r2 cos2 θdψ2 (53)
The scalar curvature of the metric (42) is
R˜ = e−2U
(
−2∆2U + det dσ
′
2ρ2
)
≡ e
−2U
r2
R˜0 (54)
where ∆2 is the Laplacian with respect to the flat 2 dimensional metric i.e. δ2 = dρ
2+dz2.
The extrinsic curvature is
K˜abK˜
ab =
e−2U
2ρ4
[
σ′11(dωψ)
2 + σ′22(dωϕ)
2 − 2σ′12(dωϕ) · (dωψ)
]
≡ e
−2U
r2
K˜20 (55)
where · is the inner product with respect to δ2. Then the Lichnerowicz equation (50)
for the conformal triple (Σ, h˜ab, K˜ab) is
∆4Φ0 − R˜0
6
Φ0 +
K˜20
6Φ50
= 0 (56)
We now perturb equation (56) about the solution given by the maximal initial data for
the extreme Myers-Perry black hole by taking
U → U + λU1
σ′ij → σ′ij + λσ¯ij
ωϕ → ωϕ + λω1
ωψ → ωψ + λω2 (57)
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for a fixed set of U(1)2-invariant functions U1, σ¯ij , ω1, ω2, and small λ, and then seek a
solution Φ of the form
Φ = Φ0 + u. (58)
where u is a function to be determined. Inserting (57) and (58) into (56), we have
E(λ, u) = 0. (59)
where
E(λ, u) = ∆4 (Φ0 + u)− 1
6
R˜λ (Φ0 + u) +
K˜2λ
6(Φ0 + u)5
(60)
where R˜λ and K˜
2
λ are obtained from R˜0 and K˜0 using the transformation (57). If we
plug in λ = 0 in equation (60), we have equation (56). Then to prove theorem 3.1, it is
enough to show existence and uniqueness of the solution of equation (59) and this will
be done in the next lemma. We then obtain a family of solutions (Σ, hλab, K
λ
ab) to (47)
and (48) with hλab = Φ
2h˜λab and K
λ
ab = Φ
−2K˜λab.
Lemma 4.1. Let ω1, ω2 ∈ C∞c (R4\Γ) and U1, σ¯ij ∈ C∞c (R4\{0}). Then, there exists
λ0 > 0 such that for all λ ∈ (−λ0, λ0)
1. There exists a solution u(λ) of (59) belonging to W
′2,3
−1 . (for clarify we suppress
the r− and θ− dependence of u(λ)).
2. u(λ) is continuously differentiable in λ and Φ0 + u(λ) > 0.
3. u(λ) is the unique solution of (59) for small u and small λ.
Remark 4.1. Here Γ ≡ {ρ = 0} is the axis on which the Killing part of (42) becomes
degenerate (i.e. at least one combination of ∂/∂ψ and ∂/∂φ vanishes).
Here W
′2,3
−1 is one of Bartnik’s weighted Sobolev spaces (appendix A). This space is
consistent with the desired fall-off conditions of the solution u at the cylindrical end
and asymptotically flat end. Moreover, we do not expect u to be regular at the origin.
By section 2.2 we know the angular momenta are equal to the difference to potentials
evalauted on the endpoints of the axis (parameterized here by θ). Therefore, with the
requirement that ω1, ω2 ∈ C∞c (R4\Γ) the angular momenta are preserved by the family
of deformations, which implies part 2 of Theorem 3.1.
4.1 Proof of Lemma
The main tool we use to establish the Lemma is the implicit function theorem (see
Appendix B of [5]). The argument closely parallels that given in [5] and proceeds as
follows. Firstly, we select appropriate Banach spaces X ,Y , and Z as required for the
implicit function theorem. Then we find neighbourhoods Ox ⊂ X and Oy ⊂ Y for
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which the map E : Ox × Oy → Z is well-defined. Care must be given to select Banach
spaces that satisfy the fall-off conditions on the functions U , σij , Φ0, ωϕ, and ωψ at
infinity and singular behavior at the origin of the function Φ0. Since the solution need
not be regular at the origin (we are working on R4−{0}) we cannot select the standard
weighted Sobolev spaces W 2,3−1 . To begin we verify that E : Ox × Oy → Z is C1 . Next
we show that D2E(0, 0) (which is defined in equation (70)) is an isomorphism between
Y and Z. The implicit function theorem is then used to conclude the existence of a
uqniue u with the properties of the lemma.
4.1.1 E is well-defined
We choose X = R, Y = W
′2,3
−1 and Z = L
′3
−3. Moreover, we choose Ox = R and
Oy = {u ∈ W
′2,3
−1 : ‖u‖W ′2,3
−1
< ξ} where ξ is computed as follows: by the inequality in
Lemma A.1-3 for u ∈ Oy we have
r|u| ≤ C0ξ. (61)
where C0 is a constant. Also by lemma B.2, we have
rΦ0 ≥ (abµ)1/4. (62)
Then , if we choose ξ such that
(abµ)1/4
C0
> ξ > 0 , (63)
then for all u ∈ Oy we will have
0 < (abµ)1/4 − C0ξ ≤ r (Φ0 + u) . (64)
First we prove that E : R × Oy → L′3−3 is well-defined. That is, we need to show for
λ ∈ R and u ∈ Oy we have E(λ, u) ∈ L′3−3. By using the triangle inequality for equation
(59), we have
‖E(λ, u)‖L′3
−3
≤ ‖∆4u‖L′3
−3︸ ︷︷ ︸
I
+ ‖∆4Φ0‖L′3
−3︸ ︷︷ ︸
II
+
1
6
∥∥∥R˜λ(Φ0 + u)∥∥∥
L
′3
−3︸ ︷︷ ︸
III
+
∥∥∥∥∥ K˜
2
λ
6(Φ0 + u)5
∥∥∥∥∥
L
′3
−3︸ ︷︷ ︸
IV
(65)
We will show each of these terms are bounded in L
′3
−3. To show this we will need the
required properties of the functions ω1, ω2, U1 and σ¯ij , as well as the particular fall-off
conditions on functions (i.e U, σ′ij) of the conformal Myers-Perry metric.
(I) Since u ∈ Oy
‖∆4u‖L′3
−3
≤ ‖u‖
W
′2,3
−1
≤ C (66)
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where C is function of a and b. Henceforth, the notation C is a constant related only
on metric parameters, i.e. a and b.
(II) In second term we use the bound on the Laplace operator lemma C.1-3:
‖∆4Φ0‖L′3
−3
≤
∥∥∥∥Cr6
∥∥∥∥
L
′3
−3
≤ C (67)
Finally, since ω1 and ω2 have compact support outside the axis and U1 and σ¯ij have
compact support outside the origin, and by using (64) and lemma B.3 one can show
that (III) and (IV)) are bounded. The details are tedious and we omit them here. Thus
E : R×Oy → L′3−3 is well-defined.
4.1.2 E is C1
We denote by D1E(λ, u) the partial Fre´chet derivative of E with respect to the first
argument evaluated at (λ, u) and by D2E(λ, u) the partial Fre´chet derivative of E with
respect to the second argument u. These operators are formally obtained by directional
derivatives of E and they are linear operators between the following spaces:
D1E(λ, u) : R→ L′3−3, (68)
D2E(λ, u) :W
′2,3
−1 → L
′3
−3. (69)
We use the notation D1E(λ, u)[ζ ] ∈ L′3−3 to denote the operator D1E(λ, u) acting on
ζ ∈ R. Similarly, D2E(λ, u)[v] ∈ L′3−3 denotes the operatorD2E(λ, u) acting on v ∈ W
′2,3
−1 .
These linear operators will be
D1E(λ, u)[ζ ] = d
dt
E(λ+ tζ, u)|t=0 = 1
6
(
−D1R˜λ(Φ0 + u) + D1K˜
2
λ
(Φ0 + u)5
)
ζ,
D2E(λ, u)[v] = d
dt
E(λ, u+ tv)|t=0 = ∆4v − 1
6
(
R˜λ +
5K˜2λ
(Φ0 + u)6
)
v (70)
Now, we will prove that the map E : R×Oy → L′3−3 is C1. As a result of the properties
of functions of the metric, we cannot use the chain rule. Alternatively, we will show
that:
1. The linear operator D1E(λ, u)[ζ ] and D2E(λ, u)[v] are bounded. i.e.
‖D1E(λ, u)[ζ ]‖L′3
−3
≤ C|ζ |, (71)
‖D2E(λ, u)[v]‖L′3
−3
≤ C ‖v‖
W
′2,3
−1
. (72)
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2. The linear operator D1E(λ, u)[ζ ] and D2E(λ, u)[v] are continuous in (λ, u) in the
operator norms. That is, for every ǫ > 0 there exists δ > 0 such that
|λ1 − λ2| < δ =⇒ ‖D1E(λ1, u)−D1E(λ2, u)‖B(X,Z) < ǫ, (73)
‖u1 − u2‖W ′2,3
−1
< δ =⇒ ‖D2E(λ, u1)−D2E(λ, u2)‖B(Y,Z) < ǫ. (74)
3. The operators D1E(λ, u)[ζ ] and D2E(λ, u)[v] are the partial Fre´chet derivatives of
E . That is
lim
ζ→0
‖E(λ+ ζ, u)− E(λ, u)−D1E(λ, u)[ζ ]‖L′3
−3
|ζ | = 0, (75)
lim
v→0
‖E(λ, u+ v)− E(λ, u)−D2E(λ, u)[v]‖L′3
−3
‖v‖
W
′2,3
−1
= 0. (76)
1. To prove inequality (71) we use triangle inequality, lemma B.3, and inequality (64)
then
‖D1E(λ, u)[ζ ]‖L′3
−3
≤ |ζ |
6
∥∥∥D1R˜λ(Φ0 + u)∥∥∥
L
′3
−3
+
|ζ |
6
∥∥∥∥∥ D1K˜
2
λ
(Φ0 + u)5
∥∥∥∥∥
L
′3
−3
≤ C |ζ | (77)
similarly, by definition of Oy and lemma (B.3) we have
‖D2E(λ, u)[v]‖L′3
−3
≤ ‖∆4v‖L′3
−3
+
1
6
∥∥∥R˜λv∥∥∥
L
′3
−3
+
∥∥∥∥∥ 5K˜
2
λ
6(Φ0 + u)6
v
∥∥∥∥∥
L
′3
−3
≤ C ‖v‖
W
′2,3
−1
. (78)
2. To show D1E(λ, u) is continuous (it is in fact uniformly continuous), we use the
triangle inequality, inequality (64), and lemma (B.3). Then
‖D1E(λ1, u)−D1E(λ2, u)‖L′3
−3
≤ 1
6
∥∥∥(D1R˜λ1 −D1R˜λ2)(Φ0 + u)∥∥∥
L
′3
−3
+
∥∥∥∥∥D1K˜
2
λ1
−D1K˜2λ2
6(Φ0 + u)5
∥∥∥∥∥
L
′3
−3
≤ C |λ1 − λ2| . (79)
To prove continuity in u consider the following identity for arbitrary x, y and integer p:
1
xp
− 1
yp
= (y − x)
p−1∑
i=0
xi−py−1−i. (80)
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Then
r−7
(
1
(Φ0 + u1)
6 −
1
(Φ0 + u2)
6
)
= (u2 − u1)M. (81)
where
M =
5∑
i=0
(r (u+ Φ0))
i−6 (rΦ0)
−1−i . (82)
Since u1, u2 ∈ Oy, and using the lower bound in equation (64) we have
M ≤ C. (83)
Then by (83) and Lemma B.2-2 we have
‖D2E(λ, u1)[v]−D2E(λ, u2)[v]‖L′3
−3
=
∥∥∥∥∥v 5K˜
2
λ
6(Φ0 + u1)6
− v 5K˜
2
λ
6(Φ0 + u2)6
∥∥∥∥∥
L
′3
−3
≤ C
∥∥∥∥(u1 − u2) vr
∥∥∥∥
L
′3
−3
(84)
The right hand side of the above equation can be bounded as follows: (we write dx to
represent the volume element for the Euclidean metric on R4\{0})
∥∥∥∥(u1 − u2) vr
∥∥∥∥
L
′3
−3
=
(∫
R4\{0}
(u1 − u2)3 v3
r3
r5dx
)1/3
=
(∫
R4\{0}
(u1 − u2)3 (rv)3
r
dx
)1/3
≤ C ‖v‖
W
′2,3
−1
(∫
R4\{0}
(u1 − u2)3
r
dx
)1/3
≤ C ‖v‖
W
′2,3
−1
‖u1 − u2‖W ′2,3
−1
. (85)
The first inequality follows from Lemma A.1 and the second inequality from the defini-
tion of Sobolev norms. Therefore, we have
‖D2E(λ, u1)[v]−D2G(λ, u2)[v]‖L′3
−3
≤ C ‖v‖
W
′2,3
−1
‖u1 − u2‖W ′2,3
−1
. (86)
Thus, D2G(λ, u) is a continuous operator.
3. Equation (75) is straightforward to prove. We prove (76) as follows
E(λ, u+ v)− E(λ, u)−D2E(λ, u)[v] = K˜
2
λ
6
(
1
(Φ0 + u+ v)
5 −
1
(Φ0 + u)
5 +
5v
(Φ0 + u)
6
)
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By simplifying we have
r−7
(
1
(Φ0 + u+ v)
5 −
1
(Φ0 + u)
5 +
5v
(Φ0 + u)
6
)
= v2M1. (87)
where
M1 =
1
(r (Φ0 + u+ v))
5 (r (Φ0 + u))
6
∑
i+j+k=4
∀i,j,k≥0
Cijk (rΦ0)
i (ru)j (rv)k . (88)
Where Cijk are numerical constants. To find the bound of M1 we will use equation (61)
and the fact that u, v ∈ V . Then we have
|M1| ≤ C (r
2 + ab+ b2)(r2 + ab+ a2) + µ2(
[(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/4 − C0ξ
)11 ≤ C. (89)
Then by lemma B.3 and above inequality we have
‖E(λ, u+ v)− E(λ, u)−D2E(λ, u)[v]‖L′3
−3
≤ C
∥∥∥∥v2M1r
∥∥∥∥
L
′3
−3
≤ C ‖v‖2
W
′2,3
−1
. (90)
By steps similar to (85) we have second inequality. Hence, we have proved statements
(1),(2), and (3) and E(λ, u) : R× Oy → L′3−3 is C1.
4.1.3 D2E(0, 0) is an isomorphism
We now verify D2E(0, 0) : W ′2,3−1 → L′3−3 is an isomorphism. We write this linear operator
as
D2E(0, 0)[v] = ∆4v − αv (91)
where
α =
R˜0
6
+
5K˜20
6Φ60
(92)
An important property of the function α by lemma B.1 is a nonnegative bounded func-
tion in R4\{0}, that is α = hr−6 where h ≥ 0. Therefore α ∈ L′3−3. Hence, as shown in
Appendix A, when M = R4\{0} and p = 3, δ = −1, the map ∆4 − α is an isomorphism
from W
′2,3
−1 → L′3−3.
5 Discussion
We have constructed a one-parameter family of initial data to the vacuum Einstein’s
equations with the same symmetries and asymptotic behaviour as initial data for the
extreme Myers-Perry black hole in five dimensions. In particular this data have the
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same angular momenta (J1, J2). Such initial data will generically have a non-stationary
evolution and is a starting point to investigate the dynamics near extremality for such
black holes. Our results generalize the analogous results concerning initial data ‘close’
to extreme Kerr data [5]. An important property of this three-dimensional initial data
is that they had strictly greater energy than extreme Kerr. This is a consequence of
Dain’s mass-angular momentum inequality, valid in axisymmetry: M ≥ √J , for which
the initial data for extreme Kerr is the unique minimizer that saturates the bound
[11, 12, 31]. In our case, however, in the absence of geometric inequalities we cannot
conclude that the energy of the family of initial data discussed is strictly greater than
that of extreme Myers-Perry. Noting that the mass of Myers-Perry black holes satisfy
the bound
M3 ≥ 27π
32
(|J1|+ |J2|)2 (93)
with equality in the extreme case, it would be tempting to conjecture Dain’s inequality
admits a generalization to four-dimensional biaxisymmetric initial data. Proving that
the extreme Myers-Perry initial data is local minimizer of energy amongst the class of
initial data we have considered here would be a useful first step towards establishing an
analogue of Dain’s global result. Note, however, that the energy of an extreme black
ring [34] satisfies
M3 =
27π
4
|J1|(|J2| − |J1|) (94)
This suggests a more complicated geometric inequality in five dimensions, which takes
into account which combination of rotational Killing fields have fixed points in the
interior of the initial data. We hope to address these issues in future work.
The method used here to find solutions of the constraint equations relied on the
ability to generate initial data from the specification of scalar functions and reduce the
problem to a single scalar PDE. In particular, the assumption of ‘t − φi’ symmetry
allows one to determine the extrinsic curvature completely from the twist potentials.
The existence of these potentials in turn relied on the existence of U(1)2 isometry. It
is clear that this technique would work in spacetime dimensions D > 5, provided one
assumes U(1)D−3 isometry. Of course, this is too much Abelian symmetry to describe
an asymptotically flat black hole for D > 5. However, in certain limits extra Abelian
symmetry may arise. For example, for higher-dimensional Myers-Perry black holes, one
may take an ‘ultraspinning limit’ which enhances the number of commuting isometries
(the limit changes the black hole horizon from SD−2 to Sp×Tq for appropriately chosen
integers (p, q)) [35]. It is known that non-extremal black holes with a single non-zero
angular momentum admit a linearized gravitational instability in the ultraspinning limit
[36]. It might be interesting to investigate ultraspinning instabilities of extremal black
holes in D > 5 using the formalism described here. The initial data under consideration
would have, in addition to a cylindrical end, an asymptotically Kaluza-Klein end, rather
than an asymptotically flat one.
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A Asymptotically Euclidean manifolds
A precise mathematical formalism to describe the asymptotic behaviour of functions
on a space is the theory of weighted Sobolev spaces. Here we use Bartnik’s weighted
Sobolev space [26, 6] which is appropriate for Riemannian manifolds with asymptotically
Euclidean and cylindrical ends. The weight function is r = |x| for x ∈ Rn. Then for any
δ ∈ R, 1 ≤ p < ∞, Bartnik’s weighted Sobolev space W ′k,pδ is the subset of W
′k,p
loc for
which the norm
‖u‖
W
′k,p
δ
=
k∑
j=0
∥∥∂ju∥∥
L
′p
δ−j
, where ‖u‖
L
′p
δ
=
(∫
Rn\{0}
|u|p r−δp−ndx
)1/p
(95)
is finite. Relevant properties of this weighted Sobolev space are summarized in the
following lemma [26, 6, 5]
Lemma A.1. :
1. If p ≤ q and δ1 < δ2 then L
′p
δ1
⊂ L′qδ2 and the inclusion is continuous.
2. For k ≥ 1 and δ1 < δ2 the inclusion W
′k,p
δ1
⊂W ′k−1,pδ2 is compact.
3. If 1/p < k/n then W
′k,p
δ ⊂ C
′0
δ . The inclusion is continuous. That is if u ∈ W
′k,p
δ
then r−δ |u| ≤ C ‖u‖
W
′k,p
δ
. Further, as proved in [5], limr→0 r
−δ |u| = limr→∞ r−δ |u| =
0.
Let M be a smooth, connected, complete, n-dimensional Riemannian manifold (M, γ),
and let ρ < 0. We say (M, γ) is asymptotically Euclidean of class W
′k,p
ρ if
• The metric γ ∈ W ′k,pρ (M), where 1/p− k/n < 0 and γ is continuous.
• There exists a finite collection {Ni}mi=1 of open subsets of M and diffeomorphisms
Φi : Er → Ni (Er = Rn\B¯r(0)) such that M − ∪iNi is compact.
• For each i, Φ∗iγ − γ¯ ∈ W ′k,pρ (Er)
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We call the charts Φi end charts and the corresponding coordinates are end coordinates.
Now, suppose (M, γ) is asymptotically Euclidean, and let {Φi}mi=1 be its collection of
end charts. Let K = M−∪iΦi(E2r), so K is a compact manifold. The weighted Sobolev
space W k,pδ (M) is the subset of W
k,p
loc (M) such that the norm
‖u‖W k,p
δ
(M) = ‖u‖W k,p(K) +
∑
i
‖Φ∗iu‖W k,p
δ
(Er)
(96)
is finite. We can define similarly weighted Lebesgue space L
′p
δ (M) and C
′k
δ and C
′∞
δ (M) =
∩∞k=0C ′kδ (M). In the particular case when M = Rn, then we have just one asymptot-
ically Euclidean end. Moreover, if (M, γ) is an asymptotically Euclidean manifold of
class W
′k,p
ρ , we say (M, γ,K) is asymptotically Euclidean dataset if K ∈ W
′k−1,p
ρ−1 (M).
The main goal of this appendix is to consider the Poisson operator L = ∆γ−α on scalar
functions of an asymptotically Euclidean manifold and express a very classical result
([37] or see [6]), that is, L is an isomorphism from Sobolev space W ′2,pδ to L
′p
δ . We start
with the estimate [38, 6, 1]
Lemma A.2. Suppose (M, γ) is asymptotically Euclidean of class W
′2,p
ρ , p >
n
2
, ρ < 0.
Then if 2− n < δ < 0, δ′ ∈ R, and u ∈ W ′2,pδ we have
‖u‖
W
′2,p
δ
≤ ‖Lu‖
L
′p
δ−2
+ ‖u‖
L
′p
δ′
. (97)
Now we have following weak maximum principle (Lemma 3.2 in [6])
Lemma A.3. Suppose (M, γ) is asymptotically Euclidean of class W
′k,p
ρ , k ≥ 2, k > np ,
and suppose α ∈ W ′k−2,pρ−2 and suppose α ≥ 0. If u ∈ W
′k,p
loc satisfies
−∆γu+ αu ≤ 0 (98)
and if u+ ≡ max(u, 0) is o(1) on each end of M , then u ≤ 0. In particular, if u ∈ W ′k,pδ
for some δ < 0 and u satisfies (98), then u ≤ 0.
Proof. Fix ǫ > 0, and let v = (u − ǫ)+. Since u+ = o(1) on each end, we see v is
compactly supported. Moreover, since u ∈ W ′k,ploc we have from Sobolev embedding that
u ∈ W ′1,2loc and hence v ∈ W
′1,2. Now,∫
M
(−v∆γu+ αuv) dx ≤ 0 =⇒
∫
M
−v∆γu dx ≤ −
∫
M
αuv dx ≤ 0 (99)
where dx denotes the volume element on (M, γ). Since α ≥ 0, v ≥ 0 and u is positive
wherever v 6= 0. Integrating by parts we have∫
M
|∇v|2 dx ≤ 0 (100)
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since ∇u = ∇v on the support of v. So v is constant and compactly supported, so it
should be zero, i.e. max(u− ǫ, 0) = 0. Then we conclude u ≤ ǫ. Sending ǫ to 0 we have
u ≤ 0.
Now, if u ∈ W ′k,pδ , since W
′k,p
δ ⊂ C
′0
δ ,, we have u ∈ C
′0
δ . Hence if δ < 0, then u
+ = o(1)
and lemma can be applied to u.
Using this Lemma we can prove the following theorem.
Theorem A.1. Suppose (M, γ) is asymptotically Euclidean of classW
′2,p
ρ , p >
n
2
. Then
if 2 − n < δ < 0 and α ∈ L′pδ−2, the operator L : W
′2,p
δ → L
′p
δ−2 is Fredholm with index
0. Moreover, if α ≥ 0 then L is an isomorphism.
Proof. By the estimate in Lemma A.2 and [38] this operator is Fredholm. Now we show
L is injective. Let Lu = 0 for u ∈ W ′2,pδ . Then by weak maximum principle we have
u = 0 on M for 2 − n < δ < 0 and L is injective. To show L is surjective, it suffices to
show L∗ is injective from L′p2−n−δ → W
′−2,p
−n−δ. Now let f1 and f2 be smooth and compactly
supported in each end of M . We have from integration by parts
0 = 〈f2,L∗(f1)〉 = 〈L(f2), f1〉 =
∫
M
L(f2)f1 dx (101)
Thus
∫
M
L(f2)f1 dx = 0 for all smooth and compactly supported f2 in each end of M ,
then f1 = 0 and L∗ is injective. Then L is surjective. Therefore, L is an isomorphism.
B Myers-Perry black hole initial data
In this Appendix we will give details on various properties of the initial data for the
extreme Myers-Perry metric. We have used MAPLE to simplify a number of our com-
putations. Our main interest is to find certain final bounds and since most of the
calculations are similar, we only provide explicit details for a subset of cases. The slice
metric can be written as
h =
Σ
r2
(
dr2 + r2dθ2
)
+ σijdφ
idφj (102)
where
Σ = r2 + ab+ a2 cos2 θ + b2 sin2 θ σ12 =
abµ
Σ
sin2 θ cos2 θ (103)
σ11 =
a2µ
Σ
sin4 θ + (r2 + ab+ a2) sin2 θ σ22 =
b2µ
Σ
cos4 θ + (r2 + ab+ b2) cos2 θ
where φ1 = ϕ and φ2 = ψ. Now if we choose ρ = 1
2
r2 sin 2θ and z = 1
2
r2 cos 2θ, then the
conformal slice metric of the extreme Myers-Perry black hole can be written
h˜ = e2U
(
dρ2 + dz2
)
+ σ′ijdφ
idφj (104)
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where
Φ20 =
√
det σ
ρ
σ′ij = Φ
−2
0 σij e
2U = Φ−20
Σ
r4
(105)
In general, the lapse and shift vectors are degrees of freedom for the initial data set. But
since we want to preserve geometrical properties of the initial data under evolution, we
compute the lapse of the extreme Myers-Perry spacetime and select the shift vector to
be the product of r and the shift of extreme Myers-Perry metric.
α =
√
r4Σ
(Σ + µ)r4 + µ2 (r2 + ab)
, (106)
βϕ =
raµ(r2 + ab+ b2)
(Σ + µ)r4 + µ2 (r2 + ab)
, βψ =
rbµ(r2 + ab+ a2)
(Σ + µ)r4 + µ2 (r2 + ab)
(107)
In addition, we showed in section 2.2 that the extrinsic curvature can be generated from
scalar potentials ωφi. In the coordinate system used above, these are
ωϕ =
a(a2 − b2)(r2 + ab+ b2) cos2 θ − r2a(2a2 + 2ab+ r2)
(a− b)2 +
a(r2 + ab+ a2)2(r2 + ab+ b2)
Σ(a− b)2
(108)
ωψ =
br2((a+ b)2 + r2)− b(a2 − b2)(r2 + ab+ a2) cos2 θ
(a− b)2 −
b(r2 + ab+ a2)(r2 + ab+ b2)2
Σ(a− b)2
(109)
It is important to mention
∆2 =
∂2
∂ρ2
+
∂2
∂z2
=
1
r4
(
r2
∂2
∂r2
+ r
∂
∂r
+
∂2
∂θ2
)
(110)
Now we will prove some useful lemmas for the main theorem.
Lemma B.1. The function α in equation (92) is nonnegative and has following bounds
α =
K˜20
2Φ60
+ r2(dv)2 = hr−6 (111)
where h is a bounded nonnegative function.
Proof. First we know by conformal transformation hab = Φ
2h˜ab the scalar curvature will
be2
R˜ = RΦ2 + 6
(
∆h˜v + |∇˜v|2
)
(112)
where v = logΦ. By constraint equations (47) and the fact that conformal extreme
Myers-Perry satisfies in relation
∆h˜v = −
1
2Φ6
K˜abK˜
ab (113)
2There are some typos about factors in journal version.
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we have
R˜ = KabK
abΦ2 − 3Φ−6K˜abK˜ab + 6|∇˜v|2
= −2K˜abK˜abΦ−6 + 6e−2U(dv)2 (114)
Then by equations (54) and (55) we have
R˜0 = −5K˜20Φ−6 + 6r2(dv)2 (115)
Therefore, α is
α =
R˜0
6
+
5K˜20
6Φ60
=
K˜20
2Φ60
+ r2(dv)2 = hr−6 (116)
Lemma B.2. Let Φ0, R˜0, and K˜
2
0 be defined as in (105), (54), and (56), respectively.
Then we have following bounds:
1. (abµ)1/4 ≤ [(r2 + ab+ b2)(r2 + ab+ a2)]1/4 ≤ rΦ0 ≤ [(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/4
2.
∣∣∣R˜0∣∣∣ ≤ Cr4 and ∣∣∣K˜20 ∣∣∣ ≤ Cr6
3. |∆4Φ0| ≤ Cr6
Proof. We will prove just 1 here; the remaining bounds require lengthy algebraic ma-
nipulations.
1. We have
r2Φ20 =
[
(r2 + ab+ b2)(r2 + ab+ a2) +
µ(r2 + ab)(a2 cos2 θ + b2 sin2 θ) + µa2b2
Σ
]1/2
≤ [(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/2
(117)
so if r →∞ then we have minimum of r2Φ20√
(r2 + ab+ b2)(r2 + ab+ a2) ≤ r2Φ20 (118)
Therefore for a, b > 0 we have
(abµ)1/4 ≤ [(r2 + ab+ b2)(r2 + ab+ a2)]1/4 ≤ rΦ0 ≤ [(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/4
(119)
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Lemma B.3. If we transform metric functions by (57) for small λ (i.e.−λ0 < λ < λ0)
then
1.
∥∥∥R˜λ∥∥∥
L′3
−3
≤ C
2.
∥∥∥K˜2λ∥∥∥
L′3
−3
≤ C
3.
∥∥∥D1R˜λ∥∥∥
L′3
−3
≤ C
4.
∥∥∥D1K˜2λ∥∥∥
L′3
−3
≤ C
5.
∥∥∥D1R˜λ1 −D1R˜λ2∥∥∥
L′3
−3
≤ C |λ1 − λ2|
6.
∥∥∥D1K˜2λ1 −D1K˜2λ2∥∥∥
L′3
−3
≤ C |λ1 − λ2|
Proof. We will prove numbers 1 and 4 of these inequalities and others will be similar.
1) By definition of R˜λ we have
R˜λ = −r2∆2(U + λU1) + r2det(dσ
′ + λdσ¯)
2ρ2
= −r2∆2U − r2λ∆2U1 + r
2
2ρ2
[
(dσ′11 + λdσ¯11) · (dσ′22 + λdσ¯22)− (dσ′12 + λdσ¯12)2
]
= R˜0 − r2λ∆2U1 + r
2
2ρ2
[
λdσ¯11 · dσ′22 + λ(dσ′11 + λdσ¯11) · dσ¯22 − λ(2dσ′12 + λdσ¯12) · dσ¯12
]
(120)
Then by triangle inequality we have∥∥∥R˜λ∥∥∥
L
′3
−3
≤
∥∥∥R˜0∥∥∥
L
′3
−3
+ |λ|∥∥r2∆2U1∥∥L′3
−3
+
∥∥∥∥ r22ρ2 (λdσ¯11 · dσ′22 + λ(dσ′11 + λdσ¯11) · dσ¯22)
∥∥∥∥
L
′3
−3
+
∥∥∥∥ r22ρ2 (λ(2dσ′12 + λdσ¯12) · dσ¯12)
∥∥∥∥
L
′3
−3
≤ C (121)
We used inequality of Lemma B.2-2 and the fact that functions U1 and σ¯ij have compact
support outside the origin.
4) By definition of full contraction of extrinsic curvature we have
K˜2λ =
r2
2ρ4
[
(σ′11 + λσ¯11)(dωψ + λdω2)
2 + (σ′22 + λσ¯22)(dωϕ + λdω1)
2
− 2(σ′12 + λσ¯12)(dωψ + λdω2) · (dωϕ + λdω1)
]
(122)
Then have
D1K˜
2
λ =
r2
2ρ4
[
σ¯11(dωψ + λdω2)
2 + 2(σ′11 + λσ¯11)dω2 · (dωψ + λdω2) + σ¯22(dωϕ + λdω1)2
+ (σ′22 + λσ¯22)dω1 · (dωϕ + λdω1)− 2λσ¯12(dωψ + λdω2) · (dωϕ + λdω1)
− 4(σ′12 + λσ¯12)λdω2 · (dωϕ + λdω1)− 4(σ′12 + λσ¯12)(dωψ + λdω2) · dω1
]
(123)
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Then by triangular inequality and the fact that ωi has compact support outside axis
and σ¯ij has compact support outside the origin one can show it is bounded.
Finally,we have following limits
lim
s→∞
ωϕ =
abµ cos2 θ
(a− b) +
a3bµ(a+ b)
(ab+ a2 cos2 θ + b2 sin2 θ)(a− b)2 (124)
lim
s→∞
ωψ = −abµ cos
2 θ
(a− b) −
abµ(a + b)
(ab+ a2 cos2 θ + b2 sin2 θ)(a− b)2 (125)
lim
s→∞
rΦ0 =
µ(µ− ab)
2(ab+ a2 cos2 θ + b2 sin2 θ)
. (126)
References
[1] Yvonne Choquet-Bruhat. General relativity and the Einstein equations. Oxford
University Press, 2009.
[2] Robert Bartnik and Jim Isenberg. The constraint equations. In The Einstein
equations and the large scale behavior of gravitational fields, pages 1–38. Springer,
2004.
[3] Yvonne Choquet-Bruhat and James W York Jr. The cauchy problem. In General
Relativity and Gravitation. Vol. 1. One hundred years after the birth of Albert Ein-
stein. Edited by A. Held. New York, NY: Plenum Press, p. 99, 1980, volume 1,
page 99, 1980.
[4] Yvonne Choquet-Bruhat, James Isenberg, and James W York Jr. Einstein con-
straints on asymptotically euclidean manifolds. Physical Review D, 61(8):84034,
2000.
[5] Sergio Dain and Maria E. Gabach Clement. Small deformations of extreme Kerr
black hole initial data. Class.Quant.Grav., 28:075003, 2011.
[6] David Maxwell. Solutions of the einstein constraint equations with apparent horizon
boundaries. Communications in mathematical physics, 253(3):561–583, 2005.
[7] PT Chrusciel and R Mazzeo. Initial data sets with ends of cylindrical type: I. the
lichnerowicz equation,(2012). arXiv preprint arXiv:1201.4937.
[8] PT Chrusciel, R Mazzeo, and S Pocchiola. Initial data sets with ends of cylindrical
type: Ii. the vector constraint equation,(2012). arXiv preprint arXiv:1203.5138.
[9] James Isenberg. Constant mean curvature solutions of the einstein constraint equa-
tions on closed manifolds. Classical and Quantum Gravity, 12(9):2249, 1995.
27
[10] Hari K. Kunduri and James Lucietti. Classification of near-horizon geometries of
extremal black holes. Living Rev.Rel., 16:8, 2013.
[11] Sergio Dain. Proof of the (local) angular momentum–mass inequality for axisym-
metric black holes. Classical and Quantum Gravity, 23(23):6845, 2006.
[12] Sergio Dain. Proof of the angular momentum-mass inequality for axisymmetric
black holes. J. Diff. Geom, 79:33–67, 2008.
[13] Piotr T Chrus´ciel and Joa˜o Lopes Costa. Mass, angular-momentum and charge
inequalities for axisymmetric initial data. Classical and Quantum Gravity,
26(23):235013, 2009.
[14] Stefan Hollands. Horizon area–angular momentum inequality in higher-dimensional
spacetimes. Classical and Quantum Gravity, 29(6):065006, 2012.
[15] Stefanos Aretakis. Stability and instability of extreme reissner-nordstro¨m black
hole spacetimes for linear scalar perturbations i. Communications in Mathematical
Physics, 307(1):17–63, 2011.
[16] Stefanos Aretakis. Horizon instability of extremal black holes. 2012.
[17] James Lucietti and Harvey S Reall. Gravitational instability of an extreme kerr
black hole. Physical Review D, 86(10):104030, 2012.
[18] James Lucietti, Keiju Murata, Harvey S. Reall, and Norihiro Tanahashi. On the
horizon instability of an extreme reissner-nordstrom black hole. JHEP, 1303:035,
2013.
[19] Keiju Murata, Harvey S. Reall, and Norihiro Tanahashi. What happens at the
horizon(s) of an extreme black hole? Class.Quant.Grav., 30:235007, 2013.
[20] Martin Reiris. Instability of the extreme kerr-newman black-holes. arXiv preprint
arXiv:1311.3156, 2013.
[21] Stefan Hollands and Akihiro Ishibashi. On the ‘Stationary Implies Axisymmetric’
Theorem for Extremal Black Holes in Higher Dimensions. Commun.Math.Phys.,
291:403–441, 2009.
[22] Aaron J. Amsel, Gary T. Horowitz, Donald Marolf, and Matthew M. Roberts.
Uniqueness of Extremal Kerr and Kerr-Newman Black Holes. Phys.Rev.,
D81:024033, 2010.
[23] Pau Figueras and James Lucietti. On the uniqueness of extremal vacuum black
holes. Class.Quant.Grav., 27:095001, 2010.
[24] Robert C Myers and MJ Perry. Black holes in higher dimensional space-times.
Annals of Physics, 172(2):304–347, 1986.
28
[25] Aghil Alaee, Hari K Kunduri, and Eduardo Martnez Pedroza. Notes on maximal
slices of five-dimensional black holes. Classical and Quantum Gravity, 31(5):055004,
2014.
[26] Robert Bartnik. The mass of an asymptotically flat manifold. Communications on
pure and applied mathematics, 39(5):661–693, 1986.
[27] Sergio Dain. Initial data for a head-on collision of two kerr-like black holes with
close limit. Physical Review D, 64(12):124002, 2001.
[28] Robert C Myers. Myers-perry black holes. arXiv preprint arXiv:1111.1903, 2011.
[29] Pau Figueras, Keiju Murata, and Harvey S Reall. Black hole instabilities and local
penrose inequalities. Classical and Quantum Gravity, 28(22):225030, 2011.
[30] Hari K Kunduri and James Lucietti. A classification of near-horizon geometries
of extremal vacuum black holes. Journal of Mathematical Physics, 50(8):082502,
2009.
[31] Sergio Dain. Geometric inequalities for axially symmetric black holes. Classical
and Quantum Gravity, 29(7):073001, 2012.
[32] Robert Beig and Piotr T Chrusciel. Killing initial data. Classical and Quantum
Gravity, 14(1A):A83, 1997.
[33] Sergio Dain. Axisymmetric evolution of einstein equations and mass conservation.
Classical and Quantum Gravity, 25(14):145021, 2008.
[34] A.A. Pomeransky and R.A. Sen’kov. Black ring with two angular momenta. 2006.
[35] Pau Figueras, Hari K. Kunduri, James Lucietti, and Mukund Rangamani. Extremal
vacuum black holes in higher dimensions. Phys.Rev., D78:044042, 2008.
[36] Oscar J.C. Dias, Pau Figueras, Ricardo Monteiro, and Jorge E. Santos. Ultraspin-
ning instability of rotating black holes. Phys.Rev., D82:104025, 2010.
[37] Robert C McOwen. The behavior of the laplacian on weighted sobolev spaces.
Communications on Pure and Applied Mathematics, 32(6):783–795, 1979.
[38] Yvonne Choquet-Bruhat and Demetrios Christodoulou. Elliptic systems inh s, δ
spaces on manifolds which are euclidean at infinity. Acta Mathematica, 146(1):129–
150, 1981.
29
