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Thermal bioenergy processing covers over a fifth of domestic 
energy consumption in Finland. The technologies include 
combustion, gasification and pyrolysis, which yet seldom operate 
flawlessly and thus different kinds of emissions, particulates and 
tars are observed. Also precipitates and corrosion products are 
eroding process equipment. These problems are often caused by 
non-equilibrium phenomena: certain compounds are accumulating 
into the process and thus a thermochemical super-equilibrium 
state is formed. In the present study a new computational method 
has been developed to describe such super-equilibrium states. 
The new technique allows concurrent and interdependent 
calculation of dominant chemical reactions, heat generation and 
relevant state properties in the system. The work applies the novel 
constrained free energy technique (CFE) and presents a new 
application area in energy production for this generic method. The 
approach was found well applicable for the high temperature 
processes such as combustion of black liquor and wood, biomass 
gasification, and formation of nitric oxide emissions. The necessary 
constraints can be defined based on the industrial measurements 
or on experimental and reaction rate models. Limitations were 
found in low temperature processes such as torrefaction and 
pyrolysis, or if the number of constraints were too large for efficient 
numerical calculation. Use of CFE provides a technique for future 
in-depth studies of biomass or biofuel combustion and gasification 
as well as for process engineering and optimisation in the field. The 
method can be seen as a viable alternative for traditional 
mechanistic and phenomenological approaches by combining the 
benefits of both in a single elegant solution. 
ISBN 978-951-38-8297-6 (Soft back ed.) 
ISBN 978-951-38-8298-3 (URL: http://www.vtt.fi/publications/index.jsp) 
ISSN-L 2242-119X 
ISSN 2242-119X (Print) 
ISSN 2242-1203 (Online) 
V
T
T
 S
C
IE
N
C
E
 9
2
 
M
o
d
e
llin
g
 th
e
 s
u
p
e
r-e
q
u
ilib
ria
 in
 th
e
rm
a
l b
io
m
a
s
s
... 
•V
IS
IO
N
S•
SC
IENCE•TEC
H
N
O
L
O
G
Y
•RESEARCHHIG
HL
IG
H
T
S
 
Dissertation 
92 
Modelling the super-
equilibria in thermal 
biomass conversion 
 
Applications and limitations of the 
constrained free energy method 
 
Petteri Kangas 
VTT SCIENCE 92 
Modelling the super-equilibria 
in thermal biomass 
conversion 
 
Applications and limitations of the 
constrained free energy method 
Petteri Kangas 
Process Chemistry and Environmental Engineering 
VTT Technical Research Centre of Finland Ltd 
  
Laboratory of Inorganic Chemistry 
Faculty of Science and Engineering 
Åbo Akademi University 
Thesis for the degree of Doctor of Technology to be presented with 
the permission of the Faculty of Science and Engineering at Åbo 
Akademi University for public examination and criticism in auditorium 
Salin, Axelia, Biskopsgatan 8, Åbo on Thursday, 28th of May, 2015 at 
12 o'clock noon. 
ISBN 978-951-38-8297-6 (Soft back ed.) 
ISBN 978-951-38-8298-3 (URL: http://www.vtt.fi/publications/index.jsp) 
VTT Science 92 
ISSN-L 2242-119X 
ISSN 2242-119X (Print) 
ISSN 2242-1203 (Online) 
Copyright © VTT 2015 
 
 
JULKAISIJA – UTGIVARE – PUBLISHER 
Teknologian tutkimuskeskus VTT Oy 
PL 1000 (Tekniikantie 4 A, Espoo) 
02044 VTT 
Puh. 020 722 111, faksi 020 722 7001 
Teknologiska forskningscentralen VTT Ab 
PB 1000 (Teknikvägen 4 A, Esbo) 
FI-02044 VTT 
Tfn +358 20 722 111, telefax +358 20 722 7001 
VTT Technical Research Centre of Finland Ltd 
P.O. Box 1000 (Tekniikantie 4 A, Espoo) 
FI-02044 VTT, Finland 
Tel. +358 20 722 111, fax +358 20 722 7001 
 
 
Grano Oy, Kuopio 2015 
3Preface
A large part of this study was conducted during the years 2012–2014, in a project
focusing on the thermodynamics of high temperature processes. During the project, I
realised that several chemistry problems related to combustion and thermal pro-
cessing have common features which it might be possible to model by applying the
novel constrained free energy method. This study summarises the applications and
limitations of the CFE method in the thermal conversion of biomass, i.e. combustion,
gasification, pyrolysis, torrefaction, NO emissions and alkali metal chemistry in flue
gases.
The study was conducted under the supervision of Professors Pertti Koukkari and
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List of symbols and abbreviations
Symbols
a Stoichiometric coefficient in reaction matrix
A Frequency factor
A Affinity
b Total amount of a component in a system
B Temperature exponent
C Constant
C Heat capacity
E Activation energy
f Function
G Gibbs’ free energy
H Enthalpy
k Rate constant
j Constituent in reaction matrix
L Lagrange function
M Molar mass
n Molar amount of matter
N Stoichiometric matrix
p Pressure
r Reaction rate
R Gas constant
R Number of constrained reactions
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S Entropy
t Time
T Temperature
Greek symbols
µ Chemical potential
? Stoichiometric coefficient
? Extent of reaction
? Lagrange’s multiplier
? Lagrange’s multiplier vector
? Mass balance vector
Super- and subscripts
° Standard state
b Constituent involved in reaction
c Combustion
f Forward reaction
f Formation
k Constituent; Species
K Number of constituents
l Component; Element
L Number of components
p Pressure
prod Combustion products
r Reverse reaction
r Reaction
x Immaterial constituent
X Number of immaterial constituents
y Immaterial component
Y Number of immaterial components
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Abbreviations
CFE Constrained free energy
CFD Computational fluid dynamics
DKM Detailed kinetic model
EQ Equilibrium
RCCE Rate-controlled constrained-equilibrium
Super-EQ Super-Equilibrium
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1. Introduction
Biomass is today an important energy source. It is a renewable material which
can, to some extent, replace the use of fossil fuels and thereby, alongside other
solar-based energy sources, smoothen the path to the future. Combustible renew-
ables and waste currently cover ~ 10% of the world’s total energy usage [1].
In Finland in particular, biomass based on wood forms an even more important
energy source than the above facts suggest. The energy content of bio-based
fuels use per year covered from 20% to 24% of total energy consumption in Fin-
land during 2000–2013 [2,3], see Figure 1. The steady growth in biomass’ share of
total energy use is due to the increased usage of forest processed chips. While
these forest residues accounted for an almost negligible share in 2000, they cov-
ered 4% of total energy consumption by 2013. However, the largest fraction of bio-
fuels is accounted for by black liquor from kraft pulp mills. In addition, bark is a
major energy source. Local usage of firewood in homes, cottages and farms is
typical in Finland, and can be considered as an important de-centralised bio-based
energy source.
Figure 1. Usage of biomass for energy production in Finland during the years
2000–2013 [2,3].
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1.1 Thermal biomass conversion
Today, practically all biomass is converted into energy through combustion,
whether the raw material in question is forest processed chips, bark, sawdust,
black liquor, firewood or some other bio-based raw-material. Facilities may vary in
size, from large-scale combined heat and power plants to small-scale heat boilers
for producing local heat and to single fireplaces in domestic houses, but the com-
bustion mechanism remains the same.
During combustion, the biomass passes through the following steps [4–6], as
illustrated in Figure 2. First biomass is dried and moisture is evaporated from the
wood (100–150°C). Drying is followed by torrefaction, where the oxygen content of
the biomass falls while the most volatile material is fractionated from the wood
(150–300°C). The next step is pyrolysis of the biomass, whereby the biomass is
fully de-volatilised until only solid char remains (300–600°C). Gasification of the
char represents the final step whereby hydrogen and carbon monoxide are pro-
duced (> 600°C). Finally, all volatile species are oxidised and mainly water and
carbon dioxide are produced. During oxidation, emissions, e.g. in the form of ni-
trogen oxides (NOx) emissions, are formed. When the flue gas is cooled down in
heat exchangers and a chimney, some of the volatile alkali metals may react and
condensate, mainly forming fly ash and possibly sticky condensates, which cause
corrosion on the metal surfaces of the boiler [7].
The composition of various biomass sources can vary significantly. Cellulose,
hemicellulose and the lignin content of woody biomass differ between wood spe-
cies. The ash content of certain wood species can total no more than parts per
thousand, while the inorganic content of black liquor can account for up to 40–50%
of the total flow. The temperature and species illustrated in Figure 2 are examples
of this.
Figure 2. Thermal conversion of biomass while temperature is rising [4–6].
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During the last decade, major research and development efforts have been di-
rected at refining biomass into bio-fuels and bio-chemicals. The two main routes
for such conversion are the thermo-chemical and biochemical ones. Thermo-
chemical conversion has been based on the above-mentioned steps. Examples of
the proposed processes include: (i) Use of torrefaction to improve the energy
density of biomass and remove excess oxygen. Torrefied biomass could be used
for replacing coal in boilers. (ii) Pyrolysis, a technology used for creating liquid bio-
oils. These oils could replace heavy fossil oils used in heating applications. (iii)
Gasification of biomass is applied in the production of bio-based synthesis gas.
This gas could be further utilised in gas-turbines for efficient electricity production,
in kilns, or for producing bio-fuels and bio-chemicals. (iv) Hydro-thermal treatment,
where steam and heat are applied to biomass to produce intermediate chemicals
for further processing. On the other hand, biochemical routes can be used for (v)
processing sugars into chemicals or bio-fuels, such as ethanol. Bio-chemical
routes utilise enzymes to break down large molecules into smaller ones and mi-
crobes for the fermentation and production of final products. In some cases, ther-
mo-chemical and biochemical routes emerge, e.g. through the fermentation of
thermo-chemically produced synthesis gas.
This work focuses on the thermo-chemical route, and the related super-
equilibria observed during the related processes.
1.2 Super-equilibria
Super-equilibrium is a state within a chemical system in which an excess amount
of species occurs during a particular phase compared to the equilibrium state. The
term has previously been used to describe the excess amount of free radicals in
the flame [8]; here, it is extended to describe all states in which an excess amount
of a particular species or phase exists. In addition, super-equilibrium is a local
equilibrium state with higher free energy within the system. The chemical system
is constrained in some way: chemical kinetics, mass and heat transfer or mixing
may constrain the system from reaching a global equilibrium. In this work, I also
assume that the super-equilibrium system is only partly constrained, and is char-
acterised by additional degrees of freedom. For example, the mass transfer be-
tween the gaseous and solid phase may be constrained, but the local equilibria in
the gaseous and solid phases are present.
The opposite of super-equilibrium is sub-equilibrium, whereby there is a short-
age of a particular species in a certain phase. In practice, super-equilibrium and
sub-equilibrium exist concurrently. There is a surplus of some species and a
shortage of others compared to the global equilibrium state. In general, the terms
non-equilibrium or para-equilibrium are used for these local equilibrium states.
However, in this work, excess amounts of species are observed in certain phases,
which justifies the use of the term ‘super-equilibrium’.
Examples of super-equilibria are shown in Figure 3. An excess amount of solid
biomass is present during pyrolysis [I]. During biomass gasification, an excess
16
amount of methane is present [II]. In the case of a kraft pulp mill recovery boiler,
there is excess sulfur and sodium in the flue gas [III]. Radical over-shoot, i.e. a
super-equilibrium of free radicals, causes NO emission formation at the very be-
ginning of combustion, resulting in elevated emission levels [IV].
Figure 3. Super-equilibria observed during thermal biomass conversion. a) Bio-
mass conversion during pyrolysis [I]. b) Gasification of biomass, where an excess
amount of methane is present [II]. c) Kraft pulp mill recovery boiler, where excess
sulfur and sodium are present in the flue gas [III]. d) NO emission formation due to
the oxygen radical over-shoot at the very beginning of combustion [IV].
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1.3 Constrained free energy method
Nature drives processes and systems towards thermodynamic equilibrium over
time, based on the second law of thermodynamics. Simultaneously, the entropy of
a closed system increases. This process is rapid at the elevated temperatures
present in the processes related to thermal biomass conversion. However, the
pure global thermodynamic equilibrium is seldom reached in practice, as shown in
Figure 3.
Similar phenomena have been observed previously in other processes. Due to
this finding, a rigorous method has been developed for constraining the thermody-
namic system [9–12]. Constrained free energy, CFE, method allow the extension
of the thermodynamic system with additional immaterial constraints. These con-
straints can be defined based on the extent of the reaction [13,14], the surface
area [15,16] and volume [17,18] and electrochemical potential [17,18]. Successful
applications have been reported in inorganic chemistry [13,14], paper making
[18,19], metallic alloys [20] and bio-chemistry [21,22].
CFE is a method which describes the dynamic phenomena simultaneously with
the equilibrium calculation, while resolving the local constrained equilibrium state
of the process. Chemical reactions, the enthalpic effect of reactions and state
variables are calculated concurrently.
1.4 Aim of the study
Thermodynamic equilibrium calculation has been a widely used method to de-
scribe the thermal processes of biomass conversion. In reality, these processes
do not reach the equilibrium state, but super-equilibria states are present as seen
in Figure 3. Previously, these dynamic features of thermal biomass conversion
processes have been modelled using detailed kinetic models, or by decoupling the
kinetic features from equilibrium calculations. This thesis evaluates the feasibility
of a novel approached, based on the constrained free energy, CFE, method, for
describing observed super-equilibria in thermal biomass conversion.
The hypotheses of the study are:
? The constrained free energy, CFE, method is a feasible practice for de-
scribing the observed dynamic phenomena of thermal biomass conver-
sion.
? The method could be applicable in processes such as torrefaction, pyrol-
ysis, and the gasification of biomass, thermal and fuel NO emission for-
mation, and pyrolysis and the combustion of black liquor with dissolved
wood.
? The thermodynamic system may be constrained based on different kinds
of models: constant values, empirical models, global kinetic models and
models based on elementary kinetic reactions could be implemented as
part of the CFE method.
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2. Background
This study evaluates several processes whereby the thermal conversion of bio-
mass is conducted and super-equilibria are observed. Publication [I] applies this
approach to low temperature processes, such as biomass pyrolysis and gasifica-
tion. Carbon conversion and char gasification are presented in Publication [I].
Publication [II] evaluates the observed super-equilibrium of methane, tar and am-
monia in the syngas of a biomass gasifier, discussing char formation during this
process. Publication [III] presents the super-equilibria of alkali metals, sulfur and
chlorine observed in the flue gases of a kraft pulp mill recovery boiler. Publication
[IV] discusses NO emissions and the related super-equilibria of free radicals dur-
ing combustion. Finally, in publication [V], the basics of the CFE method are rep-
resented. The main features of these processes and the related super-equilibria,
as well as a review of earlier modelling efforts, are given here. In addition, there is
an introduction to other applications in which the CFE method has already been
applied.
2.1 Biomass torrefaction, biomass pyrolysis and char
gasification
Biomass, i.e. wood in this study, accounts for a significant portion of energy usage
as seen in Figure 1. Woody biomass is composed of the following main compo-
nents: (i) cellulose (40–50 w-%), (ii) hemicellulose (25–35 w-%), and (iii) lignin
(20–35 w-%) and (iv) extractives. A significant amount of (v) ash is present, which
may have an effect on the ash chemistry of boilers. Some (vi) nitrogen, which is
volatilised during combustion and causes fuel-based nitrogen oxide emissions,
also exists in biomass. In addition, the moisture-level of biomass can be as high
as 50%, requiring a large amount of water to be removed before or after the mass
reaches the boiler.
The structure of the main wood components differs, entailing that the composi-
tion of volatile species is heavily influenced by the original biomass [4,23]. This is
especially true in low temperature applications such as the torrefaction and pyroly-
sis of biomass. Cellulose is composed of linear glucose chains. The volatile com-
ponents of cellulose include levoglucosans. Hemicelluloses are a mixture of poly-
saccharides. Polymer chains are branched and are shorter than cellulose chains.
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Lignin can be defined as an irregular array of phenylpropane units. Phenolic
groups in volatile species originate from the lignin in biomass.
During thermal conversion, biomass passes through the following stages [4,24]:
(i) First, the biomass is dried when the temperature is below 150°C. (ii) Torrefac-
tion occurs in a temperature window of 150–300°C. (iii) Pyrolysis of biomass is
conducted at a temperature of 300–600°C. (iv) Finally, char is gasified with an
additional gasification agent (CO2 or H2O) when the temperature is above 600°C.
The temperature ranges of different wood fractions vary: hemicellulose decom-
poses first, after which cellulose and lignin are considered the most difficult mate-
rials to decompose. Naturally, the wood species in question has an influence on
the decomposition speed and temperature [25].
Torrefaction can be applied as a process itself, in order to reduce the oxygen
content of biomass, while increasing its energy density. A proposed application for
torrefied biomass involves the replacement of solid fuels, such as coal and bio-
mass, in the boiler. In the production of liquid biofuels, pyrolysis is an alternative.
In such a case, a condensable part of the volatile light hydrocarbons is utilised as
biofuel. Then, the most promising end use would involve replacing heavy heating
oil with bio-oil in power plants.
Carbon conversion and composition of volatile species
The decomposition and volatilisation of biomass during the torrefaction and pyrol-
ysis phases are slow phenomena. A super-equilibrium state of solid biomass is
apparently present in these processes, as seen in Figure 3a. This super-equilibria
during torrefaction [26], pyrolysis [4] and also char gasification [27] is often ob-
served by measuring the biomass conversion during these processes.
As previously mentioned, the composition of the gaseous phase originates in
the biomass. During torrefaction, oxygen-containing species such as water, car-
bon monoxide and dioxide, acids (formic, acetic and lactic), methanol, hydroxy-
acetone and furfural are formed [28]. During pyrolysis, hydrogen, carbon monox-
ide, carbon dioxide, acids (acetic), furans (furfural, HMF), anhydrosugars (levoglu-
cosan), phenols and methanol [4,5] are observed. The amount of these species
exceeds the equilibrium values, which leads to the further observation of super-
equilibrium states.
Previous modelling efforts
Global reaction kinetics is most commonly used for modelling biomass torrefaction
[26,28,29] , biomass pyrolysis [30–32] and char gasification [33–36]. In such cas-
es, frequent use is made of models based on Arrhenius kinetics. Such models
allow the empirical definition of temperature and time-dependent parameters for
these processes. Volatilisation and char formation are described through interme-
diate states, as presented in [I]. More information on other models of torrefaction
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[26,37], pyrolysis [38] and char gasification [39,40] is widely available in the litera-
ture on the subject.
Since a majority of torrefaction and pyrolysis models, and char gasification
models, were based on the kinetic approach, this may form a good test case for
evaluating the feasibility of the constrained free energy, CFE, method. The aim of
the Publication [I] was to evaluate these processes and the super-equilibria of
solid biomass, as well as the composition in each case during the gaseous phase.
2.2 Biomass gasification
Gasification has been suggested as a promising technology for improving the
energy efficiency of biomass combustion, or even upgrading biomass into bio-
fuels or bio-chemicals. This process is based on a thermo-chemical route whereby
a  synthesis  gas  (mixture  of  CO,  CO2,  H2,  H2O and other light hydrocarbons) is
produced from biomass in a reductive environment. Such a synthesis gas can be
further upgraded to form a different end product, or can be combusted in gas
turbines and kilns.
Three types of gasification processes have been developed [40]: (i) Fixed bed
gasifiers are applicable in smaller processes. (ii) Fluidised bed gasifiers represent
the most promising technology for biomass gasification. (iii) Entrained flow gasifi-
ers can be very large and produce syngas with fewer tars, but the size reduction of
biomass and corrosivity of molten ash from biomass are drawbacks. Two heating
options for gasifiers are available: In direct heating, part of the biomass is oxidised
and heat is generated simultaneously. In this case air and oxygen can be used as
gasification media. In in-direct heating, an external heat source is applied and thus
higher heating value of synthesis gas is obtained. [40]
During gasification, the biomass undergoes rapid drying, torrefaction, pyrolysis
and char gasification steps [39] similarly to the processes that occur during com-
bustion, as seen in Figure 2. However, as there is always a limited amount of
oxygen present, the final combustion stage is at least partly neglected. During the
biomass gasification, the role of the torrefaction and pyrolysis phases is empha-
sised, whereas during coal gasification the final char gasification is the key step in
the production of synthetic gas [40,41].
Methane, tar, char and ammonia formation during gasification
The generation of light hydrocarbons (mainly methane), tar, char and ammonia is
observed during fluidised bed gasification [39–42]. The source of these species is
the biomass itself. During torrefaction and pyrolysis, volatile compounds are re-
leased. The structure and composition of these gaseous compounds originate in
the biomass structure [23]. Due to the gas phase reactions, e.g. oxidation and
water-gas-shift reaction, smaller molecules of the synthesis gas are produced.
When the temperature is raised or a more oxidative media is supplied, the amount
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of methane, tar, char and ammonia falls [41,42]. Publication [II] discusses these
topics further.
Previous attempts to model biomass gasification
Thermodynamic equilibrium is often assumed as a basis for modelling the gasifi-
cation process [43–45]. However, this is a simplified approach which does not
allow the accurate prediction of the presence of light hydrocarbons, ammonia and
tars in the synthesis gas or the char formation. When thermodynamic equilibrium
is assumed, these super-equilibria states are totally neglected.
Quasi-temperature models are viewed as one possible solution for improving
the accuracy of thermodynamic models. Here, a lower temperature is applied to
the calculation of thermodynamic equilibrium, as the formation of methane, char
and tar increases at lower temperatures. In this way, the right composition of syn-
thesis gas can be obtained. However, the temperature difference must be defined
experimentally, on a case-by-case basis, and the actual process temperature can
be 250–500°C [46,47] higher than that used for modelling. Even when the chemi-
cal reactions could be modelled using this quasi-temperature approach, the en-
thalpic effects are neglected.
Modified thermodynamic models take a dual approach to modelling the gasifica-
tion process [34,41,42,48]. Part of the incoming biomass is separated from the
main flow and converted to char, tar, ammonia and light hydrocarbons based on
experimental models. The rest of the raw material is modelled based on the ther-
modynamic equilibrium assumption. Later, these two streams are mixed in order
to create the correct composition of the final synthesis gas.
Recent reviews of biomass gasification models [39,40] indicate that other efforts
have been made to model biomass gasification: kinetic models which describe the
proposed reaction mechanisms; fluidisation models which describe the phenome-
na observed in the fluidised bed; and a limited number of CFD models of biomass
gasification. These models can provide comprehensive details of particular prob-
lems, but often include a very high number of unknown parameters, which require
definition.
Here again, the need for a unified solution relating to the super-equilibrium state
and enthalpic effect in biomass gasification was apparent. Thus Publication [II]
evaluates the feasibility of a solution based on the CFE method. Somewhat similar
ideas have been presented by others: the amount of reactive char can be limited
when calculating the thermodynamic equilibrium [47,49], and methane formation
during gasification can be fixed [49].
2.3 Black liquor combustion
Black liquor is a very plentiful source of bioenergy, as shown in Figure 1. This
energy originates from the dissolved wood in black liquor, where roughly half of
the processed biomass [50] is dissolved during the delignification process in the
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fibre line of a kraft pulp mill. In addition, large quantities of sodium and sulfur are
present in the black liquor, as sodium hydroxide and sodium sulfide are used as
the main cooking chemicals. The potassium and chlorine levels are lower but have
a significant effect on the chemistry of the recovery boiler. The dry content of black
liquor is high, since multi-step evaporation is used for removing excess water
before the process reaches the recovery boiler. The composition of black liquor
varies from mill to mill, based on the wood species, the properties of cooking
chemicals, the type of process applied and water connections.
Black liquor is combusted in a recovery boiler, which has two functions: the first
of these involves converting dissolved wood into energy. This heat is used for
running and generating electricity for the pulp mill, as well as producing electricity
for sale. The second function involves salvaging the used cooking chemicals as
sodium carbonate and sodium sulfide. Special process conditions are required in
order to achieve this dual target: the lower part of the recovery boiler furnace is
operated under reductive conditions, in order to ensure the conversion of sodium
sulfate into sodium sulfide. The upper part of the furnace is operated under oxida-
tive conditions, in order to ensure the full combustion of organic substances con-
tained in black liquor.
Enrichment of alkali metals and sulfur into flue gas
Black liquor is sprayed into the boiler for combustion. The droplets are dried, de-
volatilised and pyrolysed during the in-flight, and the remaining char is gasified
and burned in the bed in a similar way to that shown for biomass in Figure 2. It has
been observed that, during these steps, large quantities of alkali metals are re-
duced [51] and volatilised, chlorine is directly vaporised [51] and sulfur is released
as organosulfur gases [52]. Thus, these species are enriching for the flue gases of
the recovery boiler and a super-equilibrium is again achieved, see Figure 3.
In [III] some observations of previous studies [53–57] are summarised. The
amount of vaporised sulfur in the incoming quantity can be up to ~ 50%, and up to
~ 20% respectively in the case of vaporised sodium. It is also known that potassi-
um and chlorine tend to enrich into flue gases to an even greater extent. A com-
parison shows that the enrichment value is up to 2.5 for potassium and up to 6.0
for chlorine, respectively [III].
Previous attempts to model a recovery boiler
Several modelling approaches have been used for describing the observed super-
equilibria in a recovery boiler and the related issues of stickies and possible corro-
sion. A major study involved the development of a thermodynamic database appli-
cable to the alkali metal salts observed in the recovery boiler. In [III] the thermody-
namic system for Na-K-S-Cl-C-O-H described in [58–60] have been utilised. Re-
cently, the database was further upgraded with the addition of bromides [61].
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The thermodynamic approach has been widely used for describing the upper
furnace and flue gas channel and, in particular, the formation of stickies and cor-
rosive salts [62,63] on top of heat exchangers as ‘boiler advisor’ tools. The most
recent development incorporates the experimentally-based database of detri-
mental corrosive conditions in the flue gas channel and allows the boiler designer
to choose the proper materials for those conditions [7]. A lower surface and the
enrichment of species into flue gas are considered as boundary conditions in such
models: experimental values, kinetic models [64], thermodynamic equilibrium [53]
or a combination of these [56] are applied to defining the volatilisation of alkali
metals, sulfur and chorine.
Thermodynamic equilibrium models are also used as part of the large-scale
process simulation. The lower furnace is again modelled using kinetic models. The
upper furnace and flue gas channel are described on the basis of several thermo-
dynamic equilibrium reactors in series [65,66].
Computational fluid dynamics (CFD) models are used for boiler design and
troubleshooting. Here, separate models for gas phase combustion, droplet model-
ling and char bed burning are combined [67] with mixing models implemented in
CFD tools. The latest developments in terms of recovery boiler CFD models incor-
porate a changing bed shape [64] and flue gas particle formation [68].
Separate models for black liquor spraying and droplet formation [69], and fly
ash particle formation, have been reported [55,70]. Detailed descriptions of vari-
ous models are given in reviews [51,64,71].
In general, all of the above examples involve decoupling the formation of super-
equilibrium from thermodynamic equilibrium calculations. It therefore again
seemed that the CFE method could be used as a unified method of modelling
these super-equilibrium conditions. This method could be a practical approach
when modelling the chemistry and heat generation of a recovery boiler. The feasi-
bility of CFE in modelling the super-equilibria in recovery boilers was evaluated in
[III].
2.4 Nitrogen oxide emissions
Nitrogen oxide emissions (NOX =  NO + NO2) during the combustion of biomass
and black liquor formed another interesting case. It has been estimated that bio-
mass combustion is causing 20% of anthropogenic NOX emissions in the world
[72]. These emissions are causing acidic rain, while tropospheric ozone is having
a detrimental effect. Control of nitrogen oxide emissions is therefore essential.
In general, during combustion four different sources of NOX emissions have
been recognised [73]: (i) Thermal NOX formation through the oxidation of atmos-
pheric nitrogen at high temperatures. (ii) Prompt NOX, which is formed in a fuel-
rich zone if hydrocarbons are reacting with atmospheric nitrogen. (iii) The N2O
route, and (iv) Fuel NOX whereby nitrogen is volatilised from wood and further
oxidised to form NO emissions. Because the amount of NO2 is considered low
compared to NO, only term NO emissions are used in this study.
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Over-shoot of free radicals and freezing of NO emissions
During the very first steps of combustion, there is a rapid increase in the amount of
free radicals. During this over-shoot of radicals, the super-equilibria of for example
O, H and OH radicals are formed. These super-equilibria initiate combustion but
also facilitate the rapid development of NO emission.
After combustion is finalised and the flue gases have cooled down, the
achieved level of NO emission remains, even if the final temperature is low. Again,
super-equilibrium is formed for these frozen NO emissions.
Previous attempts at modelling NO emissions
Detailed kinetic models, DKM, are often applied when the accurate prediction of
combustion phenomena and NO emissions is required. These models concurrent-
ly compute radical build-up, the combustion of hydrocarbons and NO formation.
Major research efforts have led to the assessment of detailed reaction mecha-
nisms and reaction parameters. Examples of DKM include Gri-Mech 3.0 mecha-
nism [74] and the ÅA mechanism [75]. These models explain the combustion of
light hydrocarbons and the related emissions, and may include hundreds of ele-
mentary reactions. Due to the complexity of the models, they are usually applied
to cases involving simplified reactor setups, such as a series of ideal reactors or
as plug-flow reactors.
In order to reduce the complexity of the models, a separate set of reduced
models has been developed. Here, the most critical element in the whole reaction
mechanism is applied. A third option is so-called global models, which can de-
scribe the oxidation of hydrocarbons [76] and formation of NO emissions [77–79].
The model structure of these global models is often Arrhenius type equations,
although the parameters are either defined experimentally or model based. A
typical use of reduced and global models is computational fluid dynamics, CFD. In
such cases, mixing and combustion are calculated first, with NO emissions often
determined as a post-processing step. More details on the modelling of NO emis-
sions are given in the review papers [73,80,81].
DKM used for NO emissions is considered the best validated kinetic mecha-
nism available. It has therefore seemed tempting to evaluate the feasibility of the
CFE method in modelling NO emissions and to compare the results to those of
DKMs. Previous studies [82,83] have applied a somewhat similar technique – rate-
controlled constrained-equilibrium, RCCE – to the modelling of NO emissions in
internal combustion engines. This has made the use of the CFE method in model-
ling NO emissions seem plausible in biomass combustion too. Publication [IV]
discusses this topic.
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2.5 Constrained thermodynamic equilibrium
The constrained thermodynamic equilibrium of a chemical system is achieved
when something is limiting the system from proceeding further towards the global
equilibrium. Such a constraint can be defined based on (i) the extent of the various
reactions, (ii) electrochemical potential, (iii) surface area, and (iv) volume.
The first attempts to constrain the calculation of thermodynamic equilibrium
based on reaction rates were conducted for the freezing of CO and NO emissions
during internal combustion in the gas phase [82,83]. This method was later named
RCCE, Rate-controlled constrained-equilibrium, and studies were focused on the
combustion of light hydrocarbons in internal combustion engines [84]. The con-
straints applied to the RCCE method were based on the extent of the reactions,
which were often deduced from detailed kinetic models. Typical constraints with
respect to these included the number of moles or the quantity of radicals in the
system [84].
The CFE method was developed [13,85] somewhat in parallel, to allow for the
calculation of multiphase systems constrained by other physical factors too. The
first applications of this kind primarily lay in high-temperature inorganic chemistry,
such as the production of titanium oxide. New application areas, such as aqueous
suspension chemistry in paper making [18] and the production of metal alloys [20],
emerged later. Simultaneously, new types of constraints were found and defined,
such as electrochemical potential [18], surface area [15,16] and volume [17,18]. In
addition, based on this method immaterial constituents were introduced alongside
the immaterial constraints of components [9]. The method was named the con-
strained free energy method, abbreviated to CFE. RCCE, with its ‘extent of reac-
tion’ based constraints, can be considered a sub-set of the more generic CFE
method.
A detailed description of the CFE method is given in the literature [11,12,86]. In
addition, some examples of CFE method are summarised in [10]. A short review
follows of the various constraints and application areas. The published applica-
tions are summarised in Table 1.
Extent of reaction
The reaction rate or chosen extent of reaction is one of the most widely used con-
straints with respect to the CFE method. In general, all RCCE applications and the
majority of CFE applications are based on the ‘extent of reaction’ type of con-
straint. Publications [I– IV] also use this approach when defining super-equilibria.
A large number of published applications are related to combustion: constrain-
ing ‘aromaticity’ in benzene flames [87], internal combustion of hydrogen [84,88],
methane [84,89,90], methanol [90], formaldehyde [90] and ethanol [89] have been
reported on. In addition, the freezing of NO and CO emissions in internal combus-
tion engines have been studied [82,83].
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The extent of reaction approach is also used for predicting the dissolution and
precipitation of calcium carbonate and the release of carbon dioxide from paper
making water suspension [18,19]. This application is discussed in more detail in
[V]. Anatase-rutile transformation has also been reported in the production of
titanium oxide [13,14] and the mercury-chlorine system [86]. In addition, the para-
equilbria involved in steelmaking, where [20] the mass transport between different
solidifying phases is constrained, can be considered an example of the ‘extent of
reaction’ type of constraint. Finally, the analyses of biochemical reaction pathways
[21,22] illustrates a wholly new application area for the CFE method.
The width of the applied constraints vary greatly: minimal models such as the
production of titanium oxide [13,14] or the dissolution and precipitation of calcium
carbonate include only one or two constraints and a similar number of kinetic
reactions which are used for defining the constraints. On the other hand, the most
extensive models of ethanol combustion [89] or biochemical pathways [21,22] can
include dozens of constraints and even hundreds of reactions (see Table 1). In
general, in CFE models the aim is to minimise the number of required constraints
by defining the slowest and most critical reactions. These reactions are con-
strained and local thermodynamic equilibrium is otherwise considered.
Electrochemical potential
Constraints based on the electrochemical potential between the two aqueous
phases formed in pulp suspensions have been reported [17,18] as one application
area of CFE. Here, an aqueous suspension with anions and cations is present.
Wood pulp has some immobile anions during the fibre phase. Due to this charge,
the distribution of anions and cations varies between the fibrous and bulk aqueous
phases. By defining this constraint based on the electrochemical potential differ-
ence, it was possible to model e.g. accurate calcium chemistry during paper mak-
ing processes [91].
Volume and surface area
Volume as a constraint was also applied to paper making applications [17,18]. The
amount of water inside the pulp fibres was considered constant and a constant
volume was therefore defined as a constraint. This had effects on the ionic
strength of the two aqueous phases.
Surface area is used as a constraint when the surface tension of liquid mixtures
and e.g. metal alloys is modelled [15,16]. When both surface area and volume are
used as constraints, the thermochemical properties of nano-particles greatly af-
fected by the surface energy can be modelled [12,92].
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Applied tools
A large share of CFE models are implemented in the ChemSheet program [93].
This tool allows the easy extension of multiphase thermodynamic systems with
immaterial constraints applicable to the CFE-technique. However, other tools can
also be used: para-equilibriums are calculated with Fact-Sage [20] and various
NASA equilibrium codes are used in RCCE applications [88]. In some cases,
where the number of constraints and reactions is very large, it may be necessary
to use a separate differential equation solver suitable for stiff numerical systems
[88].
In Publications [I–V], ChemSheet is applied as a tool for the calculation of su-
per-equilibria using the CFE method.
Table 1. Applications of constrained thermodynamic equilibrium.
Constraint Application area Details C/Ra Reference
Extent of
reaction Combustion Benzene combustion 1-2/- [87]
. Inorganic chemistry Anatase-rutile transformation 1/1 [13,14]
Inorganic chemistry combustion of TiCl4 1/1 [94,95]
Inorganic chemistry Mercury-chlorine system 3/3 [86]
Biochemistry Reaction pathways up to 17/17 [21,22]
Papermaking Calcium chemistry 2/2 [18,19,91,96],[V]
Metallic alloys Para-equilibriums in steel making (NP-1)x(M-1)b [20]
Internal combustion NO freezing 2/14 [82,83]
Internal combustion CO freezing 2/9 [82,84]
Internal combustion Hydrogen combustion 3/14 & 6/15 [84,88]
Internal combustion Methane combustion
16/42 &
12/20 &
16/352 [84,89,90]
Internal combustion Methanol combustion 10/16 [90]
Internal combustion Formaldehyde 9/12 [90]
Internal combustion Ethanol combustion 16/232 [89]
Biomass combustion Black liquor combustion 4/4 [I]
Biomass combustion Biomass gasification 5/5 [II]
Biomass combustion Char gasification 1/2 [III]
Biomass combustion Biomass pyrolysis 2/3 [III]
Biomass combustion Biomass torrefaction 3/3 [III]
Combustion Thermal-NO 1/1 - 5/11 [IV]
Combustion Fuel-NO 5/7 [IV]
Electrochemical
potential Papermaking Aqueous ion exchange 2/- [17,18] and [V]
Surface area Metal alloys Surface tension 1 & L + (N-1)c [15,16]
Metal alloys Nano-particles 1/- [12,92]
Volume Papermaking Fibre - Water -phases 1/- [17,18]
a C is the number of applied constraints and R is the number of applied reaction. b NP is number of phases and M
is number of metallic species. c 1 for monolayers. For multilayers L is number of layers and N number of chemical
species.
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3. Methodology
The presented study is computational in nature, with the applicability of the CFE
methodology being evaluated against different model structures in the cohesive
application areas. The numerical values of the defined constraints are obtained
from the literature for all Publications [I–IV]. The results are evaluated against the
literature results for [I–III] and against an alternative model for [IV]. The presented
method is applied in 0-D or 1-D models representing ideal mixing reactors or lami-
nar plug-flow reactors. Publication [V] summarises the applied CFE methodology,
which is also presented here in brief.
3.1 Calculation of thermodynamic equilibrium
The thermodynamic equilibrium of a closed chemical system is achieved when the
entropy of the system is maximised or its free energy minimised. Gibbs’ free ener-
gy of the system can be defined as Equation 1.
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Here, G is Gibbs’ free energy, H is the enthalpy of the system, T is the tempera-
ture, S is the entropy of the system, k refers to each constituent in the multi-phase
system, K is the number of constituents in the multi-phase system, n is the molar
amount of each constituent and µ is the chemical potential of each constituent.
When this function is minimised, the Lagrange method for undetermined multi-
pliers is often used [97,98], see Equation 2. The minimum of Gibbs’ free energy is
found when the partial derivatives of Lagrange function L are zero, see Equations
3 and 4. The chemical potentials of constituent are defined by Equation 3 and the
mass balance of system is defined by Equation 4.
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Here ? is the Lagrange multiplier vector. ? is the mass balance of the different
components of each constituent, written in terms of the amount of matter (mol). L
is the number of components in the system.??l is the Lagrange multiplier of com-
ponent l, bl is the total amount of component l in the system, and ?kl is the stoichi-
ometric coefficient of component l in constituent k.
More details for solving the minimum of Gibbs’ free energy are available in the
literature. Generic presentations of the topic are given in [11,97–100]. The lineari-
sation of Equations 3 is described in [97]. A representation in matrix form is given
in [100] and [V].
3.2 Inclusion of immaterial constraints
The local thermodynamic equilibrium is solved by the inclusion of additional imma-
terial constraints in the chemical system. In this study, the CFE technique is used
for estimating the super-equilibria based on the extents of the reactions used as
constraints. The affinity of a chemical reaction A is defined as a negative partial
derivative of Gibbs free energy G with respect to extent of reaction ?, see Equation
5. Thus, the change in Gibbs energy with respect to chemical system ?G, due to
the constrained reactions, can be expressed as Equation 6.
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Here, T is temperature and p is pressure, and r refers to each constraining reac-
tion. R is the number of constrained reactions. A typical chemical system is com-
posed of K amount of constituents, which are formed from L amount of compo-
nents, which are typically elements. When additional immaterial constraints are
included in the chemical system, the stoichiometric matrix is extended as shown in
Equation 7. In the extended matrix, there is X number of immaterial constituents
and Y number of immaterial components.
The immaterial component y is incorporated in the actual constituents, with a
value of ?ky. Each immaterial constituent ?xy is connected to the corresponding
immaterial components y with a positive value, if this particular reaction is increas-
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ing the amount of immaterial component. Likewise, a negative value applies if the
amount is decreasing due to the reaction. The values of immaterial constituents
can be set based, for example, on the reaction stoichiometry. Practical examples
of extended matrices are given in [I–V].
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3.3 Defining constraints
Extent of reaction can be defined based on the (i) constant value as applied in
Publication [I,II], (ii) experimental models as in [I,II], (iii) global kinetic models re-
ported in [III–V], or (iv) models based on elementary kinetic reactions as in [IV].
Definitions for different cases are given in Equations 8a, 8b and 8c.
xx C?? (constant value) (8a)
)(Tf xx ?? (temperature dependent model) (8b)
dtr
t
xx ??
0
? (global and elementary kinetic reactions) (8c)
Here, ?x refers to extent of reaction x. C is a constant value, while f stands for
function. T is temperature, t refers to time and r is the reaction rate. The extent of
the reaction is given as the reaction rate integrated from the beginning to the cur-
rent time step, since the constraint is dependent on time.
The reaction rate can be given as a net reaction rate or by defining independent
reaction rates of forward and reverse reactions, Equation 9. In the former case,
only one immaterial constituent is implemented in the extended reaction matrix N,
Equation 7. In the latter case, two separate immaterial constituents are needed for
defining both the forward and reverse reactions.
xrxfx rrr ?? (9)
Here, the subscript f refers to forward reaction and r to reverse reaction. Global
kinetic models and models based on elementary kinetic reactions are often given
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as Arrhenius types of model. Equation 10 defines the reaction rate based on the
rate constant and concentrations. Equation 11 gives the definition of the rate con-
stant, which is dependent on the temperature and different Arrhenius type of con-
stants.
? ???
b
a
xx
bjkr (10)
)/(exp RTEBATk ?? (11)
Here k is the rate constant. j is the constituent in the reaction matrix, a is the stoi-
chiometric coefficient of the constituent, and b refers to all constituents involved in
the reaction. A is frequency factor, B is temperature exponent, E is activation
energy, R is gas constant and T is temperature. Additional details on implementing
extents of reaction as part of the CFE method are available in the literature
[11,13,96] and [I–V].
3.4 Affinities of constrained reactions
Constraints based on the extent of reaction were defined as an extension of the
calculation of Gibbs’ free energy of system in Equation 6. The affinities of each
chemical reaction are defined according to Equations 12a, 12b and 12c. If a par-
ticular reaction is in equilibrium, the affinity is 0. A positive value for the affinity
indicates that the reaction is not finalised, something is constraining the reaction
and a super-equilibrium state is thereby formed.
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Here A is  affinity  of  reaction.  ?r refers to the change due to each reaction. G is
again Gibbs’ free energy, and ak is used for the stoichiometric coefficient in the
reaction matrix for species k in a given reaction. Here, and in Equation 6, ? refers
to the coefficient of the stoichiometric matrix. (In many cases, reversed notation is
used for a and ?. Typically, a is used for the stoichiometric matrix and ? for the
reaction matrix. However, here this given notation is used for the sake of con-
sistency with the notation used in Publications [I–V]).
More details on applying affinities in CFE calculations are given in the literature,
[11,96] and [I].
32
3.5 Thermodynamic data and applied tools
Thermodynamic data are obtained from (i) HSC [101] for Publication [I,II], (ii) from
FactSage [58] [III], and (iii) from the DKM/ÅA mechanism [75] [IV]. ChemSheet
[93] was used as a modelling tool in all Publications [I–V].
Estimation of H, S and Cp for biomass
The ultimate analysis of fuel was employed as the input composition of biomass in
Publications [II,III]. Volatile species were used for input composition in [IV]. How-
ever, in [I] the standard enthalpy, entropy and heat capacity of biomass were de-
termined based on different pseudo-biomass fractions.
Thornton’s rule [102] was applied to estimating the standard enthalpy of for-
mation. This rule is based on an assumption of oxycalorific equivalence of 450
kJ/mol O2 required for the complete combustion of biomass as presented in Equa-
tion 13. A similar method is proposed for the standard entropy of formation [102].
This method is based on the experimental measurement of the standard entropy
of formation of different biomass compounds, see Equation 14. Although the set of
measurements reported is rather small, it has been noted [102] that the method
provides a reasonably good estimation for larger bio-molecules. Finally, the heat
capacity is estimated based on the average of different wood species reported in
the literature [103], see Equation 15. The feasibility of this estimation method is
evaluated in Publication [I].
cOprodfkf nHH ,20.450????? (13)
?
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Here, ?fHk is the estimated standard enthalpy of formation and ?fSk the estimated
standard entropy, respectively. k refers to species k. ??fHprod is  the  sum  of  the
standard enthalpies of combustion products (CO2 and  H2O) in full combustion.
nO2,c refers to the number of oxygen atoms needed for the full combustion of reac-
tants. ?S°k,atoms is the sum of the standard entropies of the individual atoms. Cp,k
refers to the heat capacity of species k . Mk is the molar mass.
3.6 Applied constraints
Constraints were defined based on the models reported in the literature. Constant
values were used as constraints for the black liquor gasification reported in Publi-
cation [III] and for the biomass gasification [41] reported in [II]. Also, the extent of
reaction defined based on the experimental models was applied in the same Pub-
lications [II–III]. Global kinetic models were applied to the biomass torrefaction
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[29], biomass pyrolysis [38], char gasification [34] discussed in [I] as well as the
thermal NO emission [75] applied in [IV]. (Publication [V] also applies global kinetic
models for the dissolving and precipitation of calcium carbonate in aqueous solu-
tion.) Models based on elementary kinetic reactions were used for modelling ther-
mal NO formation [75] in [IV]. The simplified reaction schemes applied in Publica-
tions [I–IV] are illustrated in Figure 4.
3.7 Validation of results
Validation data for the models were obtained from the literature. Biomass torrefac-
tion, pyrolysis and char gasification models in [I] were compared to the results of
pure kinetic models [29,34,38]. The biomass gasification model in [II] was validat-
ed against the literature data [41,104,105]. The results for the combustion of black
liquor were compared to global thermodynamic equilibrium in [III]. Reference data
for NO emissions were obtained from DKM, whereas the ÅA mechanism [75] was
applied in [IV].
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Figure 4. Applied models for defining the extent of reaction. r refers to the reaction
rate [I,IV], ? to the extent of reaction [II,III] and C to the constant value [II, III].
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4. Results and discussion
The key results of Publications [I–V] are presented in this section and are related
to the original hypotheses of the study. The applicability of the CFE method to the
various super-equilibria conditions illustrated in Figure 3, as well as the usability of
different kinds of model structures, is reported and discussed in this chapter.
4.1 Super-equilibrium of solid biomass
The constrained conversion of solid material to volatile species is a common fea-
ture of all processes related to the thermal conversion of biomass. An example of
this is illustrated in Figure 3a. Several kinetic models have therefore been devel-
oped and published to describe this conversion in various processes such as
torrefaction, pyrolysis and gasification. The aim of Publication [I] was to apply the
CFE method to this problem and discern whether the method is feasible for model-
ling the super-equilibrium of solid material observed in these processes.
The applied reaction schemes are illustrated in Figure 4 and discussed in
greater detail in [I]. Here, a short description is given. When torrefaction and pyrol-
ysis processes were considered, the reaction schemes included three different
kinds of solid material: (i) the original biomass, (ii) the intermediate product, and
(iii) the torrefied product or char. Two fractions of volatile species are also sepa-
rated, one from the original biomass and the second from the intermediate prod-
uct. However, the scheme for char gasification is simpler. Here, solid char is volati-
lised as H2 or CO after reacting with the gasification agent, steam or CO2.
Solid fraction in char gasification was modelled ‘traditionally’ as coal and the
corresponding thermodynamic properties were applied. A single, immaterial con-
straint was used for limiting the volatilisation of char. Two different kinetic models
were applied, one for steam gasification and the other for carbon dioxide gasifica-
tion. The value of the immaterial component was set according to the molar mass
of coal. This allows constraints to be defined based on mass conversion rather
than molar conversion. More details are given in [I].
A pseudo-component approach, described in Equations 13–15, was used for
the torrefaction and pyrolysis processes. Ultimate biomass analysis was used for
defining the average composition of these pseudo-biomass fractions (for example,
CH1.52O0.72 for biomass). Based on Equations 13–15, the thermodynamic proper-
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ties of these fractions can be estimated as follows (for example M = 25.04 g mol-1,
Hf = -123.55 kJ mol-1,  Sf = 145.08 J mol-1 K-1 and  Cp = 32.6 J mol-1 K-1 for the
biomass). For torrefaction and pyrolysis, two immaterial constraints were used:
first, to describe the original biomass and intermediate biomass and, second, to
represent the final product. Here again, the values of the immaterial components
for these pseudo-biomass fractions were defined based on the molar mass, allow-
ing the use of mass-based kinetic reactions. More examples are given in [I].
Figure 5. Biomass conversion [I] during: (a) biomass torrefaction T0 = 200°C, ?T =
10°C/min, Tmax=300°C, (b) biomass pyrolysis at 350°C and (c) char gasification at
850°C. Validation data for a) [28], for b) [32] and for c) [34]. Solid lines indicate the
results. Dashed lines and markers refer to the validation data.
Figure 5a illustrates the elementary composition of solid biomass fraction during
the torrefaction process. The proposed model follows the reference data and
thereby illustrates that the proposed pseudo-biomass fractions combined with CFE
method are a plausible way of describing biomass conversion and changes in the
elementary composition of solid biomass. Biomass conversion during pyrolysis is
illustrated in Figure 5b and char conversion in Figure 5c. Both cases further con-
a) b)
c)
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firm that the results of implementing constraints based on the CFE method in the
calculation of thermodynamic equilibrium provide a feasible way of describing the
super-equilibria of solid biomass in thermal biomass conversion.
4.2 Super-equilibria in the gaseous phase
Next, the study evaluated the gas phase composition in thermal biomass conver-
sion processes. Because the CFE method was a feasible method of describing the
composition of the solid fraction of biomass, the elementary composition in the
gaseous phase should be described simultaneously. Publication [I] evaluates the
applicability of the CFE method to describing the gaseous phase in biomass torre-
faction, biomass pyrolysis and char gasification processes.
In [I] it was assumed that local thermodynamic equilibrium formed in the gase-
ous phase and no other additional immaterial constraints were applied at that
point. According to [28], only a limited number of gaseous species were applied to
the torrefaction of biomass and, according to [41], to the pyrolysis of biomass and
char gasification.
When a low-temperature pyrolytic process (200–300°C), such as torrefaction, is
considered, the proposed model fails to predict the super-equilibrium during the
gaseous phase, as seen in Figure 6a. In reality, components such as acetic acid,
methanol and furfural are formed but the model merely predicts the formation of
water, acetol and carbon dioxide. As previously stated, the volatilised species
originate in the structure and molecules of wood. Those volatile species do not
react further, as the gas phase kinetics is very slow in low temperature processes.
Figure 6. Composition of gaseous phase [I] during a) biomass torrefaction. T0 =
200°C, ?T = 10°C/min, Tmax=300°C, and b) continuous steam gasification of birch
char at 850°C. Solid lines refers to the results and dashed lines respectively to
validation data from [28] where cumulative formation of compounds is presented.
a) b)
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When observing a higher temperature (850°C) process, such as char gasification,
the local thermodynamic equilibrium constitutes a better assumption with respect
to the gaseous phase. An example is given in Figure 6b. We can thereby infer that
low temperature processes (<600°C) do not reach local equilibrium and the CFE
method is not applicable in these conditions, because a fully kinetically con-
strained system is needed.
As the results in Publication [I] seemed reasonable for modelling the gas phase
composition in high temperature processes, a more comprehensive study of bio-
mass gasification was conducted in [II]. Although the local thermodynamic equilib-
rium in the gaseous phase is a moderate assumption, super-equilibrium states are
clearly present. Figure 3b illustrates the super-equilibrium of methane in synthesis
gas based on biomass gasification. In addition, the formation of other light hydro-
carbons, tar and ammonia is observed and the biomass is partly converted into
char.
In Publication [II], the applicability of the CFE method to modelling the fluidised
bed gasifier was evaluated. In this, the ultimate analysis of biomass was used as
an input feed for the model. A similar gas phase composition was used as previ-
ously in the char gasification case. Experimental models defining the constraints
were obtained from the literature [41].
The other aim of Publication [II] was to study different CFE model structures
and test various immaterial constraints. The base case was thermodynamic equi-
librium, see Figure 7a. Five possible model structures were evaluated. Figure 7b
illustrates a super-equilibrium model in which carbon conversion and the amount
of light hydrocarbons (as total), tar and ammonia were constrained. Figure 7c
represents the results of a model based on which an additional constraint was
implemented for methane. Figure 7d shows the results of a model in which all
individual light hydrocarbons where constrained separately, and only the local
equilibrium of water-gas (H, CO, CO2, H2O) was assumed [II].
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Figure 7. Biomass gasification and major synthesis gas species (CO, H2O, CO2,
H2 and CH4) [II]. Four different models structures presented: a) Thermodynamic
equilibrium without constraints. b) Carbon conversion, tar and ammonia formation
and the total amount of light hydrocarbons are constrained. c) An additional con-
straint for methane is defined. d) The amount of every hydrocarbon is constrained
and only water-gas is considered as local equilibrium. Validation data is obtained
from [41].
These results indicate that, with limited constraints, it is possible to achieve results
that are as good as in the case of a fully constrained system. By defining a sepa-
rate constraint for methane, the prediction of the composition of synthesis gas is
improved. Thus, the observed super-equilibrium seen in Figure 3b can be predict-
ed. The biomass gasification model was also validated against two other inde-
pendent datasets derived from the literature [104,105], with satisfactory results.
Figure 8a shows the validation results for a fluidised bed gasifier and Figure 8b
shows those for an air-blown circulating bed gasifier. First, this indicates that the
applied experimental model is also valid for other cases and, secondly, that it is
possible to generate generic models by implementing the CFE method. Naturally,
be redefining the experimental models used for defining constraints, the proposed
model structure could be applied on an even wider basis.
a) b)
c) d)
40
Based on the results in [II], it can be stated that, in the case of particularly high
temperature processes, super-equilibria can be described using the CFE method,
as the majority of the species are in a local thermodynamic equilibrium.
Figure 8. Validation of the biomass gasification model [II] in a) an air/steam-blown
fluidised bed gasifier and in b) an air-blown circulating bed gasifier. Major syngas
components (CO, CO2, H2 and CH4) in dry gas are presented. Validation data of is
obtained from [104,105].
4.3 Super-equilibria of volatile inorganic species
As stated above, the composition and related super-equilibrium states of organic
species in the gaseous phase could be successfully modelled using the CFE
method in a high temperature gasification process. Concurrently, the feasibility of
the CFE method was evaluated for modelling the super-equilibria of volatile inor-
ganic species. The results of this part of the study were presented in detail in [III].
The recovery boiler of a kraft pulp mill was chosen as a test case for two rea-
sons: firstly, the black liquor covers the largest share of all biofuels in Finland as
shown in Figure 1, and secondly, because the black liquor contains a large
amount of inorganic cooking chemicals (alkali metals and sulfates), the super-
equilibrium of these volatile species is evident as observed in Figure 3c. Thus, the
steam parameters are also limited to lower values in recovery boilers compared to
other biomass power plants.
A comprehensive thermodynamic database of Na-K-S-Cl-C-O-H [59,60] was
applied in [III]. The same database is widely used for evaluating the ash chemistry
of biofuel power plants, for example in [7]. In this case, the industrial measure-
ments summarised in Publication [III] were used for defining constraints in the
volatility of sodium, potassium, chlorine and sulfur. The corresponding four imma-
terial constraints were defined for these species. All volatile species containing
sodium, potassium, chlorine and sulfur were connected to a particular immaterial
component with the respective stoichiometric value.
a) b)
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Figure 9a illustrates the thermodynamic equilibrium levels of S and Na in the
fume, as also shown in Figure 3c. The volatility of sodium and sulfur is very low at
normal operating temperatures between 900–1,100°C. The super-equilibrium of
sodium and sulfur is illustrated in Figure 9b, in which a CFE-based model is ap-
plied.
Figure 9. Sodium and sulfur concentrations of major constituents in the fume of a
kraft recovery boiler [III]. a) Equilibrium concentrations applied. b) Super-
equilibrium concentrations applied. Solid lines indicate here equilibrium concentra-
tions and dashed lines super-equilibrium concentrations respectively. ?furnace = 0.7.
Volatility of sodium = 10% and sulfur = 30% at 1,000°C. The enrichment factor for
potassium is 1.4 and for chlorine 2.5.
Figure 10. Condensed phases from the fume of a kraft recovery boiler [III]. Major
constituents a) with potassium and b) with chlorine are shown. The solid lines refer
to equilibrium concentrations and dashed lines to super-equilibrium concentra-
tions. Tfurnace = 1,100 C. ?furnace = 0.7. Volatility of sodium = 10%, and sulfur = 30%
at 1,000°C. The enrichment factor is 1.4 for potassium and 2.5 for chlorine.
a) b)
a) b)
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The volatile species of sodium, potassium, chlorine and sulfur have a clear influ-
ence on the ash chemistry in the flue gas channel and on top of heat exchangers.
Figure 10 illustrates the difference by comparing a more accurate CFE-based
super-equilibrium model to a thermodynamic equilibrium model. In [III], it is shown
that the sticky temperature can decline by 40–50°C for temperature T15 and 10°C
for T70 when the super-equilibrium model is applied, This has an apparent effect
on the functionality of the recovery boiler, as a sticky temperature is indicative of
an area in which there is a greater risk of alkali metal condensates and the related
corrosivity issues.
Publication [III] presents a unified method based on which the super-equilibrium
in the lower furnace, the related chemical reactions and heat production can be
resolved simultaneously using the CFE method, and confirms the applicability of
the CFE method for this purpose.
4.4 Super-equilibrium of radicals related to NO emissions
Finally, the applicability of the CFE method to the modelling of NO emissions was
studied in [IV]. Promising results in modelling the super-equilibrium of organic
species in gasification [II] and inorganic species in recovery boiler processes [III]
provided a solid background for further studies.
NO emissions have been modelled using comprehensive detailed kinetic mod-
els, i.e. DKMs, [74,75] in which the formation and destruction of several dozen
species are controlled based on hundreds of elementary reactions. It seemed
tempting to test whether a simplified CFE method could be used for modelling the
same problems. In addition, some early results were published for NO freezing in
internal combustion engines [82], based on a somewhat similar approach to the
CFE method.
In [IV], several NO emission cases were evaluated with increasing complexity:
(i) the heating of pure air, (ii) the combustion of carbon monoxide in dry and moist
air, and (iii) the combustion of methane and ammonia (as biomass with nitrogen).
DKM [75] were used for the calculation of reference and validation. In the case of
the CFE model, the same thermodynamic data were applied as for the reference
DKM. Elementary and global kinetic models were used to define the necessary
constraints.
Thermal NO emissions during the heating of pure air were successfully mod-
elled using the CFE method, as illustrated in Figure 11a. In this case, two immate-
rial constraints were applied and reaction kinetics was defined based on the
Zeldovich mechanism. Figure 11b illustrates NO formation during the combustion
of CO with pure air. Here, additional constraints were defined on the degradation
of CO as well as the O-radical overshoot.
When rapid high-temperature combustion and the formation of thermal NO
emissions are taken into consideration, the CFE method seems applicable to
modelling these processes.
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Figure 11. a) Formation of thermal NO emissions while heating pure air. b) Com-
bustion of CO with dry air. Temperature 1,500°C, ?=1.2, and dry air (21 v-% O2
and 79 v-% N2). [IV] Here EQ refers to the equilibrium concentrations, CFE to the
super-equilibrium concentrations and DKM to the validation results from the de-
tailed kinetic model.
When more complex Fuel NO emissions were considered, global reaction kinetic
models were best used alongside the CFE method. Separate models were used
for the oxidation of methane into carbon monoxide and further into carbon dioxide,
as well as for the oxidation of ammonia into NO emissions [76,79]. A total of five
immaterial constraints were defined, based on seven kinetic reactions.
Figure 12a illustrates the oxidation of methane. It can be observed that the
speed of oxidation is faster when the CFE model is compared to the results of
DKM. This is mainly due to the fact that simplified global kinetic models applied to
the CFE method do not predict the radical build-up and over-shoot correctly. The
same off-timing is visible in the case of NO emissions, as illustrated in Figure 12b.
However, the final NO emission level is predicted correctly and there is no differ-
ence between the CFE model and DKM.
In [IV], it was stated that the CFE method can be applied to modelling fuel NO
emissions if global kinetic models are used.
a) b)
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Figure 12. Fuel NO emissions [IV]. Biomass is modelled as methane, and nitro-
gen in biomass as ammonia. a) Combustion of hydrocarbons. b) NO emissions.
The temperature is 1,500°C and ?=1.2. Here EQ refers to the equilibrium concen-
trations, CFE to the super-equilibrium concentrations and DKM to the validation
data obtained from the detailed kinetic model.
4.5 Applicability of different model types as constraints
The second aim of this study was to evaluate which kinds of models could be used
for defining the immaterial constraints of the CFE procedure. Four different types
of approaches were used in the Publications: (i) constant values [II,III], (ii) experi-
mental models [I,II], (iii) global kinetic models [III–V], and (iv) models based on
elementary kinetic reactions [IV].
Publication [III] utilises constant values for defining the constraints. Here, the
enrichment of potassium and chlorine were defined based on the fixed enrichment
factors. In [II], the amount of tar and ammonia were described based on the con-
stant values. Measured constant values seem to present a practical approach to
many industrial cases, where data are available and more insight into the thermo-
chemistry of the process is requested. Based on the positive results in [II,III], it is
proposed that constant values be used for defining immaterial constraints in the
CFE method, including for other types of high-temperature thermal biomass con-
version.
Experimental temperature-dependent models were used in the same way as for
defining the constraints in [II]. For example, the amount of char and methane de-
clined as the temperature rose. Additionally, in [III] temperature-dependent models
were used to describe the volatility of sodium and sulfur. In general, immaterial
constraints can be conveniently defined based on experimental models, in which
different parameters besides the reaction temperature are used.
a) b)
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Global kinetic models are often specified based on experimental data. In such
cases, the time and temperature dependence are taken in account. During the
torrefaction and pyrolysis of the biomass, two-step degradation of biomass was
assumed in [I]. Simultaneously, part of the material was volatilised. Char gasifica-
tion with steam and carbon dioxide were described as single-step reactions in [I].
In [IV], the fuel NO emissions and oxidation of methane were modelled using
global kinetic models. (In addition the Publication [V] utilises global kinetic models
in other domains for modelling the dissolving and precipitation of calcium car-
bonate in water suspension and the release of carbon dioxide.) The results in [III–
V] confirm that global kinetic models with moderate immaterial constraints and
related reactions can be utilised as part of the CFE method for constraining the
system.
Models based on elementary kinetic reactions were used as constraints in [IV].
When small amount of reactions were considered, such as thermal NO emissions
with the Zeldovich mechanism or carbon monoxide combustion with pure air, the
CFE method appeared plausible.
However, when a more complex kinetic scheme was considered, such as the
combustion of carbon monoxide with moist air, the calculations did not converge,
as can be seen in Figure 13a. Here, the quantities of O, H and OH radicals were
constrained individually and the formation and destruction of radicals were con-
trolled based on several competing elementary reactions with different reaction
rates.
Several methods for improving the stability of CFE method using elementary
reactions were tested in [IV]: (i) decreasing the time-step, (ii) applying a better
numerical method (4th order Runge-Kutta instead of Euler method), (iii) lumping
free radicals under a single constraint as seen in Figure 13b, and (iv) applying a
steady-state assumption for radicals as seen in Figure 13c.
Figure 13b illustrates that, while combining O, H and OH radicals under a single
constraint predicts the shape of the radical over-shoot somewhat correctly, the
level of radicals remains inaccurate. Figure 13c demonstrates that, by defining the
steady-state assumption for O radicals, the over-shoot can be modelled well but
prediction fails near the equilibrium value.
Based on the results of [IV], it is proposed that models based on elementary ki-
netic reactions can be combined with the CFE method when the magnitude of the
model is greatly reduced. In some cases, such as thermal NO emissions, this can
be straightforwardly accomplished. If a large number of competing elementary
reactions are needed to achieve a precise model, numerical instability issues
occur. Such cases could be modelled to some extent using simplified global kinet-
ic models for Fuel NO emissions as above shown, but certain aspects of the mod-
el will be lost, such as radical build-up, radical over-shoot and ignition delay. When
such aspects are the focus of interest, DKMs seem a better alternative.
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Figure 13. Modelling of radical build-up and over-shoot during combustion [IV].
Super-equilibrium model is defined as: a) Individual constraints on O, H and OH
radicals. b) Combined constraint on the amount of O, H, and OH radicals. c)
Steady-state assumption for O radicals. Here EQ refers the equilibrium concentra-
tions, CFE to respective super-equilibrium concentrations and DKM to the valida-
tion data obtained from the detailed kinetic model.
a) b)
c)
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5. Conclusions
This study evaluates the feasibility of the constrained free energy, CFE, method
for modelling super-equilibria in thermal biomass conversion. The new application
areas for the generic method applied in this study are biomass torrefaction, bio-
mass pyrolysis, char gasification, biomass gasification, black liquor combustion
and the related inorganic chemistry, and finally the NO emissions generated by
combustion processes. Several types of models were used as constraints in defin-
ing the super-equilibrium conditions: constant values, experimental models, global
kinetic models and models based on elementary kinetic reactions. A summary of
the applications and applied constraints, as well as a feasibility evaluation, are
shown in Table 2.
5.1 Applications
It was shown that, in high temperature processes (T>600°C), the CFE method is
appropriate for the modelling of super-equilibria in thermal biomass conversion
processes such as char gasification [I], biomass gasification [II], combustion of
black liquor [III] and NO emission formation [IV]. In addition, the super-equilibrium
of solid biomass conversion was successfully defined based on the CFE method
in low temperature processes, such as biomass torrefaction and pyrolysis [I]. In
general, it is stated that in high temperature processes where a clear local thermo-
dynamic equilibrium is present and this super-equilibrium is constrained by a limited
number of constraints, CFE is a pertinent means of modelling the processes.
Super-equilibria within the thermodynamic system are successfully constrained
on the basis of various models, such as the constant values [I,II], experimental
models [I,II] and global kinetic models [III–V]. In addition, a model based on the
small number of elementary kinetic reactions was implanted in the CFE method.
Experimental models and global kinetic models often combine several case-
specific factors such as reactions, mass- and energy transfer, which are mixed
into single rate equations which describe the super-equilibrium composition.
These kinds of generic constraints can be easily implemented in CFE models.
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Table 2. Applications and type of applied constraints.
Applications Types of constraints
Constant values Experimental
Models
Global kinetic
models
Models based
on elemen-
tary kinetic
reactions
Torrefaction + Applicable for
char conversion [I]
- Not feasible for
predicting gaseous
phase [I]
Pyrolysis + Applicable for
char conversion [I]
- Not feasible for
predicting gaseous
phase [I]
Gasification + Applicable to
predicting, tar,
and ammonia
[II]
+ Applicable
to predicting
methane and
char [II]
 + Applicable for
char gasification [I]
Recovery boiler + Applicable to
the enrichment
of alkali metals,
sulfur and chlo-
rine [III]
NO emissions + Applicable for
Fuel NO emissions
[IV]
± Plausible for
Thermal NO
emissions [IV]
- Not feasible
for Fuel NO
emissions [IV]
+ implies advantages in applying CFE method; - implies drawbacks in applying CFE
method; ± indicates possibilities of using CFE method
5.2 Limitations
Super-equilibria in the gaseous phase in low temperature processes such as bio-
mass torrefaction and pyrolysis could not be predicted [I]. This was due to the fact
that the composition of volatile species is influenced by the chemical composition
of wood itself. In low temperature processes, gas phase reactions are very slow
and no local equilibrium can be assumed during the gaseous phase. Thus, a fully
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constraint kinetic model is needed in order to predict gas phase super-equilibria in
low temperature processes.
In high temperature processes, another limitation of the CFE method was found
when comparing the results with those of kinetic calculations: super-equilibria of
free radicals and the related radical build-up, over-shoot and thus ignition delay
were not in agreement with the results received using DKM techniques. Numerical
issues emerged when a large set of competing reactions in a stiff chemical system
were implemented using the model. The number of constraints and reactions
required was too large. If such topics are of interest, it would be more convenient
to use detailed kinetic models for prediction.
5.3 Future research ideas
This study introduced several new applications of the CFE method in the area of
thermal biomass conversion. A possible use of these models is large-scale pro-
cess simulation. In many cases, simplified approaches, such as pure thermody-
namic equilibrium or global kinetic models, are assumed. The CFE method could
combine these two approaches and concurrently give an estimate of super-
equilibria, chemical reactions and the related reaction enthalpies. Thus, in stand-
ard flow-sheet simulators researchers are encouraged to implement the CFE
method as a new reactor type.
Automatic extension of the chemical system in simulators based on the imple-
mented constraints would be a very efficient way of developing CFE models. Cur-
rently, the extension must be implanted manually into data files based on the
constraints. This is prone to error and, in all cases, rather laborious. In addition, it
restricts the usability of the CFE method to a limited number of simulation pro-
grams, in which databases can be extended. This also excludes all proprietary
tools and databases beyond the scope of the CFE method.
Using the CFE method to model internal combustion processes would extend
the work done for the current study. Simultaneously, the CFE and RCCE methods
could be combined. Since a large number of elementary reactions in stiff chemical
systems can be successfully modelled using the RCCE method, the related re-
search should also resolve some of the unresolved problems that emerged in this
study. An investigation of the combustion of new biofuels and the related new bio-
based components in fuel mixtures would be of particular interest.
Sulfur oxide (SOx) emissions from power plants and engines could be studied
using the CFE method. An approach similar to that taken with respect to nitrogen
oxide emissions is proposed here for sulfur oxide emission modelling. In addition,
the CFE technique can be used for modelling the scrubbing of flue gas based on
aqueous multi-phase models.
Implementing the CFE method as part of large CFD models is another topic re-
quiring evaluation. Thus, a more precise model of chemical reactions could also
be used in large models. However, it is assumed that this would be a highly com-
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putational, intensive task. As part of the CFD models, parallel CFE solvers would
probably also be needed.
Surrogate or meta-models as constraints in the CFE method form another line
of future study. Based on a large dataset or detailed kinetic models, a surrogate
model could be defined and later used for constraining critical reactions and defin-
ing the local super-equilibria states of chemical systems. Thus, a surrogate model
based on complicated phenomena in industrial processes could be implemented
for the rigorous calculation of thermodynamic equilibrium.
5.4 Finally
The CFE method is an applicable practice in modelling super-equilibria in high
temperature processes. The distinct benefit of this method lies in the calculation of
chemical reactions, enthalpic effects and state properties at the same time as the
super-equilibrium is solved. The CFE method is a good alternative in many model-
ling cases, where a global thermodynamic equilibrium or reduced kinetic models
are traditionally used for describing the thermal conversion of biomass.
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ABSTRACT: The char and biomass conversions during gasification, pyrolysis, and torrefaction were studied using the
constrained free energy (CFE) method. The Gibbs free energy minimization method is extended by implementing immaterial
constraints for describing partial equilibria in the gaseous phase and for kinetically controlling slow reactions associated with the
conversion of char and biomass. The connection between immaterial constraints and the affinities of slow chemical reactions are
illustrated. The method presented allows for the Arrhenius type of kinetic model to be incorporated into the calculation of local
constrained thermodynamic equilibrium. Thus, the kinetically constrained chemical reactions, equilibrium reactions, and reaction
enthalpies can be solved simultaneously by applying CFE methodology. A conceivable approach for introducing pseudo-biomass
components into the thermochemical system is evaluated. The technique applies to statistical estimates of standard enthalpy and
standard entropy based on assumed molecular compositions. When incorporated into a thermodynamic model, the pseudo-
components allow for estimating the composition of biomass during the process and the fast volatilization of oxygen- and
hydrogen-containing species at the beginning of the processes. The CFE method was successfully used for modeling the char
conversion. The high operating temperature of the gasification process justifies the assumption of local equilibrium in the gas
phase. The immaterial constraint can be used for controlling the release of carbon to the gas phase as the reaction proceeds.
When pyrolysis and torrefaction were studied, the immaterial constraints could be successfully used for describing biomass
conversion in solid phases. However, for these processes, the assumption of local equilibrium in the gas phase is not valid,
because no equilibrium reactions occur in the low-temperature conditions.
■ INTRODUCTION
Thermal conversion of biomass is one promising alternative for
reducing the usage of fossil carbon resources for energy
production. Apart from conventional biomass combustion, a
number of emerging technologies have been studied and
piloted: (i) gasification of biomass for producing syngas to be
used for biofuels and biochemicals, (ii) pyrolysis of biomass for
producing bio-oils, e.g., heating applications, and (iii)
torrefaction of biomass to improve the energy density of fuel
by reducing the oxygen content. Much effort has been invested
in understanding the reaction kinetics and biomass conversion
rates of these processes.
Woody biomass is mainly composed of three components:
cellulose (40−50 wt % wood), hemicellulose (25−35 wt %),
and lignin (20−35 wt %). In addition, ash and extractives exist
in smaller amounts. Hemicelluloses are a mixture of
polysaccharides. They have a lower molecular weight than
cellulose and can be branched. On the other hand, cellulose is
composed of linear glucose chains, and the degree of
polymerization is higher. Lignin can be described as an
irregular array of three different kinds of phenylpropane
units. The differences in chemical structure of the main wood
components also affect the observed phenomena of biomass
during torrefaction and pyrolysis.1 In addition, the gas-phase
composition is affected by the composition of biomass in low-
temperature applications, such as torrefaction and pyrolysis. For
example, phenolic groups are considered to originate from
lignin, and levoglucosan is considered to originate from
cellulose.2
During thermal treatment of biomass with increasing the
temperature, these three wood fractions decompose, react with
other compounds, and volatilize. The first step is the drying of
biomass, which occurs when the temperature of the biomass is
below 150 °C. The temperature window for torrefaction is
150−300 °C. The biomass experiences a pyrolysis stage
between 300 and 600 °C. If the gasification agent (e.g., O2,
H2O, or CO2) is present, the remaining char is gasified when
the temperature is above 600 °C. Hemicelluloses are
considered to decompose first, when the temperature is
between 220 and 315 °C. Celluloses degenerate at a
temperature range of 315−400 °C. Lignin is the most difficult
compound to be decomposed. Changes in lignin structure
appear along a large temperature range from ambient up to 900
°C.1,3 Different wood species react differently; for example,
birch tends to volatilize easier than spruce during torrefaction.4
Different processing steps are illustrated in Figure 1.
During the torrefaction, species such as water, carbon
monoxide and carbon dioxide, acids (formic, acetic, and lactic),
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CFE Method. The thermodynamic equilibrium of a non-
stoichiometric chemical system is solved by minimizing the Gibbs
energy. The Lagrange method of undetermined multipliers (eq 1)34,35
is used for finding the minimum when the partial derivatives are
defined as zero (eqs 2 and 3)
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where G is the Gibbs free energy of the system, π is the Lagrange
multiplier vector, Ψ is the mass balance of the different components of
each constituent written in terms of the amount of matter (mol), n is
the molar amount of constituent k, μ is the chemical potential of the
constituent k, k refers to each constituent in the multiphase system, L
is the number of components in the system, and K the number of
constituents. πl is the Lagrange multiplier of component l, and bl is the
total amount of component l in the system. Equation 2 defines the
chemical potential components as a linear combination of the
Lagrange multipliers. Equation 3 is used to describe the amounts of
components in the chemical system. More information on Gibb’s
energy minimization can be found in refs 34−36. In practice, computer
programs, such as SolGasMix and ChemSheet,33,35 are used for solving
the thermodynamic equilibrium.
Next, the thermodynamic system is extended with additional
immaterial constraints; see eq 4. X defines the number of immaterial
constraints. Implementation of X amount of additional columns to the
chemical system, here from L + 1 to L + X, it is possible to force
certain constituents and phases to form during the minimiza-
tion.23,24,37 If additional virtual constituents are implemented in the
chemical system (rows K + 1 to K + X) and those virtual constituents
are linked to corresponding virtual components, it is possible to
control both the formation and disappearance of actual constituents.
These virtual constituents can be defined using the forward and
reverse rates of chemical reactions.
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When kinetic reactions are considered, immaterial constraints can
be defined as follows and are illustrated in Table 1. The elementary
reaction A + B ↔ C + D has a kinetically controlled reaction rate
forward, rf, and backward, rr. In this system, the virtual component R*
is interconnected to another reaction product (here C) with a positive
number of 1. The first virtual constituent rf is also connected to the
same virtual component R* with a positive number of 1. The other
virtual constituent rr is connected to the virtual component R* with a
negative number of −1. With implementation of these immaterial
constraints, it is possible to enter the reaction rate of the forward
reaction to virtual constituent rf and the reaction rate of the reverse
reaction to virtual constituent rr. This extension allows for calculation
of a local thermodynamic equilibrium with one kinetically constrained
reaction incorporated into the system.
In general, the dynamics of chemical reactions are caused by
reaction kinetics, heat and mass transfer, or a combination of these
factors. While the matrix extension directly affects the chemical
changes involved, all previous aspects can be encompassed in the CFE
method. For example, (i) elementary reaction kinetics in the gaseous
phase are incorporated to CFE models;24,38 (ii) the changes because of
the reaction enthalpy when calculating the local thermodynamic
equilibrium are linked to the temperature-dependent reaction rates in
adiabatic processes (or with an iterative algorithm, which connects the
enthalpy of the system to an external heat-transfer model);39 and (iii)
restrictions in the rate of dissolving in aqueous suspension are coupled
to the models.28 Quite often all of these three phenomena are
combined in the (iv) overall reaction rate, which can be experimentally
defined for certain types of processes and raw materials.26,27,40 A
simplified example of the CFE method for modeling mass-transfer
kinetics in a closed system is attached as Supporting Information.
Finally, the equilibrium reactions, such as the water−gas shift
reaction, in the gaseous phase can be defined according to eq 5.
Kinetically slow reactions, such as char gasification, are defined
according to eq 6.
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Here, ak is used for the stoichiometric coefficient of species k in a given
reaction. The thermodynamic affinity becomes zero by eq 5 for the
equilibrium reactions and remains non-zero for kinetically constrained
non-equilibrium reactions (eq 6). The affinity of the non-equilibrium
reaction is related to the calculated “constraint potentials” of the virtual
components.41 This is illustrated with the super-equilibrium condition
in the char gasification in the next chapter.
■ CALCULATIONS
Three different cases are presented to estimate the applicability
of the CFE method for the modeling of thermal biomass
conversion and ways to implement kinetic constraints in the
thermodynamic equilibrium.
Char Gasification. The first example focuses on the char
gasification process. Two parallel reactions are considered: (i)
char gasification with carbon dioxide and (ii) char gasification
with steam, as shown in Scheme 1. In both cases, carbon in the
char is released as carbon monoxide (which can further react in
the gaseous phase, for instance, because of the water−gas shift
reaction). The following kinetic reactions are used in this study,
as previously defined in ref 11. Net reaction rates, r1 and r2,
shown in eqs 7−9, and the Arrhenius type of equation for rate
constant kx,y are defined. The applied pre-exponential factor
and activation energies for both reactions are shown in Table 2.
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Table 1. Example of the Stoichiometric Matrix of Elementary
Reaction A + B ↔ C + Da
component
constituent C1 C2 R*b
A 2
B 1
C 1 1
D 1 1
rf 1
rr −1
aAdditional constraints are used for defining forward and reverse
reaction rates. bImmaterial constraint (R*).
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methanol, hydroxyacetone, and furfural are formed.5 The
respective species at the pyrolysis stage are hydrogen, carbon
monoxide, carbon dioxide, acids (acetic), furans [furfural and
hydroxymethylfurfural (HMF)], anhydrosugars (levoglucosan),
phenols, and methanol.1,6 During the char gasification, steam
and carbon dioxide react with char, carbon monoxide (and
hydrogen) is produced, and equilibrium in the gas phase is
reached. Compounds are shown in Figure 1.
Studies of torrefaction, pyrolysis, and char gasification are
frequently conducted with a thermogravimetric analyzer
(TGA), where the mass loss of biomass is observed, e.g.,
Prins for torrefaction,8 Yang et al. for pyrolysis,1 and Di Blasi
for char gasification.9 The main focus of several studies has
been on optimizing the biomass and char conversion and
process conditions accordingly. In addition, results of gas-phase
composition during the torrefaction, pyrolysis, and gasification
processes have been published. Gas composition is measured
with gas chromatography (GC) by8 Fourier transform infrared
(FTIR) spectroscopy1 or high-performance liquid chromatog-
raphy (HPLC) for condensed phases.8
Thermodynamic equilibrium is seldom reached in these
kinetically restricted processes. The rate of mass loss and
formation of volatile species as well as char are frequently
described using the Arrhenius type of model, where time- and
temperature-dependent parameters are fitted to experimental
data. Examples of these kinetic models are (i) the char
gasification model proposed by Barrio10 and further developed
by Konttinen et al.11 and Zhang et al.,12,13 which includes two
competing reactions of char carbon with steam and carbon
dioxide, respectively, (ii) the pyrolysis model developed by
Koufopanos et al.14 and further developed in refs 15 and 16,
comprising intermediate volatile and char, which react further
to produce final products, and (iii) the torrefaction model
proposed by Di Blasi and Lanzetta17 and further developed by
Prins8 and Bates and Ghoniem,5 which includes a two-stage
process with intermediate products. Reaction schemes of these
models are shown in Scheme 1. These kinetic models will be
used in this study for defining the constraints to be applied in
the thermochemical model calculation. Reviews of other
torrefaction,8,18 pyrolysis,19 and gasification20,21 models are
available in the literature.
The aim of this study is to combine the determination of
kinetic reaction rates with non-stoichiometric thermodynamic
equilibrium. For this purpose, the constrained free energy
(CFE) method22 is used to describe these super-equilibrium
states, where, for instance, the presence of char exceeds the
amount seen in the global equilibrium state. The CFE
methodology is an extension of the Gibbs free energy method,
in which additional immaterial constraints are implemented to
model for controlling, for example, the progress of dominant
reactions. The respective methodology has been introduced for
the conservation of “aromaticity” in benzene combustion23 and
for describing the extent of the reaction for internal combustion
problems.24,25 The authors of this paper have applied the
methodology to other areas of thermal biomass conversion;
biomass gasification and related super-equilibrium conditions of
tars, char, ammonia, and light hydrocarbons are described using
the CFE method in ref 26. The super-equilibrium of sodium,
potassium, chlorine, and sulfur in the fume of a kraft pulp mill
recovery boiler is discussed in ref 27. Other reported
applications of the CFE method are, for example, partitioning
of electrolytes in an aqueous membrane,28,29 surface energy in a
multicomponent system,30 and reaction pathways.31 More
information on CFE methodology is given in the chapters
that follow, as well as in ref 22.
■ METHODS
Our work addresses the issues of computational methodology related
to usage of the CFE method for modeling the phenomena seen in char
gasification, pyrolysis, and torrefaction processes. Supporting reaction
kinetics and validation data are obtained from the literature, mainly
from refs 1, 5, and 11. Thermodynamic data are obtained from HSC.32
ChemSheet software33 is applied as a modeling tool, because it
provides a convenient approach to extending the thermodynamic
system with immaterial constraints.
Figure 1. Thermal conversion of biomass. This figure was composed according to refs 1, 6, and 7.
Scheme 1. Proposed Reaction Schemes of Biomass Torrefaction,17 Biomass Pyrolysis,14 and Char Gasification10
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CFE Method. The thermodynamic equilibrium of a non-
stoichiometric chemical system is solved by minimizing the Gibbs
energy. The Lagrange method of undetermined multipliers (eq 1)34,35
is used for finding the minimum when the partial derivatives are
defined as zero (eqs 2 and 3)
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where G is the Gibbs free energy of the system, π is the Lagrange
multiplier vector, Ψ is the mass balance of the different components of
each constituent written in terms of the amount of matter (mol), n is
the molar amount of constituent k, μ is the chemical potential of the
constituent k, k refers to each constituent in the multiphase system, L
is the number of components in the system, and K the number of
constituents. πl is the Lagrange multiplier of component l, and bl is the
total amount of component l in the system. Equation 2 defines the
chemical potential components as a linear combination of the
Lagrange multipliers. Equation 3 is used to describe the amounts of
components in the chemical system. More information on Gibb’s
energy minimization can be found in refs 34−36. In practice, computer
programs, such as SolGasMix and ChemSheet,33,35 are used for solving
the thermodynamic equilibrium.
Next, the thermodynamic system is extended with additional
immaterial constraints; see eq 4. X defines the number of immaterial
constraints. Implementation of X amount of additional columns to the
chemical system, here from L + 1 to L + X, it is possible to force
certain constituents and phases to form during the minimiza-
tion.23,24,37 If additional virtual constituents are implemented in the
chemical system (rows K + 1 to K + X) and those virtual constituents
are linked to corresponding virtual components, it is possible to
control both the formation and disappearance of actual constituents.
These virtual constituents can be defined using the forward and
reverse rates of chemical reactions.
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When kinetic reactions are considered, immaterial constraints can
be defined as follows and are illustrated in Table 1. The elementary
reaction A + B ↔ C + D has a kinetically controlled reaction rate
forward, rf, and backward, rr. In this system, the virtual component R*
is interconnected to another reaction product (here C) with a positive
number of 1. The first virtual constituent rf is also connected to the
same virtual component R* with a positive number of 1. The other
virtual constituent rr is connected to the virtual component R* with a
negative number of −1. With implementation of these immaterial
constraints, it is possible to enter the reaction rate of the forward
reaction to virtual constituent rf and the reaction rate of the reverse
reaction to virtual constituent rr. This extension allows for calculation
of a local thermodynamic equilibrium with one kinetically constrained
reaction incorporated into the system.
In general, the dynamics of chemical reactions are caused by
reaction kinetics, heat and mass transfer, or a combination of these
factors. While the matrix extension directly affects the chemical
changes involved, all previous aspects can be encompassed in the CFE
method. For example, (i) elementary reaction kinetics in the gaseous
phase are incorporated to CFE models;24,38 (ii) the changes because of
the reaction enthalpy when calculating the local thermodynamic
equilibrium are linked to the temperature-dependent reaction rates in
adiabatic processes (or with an iterative algorithm, which connects the
enthalpy of the system to an external heat-transfer model);39 and (iii)
restrictions in the rate of dissolving in aqueous suspension are coupled
to the models.28 Quite often all of these three phenomena are
combined in the (iv) overall reaction rate, which can be experimentally
defined for certain types of processes and raw materials.26,27,40 A
simplified example of the CFE method for modeling mass-transfer
kinetics in a closed system is attached as Supporting Information.
Finally, the equilibrium reactions, such as the water−gas shift
reaction, in the gaseous phase can be defined according to eq 5.
Kinetically slow reactions, such as char gasification, are defined
according to eq 6.
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Here, ak is used for the stoichiometric coefficient of species k in a given
reaction. The thermodynamic affinity becomes zero by eq 5 for the
equilibrium reactions and remains non-zero for kinetically constrained
non-equilibrium reactions (eq 6). The affinity of the non-equilibrium
reaction is related to the calculated “constraint potentials” of the virtual
components.41 This is illustrated with the super-equilibrium condition
in the char gasification in the next chapter.
■ CALCULATIONS
Three different cases are presented to estimate the applicability
of the CFE method for the modeling of thermal biomass
conversion and ways to implement kinetic constraints in the
thermodynamic equilibrium.
Char Gasification. The first example focuses on the char
gasification process. Two parallel reactions are considered: (i)
char gasification with carbon dioxide and (ii) char gasification
with steam, as shown in Scheme 1. In both cases, carbon in the
char is released as carbon monoxide (which can further react in
the gaseous phase, for instance, because of the water−gas shift
reaction). The following kinetic reactions are used in this study,
as previously defined in ref 11. Net reaction rates, r1 and r2,
shown in eqs 7−9, and the Arrhenius type of equation for rate
constant kx,y are defined. The applied pre-exponential factor
and activation energies for both reactions are shown in Table 2.
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Table 1. Example of the Stoichiometric Matrix of Elementary
Reaction A + B ↔ C + Da
component
constituent C1 C2 R*b
A 2
B 1
C 1 1
D 1 1
rf 1
rr −1
aAdditional constraints are used for defining forward and reverse
reaction rates. bImmaterial constraint (R*).
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exists and carbon would condensate from the gaseous phase
following the Bouduard equilibrium.
Pyrolysis of Biomass. The two-stage process with
intermediate volatile and char products as proposed by
Koufopanos14 is shown in Scheme 1. Biomass is reacting to
intermediate products and finally to final products. The related
kinetic model, net mass production rates, rx, and rate constants,
kx, are defined according to ref 19 and shown in eqs 14−19
= = −r m
t
k m k m m
d
d1
G1
1 B 3 G1 C1 (14)
= = −r m
t
k m k m m
d
d2
C1
2 B 3 G1 C1 (15)
= = =r m
t
m
t
k m m
d
d
d
d3
C2 G2
3 G1 C1 (16)
= × + −−k T T9.973 10 exp[(17254/ ) ( 9061227/ )]1 5 2
(17)
= × + −−k T T1.068 10 exp[(10224/ ) ( 6123081/ )]2 3 2
(18)
= × −k RT5.7 10 exp[ 81/ ]3 5 (19)
where sub-indexes 1, 2, and 3 refer to three reactions shown in
Figure 2, G1 and G2 refer to volatile intermediates and
products, and C1 and C2 refer to char intermediates and
products, respectively. T is the temperature, and R is the gas
constant.
When the rates of biomass decomposition (eq 20) and char
formation (eq 21) are solved, the immaterial constraints rbiomass
and rchar are defined. The net mass rate of the reactions can be
used as a constraint, and a corresponding amount of biomass
will decompose or char will be formed.
= +r r rbiomass 1 2 (20)
=r rchar 3 (21)
Biomass is defined as biomass, CH1.4O0.63 (see Table 2). The
intermediate biomass is composed only from carbon and
hydrogen, CH0.5. The final pyrolysis product is char, defined as
pure carbon. Thermodynamic data are again obtained from
HSC.32 Two immaterial constraints are implemented in the
thermodynamic system: (i) a constraint for controlling the
decomposition of biomass, rbiomass, and (ii) a constraint for
defining the formation of char during pyrolysis, rchar. Here, a
positive factor is used for rchar because the share of char in
remaining biomass is increasing.
Standard enthalpy, entropy, and heat capacity of these
pseudo-compounds need to be defined for the calculation of
thermodynamic equilibrium. Standard enthalpy of formation is
defined according to Thornton’s rule, as represented by
Battley,43 and is based on the oxycalorific equivalent, 450 kJ/
mol of O2, needed for full combustion. Entropies of formation
are defined with the respective statistical method proposed by
Battley.43 This is a statistical method based on the relative small
amount of available experimental data on the entropy of
formation of organic substances. Battley notes that the method
gives good results with larger compounds. Heat capacity is
based on the average heat capacity of different wood species
reported in ref 44 (eqs 22−24)
Δ = ∑Δ −H H n450.0Xf f prod O ,c2 (22)
Figure 2. Continuous gasification of birch char. T = 850 °C. Char conversion is on the left and composition of the gaseous phase is on the right.
Reference data are from ref 11.
Table 4. Thermodynamic Properties of Solid Pseudo-biomass Compounds Used for Modeling Torrefaction and Pyrolysis, Cp =
Cp,A + Cp,BT
compound formula molar mass (g/mol) Hf (kJ mol
−1) Sf (J mol
−1 K−1) Cp at 25 °C (J mol
−1 K−1) Cp,A (J mol
−1 K−1) Cp,B (J mol
−1 K−1)
biomassa CH1.4O0.63 23.69 −102.69 132.72 30.9 −7.084 0.127
intermediatea CH0.5 12.51 46.16 31.23 16.3 −3.742 0.067
biomassb CH1.52O0.72 25.04 −123.55 145.08 32.6 −7.487 0.134
intermediateb CH1.12O0.41 19.75 −51.76 98.58 25.7 −5.906 0.105
torrefiedb CH0.12O0.02 12.44 45.53 12.71 16.2 −3.721 0.066
aApplied in the pyrolysis case. bApplied in the torrefaction case.
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The simplified thermodynamic system is defined for the char
gasification model, including six gaseous constituents (water,
hydrogen, carbon monoxide, carbon dioxide, methane, and
nitrogen). The char is modeled as carbon, and ash is modeled
as silicon dioxide (inert constituent). Thermodynamic data are
obtained from HSC.32 The applied system is shown in Table 3.
One immaterial constraint is used here for the irreversible
reaction of gasification, namely, rchar = r1 + r2, and this is defined
as a negative value because the amount of char is decreasing as
a result of the gasification process. Constraints are defined in
such a way that the net mass rate can be used as a constraint
and the respective amount of char is gasified. The gaseous
phase is considered to be in local equilibrium.
Chemical Affinities. Kinetic reactions are limiting the
chemical system to reach thermodynamic equilibrium. Instead,
a local constrained equilibrium is supposedly present. The
affinities of limited reactions are positive, and they can also be
solved from the chemical potentials of immaterial constraints.42
Here, four examples are given related to the char gasification
process: (i) water−gas shift reaction (eq 10), (ii) methanation
(eq 11), (iii) gasification with water (eq 12), and (iv)
gasification with carbon dioxide (eq 13).
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Local thermodynamic equilibrium of all reactions in the
gaseous phase is present, because no constraints are defined for
those reactions. This is a valid assumption for the char
gasification process, because the reaction temperature is high
enough (850 °C). Thus, the chemical affinities of equilibrium
reactions are also zero, and no spontaneous reactions occur
(eqs 10 and 11). On the other hand, when we are observing the
reactions with char and gaseous species, the immaterial
constraint is effective and global equilibrium of the whole
chemical system cannot be achieved (eqs 12 and 13). The
affinity of char gasification reactions is positive when char tends
to move to the gaseous phase. Here, a super-equilibrium is
formed, because more char exists in the local equilibrium (when
compared to the respective global condition). In some cases,
this particular affinity could be negative, indicating that the
reverse reaction would occur. In that case, a sub-equilibrium
Table 2. Pre-exponential Factors and Activation Energies of the Char Gasification Model
reaction gasifier k0,1f E1f k0,1b E1b k0,3 E3
r1 H2O 6.49 × 10
7 204.0 95.3 54.32 1.64 × 109 243.0
r2 CO2 1.64 × 10
7 188.0 4.59 × 102 88.27 8.83 × 107 225.0
Table 3. Extended Stoichiometric Matrix Applied to Char Gasification and Pyrolysis Modeling
phase constituent Ca,b Oa,b Ha,b Sia,b char*a,b,c biomass*a,c
gas phase COa,b 1 1
H2
a,b 2
CO2
a,b 1 2
N2
a,b
H2O
a,b 1 2
CH4
a,b 1 4
biomassa CH1.4O0.63 1 0.63 1.4 23.69
intermediatea CH0.5 1 0.5 12.51
chara,b C 1 12.01
asha,b SiO2 2 1
constraint rchar
a,b 1a/−1b
rbiomass
a −1
aApplied in the pyrolysis case. bApplied in the char gasification case. cImmaterial constraint (char* and biomass*).
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exists and carbon would condensate from the gaseous phase
following the Bouduard equilibrium.
Pyrolysis of Biomass. The two-stage process with
intermediate volatile and char products as proposed by
Koufopanos14 is shown in Scheme 1. Biomass is reacting to
intermediate products and finally to final products. The related
kinetic model, net mass production rates, rx, and rate constants,
kx, are defined according to ref 19 and shown in eqs 14−19
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(18)
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where sub-indexes 1, 2, and 3 refer to three reactions shown in
Figure 2, G1 and G2 refer to volatile intermediates and
products, and C1 and C2 refer to char intermediates and
products, respectively. T is the temperature, and R is the gas
constant.
When the rates of biomass decomposition (eq 20) and char
formation (eq 21) are solved, the immaterial constraints rbiomass
and rchar are defined. The net mass rate of the reactions can be
used as a constraint, and a corresponding amount of biomass
will decompose or char will be formed.
= +r r rbiomass 1 2 (20)
=r rchar 3 (21)
Biomass is defined as biomass, CH1.4O0.63 (see Table 2). The
intermediate biomass is composed only from carbon and
hydrogen, CH0.5. The final pyrolysis product is char, defined as
pure carbon. Thermodynamic data are again obtained from
HSC.32 Two immaterial constraints are implemented in the
thermodynamic system: (i) a constraint for controlling the
decomposition of biomass, rbiomass, and (ii) a constraint for
defining the formation of char during pyrolysis, rchar. Here, a
positive factor is used for rchar because the share of char in
remaining biomass is increasing.
Standard enthalpy, entropy, and heat capacity of these
pseudo-compounds need to be defined for the calculation of
thermodynamic equilibrium. Standard enthalpy of formation is
defined according to Thornton’s rule, as represented by
Battley,43 and is based on the oxycalorific equivalent, 450 kJ/
mol of O2, needed for full combustion. Entropies of formation
are defined with the respective statistical method proposed by
Battley.43 This is a statistical method based on the relative small
amount of available experimental data on the entropy of
formation of organic substances. Battley notes that the method
gives good results with larger compounds. Heat capacity is
based on the average heat capacity of different wood species
reported in ref 44 (eqs 22−24)
Δ = ∑Δ −H H n450.0Xf f prod O ,c2 (22)
Figure 2. Continuous gasification of birch char. T = 850 °C. Char conversion is on the left and composition of the gaseous phase is on the right.
Reference data are from ref 11.
Table 4. Thermodynamic Properties of Solid Pseudo-biomass Compounds Used for Modeling Torrefaction and Pyrolysis, Cp =
Cp,A + Cp,BT
compound formula molar mass (g/mol) Hf (kJ mol
−1) Sf (J mol
−1 K−1) Cp at 25 °C (J mol
−1 K−1) Cp,A (J mol
−1 K−1) Cp,B (J mol
−1 K−1)
biomassa CH1.4O0.63 23.69 −102.69 132.72 30.9 −7.084 0.127
intermediatea CH0.5 12.51 46.16 31.23 16.3 −3.742 0.067
biomassb CH1.52O0.72 25.04 −123.55 145.08 32.6 −7.487 0.134
intermediateb CH1.12O0.41 19.75 −51.76 98.58 25.7 −5.906 0.105
torrefiedb CH0.12O0.02 12.44 45.53 12.71 16.2 −3.721 0.066
aApplied in the pyrolysis case. bApplied in the torrefaction case.
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faster decomposition of char at the beginning of the gasification
(from 100 to 300 s) and slower decomposition thereafter. The
same figure shows the composition of the gaseous phase during
the char gasification process. The volatilization of hydrogen and
carbon monoxide is high at the very beginning of the
experiment, where the carbon conversion is fastest. Here, a
local equilibrium is assumed in the gaseous phase; e.g., a
water−gas shift reaction takes place after the carbon is gasified
because the temperature is high (850 °C).
The proposed model is also used here to illustrate the
gasification in the “batch” reaction, where gases are not purged
to and from the reactor. The amount of gas in the reactor at the
beginning is assumed to be 5 times larger than in the previous
example (20 mL). Steam is used as a gasification agent. The
temperature is 850 °C. The full char conversion cannot be
achieved, because the amount of steam is limited. This can be
seen in Figure 3. In addition, the composition of the gaseous
phase differs here from the previous example of continuous
gasification. The amount of steam is decreasing, and thus, the
speed of char volatilization is decreasing as the gasification
proceeds. Hydrogen and carbon dioxide are the main species in
the gas phase at the end. Again, the local equilibrium in the
gaseous phase is assumed, and thus, the gas-phase reactions,
such as water−gas shift, will take place. This example illustrates
the benefits of CFE methodology, because the local
thermodynamic equilibrium can be solved simultaneously
with restricted kinetic reactions.
Finally, the char affinity to remain in the solid phase is
evaluated. As presented in the previous chapter, the Lagrange
multipliers of immaterial constraints can be used for evaluating
the reaction affinities. The affinity char gasification reaction is
observed during the gasification process. This reaction does not
reach chemical equilibrium. Again, the batch type of reactor is
assumed here, because it fulfils the requirement of a closed
system. Two cases are shown: one with an initial steam volume
of 20 mL and the other with a smaller amount of steam (only 4
mL).
When the chemical affinity of the gasification reaction is
observed for the first case, it can be seen that, during the 600 s
progress of gasification, global equilibrium cannot be reached,
because the Gibbs free energy of the system remains in decline
(see Figure 4). Respectively, the affinity of the gasification
reaction remains positive. Super-equilibrium of char can be
defined for this case, because more char is present than in the
global equilibrium. However, when smaller amounts of the
gasification agent, steam, are introduced into the system at the
beginning, a different kind of phenomenon is seen in Figure 4.
The global equilibrium is reached when ∼180 s have passed.
The Gibbs free energy of the system is at a minimum, and the
affinity of the char gasification reaction is zero. Before that,
there is a similar super-equilibrium condition present as in the
previous example. After that point, global equilibrium is
present. Discontinuation in the affinity chart is due to the
fact that the net reaction rate is defined by eqs 7 and 8 and no
Figure 3. Batch gasification of birch char. T = 850 °C. Char conversion is on the left and composition of the gaseous phase is on the right.
Figure 4. Chemical affinity and Gibbs free energy of the system for batch gasification of birch char. A larger amount of steam is on the left (20 mL)
and a smaller amount of steam is on the right (4 mL).
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Δ = − ∑ °S S0.813X Xf ,atoms (23)
= −C T M(5.304 299)X Xp, (24)
where ΔfHX is the estimated standard enthalpy of formation of
compound X and ΔfSX is the estimated standard entropy of
formation of compound X.∑ΔfHprod is the sum of the standard
enthalpies of combustion products (CO2 and H2O). nO2,c is the
number of oxygen atoms needed for full combustion of
reactants. ∑SX,atoms° is the sum of the standard entropies of the
individual atoms. Cp,X refers to the heat capacity of compound
X, and MX refers to the molar mass of compound X. Table 4
summarizes the thermodynamic parameters of three different
pseudo-biomass compounds (biomass, intermediate, and
torrefied) and also those used later for torrefaction modeling.
Torrefaction of Biomass. Scheme 1 illustrates the two-
stage reactions of torrefaction of biomass as proposed by Di
Blasi and Lanzetta.17 The original model includes four reaction
rate constants: kv1 for the first stage volatilization, k1 for the
generation of first intermediate biomass, kv2 for the second state
volatilization, and k2 for the generation of torrefied biomass. In
this study, reactions decomposing biomass and producing
volatile compounds are considered (eqs 25 and 26). In
addition, the formation of final torrefied biomass is included
in the model (eq 27). The following equations are taken from
ref 5 and define net mass production rates, rx, and rate
constants, kx (eqs 28 and 30):
= =r m
t
k m
d
dv1
v1
v1 A (25)
= =r m
t
k m
d
dv1
v2
v2 B (26)
= =r m
t
k m
d
dC
C
2 B (27)
= × −k RT3.23 10 exp( 114214/ )v1 7 (28)
= × −k RT1.59 10 exp( 151711/ )v2 10 (29)
= × −k RT1.1 10 exp( 151711/ )2 10 (30)
where mX is the mass of compound X, A refers to the original
biomass, B refers to the intermediate biomass after first
volatilization, and C refers to the final torrefied biomass. v1 and
v2 refer to volatile products during torrefaction. The gas
constant, R, is in J mol−1 K−1, and T is the temperature. The
biomass fractions are defined in the following way. The
chemical composition of the original biomass (A) is assumed to
be CH1.40O0.63. The intermediate biomass (B) is defined as
CH1.53O0.19, and the final torrefied biomass (C) is CH2.19O0.13
according to Table 3 in ref 5.
The thermodynamic system is constructed as follows: nine
compounds in the gaseous phase according to ref 5, water,
carbon monoxide, carbon dioxide, formic acid, acetic acid, lactic
acid, methanol, hydroxyacetone, and furfural. Thermodynamic
data are obtained from HSC.32 Three solid biomass phases are
defined according to Table 3. Finally, two immaterial
constraints are added to the thermodynamic system to control
the decomposition of biomass and formation of torrefied
biomass.
Constraint rbiomass (in Table 5) is defined in such a way that
the total biomass conversion to volatile species (mass loss of
biomass) in mass units (grams) can be entered as a constraint
(see eqs 25, 26, and 31). Constraint rtorrefied is defined according
to the generation of torrefied biomass (eqs 27 and 32).
= +r r rbiomass v1 v2 (31)
=r rtorrefied C (32)
This results in a corresponding amount, rbiomass, of biomasses
A, B, or C to be converted to volatile compounds, and torrefied
biomass is formed according to rtorrefied. The oxygen- and
hydrogen-containing species tend to be volatile first from the
resulting biomass A and then converted to biomass B and
finally biomass C, which corresponds to results reported in ref
5.
■ RESULTS
Char Gasification and Related Char Chemical Affinity
To Remain in the Solid Phase. Birch char gasification was
used as a first case. According to ref 11, a model was
constructed where 5 mg of birch char was gasified with steam as
a gasification agent. The volume of the gasification chamber
was assumed as 4 mL, and steam was purged continuously with
steam. The temperature is 850 °C, and local equilibrium can be
assumed in the gaseous phase. The kinetic model is described
in eqs 7−9. Figure 2 illustrates that the model predicts slightly
Table 5. Extended Stoichiometric Matrix Used for Torrefaction Modeling
phase constituent C H O biomass*a torrefied*a
gas phase water 2 1
CO 1
CO2 1 2
formic acid 1 2 2
acetic acid 2 4 2
lactic acid 3 6 3
methanol 1 3 1
hydroxyacetone 3 6 2
furfural 5 4 2
biomassb CH1.52O0.72 1 1.52 0.72 25.04
intermediateb CH1.12O0.41 1 1.12 0.41 19.75
torrefiedb CH0.12O0.02 1 0.12 0.02 12.44 12.44
constraint rbiomass −1
rtorrefied 1
aImmaterial constraint (biomass* and torrefied*). bApplied in the torrefaction case.
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faster decomposition of char at the beginning of the gasification
(from 100 to 300 s) and slower decomposition thereafter. The
same figure shows the composition of the gaseous phase during
the char gasification process. The volatilization of hydrogen and
carbon monoxide is high at the very beginning of the
experiment, where the carbon conversion is fastest. Here, a
local equilibrium is assumed in the gaseous phase; e.g., a
water−gas shift reaction takes place after the carbon is gasified
because the temperature is high (850 °C).
The proposed model is also used here to illustrate the
gasification in the “batch” reaction, where gases are not purged
to and from the reactor. The amount of gas in the reactor at the
beginning is assumed to be 5 times larger than in the previous
example (20 mL). Steam is used as a gasification agent. The
temperature is 850 °C. The full char conversion cannot be
achieved, because the amount of steam is limited. This can be
seen in Figure 3. In addition, the composition of the gaseous
phase differs here from the previous example of continuous
gasification. The amount of steam is decreasing, and thus, the
speed of char volatilization is decreasing as the gasification
proceeds. Hydrogen and carbon dioxide are the main species in
the gas phase at the end. Again, the local equilibrium in the
gaseous phase is assumed, and thus, the gas-phase reactions,
such as water−gas shift, will take place. This example illustrates
the benefits of CFE methodology, because the local
thermodynamic equilibrium can be solved simultaneously
with restricted kinetic reactions.
Finally, the char affinity to remain in the solid phase is
evaluated. As presented in the previous chapter, the Lagrange
multipliers of immaterial constraints can be used for evaluating
the reaction affinities. The affinity char gasification reaction is
observed during the gasification process. This reaction does not
reach chemical equilibrium. Again, the batch type of reactor is
assumed here, because it fulfils the requirement of a closed
system. Two cases are shown: one with an initial steam volume
of 20 mL and the other with a smaller amount of steam (only 4
mL).
When the chemical affinity of the gasification reaction is
observed for the first case, it can be seen that, during the 600 s
progress of gasification, global equilibrium cannot be reached,
because the Gibbs free energy of the system remains in decline
(see Figure 4). Respectively, the affinity of the gasification
reaction remains positive. Super-equilibrium of char can be
defined for this case, because more char is present than in the
global equilibrium. However, when smaller amounts of the
gasification agent, steam, are introduced into the system at the
beginning, a different kind of phenomenon is seen in Figure 4.
The global equilibrium is reached when ∼180 s have passed.
The Gibbs free energy of the system is at a minimum, and the
affinity of the char gasification reaction is zero. Before that,
there is a similar super-equilibrium condition present as in the
previous example. After that point, global equilibrium is
present. Discontinuation in the affinity chart is due to the
fact that the net reaction rate is defined by eqs 7 and 8 and no
Figure 3. Batch gasification of birch char. T = 850 °C. Char conversion is on the left and composition of the gaseous phase is on the right.
Figure 4. Chemical affinity and Gibbs free energy of the system for batch gasification of birch char. A larger amount of steam is on the left (20 mL)
and a smaller amount of steam is on the right (4 mL).
Energy & Fuels Article
dx.doi.org/10.1021/ef501343d | Energy Fuels 2014, 28, 6361−63706367
I/8 I/9
model is evaluated against the kinetic model developed by
Bates and Ghoniem.5
During the torrefaction process, the ratio of hydrogen/
carbon and the ratio of oxygen/carbon decrease. Figure 6
illustrates the reported solid yield for carbon, hydrogen, and
oxygen during the process. The proposed model in this study
succeeds in predicting the biomass conversion and elemental
composition of solid biomass during the torrefaction. The
immaterial constraints (one for the decomposition of biomass
and the other for forming the torrefied biomass) succeed in
illustrating the biomass conversion rate based on the kinetic
models presented in Scheme 1. This also confirms that the
proposed pseudo-components presented in Table 3 are a
plausible method for modeling the decomposition of biomass,
because similar results were achieved earlier with the biomass
composition model during the pyrolysis process.
The proposed model indicates that mainly water and carbon
dioxide are present in the gaseous phase at the beginning of
torrefaction process. Bates and Ghoniem5 report that the major
volatile constituents at the first stage are water, carbon dioxide,
and acetic acid. Later, during the torrefaction process, the
model also predicts hydroxyacetone (acetol) as a volatile
product. Bates and Ghoniem5 report that lactic acid, methanol,
acetic acid, and hydroxyacetone are the main constituents at the
second stage of torrefaction. However, the thermodynamic
model is not plausible in predicting the formation of gaseous
components. Also, only a small subset of possible gaseous
compounds is included in the calculation of the gas-phase
composition. Our model mainly indicates that water, carbon
dioxide, and hydroxyacetone are formed during the process
(see Figure 6). However, it is possible to fully constrain the gas-
phase composition with CFE methodology if this is chosen as
shown by the authors in ref 26. In this case, similar gas-phase
composition could be achieved as in the reference case.
■ CONCLUSION
This study presents three new application areas for the CFE
method: (i) biomass torrefaction, (ii) biomass pyrolysis, and
(iii) char gasification. The method can be successfully used for
describing the biomass and char conversion and the
composition of solid biomass during these processes. The
proposed model succeeds in predicting local thermodynamic
equilibrium in the gaseous phase when the temperature is high
(>600 °C) and gas-phase equilibrium chemistry takes place.
However, the proposed models fail to predict the gas-phase
composition of the pyrolysis and torrefaction processes. This is
due to the fact that temperatures are low (200−400 °C) and
residence time is short as the gaseous phase is purged out of the
reactor. Thus, it can be said that local equilibrium is not a valid
assumption for low-temperature gas-phase reaction with a short
residence time; in such cases, purely kinetic models give a
better description of the process.
The CFE method describes the changing chemical system
during each calculation as if it were a closed system. The model
itself does not include terms for the mass and energy exchange
between the system and its surroundings. However, with
standard engineering techniques, e.g., in heat and mass transfer,
it is straightforward to include such effects into the
thermodynamic CFE system. In processes that are prominently
governed by kinetic phenomena, such as internal transport
within particles or mixing of gas film with bulk vapor, other
approaches, such as diffusion or computational fluid dynamics
(CFD) models, can give better estimations.
A plausible way to introduce pseudo-biomass components
into the chemical system is illustrated. The method applied is
based on the statistical estimate of standard enthalpy, standard
entropy, and heat capacity. The technique enables rapid
modeling of thermodynamic data of these biomass compounds.
When incorporated into the model, these pseudo-components
can be used for modeling the composition of biomass during
the process and the faster volatilization of oxygen- and
hydrogen-containing species at the beginning of processes.
The presented method allows for the Arrhenius type of
kinetic models to be incorporated into the calculation of local
constrained thermodynamic equilibrium. Thus, the kinetically
constrained chemical reactions, equilibrium reactions, and
reaction enthalpies can be solved simultaneously by applying
CFE methodology. The CFE method appears to be most
suitable in such cases where only a limited number of governing
slow reactions are present, and the system can be assumed to
reach local thermodynamic equilibrium otherwise. A successful
example presented here is char gasification. It is possible to
extend the constrained chemical system with additional
constraints for compounds in the gaseous phase. In that case,
a fully constrained thermodynamic system is equivalent to the
kinetic description of the same system.
■ ASSOCIATED CONTENT
*S Supporting Information
Example of the CFE method for modeling mass-transfer
kinetics in a closed system. This material is available free of
charge via the Internet at http://pubs.acs.org.
■ AUTHOR INFORMATION
Corresponding Author
*Telephone: +358-20-722-4645. E-mail: petteri.kangas@vtt.fi.
Notes
The authors declare no competing financial interest.
■ ACKNOWLEDGMENTS
This study is partly funded by Tekes, the Finnish Funding
Agency for Technology and Innovation. Support from project
partners Aalto University, Process Flow, Metso, and Outotec is
acknowledged.
■ REFERENCES
(1) Yang, H.; Yan, R.; Chen, H.; Lee, D. H.; Zheng, C. Fuel 2007, 86,
1781−1788.
(2) Aho, A. Catalytic pyrolysis of biomass in a fluidized bed reactor.
Ph.D. Dissertation, Åbo Akademi University, Turku, Finland, 2008.
(3) Khazraie Shoulaifar, T.; DeMartini, N.; Willför, S.; Pranovich, A.;
Smeds, A. I.; Virtanen, T. A. P.; Maunu, S.; Verhoeff, F.; Kiel, J. H. A.;
Hupa, M. Energy Fuels 2014, 28, 3863−3872.
(4) Tapasvi, D.; Khalil, R.; Skreiberg, Ø.; Tran, K.-Q.; Grønli, M.
Energy Fuels 2012, 26, 5232−5240.
(5) Bates, R. B.; Ghoniem, A. F. Bioresour. Technol. 2012, 124, 460−
469.
(6) de Wild, P. J.; den Uil, H.; Reith, J. H.; Kiel, J. H. A.; Heeres, H. J.
J. Anal. Appl. Pyrolysis 2009, 85, 124−133.
(7) Bergman, P. C. A.; Boersma, A. R. R.; Zwart, W. R.; Kiel, J. H. A.
Torrefaction for Biomass Co-firing in Existing Coal-Fired Power Stations;
Energy Research Centre of the Netherlands: Petten, Netherlands,
2005.
(8) Prins, M. J. Thermodynamic analysis of biomass gasification and
torrefaction. Ph.D. Dissertation, Technische Universiteit Eindhoven,
Eindhoven, Netherlands, 2005; pp 164.
(9) Di Blasi, C. Prog. Energy Combust. Sci. 2009, 35, 121−140.
Energy & Fuels Article
dx.doi.org/10.1021/ef501343d | Energy Fuels 2014, 28, 6361−63706369
backward reaction rate is specified. The kinetic model tries to
force char from a solid phase to a gaseous phase also after
global equilibrium is reached.
Biomass Conversion during Pyrolysis and Formation
of Char. Biomass pyrolysis is modeled according to Scheme 1.
Immaterial constraints for calculating constrained thermody-
namic equilibrium are defined in eqs 14−16 and 20−21. Here,
1000 g of woody biomass (see biomass in Table 5) is pyrolyzed
at an isothermal temperature of 350 °C. Nitrogen is purged to
the reactor for removing the volatile species and to provide an
inert atmosphere. Experimental data of biomass conversion are
taken from ref 14.
Figure 5 illustrates the total biomass conversion during the
pyrolysis. After 10 min, the pyrolysis is finished and ∼25% of
biomass remains as char. At the beginning of pyrolysis, oxygen-
and hydrogen-containing species are volatilizing and the relative
ratios of these compounds in the biomass are decreasing. The
intermediate biomass is formed during the beginning of
gasification according to Scheme 1.
Volatility of carbon decreases after ∼70 s, and the
composition of the instantaneous purged gas phase is altered:
volatilization of hydrogen is high. Biomass conversion
continues, and another step change can be seen when ∼400 s
have passed from the beginning, when the amount of oxygen in
the biomass is very small. Carbon-containing species are
formed. In this case, the reaction temperature is 350 °C, and
consequently, no thermodynamically driven (equilibrium)
reactions will occur in the gaseous phase. For this reason,
only elemental fractions of carbon, hydrogen, and oxygen are
shown in Figure 5. The Gibbsian thermodynamic model is not
supportive in prediction of the gas-phase composition, because
no local equilibrium is formed.
The examples show that biomass conversion during pyrolysis
can be modeled using CFE methodology. If additional pseudo-
species for illustrating the intermediate biomass are introduced
into the chemical system, the tendency of oxygen and hydrogen
to volatilize first can be incorporated into the model. The
respective pseudo-biomass was defined with a stoichiometric
approximation (CH0.5). However, the configuration of this
pseudo-component naturally has an effect on the actual
elemental composition of residual biomass during the pyrolysis
and formation of volatile species.
Biomass Decomposition during Torrefaction. Biomass
reacts and decomposes in the torrefaction process according to
Scheme 1. The temperature at the beginning of modeling was
set to 200 °C, increasing by 10 °C/min. The final temperature
was 300 °C. Here, 1 kg of torrefied material was assumed. The
Figure 5. Biomass pyrolysis at isothermal conditions (T = 350 °C), in a continuous process, where gases are purged with nitrogen. Biomass
conversion and cumulative yields of carbon, hydrogen, and oxygen during pyrolysis are on the left. Instantaneous composition of the gas phase is on
the right. Validation data are from ref 14.
Figure 6. Biomass conversion to torrefied biomass, with the solid yield of different components (carbon, hydrogen, and oxygen in biomass). T0 =
200 °C. ΔT = 10 °C/min. Tmax = 300 °C. Validation data are according to ref 5.
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model is evaluated against the kinetic model developed by
Bates and Ghoniem.5
During the torrefaction process, the ratio of hydrogen/
carbon and the ratio of oxygen/carbon decrease. Figure 6
illustrates the reported solid yield for carbon, hydrogen, and
oxygen during the process. The proposed model in this study
succeeds in predicting the biomass conversion and elemental
composition of solid biomass during the torrefaction. The
immaterial constraints (one for the decomposition of biomass
and the other for forming the torrefied biomass) succeed in
illustrating the biomass conversion rate based on the kinetic
models presented in Scheme 1. This also confirms that the
proposed pseudo-components presented in Table 3 are a
plausible method for modeling the decomposition of biomass,
because similar results were achieved earlier with the biomass
composition model during the pyrolysis process.
The proposed model indicates that mainly water and carbon
dioxide are present in the gaseous phase at the beginning of
torrefaction process. Bates and Ghoniem5 report that the major
volatile constituents at the first stage are water, carbon dioxide,
and acetic acid. Later, during the torrefaction process, the
model also predicts hydroxyacetone (acetol) as a volatile
product. Bates and Ghoniem5 report that lactic acid, methanol,
acetic acid, and hydroxyacetone are the main constituents at the
second stage of torrefaction. However, the thermodynamic
model is not plausible in predicting the formation of gaseous
components. Also, only a small subset of possible gaseous
compounds is included in the calculation of the gas-phase
composition. Our model mainly indicates that water, carbon
dioxide, and hydroxyacetone are formed during the process
(see Figure 6). However, it is possible to fully constrain the gas-
phase composition with CFE methodology if this is chosen as
shown by the authors in ref 26. In this case, similar gas-phase
composition could be achieved as in the reference case.
■ CONCLUSION
This study presents three new application areas for the CFE
method: (i) biomass torrefaction, (ii) biomass pyrolysis, and
(iii) char gasification. The method can be successfully used for
describing the biomass and char conversion and the
composition of solid biomass during these processes. The
proposed model succeeds in predicting local thermodynamic
equilibrium in the gaseous phase when the temperature is high
(>600 °C) and gas-phase equilibrium chemistry takes place.
However, the proposed models fail to predict the gas-phase
composition of the pyrolysis and torrefaction processes. This is
due to the fact that temperatures are low (200−400 °C) and
residence time is short as the gaseous phase is purged out of the
reactor. Thus, it can be said that local equilibrium is not a valid
assumption for low-temperature gas-phase reaction with a short
residence time; in such cases, purely kinetic models give a
better description of the process.
The CFE method describes the changing chemical system
during each calculation as if it were a closed system. The model
itself does not include terms for the mass and energy exchange
between the system and its surroundings. However, with
standard engineering techniques, e.g., in heat and mass transfer,
it is straightforward to include such effects into the
thermodynamic CFE system. In processes that are prominently
governed by kinetic phenomena, such as internal transport
within particles or mixing of gas film with bulk vapor, other
approaches, such as diffusion or computational fluid dynamics
(CFD) models, can give better estimations.
A plausible way to introduce pseudo-biomass components
into the chemical system is illustrated. The method applied is
based on the statistical estimate of standard enthalpy, standard
entropy, and heat capacity. The technique enables rapid
modeling of thermodynamic data of these biomass compounds.
When incorporated into the model, these pseudo-components
can be used for modeling the composition of biomass during
the process and the faster volatilization of oxygen- and
hydrogen-containing species at the beginning of processes.
The presented method allows for the Arrhenius type of
kinetic models to be incorporated into the calculation of local
constrained thermodynamic equilibrium. Thus, the kinetically
constrained chemical reactions, equilibrium reactions, and
reaction enthalpies can be solved simultaneously by applying
CFE methodology. The CFE method appears to be most
suitable in such cases where only a limited number of governing
slow reactions are present, and the system can be assumed to
reach local thermodynamic equilibrium otherwise. A successful
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(36) Eriksson, G.; Roseń, E. Chem. Scr. 1973, 4, 193−194.
(37) Koukkari, P. Comput. Chem. Eng. 1993, 17, 1157−1165.
(38) Kangas, P.; Brink, A.; Koukkari, P.; Hupa, M. Proceedings of the
21st International Congress of Chemical and Process Engineering (CHISA
2014); Prague, Czech Republic, Aug 23−27, 2014.
(39) Koukkari, P. S.; Liukkonen, S. S. Ind. Eng. Chem. Res. 2002, 41,
2931−2940.
(40) Koukkari, P.; Laukkanen, I.; Liukkonen, S. Fluid Phase Equilib.
1997, 136, 345−362.
(41) Koukkari, P.; Pajarre, R. Pure Appl. Chem. 2011, 83, 1243−1254.
(42) Koukkari, P.; Pajarre, R.; Blomberg, P. Pure Appl. Chem. 2011,
83, 1063−1074.
(43) Battley, E. H. Thermochim. Acta 1999, 326, 7−15.
(44) Dupont, C.; Chiriac, R.; Gauthier, G.; Toche, F. Fuel 2014, 115,
644−651.
Energy & Fuels Article
dx.doi.org/10.1021/ef501343d | Energy Fuels 2014, 28, 6361−63706370
PUBLICATION II
Modelling super-equilibrium in
biomass gasification with
the constrained Gibbs energy method
Fuel 129, 86–94.
Copyright 2014 Elsevier Ltd.
Reprinted with permission from the publisher.
II/1
Modelling super-equilibrium in biomass gasification
with the constrained Gibbs energy method
Petteri Kangas a,⇑, Ilkka Hannula b,1, Pertti Koukkari a,2, Mikko Hupa c,3
aVTT Technical Research Centre of Finland, Biologinkuja 7, PO box 1000, 02044 VTT, Finland
bVTT Technical Research Centre of Finland, Biologinkuja 5, PO box 1000, 02044 VTT, Finland
cÅbo Akademi University, Processkemiska centret, Laboratoriet för oorganisk kemi, Biskopsgatan 8, 20500 Åbo, Finland
h i g h l i g h t s
 New method for modelling super-equilibrium in biomass gasification.
 Thermodynamic equilibrium is extended with immaterial constraints.
 The formation of char, tar, ammonia and light hydrocarbons is taken into account.
 The kinetically controlled phenomena are implemented into the model.
 Chemical reactions and the enthalpic effect are resolved simultaneously.
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a b s t r a c t
The biomass gasification process is modelled by utilising constrained thermodynamic equilibrium. The
formation of char, tar, ammonia and light hydrocarbons and related syngas composition were described
by extending the conventional chemical system with additional immaterial constraints and by defining
process-dependent values for these constraints.
Six different model structures were evaluated from global thermodynamic equilibrium to fully con-
strained local equilibrium. When models were validated against gasification setups, it was not necessary
to fully constrain the system, as sufficient results were obtained by implementing constraints for char,
tar, ammonia, CH4 formation as well as for the amount of carbon in light hydrocarbons. The method
was shown to be versatile when it was validated against other gasification setups: by altering the models
defining the constraints a new gasification conditions could be simulated.
A clear benefit of the proposed method is that the gasification process can be resolved as a restricted
partial equilibrium with a single calculation step. Another benefit is that chemical reactions, gasification
enthalpy and the states of the system are estimated concurrently.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Biomass gasification is seen as a viable option for high-
efficiency electricity generation from bio-based raw materials or
as an option for the production of liquid biofuels and chemicals.
Gasification is a thermochemical conversion process that takes
place at elevated temperatures in reductive conditions. For such
circumstances, thermodynamic equilibrium is often assumed to
be a guideline (e.g. lately by Kuo et al. [1], Hejazi et al. [2] and
Materazzi [3]), but is not reached in practice: during biomass gas-
ification, light hydrocarbons (e.g. CH4, C2H2, C2H4, C2H6, C3H8,
C6H6), ammonia, tars and char are also formed. The phenomena
leading to their formation cannot usually be modelled with equi-
librium assumptions. Instead, the modelling is often based on
‘grey-box’ approaches or on detailed mass transfer approaches
with mechanistic reaction kinetics included. A review of biomass
gasification models is conducted by Gómez-Barea and Leckner
[4] and by Puig-Arnavat et al. [5].
http://dx.doi.org/10.1016/j.fuel.2014.03.034
0016-2361/ 2014 Elsevier Ltd. All rights reserved.
Abbreviations: CFE, constrained free energy method; Component, elementary
unit; Constituent, species, compound, is composed of one or several components;
EQ, thermodynamic equilibrium; Super-EQ, super-equilibrium, state, where certain
constituents are super-saturated.
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where X is the number of immaterial constraints. The additional vir-
tual components (columns L + 1 to L + X) represent the amount of
substance in a particular constituent or phase, and could be used
alone for forcing particular constituents to form when calculating
the local equilibrium. This approach has been used in [13–15].
When the chemical system is extended with additional virtual con-
stituents (rows K + 1 to K + X) that are connected to the respective
virtual constituents (rows K + 1 to K + X), it is possible to constrain
either the formation or disappearance of actual constituents [20].
The forward and reverse reactions can be defined by supplying
the reaction rate as a molar amount to virtual constituents.
Finally, the equilibrium and limited super-equilibrium reactions
for the Gibbsian system can be deduced from Eq. (2):X
k
aklk ¼ 0 ðequilibrium reactionsÞ ð5Þ
X
k
aklk ¼
X
k
ak
XLþX
l¼1
mklpl–0 ðall constrained
super-equilibrium reactionsÞ ð6Þ
Here ak is used for the stoichiometric coefficient of species k in a
given reaction. As is also evident from Eq. (2), the Lagrange multipli-
ers in the minimisation procedure represent the chemical potentials
of each system component at Gibbs energy minimum [25,26]. For
the equilibrium reactions, the thermodynamic affinity becomes
zero by Eq. (5), when Gibbs free energy is minimised. For non-
equilibrium reactions, Eq. (6), the affinity remains non-zero and
can be related to the calculated ‘constraint potentials’ of the virtual
components [12]. This feature has been utilised so as to illustrate
the super-equilibrium condition in the biomass gasification.
3. Model
3.1. The thermodynamic system
The chemical system consists of 14 constituents in the gaseous
phase (CO, H2, O2, N2, H2O, CH4, C2H2, C2H4, C2H6, C3H8, C6H6, C10H8,
NH3, O2), liquid water phase (H2O) and two solid phases for char
and ash (C and SiO2). An additional mixed biomass phase with four
elemental constituents (C, H, O and N) is introduced. The biomass
phase is used only as input for the model, and is not considered in
the equilibrium. The thermodynamic standard data of the system
is obtained from HSC [23]. The simplified stoichiometric matrix
of the gasification system is presented in Table 1.
To apply the constrained free energy method in the calculations,
additional immaterial constraints are embedded into the chemical
system. In total, 12 virtual constraints are introduced. Separate
constraints are defined for char (R_Char), tar (R_Tar) and ammo-
nium (R_Amm) formation. The constraints for the amount of car-
bon and hydrogen bound to hydrocarbons are used to control the
super-equilibrium of light hydrocarbons (R_HC_C and R_HC_H).
The amount of unsaturated and aromatic hydrocarbons (R_UN_C)
is evaluated as one possible constraint. Finally, separate con-
straints are defined for each volatile hydrocarbon constituent
(R_CH4, R_C2H2, R_C2H4, R_C2H6, R_C3H8 and R_C6H6 respectively).
The virtual constituents can be used either for the formation or
disappearance of those actual constituents which have been con-
nected with the corresponding virtual components in the stoichi-
ometric matrix. A positive value 1 triggers the forward and a
negative value �1 the reverse reaction. [12]. Different combina-
tions of these constraints are evaluated, resulting in six different
cases (cases 0–5 in Table 1).
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Fig. 1. Different model structures applied for thermodynamic modelling of biomass gasification.
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Meticulous mass transfer models may include computational
fluid dynamic (CFD) and fluidization calculations, and often give
a comprehensive design basis for gasification processes occurring,
for example, in fluidized bed reactors. However, the CFD models
often appear too complex to be combined with for instance
engineering flow sheet models, aiming at steady state simulation
of energy and mass balances, including a dependable prediction
of chemical conversions in the gasification reactor and related
influence to mill-scale processes. For such purposes and in order
to increase the accuracy of gasification models, both empirical
and mechanistic models are often applied alone or combined with
thermodynamic equilibrium calculations. This leads to modified
equilibrium models – a ‘dual’ approach in which different parts
of the process and their chemical reactions are modelled indepen-
dently and results are merged in post-processing. As an example,
Hannula and Kurkela [6,7] have extended the thermodynamic
equilibrium model by introducing this dual-approach: part of the
gasified material is converted to light hydrocarbons, tar, char and
ammonia before the equilibrium reactor and by-passing the reac-
tor. The remaining material is modelled using thermodynamic
equilibrium. This approach gives satisfying results when the com-
position of syngas is considered, but includes tedious pre- and
post-processing steps before and after the reactor itself. From the
actual physical point of view, such an approach is also less justified,
as the reactor operates as a single unit. A somewhat similar
approach has been utilised by Li et al. [8]. They proposed a non-
stoichiometric equilibrium model, where the amount of reactive
carbon (namely carbon fed to equilibrium reactor) was limited,
based on the kinetic equations. Barba et al. [9] have introduced
an extended Gibbs free energy method, which includes additional
parameters for the progress of steam formation and water gas shift
reactions. Konttinen et al. [10] have reported a thermodynamic
model with a constraint applied for the oxidation of char and
utilised thermodynamic equilibrium in gaseous phase. Another
option for gasification modelling is to apply the quasi-temperature
model (QET) where the temperature of the reaction is lowered in
order to estimate the formation of char, tars or light hydrocarbons.
Temperatures can be substantially lower than the actual
temperature: from 250 C [8] to up to 500 C [11] and need to be
experimentally defined.
The aim of this study is to further develop the gasification reac-
tor model and to present a unified solution for the simultaneous
calculation of the super-equilibrium reactions of hydrocarbons,
ammonia and ‘tars’ as well as their related reaction enthalpies in
the gasification process. The proposed solution is based on the
constrained free energy (CFE) method, where equilibrium compu-
tation is extended with additional immaterial constraints (or
virtual constraints) for solving the local or partial constrained equi-
librium, instead of the global thermodynamic equilibrium. As the
conventional Gibbs energy minimisation method applies mass bal-
ance constraints for the thermodynamic system components as the
necessary conditions in the Lagrange method, the analogous addi-
tional constraints have been designated ‘immaterial’, while a com-
mon feature for these conditions is that they are related to work
factors or e.g. to extents of reaction (that is, to physical entities
without material content) [12]. Differences between possible ther-
modynamic approaches used for the modelling of the gasification
process are shown in Fig. 1: (i) equilibrium model, (ii) modified
equilibrium model, (iii) quasi-temperature approach and (iv) con-
strained free energy-based model.
The proposed constrained free energy method has been adapted
with success in several applications areas: Alberty applied the
method to the conservation of ‘aromaticity’ in benzene combustion
[13]. The chemical kinetics and related extent of the reaction were
defined by Koukkari for high-temperature metallurgy processes
[14], and by Keck for internal combustion problems [15]. Pajarre
et al. applied the methodology to the partitioning of electrolytes
in aqueous membrane systems [16] and to surface energy in mul-
ticomponent systems [17]. Reaction pathways were analysed by
Blomberg and Koukkari [18] by utilising CFE methodology. Also,
super-equilibrium conditions in a black liquor recovery boiler have
been modelled by Kangas [19]. The methodological development of
CFE has been conducted by Koukkari and Pajarre, for example by
introducing virtual constituents to system [20]. Concurrently, the
constrained free energy method is seen as a versatile tool for var-
ious fields of application.
In the current study, the CFE methodology is utilised for
describing the super-equilibrium occurring in biomass gasification.
Light hydrocarbons, ammonia, tars and char tend to decompose if
thermodynamic equilibrium calculation is performed for high tem-
peratures, and thus constraints are needed for the modelling of
their presence in the super-equilibrium conditions as a local
equilibrium.
2. Methods
This study focuses on the computational methodology for
modelling thermal treatment of carbohydrate-containing raw
material (biomass). The supporting empirical is obtained from
the literature [7,21,22]. Thermodynamic standard state data is
from HSC [23]. ChemSheet [24] is used as the modelling tool, as
it allows extending the thermodynamic system with immaterial
constraints, and thus enables the calculations of constrained free
energy models. Model validation is conducted against the litera-
ture data [7,21,22].
2.1. Constrained free energy method
Thermodynamic equilibrium can be calculated by minimising
the Gibbs energy of a closed isothermal system. In practice, this
is done by applying the Lagrange method of undetermined multi-
pliers (Eq. (1)) [25,26]. The minimum of the system is obtained
when its partial derivatives are zero (Eqs. (2) and (3)):
L ¼ G� pW ¼
XK
k¼1
nklk �
XL
l¼1
pl
XK
k¼1
mklnk � bl
 !
ð1Þ
@L
@nk
� �
nn – k
¼ lk �
XL
l¼1
plmkl ¼ 0 ð2Þ
@L
@pl
� �
pn–l
¼
XK
k¼1
mklnk � bl ¼ 0 ð3Þ
where G is the Gibbs free energy of the system; p is the Lagrange
multiplier vector; W is the mass balance of the different compo-
nents of each constituent written in terms of the amounts of matter
(mol); n is the molar amount of constituent k; l is the chemical po-
tential of the constituents k; k refers to each constituent in the mul-
ti-phase system; L is the number of components in the system and K
the number of constituents respectively. pl is the Lagrange multi-
plier of component l, and bl is the total amount of component l in
the system. The chemical potential of each component is defined
in Eq. (2) as a linear combination of the Lagrange multipliers. The
mass balance of the chemical system is defined in terms of the
amounts of components defined by Eq. (3). A detailed description
of how to compute the equilibrium can be found in [25–27]. A Gibbs
energy solver such as SolGasMix and ChemSheet [24,26] can be
used for practical computational work.
When the constrained thermodynamic equilibrium is calcu-
lated based on the CFE method, the stoichiometric matrix is ex-
tended with additional virtual components and constituents.
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where X is the number of immaterial constraints. The additional vir-
tual components (columns L + 1 to L + X) represent the amount of
substance in a particular constituent or phase, and could be used
alone for forcing particular constituents to form when calculating
the local equilibrium. This approach has been used in [13–15].
When the chemical system is extended with additional virtual con-
stituents (rows K + 1 to K + X) that are connected to the respective
virtual constituents (rows K + 1 to K + X), it is possible to constrain
either the formation or disappearance of actual constituents [20].
The forward and reverse reactions can be defined by supplying
the reaction rate as a molar amount to virtual constituents.
Finally, the equilibrium and limited super-equilibrium reactions
for the Gibbsian system can be deduced from Eq. (2):X
k
aklk ¼ 0 ðequilibrium reactionsÞ ð5Þ
X
k
aklk ¼
X
k
ak
XLþX
l¼1
mklpl–0 ðall constrained
super-equilibrium reactionsÞ ð6Þ
Here ak is used for the stoichiometric coefficient of species k in a
given reaction. As is also evident from Eq. (2), the Lagrange multipli-
ers in the minimisation procedure represent the chemical potentials
of each system component at Gibbs energy minimum [25,26]. For
the equilibrium reactions, the thermodynamic affinity becomes
zero by Eq. (5), when Gibbs free energy is minimised. For non-
equilibrium reactions, Eq. (6), the affinity remains non-zero and
can be related to the calculated ‘constraint potentials’ of the virtual
components [12]. This feature has been utilised so as to illustrate
the super-equilibrium condition in the biomass gasification.
3. Model
3.1. The thermodynamic system
The chemical system consists of 14 constituents in the gaseous
phase (CO, H2, O2, N2, H2O, CH4, C2H2, C2H4, C2H6, C3H8, C6H6, C10H8,
NH3, O2), liquid water phase (H2O) and two solid phases for char
and ash (C and SiO2). An additional mixed biomass phase with four
elemental constituents (C, H, O and N) is introduced. The biomass
phase is used only as input for the model, and is not considered in
the equilibrium. The thermodynamic standard data of the system
is obtained from HSC [23]. The simplified stoichiometric matrix
of the gasification system is presented in Table 1.
To apply the constrained free energy method in the calculations,
additional immaterial constraints are embedded into the chemical
system. In total, 12 virtual constraints are introduced. Separate
constraints are defined for char (R_Char), tar (R_Tar) and ammo-
nium (R_Amm) formation. The constraints for the amount of car-
bon and hydrogen bound to hydrocarbons are used to control the
super-equilibrium of light hydrocarbons (R_HC_C and R_HC_H).
The amount of unsaturated and aromatic hydrocarbons (R_UN_C)
is evaluated as one possible constraint. Finally, separate con-
straints are defined for each volatile hydrocarbon constituent
(R_CH4, R_C2H2, R_C2H4, R_C2H6, R_C3H8 and R_C6H6 respectively).
The virtual constituents can be used either for the formation or
disappearance of those actual constituents which have been con-
nected with the corresponding virtual components in the stoichi-
ometric matrix. A positive value 1 triggers the forward and a
negative value �1 the reverse reaction. [12]. Different combina-
tions of these constraints are evaluated, resulting in six different
cases (cases 0–5 in Table 1).
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Next, the super-equilibrium (Super-EQ1), in which carbon con-
version, tar and ammonia formation are pre-defined, is studied,
while the amount of carbon in volatile hydrocarbons (CH4, C2H2,
C2H4, C2H6, C3H8 and C6H6) is also fixed. This is then followed by
a case (Super-EQ2)where the condition is extended by introducing
an additional constraint for the amount of hydrogen in volatile
hydrocarbons. Super-EQ3 replaces the hydrogen constraint by
introducing a constraint for CH4, and Super-EQ4 defines the
amount of carbon bound to unsaturated hydrocarbons (C2H2 and
C2H4) and aromatics (C6H6). Finally, the last super-equilibrium
(Super-EQ5) treatment introduces a fully constrained system in
which the amount of every hydrocarbon constituent is defined
by empirical models. However, the water-gas shift reaction is not
constrained, but local equilibrium is allowed to exist.
5. Results
The super-equilibrium composition of the gasification reactor
as determined by the molar amounts of major syngas components
(CO, CO2, H2, H2O and CH4) were predicted with the constrained
free energy method. The accuracy of the model in terms of the
added number of constraints was also defined. While the number
of constraints is increased, the partial equilibrium moves further
from the global equilibrium, as could be verified by calculation.
When additional constraints are introduced into the system, the
Gibbs free energy at minimum is increasing, which can be seen in
Fig. 2. The global minimum is found for the complete thermody-
namic equilibrium and five local minima for the constrained
systems. The local minimum of the fully constrained system,
Super-EQ5, is furthest from the global minimum, EQ.
Differences between the thermodynamic equilibrium and
constrained equilibrium can be seen in Fig. 3, while observing
the amounts of components or constituents: for instance, the char
formation in equilibrium situation (EQ) is non-existent. However,
by implementing single temperature dependent constraint, it is
possible to force a certain amount of carbon into the char. In
Fig. 3, it can also be seen that formation of light hydrocarbons is
very limited if equilibrium is assumed. By defining the constraint
for carbon or hydrogen, the local equilibrium with light hydrocar-
bons is found. Finally, it can be seen that additional constraints are
needed in order to form unsaturated and aromatic hydrocarbons
(Super-EQ1 vs. Super-EQ2-5). Even the difference in the Gibbs free
energy of the system (in Fig. 2) is rather small when comparing
super-equilibrium conditions, there are significant differences in
the chemical composition of the system (e.g. H in hydrocarbons
in Fig. 3).
Syngas composition against temperature is shown in Fig. 4. It is
obvious that thermodynamic equilibrium cannot be used to predict
the composition. The equilibrium assumption does not predict the
formation of CH4 (also char, ammonia and light hydrocarbons).
Thus, there is an excess amount of hydrogen available, and the
water-gas shift reaction predicts false syngas composition. When
additional constraints are implemented (Super-EQ3), the syngas
composition is modelled in greater detail and a more usable tem-
perature dependent model of gasification is achieved, see Fig. 4.
6. Validation
The proposed method was next validated against experimental
data found in literature. Three different gasification setups were
studied: (i) pressurised steam/O2-blown fluidised-bed gasifier [7],
(ii) air/steam-blown fluidised bed gasifier [21], and (iii) air–blown
circulating bed gasifier [22]. In what follows, experimental data is
described in more detail for the first validation case, for which also
Table 2
Applied constraint values. The experimental model is taken from the literature [7].
Constraint Unit Expression Cases
C in char (mol/kgcarbon in dry biomass) 71.664 + 0.012906(T/K) 1,2,3,4,5
C in tar (mol/kgdry biomass) 3.0 1,2,3,4,5
N in ammonia (mol/kgdry biomass) 0.042 1,2,3,4,5
C in hydrocarbons (mol/kgdry biomass) 17.6420.009545(T/K) 1,2,3
H in hydrocarbons (mol/kgdry biomass) 50.3760.02732(T/K) 2
C in unsaturated and aromatic hydrocarbons (mol/kgdry biomass) 3.92610.00208(T/K) 4
CH4 (mol/kgdry biomass) 7.0740.003(T/K) 3,5
C2H2 (mol/kgdry biomass) 0.064540.00004(T/K) 5
C2H4 (mol/kgdry biomass) 2.9870.002(T/K) 5
C2H6 (mol/kgdry biomass) 1.1960.001(T/K) 5
C3H8 (mol/kgdry biomass) 0.1509210.000155(T/K) 5
C6H6 (mol/kgdry biomass) 0.27 5
Table 3
Experimental data from five test operations in an air–blown FBC gasifier [7].
A B C D E
C in dry biomass (w-%) 50.7 50.7 50.7 51.3 51.1
H in dry biomass (w-%) 6.2 6.2 6.2 6.1 6.1
N in dry biomass (w-%) 0.1 0.1 0.1 0.5 0.1
O in dry biomass (w-%) 42.8 42.8 42.8 39.5 42.3
Ash in dry biomass (w-%) 0.2 0.2 0.2 2.6 0.4
Fuel moisture (%) 6.9 6.9 6.9 10.4 7.4
Gasifier temperature (C) 823 838 886 830 868
Pressure (MPa) 0.250 0.250 0.250 0.250 0.250
Oxygen-to-fuel ratio (kg/kgdry fuel) 0.31 0.37 0.42 0.37 0.46
Steam-to-fuel ratio (kg/kgdry fuel) 0.5 0.54 0.54 0.54 0.75
CO (v-%) 0.144 0.132 0.133 0.122 0.103
CO2 (v-%) 0.211 0.220 0.222 0.222 0.207
H2 (v-%) 0.167 0.154 0.156 0.167 0.149
CH4 (v-%) 0.056 0.055 0.056 0.056 0.046
H2O (v-%) 0.400 0.418 0.411 0.411 0.483
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Immaterial constraints cannot affect the mass and energy bal-
ances of the system. Thus the extended thermodynamic database
provides zero molecular mass for all virtual components. In addi-
tion, the standard chemical potentials of virtual constituents are
defined as zero.
3.2. Applied constraints
In order to describe the super-equilibrium of char, tar, ammo-
nium and light hydrocarbons in gasification, a model is needed
for defining the amounts of constrained species. In general, the
constraints can be defined by means of different methods, ranging
from constant values based on direct measurement to multi-fac-
eted mechanistic models. This study applies and extends the
empirical model for pressurised steam/O2-blown fluidised-bed
gasification by Hannula and Kurkela [7]. Expressions for the
amounts used for the twelve constraints are given in Table 2. Con-
stant values are used for tar, ammonium and C6H6. Temperature-
dependent expressions are used for other constraints. Some of
the constrained values applied in this study appear as combina-
tions of individual constraint factors presented in [7]. For exam-
ples, the amount of carbon in hydrocarbons is a sum of the
carbon in CH4, C2H2, C2H4, C2H6, C3H8 and C6H6.
3.3. Local equilibrium of H2, CO, CO2 and H2O
The major syngas components H2, CO, CO2 and H2O are always
in local thermodynamic equilibrium. No constraints are applied for
the water–gas shift reaction (Eq. (7)), which is the major chemical
conversion when the composition of syngas from gasification is
considered. However, the constraints applied to other constituents
naturally affect the amount of hydrogen, oxygen and carbon avail-
able for the water gas shift reaction.
COðgÞ þH2OðgÞ $ CO2ðgÞ þH2ðgÞ ð7Þ
3.4. Gasification parameters
Five different gasification setups from the literature were [7]
modelled for the first validation of model (Marked as A to E in
Table 3). Wood chips were gasified in setups A, B and C, where
the fuel properties are similar, but gasification parameters, tem-
perature, oxygen-to-fuel ratio and steam-to-fuel ratio varied. For-
est residues were used in setup D and wood chips in setup E.
Most critical parameters are listed in Table 3 and explained in
more detail in [7]. Two additional validation cases were studied
with an air/steam-blown fluidised bed gasifier [21] and an air–
blown circulating bed gasifier [22]. They also included different
fuel and enriched air used in the process. Totally 40 different data
points were then used for evaluating the proposed model structure
based on the constrained free energy method.
4. Cases
In this study, different approaches for the modelling of global or
local equilibrium of biomass gasification have been assessed. Six
different cases are evaluated. Cases vary from traditional thermo-
dynamic equilibrium to fully constrained thermodynamic equilib-
rium where all constituents except those appearing in water gas
shift reaction, Eq. (7), are defined by empirical models. The values
of introduced constraints are defined by the empirical model, see
above Chapter 3.
Thermodynamic equilibrium (EQ) is used as the base case. No
additional constraints are defined.Ta
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Next, the super-equilibrium (Super-EQ1), in which carbon con-
version, tar and ammonia formation are pre-defined, is studied,
while the amount of carbon in volatile hydrocarbons (CH4, C2H2,
C2H4, C2H6, C3H8 and C6H6) is also fixed. This is then followed by
a case (Super-EQ2)where the condition is extended by introducing
an additional constraint for the amount of hydrogen in volatile
hydrocarbons. Super-EQ3 replaces the hydrogen constraint by
introducing a constraint for CH4, and Super-EQ4 defines the
amount of carbon bound to unsaturated hydrocarbons (C2H2 and
C2H4) and aromatics (C6H6). Finally, the last super-equilibrium
(Super-EQ5) treatment introduces a fully constrained system in
which the amount of every hydrocarbon constituent is defined
by empirical models. However, the water-gas shift reaction is not
constrained, but local equilibrium is allowed to exist.
5. Results
The super-equilibrium composition of the gasification reactor
as determined by the molar amounts of major syngas components
(CO, CO2, H2, H2O and CH4) were predicted with the constrained
free energy method. The accuracy of the model in terms of the
added number of constraints was also defined. While the number
of constraints is increased, the partial equilibrium moves further
from the global equilibrium, as could be verified by calculation.
When additional constraints are introduced into the system, the
Gibbs free energy at minimum is increasing, which can be seen in
Fig. 2. The global minimum is found for the complete thermody-
namic equilibrium and five local minima for the constrained
systems. The local minimum of the fully constrained system,
Super-EQ5, is furthest from the global minimum, EQ.
Differences between the thermodynamic equilibrium and
constrained equilibrium can be seen in Fig. 3, while observing
the amounts of components or constituents: for instance, the char
formation in equilibrium situation (EQ) is non-existent. However,
by implementing single temperature dependent constraint, it is
possible to force a certain amount of carbon into the char. In
Fig. 3, it can also be seen that formation of light hydrocarbons is
very limited if equilibrium is assumed. By defining the constraint
for carbon or hydrogen, the local equilibrium with light hydrocar-
bons is found. Finally, it can be seen that additional constraints are
needed in order to form unsaturated and aromatic hydrocarbons
(Super-EQ1 vs. Super-EQ2-5). Even the difference in the Gibbs free
energy of the system (in Fig. 2) is rather small when comparing
super-equilibrium conditions, there are significant differences in
the chemical composition of the system (e.g. H in hydrocarbons
in Fig. 3).
Syngas composition against temperature is shown in Fig. 4. It is
obvious that thermodynamic equilibrium cannot be used to predict
the composition. The equilibrium assumption does not predict the
formation of CH4 (also char, ammonia and light hydrocarbons).
Thus, there is an excess amount of hydrogen available, and the
water-gas shift reaction predicts false syngas composition. When
additional constraints are implemented (Super-EQ3), the syngas
composition is modelled in greater detail and a more usable tem-
perature dependent model of gasification is achieved, see Fig. 4.
6. Validation
The proposed method was next validated against experimental
data found in literature. Three different gasification setups were
studied: (i) pressurised steam/O2-blown fluidised-bed gasifier [7],
(ii) air/steam-blown fluidised bed gasifier [21], and (iii) air–blown
circulating bed gasifier [22]. In what follows, experimental data is
described in more detail for the first validation case, for which also
Table 2
Applied constraint values. The experimental model is taken from the literature [7].
Constraint Unit Expression Cases
C in char (mol/kgcarbon in dry biomass) 71.664 + 0.012906(T/K) 1,2,3,4,5
C in tar (mol/kgdry biomass) 3.0 1,2,3,4,5
N in ammonia (mol/kgdry biomass) 0.042 1,2,3,4,5
C in hydrocarbons (mol/kgdry biomass) 17.6420.009545(T/K) 1,2,3
H in hydrocarbons (mol/kgdry biomass) 50.3760.02732(T/K) 2
C in unsaturated and aromatic hydrocarbons (mol/kgdry biomass) 3.92610.00208(T/K) 4
CH4 (mol/kgdry biomass) 7.0740.003(T/K) 3,5
C2H2 (mol/kgdry biomass) 0.064540.00004(T/K) 5
C2H4 (mol/kgdry biomass) 2.9870.002(T/K) 5
C2H6 (mol/kgdry biomass) 1.1960.001(T/K) 5
C3H8 (mol/kgdry biomass) 0.1509210.000155(T/K) 5
C6H6 (mol/kgdry biomass) 0.27 5
Table 3
Experimental data from five test operations in an air–blown FBC gasifier [7].
A B C D E
C in dry biomass (w-%) 50.7 50.7 50.7 51.3 51.1
H in dry biomass (w-%) 6.2 6.2 6.2 6.1 6.1
N in dry biomass (w-%) 0.1 0.1 0.1 0.5 0.1
O in dry biomass (w-%) 42.8 42.8 42.8 39.5 42.3
Ash in dry biomass (w-%) 0.2 0.2 0.2 2.6 0.4
Fuel moisture (%) 6.9 6.9 6.9 10.4 7.4
Gasifier temperature (C) 823 838 886 830 868
Pressure (MPa) 0.250 0.250 0.250 0.250 0.250
Oxygen-to-fuel ratio (kg/kgdry fuel) 0.31 0.37 0.42 0.37 0.46
Steam-to-fuel ratio (kg/kgdry fuel) 0.5 0.54 0.54 0.54 0.75
CO (v-%) 0.144 0.132 0.133 0.122 0.103
CO2 (v-%) 0.211 0.220 0.222 0.222 0.207
H2 (v-%) 0.167 0.154 0.156 0.167 0.149
CH4 (v-%) 0.056 0.055 0.056 0.056 0.046
H2O (v-%) 0.400 0.418 0.411 0.411 0.483
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situations, and measurement issues provide one explanation for
the deviation.
6.2. Air/steam-blown fluidised bed gasifier
The model structure is next evaluated against the literature
data from other type of gasifier. Campoy et al. [21] have studied
the air/steam-blown fluidised bed system. In their process, the
oxygen content varies from 21 to 40 v-% (enriched) of air and
steam to biomass ratio from 0% to 63%. Operating temperature is
755–840 C and biomass feed rate is 10–22 kg/h. Wood pellets
are used as fuel. In total 20 different data sets were available in
[21] (where the experimental setup is also explained in more
detail).
Two constraints were defined for this validation case: (i) char
yield (R_Char) and (ii) methane yield (R_CH4). Char yield is defined
based on the experimental data presented in (Table 3 and Fig. 8a. in
[21]) as:
xChar ¼ 0:141� 0:274 � xO2 ð21% 6 OP 6 40%Þ ð8Þ
Here xChar describes the fraction of carbon remaining in char out of
original carbon in fuel. xO2 is the oxygen content in air. Constraint of
methane is defined accordingly the first validation case (see Table 2)
as model fits well for the experimental results. Fig. 6 illustrates the
modelled composition of syngas (CO, CO2, H2 and CH4) against the
measured values in [21]. The model again seems to agree reason-
ably with the experimental data. Yet variation here appears some-
what larger than for the first validation case. The result, however
suggests that the constrained free energy method could be used
for modelling various gasifiers or different gasification conditions
when the kinetic models and equations describing the constraints
are altered according to each new case.
6.3. Air–blown circulating bed gasifier
Third validation for the proposed modelling methodology was
done against pilot scale air–blown circulating bed gasifier, as pre-
sented by Li et al. in [22]. Operating temperature was between 700
and 850 C and pressure 1.2–1.6 bar respectively. Biomass feed
rate was 16–44 kg/h. Results of six different biomass types were
reported. Altogether 15 different experimental data sets were
available for validation purposes. For simplicity the experimental
data is not repeated here but can be found in (Tables 1 and 2 in
[22]).
In this validation case three constraints were defined: (i) char
formation (R_Char), (ii) methane formation (R_CH4) and (iii) tar
formation (R_Tar). Char and methane formations were according
to model proposed by Li et al. in [22].
xChar ¼ 0:75 � expð�k=0:23Þ ð0:22 6 k 6 0:54Þ ð9Þ
nCH4 ¼ 0:11ð1� kÞ ð10Þ
Here xChar describes the fraction of carbon remaining in char out of
original amount of carbon in biomass. nCH4 defines the amount of
carbon bound to methane. k is the air ratio of actual air versus stoi-
chiometric air needed for full combustion. The constraint of tar is
defined based on the experimental data in (Table 2 in [22]) and va-
lue varies between 0 and 1 mol carbon per 1 kg of dry wood. Fig. 6
illustrates predicted values against experimental values. The model
now seems to predict gas composition for CO, CO2 and CH4 rather
well, but overestimates the amount of H2. The relatively low ob-
served hydrogen content in the syngas is also recognised by Li
et al. in their paper [27], which could indicate that there is some
hydrogen remaining in coke, formation of light hydrocarbon is ne-
glected during experiments or measurement of hydrogen content
has some uncertainties. Suggestively, the largest deviation in mod-
elled H2 content versus measured values is observed in three cases
where tar formation is largest. In the presented model tar is listed as
C10H8 (naphthalene), but in reality other compounds with larger
H:C ratios may well be bound to tar. In context with such experi-
mental findings, the usage of a Gibbsian thermodynamic model
can give additional insights for the assessment of experimental
arrangement when applied concurrently with the experimental
work.
7. Discussion
The current work has demonstrated that the super-equilibrium
of char, tar, ammonia and light hydrocarbons in biomass gasifica-
tion and related major syngas species (CO, CO2, H2, H2O and CH4)
can be predicted with the constrained free energy (CFE) method.
The accuracy of the model increases when additional constraints
are implemented. However, it was not necessary to fully constrain
the system, as is often done with the mechanistic model. By defin-
ing constraints for char, tar, ammonia, carbon in hydrocarbons and
CH4, it is possible to model the system at the same accuracy as with
constraints on all light hydrocarbons.
While the adapted constraints were successful in evaluating the
super-equilibrium of major species, the respective predictions for
minor hydrocarbon species (C2H2, C2H4, C2H6, C3H8, C6H6) were
not as satisfying. In practical problems this limitation could be
Fig. 4. Predicted composition of major syngas components (H2, CO, CO2, H2O and CH4) for thermodynamic equilibrium (EQ) and for constrained equilibrium (Super-EQ3),
where the formation of char, tar, ammonia, and methane are constrained as well as the amount of carbon in light hydrocarbons. Diamonds represent validation data from [7].
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different submodels for the super-structures are evaluated. For the
two other cases references to original publications are given.
6.1. Pressurised steam/O2-blown fluidised-bed gasifier
First the developed model is validated against literature data
shown in Table 3 (see details with the experimental setup in [7]).
This is experimental data from pressurised steam/O2-blown fluid-
ised-bed gasification with power of 0.5 MW. Three different fuels
were tested: two type of wood chips and forest residues. Gasifica-
tion temperature ranges between 823 and 886 C, pressure is
2.5 bar and fuel moisture from 7% to 10%. In total five different val-
idation points are available. [7]. Six different models structures
(EQ, Super-EQ1, Super-EQ2, Super-EQ3, Super-EQ4 and Super-
EQ5) were evaluated against these five different gasification setups
with different raw material and gasification conditions (A to E in
Table 3).
Global thermodynamic equilibrium cannot satisfactorily de-
scribe the super-equilibrium conditions present in the biomass
gasification process, which becomes evident from Figs. 4 and 5
when observing the amounts of major syngas species. By embed-
ding the additional virtual constraints in the chemical system,
the calculated syngas composition is much closer to measured val-
ues. The Super-EQ1 case, where the amount of char, tar, ammonia
and carbon in light hydrocarbons is constrained already gives
significantly better results. However, the CH4 content is still not
satisfactory. By implementing additional constraints, (Super-EQ2)
amount of hydrogen in hydrocarbons, (Super-EQ3) amount of
methane, (Super-EQ4) amount of carbon in unsaturated and
aromatic hydrocarbons, it is possible to adjust the amount of meth-
ane. As expected, the fully constrained system (Super-EQ5) gives
the best agreement, but the only partly constrained system
(Super-EQ3) also gives results that are as good. It is noticeable that
the amount of hydrogen is slightly off for all cases. However, the
hydrogen content is the most difficult to measure in pilot-scale
Super-EQ4
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Fig. 2. Global minimum of Gibbs free energy for thermodynamic equilibrium (EQ)
and five local minima for constrained thermodynamic equilibriums (Super-EQ1–
Super-EQ5) as a function of temperature.
Fig. 3. Effects of constrained and global equilibrium on the carbon and hydrogen content of different constituents. The dashed line denotes the constrained value and the
solid line the value in equilibrium. (a) Amount of carbon in char in constrained for Super-EQ1–Super-EQ5 by 71.664 + 0.012906(T/K) (mol/kgdry wood); (b) Amount of carbon
in volatile hydrocarbons is for Super-EQ1–Super-EQ5 by 17.6420.009545(T/K) (mol/kgdry wood), (c) amount of hydrogen in volatile hydrocarbons is constrained for Super-
EQ2 and Super-EQ2 by 50.3760.02732(T/K) (mol/kgdry wood), and (d) amount of carbon in unsaturated and aromatic species is constrained for Super-EQ4 by
3.92610.00208(T/K) (mol/kgdry wood).
P. Kangas et al. / Fuel 129 (2014) 86–94 91
II/7
situations, and measurement issues provide one explanation for
the deviation.
6.2. Air/steam-blown fluidised bed gasifier
The model structure is next evaluated against the literature
data from other type of gasifier. Campoy et al. [21] have studied
the air/steam-blown fluidised bed system. In their process, the
oxygen content varies from 21 to 40 v-% (enriched) of air and
steam to biomass ratio from 0% to 63%. Operating temperature is
755–840 C and biomass feed rate is 10–22 kg/h. Wood pellets
are used as fuel. In total 20 different data sets were available in
[21] (where the experimental setup is also explained in more
detail).
Two constraints were defined for this validation case: (i) char
yield (R_Char) and (ii) methane yield (R_CH4). Char yield is defined
based on the experimental data presented in (Table 3 and Fig. 8a. in
[21]) as:
xChar ¼ 0:141� 0:274 � xO2 ð21% 6 OP 6 40%Þ ð8Þ
Here xChar describes the fraction of carbon remaining in char out of
original carbon in fuel. xO2 is the oxygen content in air. Constraint of
methane is defined accordingly the first validation case (see Table 2)
as model fits well for the experimental results. Fig. 6 illustrates the
modelled composition of syngas (CO, CO2, H2 and CH4) against the
measured values in [21]. The model again seems to agree reason-
ably with the experimental data. Yet variation here appears some-
what larger than for the first validation case. The result, however
suggests that the constrained free energy method could be used
for modelling various gasifiers or different gasification conditions
when the kinetic models and equations describing the constraints
are altered according to each new case.
6.3. Air–blown circulating bed gasifier
Third validation for the proposed modelling methodology was
done against pilot scale air–blown circulating bed gasifier, as pre-
sented by Li et al. in [22]. Operating temperature was between 700
and 850 C and pressure 1.2–1.6 bar respectively. Biomass feed
rate was 16–44 kg/h. Results of six different biomass types were
reported. Altogether 15 different experimental data sets were
available for validation purposes. For simplicity the experimental
data is not repeated here but can be found in (Tables 1 and 2 in
[22]).
In this validation case three constraints were defined: (i) char
formation (R_Char), (ii) methane formation (R_CH4) and (iii) tar
formation (R_Tar). Char and methane formations were according
to model proposed by Li et al. in [22].
xChar ¼ 0:75 � expð�k=0:23Þ ð0:22 6 k 6 0:54Þ ð9Þ
nCH4 ¼ 0:11ð1� kÞ ð10Þ
Here xChar describes the fraction of carbon remaining in char out of
original amount of carbon in biomass. nCH4 defines the amount of
carbon bound to methane. k is the air ratio of actual air versus stoi-
chiometric air needed for full combustion. The constraint of tar is
defined based on the experimental data in (Table 2 in [22]) and va-
lue varies between 0 and 1 mol carbon per 1 kg of dry wood. Fig. 6
illustrates predicted values against experimental values. The model
now seems to predict gas composition for CO, CO2 and CH4 rather
well, but overestimates the amount of H2. The relatively low ob-
served hydrogen content in the syngas is also recognised by Li
et al. in their paper [27], which could indicate that there is some
hydrogen remaining in coke, formation of light hydrocarbon is ne-
glected during experiments or measurement of hydrogen content
has some uncertainties. Suggestively, the largest deviation in mod-
elled H2 content versus measured values is observed in three cases
where tar formation is largest. In the presented model tar is listed as
C10H8 (naphthalene), but in reality other compounds with larger
H:C ratios may well be bound to tar. In context with such experi-
mental findings, the usage of a Gibbsian thermodynamic model
can give additional insights for the assessment of experimental
arrangement when applied concurrently with the experimental
work.
7. Discussion
The current work has demonstrated that the super-equilibrium
of char, tar, ammonia and light hydrocarbons in biomass gasifica-
tion and related major syngas species (CO, CO2, H2, H2O and CH4)
can be predicted with the constrained free energy (CFE) method.
The accuracy of the model increases when additional constraints
are implemented. However, it was not necessary to fully constrain
the system, as is often done with the mechanistic model. By defin-
ing constraints for char, tar, ammonia, carbon in hydrocarbons and
CH4, it is possible to model the system at the same accuracy as with
constraints on all light hydrocarbons.
While the adapted constraints were successful in evaluating the
super-equilibrium of major species, the respective predictions for
minor hydrocarbon species (C2H2, C2H4, C2H6, C3H8, C6H6) were
not as satisfying. In practical problems this limitation could be
Fig. 4. Predicted composition of major syngas components (H2, CO, CO2, H2O and CH4) for thermodynamic equilibrium (EQ) and for constrained equilibrium (Super-EQ3),
where the formation of char, tar, ammonia, and methane are constrained as well as the amount of carbon in light hydrocarbons. Diamonds represent validation data from [7].
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8. Conclusion
The biomass gasification process can be resolved as a restricted
local equilibrium by applying the constrained free energy method
(CFE) with a single calculation step. Thus, there is no need for post-
processing corrections for, for instance, volume or enthalpy flows.
For a reasonable accuracy of the simulation model, it is not neces-
sary to define constraints for all reactions, but a set of more general
constraints (e.g. carbon in hydrocarbons) remains sufficient.
The distinct benefit of the approach presented is that chemical
reactions, gasification enthalpy and states of the system (such as
volume) are estimated concurrently. This method is also resilient:
the number of details describing constraints can vary from simpler
experimental results and models as presented in this paper to com-
plicated mechanistic models. However the models are always
needed for defining the constraints.
A promising application area for the methodology presented
could be as part of large-scale process simulation, where detailed
thermodynamic models can be implemented and the effects on
gasification chemistry could cause changes in the entire process.
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neglected, as the main interest is in major species, and minor spe-
cies could be considered as surrogates for modelling several low-
concentration species that might occur in the gasification process.
If greater accuracy for hydrocarbon species is needed, then selec-
tion of the modelled species and respective constraints is
important.
It is important to note that use of the constraints in the way
shown above requires experimental information which at least
partly will be process-specific, as was also indicated by the three
validation cases presented above. Consequently, a model devel-
oped for one gasifier may not be directly applicable to another
gasifier of different size, design or fuel and oxidant feeding system.
The present study suggests that the values for constraints can be
defined e.g. based on gasification temperature, air-ratio, the
amount of oxygen enriching air, or based directly on experimental
measurement Yet, the same model structure based on constrained
free energy methodology can be re-used for different gasifiers or
even for syngas reforming by re-defining the kinetic submodels
and respective constraints. This allows a generic and versatile ther-
modynamic model structure of gasification to be developed, where
different application specific descriptions and submodels could be
implemented.
Fig. 5. Major syngas components (CO, H2O, CO2, H2 and CH4). Modelled values vs. measured values [7].
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8. Conclusion
The biomass gasification process can be resolved as a restricted
local equilibrium by applying the constrained free energy method
(CFE) with a single calculation step. Thus, there is no need for post-
processing corrections for, for instance, volume or enthalpy flows.
For a reasonable accuracy of the simulation model, it is not neces-
sary to define constraints for all reactions, but a set of more general
constraints (e.g. carbon in hydrocarbons) remains sufficient.
The distinct benefit of the approach presented is that chemical
reactions, gasification enthalpy and states of the system (such as
volume) are estimated concurrently. This method is also resilient:
the number of details describing constraints can vary from simpler
experimental results and models as presented in this paper to com-
plicated mechanistic models. However the models are always
needed for defining the constraints.
A promising application area for the methodology presented
could be as part of large-scale process simulation, where detailed
thermodynamic models can be implemented and the effects on
gasification chemistry could cause changes in the entire process.
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AB
ST
RA
CT A simulation model based on multiphase thermodynamics has been developed for the combustion of black liquor in a recovery boiler. The model provides a quantitative description of the observed super-equilibrium of excess sodium, potassium, sulphur, and chlorine in recovery-
boiler fumes and the respective effects of super-equilibrium on the condensed phases. The methodology is based on the constrained free 
energy (CFE) technique, which is an extension of the conventional Gibbs free-energy minimization method used to estimate kinetically 
controlled and local equilibria of multiphase chemical systems. This work extends the Na-K-S-Cl-C-O-H-N system used for ash-chemistry 
studies by introducing additional constraints on the volatility of Na, K, S, and Cl. The methodology presented here enables simultaneous 
estimation of chemical reactions and heat of combustion in the recovery boiler.
PETTERI KANGAS*, PERTTI KOUKKARI, DANIEL LINDBERG, MIKKO HUPA
MODELLING BLACK LIQUOR COMBUSTION WITH 
THE CONSTRAINED GIBBS ENERGY METHOD
The recovery boiler is an essential compo-
nent of  a Kraft pulp mill. It is primarily 
used for energy recovery because roughly 
half  of  all wood raw materials entering the 
mill are dissolved into the pulp cooking 
liquor during delignification. In addition, 
valuable cooking chemicals are salvaged 
during the combustion process. To ensure 
this dual objective, special combustion 
conditions are needed in the boiler fur-
nace. The lower furnace is operated under 
reductive conditions for chemical recov-
ery, while oxidative conditions are intro-
duced in the upper furnace to ensure full 
combustion of  the dissolved wood. 
Previous experimental studies [1–5] 
have shown that large amounts of  sul-
phur, sodium, potassium, and chloride be-
come volatilized during combustion in the 
lower furnace and can be found in the flue
gas, i.e., fumes, of  the recovery boiler. Fig-
ure 1 illustrates typical industrial concen-
trations (in ppm) for sulphur and sodium 
in fumes. Volatile species can initiate cor-
rosion as they cool in the flue-gas channel, 
resulting in operating problems and eco-
nomic losses.
Vaporization occurs mostly during 
the flight of  black liquor droplets as black 
liquor is sprayed into the boiler and drop-
lets are dried, devolatilized, and pyrolyzed, 
and partly during char-bed combustion. 
The release of  these components is due to 
(i) reduction of  alkali carbonates (both so-
dium and potassium) with char to produce 
vaporous elemental alkali [6], (ii) direct va-
porization of  chlorides [6], and (iii) release 
of  organosulphur gases [7]. 
Considerable work has been carried 
out to obtain measured volatilization data. 
Hupa et al. [1] measured the in-flight re-
lease of  sodium from eight different black 
liquors under laboratory conditions; Mik-
kanen et al. [9] conducted industrial-scale 
measurements of  four recovery boilers; 
Salmenoja et al. [2] performed measure-
ments in five recovery boilers; Janka et al. 
[4] measured the release of  sodium, chlo-
rine, and potassium in a single recovery 
boiler under different operating condi-
tions; and Vakkilainen [5] reported po-
tassium and chlorine enrichment factors 
from 21 recovery boilers. The observa-
tions from these studies are summarized 
in Table 1.
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Fig. 1 - Release of sulphur and sodium 
in a recovery furnace as a function of 
temperature. Equilibrium values and typical 
actual boiler data [8].
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Recovery-boiler modelling
In recent decades, several approaches have 
been used to develop models of  recovery-
boiler chemistry and in particular of  sul-
phur, sodium, potassium, and chlorine 
volatilization.
For these purposes, comprehensive 
thermodynamic data for the Na-K-S-Cl-
C-O-H system have been gathered and 
compiled in a consistent database. As-
sessment of  these data has been recently 
conducted, for example by Lindberg [10], 
and the results are currently commercially 
available from FactSage [11] as the FT-
PULP database [12]. The latest develop-
ment of  this database includes bromides 
[13]. The database and related tools can 
be used to generate phase diagrams and 
predict sticky temperatures in the upper 
furnace and flue-gas channel. 
Thermodynamic data and solvers 
have been used in recovery-boiler expert 
systems, for example to reduce corrosion 
of  boiler superheaters and economizers. 
An early development by Pejryd and Hupa 
[14] as well as the work of  Backman et al. 
[15] have been used to predict chemistry 
and deposits in the recovery boiler and to 
estimate the sticky temperature of  fly ash. 
The most recent development by Enestam 
[16] uses multi-phase chemical models to-
gether with a large experimentally-based 
database of  corrosion conditions. These 
models typically use a “dual” approach 
to model volatilization: release during in-
flight pyrolysis is modelled experimen-
tally and evaporation at the char bed us-
ing thermodynamic equilibrium [1] or by 
kinetically limited reactions [17]. By sum-
marizing these factors, it has been possible 
to predict the chemistry of  the upper fur-
nace and flue-gas channel as described by
Janka [4]. However, the restricted thermo-
dynamic equilibrium in the lower furnace 
has not been examined in previous studies.
A similar approach has been used 
as part of  large-scale process simulations. 
Uloth et al. [18] used thermodynamic equi-
librium calculations to model the chem-
istry of  the flue-gas channel as part of  
a large-scale steady-state process simu-
lation. The lower furnace and char bed 
were modelled using applied temperature-
dependent kinetic models. A similar ap-
proach was later used by Cardoso [19]. In 
their model, only 27 species were includ-
ed due to the limitations of  the process 
simulator. The model was then confined 
to a relatively small chemical system (e.g., 
when compared to that of  Lindberg [10]), 
and the resulting predictions mainly con-
cern the major species. 
Black-liquor droplet modelling has 
been extensively studied because volatil-
ization and reactions during flight strongly 
affect the combustion and functionality 
of  the recovery boiler. Järvinen et al. [20] 
have developed a model that includes 
bubble formation during the spraying pro-
cess. The model can be used to optimize 
splash-plate geometry and to adjust spray-
ing parameters.
Fly-ash particle formation in the re-
covery boiler has been studied and mod-
elled by Jokiniemi et al. and Mikkanen 
[3,21]. The focus of  these studies has been 
on aerosol behaviour during combustion. 
The models include fume-particle forma-
tion, growth, and deposition. In addition, 
the chemistry of  sodium, potassium, and 
chlorides in the fumes is considered. How-
ever, these models neglect the combustion 
process and chemistry of  the lower fur-
nace while again focusing on phenomena 
in the upper furnace and flue-gas channel.
Computational fluid dynamics have 
been used in recovery-boiler modelling 
for at least two decades. The first models, 
as described by Grace et al. [22], combined 
gas-phase combustion, a droplet model, 
and char-bed burning. The latest devel-
opments by Engblom [17] introduced a 
model for predicting the changing shape 
of  the char bed. In addition, Leppänen et 
al. combined a particle-formation model 
with computational fluid dynamics [23].
Recovery-boiler models have been 
reviewed by Grace and Engblom [6,17,24], 
and additional details of  the various ap-
proaches can be found in their papers.
However, all the recovery-boiler 
models referred to above either (i) neglect 
the lower furnace and consider the lower 
furnace as a fixed boundary condition for 
flue-gas calculations, or (ii) use a dual ap-
proach with droplet and char-bed burn-
ing treated separately. There is an appar-
ent need for a unified solution that could 
be used for simultaneous estimation of  
chemical reactions and heat generation in 
the lower furnace. 
Computational thermodynamics
The first computational thermodynamics 
software applications were developed by 
NASA for research into rocket-fuel com-
bustion. Later, other Gibbs free-energy 
minimizing computer programs, such as 
SOLGAS by Eriksson [25,26], emerged 
and were used for high-temperature chem-
ical equilibrium studies. These programs 
were further developed, for example by 
Weber [27], and adapted for software tools 
such as FactSage [11], ChemApp [28], and 
ChemSheet [29]. As referred to above, 
these early Gibbs energy programs have 
also been used for calculating the thermo-
dynamic equilibrium of  black liquor com-
bustion, for example, by [1,15,16,18].
The concept of  constrained thermo-
dynamic equilibria in Gibbs energy mini-
mization was first introduced by Alberty 
[30] as a method for the conservation of  
immaterial properties and further devel-
oped for reaction kinetics by Keck and 
Koukkari [31,32]. The methodology of  
immaterial constraints was extended by 
TABLE 1 Release of sulphur, sodium, potassium, and chloride to fl ue gases.
Hupa et al. [1]
Salmenoja et al. [2]
Mikkanen et al. [3]
Janka et al. [4]
Vakkilainen [5]
S
54%
24–36%
Na
17%
10–12%
K
1.1–1.4
1.3–1.7
1.3–1.6
1.0–2.5
Type
Laboratory
Industry
Industry
Industry
Industry
S: Sfl ue gas/Sblack liquor [%]
Na: Nafl ue gas/Nablack liquor [%]
K: (Kfl ue gas/(K + Na)fl ue gas)/(Kblack liquor/(K + Na)black liquor) []
Cl: (Clfl ue gas/(K + Na)fl ue gas)/(Clblack liquor/(K + Na)black liquor) []
Cl
1.0–6.0
3.0–4.5
0.3–6.0
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predict NOX chemistry. Therefore, ni-
trogen is assumed to form only inert N
2
. 
Black liquor elemental composition and 
higher heating value were used as model 
parameters. 
ChemSheet [29] was used as a com-
putational tool because it enables ma-
nipulation of  the multicomponent ther-
modynamic system by extending the 
stoichiometric matrix, thus making it pos-
sible to calculate constrained thermody-
namic equilibria.
Thermodynamic equilibrium
The thermodynamic equilibrium of  the 
system under study can be obtained by 
minimizing the Gibbs free energy [35]. 
Using this approach, individual reactions 
do not need to be specified. Instead, the 
multi-phase system is treated as a single 
assembly (if  equilibrium constants are de-
fined, each reaction must be defined ac-
cordingly). The multi-phase system and 
its corresponding phases and constituents 
are therefore defined by the stoichiometric 
matrix Ν:
where the columns represent com-
ponents 1…L, and the rows constituents 
1…K respectively. The Gibbs free energy 
of  the system is defined as:
where i refers to the phases and j 
refers to the constituents of  each phase. 
Similarly, k refers to each constituent in 
the multi-phase system, n to the number 
of  molar constituents, and μ to the chemi-
cal potential of  the constituents. I is the 
number of  phases in the system, Ji is the 
number of  constituents in phase i, and K 
is the number of  constituents in the whole 
system.
Koukkari and Pajarre [33,34] to describe 
several other phenomena in the Gibbsian 
calculations, such as electrochemical Don-
nan equilibrium in aqueous pulp suspen-
sions as well as surface-energy controlled 
systems. One salient application of  the 
constraint method is the calculation of  
partial and local equilibria under super-
saturation or kinetic conditions.
This study uses the constrained free 
energy (CFE) method to model the local 
super-equilibrium of  sulphur, sodium, po-
tassium and chlorine in flue gases in the 
lower part of  the recovery-boiler furnace. 
The aim is to present a unified method for 
calculating chemical reactions and energy 
production in the lower furnace, which 
has been often either neglected or sub-
stantially simplified in previous models.
METHODS
The study is computational, with all mea-
sured data obtained from relevant litera-
ture. The basic black liquor properties and 
related data are from [1].
Thermodynamic data and the 
computational tool
The thermodynamic data used in this study 
are commercially available from FactSage 
[11]. The FTPULP database was adapt-
ed; its chemical system consists of  seven 
components: sodium-potassium-chlorine-
sulphur-carbon-oxygen-hydrogen (Na-K-
S-Cl-C-O-H-N), and 60 phases, of  which 
17 are solutions or mixed phases and 43 
are pure phases with a single constituent. 
The entire database was used with the liq-
uid phase described by the fully optimized 
subsystem Na+, K+//S2-, SO
4
2-, CO
3
2-, 
Cl-, OH-. The liquid components, which 
are alkali pyrosulphates or alkali polysul-
phides, were, however, not considered in 
the present study. A description of  the da-
tabase is provided in [12], and it has been 
reviewed in [10].
Nitrogen (N) was introduced to the 
system to describe the combustion air, 
resulting in a total of  eight system com-
ponents. The formation of  NOX compo-
nents is kinetically driven, and thermody-
namic modelling is not a suitable tool to
The Gibbs energy of  this closed isother-
mal system can be minimized using the 
Lagrange method of  undetermined multi-
pliers (Eq. (3)). The minimum is obtained 
when its partial derivatives are zero (Eqs. 
(4) and (5)):
where π is the Lagrange multiplier, Ψ 
is the mass balance of  the different com-
ponents of  each constituent written in 
terms of  the amounts of  matter (mol), πl 
is the Lagrange multiplier of  component 
l, and bl is the total amount of  component 
l in the system as described by the matrix 
in Eq. (1). The chemical potential of  each 
component is defined in Eq. (4) as a La-
grange multiplier, and the mass balance of  
the system in terms of  the quantities of  
components is defined by Eq. (5).
The chemical potential of  constitu-
ent k is further defined as:
where μk,id is the ideal term of  the 
chemical potential of  constituent k and 
μk,ex is the excess term of  the chemical 
potential of  constituent k. The ideal and 
excess chemical potentials were derived 
from the database used [12]. The set of  
equations, Eq. (4), is then linearized and 
an iterative solver is used [25]. A detailed 
description of  the computational solution 
used for thermodynamic equilibrium is 
provided in [27,35].
Constrained thermodynamic 
equilibrium
As noted above, thermodynamic equilib-
rium is not reached in the lower part of  
the recovery-boiler furnace. Instead, a 
condition described as a “super-equilibri-
um” of  sodium, potassium, sulphur, and 
chlorine is present in the gaseous phase. 
The term super-equilibrium refers here to 
“supersaturation” of  the vapour phase. To 
model this phenomenon of  partial equilib-
rium, in what follows the constrained free 
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energy (CFE) method is used.
The super-equilibrium condition can 
be introduced to stoichiometric matrix N 
(see Eq.1) by inclusion of  supplementary 
virtual components and virtual constitu-
ents, by which additional constraints can 
be introduced to the Lagrangian minimi-
zation problem. The extended stoichio-
metric matrix then becomes:
where X is the number of  additional 
constraints. The virtual components (col-
umns L+1 … L+X) represent the amount 
of  a substance in a particular phase or 
phases. These components are connect-
ed to the virtual constituents (rows K+1 
to K+X). The virtual constituents can be 
used for either formation or destruction 
of  these actual constituents which have 
been connected with the corresponding 
virtual components. A positive value of  
one is used for forward and a negative 
value of  minus one for reverse reaction of  
virtual constituents [34].
To be able to use such a matrix ex-
tension in the Gibbs energy minimization 
program without affecting its energy or 
mass balances, the extended thermody-
namic database provides the respective 
(zero) data for the virtual system compo-
nents and virtual constituents. The mo-
lecular mass of  each virtual component is 
given as zero (in practice, it is a very small 
number depending on the stability of  the 
solver used), and the chemical potentials 
of  the virtual constituents are set to zero 
in the extended database. This simple tech-
nique then provides a generic method by 
which the super-equilibrium constraints 
can be incorporated into the Gibbs energy 
minimization calculation by using the con-
ditions derived from the observed enrich-
ment factors of  each relevant species.
From Eq. (4), the following relations 
can be deduced from the Gibbsian system 
for the equilibrium reactions and limited 
super-equilibrium reactions:
(equilibrium reactions)                    (8)
(all constrained super-equilibrium reac-
tions)                                                (9)
In Equations (8) and (9), ak is used for 
the stoichiometric coefficient of  species k 
in a given reaction. It should be empha-
sized here that the Lagrange multipliers in 
the minimization procedure represent the 
chemical potentials of  each system com-
ponent [25,35]. As a result of  the min(G) 
calculation, the thermodynamic affinity of  
all equilibrium reactions becomes zero by 
Equations (4) and (8). Then, although the 
summation of  the Lagrange multipliers in 
Equation (9) covers all virtual components 
in the system, the affinity of  non-equilib-
rium reactions is different from zero and 
can be related to the calculated “constraint 
potentials” of  the virtual components
 [34]. In what follows, this feature has been 
used to illustrate the super-equilibrium 
conditions in the recovery boiler.
RESULTS
In this study, the recovery boiler was mod-
elled in two parts: the upper and lower 
furnace. Super-equilibrium is considered 
to occur in the lower furnace under con-
ditions of  excess sodium, potassium, sul-
phur, and chlorine in the gaseous phase. 
The upper furnace and flue-gas channel 
were considered to be in thermodynamic 
equilibrium (see Fig. 2).
The temperature range for the lower 
furnace is 500°C to 1500°C. Decreasing 
temperature from 1200°C to 200°C is 
modelled in the upper furnace, flue-gas 
channel, and stack. Two cases of  fume 
composition from the lower to the up-
per furnace were modelled, where 900°C 
denotes a “cold” furnace and 1100°C a 
“hot” furnace. The calculation step was 
25°C.
The properties of  typical industrial 
black liquor were used [1]. The param-
eters used in the study are shown in Table 
2. The theoretical amount of  combustion 
air at lower temperature, λfurnace, was set to 
0.7. A small amount of  excess air was used 
in the upper furnace to ensure complete 
combustion.
Defining super-equilibrium
The enrichment factors used are typical 
observed values for industrial boilers. In 
addition, the volatilities of  sodium and sul-
phur have been measured in several stud-
ies. These values were used in the present 
study to define the super-equilibrium of  
sodium, potassium, sulphur, and chlorine 
in lower-furnace fumes. The enrichment 
factors used for potassium and chlorine 
are:Fig. 2 - Modelling approach: the lower furnace is modelled as a super-equilibrium 
under conditions of excess sodium, 
potassium, sulphur, and chlorine in 
the gaseous phase. The upper furnace 
and flue-gas channel are modelled as a 
thermodynamic equilibrium.
TABLE 2 Black liquor composition used in this study [1].
C
[wt-%]
32.3
H
[wt-%]
3.3
Na
[wt-%]
21.4
K
[wt-%]
2.3
S
[wt-%]
5.0
Cl
[wt-%]
0.7
N
[wt-%]
0.1
O
[wt-%]
34.9
Moisture content
[wt-%]
20.0
S/2Me –ratio
[%]
31.5
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temperature are evident.
Use of the extended stoichiometric 
matrix
To describe the super-equilibrium condi-
tions in the lower furnace, the stoichio-
metric matrix was extended based on the 
methodology presented above. Four ad-
ditional virtual system components were 
introduced: Na*, S*, K*, and Cl*. These 
components denote the amount of  each 
component in the gaseous phase and are 
related to the previously presented enrich-
ment factors and volatility for each com-
ponent.
The actual constituents in the gas-
eous phase were associated with the new 
virtual components based on the reaction 
stoichiometry. For example, the stoichio-
metric amount of  sodium in each constit-
uent in the gaseous phase was represented 
by the respective amount of  Na* compo-
nent deduced from the enrichment factor. 
Thus, the value of  the Na* component for 
NaOH is 1 and for (NaOH)
2
 is 2. Similar 
notation was used for S*, K*, and Cl*. If  
the constrained constituent included sev-
eral virtual components, the correspond-
ing values were used: for example, Na* was 
1 and Cl* was 1 for NaCl. Part of  the ex-
tended stoichiometric matrix with similar 
examples is shown in Table 3.
Four virtual constituents were in-
cluded in the stoichiometric matrix: one 
constituent for each virtual component. 
The constituents were R_Na, R_K, R_S, 
and R_Cl. Virtual constituents were
associated with virtual components with 
±1 values. Here, a positive value, +1, was 
used to describe the forward reaction from 
black liquor to constituents in the gaseous 
phase (e.g., Na* for R_Na was set to 1). A 
similar definition was used for the virtual 
constituents of  potassium, sulphur, and 
chloride. See examples in Table 3. 
The super-equilibrium affinities in 
the gas phase can be deduced from Eqs. 
(8) and (9). To give an example, sodium 
volatilization from the char bed was de-
scribed according to the reaction Na
2
CO
3
 
+ 2C → 2Na + 3CO. This reaction was 
constrained in this study and the affinity 
defined according to Eq. (9) as:
On the other hand, the gas-phase re-
actions were allowed to reach mutual ther-
modynamic equilibrium, for example, the 
reaction of  Na + H
2
O → NaOH + H. 
The affinity of  the equilibrium reaction is 
zero and is defined as: 
The calculated Lagrange multipli-
ers for the virtual components (πNa*, πK*, 
πS*, and πCl*) define the non-zero super-
equilibrium affinities of  the constrained 
where the subscript fg refers to flue 
gas and bl to black liquor. The enrichment 
factors used were ERK=1.4 for potassium 
and ERCl=2.5 for chlorine. The volatility 
of  sodium in the lower furnace of  the 
recovery boiler was defined as 10 wt% at 
1000°C. In addition, a slight linear temper-
ature dependence was specified according 
to Eq. (12):
where T is the temperature in the 
lower furnace. The volatility of  sulphur 
is defined as a function of  temperature 
and the total amount of  volatilized alkali 
metals (sodium + potassium). According 
to the model presented by Hupa et al. [1], 
the volatility of  sulphur at low tempera-
tures is slightly greater than the expected 
stoichiometric amount based on volatile 
alkali metals, with the excess decreasing 
at higher temperatures. Therefore, a linear 
temperature-dependent description of  the 
amount of  volatile sulphur (Eq. (13)) was 
used in this study:
The concentrations of  volatile alkali 
metals and sulphur can be seen in Fig. 3 
and are compared to typical industrial val-
ues as presented in [8]. When Eqs. (12) 
and (13) are combined, a second-order 
description of  the amount of  volatile sul-
phur is obtained, as shown in Fig. 3. Fig-
ure 4 shows the stoichiometric ratio of  
alkali metals and sulphur (S/2Me) in the 
fumes and bed at thermodynamic equilib-
rium as well as at super-equilibrium. The 
ratio is almost constant at the bed for su-
per-equilibrium conditions and decreases 
in the fumes. At thermodynamic equilibri-
um, the high volatilities of  sulphur at low-
er temperature and of  sodium at higher
Fig. 3 - Super-equilibrium of sulphur and 
alkali metals as a function of temperature.
Fig. 4 - S/2Me – molar ratio of fumes, smelt 
and black liquor. Dashed lines refer to CFE, 
solid lines to EQ. λfurnace = 0.7. Volatility: xNa 
= 10%, xS = 30% at 1000°C. EFK = 1.4 and 
EFCl = 2.5. 
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reactions, as shown in Eq. (14). For all 
equilibrium reactions, these multipliers 
cancel out, and the affinities are zero.
Lower furnace
The lower furnace was modelled under 
super-equilibrium conditions. The cho-
sen reference state was thermodynamic 
equilibrium, where sulphur volatility is 
high at low temperature (< 900°C) and 
sodium volatility is high at high tempera-
ture (>1100°C). However, the equilibrium 
volatility of  both constituents is minimal 
within the normal operating temperature 
window (900°C–1100°C) (see Fig. 5). 
To compensate for this unrealistic 
representation, a dual approach has been
used in previous studies for lower-furnace 
modelling, for example according to [1,15], 
in which thermodynamic equilibrium was 
assumed for the bed-burning conditions 
and an additional volatilization model was 
used for the black liquor droplets. The 
present study has used a unified solution 
where super-equilibrium is modelled as a 
single constrained equilibrium. From Fig. 
6, it is evident that the volatilities of  so-
dium and sulphur within this super-equi-
librium temperature window (from 900°C 
to 1100°C) is much higher than outside it.
Figures 7 and 8 indicate the differenc-
es in char-bed composition. The distinc-
tion between thermodynamic and super-
equilibrium conditions was less evident
within the 900°C to 1100°C temperature 
window, where the calculated amounts
of  Na
2
CO
3
, Na
2
S, and NaOH were fairly 
close to each other. The differences were 
greater when low or high temperatures 
were considered, corresponding to the 
observations in Figs. 4, 5, and 6.
The reaction enthalpy of  the lower 
furnace as a function of  time is shown in 
Fig. 9. The reaction is exothermic when 
the temperature is below ~1225°C when 
thermodynamic equilibrium is assumed 
and below 1250°C for super-equilibrium 
conditions. Clear differences in the endo-
thermic reaction profile are evident at high 
temperatures > 1300°C.
TABLE 3
Sample of the extended stoichiometric matrix. Original database is from [12]. Four 
virtual system components (Na*, S*, K*, and Cl*) and four virtual constituents 
(R_Na, R_K, R_S, and R_Cl) are introduced to calculate super-equilibrium.
Phase
Gas phase
Salt-liquid
C
…
R_Na
R_K
R_S
R_Cl
Constituent
H
Na
NaOH
H2O
CO
NaCl
KCl
SO2
…
Na2CO3
C
…
R_Na
R_K
R_S
R_Cl
K
1
Cl
1
1
S
1
Na
1
1
1
2
O
1
1
1
2
3
N C
1
1
1
H
1
1
2
Na*
1
1
1
+1
K*
1
+1
S*
1
+1
Cl*
1
1
+1
Fig. 5 - Equilibrium concentrations of S and 
Na in the fumes. Only major constituents 
including S and Na shown. λfurnace = 0.7. 
Volatility: xNa = 10%, xS = 30% at 1000°C. EFK 
= 1.4 and EFCl = 2.5. 
Fig. 6 - Super-equilibrium concentrations of 
S and Na in the fumes. Only constituents 
including S and Na shown. λfurnace = 0.7. 
Volatility: xNa = 10%, xS = 30% at 1000°C. EFK 
= 1.4 and EFCl = 2.5.
Fig. 7 - Equilibrium concentrations of S 
and Na in smelt. Only major constituents 
shown. λfurnace = 0.7. Volatility: xNa = 10%, xS 
= 30% at 1000°C. EFK = 1.4 and EFCl = 2.5. 
Fig. 8 - Super-equilibrium concentrations of 
S and Na in smelt. Only major constituents 
shown. λfurnace = 0.7. Volatility: xNa = 10%, xS 
= 30% at 1000°C. EFK = 1.4 and EFCl = 2.5. 
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are in liquid form), as shown in Fig. 14. 
When the amount of  volatile sodium is 
increased, the sticky temperature window 
extends even further, as shown in Fig. 15.
DISCUSSION
The difference in fume composition is 
evident when comparing the results for 
thermodynamic equilibrium and super-
equilibrium. This observation is in line 
with previous studies which used a dual 
approach to lower-furnace modelling to 
compensate for the limitations of  assum-
ing thermodynamic equilibrium alone.
The super-equilibrium approach can 
be used successfully to limit the volatility 
of  sulphur in a “cold” furnace as well as 
the volatility of  sodium (and potassium) 
in a “hot” furnace. In addition, the vola-
tility of  these species is much higher in 
reality than the global equilibrium would 
predict in the normal temperature range 
(from 900°C to 1100°C). This phenom-
enon can also be modelled using the su-
per-equilibrium method. In addition, the 
enrichment of  potassium and chlorine can 
be described.
The model presented here shows 
smaller differences in char-bed and smelt
Upper furnace and flue-gas channel
The super-equilibrium in the lower fur-
nace was further used to define the com-
position of  the released fumes. Two tem-
peratures were used for the lower furnace: 
900°C corresponding to a “cold” furnace 
and 1100°C to a “hot” furnace. Thermo-
dynamic equilibrium was postulated in the 
upper furnace based on the work of  previ-
ous authors. A comparison was then con-
ducted against the respective values from 
the lower furnace under global thermody-
namic equilibrium assumptions.
The major condensed components, 
including sodium and sulphur from the 
fumes, are shown in Fig. 10 for the “cold” 
furnace and in Fig. 11 for the “hot” fur-
nace. Because of  the constraints used on 
super-equilibrium in the lower furnace, the 
ratios of  Na
2
SO
4
 and Na
2
CO
3
 appear dif-
ferent when comparing the full thermody-
namic and super-equilibria. The phenom-
enon is more distinct under hot furnace 
conditions. Distinct differences are visible 
for the constituents with potassium, Fig. 
12, and with chlorine, Fig. 13.
There is an evident difference in 
the sticky temperature (of  the condensed 
phases from the fumes) when thermody-
namic equilibrium and super-equilibrium 
conditions are considered. The differ-
ence appears larger for T
15
 temperature 
(where 15% of  condensed phases are 
in liquid form) than for T
70
 (where 70%
Fig. 9 - Reaction enthalpy vs. temperature. 
Dashed line denotes CFE and solid line EQ. 
λfurnace = 0.7. Volatility: xNa = 10%, xS = 30% at 
1000°C. EFK = 1.4 and EFCl = 2.5. 
Fig. 10 - Condensed phases from the 
fumes. Only major constituents shown. 
Dashed lines refer to Super-EQ, solid lines 
to EQ. Tfurnace = 900°C. λfurnace = 0.7. Volatility: 
xNa = 10%, xS = 30% at 1000°C. EFK = 1.4 and 
EFCl = 2.5.
Fig. 11 - Condensed phases from the fumes. 
Only major constituents shown. Dashed 
lines refer to Super-EQ, solid lines to EQ. 
Tfurnace = 1100°C. λfurnace = 0.7. Volatility: xNa 
= 10%, xS = 30% at 1000°C. EFK = 1.4 and 
EFCl = 2.5. 
Fig. 12 - Condensed phases from the fumes. 
Major constituents with potassium shown. 
Dashed lines refer to Super-EQ, solid lines 
to EQ. Tfurnace = 900°C. λfurnace = 0.7. Volatility: 
xNa = 10%, xS = 30% at 1000°C. EFK = 1.4 and 
EFCl = 2.5.
Fig. 13 - Condensed phases from the fumes. 
Major constituents with chlorine shown. 
Dashed lines refer to Super-EQ, solid lines 
to EQ. Tfurnace = 900°C. λfurnace = 0.7. Volatility: 
xNa = 10%, xS = 30% at 1000°C. EFK = 1.4 and 
EFCl = 2.5. 
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composition when comparing thermody-
namic equilibrium and super-equilibrium, 
at least under normal operating tempera-
tures. With cold and hot furnaces, similar 
differences can be seen as in fume com-
position. 
Noticeable differences between equi-
librium and super-equilibrium conditions 
are evident for the condensing phases of  
the fumes. The ratio of  sulphur vs. car-
bonate increases with the super-equilib-
rium assumption. Sticky temperature de-
creases as the amount of  fume sodium 
increases. T
15 
declines by 40°C–50°C and 
T
70
 by ~10°C when the percentage of  so-
dium is changed from 1% to 20% (when 
the super-equilibrium assumption is used). 
It is possible to extend the super-equilib-
rium system, for example by constraining 
the sulphidity of  the char bed to a fixed 
value. This would naturally lead also to 
larger differences in char-bed composi-
tion. However, each additional constraint 
removes a degree of  freedom from the 
system, and therefore the partial equilib-
rium condition obtained moves further 
from the global equilibrium.
Only the contents of  the fumes 
were considered in this study because 
the amount of  carry-over particles in the 
flue gas is typically small. Carry-over and 
fumes are usually regarded as two separate 
flows in the flue gas. If  needed, carry-over 
particles could be added to the model, 
either by considering them as a complete-
ly separate flow without any interactions 
with the fumes, or by calculating the equi-
librium between the fumes and the carry-
over particles. It should be emphasized 
that the present results have so far been 
validated with published literature data. 
Future studies coupled with experimental 
results either on laboratory or industrial 
scale will make it possible to evaluate the 
further applicability of  the model.
CONCLUSIONS
The constrained free energy method 
was successfully used to model the super-
equilibrium behaviour of  volatile sodium, 
potassium, sulphur, and chlorine in black 
liquor combustion. The model as devel-
oped consists of  temperature-dependent 
parameters for the amount of  volatile so-
dium and sulphur and fixed enrichment 
factors for potassium and chlorine. These 
parameters are used as virtual constraints 
to describe the affinity of  these species 
to form constituents and remain in the 
fumes. 
The super-equilibrium model deter-
mines fume and smelt properties based 
on super-equilibrium in the lower furnace 
and predicts the effects of  higher volatility 
and enrichment of  species on the compo-
sition of  condensed phases in the fumes 
in the upper furnace and the flue-gas 
channel. When compared to global equi-
librium conditions, considerable differ-
ences in the sticky temperatures for the 
condensed phases in the fumes are ob-
served.
The method as developed does not 
describe the actual volatilization phenom-
ena during droplet flight or char-bed burn-
ing, but in these respects draws on previ-
ous studies. The principle of  volatility can 
nevertheless be implemented into the CFE 
approach, for example, by using appropri-
ate mechanistic models for the enriching 
species and deducing the constraints from 
these data. Alternatively, the CFE model 
can be based simply on “forced” amounts 
of  fume constituents. The accuracy of  the 
solution would then depend on the imple-
mented sub-models or constants.
The evident advantage of  the CFE 
approach is that super-equilibrium, or 
constrained partial equilibrium, can be de-
termined in a single calculation step while 
obtaining the chemical composition and 
interdependent enthalpic effects simulta-
neously. The defined super-equilibrium 
can be used as a boundary condition for 
upper-furnace and flue-gas modelling, and 
in a second calculation step, to predict 
condensed phases, sticky temperatures, 
and corrosion risks. 
A promising application for the ap-
proach presented is to implement the CFE 
model as part of  a large-scale process sim-
ulator. The new model can be parameter-
ized with a few widely used factors (black 
liquor properties, enrichment factors, 
etc.). Despite simple parameterization, a 
high-fidelity thermochemical calculation 
can then be conducted as part of  a more 
extensive process simulation. Another 
possible application area for the proposed 
concept is corrosion-related studies for 
designing new boilers as well as trouble-
shooting old ones. In addition, this type 
of  knowledge could be implemented in a 
soft sensor for on-line monitoring of  the 
recovery-boiler process.
It is anticipated that a similar super-
equilibrium approach can be applied to 
other high-temperature processes where 
chemical equilibrium is not reached due 
to chemical kinetics or limited mass and
Fig. 14 - Liquid fraction in condensed phas-
es. Dashed lines refer to Super-EQ, solid 
lines to EQ. T15 and T70 marked as horizontal 
lines. λfurnace = 0.7. Volatility: xNa = 10%, xS = 
30% at 1000°C. EFK = 1.4 and EFCl = 2.5. 
Fig. 15 - Sticky temperature between T15 
and T70 as a function of sodium volatility, 
xNa, at fume super-equilibrium. Super-EQ 
assumption. λfurnace = 0.7. Volatility: xS = 30% 
at 1000°C. EFK = 1.4 and EFCl = 2.5. Refer-
ence data from Hupa et al. (2001).
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energy transfer. The major advantage of  
this approach is its thermodynamic base, 
which enables the determination of  heat 
of  reaction and chemical composition si-
multaneously and interdependently. 
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Feasibility of the Constrained Free Energy
Method for Modeling NO Formation in
Combustion
Emissions of nitrogen oxide (NO) from combustion are modeled based on the
constrained free energy method (CFE). The CFE method is an extension of the
Gibbs’ free energy minimization technique, using additional immaterial con-
straints which allow for the calculation of local thermodynamic equilibria. Chemi-
cal reactions, enthalpic effect, and thermochemical state variables are calculated
concurrently. Various kinetic constraints were applied in this study for modeling
thermal and fuel-based NO emissions for a number of combustion problems. The
results were validated against data obtained from detailed kinetic models. The
results indicate that the CFE method can be used for modeling post-flame thermal
and fuel-based NO emissions. Where more specific estimation of radical buildup,
radical overshoot, and ignition delay is needed, however, the accuracy of the
applied CFE method was deemed insufficient.
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1 Introduction and Background
Nitrogen oxide emissions (NOX = NO + NO2) are regulated in
most parts of the world due to their role in acid rain formation
and their detrimental contribution to tropospheric ozone. A
rough estimate of annual anthropogenic NOX emissions is
~ 30TgN a
–1, whereas emissions from the soil are ~ 10 TgN a
–1.
The contribution of biomass combustion to anthropogenic
emission is 6 TgN a
–1. [1]
In general, four different routes leading to NOX formation in
combustion have been identified [2]: (i) in the thermal process,
atmospheric nitrogen is oxidized under high temperatures and
thermal NOX is formed; (ii) prompt NOX is generated during
combustion in a fuel-rich environment when hydrocarbons are
reacting with atmospheric nitrogen; (iii) N2O is either volatil-
ized from fuel or formed when NO is reacting with radical
derived from HCN and NH3; (iv) nitrogen bound to the fuel
becomes released during the devolatilization stage and is oxi-
dized to fuel NOX. NOX emissions can be controlled by intro-
ducing additional fuel in the upper level of boilers, by staging
air in combustion, or by flue gas recirculation [3, 4].
The mechanism of NOX formation can be studied based on
three different kinds of approaches: (i) Detailed kinetic models
(DKMs) are based on the large set of elementary reactions and
relates experimentally defined kinetic parameters. Examples of
DKMs are the Gri-Mech 3.0 mechanism [5] and the ÅA mech-
anism [6]. The latter reaction mechanisms include five ele-
ments, 60 species and 371 reactions in total. These mechanisms
describe the combustion of small hydrocarbons and formation
of NOX emissions. (ii) Reduced kinetic models which consist
solely of a smaller subset of kinetic reactions defined in DKMs.
(iii) Global reaction rate models, which are simplified empirical
presentations of NOX formation mechanisms. Often these sur-
rogate models are based on fitting of the parameters based on
experimental results or on data derived from DKMs. Examples
of global models are presented by de Soete [7], Mitchell and
Tarbell [8], and Brink et al. [9]. These models describe the for-
mation of fuel-based NO emissions from intermediates NH3 or
HCN and destruction of NO emission. Global models are also
often used for describing the oxidation of hydrocarbons [10].
If detailed description of the chemical reactions behind NOX
formation and on the factors and conditions influencing these
reactions are of interest, DKM models are often employed. The
mixing of fuels and air is simplified by some ideal reactor
assumptions, such as perfectly stirred tank reactors or plug-
flow reactors. Hydrocarbon oxidation and NOX formation are
calculated simultaneously, and thus the effect of free radicals,
e.g., is easier to include in the model. Software tools such as
ChemKin are applied for solving the large number of stiff
chemical reactions simultaneously.
When details of the flow and mixing patterns in a combus-
tion chamber or furnace are of interest, computational fluid
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one-way reaction rate is applied. This study employs Arrhenius-
type reaction kinetics, Eqs. (5) and (6).
rx ¼ rxf � rxr (4)
r ¼ k
Y
b
j½ �ab (5)
k ¼ ATBexpð�E=RTÞ (6)
Here rx refers to the net reaction rate of reaction x, the sub-
script f denotes the forward reaction and r the reverse reaction.
k is the rate constant, j is the constituent in the reaction matrix,
a is the stoichiometric coefficient of the constituent, and b
refers to all constituents involved in the reaction. A is the fre-
quency factor, B is the temperature exponent, E means the acti-
vation energy, R is the gas constant, and T is the temperature.
The stoichiometric matrix N of the extended chemical sys-
tem is given in Eq. (7). In practice, constituent k is linked to the
immaterial component y with a positive value of nky. The net
reaction rate rx is connected to the corresponding immaterial
components by applying a positive value for nxy.. Values are set
according to the reaction stoichiometry. Practical examples are
presented in the next chapter, when the CFE methodology is
applied for various models.
N ¼
n1;1 : n1;L: n1;LþY
: : : : : :
nK;1 : nK;L : : :
nKþ1;1: : : nKþ1;Lþ1 : :
: : : : : :
nKþX;1: : : : : nKþX;LþY
26666664
37777775 (7)
2.2 Detailed Kinetic Model
The CFE model is validated against results obtained with a de-
tailed kinetic model. The DKM is based on the ÅA mechanism
[6], with calculations assuming isothermal plug-flow condi-
tions. The composition Y in the plug-flow reactor as a function
of residence time can be obtained from the following set of s
ordinary differential equations, Eq. (8):
rua
dYs
dx
¼ Mk _wka (8)
where a is the cross-sectional area, Y is the mass fraction, M
means the molecular weight, _w denotes the molar rate of produc-
tion by the gas phase reactions, and r is the density. In the DKM,
these equations are solved with the software packageChemKin.
3 Calculations
The feasibility of the CFE method for modeling NO formation
is evaluated by several cases with increasing complexity:
(i) heating in pure air, (ii) combustion of CO in dry and moist
air, and (iii) combustion of biomass where methane and
ammonia serve as model components for the volatiles. Differ-
ent model structures are presented next. All applied reactions
are summarized in Tab. 1 and referred here according to the
running number from R1 to R20. The extended stoichiometric
matrix for all model configurations is given in Tab. 2.
3.1 Thermal NO Formation with Pure Air (Model 1)
The Zeldovich mechanism [34] (N2+O>N+NO and N+O2>
NO+O) is widely applied for modeling thermal NO emissions.
Here, nitrogen is reacting with an oxygen radical, forming NO
and a nitrogen radical which directly reacts with oxygen, gener-
ating a second NO molecule; see reactions R1 and R2 in Tab. 1.
The chemical system is extended with two immaterial con-
straints, one for NO* and the other for N*. All other species
and radicals are considered to reach local thermodynamic equi-
librium.
3.2 Thermal NO Formation during CO Oxidation
(Model 2)
CO combustion is modeled according to two reactions with oxy-
gen and the oxygen radical; see R3 and R4 in Tab. 1. Three imma-
terial components, NO*, CO*, and O*, are used; see Tab. 2. A
simplified Zeldovich mechanism is applied here: R1 creates two
molecules of NO instantaneously (R2 is omitted here).
In addition, the steady-state approach is applied for the
oxygen radical as a second option: d[O]/dt= 0 and thus
[O] = k3fk4f
–1[O2][M]
–1. This assumption is made in order
to improve the numerical stability of simulation.
3.3 Thermal NO Formation during CO Oxidation
with Additional Constraints for Radicals
(Model 3)
New reactions become active when water or hydrogen exists in
the system: besides the O radicals, OH and H radicals are also
present. The third model applies two different approaches for
modeling the radical formation: (i) individual constraints O*,
OH*, and H* are applied for the radicals or (ii) combined con-
straint Rad* is used for the sum of all radicals; see Tab. 2. In
both cases, R4 and R5 are taken to describe the CO oxidation
rate. Reactions R6–R13 define the radical formation and R1 the
thermal NO formation; see Tab. 1.
3.4 Oxidation of CH4 and NH3 with Global Reaction
Rate Constraints (Model 4)
The fourth model applies global reaction rates for the com-
bustion of methane to CO and further to CO2, as well as for
the formation of fuel NO emissions. The hydrocarbon oxida-
tion model, reactions R14–R18 in Tab. 1, is the Jones and
Lindstedt model modified by Andersen [10]. The NO forma-
tion model, reactions R19 and R20 in Tab. 1, is from Brink
et al. [9]. All these reactions, except R18, are irreversible.
Immaterial components CH4*, CO*, NH3*, H2*, are NO
implemented; see Tab. 2.
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dynamics (CFD) simulations are utilized. Typically, reduced
kinetic models or global reaction rate mechanisms are applied.
The mixing is described in some simplified way, either by a
network of ideal reactors of some kind, or by description of the
turbulent fluctuations. Often NOX emissions are calculated by
appending a post-processing step to large CFD models as the
effect of NO emission is minimal to hydrocarbon combustion.
Detailed information on NOX emission modeling is given
among others in the review papers by Vanderlans et al. [11],
Hill and Smoot [2], and Glarborg [12].
This study proposes an alternative thermochemical approach
for modeling NOX emission. The new approach is based on the
constrained free energy (CFE) method, which allows calcula-
tion of a non-mechanistic local thermodynamic equilibrium
while the chemical system is constrained with dominating
kinetic reaction rates. This methodology is an extension of the
traditional Gibbs’ free energy method, where the chemical sys-
tem is extended with immaterial constraints. These constraints
are used for controlling the extent of selected reactions, while
the rest of the system is allowed to reach local chemical equilib-
rium. Thus, the number of species can be the same as in more
detailed mechanistic models, while the number of defined
kinetic reactions can be substantially reduced.
The authors have had previous success in applying the CFE
method to other combustion problems: (i) formation of meth-
ane, tars, and char during biomass gasification [13], (ii) gasifi-
cation of char with steam and carbon dioxide [14], and (iii) the
superequilibrium of sodium, potassium, chlorine, and sulfur in
the flue gas of a kraft pulp mill recovery boiler. A similar
approach had earlier been used in combustion of benzene [15],
hydrogen [16, 17], methane [16, 18, 19], methanol [19], formal-
dehyde [19], and ethanol [18]. Certain studies have been con-
ducted on CO and NO [20, 21] emissions from internal com-
bustion engines. Some of the previously mentioned models still
contain hundreds of reactions and tens of constraints, and
thus, can be considered as only slightly reduced detailed kinetic
models.
Formulated by Koukkari and Pajarre [22], the CFE method
is considered a generic method for inclusion of different kinds
of work-related constraints in the calculation of a thermo-
dynamic equilibrium. CFE thus allows for a quantifiable solu-
tion of complex chemical problems in systems affected by
either internal or external forces, due to, e.g., surface tension,
charge, and electric-magnetic factors. The same principle can
also be applied to nonequilibrium processes, and enables the
user to implement constraints related to the chemical reaction
rate in the thermodynamic multiphase analysis. Successful
modeling examples thus range from chemical kinetics [23, 24]
to partitioning of electrolytes in an aqueous membrane
[25, 26], and from reaction pathways [27] to surface energy in a
multicomponent system [28] and para-equilibria in steel-
making [29]. The thermochemical software ChemSheet [30] is
often used as a modeling tool, as it allows extension of the
chemical system with immaterial constraints. Nevertheless, the
CFE method can be applied in other solvers as well, such as
FactSage [29] and NASA equilibrium code [17].
2 Methods
This study develops the computational methodology by means
of a CFE approach for selected combustion problems, with par-
ticular focus on evaluating the feasibility of the method in the
modeling of NOX emissions. ChemSheet [30] is used as the
modeling tool. The results are compared against results from
DKM using ChemKin. The ÅA mechanism is employed in
these calculations [6], where all elementary reactions, respec-
tive Arrhenius-type kinetic data and thermodynamic proper-
ties, are obtained. A laminar plug-flow reactor is assumed in
this study. NO2 emissions are neglected here as NOX formation
is dominated by NO emissions. Thus, NOX emissions are here-
after referred to as NO emissions.
2.1 Constrained Free Energy Method
Global thermodynamic equilibrium is often solved by minimiz-
ing the Gibbs’ free energy of a system. In practice, the Lagrange
method for undetermined multipliers is applied, see Eq. (1).
The partial derivatives with respect to the amount of constitu-
ents and the Lagrange multipliers are set to zero according to
Eqs. (2) and (3). In practice, Eq. (2) defines the chemical poten-
tial of the constituents and Eq. (3) the mass balance of the sys-
tem. Additional information on Gibb’s energy minimization is
given in, e.g., [31–33].
L ¼ G� pY ¼
XK
k¼1
nkmk �
XL
l¼1
pl
XK
k¼1
nklnk � bl
 !
(1)
¶L
¶nk
� �
nn „ k
¼ mk �
XL
l¼1
plnkl ¼ 0 (2)
¶L
¶pl
� �
pn „ l
¼
XK
k¼1
nklnk � bl ¼ 0 (3)
In the equations, G1) is the Gibbs’ free energy of the system; p
is the Lagrangemultiplier vector;Y is themass balance of the dif-
ferent components of each constituent, written in terms of the
amount ofmatter (mol); n is themolar amount of the constituent
k; m is the chemical potential of the constituent k; k refers to each
constituent in the multiphase system; L is the number of compo-
nents in the system, and K denotes the number of constituents,
respectively. pl is the Lagrange multiplier of component l, bl is
the total amount of component l in the system, and nkl is stoi-
chiometric coefficient of component l in the constituent k.
When applying kinetic constraining, the chemical system is
extended with X number of additional net reaction rate con-
straints, rx in Eq. (4). The implemented as X amount of imma-
terial constituents is connected to Y number of immaterial
components based on the reaction stoichiometry. The net reac-
tion rate is defined based on forward and backward reaction
rates, as in Eq. (4). If irreversible reaction is considered, only a
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one-way reaction rate is applied. This study employs Arrhenius-
type reaction kinetics, Eqs. (5) and (6).
rx ¼ rxf � rxr (4)
r ¼ k
Y
b
j½ �ab (5)
k ¼ ATBexpð�E=RTÞ (6)
Here rx refers to the net reaction rate of reaction x, the sub-
script f denotes the forward reaction and r the reverse reaction.
k is the rate constant, j is the constituent in the reaction matrix,
a is the stoichiometric coefficient of the constituent, and b
refers to all constituents involved in the reaction. A is the fre-
quency factor, B is the temperature exponent, E means the acti-
vation energy, R is the gas constant, and T is the temperature.
The stoichiometric matrix N of the extended chemical sys-
tem is given in Eq. (7). In practice, constituent k is linked to the
immaterial component y with a positive value of nky. The net
reaction rate rx is connected to the corresponding immaterial
components by applying a positive value for nxy.. Values are set
according to the reaction stoichiometry. Practical examples are
presented in the next chapter, when the CFE methodology is
applied for various models.
N ¼
n1;1 : n1;L: n1;LþY
: : : : : :
nK;1 : nK;L : : :
nKþ1;1: : : nKþ1;Lþ1 : :
: : : : : :
nKþX;1: : : : : nKþX;LþY
26666664
37777775 (7)
2.2 Detailed Kinetic Model
The CFE model is validated against results obtained with a de-
tailed kinetic model. The DKM is based on the ÅA mechanism
[6], with calculations assuming isothermal plug-flow condi-
tions. The composition Y in the plug-flow reactor as a function
of residence time can be obtained from the following set of s
ordinary differential equations, Eq. (8):
rua
dYs
dx
¼ Mk _wka (8)
where a is the cross-sectional area, Y is the mass fraction, M
means the molecular weight, _w denotes the molar rate of produc-
tion by the gas phase reactions, and r is the density. In the DKM,
these equations are solved with the software packageChemKin.
3 Calculations
The feasibility of the CFE method for modeling NO formation
is evaluated by several cases with increasing complexity:
(i) heating in pure air, (ii) combustion of CO in dry and moist
air, and (iii) combustion of biomass where methane and
ammonia serve as model components for the volatiles. Differ-
ent model structures are presented next. All applied reactions
are summarized in Tab. 1 and referred here according to the
running number from R1 to R20. The extended stoichiometric
matrix for all model configurations is given in Tab. 2.
3.1 Thermal NO Formation with Pure Air (Model 1)
The Zeldovich mechanism [34] (N2+O>N+NO and N+O2>
NO+O) is widely applied for modeling thermal NO emissions.
Here, nitrogen is reacting with an oxygen radical, forming NO
and a nitrogen radical which directly reacts with oxygen, gener-
ating a second NO molecule; see reactions R1 and R2 in Tab. 1.
The chemical system is extended with two immaterial con-
straints, one for NO* and the other for N*. All other species
and radicals are considered to reach local thermodynamic equi-
librium.
3.2 Thermal NO Formation during CO Oxidation
(Model 2)
CO combustion is modeled according to two reactions with oxy-
gen and the oxygen radical; see R3 and R4 in Tab. 1. Three imma-
terial components, NO*, CO*, and O*, are used; see Tab. 2. A
simplified Zeldovich mechanism is applied here: R1 creates two
molecules of NO instantaneously (R2 is omitted here).
In addition, the steady-state approach is applied for the
oxygen radical as a second option: d[O]/dt= 0 and thus
[O] = k3fk4f
–1[O2][M]
–1. This assumption is made in order
to improve the numerical stability of simulation.
3.3 Thermal NO Formation during CO Oxidation
with Additional Constraints for Radicals
(Model 3)
New reactions become active when water or hydrogen exists in
the system: besides the O radicals, OH and H radicals are also
present. The third model applies two different approaches for
modeling the radical formation: (i) individual constraints O*,
OH*, and H* are applied for the radicals or (ii) combined con-
straint Rad* is used for the sum of all radicals; see Tab. 2. In
both cases, R4 and R5 are taken to describe the CO oxidation
rate. Reactions R6–R13 define the radical formation and R1 the
thermal NO formation; see Tab. 1.
3.4 Oxidation of CH4 and NH3 with Global Reaction
Rate Constraints (Model 4)
The fourth model applies global reaction rates for the com-
bustion of methane to CO and further to CO2, as well as for
the formation of fuel NO emissions. The hydrocarbon oxida-
tion model, reactions R14–R18 in Tab. 1, is the Jones and
Lindstedt model modified by Andersen [10]. The NO forma-
tion model, reactions R19 and R20 in Tab. 1, is from Brink
et al. [9]. All these reactions, except R18, are irreversible.
Immaterial components CH4*, CO*, NH3*, H2*, are NO
implemented; see Tab. 2.
Chem. Eng. Technol. 2015, 38, No. 4, 1–11 ª 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cet-journal.com
Research Article 3
These are not the final page numbers! ((
IV/4 IV/5
and the rapid increase in NO, especially when moist combus-
tion air is applied, is not seen.
It is generally accepted that the Zeldovich mechanism is best
for modeling the high-temperature post-flame thermal NO
emissions. Following this inference, an evaluation was made of
the applicability of the CFE model 1 with Zeldovich mechanism
for post-flame NO formation. Here, the initial level of NO after
the flame is taken as the boundary condition for the CFE mod-
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Table 2. Outline of extended stoichiometric matrix for modeling NO emissions. The full matrix includes five elements and 60 constitu-
ents. The chemical system is extended with ten immaterial components and with 14 immaterial constituents.
Constituents Model Components Immaterial components
C H O N NO* N* O* CO* OH* H* Rad* CH4* NH3* H2*
Constituents
O2 All 2
N2 All 2
CO2 All 1 2
H2 All 2 1
H2O All 2 1
NO All 1 1 1
N All 1 1
O All 1 1 1
CO All 1 1 1
OH All 1 1 1 1
H All 1 1 1
CH4 All 1 4 1
NH3 All 3 1 1
(47 other constituents) All
Immaterial constituents
r1: N+NO>N2+O 1,2,3,4 –1 –1
r2: N+O2>NO+O 1 1 –1
r3: CO+O2>CO2+O 2 1 –1
r4: CO+O+M>CO2+M 2,3 –1 –1
r5: CO+OH>CO2+H 3 –1
SrO=r1+r2+r3–r6–r7+r9–2r11–r13 2,3 1
SrOH=–r5–r6+r7–r8–2r9–r10+r13 3 1
SrH=r5+r6+r7+r8–r10–2r12–r13 3 1
Srradicals=r3–r4–r6+r7–r9–2r10–
2r11–2r12–r13
3 1
SrCH4=–r15–r16 4 –1
SrCO=r15+r16–r18 4 1
SrNH3=–r19–r20 4 –1
SrNO=–2r1+r19–r20 4 1
SrH2=2r14+3r15–
r16+r17+r18+1/2r19+1/2r20
4 1
* Immaterial components used for controlling the extent of chemical reactions.
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4 Results
The first case evaluated in this study was heating of pure dry
air from 1200 C to 2200 C. Fig. 1 shows the equilibrium value,
reference results from DKM after 1 and 1000 s, and the results
of the CFE model after 1 s. Model 1 with the Zeldovich mecha-
nism is applied here. The results obtained from the CFE model
agree well with the reference. It can be noticed that at low tem-
perature, below 1400 C, DKM results vary from the equilibri-
um value due to the very low reaction rates.
Next is a study of the combustion of CO. Model 1 with the
Zeldovich mechanism is again applied. Here, two different
temperatures are investigated, 1500 C and 1900 C, using both
dry and moist combustion air. Fig. 2 summarizes the results: In
the 1900 C case, the level of final NO emission is similar with
the CFE and DKM models and also for the equilibrium model.
For short residence times, the CFE model slightly underpre-
dicts the NO level, although the level predicted by the CFE
model is in much better agreement than the pure equilibrium
model. In the 1500 C case, the CFE model cannot predict the
development of NO emissions. The level of NO is much lower,
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Table 1. Applied reactions for NO emission modeling (k = ATBexp(–E/RT); units s, K, J, mol, cm3).
Reaction Type Model A B E Exponents forward Exponents reverse Ref. b)
R1 N+NO>N2+O Elementary 1,2,3,4 3.3 ·10
12 0.3 0 [N][NO] [N2][O] ÅA
R2 N+O2>NO+O Elementary 1 6.4 ·109 1 26 276 [N][O2] [NO][O] ÅA
R3 CO+O2>CO2+O Elementary 2 2.5 ·10
12 0 199 577 [CO][O2] [CO2][O] ÅA
R4a CO+O+M>CO2+M Elementary 2,3 6.2 ·10
14 0 12 552 [CO][O][M] [CO2][M] ÅA
R5 CO+OH>CO2+H Elementary 3 1.4 ·10
5 1.9 –5636 [CO][OH] [CO2][H] ÅA
R6 O+OH>H+O2 Elementary 3 2.0 ·10
14 –0.4 0 [O][OH] [H][O2] ÅA
R7 O+H2>OH+H Elementary 3 5.1 ·10
4 2.7 26 317 [O][H2] [OH][H] ÅA
R8 OH+H2>H2O+H Elementary 3 2.1 ·10
8 1.5 14 435 [OH][H2] [H2O][H] ÅA
R9 OH+OH>H2O+O Elementary 3 4.3 ·10
3 2.7 –10 401 [OH]2 [H2O][O] ÅA
R10 a) H+OH+M>H2O+M Elementary 3 8.4 ·10
21 –2 0 [H][OH][M] [H2O][M] ÅA
R11 a) O+O+M>O2+M Elementary 3 1.9 ·10
13 0 –7481 [O]2[M] [O2][M] ÅA
R12 a) H+H+M>H2+M Elementary 3 1.0 ·10
18 –1 0 [H]2[M] [H2][M] ÅA
R13 a) H+O+M>OH+M Elementary 3 6.2 ·1016 –0.6 0 [H][O][M] [OH][M] ÅA
R14 CH4+1/2O2fiCO+2H2 Global 4 7.82 ·10
13 0 125 520 [CH4]
0.25[O2]
1.25 JL
R15 CH4+H2OfiCO+3H2 Global 4 3 ·1011 0 125 520 [CH4][H2O] JL
R16 H2+1/2O2fiH2O Global 4 1.21 ·10
18 –1 167 360 [H2]
0.25[O2]
1.5 JL
R17 H2OfiH2+1/2O2 Global 4 7.1 ·10
17 –0.88 409 614 [H2]
–0.75[O2][H2O] JL
R18 CO+H2O>CO2+H2 Global 4 2.75 ·10
12 0 83 680 [CO][H2O] [CO2][H2] JL
R19 NH3+O2fiNO+H2O+1/2H2 Global 4 1.21 ·10
8 2 66 516 [NH3][O2]
0.5[H2]
0.5 B
R20 NH3+NOfiN2+H2O+1/2H2 Global 4 8.73 ·10
17 –1 66 516 [NH3][NO] B
a) Enhancing factors of three body reactions. R4: N2: 1.5 ·10
0, O2: 1.5 ·10
0, H2O: 1.6 ·10
1; R10: N2: 4.04 ·10
1, H2O: 1.65 ·10
1; R11: N2:
1.5 ·100; R12: H2O: 0.0 ·10
0, H2: 0.0 ·100; R13: N2: 1.5 ·10
0. b) ÅA mechanism [6]; JLA: Jones-Lindstedt-Andersen mechanism [10]; B: Brink
mechanism [9].
Figure 1. NO emission during the heating of dry air (21 vol% O2
and 79 vol% N2). Model 1 applied for constrained free energy
(CFE). Detailed kinetic model (DKM) after 1 and 1000 s and equi-
librium (EQ) value are shown.
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and the rapid increase in NO, especially when moist combus-
tion air is applied, is not seen.
It is generally accepted that the Zeldovich mechanism is best
for modeling the high-temperature post-flame thermal NO
emissions. Following this inference, an evaluation was made of
the applicability of the CFE model 1 with Zeldovich mechanism
for post-flame NO formation. Here, the initial level of NO after
the flame is taken as the boundary condition for the CFE mod-
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Table 2. Outline of extended stoichiometric matrix for modeling NO emissions. The full matrix includes five elements and 60 constitu-
ents. The chemical system is extended with ten immaterial components and with 14 immaterial constituents.
Constituents Model Components Immaterial components
C H O N NO* N* O* CO* OH* H* Rad* CH4* NH3* H2*
Constituents
O2 All 2
N2 All 2
CO2 All 1 2
H2 All 2 1
H2O All 2 1
NO All 1 1 1
N All 1 1
O All 1 1 1
CO All 1 1 1
OH All 1 1 1 1
H All 1 1 1
CH4 All 1 4 1
NH3 All 3 1 1
(47 other constituents) All
Immaterial constituents
r1: N+NO>N2+O 1,2,3,4 –1 –1
r2: N+O2>NO+O 1 1 –1
r3: CO+O2>CO2+O 2 1 –1
r4: CO+O+M>CO2+M 2,3 –1 –1
r5: CO+OH>CO2+H 3 –1
SrO=r1+r2+r3–r6–r7+r9–2r11–r13 2,3 1
SrOH=–r5–r6+r7–r8–2r9–r10+r13 3 1
SrH=r5+r6+r7+r8–r10–2r12–r13 3 1
Srradicals=r3–r4–r6+r7–r9–2r10–
2r11–2r12–r13
3 1
SrCH4=–r15–r16 4 –1
SrCO=r15+r16–r18 4 1
SrNH3=–r19–r20 4 –1
SrNO=–2r1+r19–r20 4 1
SrH2=2r14+3r15–
r16+r17+r18+1/2r19+1/2r20
4 1
* Immaterial components used for controlling the extent of chemical reactions.
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NH3 represent the volatile compounds, e.g., from biomass
combustion. Here, global reaction kinetics was applied for con-
straining instead of elementary reaction rates. Model 4 was
used for the CFE method. Fig. 6 a presents the results of oxida-
tion of CH4 and CO. Oxidation of CH4 in the CFE model is
faster than shown by results from the DKM, which can be seen
on the logarithmic scale in Fig. 6 a. The timing of CO oxidation
is, however, slightly better. Fig. 6 b illustrates the formation of
fuel and thermal NO emissions. The level of thermal NO is
right; however, the timing here is again too fast. The additional
thermal NO formation is predicted well.
5 Discussion
The aim of this study was to evaluate the feasibility of the CFE
method for modeling NO emissions in combustion. CFE mod-
eling proved to be applicable when considering the high-tem-
perature situation and post-flame combustion. The Zeldovich
mechanism can be used, and its inclusion in CFE models is
straightforward. Results are comparable to those received with
DKM.
When considering combustion of CO, it was found that the
CFE method is a plausible way of modeling the NO emissions.
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Figure 4. NO emissions in combustion of CO in dry air. Model 2 applied for the CFE model. Temperature 1500 �C, l = 1.2, and dry air
(21 vol% O2 and 79 vol% N2). Results are compared to the DKM and EQ. (a) Oxygen radical formation and destruction based on the CO
combustion and nitric oxide formation reactions. (b) Steady-state assumption for the generation and destruction of the oxygen radical
due to the CO combustion.
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el. In this case, the CFE model can predict the NO level cor-
rectly in both dry and moist air; see Fig. 3.
In the beginning of combustion, there is radical overshoot due
to a multitude of nonequilibrium processes. This superequili-
brium of the free radical is causing a rapid increase in NO emis-
sion levels, which cannot be described with the Zeldovich mecha-
nism and the proposed CFEmodel 1. Thus, additional elementary
reactions for the oxidation of CO and formation of the oxygen
radicalmust be included. Fig. 4 illustrates the results for CFEmod-
el 2. The development of NO emissions can also be well modeled
during the first moments of combustion for dry combustion air;
see Fig. 4 a. If a steady-state assumption is applied for the oxygen
radical, there is small deviation in O and NO levels at the end of
the simulation as indicated in Fig. 4 b. On the other hand, this
assumption improves the numerical stability of the model.
The chemical system is more complex when combustion of
CO in moist air is considered. The hydrogen radicals and
hydroxyl radicals involved are also implemented in CFE
model 3. The overshoot of radicals becomes reasonably well
quantified, with additional constraints set for O, H, and OH
radicals; see Fig. 5 a. For robust calculation over the whole reac-
tion time, however, where the applied algorithm needs to be
made more stable, numerical issues occurred due to the stiff
chemical system applied here. An alternative approach was also
tried, combining the sum of all radicals (O + H + OH) into a
single constraint, and allowing the system itself to find proper
local thermodynamic equilibrium between the radicals; see
Fig. 5 b. With the latter approach, the time set shape of radicals
formation becomes qualitatively similar to that of the DKM
solution, but deviates significantly in the level of concentra-
tions. The sole benefit of the combined constraining was that
no numerical issues occurred.
The last case to be evaluated is the oxidation of CH4 and
NH3 and the formation of fuel-based NO emissions. CH4 and
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Figure 2. NO emissions in CO oxidation. Model 1 is applied for the CFE model. Results are compared to the DKM and EQ. l = 1.2. (a) Tem-
perature 1500 �C, dry air (21 vol% O2 and 79 vol% N2). (b) Temperature 1500 �C, moist air (21 vol% O2, 78 vol% N2, 1 vol% H2O). (c) Tem-
perature 1900 �C, dry air. (d) Temperature 1900 �C, moist air.
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NH3 represent the volatile compounds, e.g., from biomass
combustion. Here, global reaction kinetics was applied for con-
straining instead of elementary reaction rates. Model 4 was
used for the CFE method. Fig. 6 a presents the results of oxida-
tion of CH4 and CO. Oxidation of CH4 in the CFE model is
faster than shown by results from the DKM, which can be seen
on the logarithmic scale in Fig. 6 a. The timing of CO oxidation
is, however, slightly better. Fig. 6 b illustrates the formation of
fuel and thermal NO emissions. The level of thermal NO is
right; however, the timing here is again too fast. The additional
thermal NO formation is predicted well.
5 Discussion
The aim of this study was to evaluate the feasibility of the CFE
method for modeling NO emissions in combustion. CFE mod-
eling proved to be applicable when considering the high-tem-
perature situation and post-flame combustion. The Zeldovich
mechanism can be used, and its inclusion in CFE models is
straightforward. Results are comparable to those received with
DKM.
When considering combustion of CO, it was found that the
CFE method is a plausible way of modeling the NO emissions.
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When a suitable reduced mechanism or global reaction rate
model can be found, it seems straightforward to implement it
as part of CFE calculations. This study showed that reduced
mechanism or global rate equations can easily be implemented
in the CFEmethod and, thus, be used to predict the carbohydrate
combustion and NO formation at process unit level. In the
future, it might be possible to estimate and control NO emission
levels of different biofuels by combining CFE methodology to
emission-considered diesel blending optimization [35].
6 Conclusions
The CFE method was found to be apt for modeling thermal
and fuel-based NO emissions. The Arrhenius-type of reaction
kinetics applicable for reduced reaction mechanisms, such as
the Zeldovich mechanism, or global reaction rate models can
be incorporated in the calculation of restricted local thermo-
dynamic equilibrium. Post-flame thermal emissions and fuel-
derived emissions were successfully modeled in this way. How-
ever, when considering the precise estimation of ignition delay,
radical overshoot and related NO formation (thermal and
prompt), the best choice is the DKM model.
Numerical issues may occur when incorporating a large
amount of stiff chemical reactions in the CFE method. Alterna-
tive approaches are thus needed, such as steady-state assump-
tions or lumping the species together. The other option is to
improve the numerical solvers to cope with these large reaction
sets.
The distinct benefit of the CFE method can be seen when
evaluating the effects of chemical changes in unit processes. At
the unit level, the calculation of local restricted thermodynamic
equilibrium can be used for estimating chemical reactions,
reaction enthalpy, and state variables concurrently. An interest-
ing application area might also be large-scale process simula-
tion where detailed chemistry is needed for boiler units.
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In the case of somewhat superficial dry combustion air, the
CFE model can predict the oxygen radical overshoot and the
development of NO emissions. Problems arose with moist
combustion air, as hydrogen and hydroxyl radicals are also
formed. The thermochemical approach seems less well-suited
for the prediction of early radical buildup during the overshoot
period. The meticulous processes occurring in the ignition
stage are difficult to interpret with reduced or global models,
including CFE. For these conditions, DKMs are the most suit-
able.
It was also seen that stiff chemical systems are causing
numerical problems with the CFE method. When several
competing reactions with different time scales are applied in
the model, there is a risk that the model diverges. A steady-
state assumption for radicals can usually improve the stabil-
ity of the calculation system. Another option for achieving
improved robustness is to combine the ordinary differential
equations with the Gibbs energy minimization, as proposed
by [17]. In such cases, the stiff ODE solvers like DASSL
could be applied.
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Figure 5. Oxygen radical concentration in combustion of CO in moist air (21 vol% O2, 78 vol% N2, 1 vol% H2O). Temperature 1500 �C
and l = 1.2; CFE model 3 is compared to the DKM and EQ. (a) Separate constraints defined for radicals. (b) Total sum of radicals (O + H + OH)
used as constraint.
Figure 6. Formation of fuel-based NO emissions. Biomass is modeled as methane, nitrogen in biomass as ammonia. CFE model 4 is com-
pared with the DKM and EQ. Temperature 1500 �C and l = 1.2. (a) Oxidation of CH4 and CO. (b) Formation of fuel and thermal NO emis-
sion.
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When a suitable reduced mechanism or global reaction rate
model can be found, it seems straightforward to implement it
as part of CFE calculations. This study showed that reduced
mechanism or global rate equations can easily be implemented
in the CFEmethod and, thus, be used to predict the carbohydrate
combustion and NO formation at process unit level. In the
future, it might be possible to estimate and control NO emission
levels of different biofuels by combining CFE methodology to
emission-considered diesel blending optimization [35].
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derived emissions were successfully modeled in this way. How-
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amount of stiff chemical reactions in the CFE method. Alterna-
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tions or lumping the species together. The other option is to
improve the numerical solvers to cope with these large reaction
sets.
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näissä sovelluksissa kuin rajoitettu vapaaenergiatekniikka. 
Käytetyt rajoittimet voidaan määritellä monin tavoin: mittauksiin perustuvia 
vakioarvoja käyttäen, empiirisiin malleihin pohjautuen ja globaalien 
kinetiikkamallien avulla. Mikäli halutaan käyttää malleja, jotka perustuvat 
alkeisreaktioihin, on syytä valita vain kriittiset reaktiot mukaan tarkasteluun. 
Täyden kineettisen mallin avulla voidaan kuitenkin ennustaa tiettyjä ilmiöitä, kuten 
radikaalien määrää palamisen alussa, paremmin kuin rajoitetulla 
vapaaenergiatekniikalla. Tulosten pohjalta suositellaan rajoitettua 
vapaaenergiatekniikkaa vaihtoehdoksi perinteisille tasapainomalleille ja kineettisille 
malleille tarkasteltaessa puun termistä konversiota. Tekniikan avulla voidaan 
laskea kemialliset reaktiot, reaktiolämmöt ja tilasuureet samanaikaisesti, mikä on 
käytännöllistä monen ongelman ratkaisemisessa. 
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Titel Modeller av super-jämvikter i termisk konversion av
biomassa – Tillämpningar och begränsningar av
frienergimetod med bivillkor
Författare Petteri Kangas
Referat Super-jämviktskoncentrationer observeras i olika termiska konversionsprocesser av
biomassan. I det här arbetet har super-jämviktsbegreppet generaliserats och utvär-
derats för system, där någon eller några bivillkor får systemet att avvika från jämvikt.
Exempel på processer som modellerats på det här sättet är torrifiering och avgasning
av biomassa samt förgasning. I förgasning har t.ex. bildningen av metan, tjäror,
ammoniak och träkol kunnat beskrivas med super-jämviktskonceptet. Andra exempel är
anrikningen av natrium, kalium, svavel och klor i sodapannans rökgaser samt bildning
av kväveoxid vid förbränning av gasformiga bränslen.
Metoden som tillämpas baserar sig på minimering av Gibbs fria energi för ett system
utökat med immateriella bivillkor. De immateriella bivillkoren definieras utgående från
reaktionens omsättningsgrad. Studien visar att metoden lämpar sig väl för att beskriva
högtemperaturprocesser, där lokala jämviktstillstånd förekommer. Exempel på sådana
processer är förgasning av biomassa, förbränning av svartlut och bildning av
kväveoxider. För lågtemperaturprocesser, så som torrifiering och avgasning, verkar
förutsätta en beskrivning helt baserad på reaktionshastigheten.
De bivillkor som beskriver de processer som förhindrar systemet att nå jämviktstillstånd
kan definieras m.h.a. empiriska konstanter, empiriska hastighetsuttryck eller
reaktionsmekanismer. Det visade sig att användandet av en detaljerad
reaktionsmekanism för att definiera de immateriella bivillkoren gav upphov till numeriska
svårigheter, medan användning av förenklade mekanismer fungerade bra. Slutsatsen
av detta är att ifall en noggrann uppskattning av super-jämviktsnivåer är det primära
målet, bör beräkningarna basera sig på detaljerade reaktionsmekanismer.
Arbetet visar att en modellering baserad på minimering av Gibbs fria energi för ett
system utökat med immateriella bivillkor fungerar för att beskriva termisk konversion av
biomassa. Metoden beskriver effekten av reaktionskinetiska begränsningar och effekten
av reaktionsentalpi. Vidare innehåller lösningen samtidigt information om systemets
tillståndsvariabler. Sammanfattningsvis kan metoden anses vara ett alternativ till
globala jämviktsmodeller eller till modeller som enbart bygger på användning av
reaktionskinetik i modellering av termisk omvandling av biomassa.
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Modelling the super-equilibria in thermal biomass 
conversion 
Applications and limitations of the constrained free energy 
method 
 
Thermal bioenergy processing covers over a fifth of domestic 
energy consumption in Finland. The technologies include 
combustion, gasification and pyrolysis, which yet seldom operate 
flawlessly and thus different kinds of emissions, particulates and 
tars are observed. Also precipitates and corrosion products are 
eroding process equipment. These problems are often caused by 
non-equilibrium phenomena: certain compounds are accumulating 
into the process and thus a thermochemical super-equilibrium 
state is formed. In the present study a new computational method 
has been developed to describe such super-equilibrium states. 
The new technique allows concurrent and interdependent 
calculation of dominant chemical reactions, heat generation and 
relevant state properties in the system. The work applies the novel 
constrained free energy technique (CFE) and presents a new 
application area in energy production for this generic method. The 
approach was found well applicable for the high temperature 
processes such as combustion of black liquor and wood, biomass 
gasification, and formation of nitric oxide emissions. The necessary 
constraints can be defined based on the industrial measurements 
or on experimental and reaction rate models. Limitations were 
found in low temperature processes such as torrefaction and 
pyrolysis, or if the number of constraints were too large for efficient 
numerical calculation. Use of CFE provides a technique for future 
in-depth studies of biomass or biofuel combustion and gasification 
as well as for process engineering and optimisation in the field. The 
method can be seen as a viable alternative for traditional 
mechanistic and phenomenological approaches by combining the 
benefits of both in a single elegant solution. 
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