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1 Einleitung
Das Modell des klassischen Billards ist seit der Einfu¨hrung durch Birkhoff in den 20er Jahren des
letzten Jahrhunderts ein intensiv bearbeitetes Feld der Mathematik und Physik. Ist die Bewegung
durch ein magnetisches Feld beeinflusst, erha¨lt man ein magnetisches Billard. Diese sind in den
letzten Jahren sowohl in den Fokus mathematischer, als auch physikalischer Forschung geru¨ckt
(siehe z.B. [36], [7], [6], [8], [16], [47], [46], [19], [32]). In der Physik erlauben sie eine Mo-
dellierung diverser physikalischer Systeme - insbesondere auch in der Quantenmechanik ([36],
[7], [6]). Im einfachsten Fall des konstanten Magnetfeldes, das in den bisherigen Untersuchun-
gen i.a. zugrunde gelegt wurde, vera¨ndert das Magnetfeld ein klassisches, euklidisches Billard
derart, dass die Bewegung innerhalb des Tisches nicht mehr entlang von Geradensegmenten son-
dern Kreisbo¨gen verla¨uft. Bereits in diesem einfachen Fall tauchen neben den klassischen Fra-
gen eine Vielzahl neuer Aspekte auf, die einer Untersuchung bedu¨rfen. Die erste fundamentale
Vera¨nderung ist der Verlust der Symmetrie - eine ru¨ckwa¨rts durchlaufene Trajektorie ist im all-
gemeinen keine Trajektorie der Bewegung im Magnetfeld. Wie wir spa¨ter sehen werden, hat dies
folgenreiche Auswirkungen auf die Beschreibung einer Billardbahn. Der zweite zentrale Aspekt,
der hervorzuheben ist, ist der Einfluss der Feldsta¨rke auf die Dynamik des Billards. Dabei reicht
es nicht aus, diese isoliert zu betrachten, da die Dynamik stets ein Resultat des Zusammenspiels
von Feldsta¨rke, Geometrie des Billardtisches und der Tischgro¨ße ist. Daneben gilt es auch, das
Energieniveau und damit die Geschwindigkeit der Bewegung zu beru¨cksichtigen. Anders als in
der Theorie der klassischen Billards ko¨nnen selbst strikt konvexe, ebene Billardtische mit glattem
Rand, d.h. Billardtische, die klassisch eine ”gutartige Dynamik“ besitzen, bereits bei Anwesenheit
eines konstanten Magnetfeldes chaotisches Verhalten erzeugen. Entscheidendes Kriterium ist hier
die Existenz von Trajektorien, die den Rand tangential beru¨hren. Je nach Feldsta¨rke erzeugen diese
Unstetigkeitsstellen der Billardabbildung. Mo¨chte man ein magnetisches Billard jenseits konstan-
ter Felder und flacher Tische untersuchen, ist es notwendig den magnetischen Fluss in allgemeiner
Form zu erkla¨ren und Wesensmerkmale herauszustellen. Dafu¨r stehen zwei Wege zur Verfu¨gung.
Zum einen la¨sst er sich im Rahmen Lagrangescher- und/oder Hamiltonscher-Mechanik beschrei-
ben, und zum anderen ist es unter geeigneten Bedingungen mo¨glich den magnetischen Fluss als
geoda¨tischen Fluss einer Finsler-Metrik aufzufassen. Finsler-Geometrie stellt eine Verallgemeine-
rung Riemannscher-Geometrie dar. Wesentlicher Unterschied ist, dass hier auf jedem Tangential-
raum statt einem Skalarprodukt eine Minkowski-Norm gegeben ist. Ein oft formuliertes Beispiel,
dass sich durch Finsler-Geometrie beschreiben la¨sst, ist die Lichtausbreitung in einem inhomo-
genen und anisotropen Medium - die Geschwindigkeit der Ausbreitung ist abha¨ngig von Ort und
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Richtung (siehe z.B. [43]). In einem klassischen Billard ist die Bewegung durch den freien Fluss
gegeben. Liegt der Bewegung der freie Fluss einer Finsler-Metrik zugrunde, d.h. der zugeho¨rige
geoda¨tische Fluss, entsteht ein Finsler-Billard. Zu beachten ist, dass die Minkowski-Normen auf
den Tangentialra¨umen je nach Definition totale oder eingeschra¨nkte Homogenita¨t besitzen ko¨nnen.
Im zweiten Fall ist die Finsler-Metrik irreversibel - der zugeho¨rige geoda¨tische-Fluss besitzt, wie
der magnetische-Fluss, keine Symmetrie. Neben der Bewegung innerhalb des Tisches, ist es auch
notwendig das Verhalten am Rand zu verstehen. Die klassische Regel ”Einfallswinkel= Ausfalls-
winkel“ durch Interpretation der Reflexionen als ”elastische Sto¨ße“ ist fu¨r Finsler-Billards, in Ab-
wesenheit eines Skalarproduktes, formal nicht erkla¨rt. Das Brechungsgesetz fu¨r Finsler-Billards
wurde in [20] hergeleitet.
Die Interpretation des magnetischen Flusses als geoda¨tischer Fluss einer Finsler-Metrik erlaubt
es, magnetische Billards als Finsler-Billards aufzufassen. Dies ist in [44] geschehen, und es wurde
nachgewiesen, dass ein solches Billard im Kontext der Finsler-Geometrie das klassische Winkel-
erhaltungsgesetz als Reflexionsgesetz besitzt.
Die Billardabbildungen strikt konvexer euklidischer Billards mit hinreichend glattem Rand sind
Beispiele fu¨r monotone Twistabbildungen. Untersuchungen solcher Abbildungen durch Birkhoff
lieferten bereits im fru¨hen 20. Jahrhundert Existenzaussagen periodischer Bahnen. Im Rahmen
der Aubry-Mather-Theorie konnten solche Aussagen auf nicht periodische Bahnen erweitert und
ein tieferes Versta¨ndnis u¨ber die Natur der Bahnen und monotoner Twistabbildungen im allgemei-
nen erlangt werden. Die ”KAM“-Theorie (benannt nach Kolmogorov, Arnold und Moser) lieferte
ebenfalls weitreichende Erkenntnisse u¨ber monotone Twistabbildungen - in diesem Fall u¨ber die
Vera¨nderungen von Bahnen von Twistabbildungen unter Sto¨rungen.
Die Billardabbildung klassischer Billards besitzt eine starke Kopplung zum euklidischen Abstand
- aufgefasst als Funktion, die die La¨nge der Trajektorien der freien Bewegung angibt. Genauer ge-
sagt ist die negative La¨nge Erzeugendenfunktion der Billardabbildung. Die Existenz einer Erzeu-
gendenfunktion ist neben einer sogenannten ”Twistbedingung“ (und einigen anderen technischen
Bedingungen) ein essentielles Kriterium fu¨r die Interpretation der Billardabbildung als monoto-
ner Twistabbildung. Die Aubry-Mather-Theorie liefert Existenzaussagen u¨ber minimale Bahnen
einer Funktion, die u¨ber die Erzeugendenfunktion definiert ist. Da die Erzeugendenfunktion fu¨r
Billards Informationen u¨ber die La¨nge von Bahnsegmenten angibt, ist es mo¨glich anhand der Bil-
lardbahnen Ru¨ckschlu¨sse auf die Gestalt des Billardtisches zu ziehen. Das La¨ngenspektrum eines
Billardtisches (strikt konvex mit glattem Rand) als Menge aller La¨ngen (und deren Vielfachhei-
ten) geschlossener periodischer Bahnen der freien Bewegung auf diesem Tisch und das markierte
La¨ngenspektrum als Funktion, die, grob gesagt, jeder rationalen Rotationszahl (diese geho¨ren zu
periodischen Bahnen) die La¨nge der la¨ngsten periodischen Bahn zuordnet, beinhalten zentrale
Kenngro¨ßen des zugrunde liegenden Tisches, die auch unter stetigen Deformationen des Randes
erhalten bleiben. Diese heißen ”La¨ngenspektralinvarianten“. Neben elementaren Gro¨ßen wie dem
Umfang oder Durchmesser des Tisches gibt es weitere Invarianten, die sich durch passende Ko-
ordinaten zur Beschreibung der Billardabbildung (die sog. Lazutkin-Koordinaten) finden lassen;
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auch die Marvizi-Melrose-Invarianten sollten erwa¨hnt werden (genauere Ausfu¨hrungen findet man
z.B. in [40]).
Warum erfolgt an dieser Stelle ein Blick auf bekannte Resultate fu¨r klassische Billards? Berry
hat bereits in [36] postuliert, dass die Dynamik klassischer Billards unter dem Einfluss ”hinrei-
chend schwacher “, konstanter Felder erhalten bliebe. Der Nachweis, dass die Billardabbildung
eines klassischen Billards die Kriterien einer monotonen Twistabbildung erfu¨llt, ist elementar
geometrisch ausfu¨hrbar, und auch fu¨r hinreichend schwache, konstante Felder ist dies heuris-
tisch nachvollziehbar. In [7] ist erla¨utert, dass magnetische Billards mit konstantem, ”hinreichend
schwachem“ Magnetfeld und strikt konvexem glattem Rand eine Billardabbildung besitzen, die
eine monotone Twistabbildung ist. Dies wurde danach in [6] und [8] aufgegriffen. Die Bedin-
gung ”hinreichend schwach“ ist heuristisch an die Kru¨mmung des Randes gekoppelt. Mo¨chte
man sich nicht auf konstante Magnetfelder beschra¨nken oder sogar flache Billards verlassen, ist
es notwendig Kriterien herauszuarbeiten, aus denen sich im Anschluss die Eigenschaften einer
monotonen Twistabbildung ableiten lassen. Strikt konvexe Billards mit hinreichend schwachem,
konstantem Magnetfeld stellen dann eine Beispielklasse fu¨r solche Billards dar. Aber auch jedes
klassische Billard als Grenzfall eines magnetischen Billards mit verschwindendem Feld geho¨rt
selbstversta¨ndlich dazu. Das mathematische Billard ist ein anschauliches Modell. Die Formulie-
rung der Kriterien sollte diesen Aspekt unterstreichen. Die Kriterien definieren wir daher auf dem
Billardtisch selbst, d.h. dem Konfigurationsraum des Systems. Da magnetische Billards ebenfalls
als Finsler-Billards interpretiert werden ko¨nnen, findet die Formulierung auch in diesem allgemei-
nen Kontext statt. In einer Bemerkung in [20] wird erwa¨hnt, dass die dort untersuchten reversiblen
Finsler-Billards monotone Twistabbildungen als Billardabbildung besa¨ßen. Die hier eingefu¨hrten
Kriterien lassen sich auch auf Finsler-Billards anwenden. Wir erhalten daher am Ende neben ma-
gnetischen Billards (und damit irreversiblen) auch reversible Finsler-Billards mit monotoner Twi-
stabbildung. Zum Schluss lassen sich dann Aussagen u¨ber monotone Twistabbildungen auf diese
Billards u¨bertragen und der Begriff des ”La¨ngenspektrums“ im jeweiligen Kontext verallgemei-
nern.
Die fehlende Symmetrie der Bewegung im Magnetfeld erfordert bei der Untersuchung magneti-
scher Billards konsequent eine Differenzierung der ru¨ckwa¨rtigen Bewegung und der Bewegung
nach vorne. Fu¨r reversible Finsler-Billards ist diese Unterscheidung unno¨tig - die eingefu¨hrten
Kriterien an die Vorwa¨rts- und Ru¨ckwa¨rtsdynamik fallen zusammen. Die Unterschiede reversibler
und irreversibler Billards fu¨hren letztlich, trotz der u¨ber lange Strecken mo¨glichen gleichzeitigen
Untersuchung, zur Differenzierung dieser Klassen. Die Interpretation des magnetischen Flusses
als Lagrangescher Fluss bietet gegenu¨ber der Beschreibung als irreversibler Finsler-Fluss Vorteile.
Daher erhalten wir fu¨r die jeweiligen Billardklassen verschiedene Erzeugendenfunktionen - in bei-
den Fa¨llen eine Verallgemeinerung der ”La¨nge“; im magnetischen Fall die ”magnetische La¨nge“
in den selben Koordinaten wie bei klassischen Billards, und im anderen die Finsler-La¨nge mit
einer verallgemeinerten Form der Koordinaten. Daneben gewa¨hrt die Beschreibung des magne-
tischen Flusses gegenu¨ber der Interpretation durch eine Finsler-Metrik Freiheit bei der Wahl des
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Energieniveaus der Bewegung. Statt der magnetischen La¨nge la¨sst sich dann allgemeiner die ”ma-
gnetische Energie“ als Erzeugendenfunktion entsprechender magnetischer Billards bestimmen.
Unabha¨ngig von der Interpretationsweise der Bewegung im Magnetfeld ist die Tatsache, dass die
zugeho¨rigen Trajektorien Extremale eines Variationsprinzips sind. Dieser Aspekt tritt auch bei
allen wesentlichen Schritten der Untersuchung in den Vordergrund - sowohl bei der Bewegung
innerhalb des Tisches, als auch bei der Reflexion. Daneben wird es erst dadurch mo¨glich den
Wechsel zwischen der Lagrangeschen und der Finsler-Betrachtung zu vollziehen und auch bei
dem Nachweis der Existenz der Erzeugendenfunktionen sto¨ßt man darauf. Letztlich resultieren die
zum Abschluss u¨bertragenen Aussagen u¨ber monotone Twistabbildungen auch aus einem Varia-
tionsprinzip - hier einem diskreten. Im ersten Kapitel sollen daher Variationsargumente erla¨utert
werden. Nach einer kurzen U¨bersicht u¨ber die Beschreibung Hamiltonscher Systeme im Kon-
text der symplektischen Geometrie folgt eine Zusammenfassung der Idee, Methode und Aussagen
Lagrangescher-Mechanik und des Wechsels in die Hamiltonsche Betrachtung.
Im zweiten Kapitel wird zuna¨chst die Bewegung im Magnetfeld untersucht. Ausgehend von der
elementaren und anschaulichen physikalischen Betrachtung weisen wir nach, dass sich der all-
gemeine magnetische Fluss als Lagrangescher-Fluss beschreiben la¨sst. Daneben wird auch der
Zugang u¨ber eine gedrehte Struktur auf dem Kotangentialbu¨ndel erla¨utert. Anschließend folgt
eine knappe Einfu¨hrung in Grundlagen der Finsler-Geometrie. Dabei ist es fu¨r unsere Zwecke
wesentlich, den geoda¨tischen Fluss einer Finsler-Metrik durch ein Variationsprinzip zu erkla¨ren.
Die Einfu¨hrung der magnetischen Finsler-Metrik und der Nachweis der erforderlichen Kriterien
erlaubt es dann, im darauf folgenden letzten Abschnitt des Kapitel, den magnetischen Fluss durch
das Prinzip von Maupertuis als geoda¨tischen Fluss der magnetischen Finsler-Metrik aufzufassen.
Das dritte Kapitel beginnt mit der Beschreibung des Modells des magnetischen Billards. Nach der
Beschreibung und mathematischen Formulierung des Verhaltens am Rand, d.h. der Reflexionen,
erfolgt die Definition der Billardabbildung. Eine kurze Erla¨uterung von wichtigen Beispielklas-
sen flacher, magnetischer Billards mit konstantem Magnetfeld veranschaulicht das Zusammen-
spiel von Tischform und -gro¨ße sowie Magnetfeldsta¨rke. Daneben wird an verschiedenen Stellen
die zentrale Bedeutung tangentialberu¨hrender Bahnen erkla¨rt. Der na¨chste Abschnitt bietet den
Raum fu¨r die Einfu¨hrung zentraler Kriterien fu¨r Billards. Danach werden sukzessiv Eigenschaften
der Billardabbildung abgeleitet, und es folgt der Nachweis der Existenz von Erzeugendenfunk-
tionen. Von dieser Stelle an werden magnetische Billards bzgl. des magnetisch Lagrangeschen-
Flusses aufgefasst. In dieser Interpretation gelingt schließlich der Nachweis der Eigenschaften
monotoner Twistabbildungen in den selben Koordinaten wie im klassischen Billard. Auch fu¨r
reversible Finsler-Billards zeigen wir, dass die Billardabbildungen den Bedingungen einer mo-
notonen Twistabbildung genu¨gen. Im letzten Abschnitt folgt neben einer knappen Erla¨uterung
der essenziellen Idee des Kontextes, die U¨bertragung von Resultaten u¨ber monotone Twistab-
bildungen auf die eingefu¨hrten magnetischen und reversiblen Finsler-Billards, die es erlaubt das
Finsler-La¨ngenspektrum, oder fu¨r magnetische Billards das magnetische La¨ngenspektrum bzw.
magnetische Energiespektrum einzufu¨hren.
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In der ”klassischen Mechanik“ sind Bewegungsgleichungen wesentlich durch die Newtonschen
Axiome gegeben. Das Wort ”klassisch“ deutet an, dass relativistische oder Quanteneffekte un-
beru¨cksichtigt bleiben. Der harmonische Oszillator, das mathematische Pendel oder Planetenbe-
wegungen im Sonnensystem stellen elementare Beispiele dar und teilen ein Charakteristikum -
die Energieerhaltung. In der Physik wird die Energie durch die Hamiltonfunktion beschrieben
und Hamiltonsche Systeme sind gerade die Systeme, die der Energieerhaltung unterliegen. Den
urspru¨nglichen Zugang zu diesen lieferte die Variationsrechnung des 18ten und fru¨hen 19ten Jahr-
hunderts mit dem zugrunde liegenden ”Prinzip der kleinsten Wirkung“. Eine abstraktere Betrach-
tung Hamiltonscher Systeme bietet die Symplektische Geometrie mit der Untersuchung sym-
plektischer Mannigfaltigkeiten, die einer Verallgemeinerung des klassischen Phasenraums ent-
sprechen. Wir beginnen mit einer knappen Zusammenfassung elementarer Begriffe und Aussagen
und beleuchten anschließend die Motivation und Herleitung durch Variationsprinzipien. Fu¨r wei-
terfu¨hrende Informationen zum ersten Abschnitt vergleiche man z.B. [31], [21] oder [2].
2.1 Hamiltonsche Systeme und symplektische Geometrie
Als Motivation fu¨r die folgenden Ausfu¨hrungen betrachten wir ein Hamiltonsches System in der
elementarsten Form. Schreiben wir q ∈ R2n in der Form q = (x, y) mit x, y ∈ Rn ist ein solches
System durch eine glatte (bzw. mindestens C2) Funktion H : R2n → R und die Hamiltonschen
Bewegungsgleichungen
x˙ =
∂H
∂y
y˙ = − ∂H
∂x
gegeben und wird somit durch 2n Differentialgleichungen erster Ordnung beschrieben. Es sei J die
2n × 2n-Matrix
J :=
 0 1−1 0

wobei jeder Eintrag eine n × n-Matrix darstellt. Dann la¨sst sich ein Hamiltonsches System durch
q˙ = J ∇H(q)
in kurzer Form angeben. Als na¨chstes sollen Hamiltonsche Systeme in einem allgemeineren Rah-
men eingefu¨hrt werden.
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Definition 2.1.1 Sei V ein endlich dimensionaler Vektorraum und ω eine Bilinearform, so dass
gilt:
• ω ist schiefsymmetrisch, d.h.: ω(v,w) = −ω(w, v) ∀ v,w ∈ V
• ω ist nicht-entartet, d.h.: ω(v,w) = 0 ∀w ∈ V =⇒ v = 0
Dann ist (V, ω) ein symplektischer Vektorraum und ω eine symplektische Form.
Es sei 〈 · , · 〉 das Standardskalarprodukt auf V = R2n. Die symplektische Standardform bzw. kano-
nische Form ω0 auf V = R2n ist durch
ω0
(
v,w
)
= 〈 Jv,w 〉 ∀v,w ∈ R2n
gegeben. Fu¨r v,w ∈ R2n gilt dann
ω0
(
v,w
)
= 〈 Jv,w 〉 =
n∑
i=1
vn+i wi −
n∑
i=1
wn+i vi
Fu¨hren wir fu¨r einen Vektor v ∈ R2n die Notation v = (x, y) mit x, y ∈ Rn ein, erhalten wir fu¨r die
Standardform ω0 die Darstellung
ω0
(
v,w
)
= 〈 Jv,w 〉 =
n∑
i=1
dyi ∧ dxi(v,w)
bzw. in Kurzform
ω0 =
n∑
i=1
dyi ∧ dxi = dy ∧ dx
Satz 2.1.2 Sei
(
V, ω
)
ein symplektischer Vektorraum. Dann hat V gerade Dimension und besitzt
eine symplektische Basis, d.h. in einem 2n-dimensionalen symplektischen Vektorraum V existieren
Vektoren e1, ..., en, f1, ..., fn, so dass
ω
(
ei, e j
)
= 0 , ω
(
fi, f j
)
= 0 , ω
(
fi, e j
)
= δi j ∀ i, j ∈ {1, ..., n}
Seien v,w ∈ V bzgl. dieser Basis dargestellt, d.h. es sei
v =
n∑
i=1
(
ai ei + an+i fi
)
und w =
n∑
i=1
(
bi ei + bn+i fi
)
Dann gilt
ω
(
v,w
)
= ω0
(
a, b
)
Insbesondere besitzt jeder symplektische Vektorraum der Dimension 2n die Gestalt des Stan-
dardraums
(
R2n, ω0
)
.
Die Nicht-Entartung einer symplektischen Form auf einem Vektorraum V induziert einen Isomor-
phismus zwischen V und dem Dualraum.
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Satz 2.1.3 Sei (V, ω) ein symplektischer Vektorraum. Dann ist die Abbildung ι : V −→ V∗, die
durch
ι(v) := ιvω := ω
(
v, · )
definiert ist, ein linearer Isomorphismus von V auf den Dualraum V∗.
Wir fu¨hren jetzt Abbildungen zwischen symplektischen Vektorra¨umen ein, die die symplektische
Form erhalten.
Definition 2.1.4 Seien
(
V, ω
)
und
(
W, η
)
symplektische Vektorra¨ume und A : V → W eine lineare
Abbildung. Der Pullback A∗η von η unter A ist durch
A∗η
(
v,w
)
:= η(Av, Aw
) ∀v,w ∈ V
definiert. Die Abbildung A heißt symplektisch, wenn A∗η = ω, d.h. insbesondere wenn
A∗η
(
v,w
)
= η
(
Av, Aw
)
= ω
(
v,w
) ∀ v,w ∈ V
Bemerkung 2.1.5 Auf dem Standardraum
(
R2n, ω0
)
ist die symplektische Form durch ω0(v,w) =
〈Jv,w〉 gegeben. Eine lineare Abbildung auf dem Standardraum ist also genau dann symplektisch,
wenn ihre zugeho¨rige Matrix A die Gleichung
〈 JAv , Aw 〉 = 〈 Jv , w 〉
fu¨r alle v,w ∈ V erfu¨llt. Wegen der Nicht-Entartung des Skalarproduktes ist dies a¨quivalent zu
AT JA = J
und es folgt unmittelbar det2(A) = 1. Es la¨sst sich zeigen (vgl. z.B. [21]), dass jede lineare
symplektische Abbildung die Gleichung det(A) = 1 erfu¨llt und daher fla¨chentreu ist.
Die Definition einer symplektischen Abbildung la¨sst sich jetzt kanonisch von linearen Abbildun-
gen auf Diffeomorphismen u¨bertragen. Man fu¨hre sich erneut vor Augen, dass jeder symplektische
Vektorraum die Gestalt von
(
R2n, ω0
)
besitzt.
Definition 2.1.6 Sei ϕ ein Diffeomorphismus auf
(
R2n, ω0
)
.
Der Pullback einer 2-Form η auf R2n unter ϕ ist im Punkt q ∈ R2n durch(
ϕ∗η
)
q(v,w) = ηϕ(q)
(
Dϕ(q)
(
v
)
, Dϕ(q)
(
w
) ) ∀ v,w ∈ TqR2n
definiert. Der Diffeomorphismus ϕ heißt Symplektomorphismus oder kurz symplektisch, wenn
ϕ∗ω0 = ω0
Aus der Definition von ω0 ergibt sich, dass ein Symplektomorphismus auf
(
R2n, ω0
)
durch die
Gleichung
ϕ′(q)T Jϕ′(q) = J ∀ q ∈ R2n
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charakterisiert ist. Auch hier gilt det (ϕ′(x)) = 1. Daher sind Symplektomorphismen fla¨chentreu.
Fu¨r n = 1 ist jeder fla¨chentreue Diffeomorphismus auch symplektisch; im allgemeinen ist die
Fla¨chentreue aber nur eine notwendige Bedingung (vergleiche ”Gromov Squeezing Theorem“ in
[21] oder [31]).
Durch die symplektische Struktur lassen sich Hamiltonsche Vektorfelder einfu¨hren. Diese fu¨hren
zu Hamiltonschen Systemen, wie wir sie zu Beginn kennengelernt haben.
Definition 2.1.7 Sei H : R2n → R eine glatte Funktion. Fu¨r q ∈ R2n gilt dH(q) ∈ T ∗qR2n und die
Abbildung ι : TqR2n → T ∗qR2n, definiert durch
ι(v) := ιvω0 := ω0
(
v, · )
ist ein Isomorphismus. Daher definiert H durch
ω0
(
XH(q), ·
)
= −dH(q)
ein eindeutig bestimmtes Vektorfeld XH auf R2n, das als das zu H geho¨rende Hamiltonsche Vek-
torfeld bezeichnet wird. Der zugeho¨rige Fluss ϕtH , der durch
d
dt
ϕtH
(
q
)
= XH
(
ϕtH
(
q
))
ϕ0H
(
q
)
= q, q ∈ R2n
gegeben ist, heißt Hamiltonscher Fluss.
Eigenschaften des Flusses und der Lo¨sungskurven werden gleich in einer allgemeineren Situation
angegeben und untersucht.
Bemerkung 2.1.8 Mit dieser Definition Hamiltonscher Vektorfelder erha¨lt man die selben Bewe-
gungsgleichungen, wie die der eingangs eingefu¨hrten Hamiltonschen Systeme. Dies la¨sst sich in
wenigen Schritten anhand der Definitionsgleichung der Vektorfelder und der Standardform herlei-
ten. Es gilt
〈JXH(q), . 〉 = −dH(q)
und dazu a¨quivalent
〈JXH(q), . 〉 = − 〈∇H(q), . 〉
Das Skalarprodukt ist nicht-entartet und es folgt
XH(q) = −J2XH(q) = J∇H(q)
Setzt man wieder q = (x, y) mit x, y ∈ Rn liefert q˙ := XH(q) schließlich die Hamiltonschen
Bewegungsgleichungen. Also erfu¨llt eine Trajektorie q(t) := ϕtH(q) des Hamiltonschen Flusses
die Hamiltonschen Bewegungsgleichungen.
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Wir erweitern jetzt das Konzept der symplektischen Form und Hamiltonschen Vektorfelder in
kanonischer Weise auf Riemannsche-Mannigfaltigkeiten.
Definition 2.1.9 Sei M eine glatte Riemannsche-Mannigfaltigkeit und ω eine nicht-entartete, ge-
schlossene 2-Form auf M. Dann heißt (M, ω) symplektische Mannigfaltigkeit. Die Form ω heißt
symplektische Form oder auch symplektische Struktur.
Die Bilinearform ωq ist nicht-entartet und schiefsymmetrisch. Der Tangentialraum
(
TqM, ωq
)
ist
also fu¨r jedes q ∈ M ein symplektischer Vektorraum. Daher hat eine symplektische Mannigfaltig-
keit gerade Dimension.
Beispiel 2.1.10 a)
(
R2n, ω0
)
ist eine symplektische Mannigfaltigkeit.
Die Standardform besitzt die Darstellung
ω0 =
n∑
i=1
dyi ∧ dxi
Daher gilt dω = 0 und ω ist geschlossen.
b) Sei M eine n-dimensionale Mannigfaltigkeit und pi die kanonische Projektion von T ∗M auf
M, d.h.
pi : T ∗M → M, pi(q, p) := q ∀ (q, p) ∈ T ∗M
und
dpi(q, p) : T(q,p)T ∗M → Tpi(q,p)M = TqM
Die kanonische 1-Form λ auf T ∗M ist durch
λ(q,p)(v) := pq
(
dpi(q, p)(v)
)
, v ∈ T(q,p)T ∗M
gegeben und wird auch Liouville-Form genannt. Seien
(
q1, . . . , qn, p1, . . . , pn
)
lokale Koor-
dinaten von T ∗M. Dann gilt
λ =
n∑
i=1
pi dqi =: pdq
Mit ω := dλ ist
(
T ∗M , ω
)
eine symplektische Mannigfaltigkeit. Kotangentialbu¨ndel stel-
len eine wichtige Klasse symplektischer Mannigfaltigkeiten dar, da sie bei der Modellierung
physikalischer Systeme dem Phasenraum eines dynamischen Systems entsprechen.
Definition 2.1.11 Es seien
(
M, ω
)
und
(
N, η
)
symplektische Mannigfaltigkeiten und ϕ : M → N
eine differenzierbare Abbildung. Erfu¨llt ϕ die Gleichung
ϕ∗η = ω
ist ϕ eine symplektische Abbildung. Ein symplektischer Diffeomorphismus ϕ : M → M heißt
Symplektomorphismus. Zwei symplektische Mannigfaltigkeiten sind zueinander symplektomorph,
wenn ein Symplektomorphismus zwischen ihnen existiert.
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Wir haben gesehen, dass jeder symplektische Vektorraum die Gestalt des symplektischen Stan-
dardraums besitzt. Der Satz von Darboux zeigt, dass sich dies lokal auf symplektische Mannig-
faltigkeiten u¨bertragen la¨sst - lokal ist jede symplektische Mannigfaltigkeit symplektomorph zu(
R2n, ω0
)
.
Satz 2.1.12 Sei ω eine nicht-entartete 2-Form auf einer 2n-dimensionalen Mannigfaltigkeit M.
Dann ist ω genau dann geschlossen, wenn fu¨r jedes q ∈ M eine Umgebung U von q in M und ein
Diffeomorphismus ϕ : U → V ⊂ R2n existiert, so dass
ϕ∗ω0 = ω
Insbesondere besitzt jede symplektische Mannigfaltigkeit einen symplektischen Atlas.
Bemerkung 2.1.13 Der Satz erlaubt eine a¨quivalente Definition einer symplektischen Mannigfal-
tigkeit: Eine symplektische Mannigfaltigkeit ist eine 2n-dimensionale Mannigfaltigkeit mit sym-
plektischem Atlas; d.h. es existieren Koordinatenabbildungen ϕi, die offene Mengen Ui ⊂ M
auf offene Mengen im Standardraum
(
R2n, ω0
)
derart abbilden, dass die U¨bergangsabbildungen
ϕi ◦ ϕ−1j symplektisch sind.
Analog zur fru¨heren Definition lassen sich durch die Nicht-Entartung der symplektischen Form
Vektorfelder auf einer Mannigfaltigkeit einfu¨hren.
Definition 2.1.14 Sei
(
M, ω
)
eine symplektische Mannigfaltigkeit. Die symplektische Form ω er-
zeugt einen Isomorphismus ι : X 7→ ω( X , . ) zwischen Vektorfeldern und 1-Formen auf M. Fu¨r
ein Vektorfeld X auf M heißt (
ιXω
)
(q) := ω
(
X(q), ·
)
∀ q ∈ M
inneres Produkt von ω mit X. Eine glatte Funktion H : M → R erzeugt durch(
ιXHω
)
(q) = ω
(
XH(q), ·
)
= −dH(q)
das eindeutig bestimmte Hamiltonsches Vektorfeld XH . Der zugeho¨rige Fluss ϕtH := ϕ
t
XH
der
durch
d
dt
ϕtH
(
q
)
= XH
(
ϕtH
(
q
))
ϕ0H
(
q
)
= q, q ∈ M
gegeben ist, heißt Hamiltonscher Fluss. Nach dem Existenz- und Eindeutigkeitssatz besitzt das
Anfangswertproblem fu¨r jeden Anfangswert eine lokale Lo¨sung, d.h. zu jedem q ∈ M existiert
eine Trajektorie cq : (−ε, ε)→ M, die durch
cq(t) := ϕtH
(
q
)
definiert ist und daher die Gleichungen cq(0) = q und c˙q(t) = XH
(
cq(t)
)
fu¨r t ∈ (−ε, ε) lo¨st. Aus der
Theorie der gewo¨hnliche Differentialgleichungen ist bekannt, dass sich Trajektorien lokal fortset-
zen lassen. So ist der Fluss auf einer kompakten Mannigfaltigkeit vollsta¨ndig, d.h. die Trajektorien
existieren fu¨r alle Zeiten.
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Fu¨r die Untersuchung des Hamiltonschen Flusses beno¨tigen wir die Lie-Ableitung. Wir verzich-
ten auf eine vollsta¨ndige Erla¨uterung der Lie-Klammer etc. und beschra¨nken uns auf die fu¨r uns
zentrale Aussage. Ausfu¨hrliche Informationen findet man z.B. in [23] oder auch [31].
Definition 2.1.15 Sei X ein Vektorfeld, α eine k-Form und ϕtX der zu X geho¨rige Fluss auf M. Die
Lie-Ableitung LXα einer k-Form α in Richtung des Vektorfeldes X ist durch
LXα =
d
dt
(
ϕtX
)∗
α
∣∣∣∣∣
t=0
gegeben .
Satz 2.1.16 Es sei X ein Vektorfeld und α eine k-Form auf M. Die Lie-Ableitung erfu¨llt die Glei-
chung
LXα = ιXdα + d
(
ιXα
)
die den Namen Formel von Cartan tra¨gt.
Die Formel von Cartan ist ein wertvolles Hilfsmittel fu¨r den Umgang mit der Lie-Ableitung. Mit
ihr werden wir gleich zentrale Eigenschaften des Hamiltonschen Flusses ableiten. Wir untersu-
chen, wie sich die symplektische Form unter einem Hamiltonschen Fluss vera¨ndert. Fu¨r ein Ha-
miltonsches Vektorfeld XH und eine symplektische Form ω auf M gilt
LXHω = ιXH dω + d
(
ιXHω
)
Die symplektische Form ist geschlossen. Daher gilt mit ιXHω = −dH
LXHω = d
(
ιXHω
)
= 0
Nach Definition der Lie-Ableitung folgt somit
d
dt
(
ϕtH
)∗
ω =
(
ϕtH
)∗
LXHω = 0
d.h. der Pullback der symplektischen Form bleibt unter einem Hamiltonschen Fluss konstant. Nun
gilt aber ϕ0H = id und daher (
ϕtH
)∗
ω = ω
Insgesamt erha¨lt man damit folgende Aussage.
Satz 2.1.17 Sei
(
M, ω
)
eine symplektische Mannigfaltigkeit und ϕtH ein Hamiltonscher Fluss auf
M. Dann gilt (
ϕtH
)∗
ω = ω
d.h. Trajektorien des Hamiltonschen Flusses sind symplektisch. Insbesondere erhalten Hamilton-
sche Flu¨sse das Volumen bzgl. der Volumenform ωn.
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U¨berlegen wir uns, wie sich ein Hamiltonsches Vektorfeld unter einem Symplektomorphismus
vera¨ndert. Dazu sei ϕ :
(
M, ω1
) → (M, ω2) ein Symplektomorphismus auf M und XH ein Hamil-
tonsches Vektorfeld bzgl. der symplektischen Form ω1. Wir betrachten den Pushforward von XH
unter ϕ. Es gilt
ιϕ∗XHω2 = ιdϕ(XH◦ϕ−1)
((
ϕ−1
)∗
ω1
)
= ω1
(
XH ◦ ϕ−1 , dϕ−1( · ))
= −dH
(
ϕ−1
( · )) dϕ−1( · )
= −d( H ◦ ϕ−1 )
und es ergibt sich folgende Aussage:
Satz 2.1.18 Sei ϕ :
(
M, ω1
) → (M, ω2) ein Symplektomorphismus und XH ein Hamiltonsches
Vektorfeld auf M bzgl. ω1. Dann wird XH unter ϕ auf ein Hamiltonsches Vektorfeld
XF := ϕ∗XH
bzgl. ω2 abgebildet, das die Funktion F : M → R, gegeben durch
F := H ◦ ϕ−1
als Hamiltonfunktion besitzt.
A¨quivalent ha¨tte man fu¨r ein Vektorfeld XH zur Hamiltonfunktion H bzgl. ω2 zeigen ko¨nnen, dass
der Pullback XF := ϕ∗XH das Hamiltonsche Vektorfeld zur Hamiltonfunktion F := H ◦ ϕ bzgl ω1
ist.
In der Physik beschreibt die Hamiltonfunktion die Energie eines Systems, und wesentliche Ei-
genschaft Hamiltonscher Systeme ist dort die Energieerhaltung. Energieerhaltung bedeutet in un-
serem Kontext, dass die Hamiltonfunktion invariant unter dem zugeho¨rigen Fluss ist. In der Tat
gilt
d
dt
(
H ◦ ϕtH
)
= dH
(
ϕtH
) d
dt
ϕtH = dH
(
ϕtH
) (
XH
(
ϕtH
))
= −ω
(
XH
(
ϕtH
)
, XH
(
ϕtH
) )
= 0
Also bleibt die Hamiltonfunktion unter dem Fluss konstant. Anders formuliert gilt:
Satz 2.1.19 Sei
(
M, ω
)
eine symplektische Mannigfaltigkeit und ϕtH ein Hamiltonscher Fluss auf
M. Dann liegen die Trajektorien des Flusses auf Niveaufla¨chen der Hamiltonfunktion.
Es bietet sich daher an, Niveaufla¨chen einer Hamiltonfunktion genauer zu untersuchen. Wei-
terfu¨hrende Informationen findet man z.B. in [21],[31].
Definition 2.1.20 Es sei
(
M, ω
)
eine symplektische Mannigfaltigkeit und H : M → R eine Ha-
miltonfunktion. Ferner sei S := H−1(c) eine Niveaufla¨che von H - auch Energiefla¨che zum Ener-
gieniveau c genannt. Fu¨r einen regula¨ren Wert c ist die Energiefla¨che eine Untermannigfaltigkeit
von M mit
dim(S ) = dim(M) − 1
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Im Punkt x ∈ S ist der Tangentialraum TxS durch
TxS = ker
(
dH(x)
)
=
{
v ∈ Tx M : dH(x) v = 0
}
gegeben. Fu¨r x ∈ S besitzt die Einschra¨nkung der symplektischen Form auf S einen eindimensio-
nalen Kern
Lx =
{
v ∈ Tx S : ωx(v,w) = 0 ∀w ∈ Tx S }
Diesen Raum ko¨nnte man als orthogonales Komplement von TxS bzgl. ω bezeichnen. Dann gilt
hier (TxS )⊥ ⊂ TxS , und der Unterraum TxS ist daher koisotrop.
Die Unterra¨ume Lx definieren das charakteristische Geradenbu¨ndel
LS = ker (ω|S ) = TS ⊥
das eng mit den Integralkurven des Hamiltonschen Vektorfeldes verknu¨pft ist, denn es gilt
dH(x)
(
XH(x)
)
= −ω
(
XH(x), XH(x)
)
= 0
und daher
XH(x) ∈ Lx
fu¨r jedes x ∈ S . Die Integralkurven heißen daher auch Charakteristiken von S. Insbesondere liegen
Hamiltonsche Flu¨sse tangential zu Energiefla¨chen der Hamiltonfunktion.
2.2 Variationsmethoden und das Prinzip der kleinsten Wirkung
Das zweite Newtonsche Gesetz F = m · a bildet die Grundlage fu¨r die Bewegungsgleichungen
der klassischen Mechanik. Die Beschleunigung a entspricht der zweiten Ableitung des Ortes nach
der Zeit, so dass die Bewegungsgleichung einer Differentialgleichung zweiter Ordnung entspricht.
Fu¨hrt man die Geschwindigkeit als Ableitung des Ortes nach der Zeit ein, la¨sst sich die Differenti-
algleichung in ein System zweier Differentialgleichungen erster Ordnung im Raum der Koordina-
ten Ort und Geschwindigkeit u¨berfu¨hren. Die Lagrangesche Mechanik ist durch die Newtonsche
Mechanik motiviert und erkla¨rt, welches Grundprinzip sich hinter den Bewegungsgleichungen
verbirgt. Bevor dies formuliert wird, sollen zuna¨chst die im Folgenden benutzten Bezeichnungen
erla¨utert werden.
Es sei M eine Riemannsche-Mannigfaltigkeit. Ein Punkt im Tangentialbu¨ndel T M besitzt die Ko-
ordinaten (q, v) mit dem Ort q ∈ M und der Geschwindigkeit v ∈ TqM = pi−1(q). Dabei beschreibt
pi : T M → M die kanonische Projektion auf den Fußpunkt. Ein Punkt im Kotangentialbu¨ndel
T ∗M hat die Koordinaten (q, p) mit dem Ort q ∈ M und dem Impuls p ∈ T ∗q M = pi−1(q) bzgl.
der kanonischen Projektion pi : T ∗M → M. Die Mannigfaltigkeit M heißt Konfigurationsraum
und ist der Ort, in dem die eigentliche Bewegung stattfindet. Der Konfigurationsraum gibt ledig-
lich Aufschluss u¨ber den Ort. Eine Kurve γ in M mit Ort γ(t) und Geschwindigkeit γ˙(t) la¨sst
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sich in das Tangentialbu¨ndel u¨bertragen - den Phasenraum, der den Ort und die Geschwindig-
keit beschreibt. Physikalisch ist die Geschwindigkeit u¨ber die Masse mit dem Impuls verknu¨pft.
Der Impuls entspricht in der Newtonschen Mechanik gerade der Masse mal der Geschwindigkeit.
Anders aufgefasst ist der Impuls damit ein Funktional auf dem ”Raum der Geschwindigkeiten“.
In mathematischer Interpretation ist der Impuls p am Ort q ein Element des Kotangentialraums
T ∗q M. Eine Kurve im Konfigurationsraum la¨sst sich durch Ort und Geschwindigkeit in das Tan-
gentialbu¨ndel u¨bertragen und von hier aus durch Zuordnung von Impulsen in das Kotangenti-
albu¨ndel T ∗M - den Phasenraum der Orte und Impulse. Im Fall der Newtonschen Mechanik ist
diese Zuordnung wie oben dargelegt besonders einfach. Dieser elementare U¨bergang von Ge-
schwindigkeit zum Impuls ist aber nicht allgemeingu¨ltig, sondern folgt ebenfalls einer Regel, die
sich aus der Lagrangeschen Mechanik ergibt. Dort lassen sich sa¨mtliche Informationen aus der
Lagrangefunktion gewinnen. Der zugeho¨rige Ort zur Beschreibung der Bewegung ist das Tangen-
tialbu¨ndel. Durch das zugeho¨rige Variationsprinzip erha¨lt man die Bewegungsgleichungen, die
wie im Newtonschen Fall Differentialgleichungen zweiter Ordnung entsprechen. Auch der Wech-
sel in das Kotangentialbu¨ndel wird durch die Lagrangefunktion beschrieben - mit ihr la¨sst sich
die Legendre-Transformation einfu¨hren. Das Kotangentialbu¨ndel ist der Ort zur Beschreibung der
Bewegung im Sinne der Hamiltonschen Mechanik.
Die Begriffe und Zusammenha¨nge sollen im Folgenden in knapper Form erla¨utert werden. Die
Lagrangefunktion la¨sst sich auch fu¨r zeitabha¨ngige Probleme einfu¨hren. Da fu¨r uns nur der zeitu-
nabha¨ngige Fall von Bedeutung sein wird, lassen wir die Untersuchung der Zeitabha¨ngigkeit aus.
Fu¨r genauere Ausfu¨hrungen betrachte man z.B [17] oder [1], [2], [34], [12] und [24]. Eine knappe
physikalische Motivation findet man in [23].
Im Folgenden ist M stets eine n-dimensionale, glatte Riemannsche-Mannigfaltigkeit und explizite
Rechnungen und Darstellungen sind immer in lokalen Koordinaten zu verstehen.
Definition 2.2.1 Sei L eine glatte Funktion L : T M → R.
Ferner sei Π := {γ : [a, b] → M| γ glatt und γ(a) = q1, γ(b) = q2}. Das Lagrangesche-Wirkungs-
funktional oder kurz die (Lagrangesche-) Wirkung ist durch
AL(γ) :=
b∫
a
L
(
γ(t), γ˙(t)
)
dt
auf Π definiert. Die Funktion L heißt Lagrangefunktion.
Zur Motivation des Lagrangeschen Variationsproblems betrachte man folgende Problemstellung:
Gesucht sei die Kurve in Π, die die Wirkung minimiert, d.h. gesucht ist γ0 ∈ Π mit AL(γ0) ≤ AL(γ)
fu¨r alle γ ∈ Π. Man beachte aber, dass solch ein Minimum nicht notwendigerweise existiert oder
in Π enthalten ist. Wesentlich ist, dass minimale Kurven eine notwendige Bedingung erfu¨llen
- die sogenannten Euler-Lagrange-Gleichungen, die wir gleich herleiten werden. Die gesuchten
Kurven des Lagrangeschen Variationsproblems sind gerade diejenigen, die die Euler-Lagrange-
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Gleichungen lo¨sen. Diese mu¨ssen aber nicht zwingend Minima der Lagrangeschen-Wirkung sein.
Es sei angemerkt, dass man bei der Einfu¨hrung des Lagrangeschen Variationsproblems Regula-
rita¨tsuntersuchungen einfließen lassen kann. U¨blicherweise fordert man, dass die Lagrangefunk-
tion mindestens eine C2-Funktion ist, um gewu¨nschte Resultate zu erhalten, und die Kurven γ
stetig differenzierbar seien; allerdings genu¨gt dies stu¨ckweise. Die Forderungen lassen sich in der
Tat aber weiter abschwa¨chen, indem man den Raum der lediglich Lipschitz-stetige Kurven be-
trachtet, oder gar den Raum der absolutstetigen Kurven. Wir lassen solche U¨berlegungen aus und
fordern u¨berall Glattheit. Weiterfu¨hrende Informationen bzgl. der Regularita¨t findet man z.B in
[17].
Wir werden im weiteren Verlauf wiederholt Variationsargumenten begegnen, so dass es lohnens-
wert ist, die allgemeine Methodik ein wenig auszufu¨hren.
Dabei verwenden wir Aussagen, die an dieser Stelle nicht ausgearbeitet werden sollen. So wa¨re
mit dem Satz von Lebesgue nachzuweisen, dass die Zuordnung γ 7→ AL(γ) eine glatte Abbildung
ist, sowie die Menge Π als unendlichdimensionale Mannigfaltigkeit einzufu¨hren und der Tangen-
tialraum in einer Kurve γ ∈ Π zu untersuchen (vgl. dazu z.B. [1] und [17]). Wir begnu¨gen uns mit
der heuristischen Anschauung.
Definition 2.2.2 Sei γ : [a, b] → M eine glatte Kurve in M und ferner V : [−ε, ε] × [a, b] → M
eine glatte Abbildung, so dass
• V(0, t) = γ(t), ∀ t ∈ [a, b]
• V(s, a) = γ(a) und V(s, b) = γ(b) ∀ s ∈ [−ε, ε]
Dann heißt V eine Variation von γ mit festen Endpunkten. Insbesondere ist die Einschra¨nkung
γs(t) := V(s, t) fu¨r jedes s ∈ [−ε, ε] eine Kurve von γ(a) nach γ(b) und heißt Kurve der Variation.
Fu¨r jedes t ∈ [a, b] ist die Einschra¨nkung ct(s) := V(s, t) eine glatte Kurve von V(−ε, t) nach
γ(a)
γ(b)γs
γ
ct
X(t)
Abbildung 2.1: Variation der Kurve γ mit festen Endpunkten
V(ε, t). Wir folgen der Bezeichnung in [11] und nennen eine solche Kurve transversale Kurve der
Variation. Fu¨r s = 0 liefert der Geschwindigkeitsvektor c˙t(s) von ct ein glattes Vektorfeld
X(t) :=
∂V(0, t)
∂s
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entlang γ - das Variationsfeld von V. Insbesondere gilt X(a) = X(b) = 0. Ein Tangentialvektor
v ∈ TγΠ ist durch das Variationsfeld einer Variation von γ gegeben.
Definition 2.2.3 Sei L eine Lagrangefunktion und AL die zugeho¨rige Wirkung.
Eine Kurve γ ∈ Π, die
dAL(γ) = 0
erfu¨llt, heißt Extremale in Π.
Lemma 2.2.4 Sei L : T M → R eine Lagrangefunktion. Eine Kurve γ ∈ Π ist genau dann eine
Extremale, wenn sie die Euler-Lagrange-Gleichungen
d
dt
∂L (γ(t), γ˙(t))
∂v
− ∂L (γ(t), γ˙(t))
∂q
= 0
erfu¨llt.
Beweis Sei γ ∈ Π und v ein Tangentialvektor, d.h. das Variationsfeld einer Variation von γ. Dann
gilt unter Verwendung der Kettenregel
dAL(γ)
(
v
)
=
d
ds
AL(γs)
∣∣∣∣
s=0
Eine Kurve ist daher genau dann eine Extremalkurve der Wirkung, wenn
d
ds
AL(γs)
∣∣∣∣
s=0
= 0
fu¨r jede Variation dieser Kurve. Unter Verwendung partieller Integration rechnet man nach, dass
d
ds
AL(γs)
∣∣∣∣
s=0
=
d
ds
b∫
a
L
(
γs(t), γ˙s(t)
)
dt
∣∣∣∣
s=0
=
b∫
a
∂L (γ(t), γ˙(t))
∂q
∂V(0, t)
∂s
+
∂L (γ(t), γ˙(t))
∂v
∂
∂s
∂V(0, t)
∂t
dt
=
b∫
a
∂L
(
. . .
)
∂q
∂V(0, t)
∂s
− d
dt
∂L
(
. . .
)
∂v
∂V(0, t)
∂s
dt +
[
∂L
(
. . .
)
∂v
X(t)
]b
a
Gilt dds AL(γs)
∣∣∣
s=0 = 0 fu¨r alle Variationen von γ, folgt also
d
dt
∂L (γ(t), γ˙(t))
∂v
=
∂L (γ(t), γ˙(t))
∂q
und damit die Aussage. 
Von diesen Gleichungen ausgehend ko¨nnen wir jetzt das Euler-Lagrange-Vektorfeld und den zu-
geho¨rigen Fluss auf dem Tangentialbu¨ndel herleiten. Eine Extremalkurve erfu¨llt die Euler-Lagran-
ge-Gleichungen und daher auch
∂2L (γ(t), γ˙(t))
∂q∂v
(
γ˙(t)
)
+
∂2L (γ(t), γ˙(t))
∂v2
(
γ¨(t)
)
=
∂L (γ(t), γ˙(t))
∂q
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Fordern wir, dass ∂
2L
∂v2 nicht-entartet ist (d.h. in lokalen Koordinaten besitzt die zugeho¨rige Matrix
vollen Rang), la¨sst sich die Gleichung lokal nach γ¨ auflo¨sen. Dann genu¨gt eine Extremale lokal
einer Differentialgleichung zweiter Ordnung und man erha¨lt ein zugeho¨riges Vektorfeld
XL(q, v) =
(
v, F(q, v)
) ∈ T(q,v)T M
wobei die Funktion F wegen der Definitheit von ∂
2L
∂v2 durch die Gleichung
∂2L
(
q, v
)
∂v2
(
F(q, v)
)( · ) = ∂L(q, v)
∂q
( · ) − ∂
2L
(
q, v
)
∂q∂v
(
v
)
( · )
eindeutig bestimmt ist. Das Vektorfeld ist wieder glatt. Nach dem Existenz- und Eindeutigkeitssatz
existieren daher lokal Lo¨sungskurven und diese sind eindeutig. Eine Trajektorie des Flusses hat
die Form t 7→ (γ(t), γ˙(t)) mit γ : [a, b]→ M und γ¨(t) = F(γ(t), γ˙(t)) und erfu¨llt folglich die Euler-
Lagrange-Gleichungen. Sei andersrum γ eine Extremale des Lagrangeschen Variationsprinzips.
Dann ist die Kurve t 7→ (γ(t), γ˙(t)) in T M eine Trajektorie des Flusses von XL.
Definition 2.2.5 Gegeben sei eine Lagrangefunktion L, so dass ∂
2L
∂v2 nicht-entartet ist. Das zu-
geho¨rige Vektorfeld XL auf dem Tangentialbu¨ndel heißt Euler-Lagrange-Vektorfeld und der zu-
geho¨rige Fluss Euler-Lagrange-Fluss.
Man beachte, dass der Euler-Lagrange-Fluss eine Lagrangefunktion nicht eindeutig festlegt. Ad-
diert man eine geschlossene 1-Form zu einer Lagrangefunktion, a¨ndern sich die Euler-Lagrange-
Gleichungen nicht. Dazu betrachte man das Variationsprinzip: das Integral u¨ber die geschlossene
1-Form entlang einer Variationskurve γs ist unabha¨ngig von s - die Variationskurven besitzen alle
dieselben Endpunkte und sind zueinander homotop. Daher a¨ndert das Integral u¨ber die 1-Form die
Wirkung nur um eine Konstante und hat keinen Einfluss auf die Extremalkurven.
Im Lagrangeschen Variationsproblem sind Extremale der Lagrangeschen-Wirkung gesucht - dies
sind gerade die Lo¨sungen der Euler-Lagrange-Gleichungen. Die Euler-Lagrange-Gleichungen bil-
den aber auch ein notwendiges Kriterium fu¨r die Minimalita¨t einer Kurve. Die eingefu¨hrte Be-
dingung der Nicht-Entartung von ∂
2L
∂v2 (die sog. Legendre-Bedingung) sichert lokal die Existenz
von Lo¨sungskurven des Euler-Lagrangeschen-Flusses. Fordert man hier positive Definitheit (d.h.
strikte Konvexita¨t von L in den Fasern), la¨sst sich mit der Wirtinger-Ungleichung zeigen, dass
Lo¨sungskurven tatsa¨chlich lokale Minimierer der Wirkung sind (vgl. dazu z.B. [10]). Die Lo¨sungen
sind i.a. aber keine globalen Minimierer. Als Beispiel diene der geoda¨tische Fluss auf der Spha¨re
- dieser la¨sst sich durch eine Lagrangefunktion beschreiben ([11]).
Wir fu¨hren jetzt eine Wachstums- und Konvexita¨tsbedingung fu¨r Lagrangefunktionen ein. Neben
der Tatsache, dass Lo¨sungskurven dann lokale Minimierer der Wirkung sind, ko¨nnen wir dadurch
den U¨bergang zum Hamiltonschen Prinzip beschreiben.
18
2 Grundlagen und Methoden
Definition 2.2.6 Eine Lagrangefunktion heißt
• strikt konvex in den Fasern, wenn die Bilinearform ∂2L(q,v)
∂v2 fu¨r alle (q, v) ∈ T M positiv definit
ist.
• superlinear in den Fasern, wenn
lim
|v|→∞
L(q, v)
|v| = ∞
fu¨r jeden Punkt q in M.
Unter diesen Voraussetzungen la¨sst sich anhand der Lagrangefunktion eine Transformation zwi-
schen dem Tangential- und Kotangentialbu¨ndel definieren. Wir starten mit einer Definition auf
Vektorra¨umen. Nachweise der Aussagen findet man z.B. in [17].
Definition 2.2.7 Sei V ein endlich-dimensionaler Vektorraum, V∗ der Dualraum von V und f :
V → R eine Funktion. Die Funktion g : V∗ → R, die durch
g(p) := sup
v∈V
(
p(v) − f (v)
)
definiert ist, heißt Fenchel-Transformierte von f.
f
d f (x0)
x0
p=ˆx 7→ cx
Abbildung 2.2: Illustration der Fenchel-Tansformation
• Es la¨sst sich zeigen, dass die Fenchel-Transformierte fu¨r superlineare Funktionen u¨berall
endliche Werte annimmt.
• Ist f daru¨ber hinaus differenzierbar und konvex, gilt
p(v) = g(p) + f (v)⇐⇒ p = d f (v)
Insbesondere wird das Supremum fu¨r p = d f (v) angenommen.
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• Ist f sogar strikt konvex, liegt hier Eindeutigkeit vor. Dann gibt es zu p ∈ V∗ genau ein
v ∈ V , so dass
g(p) = d f (v) − f (v)
Die Funktion g ist dann ebenfalls strikt konvex und die Fenchel-Transformierte von g ist
wieder f .
Die zur Funktion f geho¨rige Abbildung F : V → V∗, die durch F (v) := d f (v) gegeben ist,
heißt Fenchel-Transformation. Fu¨r f mit obigen Eigenschaften und ein v = v(p) gilt dann g(p) =
g ◦ F (v).
Durch die Superlinearita¨t von f ist F surjektiv, durch die strikte Konvexita¨t injektiv.
Fu¨r eine strikt konvexe, differenzierbare Funktion f : R → R la¨sst sich der Vorgang einfach
illustrieren (vgl. Abbildung 2.2).
Durch ”faserweise“ Anwendung der Fenchel-Transformation auf eine Lagrangefunktion erha¨lt
man die Legendre-Transformation.
Definition 2.2.8 Sei L eine glatte, in den Fasern superlineare und strikt konvexe Lagrangefunkti-
on. Fu¨r q ∈ M bildet man die Fenchel-Transformierte von Lq = L(q, · ) und erha¨lt die Funktion
H : T ∗M → R, gegeben durch
H(q, p) := sup
v∈Tq M
(
p(v) − L(q, v)
)
Insbesondere gibt es dann zu jedem p ∈ T ∗q M genau ein v ∈ TqM, so dass
H(q, p) = p(v) − L(q, v)
∣∣∣∣
p= ∂L(q,v)∂v
=
∂L(q, v)
∂v
(v) − L(q, v)
Die Abbildung L : T M → T ∗M, gegeben durch
L(q, v) := (q, ∂L(q, v)
∂v
)
heißt Legendre-Transformation zu L.
Die Funktion H ist die Legendre-Transformierte von L und heißt Hamiltonfunktion.
Das Bild
p =
∂L
(
q, v
)
∂v
von v ∈ TqM unter der Legendre-Transformation nennen wir Impuls.
Man beachte, dass die Legendre-Transformierte der Hamiltonfunktion wieder die Lagrangefunk-
tion ist. Die Legendre-Transformation ist offensichtlich eine glatte Abbildung. Die Lagrangefunk-
tion ist strikt konvex in den Fasern. Betrachtet man die Ableitung
dL(q, v) =
 1
∂2L
(
q,v
)
∂q∂v
0 ∂
2L
(
q,v
)
∂v2

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erkennt man, dass L daher ein Diffeomorphismus ist.
Das Euler-Lagrange-Vektorfeld XL wird durch die Legendre-Transformation diffeomorph auf das
Hamiltonsche-Vektorfeld XH abgebildet, und die zugeho¨rigen Flu¨sse sind zueinander konjugiert.
Dies la¨sst sich auch durch Variationsargumente festhalten.
Sei γ : [a, b] → M eine Extremale von AL(γ) =
∫ b
a L
(
γ(t), γ˙(t)
)
dt mit festen Endpunkten. Dann
ist
(
γ, ∂L∂v ◦ γ˙
)
: [a, b]→ T ∗M Extremale der Hamiltonschen-Wirkung
AH
(
c
)
:=
b∫
a
p(t)
(
q˙(t)
)
− H
(
q(t), p(t)
)
dt
fu¨r Kurven c : [a, b] → T ∗M der Form c(t) = (q(t), p(t)) mit festen Endpunkten q(a), q(b) in M,
denn es gilt
p(t)
(
q˙(t)
)
− H
(
q(t), p(t)
)
= L
(
q(t), q˙(t)
)
genau fu¨r
p(t) =
∂L(q(t), q˙(t))
∂v
Sei andersrum c = (q, p) : [a, b] → T ∗M eine Extremale von AH mit festen Endpunkten in M.
Dann ist p(t)
(
q˙(t)
) − H(q(t), p(t)) in jeder Faser T ∗q(t)M extremal. Das ist wiederum genau dann
der Fall, wenn
p(t)
(
q˙(t)
)
=
∂L(q(t), q˙(t))
∂v
(
q˙(t)
)
Dann gilt aber
c(t) =
(
q(t),
∂L(q(t), q˙(t))
∂v
)
und die Kurve q ist eine Extremale von AL. Wir erhalten zusammengefasst folgende Aussage:
Lemma 2.2.9 Sei L eine in den Fasern superlineare und strikt konvexe Lagrangefunktion. Dann
ist die zugeho¨rige Legendre-Transformation ein Diffeomorphismus von T M auf T ∗M. Der Euler-
Lagrange-Fluss ist konjugiert zum Hamilton-Fluss auf T ∗M. Extremale der Lagrangeschen-Wir-
kung mit festen Endpunkten sind Extremale der Hamiltonschen-Wirkung mit festen Endpunkten in
M und umgekehrt.
Aus dem Lagrangeschen-Variationsprinzip ergaben sich die Euler-Lagrange-Gleichungen. Mit
dem selben Ansatz und einer folgenden Rechnung bzgl. der Hamiltonschen-Wirkung ließen sich
auch hier Gleichungen herleiten, die Extremale der Hamiltonschen-Wirkung charakterisieren. Mit
dem vorhandenen Wissen ergeben sich diese aber auch auf ku¨rzerem Wege. Wir betrachten das
Differential der Hamiltonfunktion. Es gilt
dH(q, p) =
∂H(q, p)
∂q
dq +
∂H(q, p)
∂p
dp
Gleichzeitig gilt fu¨r p = ∂L∂v aber auch
H(q, p) = p(v) − L(q, v)
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und daher
dH = vdp − ∂L
∂q
dq
Es folgt also, dass
v =
∂H
∂p
und
∂L
∂q
= −∂H
∂q
Erfu¨llt eine Kurve q : [a, b]→ M die Euler-Lagrange-Gleichungen, gilt q˙ = v und
d
dt
∂L
∂v
=
∂L
∂q
Dann folgt aus der Legendre-Transformation aber sofort ddt p =
∂L
∂q und insgesamt
q˙ =
∂H
∂p
und p˙ = −∂H
∂q
Wir erhalten damit insgesamt folgende Aussage:
Lemma 2.2.10 Sei L eine in den Fasern superlineare und strikt konvexe Lagrangefunktion. Dann
sind die Euler-Lagrange-Gleichungen bzgl. der Legendre-Transformation a¨quivalent zu den Ha-
miltonschen-Bewegungsgleichungen
q˙ =
∂H
∂p
p˙ = −∂H
∂q
Insbesondere ko¨nnen wir festhalten, dass die Hamiltonschen-Bewegungsgleichungen, die wir ein-
gangs zur Motivation und als Grundlage fu¨r die symplektische Geometrie betrachtet hatten, Re-
sultat eines Variationsprinzips sind. Ist die Hamiltonfunktion die Legendre-Transformierte einer
geeigneten Lagrangefunktion, sind der Hamiltonsche- und der Euler-Lagrange-Fluss zueinander
konjugiert.
Wir schließen den Abschnitt mit einem Beispiel, das den Bezug zur physikalischen Motivation
verdeutlicht.
Beispiel 2.2.11 Wir betrachten die Bewegung eines Massepunktes (ohne Einheiten) im Raum mit
Ort q = q(t) unter dem Einfluss eines Potentials V = V(q). Das Potential beschreibt dabei die
potentielle Energie am Ort q.
Die Geschwindigkeit entspricht q˙(t) = v(t) und die kinetische Energie ist gegeben durch E =
E(v) = 12 |v|2. Wir untersuchen die Lagrangefunktion
L(q, v) = E(v) − V(q) = 1
2
|v|2 − V(q)
Die Euler-Lagrange-Gleichungen ergeben dann
q¨(t) = −V ′(q(t))
In der Newtonschen Interpretation ist somit −V ′ die Kraft, die auf den Massepunkt wirkt. Als
einfaches Beispiel stelle man sich V als Gravitationspotential vor. Dann entspricht −V ′ gerade der
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Anziehungskraft, die auf eine Masse wirkt.
Aus der Lagrangefunktion berechnen wir den Impuls. Es ergibt sich hier p = ∂L∂v = v (aufgefasst
als Funktional), was genau der klassischen Newtonschen Interpretation entspricht (hier ist p = mv,
aber wir vernachla¨ssigen Einheiten).
Die Hamiltonfunktion genu¨gt der Vorschrift
H(q, p) = p(v) − L(q, v)∣∣∣p=v = |p|2 − (12 |v|2 − V(q))∣∣∣p=v = 12 |p|2 + V(q)
und beschreibt damit die Gesamtenergie des Systems. Bei der Untersuchung Hamiltonscher-Vektor-
felder im Rahmen der symplektischen Geometrie haben wir gesehen, dass die Hamiltonfunktion
konstant auf Lo¨sungskurven des Hamiltonschen-Flusses ist. Wir sehen hier, dass dies explizit der
Energieerhaltung im physikalischen Sinne entspricht.
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Ein elektromagnetisches Teilchen bewegt sich durch ein Magnetfeld und erfa¨hrt eine Ablenkung.
Die resultierende Bewegung nutzen wir als Anschauung und Motivation Magnetfelder in einem
allgemeineren Kontext einzufu¨hren und die zugeho¨rige Bewegung zu untersuchen. Anschließend
folgt ein kleiner Exkurs in die Finsler-Geometrie, die eine Verallgemeinerung Riemannscher-
Geometrie darstellt. Nach einer kurzen Erla¨uterung der wesentlichen Begriffe und Eigenschaf-
ten definieren wir den Finsler-geoda¨tischen-Fluss und fu¨hren eine fu¨r unsere Zwecke zentrale
Finsler-Metrik ein. Sowohl der magnetische Fluss, als auch der Finsler-geoda¨tische-Fluss lassen
sich im Rahmen Lagrangescher-Mechanik beschreiben, und Trajektorien der Bewegung entspre-
chen jeweils Extremalen eines Variationsprinzips. Im letzten Abschnitt weisen wir dann nach, dass
der magnetische Fluss unter geeigneten Voraussetzungen als geoda¨tischer Fluss der eingefu¨hrten
Finsler-Metrik interpretiert werden kann.
3.1 Bewegung im Magnetfeld
In der Physik versteht man ein Magnetfeld als Vektorfeld im dreidimensionalen Raum, welches
u¨blicherweise mit ~B = ~B(x1, x2, x3) bezeichnet wird. Bewegt sich eine Punktladung in Abwe-
senheit eines elektrischen Feldes durch ein Magnetfeld, erfa¨hrt es eine Kraft, die senkrecht zur
Bewegungsrichtung steht - die sogenannte ”Lorentzkraft“. Sie vera¨ndert die Bewegungsrichtung
des Teilchens, ohne es zu beschleunigen. Die resultierende Ablenkung unterliegt der ”rechten
Hand“-Regel: Daumen, Zeige- und Mittelfinger werden senkrecht zueinander gehalten. Zeigt der
Daumen in Richtung des Magnetfeldes und der Zeigefinger in Bewegungsrichtung, gibt der Mit-
telfinger die Richtung der resultierenden Kraft und damit der Auslenkung an. Vernachla¨ssigt man
Maßeinheiten, ist die Lorentzkraft gegeben durch:
~FL = ~v × ~B
Das elementare Modell des magnetischen Billard, das wir spa¨ter untersuchen wollen, unterliegt
den folgenden Voraussetzungen: Eine Punktladung bewegt sich in der Ebene, welche senkrecht
von einem Magnetfeld durchstoßen wird. Die resultierende Lorentzkraft liegt daher ebenfalls in
der Ebene und lenkt das Teilchen, senkrecht zum Magnetfeld stehend, ab. Die sich ergebende
Bewegung des Teilchens liegt damit vollsta¨ndig in der Ebene.
Sei ~v der in der Ebene liegende Geschwindigkeitsvektor des Teilchens am Ort ~x und ~B das Ma-
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~B
R2
v
F
Abbildung 3.1: Bewegung im Magnetfeld
gnetfeld in ~x. Dann gilt:
~x =

x1
x2
0
 , ~v =

v1
v2
0
 , ~B =

0
0
B(x1, x2)

und
~FL =

v2 · B(x1, x2)
−v1 · B(x1, x2)
0

Von dieser physikalischen Motivation ausgehend, fu¨hren wir jetzt die auch in der Literatur ver-
wendeten Notationen ein und interpretieren anschließend den Begriff des Magnetfeldes in einem
allgemeineren Kontext. Dabei verwenden wir, wie im vorherigen Kapitel, die allgemein u¨blichen
Buchstaben, selbst wenn sie nicht einer intuitiven Wahl entsprechen (”The rather ugly choice of
the letters q = (q1, q2, · · · , qn) is dictated by tradition“ [35]). Im Folgenden beschreiben wir die
Bewegung des Teilchens durch den Ort q, die Geschwindigkeit q˙ und die ablenkende Kraft q¨ zur
Zeit t. Da die Bewegung in der Ebene stattfindet, genu¨gt es diese Ausdru¨cke als zweidimensionale
Elemente aufzufassen. Fu¨hren wir die Matrix
T =
 0 1−1 0

ein, ergibt sich aus obiger Formel der Lorentzkraft:
q¨ = B(q) Tq˙ =
 0 1−1 0

B(q) q˙1B(q) q˙2
 =
 q˙2 B(q)−q˙1 B(q)

Man beachte insbesondere, dass die erste Koordinate der Kraft von der zweiten Koordinate der
Geschwindigkeit abha¨ngt, sowie die zweite Koordinate der Kraft von der ersten der Geschwindig-
keit. Dieser Umstand ist der Tatsache geschuldet, dass die Kraft senkrecht auf der Geschwindigkeit
25
3 Magnetfelder und Finsler-Geometrie
steht. Besonders hervorgehoben wird dieser Aspekt, weil diese ”Drehung“ in den Koordinaten we-
sentliche Eigenschaft der Bewegung im Magnetfeld ist und bei der Beschreibung von Magnetfel-
dern in verallgemeinerter Form namensgebend auftaucht. Magnetfelder lassen sich, wie wir noch
sehen werden, durch eine ”gedrehte Struktur“ auf dem Kotangentialbu¨ndel interpretieren.
Bemerkung 3.1.1 Fu¨r ein positives Magnetfeld, d.h. B(q) > 0 erfa¨hrt das Teilchen eine Ablen-
kung im Uhrzeigersinn. Dies steht scheinbar im Gegensatz zur klassischen Definition aus der
Physik. Tatsa¨chlich geht dies aber lediglich auf die Vernachla¨ssigung von Maßeinheiten zuru¨ck.
Im Standardbeispiel der Physik - die Bewegung eines Elektrons im Magnetfeld - geht bei der Be-
rechnung der Lorentzkraft die Ladung des Teilchens ein. Diese ist in diesem Fall negativ, so dass
ein Elektron von einem positiven Magnetfeld in mathematisch positive Richtung abgelenkt wird.
In der Literatur wird dieser Aspekt nicht einheitlich behandelt. So wird die Matrix T z.B. in [44]
mit gedrehten Vorzeichen gewa¨hlt, so dass hier fu¨r positive Felder trotz fehlender Einheiten eine
Ablenkung nach links stattfindet. Wir wa¨hlen T klassisch und sagen, fu¨r negative Felder erhalten
wir eine mathematisch positive Ablenkung.
Unabha¨ngig von der Wahl des Vorzeichens ist aber, dass eine Bahn im Magnetfeld nicht reversibel
ist. Hat sich ein Teilchen von einem Punkt q1 nach q2 bewegt und dabei eine Ablenkung im Uhr-
zeigersinn erfahren und man startet nun ru¨ckwa¨rtig von q2 ausgehend, erfa¨hrt das Teilchen erneut
eine Ablenkung im Uhrzeigersinn. Um auf der urspru¨nglichen Bahn zuru¨ckzulaufen, mu¨sste man
in jedem Punkt das Magnetfeld umkehren.
Wir haben gerade gesehen, dass die Bewegung im Magnetfeld einer Differentialgleichung zweiter
Ordnung genu¨gt. Wir u¨berfu¨hren diese jetzt in ein System erster Ordnung. Dazu seien
q˙ := v
v˙ := B(q) Tv
Dadurch verlagern wir die Bewegung in den Phasenraum TR2 - das Gleichungssystem beschreibt
ein Vektorfeld X =
(
q˙, v˙
)
auf TR2. Als na¨chstes soll die Bewegung im Magnetfeld in den Kontext
der Lagrangeschen und Hamiltonschen Mechanik eingebettet werden. Dazu stehen zwei Mo¨glich-
keiten zur Verfu¨gung: entweder wir wa¨hlen eine geeignete Lagrangefunktion zur Beschreibung
des Einflusses des Magnetfeldes auf die Bewegung, oder wir erreichen dies in der Hamiltonschen
Interpretation durch eine Anpassung der symplektischen Struktur (die ”twisted structure“) im Ko-
tangentialbu¨ndel. Wa¨hrend der zweite Zugang eine allgemeinere Definition eines Magnetfeldes
zula¨sst, erlaubt uns der erste einen Wechsel zwischen der Lagrangeschen- und Hamiltonschen Be-
trachtung durch die Legendre-Transformation. In der Literatur finden sich zahlreiche Arbeiten, die
den Zugang in knapper Form erla¨utern (vgl. z.B. [41], [9], [18], [33] oder [12] neben vielen ande-
ren). Wir starten mit einer expliziten Ausfu¨hrung und erla¨utern dabei auch, wie sich die allgemeine
Definition in das physikalische Modell der urspru¨nglichen Motivation u¨bersetzt. Im Folgenden sei
M eine n-dimensionale glatte Mannigfaltigkeit.
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Definition 3.1.2 Sei β eine exakte 2-Form auf M, d.h. β = dα fu¨r eine 1-Form α.
Der von der Lagrangefunktion L : T M → R, gegeben durch
L(q, v) :=
1
2
|v|2 + αq(v)
erzeugte Euler-Lagrange-Fluss auf T M heißt magnetischer (Lagrangescher-) Fluss. Die Lagran-
gefunktion heißt auch magnetische Lagrangefunktion. Wie in 2.2.6 erla¨utert wurde, ist der Fluss
unabha¨ngig von der Wahl von α.
Man beachte, dass | . | stets bzgl. der Riemannschen Metrik von M zu verstehen ist, d.h. insbeson-
dere, dass |v| der Kurznotation von |v|q entspricht.
Bemerkung 3.1.3 Eine Lagrange-Funktion ist symmetrisch, wenn gilt, dass
L(q, v) = L(q,−v)
fu¨r alle (q, v) ∈ T M. Fu¨r den zugeho¨rigen Fluss bedeutet Symmetrie, dass eine ru¨ckwa¨rts durch-
laufene Trajektorie des Flusses wieder eine Trajektorie des Flusses ist, denn:
ist γ : [a, b]→ M eine Trajektorie des Flusses, erfu¨llt γ die zugeho¨rigen Euler-Lagrange-Gleichun-
gen. Die Umkehrung der Orientierung liefert die Kurve γ˜ : [a, b]→ M mit γ˜(t) := γ(a + b− t) und
˙˜γ(t) = −γ˙(a + b− t). Ist die Lagrange-Funktion symmetrisch, lo¨st also auch γ˜ die Euler-Lagrange-
Gleichungen.
Offensichtlich ist die magnetische Lagrangefunktion i. a. nicht symmetrisch, denn ist α nicht Null,
gilt fu¨r αq , 0 in der Tat
L(q, v) , L(q,−v)
fu¨r v ∈ TqM mit αq(v) , 0. Ru¨ckwa¨rts durchlaufenen Trajektorien des Flusses sind dann i.a. keine
Trajektorien mehr. Sie sind Trajektorien der Lagrangefunktion
L(q, v) =
1
2
|v|2 − αq(v)
Dies entspricht einer Umkehrung des Magnetfeldes (vgl. auch Bemerkung 3.1.1).
Satz 3.1.4 Sei E : T M → R mit
E(q, v) :=
1
2
∣∣∣ v ∣∣∣2
die kinetische Energie(-funktion). Die kinetische Energie ist auf Trajektorien des magnetischen
Flusses konstant; d.h. insbesondere liegen Trajektorien des magnetischen Flusses auf Energiefla¨-
chen E−1(c), c > 0.
Der magnetische (Lagrangesche-) Fluss ist vollsta¨ndig, d.h. Trajektorien existieren fu¨r alle Zeiten.
Beweis In lokalen Koordinaten beschreibe 〈· , ·〉 das Skalarprodukt. Dann gilt αq(v) = 〈F(q), v〉mit
einem Vektorfeld F(q) = ( f1(q), . . . , fn(q))T . Sei γ : [a, b]→ M eine Trajektorie des magnetischen
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Flusses (bzw. pra¨ziser formuliert die Kurve c : [a, b] → T M mit c(t) = (γ(t), γ˙(t)) ). Die Euler-
Lagrange-Gleichungen liefern dann fu¨r k = 1, . . . , n:
d
dt
∂L(γ(t), γ˙(t))
∂vk
− ∂L(γ(t), γ˙(t))
∂qk
=
d
dt
(
γ˙k(t) + fk (γ(t))
)
−
(
∂ f1(γ(t))
∂qk
γ˙1(t) + · · · + ∂ fn(γ(t))
∂qk
γ˙n(t)
)
= γ¨k(t) +
(
∂ fk(γ(t))
∂q1
γ˙1(t) + · · · + ∂ fk(γ(t))
∂qn
γ˙n(t)
)
−
(
∂ f1(γ(t))
∂qk
γ˙1(t) + · · · + ∂ fn(γ(t))
∂qk
γ˙n(t)
)
= γ¨k(t) −
n∑
j=1
(
∂ f j(γ(t))
∂qk
− ∂ fk(γ(t))
∂q j
)
γ˙ j(t)
!
= 0
Wir setzen
Ak j :=
∂ f j
∂qk
− ∂ fk
∂q j
und erhalten so
γ¨k(t) =
n∑
j=1
Ak jγ˙ j(t)
Es gilt A j j = 0 und Ak j = −A jk fu¨r j, k,= 1, . . . , n.
Daher ist die Matrix A = A(q) :=
(
Ak j
)
k, j=1,...,n
schiefsymmetrisch. Aus den Euler-Lagrange-
Gleichungen folgt insgesamt
γ¨(t) = A
(
γ(t)
)
γ˙(t)
Lokal gilt dann fu¨r die kinetische Energie
dE
(
γ(t), γ˙(t)
)
dt
= 〈 γ˙(t) , γ¨(t) 〉
=
〈
γ˙(t) , A
(
γ(t)
)
γ˙(t)
〉
=
n∑
k=1
γ˙k(t) · n∑
j=1
Ak j(γ(t))γ˙ j(t)

=
n∑
k, j=1
Ak j
(
γ(t)
)
γ˙k(t) γ˙ j(t)
= 0
da A schiefsymmetrisch ist. Ist nun ein Anfangswert (γ0, γ˙0) gegeben, existiert lokal eine zu-
geho¨rige Trajektorie des magnetischen Flusses, d.h. es existieren a, b ∈ R und eine Lo¨sungskurve
γ : (a, b)→ T M mit γ(0) = γ0 und γ˙(0) = γ˙0. Fu¨r c := 12 |γ˙0|2 gilt dann
E
(
γ(t), γ˙(t)
)
= c ∀t ∈ (a, b)
und daher auch
|γ˙(t)| = √2c ∀t ∈ (a, b)
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Nun folgt aber auch
|γ(t)| ≤ |γ(0)| + (b − a)√2c ∀t ∈ (a, b)
und die Lo¨sungskurve la¨sst sich fu¨r alle Zeiten fortsetzen. 
Wir zeigen jetzt, dass der magnetisch Lagrangesche Fluss auf TR2 die physikalisch motivierte
Bewegung im Magnetfeld beschreibt.
Satz 3.1.5 Sei M zweidimensional, B : M → R eine glatte Funktion und
ΩB := B(q)dq1 ∧ dq2 = dα
fu¨r eine 1-Form α auf M. Dann entspricht der zugeho¨rige magnetische Fluss dem Fluss des Vek-
torfeldes auf T M mit der lokalen Gestalt X =
(
v , B(q) Tv
)
.
Beweis Sei α eine 1-Form auf M. Dann besitzt α die Darstellung
αq = f1(q)dq1 + f2(q)dq2
mit Funktionen f1, f2 : M → R. Es soll gelten, dass ΩB = dα.
Seien also v,w ∈ TqM. Dann gilt
(ΩB)q(v,w) = B(q)
(
v1w2 − v2w1)
und auf der anderen Seite nach kurzer Rechnung
dαq(v,w) = v1
((
∂ f2(q)
∂q1
− ∂ f1(q)
∂q2
)
w2
)
− v2
((
∂ f2(q)
∂q1
− ∂ f1(q)
∂q2
)
w1
)
Aus ΩB = dα folgt daher
B(q) =
∂ f2(q)
∂q1
− ∂ f1(q)
∂q2
Wir setzen dies in die Euler-Lagrange-Gleichungen der magnetischen Lagrangefunktion ein, ver-
wenden die Gleichung q˙ = v und erhalten damit
d
dt
∂L(q, v)
∂v1
− ∂L(q, v)
∂q1
=
d
dt
(
v1 + f1(q)
)
− ∂ f1(q)
∂q1
v1 − ∂ f2(q)
∂q1
v2
= v˙1 +
∂ f1(q)
∂q1
q˙1 +
∂ f1(q)
∂q2
q˙2 − ∂ f1(q)
∂q1
v1 − ∂ f2(q)
∂q1
v2
= v˙1 − B(q)v2
Genauso rechnet man nach, dass
d
dt
∂L(q, v)
∂v2
− ∂L(q, v)
∂q2
= v˙2 + B(q)v1
Mit v = q˙ folgt also insgesamt
d
dt
∂L(q, v)
∂v
− ∂L(q, v)
∂q
= 0 ⇐⇒ v˙ = B(q)Tv
und damit die Aussage. 
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Insbesondere sind Trajektorien dieses Euler-Lagrange-Flusses damit Lo¨sungskurven der eingangs
hergeleiteten Differentialgleichung zur Beschreibung der Bewegung im Magnetfeld.
Die magnetische Lagrangefunktion ist faserweise strikt konvex und superlinear. Mittels der Legen-
dre-Transformation la¨sst sich der Fluss auf dem Tangentialbu¨ndel ins Kotangentialbu¨ndel u¨bertra-
gen und wir erhalten eine Hamiltonsche Interpretation der Bewegung im Magnetfeld.
Lemma 3.1.6 Sei L eine magnetische Lagrangefunktion. Dann ist die zugeho¨rige Hamiltonfunk-
tion gegeben durch
H(q, p) =
1
2
∣∣∣p − α∣∣∣2
Beweis In lokalen Koordinaten gilt
∂L
∂v
= v + F
mit einem Vektorfeld F = F(q) =
(
f1(q) · · · fn(q))T , wobei die Interpretation von ∂L∂v als Funktional
bzgl. des Skalarprodukts zu verstehen ist. Nach Definition 2.2.8 ist die Hamiltonfunktion gegeben
durch
H(q, p) = p(v) − L(q, v)
∣∣∣∣
p= ∂L∂v
= 〈 v + F(q) , v 〉 − 1
2
∣∣∣ v ∣∣∣2 − 〈 F(q) , v 〉
=
1
2
∣∣∣ v ∣∣∣2
=
1
2
∣∣∣ p − F(q) ∣∣∣
und es folgt die Behauptung. 
Hervorzuheben ist, dass wir dadurch die Bewegung im Magnetfeld als Hamiltonschen Fluss bzgl.
der kanonischen symplektischen Form auf dem Kotangentialbu¨ndel beschreiben ko¨nnen. Entspre-
chend sind die zugeho¨rigen Hamiltonschen-Bewegungsgleichungen in klassischer Form gegeben,
d.h. es gilt q˙ = ∂H∂p und p˙ = −∂H∂q bzgl. der oben angegebenen Hamiltonfunktion. Wir untersuchen
jetzt den Zugang u¨ber die gedrehte Form auf T ∗M.
Definition 3.1.7 Sei ΩB eine geschlossene 2-Form auf M, pi : T ∗M → M die kanonische Projek-
tion und ω0 die Standardform auf T ∗M. Dann heißt
ωB := ω0 + pi∗ΩB
gedrehte Form auf T ∗M und
(
T ∗M, ωB
)
gedrehtes Kotangentialbu¨ndel.
Ist ΩB eine exakte Form, d.h. ΩB = dα fu¨r eine 1-Form α auf M, heißt α Vektorpotential des von
ΩB induzierten Magnetfeldes.
Die gedrehte Struktur la¨sst sich auch fu¨r nicht exakte Formen einfu¨hren und mit dieser anschlie-
ßend ein ”Magnetfeld“ in einer allgemeineren Form, als dies der Lagrangesche-Zugang ermo¨glicht.
Wir beschra¨nken uns an dieser Stelle aber auf den exakten Fall und weisen nach, dass dann beide
Zuga¨nge denselben Fluss beschreiben. Der allgemeinere Fall wird anschließend in knapper Form
erla¨utert.
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Lemma 3.1.8 Es sei ΩB eine exakte 2-Form auf M mit Vektorpotential α. Dann ist ωB eine sym-
plektische Form auf T ∗M.
Beweis Zuna¨chst untersuchen wir die lokale Gestalt von pi∗ΩB. Die 1-Form α ist darstellbar durch
αq =
n∑
k=1
fk(q)dqk mit glatten Funktionen f1, . . . , fn : M → R. Dann gilt weiter
dα =
n∑
k=1
( n∑
l=1
∂ fk
∂ql
dql
)
∧ dqk =
∑
l<k
k,l∈{1,...,n}
( ∂ fk
∂ql
− ∂ fl
∂qk
)
dql ∧ dqk
Wir setzen Alk :=
∂ fk
∂ql
− ∂ fl∂qk und F :=
(
Alk
)
l,k=1,...,n
(die Wahl des Vorzeichens von Alk wirkt an
dieser Stelle willku¨rlich, ist aber durch das konkrete Beispiel 3.1.11 motiviert). Offensichtlich gilt
Alk = −Akl und All = 0 fu¨r l, k = 1, . . . , n. Seien jetzt (q, p) ∈ T ∗M und v,w ∈ T(q,p)T ∗M. Nach
kurzer Rechnung ergibt sich fu¨r pi∗ΩB die Gestalt
(
pi∗ΩB
)
(q,p)
(
v,w
)
= −
〈  F 00 0
 v,w 〉
Daher gilt lokal
ωB|(q,p)(v,w) = ω0|(q,p)(v,w) + (pi∗ΩB)(q,p)(v,w)
= 〈 Jv,w 〉 −
〈  F 00 0
 v,w 〉
=
〈 −F 1−1 0
 v,w 〉
Das Skalarprodukt ist nicht-entartet. Aus ωB(v,w) = 0 fu¨r alle w ∈ T(q,p)T ∗M folgt daher
D v :=
−F 1−1 0
 v = 0
Da die Matrix D vollen Rang hat, besitzt die Gleichung Dv = 0 nur die Lo¨sung v = 0 und es folgt,
dass ωB nicht-entartet ist.
Nach Voraussetzung gilt dΩB = 0 und daher
dωB = d
(
ω0 + pi
∗ΩB
)
= ddλ + pi∗dΩB = 0
Also ist ωB geschlossen und es folgt die Behauptung. 
Satz 3.1.9 Sei ΩB eine exakte 2-Form auf M, ωB die zugeho¨rige gedrehte Form auf T ∗M und α
ein Vektorpotential von ΩB. Dann entspricht der magnetische Fluss auf T ∗M dem Hamiltonschen
Fluss zur Hamiltonfunktion H : T ∗M → R, gegeben durch
H(q, p) :=
1
2
∣∣∣ p ∣∣∣2
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bzgl. der gedrehten Form ωB. Insbesondere ist die Abbildung ϕ :
(
T ∗M, ωB
) → (T ∗M, ω0), defi-
niert durch
ϕ
(
q, p
)
:=
(
q, p + α
)
ein Symplektomorphismus.
Beweis Der magnetische Fluss ist der Hamiltonsche Fluss der Hamiltonfunktion F(q, p) = 12 |p −
α |2 bzgl. der symplektischen Form ω0. Wir verwenden Satz 2.1.18.
Ist ϕ ein Symplektomorphismus, so ist das Vektorfeld XF = ϕ∗XH das Hamiltonsche Vektorfeld
zur Hamiltonfunktion F = H ◦ ϕ−1. Daher folgt
H(q, p) =
(
F ◦ ϕ)(q, p) = F(q, p + α) = 1
2
∣∣∣p + α − α∣∣∣2 = 1
2
∣∣∣ p ∣∣∣2
und damit die Aussage.
Es bleibt also zu zeigen, dass ϕ symplektisch ist; d.h zu zeigen ist ϕ∗ω0 = ωB.
Die kanonische Form ist durch die Liouville-Form λ gegeben. Es gilt ω0 = dλ. Wir zeigen, dass
ϕ∗λ = λ + pi∗α, denn dann folgt
ϕ∗ω0 = ϕ∗dλ = d
(
ϕ∗λ
)
= d
(
λ + pi∗α
)
= ω0 + pi
∗dα = ωB
Seien also (q, p) ∈ T ∗M und v ∈ T(q,p)T ∗M. Wir erinnern uns an die Eigenschaften der Liouville-
Form (vgl. die Beschreibung des Kotangentialbu¨ndels in Beispiel 2.1.10). Man rechnet nach, dass
ϕ∗λ(q,p)(v) = λϕ(q,p)
(
dϕ(q, p)(v)
)
= λ(q,p+α)
(
dϕ(q, p)(v)
)
= (p + α)q
(
d
(
pi ◦ ϕ)(q, p)(v) )
= (p + α)q
(
dpi(q, p)(v)
)
= λ(q,p)(v) + αpi(q,p)
(
dpi(q, p)(v)
)
= λ(q,p)(v) + pi∗α(q,p)(v)
und es folgt die Behauptung. 
Ist eine exakte 2-Form ΩB gegeben, stimmen die Beschreibungen u¨ber die magnetische Lagran-
gefunktion und die gedrehte Form auf dem Tangentialbu¨ndel u¨berein. Man beachte, dass der La-
grangesche Zugang die Existenz eines Vektorpotentials explizit voraussetzt. Ist die 2-Form ΩB
lediglich geschlossen, aber nicht exakt, bleibt die Lagrangesche Beschreibung der Bewegung ver-
schlossen. U¨ber die gedrehte Struktur ist es aber trotzdem mo¨glich die ”Bewegung im Magnetfeld“
einzufu¨hren und diese auch auf dem Tangentialbu¨ndel zu beschreiben. Dies soll an dieser Stelle
in aller Ku¨rze erwa¨hnt, aber nicht weiter vertieft werden. Fu¨r weitere Informationen vgl. man z.B.
[12].
Bemerkung 3.1.10 Den Einfluss von pi∗ΩB in der gedrehten Form auf den freien Fluss in T ∗M
interpretiert man als die Wirkung eines ”Magnetfeldes“. Die gedrehte Form ist auch fu¨r geschlos-
sene, nicht exakte ΩB eine symplektische Form auf T ∗M. Den Hamiltonschen Fluss der Funktion
32
3 Magnetfelder und Finsler-Geometrie
H(q, p) = 12 |p|2 bzgl. ωB bezeichnet man dann als magnetischen (Hamiltonschen-) Fluss auf T ∗M.
Im Gegensatz zum exakten Fall la¨sst sich dieser aber nicht durch die Legendre-Transformation
zur magnetischen Lagrangefunktion auf das Tangentialbu¨ndel u¨bertragen. Dennoch la¨sst sich der
magnetische Fluss weiterhin auch auf dem Tangentialbu¨ndel beschreiben. U¨ber die Riemannsche-
Metrik g auf M zieht man die Standardform ω0 des Kotangentialbu¨ndels auf das Tangentialbu¨ndel
zuru¨ck, d.h. man betrachtet die Abbildung h : T M → T ∗M, gegeben durch
h(q, v) =
(
q, gq(v, ·))
definiert damit ω˜0 auf T M durch
ω˜0 := h∗ω0
und erha¨lt eine symplektische Struktur auf T M (die explizit von der Wahl von g abha¨ngt). Mittels
der kanonischen Projektion pi : T M → M la¨sst sich durch
ω˜B := ω˜0 + pi∗ΩB
eine gedrehte Struktur auf dem Tangentialbu¨ndel einfu¨hren. Der magnetische Fluss auf T M ist der
Hamiltonsche Fluss der Hamiltonfunktion H(q, v) = 12 |v|2 bzgl. ω˜B.
Wir wollen abschließend, im zweidimensionalen Fall, das konkrete Beispiel einer gedrehten Form
auf T ∗M und den zugeho¨rigen Fluss untersuchen.
Beispiel 3.1.11 Sei M zweidimensional, B : M → R eine glatte Funktion und ΩB := B(q)dq1 ∧
dq2. Dann ist ΩB wegen
d (B(q) dq1 ∧ dq2) =
(
∂B(q)
∂q1
dq1 +
∂B(q)
∂q2
dq2
)
∧ dq1 ∧ dq2 = 0
eine geschlossene Form auf M. Sei nun ωB = ω0 + pi∗ (B(q)dq1 ∧ dq2) die zugeho¨rige gedrehte
Form auf T ∗M. Wir wollen das zur Funktion H(q, p) = 12 |p |2 geho¨rige Hamiltonsche Vektorfeld
explizit bestimmen und erinnern uns, dass Hamiltonsche Vektorfelder durch die Gleichung
ιXω = ω
(
X , ·
)
= −dH
gegeben sind. Fu¨r (q, p) ∈ T ∗M und X,w ∈ T(q,p)T ∗M gilt
ωB|(q,p)( X,w) = ω0( X,w) + pi∗ (B(q) dq1 ∧ dq2) ( X,w)
= 〈 J X ,w 〉 −
〈
B(q)
 T 00 0
 X , w 〉
=
〈

0 −B(q) 1 0
B(q) 0 0 1
−1 0 0 0
0 −1 0 0

X , w
〉
=
(
− B(q)x2 + x3
)
w1 +
(
B(q)x1 + x4
)
w2 − x1w3 − x2w4
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Gleichzeitig gilt aber auch
−dH(q, p)(w) = −p dp(w) = −p1w3 − p2w4
Das Skalarprodukt ist nicht-entartet. Also ist X das zu H geho¨rende Hamiltonsche Vektorfeld,
wenn folgendes Gleichungssystem erfu¨llt ist:
x1 = p1
x2 = p2
x3 = B(q)x2 = B(q)p2
x4 = −B(q)x1 = −B(q)p1
Daher erfu¨llt jede Lo¨sungskurve des zugeho¨rigen Flusses lokal die Gleichungen
q˙ = p
p˙ = B(q)T p
Dieses Gleichungssystem entspricht genau dem des Vektorfeldes, das wir eingangs in der physika-
lischen Motivation zur Bewegung im Magnetfeld hergeleitet hatten - im Gegensatz zum dortigen
allerdings auf dem Kotangentialbu¨ndel statt auf dem Tangentialbu¨ndel. Da eine Hamiltonfunktion
ein Integral der Bewegung ist (vgl. Satz 2.1.19), folgt also auch hier die Energieerhaltung bzw. die
Erhaltung der kinetischen Energie (auf dem Kotangentialbu¨ndel) und daher die Vollsta¨ndigkeit des
Flusses.
3.2 Finsler-Geometrie
Finsler-Geometrie stellt eine Verallgemeinerung der Riemannschen-Geometrie dar und ist ein
großes eigensta¨ndiges Gebiet der Forschung geworden. Im Gegensatz zu einer Riemannschen-
Mannigfaltigkeit besitzt eine Finsler-Mannigfaltigkeit auf den Tangentialra¨umen kein Skalarpro-
dukt, sondern nur eine Minkowski-Norm, bei der insbesondere die Homogenita¨t einer Norm i.a.
nur in eingeschra¨nkter Form gegeben ist. Durch die induzierte Norm einer Riemannschen-Metrik
ist jede Riemannsche-Mannigfaltigkeit auch eine Finsler-Mannigfaltigkeit. Die gegebene Struktur
einer Finsler-Mannigfaltigkeit erlaubt es einen Abstandsbegriff und damit auch eine Metrik auf
der Mannigfaltigkeit einzufu¨hren. Die eingeschra¨nkte Homogenita¨t fu¨hrt dabei i.a. aber dazu, dass
Symmetrie verloren geht. So kann sich der Abstand von einem Punkt A zu B auf der Mannigfaltig-
keit von dem von B zu A unterscheiden. Man spricht dann von nicht-reversiblen Finsler-Metriken.
Als anschauliche Erla¨uterung fu¨r Finsler-Geometrie wird in [43] Lichtausbreitung in einem inho-
mogenen anisotropen Medium genannt. Die Geschwindigkeit mit der sich Licht ausbreitet, ha¨ngt
dann sowohl vom Ort als auch der Richtung ab. Diese Anschauung la¨sst einen an Huygens Prin-
zip denken und so wundert es nicht, dass man bei der Beschreibung von Finsler-Geometrie auf
die Formulierung von Wellenfronten sto¨ßt, die in den Bereich der Kontakt-Geometrie weiterfu¨hrt
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(z.B. [20], [43] oder [26] ). Daru¨ber hinaus geho¨rt Finsler-Geometrie zum Bereich der konvexen
Geometrie und ist mit Variationsrechnung und symplektischer Geometrie verknu¨pft. Viele Be-
griffe der Riemannschen-Geometrie wie Geoda¨ten, Zusammenhang, kovariante Ableitungen und
Kru¨mmung lassen sich verallgemeinern und ebenfalls in der Finsler-Geometrie einfu¨hren. Einen
U¨berblick u¨ber Resultate und einige offene Fragen der Finsler-Geometrie bietet [27] (aus dem Jahr
2006). Einfu¨hrungen und weitere Einblicke erha¨lt man z.B. in [38], [37], [15] oder [28] neben vie-
len anderen.
Fu¨r unsere Absichten ist eine umfassende Einarbeitung in die Materie nicht erforderlich. Neben
der elementaren Definition genu¨gt es den Finsler-geoda¨tischen-Fluss einzufu¨hren und die Ver-
bindung zu Variationsprinzipien herauszustellen. Dies soll an dieser Stelle erfolgen, so dass im
Anschluss der magnetische Fluss (unter geeigneten Bedingungen) auch als Finsler-geoda¨tischer-
Fluss interpretiert werden kann. Wir starten mit der Definition und einer Aufza¨hlung wesentlicher
Eigenschaften der Minkowski-Norm, die danach die Grundlage fu¨r die Beschreibung von Finsler-
Metriken sein werden. Fu¨r vollsta¨ndige Ausarbeitungen und weiterfu¨hrende Informationen ver-
gleiche man die angegebene Literatur.
Definition 3.2.1 Sei V ein endlich-dimensionaler Vektorraum und F : V → [0,∞) eine Funktion,
so dass gilt:
• F ist glatt auf V \ {0}
• F ist homogen vom Grad 1, d.h.
F(σv) = σF(v) ∀ v ∈ V, σ > 0
• Fu¨r ρ := F2/2 und jedes v ∈ V mit v , 0 ist die Bilinearform gv : V × V → R, gegeben durch
gv(u,w) :=
∂2ρ(v + su + tw)
∂s∂t
∣∣∣∣∣∣
s=t=0
fu¨r alle u,w ∈ V positiv definit.
Die Funktion F heißt dann Minkowski-Norm auf V . Die letzte Bedingung wird als Legendre-
Bedingung bezeichnet.
Eine Minkowski-Norm F ist stetig auf V und erfu¨llt die Dreiecksungleichung, d.h.
F(v + w) ≤ F(v) + F(w) ∀ v,w ∈ V
mit Gleichheit, genau dann wenn w = cv fu¨r ein c ≥ 0.
Die Einheitsspha¨re
BF :=
{
v ∈ V : F(v) = 1
}
heißt Indikatrix. Die Einheitskugel ist kompakt und strikt konvex.
Fu¨r v ∈ V, v , 0 und u,w ∈ V ergibt sich unter Verwendung der Kettenregel fu¨r gv(u,w) die
Darstellung
gv(u,w) =
n∑
i, j=1
∂2ρ(v)
∂vi∂v j
uiw j
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Ferner ergibt sich mit Hilfe der Kettenregel und der Homogenita¨t von F nach kurzer Rechnung,
dass
• gσv(u,w) = gv(u,w) ∀σ > 0
• gv(v, u) =
n∑
i=1
∂ρ(v)
∂vi
ui =
∂ρ(v + tu)
∂t
∣∣∣∣∣∣
t=0
• gv(v, v) = 2ρ(v) = F2(v)
Identifiziert man den Tangentialraum TvBF fu¨r v ∈ BF durch die Hyperebene
Wv :=
{
w ∈ V : gv(v,w) = 0
}
ist V darstellbar als
V = R · v ⊕Wv
Fu¨r v , 0 gilt die Cauchy-Schwarzsche Ungleichung
gv(v,w) ≤ F(v)F(w), ∀w ∈ V
mit Gleichheit genau dann, wenn w = cv fu¨r ein c ≥ 0.
Zu einer gegebenen Minkowski-Norm ist die (Minkowski-) Legendre-Transformation die Abbil-
dung ` : V → V∗, die definiert ist durch
`(v) := gv
(
v , · )
fu¨r v ∈ V mit v , 0 und `(0) := 0.
Die Legendre-Transformation ist ein Diffeomorphismus von V \{0} auf V∗\{0}. Unter Verwendung
obiger Darstellung ergibt sich fu¨r die Legendre-Transformation fu¨r v ∈ V, v , 0 und u ∈ V
`(v)(u) =
n∑
i=1
∂ρ(v)
∂vi
ui
und in Kurznotation
`(v) =
∂ρ(v)
∂v
Fu¨r eine Minkowski-Norm F ist die duale Minkowski-Norm gegeben als das Funktional F∗ : V∗ →
R mit
F∗(µ) := max
{
µ(v) : v ∈ BF
}
Die Legendre-Transformation liefert eine wichtige Verbindung zwischen der Minkowski-Norm
und der dualen Norm. Fu¨r alle v ∈ V gilt
F(v) = F∗
(
`(v)
)
und es la¨sst sich damit zeigen, dass F∗ wieder eine Minkowski-Norm auf V∗ ist. Insbesondere gilt
fu¨r jeden Vektor v ∈ BF daher
1 = F(v) = F∗
(
`(v)
)
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Also bildet die Legendre-Transformation die Einheitsspha¨re BF auf die Einheitsspha¨re
BF∗ :=
{
µ ∈ V∗ : F∗(µ) = 1
}
ab. Die Einheitsspha¨re BF∗ wird auch Figuratrix genannt.
Eine Finsler-Metrik ist eine Abbildung auf einer Mannigfaltigkeit, die jedem Punkt der Mannig-
faltigkeit mit differenzierbarer Abha¨ngigkeit eine Minkowski-Norm auf dem Tangentialraum zu-
ordnet. Die Aussagen u¨ber Minkowski-Normen lassen sich daher punktweise u¨bertragen. Zudem
erha¨lt man eine metrische Struktur auf der Mannigfaltigkeit sowie einen geoda¨tischen Fluss, den
man durch ein Variationsprinzip beschreiben kann.
Definition 3.2.2 Sei M eine glatte n-dimensionale Mannigfaltigkeit und F : T M → [0,∞) eine
Funktion, so dass gilt:
• F ist glatt auf T M \ {0}
• fu¨r jedes q ∈ M ist die Abbildung Fq := F
∣∣∣
Tq M
eine Minkowski-Norm
Dann ist F eine Finsler-Metrik auf M. Die Funktion F wird auch als (Finsler-) Lagrangefunktion
bezeichnet. Gilt Fq(−v) = Fq(v) fu¨r jedes v ∈ TqM und jedes q ∈ M, ist die Finsler-Metrik F
reversibel. Die Indikatrix BF(q) im Punkt q ∈ M ist im Falle einer reversiblen Finsler-Metrik
zentralsymmetrisch. Man beachte, dass die Homogenita¨t der Minkowski-Norm je nach Autor und
Artikel unterschiedlich gefordert wird. So sind im Gegensatz zur obigen Definition z.B. in [28],
[27] Finsler-Metriken per definitionem reversibel.
Fu¨r q ∈ M bezeichne `q die Minkowski-Legendre-Transformation `q : TqM → T ∗q M. Dann bildet
die Familie ` :=
{
`q
}
q∈M von Legendre-Transformationen einen Diffeomorphismus - die Finsler-
Legendre-Transformation
` : T M \ {0} −→ T ∗M \ {0}
Man beachte dabei insbesondere, dass (q, v) ∈ T M mit v , 0 unter ` auf
`
(
q, v
)
=
(
q, `q(v)
)
=
(
q ,
1
2
∂F2(q, v)
∂v
)
=
(
q ,
∂ρ(q, v)
∂v
)
abgebildet wird und erinnere sich an die Erla¨uterungen zur Legendre-Transformation im Rahmen
der Lagrangeschen-Mechanik (vgl. Definition 2.2.8). Wenn man wollte, ko¨nnte man in diesem
Kontext ∂ρ(q,v)∂v als ”Finsler-Impuls“ bezeichnen.
Fu¨r q ∈ M bezeichne F∗q die zur Fq duale Minkowski-Norm und F∗ : T ∗M → R die Funktion, die
durch
F∗(q, µ) :=
(
q , F∗q(µ)
)
gegeben ist. Dann gilt insbesondere
F∗
(
`(q, v)
)
= F∗
(
q, `q(v)
)
=
(
q , F∗q
(
`q(v)
) )
=
(
q, Fq(v)
)
= F(q, v)
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fu¨r alle (q, v) ∈ T M. Die Funktion F∗ wird als (Finsler-) Hamiltonfunktion bezeichnet. Sie besitzt
auch die Darstellung
F∗ = ρ ◦ `−1
Neben der ”Lagrangefunktion“ und der ”Legendre-Transformation“ ist dies eine weitere Bezeich-
nung, die bereits aus der klassischen Mechanik bekannt ist. Die Definition der Finsler-Hamil-
tonfunktion u¨ber die duale Struktur la¨sst den Bezug zur klassischen Mechanik nicht unmittelbar
erkennen. Betrachtet man die Funktion
h(q, p) :=
(
F∗(q, p)
)2
2
wird die Verbindung zur klassischen Mechanik aber schnell ersichtlich. Wir erinnern uns, dass
eine Minkowski-Norm die Gleichung
gv(v, v) =
n∑
i=1
∂ρ(v)
∂vi
vi = 2ρ(v)
erfu¨llt. Die Hamiltonfunktion der Funktion ρ ist im Kontext der klassischen Mechanik (vgl. Defi-
nition 2.2.8) durch
H(q, p) = p(v) − ρ(q, v)
∣∣∣∣
p= ∂ρ(q,v)∂v
= gv(v, v) − ρ(q, v)
= 2ρ(q, v) − ρ(q, v)
= ρ(q, v)
gegeben, und es folgt mit der Definition von ρ
H(q, p) =
1
2
F2(q, v)
Gleichzeitig gilt
1
2
F2(q, v) =
1
2
F2
(
q, `−1(p)
)
=
1
2
(F∗)2(q, p)
Also stimmt die Funktion h = (F∗)2)/2 mit der klassischen Hamiltonfunktion zur Lagrangefunktion
ρ u¨berein.
Eine Finsler-Metrik erlaubt es auch, Absta¨nde auf einer Mannigfaltigkeit anzugeben, da sich mit
ihr die La¨nge einer Kurve definieren la¨sst. Sei F eine Finsler-Metrik auf M und γ : [a, b] → M
eine (nicht konstante) glatte Kurve. Dann ist durch
ΛF(γ) :=
b∫
a
F
(
γ(t), γ˙(t)
)
dt
die Finsler-La¨nge der Kurve γ gegeben. Fu¨r zwei Punkte q1 und q2 auf M ist der zugeho¨rige
Abstand als das Infimum u¨ber alle Finsler-La¨ngen verbindender Kurven definiert, d.h.
dF(q1, q2) := inf
{
ΛF(γ)
∣∣∣ γ : [0, 1]→ M glatt mit γ(0) = q1, γ(1) = q2 }
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Die durch F induzierte Abbildung dF : M × M → R ist eine Metrik auf M.
Wie in der Riemannschen-Geometrie lassen sich in der Finsler-Geometrie Geoda¨ten einfu¨hren.
Diese entsprechen, wie in der Riemannschen-Geometrie, Lo¨sungen eines Variationsproblems (nach
[28] sind Finsler-Metriken genau diejenigen, bei denen dieser Zusammenhang besteht).
Eine Finsler-Geoda¨te ist eine Extremale von ΛF , d.h die Kurve γ ist eine Geoda¨te, wenn fu¨r jede
Variation von γ mit Variationskurven γs (vgl. Definition 2.2.2) gilt, dass
d
ds
ΛF
(
γs
) ∣∣∣∣
s=0
= 0
Finsler-Geoda¨ten erfu¨llen damit auch die Euler-Lagrange-Gleichungen.
Eine Kurve γ : [a, b]→ M heißt nach der (Finsler-) Bogenla¨nge parametrisiert, wenn
(
F ◦ γ)(t) = 1 ∀ t ∈ [a, b]
Da Fq fu¨r jedes q ∈ M homogen vom Grad eins ist, ist die Finsler-La¨nge einer Kurve unabha¨ngig
von der Parametrisierung. Insbesondere kann jede Kurve nach der Bogenla¨nge parametrisiert wer-
den.
Analog zur Riemannschen-Geometrie (vgl. z.B. [11]) ist eine Kurve γ : [a, b] → M genau dann
eine Extremale des Energie-Funktionals
EF(γ) :=
1
2
b∫
a
F2
(
γ(t), γ˙(t)
)
dt =
b∫
a
ρ
(
γ(t), γ˙(t)
)
dt
wenn γ eine nach der Bogenla¨nge parametrisierte Geoda¨te ist. Der zu ρ geho¨rige Euler-Lagrange-
Fluss heißt Finsler-geoda¨tischer-Fluss. Er ist konjugiert zum Hamiltonschen-Fluss der Hamilton-
funktion H = 12 (F
∗)2. Es la¨sst sich aber auch zeigen, dass eine Extremale von EF via Finsler-
Legendre-Transformation auf eine Integralkurve des Hamiltonschen-Vektorfeldes der Finsler-Ha-
miltonfunktion abgebildet wird, sowie sich andersrum eine Integralkurve des Hamiltonschen-
Vektorfeldes auf eine Extremale von ΛF zuru¨ckziehen la¨sst. (vgl. z.B. [15] oder [26], [28]).
Jede Riemannsche Mannigfaltigkeit ist, wie bereits erwa¨hnt, auch eine Finsler-Mannigfaltigkeit.
In der angegebenen Literatur werden weitere Beispiel erla¨utert und diskutiert. Von zentraler Be-
deutung ist fu¨r uns das konkrete Beispiel der Funktion
F(q, v) := | v | + αq(v)
mit einer 1-Form α auf M. Wir werden gleich zeigen, dass diese Funktion, unter einer Bedin-
gung an α, eine Finsler-Metrik ist. Die Betrachtung dieser Funktion erscheint an dieser Stelle
vielleicht zuna¨chst unmotiviert. Wir werden dieser Funktion aber im weiteren Verlauf erneut be-
gegnen. Die Funktionsvorschrift erinnert an die magnetische Lagrangefunktion, und wie wir sehen
werden, erlaubt uns diese Funktion tatsa¨chlich die Interpretation eines magnetischen Flusses im
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Rahmen der Finsler-Geometrie. Bei der Einfu¨hrung magnetischer Billards wird die zugrunde-
liegende Mannigfaltigkeit zweidimensional sein. Wesentlich ist es fu¨r uns daher, nachzuweisen,
dass obige Funktion im zweidimensionalen Fall eine Finsler-Metrik ist. Der Nachweis ist hier
elementar ausfu¨hrbar. Allerdings gilt die angesprochene Verbindung zwischen der Bewegung im
Magnetfeld und Finsler-Geometrie auch allgemein, d.h. neben dem fu¨r uns essentiellen Fall auch
auf n-dimensionalen Mannigfaltigkeiten. Daher soll die Formulierung der Aussage auch in aller
Allgemeinheit erfolgen. Den ausfu¨hrlichen Nachweis der Definitheit im allgemeinen Fall kann
man z.B. [4] entnehmen .
Lemma 3.2.3 Sei M eine zweidimensionale Mannigfaltigkeit und ‖ · ‖ die Operatornorm, die fu¨r
q ∈ M durch die Norm auf TqM induziert wird. Ferner sei α eine 1-Form auf M mit ‖α ‖ < 1 und
F die Funktion F : T M → R, die durch
F(q, v) := | v | + αq(v)
gegeben ist. Dann ist F eine Finsler-Metrik auf M. Die Aussage gilt auch im n-dimensionalen Fall.
Beweis Sei q ∈ M. Dann ist Fq := F(q, · ) glatt auf TqM \ {0} und es gilt F(q, 0) = 0. Fu¨r jedes
v ∈ TqM mit v , 0 gilt wegen ‖α‖ < 1 die Ungleichung
|αq(v) | ≤ ‖αq‖ · | v | < | v |
Also ist Fq fu¨r jedes q ∈ M eine positive Funktion.
Fu¨r q ∈ M ist αq eine Linearform. Fu¨r jedes v ∈ TqM und σ > 0 ist daher die Gleichung
F(q, σv) = σ| v | + σαq(v) = σF(q, v)
erfu¨llt und Fq := F(q, · ) ist homogen vom Grad 1.
Fu¨r q ∈ M und v ∈ TqM mit v , 0 untersuchen wir die Definitheit der Bilinearform gv, die mit
ρq(v) := 12
(
F(q, v)
)2 fu¨r u,w ∈ TqM durch
gv(u,w) =
n∑
i, j=1
∂2ρq(v)
∂vi∂v j
uiw j
gegeben ist. Ist M zweidimensional, hat Fq lokal die Gestalt
Fq(v) = | v | + a1(q)v1 + a2(q)v2
Dann gilt fu¨r i = 1, 2 und v ∈ TqM mit v , 0
∂ρq(v)
∂vi
= Fq(v)
∂Fq(v)
∂vi
= Fq(v)
(
ai(q) +
vi
| v |
)
Wir setzen
f (i)q (v) :=
∂Fq(v)
∂vi
= ai(q) +
vi
| v |
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Damit berechnet man fu¨r i, j ∈ {1, 2}, i , j
∂2ρq(v)
∂v2i
=
(
ai(q) +
vi
| v |
)2
+ Fq(v)
(
1
| v | −
v2i
| v |3
)
=
(
f (i)q (v)
)2
+ Fq(v)
( | v |2 − v2i
| v |3
)
=
(
f (i)q (v)
)2
+
v2j
| v |3 Fq(v)
sowie die gemischten Ableitungen
∂2ρq(v)
∂vi∂v j
= f ( j)q (v) f
(i)
q (v) −
viv j
| v |3 Fq(v)
Die Hessematrix von ρq in q ∈ M lautet daher
Hessρq(v) =

(
f (1)q (v)
)2
+
v22
| v |3 Fq(v) f
(1)
q (v) f
(2)
q (v) − v1v2| v |3 Fq(v)
f (1)q (v) f
(2)
q (v) − v1v2| v |3 Fq(v)
(
f (2)q (v)
)2
+
v21
| v |3 Fq(v)

Aus der Analysis ist bekannt, dass die zur Hessematrix geho¨rende quadratische Form genau dann
positiv definit ist, wenn alle Hauptminoren echt positiv sind.
Sei v , 0. Fu¨r v2 , 0 folgt (
f (1)q (v)
)2
+
v22
| v |3 Fq(v) > 0
da Fq(v) > 0. Ist v2 = 0, gilt v1 , 0 und somit ist der erste Hauptminor auch in diesem Fall echt
positiv, da mit |a1(q)| < 1 folgt, dass
f (1)q (v) = a1(q) +
v1
| v | , 0
Also ist der erste Hauptminor positiv. Die Determinante der Hessematrix berechnet sich zu
det
(
Hessρq(v)
)
=
∣∣∣∣∣∣∣∣
(
f (1)q
)2
+
v22
| v |3 Fq f
(1)
q f
(2)
q − v1v2| v |3 Fq
f (1)q f
(2)
q − v1v2| v |3 Fq
(
f (2)q
)2
+
v21
| v |3 Fq
∣∣∣∣∣∣∣∣
=
((
f (1)q
)2
+
v22
| v |3 Fq
)((
f (2)q
)2
+
v21
| v |3 Fq
)
−
(
f (1)q f
(2)
q − v1v2| v |3 Fq
)2
=
(
f (1)q
)2(
f (2)q
)2
+
Fq
| v |3
((
f (1)q
)2
v21 +
(
f (2)q
)2
v22
)
+
v21v
2
2
| v |6 F
2
q
−
((
f (1)q f
(2)
q
)2 − 2 Fq| v |3 f (1)q f (2)q v1v2 + v
2
1v
2
2
| v |6 F
2
q
)
=
Fq
| v |3
((
f (1)q
)2
v21 +
(
f (2)q
)2
v22 + 2 f
(1)
q f
(2)
q v1v2
)
=
Fq
| v |3
(
f (1)q v1 + f
(2)
q v2
)2
=
Fq
| v |3
(
v1
(
a1 +
v1
| v |
)
+ v2
(
a2 +
v2
| v |
) )2
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=
Fq
| v |3
(
| v | + a1v1 + a2v2
)2
=
F3q
| v |3
und es folgt die positive Definitheit der Bilinearform. Insgesamt ist F somit eine Finsler-Metrik
auf M.
Die ersten Eigenschaften lassen sich im n-dimensionalen Fall wie zuvor zeigen. Durch die Funk-
tionsvorschrift von F und die Beschra¨nktheit von α genu¨gt F den Bedingungen einer Randers-
Metrik, die eine Beispielklasse von Finsler-Metriken darstellen. Den Nachweis der positiven De-
finitheit kann man daher z.B. [4] (S. 17f. und S. 287ff.) entnehmen. 
Bemerkung 3.2.4 Man beachte, dass die zuvor untersuchte Finsler-Metrik i.a. nicht reversibel ist.
Ist die 1-Form α von Null verschieden, gilt fu¨r αq , 0 in der Tat
F(q, v) , F(q,−v)
fu¨r v ∈ TqM mit αq(v) , 0.
3.3 Der magnetische Fluss als Finsler-geoda¨tischer Fluss
Im na¨chsten Schritt mo¨chten wir nachweisen, dass der zuvor eingefu¨hrte magnetische Fluss als
geoda¨tischer Fluss der untersuchten Finsler-Metrik interpretiert werden kann. Der Zusammen-
hang von Magnetfeldern und Finsler-Geometrie wird in [13] und [12] erla¨utert und z.B. in [14]
und [41] aufgegriffen, wobei dieser Zusammenhang im Kontext von Mane´s kritischem Wert und
der Frage nach geschlossenen Orbits magnetischer Flu¨sse auftaucht. In [44] findet sich diese Ver-
knu¨pfung im Rahmen magnetischer Billards. Das verbindende Element zwischen der eingefu¨hrten
Finsler-Metrik und der magnetischen Lagrangefunktion wird hier kurz und knapp als ”Maupertuis
principle“ bezeichnet. In der Physik ist dies ein ga¨ngiges Prinzip, wohingegen der Begriff in der
mathematischen Literatur nicht so gela¨ufig ist. Eine Erla¨uterung samt Motivation findet man aber
in [2] - allerdings nur fu¨r den kanonischen Fall. Da dieses Prinzip auch in allgemeinerer Form
gu¨ltig ist, soll es nun entsprechend pra¨sentiert werden.
Satz 3.3.1 Sei M eine 2n-dimensionale Mannigfaltigkeit mit exakter symplektischer Form ω =
dη und H : M → R eine Hamiltonfunktion. Ferner sei c ein regula¨rer Wert von H und S die
zugeho¨rige Energiefla¨che, d.h. S := H−1(c). Fu¨r eine Kurve γ auf S sei die Wirkung A gegeben
durch
A(γ) :=
∫
γ
η
Dann ist eine Kurve γ auf S genau dann eine Bahn des Hamiltonschen Flusses, wenn γ eine
Extremale von A mit festen Endpunkten ist.
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Beweis Wir beginnen in der gegebenen Situation mit dem Zugang, den Arnold in [2] als ”principle
of least action in phase space“ in knapper Form fu¨r das kanonische Beispiel erla¨utert. Dazu sei
V : [0, ε] × [a, b] → S eine Variation der Kurve γ mit festen Endpunkten und V(0, t) = γ(t),
γs(t) := V(s, t), sowie Variationsfeld X(t) := ∂V∂s (0, t). Es gilt X(a) = X(b) = 0. Wir betrachten die
Fla¨che V
(
[0, ε] × [a, b]). Unter Verwendung des Satzes von Stokes ergibt sich
A
(
γs
) − A(γ) = ∫
V
(
{ε}×[a,b]
) η −
∫
V
(
{0}×[a,b]
) η
=
∫
V
(
[0,ε]×[a,b]
) dη
=
∫
[0,ε]×[a,b]
V∗ω
und daher augenscheinlich
dA(γ)
(
X
)
=
b∫
a
ω
(
X(t), γ˙(t)
)
dt =
∫
γ
ιXω
Diese Aussage la¨sst sich mit dem in den Grundlagen eingefu¨hrten Formalismus explizit herleiten.
Dazu vergegenwa¨rtige man sich zuna¨chst die Einfu¨hrung von Variationen und Variationsargumen-
ten auf Seite 16f.
Sei V : [−ε, ε] × [a, b] → S eine Variation der Kurve γ mit Endpunkten Q1,Q2 ∈ S , d.h
V(0, t) = γ(t) und fu¨r jedes s ∈ [−ε, ε] ist γs(t) := Vs(t) = V(s, t) eine Kurve von Q1 nach
Q2. Durch ∂V∂s ist das Variationsfeld gegeben und Xs(t) :=
∂V(s,t)
∂s entspricht dem Variationsfeld
entlang der Kurve γs. Wir setzen X(t) := X0(t). Insbesondere gilt dann X(a) = X(b) = 0.
Fu¨r ein festes t ∈ (a, b) ist V(s, t) eine Kurve von γ−ε(t) u¨ber γ(t) nach γε(t) und Xs(t) der
(Geschwindigkeits-) Tangentialvektor dieser Kurve im Punkt V(s, t).
Fu¨r eine Kurve γ war ein ”Tangentialvektor“ (im Sinne des Variationsarguments) gegeben als das
Variationsfeld einer Variation von γ entlang γ. Fu¨r einen Tangentialvektor X mit zugeho¨riger Va-
riation V gilt
dA(γ)
(
X
)
=
d
ds
A(γs)
∣∣∣∣∣∣
s=0
=
d
ds
( b∫
a
V∗sη dt
) ∣∣∣∣∣∣
s=0
=
d
ds
( b∫
a
ηγs(t)
(
γ˙s(t)
)
dt
) ∣∣∣∣∣∣
s=0
Die Lie-Ableitung einer Form beschreibt die A¨nderung der Form in Richtung des vom Vektorfeld
erzeugten Flusses. Durch das Variationsfeld ist ein Vektorfeld auf V
(
[−ε, ε] × [a, b]
)
gegeben und
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die Kurven s 7→ Vs(t) sind gerade die zugeho¨rigen Flusslinien. Daher gilt fu¨r ein festes t ∈ (a, b):
d
ds
V∗sη
∣∣∣∣∣
s=0
= LX(t)η =
(
ιX(t)d + dιX(t)
)
η
und es folgt
dA(γ)
(
X
)
=
d
ds
( b∫
a
V∗sη dt
) ∣∣∣∣∣∣
s=0
=
b∫
a
dηγ(t)
(
X(t), γ˙(t)
)
+ d
(
ηγ(t)
(
X(t)
))(
γ˙(t)
)
dt
Wegen X(a) = X(b) = 0 erha¨lt man dann
dA(γ)
(
X
)
=
b∫
a
dηγ(t)
(
X(t), γ˙(t)
)
dt =
∫
γ
ιXω
und somit dieselbe Aussage wie eingangs erla¨utert wurde.
Mit diesem Ergebnis la¨sst sich schließlich die Aussage des Satzes zeigen. Fu¨r eine Extremale
Kurve gilt
dA(γ)
(
X
)
= 0
fu¨r alle Variationsfelder X entlang γ. Dies ist folglich genau dann der Fall wenn
ω
(
γ˙(t) , v
)
= 0 ∀v ∈ Tγ(t)S , ∀t ∈ [a, b]
Das bedeutet aber, dass γ eine Charakteristik des Hamiltonschen Flusses ist (vgl. S. 13) und es
folgt die Aussage. 
Neben der Bezeichnung dieses Variationsprinzips als das Prinzip von Maupertuis findet man
in [2] einen Verweis auf einen bemerkenswerten Ausspruch C.G.J. Jacobis in seinen Vorlesun-
gen u¨ber Dynamik in Ko¨nigsberg 1842 und 1843 ([22] S.44): ”Dieses Prinzip wird fast in allen
Lehrbu¨chern, auch in den besten, in denen von Poisson, Lagrange und Laplace, so dargestellt,
dass es nach meiner Ansicht nicht zu verstehen ist.“ Maupertuis ist der eigentliche Namensgeber
des Prinzips der kleinsten Wirkung, wobei die Namensgebung durch eine unpra¨zise U¨bersetzung
entstanden ist. ”Maupertuis wollte mit diesem Namen ausdru¨cken, dass die Natur ihre Wirkun-
gen mit dem kleinsten Kraftaufwand erreiche (...)“. Dies ist nicht damit zu verwechseln, dass
Extremale der Wirkung Minima darstellen mu¨ssten. Da das Funktional in der Variationsrechnung
den festen Begriff der ”Wirkung“ tra¨gt, ist heutzutage neben der klassischen Bezeichnung ”Prin-
zip der kleinsten Wirkung“ auch die Bezeichnung ”Prinzip der stationa¨ren Wirkung“ anzutreffen.
In der damaligen Epoche sind mehrere Variationsprinzipien entstanden, u.a. getragen von Euler,
Lagrange und Hamilton (und auch Leibniz). Lagrange z.B. sprach zuna¨chst durchaus von Mi-
nima des Funktionals - er hatte dabei ku¨rzeste Verbindungen vor Augen. Bei der Betrachtung
verschiedener Variationsprinzipien ist es wichtig, stets darauf zu achten, welche Grundannahme
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geta¨tigt wird, d.h. u.a. welche Kurven, bzw. pra¨ziser, Kurven welcher ”Art“, variiert werden. Dies
geht auch darauf zuru¨ck, dass zur damaligen Zeit in weiten Teilen Unklarheit u¨ber Wesenszu¨ge
natu¨rlicher Pha¨nomene vorherrschte. Fermat folgte der Annahme, Licht breite sich entlang von
Wegen mit ku¨rzester Zeit aus. Maupertuis betrachtete Kurven mit fester Energie, wohingegen im
Hamiltonschen Prinzip die Kurven feste Endzeitpunkte besitzen. Fu¨r einen Ausflug in damalige
Betrachtungsweisen und Ansa¨tze lohnt in der Tat ein Blick in [22].
Bemerkung 3.3.2 Mit einer analogen Rechnung la¨sst sich auch im Falle einer zeitabha¨ngigen Ha-
miltonfunktion zeigen, dass Lo¨sungskurven des Hamiltonschen Flusses genau die Extremalkurven
der Hamiltonschen Wirkung (vgl. auch Definition 2.2.8)
AH(γ) :=
b∫
a
η∗γ − H(t, γ(t)) dt
sind. Die Rechnung liefert dann
ω
(
v, γ˙(t)
)
− dH(t, γ(t)) v = 0
fu¨r alle v ∈ Tγ(t)S und damit
ω
(
γ˙(t), v
)
= −dH(t, γ(t)) v
fu¨r alle v ∈ Tγ(t)S , was der urspru¨nglichen Definition Hamiltonscher Vektorfelder entspricht (vgl.
Definition 2.1.14). Ist η die kanonische Form, d.h. die Liouville-Form, auf einem Kotangenti-
albu¨ndel, erfu¨llt ein Hamiltonsches Vektorfeld daher, wie auch in Lemma 2.2.10 erla¨utert, die
kanonischen Hamiltonschen Bewegungsgleichungen. Wir sehen, dass Lo¨sungskurven des Hamil-
tonschen Flusses auch im zeitabha¨ngigen Fall einem Variationsprinzip unterliegen.
Die Aussage des obigen Satzes ist eng mit der Aussage von Lemma 2.2.9 verwandt. Dort wurde
aber lediglich gefordert, dass die Variationskurven feste Endpunkte im Konfigurationsraum besit-
zen. Ist M ein Kotangentialbu¨ndel, und betrachtet man die Bewegung auf einer Energiefla¨che der
Hamiltonfunktion, la¨sst sich die Aussage von Satz 3.3.1 ebenfalls unter dieser Forderung zeigen.
Korollar 3.3.3 Seien die gleichen Voraussetzungen wie in Satz 3.3.1 gegeben und P1, P2 ⊂ S so,
dass η
∣∣∣
P1
= η
∣∣∣
P2
= 0. Dann ist eine Kurve γ auf S genau dann eine Bahn des Hamiltonschen
Flusses mit Endpunkten in P1 und P2, wenn γ eine Extremale von A mit Endpunkten in P1 und P2
ist.
Insbesondere ist fu¨r ein Kotangentialbu¨ndel M = T ∗P mit kanonischer Struktur, d.h. ω = dλ, eine
Kurve γ auf S genau dann eine Bahn des Hamiltonschen Flusses, wenn γ eine Extremale von A
mit Endpunkten in P ist.
Beweis Vergegenwa¨rtigt man sich die Ausfu¨hrung in Satz 3.3.1, stellt man fest, dass fu¨r die Aus-
sage
dA(γ)
(
X
)
=
∫
γ
ιXω
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erforderlich war, dass X(a) = X(b) = 0. Haben die Variationskurven auf S Endpunkte in P1 und
P2, gilt X(a) ∈ T P1 und X(b) ∈ T P2 und daher ηγ(a)(X(a)) = ηγ(b)(X(b)) = 0. 
In Lemma 2.2.9 war eine Konjugation des Lagrangeschen- und Hamiltonschen-Flusses durch die
Legendre-Transformation gegeben. Flusskurven im Kotangentialbu¨ndel entsprachen Extremalen
der Hamiltonschen-Wirkung und die symplektische Struktur war durch die Standardform gegeben
- insbesondere also durch die Liouville-Form. Als na¨chstes soll untersucht werden, welche Folge-
rungen Satz 3.3.1 fu¨r die Beschreibung der Bewegung im Magnetfeld liefert. Dafu¨r stehen wieder
zwei Zuga¨nge zur Verfu¨gung: zum einen u¨ber die magnetische-Lagrangefunktion und mit ihr der
Standardform auf T ∗M und zum anderen u¨ber die gedrehte Form auf T ∗M. Wir starten mit der
gedrehten Form:
Korollar 3.3.4 Sei ΩB eine exakte 2-Form auf einer Mannigfaltigkeit M mit Vektorpotential α und
ωB = ω0 + pi
∗ΩB die gedrehte Form auf T ∗M. Ferner sei fu¨r c > 0 die Energiefla¨che S := H−1(c)
der Hamiltonfunktion H(q, p) = 12 | p |2 gegeben.
Dann ist eine Kurve γ auf S genau dann eine Trajektorie des magnetischen Flusses, wenn sie eine
Extremale von
∫
γ
λ + pi∗α mit festen Endpunkten in M ist.
Beweis Nach Lemma 3.1.8 ist ωB eine symplektische Form auf T ∗M und es gilt
ωB = dλ + pi∗dα = d
(
λ + pi∗α
)
Eine Trajektorie des magnetischen Flusses entspricht nach Satz 3.1.9 einer Trajektorie des von H
bzgl. ωB erzeugten Hamiltonschen Flusses. Dann folgt die Aussage mit Korollar 3.3.3. 
Fasst man die Bewegung im Magnetfeld als magnetisch-Lagrangeschen-Fluss auf, wird der konju-
gierte Fluss im Phasenraum der Impulse als Hamiltonscher-Fluss bzgl. der Standardform beschrie-
ben. Insbesondere ko¨nnen Kurven in T ∗M u¨ber die Legendre-Transformation durch Wahl der Im-
pulse auf Kurven im Konfigurationsraum mit zugeho¨rigen Geschwindigkeitsvektoren u¨bertragen
werden. Satz 3.3.1 liefert hierbei die Voraussetzung, Trajektorien des magnetischen Flusses als
Extremalen eines Variationsprinzips aufzufassen, welches im Anschluss ermo¨glicht, den Fluss als
Finsler-geoda¨tischen-Fluss zu interpretieren.
Satz 3.3.5 Sei ΩB eine exakte 2-Form auf M und α ein zugeho¨riges Vektorpotential. Dann sind
Trajektorien des magnetisch-Lagrangeschen-Flusses mit Energie E > 0 genau die Extremalen der
Wirkung
A(γ) :=
b∫
a
|γ˙(t)|2 + αγ(t)(γ˙(t)) dt
mit Energie E und festen Endpunkten in M.
Beweis Der magnetische Fluss ist der Euler-Lagrange-Fluss zur Lagrangefunktion
L(q, v) =
1
2
|v|2 + αq(v)
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Nach Lemma 3.1.6 ist der durch die Legendre-Transformation konjugierte Hamiltonsche Fluss
durch die Hamiltonfunktion
H(q, p) =
1
2
∣∣∣p − α∣∣∣2
bzgl. der Standardform auf T ∗M gegeben. Fu¨r regula¨re Werte liegen Trajektorien des Flusses auf
Niveaufla¨chen der Hamiltonfunktion (vgl. Satz 2.1.19). Wir setzen S := H−1(E).
Die Legendre-Transformation liefert nach Definition 2.2.8 den Impuls
p =
∂L(x, v)
∂v
Wie in Satz 3.1.4 und Lemma 3.1.6 gilt lokal αq(v) = 〈K(q), v〉 mit einem Vektorfeld K(q) =
( f1(q), . . . , fn(q))T und ferner
∂L
∂v
= v + K
Die (kinetische) Energie ist nach Satz 3.1.4 auf Trajektorien des magnetischen Flusses konstant.
Die Legendre-Transformation bildet eine Kurve γ in M mit Energie E wegen
H
(
γ(t),
∂L
(
γ(t), γ˙(t)
)
∂v
)
=
∣∣∣ γ˙(t) + K(γ(t)) − K(γ(t)) ∣∣∣2
2
= E
(
γ(t), γ˙(t)
)
auf eine Kurve auf S ab und andersrum. Nun sind Trajektorien des Hamiltonschen Flusses auf S
nach Korollar 3.3.3 aber genau die Extremalen von
A(γ) =
∫
γ
λ
mit festen Endpunkten in M. Dabei hat die Liouville-Form lokal die Gestalt λ = pdq. Wir
u¨bertragen die Extremalen von A auf S mit festen Endpunkten in M durch die Legendre-Trans-
formation in den Phasenraum der Geschwindigkeiten. Es bezeichne γ˜ eine Kurve auf S und γ die
zugeho¨rige im Tangentialbu¨ndel. Dann gilt lokal
λγ˜(t)( ˙˜γ(t)) =
∂L
(
γ(t), γ˙(t)
)
∂v
dqγ(t)
(
γ˙(t)
)
=
n∑
k=1
∂L
(
γ(t), γ˙(t)
)
∂vk
dqkγ(t)
(
γ˙(t)
)
=
n∑
k=1
(
γ˙k(t) + fk
(
γ(t)
))
γ˙k(t)
=
n∑
k=1
γ˙2k(t) + fk
(
γ(t)
)
γ˙k(t)
= | γ˙(t) |2 + 〈K(γ(t)), γ˙(t)〉
und damit fu¨r eine Kurve γ˜ : [a, b]→ T ∗M mit Energie E
∫
γ˜
λ =
b∫
a
| γ˙(t) |2 + αγ(t)(γ˙(t)) dt
und es folgt die Behauptung. 
47
3 Magnetfelder und Finsler-Geometrie
Fu¨r ein ausgewa¨hltes Energieniveau erkennen wir die untersuchte Finsler-Metrik wieder.
Satz 3.3.6 Sei ΩB eine exakte 2-Form auf M und α ein zugeho¨riges Vektorpotential. Dann sind
Trajektorien des magnetisch-Lagrangeschen-Flusses mit Energie E = 12 genau die Extremalen der
Wirkung
A(γ) :=
b∫
a
|γ˙(t)| + αγ(t)(γ˙(t)) dt
mit Energie E = 12 und festen Endpunkten in M.
Beweis Nach Satz 3.3.5 sind Trajektorien des magnetisch-Lagrangeschen-Flusses mit Energie
E = 12 genau die Extremalen der Wirkung A(γ) =
∫ b
a |γ˙(t)|2 + αγ(t)
(
γ˙(t)
)
dt mit Energie E = 12
und festen Endpunkten in M. Gilt aber E
(
γ(t), γ˙(t)
)
=
| γ˙(t) |2
2 =
1
2 fu¨r alle t ∈ [a, b], folgt | γ˙(t) | = 1
fu¨r alle t ∈ [a, b] und damit die Behauptung. 
Damit ko¨nnen wir jetzt die Bru¨cke zur Finsler-Geometrie schlagen. Wir erhalten als zentrales
Resultat:
Satz 3.3.7 Sei ΩB eine exakte 2-Form auf M, die ein Vektorpotential α mit ‖α ‖ < 1 besitzt.
Dann sind die Trajektorien des magnetisch-Lagrangeschen-Flusses mit Energie E = 12 genau die
Trajektorien des Finsler-geoda¨tischen Flusses der Finsler-Metrik
F(q, v) = | v | + αq(v)
Beweis Nach Lemma 3.2.3 ist F(q, v) = | v | + αq(v) eine Finsler-Metrik auf M. Finsler-Geoda¨ten
sind Extremalen des Finsler-La¨ngenfunktionals (vgl. S. 39)
ΛF(γ) :=
b∫
a
F
(
γ(t), γ˙(t)
)
dt
Dies sind nach Satz 3.3.6 aber wiederum genau die Trajektorien des magnetisch-Lagrangeschen-
Flusses zum Vektorpotential α mit Energie E = 12 . 
Trajektorien des Finsler-geoda¨tischen-Flusses sind nach der Finsler-Bogenla¨nge parametrisiert,
wohingegen Trajektorien des magnetisch-Lagrangeschen-Flusses in dieser Situation die Energie
E = 12 besitzen. Das Finsler-La¨ngenfunktional ist unabha¨ngig von der Parametrisierung (vgl.
S. 39). Daher gibt die Wirkung A(γ) :=
∫ b
a |γ˙(t)| + αγ(t)
(
γ˙(t)
)
dt unabha¨ngig von der Parametri-
sierung die Finsler-La¨nge einer Extremale an.
Definition 3.3.8 Sei ΩB eine exakte 2-Form auf M, die ein Vektorpotential α mit ‖α ‖ < 1 besitzt.
Dann bezeichnen wir die Finsler-Metrik
F(q, v) = | v | + αq(v)
als die zu α geho¨rige magnetische Finsler-Metrik.
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das Spektrum
Bereits klassische, ebene Billards erlauben die Untersuchung verschiedenster Aspekte und bie-
ten daher eine Verbindung zu diversen Bereichen der mathematischen Forschung. Beeinflusst
ein magnetisches Feld die Bewegung im Billardtisch, spricht man von einem magnetischen Bil-
lard. Liegt der Billardtisch auf einer Riemannschen-Fla¨che, erfolgt die Beschreibung des Billards
in der Riemannschen-Geometrie. Eine Verallgemeinerung sind Billards im Kontext der Finsler-
Geometrie - die Finsler-Billards. Im letzten Kapitel haben wir gesehen, dass sich der magnetische
Fluss, unter geeigneten Bedingungen, als geoda¨tischer Fluss einer Finsler-Metrik interpretieren
la¨sst. Magnetische Billards sind dann auch als Finsler-Billards auffassbar.
Wir beginnen mit der Erla¨uterung der beiden Billardmodelle. Neben der Beschreibung der Be-
wegung innerhalb des Tisches wird das Randverhalten, d.h. die Reflexionen, erkla¨rt. Nach der
Einfu¨hrung der Billardabbildung formulieren wir allgemeine Kriterien, die gewu¨nschte Eigen-
schaften der Billardabbildung sicherstellen. Im letzten Abschnitt u¨bertragen wir schließlich Er-
gebnisse der Aubry-Mather-Theorie auf Billards, die die eingefu¨hrten Kriterien erfu¨llen.
4.1 Modellbildung: Magnetische- und Finsler-Billards
Das Modell des mathematischen Billards ist u¨berraschend schnell erkla¨rt. Im einfachsten Fall ist
eine einfach-zusammenha¨ngende, abgeschlossene Teilmenge der euklidischen Ebene gegeben, die
man als ”Billardtisch“ auffasst. Innerhalb des Tisches bewegt sich eine Punktmasse ohne Kraftein-
wirkung, bis sie auf den Rand sto¨ßt. Dort gibt es eine Reflexion. Physikalisch wird diese als elasti-
scher Stoß aufgefasst, d.h. insbesondere, dass die Energie erhalten bleibt. Die Punktmasse bewegt
sich danach mit neuer Richtung weiter, bis sie erneut auf den Rand der Menge sto¨ßt. Zu gege-
benem Anfangsort und -richtung entsteht so mit fortlaufender Zeit und weiteren Reflexionen die
Bahn des Teilchens (siehe Abbildung 4.1).
Dieses einfach anmutende Modell fu¨hrt zu einer erstaunlichen Fu¨lle an Aspekten, die von ma-
thematischem Interesse sind und in die verschiedensten Bereiche der Mathematik fu¨hren. Das
mathematische Billard als dynamisches System ist stark durch die Geometrie des Billardtisches
gepra¨gt. Als grobe Einteilung auftauchender Dynamik kann man glatte konvexe Billards, polygo-
nale Billards und chaotische Billards nennen. Billards lassen sich aber auch in ho¨heren Dimensio-
nen einfu¨hren, oder man legt statt der euklidischen eine andere Geometrie zugrunde. Daneben gibt
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Abbildung 4.1: Das euklidische Billard
es auch das Modell des dualen Billards, das jedoch einer anderen Idee folgt. Jeder dieser einzel-
nen Bereiche ist intensiv untersucht worden, und es ließen sich dutzende Verweise angeben. Einen
guten Einstieg und U¨berblick mit vielen weiteren Verweisen erha¨lt man in [45] und [42]. Neben
dem erla¨uterten Modell werden in der Physik auch Quantenbillards untersucht, bei denen der Ort
des Teilchens durch eine Wellenfunktion angeben wird und der genaue Ort einer Aufenthaltswahr-
scheinlichkeit weicht.
Folgt die Bewegung der Punktmasse nicht dem euklidischen freien Fluss, sondern dem geoda¨-
tischen Fluss einer Finsler-Metrik, erha¨lt man ein Finsler-Billard.
Was genau ist aber ein magnetisches Billard? Wie zuvor beschrieben bewegt sich eine Punkt-
masse in einem Billardtisch. Dieser kann zwei- oder mehrdimensional, flach oder gekru¨mmt sein.
Betrachten wir zur Anschauung den zweidimensionalen ebenen Fall: Erga¨nzend zum klassischen
Billard wird der Tisch senkrecht von einem Magnetfeld durchstoßen. Man denke z.B. an ein Elek-
tron, das durch das Magnetfeld von der Bahn der freien Bewegung abgelenkt wird. Das Teilchen
bewegt sich nun im Gegensatz zum euklidischen Billard nicht mehr entlang von Geradensegmen-
ten. Die vom Magnetfeld induzierte Lorentzkraft wirkt senkrecht auf das Teilchen, so dass sich
dieses innerhalb des Tisches auf gekru¨mmten Bahnen bewegt (siehe Abbildung 4.2). Insbesondere
a¨ndert das Magnetfeld zwar die Richtung des Teilchens, nicht aber seine Energie. Hat das Teilchen
Einheitsgeschwindigkeit, wird die Kru¨mmung der Bahn in einem Punkt durch die Sta¨rke des Ma-
gnetfeldes beschrieben (man vergegenwa¨rtige sich die einfu¨hrenden Erla¨uterungen in Abschnitt
3.1). Die Anschauung des erla¨uterten Modells gibt bereits vor, wie wir einen Billardtisch und
den zugeho¨rigen Phasenraum mathematisch auffassen mo¨chten. Der Tisch ist eine abgeschlossene
Teilmenge einer Mannigfaltigkeit, auf der der dem Billard zugrundeliegende Fluss definiert ist.
Durch den Rand des Tisches wird die Bewegung auf der Mannigfaltigkeit begrenzt. Wenn das Re-
flexionsverhalten am Rand mathematisch verstanden ist, ist die Bewegung innerhalb des Tisches
als Teilmenge der Mannigfaltigkeit im Lagrangeschen bzw. Hamiltonschen Sinne beschreibbar.
Wir werden uns auf den zweidimensionalen Fall und einfach zusammenha¨ngende Tische mit glat-
tem Rand beschra¨nken.
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Abbildung 4.2: Das ebene Billard mit Magnetfeld
Um eine Besonderheit, die am Rand eintreten kann, muss man sich Gedanken machen: Trajekto-
rien des Flusses, die den Rand tangential beru¨hren. Je nach Sta¨rke der Kru¨mmung des Randes und
der Trajektorie in diesem Punkt ko¨nnen zwei unterschiedliche Fa¨lle eintreten. Ist die Kru¨mmung
der Bahn gro¨ßer als die des Randes, na¨hert sich die Bahn dem Rand an und beru¨hrt ihn, aber es
findet keine Reflexion im eigentlichen Sinne statt - der Tangentialvektor der Bahn im Punkt der
Beru¨hrung bleibt erhalten und die Punktmasse bewegt sich ins Innere des Tisches weiter. Im ande-
ren Fall tritt die gleiche U¨berlegung wie im klassischen konvexen Billard auf. In der Anschauung
wu¨rde sich die Punktmasse dann entlang des Randes bewegen. Dabei sto¨ßt sie unmittelbar nach
der Reflexion wieder auf den Rand, d.h. ein Bahnsegment bestu¨nde hier genau aus einem Punkt.
Sollte dieser Fall eintreten, werden wir diese Bewegung auch als ”Bahn“ des Billards auffassen.
Dieser Sachverhalt wird spa¨ter bei der Einfu¨hrung der Billardabbildung aber noch einmal aufge-
griffen.
Im letzten Abschnitt haben wir gesehen, dass sich die Bewegung im Magnetfeld auch im Rah-
men der Finsler-Geometrie beschreiben la¨sst. Das magnetische Billard ist somit unter geeigneten
Bedingungen auch als Finsler-Billard interpretierbar (vgl. dazu auch [44] und [20]). Ein solches
Billard werden wir im Folgenden als magnetisches Finsler-Billard bezeichnen. Die Bahnsegmente
des Teilchens entsprechen dann Trajektorien des Finsler-geoda¨tischen-Flusses. Die Bewegung in-
nerhalb des Tisches, d.h. zwischen zwei aufeinanderfolgenden Kontakten mit dem Rand, ist daher
durch das vorherige Kapitel erkla¨rt.
Die verbleibende Frage ist nun, wie der Zusammenstoß am Rand mathematisch zu verstehen
ist und welchen Gesetzma¨ßigkeiten die Reflexion unterliegt. Im klassischen Fall, d.h. ohne Ein-
wirkung eines Magnetfeldes, folgt die Reflexion der allgemein bekannten Regel ”Einfallswin-
kel=Ausfallswinkel“, doch auch dahinter verbirgt sich ein tieferliegendes Prinzip. Die Bewegung
innerhalb des Tisches unterliegt einem Variationsprinzip - die Bahnsegmente sind Trajektorien
der freien Bewegung, also Trajektorien des geoda¨tischen Flusses und damit Extremale des zu-
geho¨rigen Wirkungsfunktionals. Die Reflexion am Rand ist ebenfalls in diesem Kontext zu be-
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trachten. Die eigentliche Problemstellung bei der Reflexion am Rand lautet daher wie folgt: Zwi-
schen zwei Punkten ist eine extremale Verbindungsstrecke gesucht - unter der Nebenbedingung,
dass sie einen Punkt auf dem Rand besitzt. Fu¨r die Anschauung sei hier auch Birkhoffs Konstruk-
tion des Billardmodells erwa¨hnt, das in [42] eingangs aufgegriffen wird. Dazu stelle man sich den
Tisch als Mannigfaltigkeit ohne Rand mit infinitesimaler ”Dicke“ vor, so dass die Reflexion als
Grenzfall des Wechsels des Teilchens von der ”Oberseite“ zur ”Unterseite“ interpretiert werden
kann. Im Grenzfall werden dann aus Trajektorien des freien Flusses ”gebrochene Geoda¨ten“ - die
Billardbahnen (vgl. Abbildung 4.3). Billards stellen Beispiele fu¨r Flu¨sse auf Mannigfaltigkeiten
mit Rand dar.
M
Abbildung 4.3: gebrochene Geoda¨ten als Grenzfall der freien Bewegung
Das konkrete Brechungsgesetz la¨sst sich im klassischen Billard ohne Magnetfeld elementar mit
dem Lagrangeschen Multiplikatorensatz herleiten (vgl. [45]). Ein tieferliegendes Versta¨ndnis bie-
tet ein Prinzip, dass vor allem in der Physik wohlbekannt ist. Dort begegnet man ihm z.B. bei
Brechungen von Licht an U¨berga¨ngen verschiedener Medien. Ein klassisches Beispiel ist die Bre-
chung von Licht an einer Wasseroberfla¨che oder auch die Brechung in einem Prisma. Es wird
allgemein als Huygenssches Prinzip bezeichnet und erlaubt die Erkla¨rung solcher Probleme durch
die Beschreibung der Ausbreitung von Wellenfronten. In der Mathematik wird dies auch als ”geo-
metrische Optik“ bezeichnet (vgl. z.B. [2]).
Wie leitet man jetzt das konkrete Reflexionsgesetz fu¨r Finsler-Billards und damit insbesondere
auch das fu¨r magnetische Finsler-Billards her? In der Literatur findet man bei der Beschreibung
magnetischer Billards mit konstantem Magnetfeld ebenfalls die Regel ”Einfallswinkel=Ausfalls-
winkel“ (z.B. [7], [47]). Man fu¨hre sich aber vor Augen, dass die Finsler-Struktur bei der Unter-
suchung von Finsler-Billards gar nicht die Mo¨glichkeit bietet ”Winkel“ zu messen. Dies ist der
ersichtlichste Unterschied zur Riemannschen-Geometrie, bei der auf jedem Tangentialraum ein
Skalarprodukt gegeben ist. Die Beschreibung der Reflexion muss also ohne Winkel und im Kon-
text der Finsler-Geometrie stattfinden.
Formulierung und Beweis des Reflexionsgesetzes fu¨r Finsler-Billards ist in allgemeiner Form in
[20] und fu¨r den zweidimensionalen Fall anschaulich in [45] beschrieben. Die U¨bertragung auf
magnetische Finsler-Billards findet man in [44].
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In [20] und [45] werden reversible Finsler-Metriken betrachtet. Aussage und Beweis gelten (wie
auch in [44] erwa¨hnt) ebenfalls fu¨r nicht-reversible Finsler-Metriken. Der einzige Unterschied liegt
in der geometrischen Gestalt der Indikatrix - im nicht-reversiblen Fall muss die Indikatrix nicht
zentralsymmetrisch sein. Wir lassen hier daher eine Ausarbeitung in aller Ausfu¨hrlichkeit aus,
heben die Aussagen und Schritte der anschaulichen Erla¨uterung des zweidimensionalen Falls aus
[45] hervor und passen die graphische Illustration auf eine nicht-zentralsymmetrische Indikatrix
an. Bei der weiteren Untersuchung magnetischer Billards und Finsler-Billards werden wir nicht
Huygens Theorie der Ausbreitung von Wellenfronten benutzen. Eine Erla¨uterung dieser lassen wir
hier daher aus und verweisen auf Literatur ([2] oder auch [45], [20]).
Das Reflexionsgesetz fu¨r Finsler-Billards mag auf den ersten Blick sperrig und unhandlich wirken.
Wie wir sehen werden, erha¨lt man fu¨r magnetische Finsler-Billards aber ein einpra¨gsames und
vertrautes Brechungsgesetz.
Lemma 4.1.1 Sei F eine Finsler-Metrik auf einem zweidimensionalen Billardtisch M, X ∈ ∂M
der Ort der Reflexion und h die Tangente an ∂M in X. Ferner seien u der Tangentialvektor des
einfallenden Bahnsegments im Punkt X, sowie v der Tangentialvektor des abgehenden Bahnseg-
ments im Punkt X. Dann liegen u und v in der Indikatrix BF(X) und die Tangenten an BF(X) in
u und v schneiden sich in einem Punkt w auf h oder sind parallel zu h. Beru¨hrt das einfallende
Bahnsegment ∂M in X tangential, gilt v = u, d.h. es findet keine Reflexion statt.
X
h
∂M
v
uBF(X)
w
ξ
η
Abbildung 4.4: Das Reflexionsgesetz fu¨r Finsler-Billards
Beweis Die Bahnsegmente sind Geoda¨ten des Finsler-geoda¨tischen-Flusses und daher nach der
Finsler-Bogenla¨nge parametrisiert. Daher gilt FX(u) = FX(v) = 1 und folglich u, v ∈ BF(X).
Durch Variation des Reflexionspunktes X erha¨lt man die extremale gebrochene Verbindung AXB.
Sie ist Extremale der Finsler-La¨nge von A nach X nach B.
Es bezeichne f (X) die Finsler-La¨nge von A nach X und g(X) die Finsler-La¨nge von X nach B.
Weiter sei ξ ein Tangentialvektor an BF(X) in u und entsprechend η ∈ TvBF(X). Das Huygenssche
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Prinzip sagt, dass ξ tangential zu einer Niveaufla¨che von f liegt und η bzgl. g. Da u, v Tangential-
vektoren von Trajektorien des Finsler-geoda¨tischen Flusses sind, gilt fu¨r die Richtungsableitungen
Du f (X) = 1, Dξ f (X) = 0, Dvg(X) = −1 sowie Dηg(X) = 0. Die Indikatrix ist strikt konvex. An-
genommen die Tangenten an BF(X) in u und v schneiden sich in einem Punkt w. Dann gibt es
a, b ∈ R, so dass w = u + aξ = v + bη.
Folglich gilt Dw f (X) = 1, Dwg(X) = −1 und damit schließlich Dw( f + g)(X) = 0. Liegt w auf h,
ist die gebrochene Verbindung AXB Extremale der Finsler-La¨nge.
Im Grenzfall a, b → ∞ erha¨lt man den Fall zu h paralleler Tangenten. Fu¨r den Fall einer reversi-
blen Finsler-Metrik ist die Indikatrix zentralsymmetrisch und parallele Tangenten treten ein, wenn
v = −u 
Bewegt sich eine Punktmasse in einem Finsler-Billard auf den Rand zu, erha¨lt man die Richtung
nach der Reflexion also folgendermaßen: Man betrachte die Indikatrix im Reflexionspunkt X,
sowie die Tangente h an ∂M in X. Die Tangente an BF(X) in u ∈ BF(X) schneidet h im Punkt w.
Ausgehend von w lege man die zum Tisch gewandte Tangente an BF(X). Der Beru¨hrpunkt v der
Tangente liefert den Richtungsvektor der abgehenden Bahnkurve im Punkt X. Liegt die Tangente
in u an BF(X) tangential zu h suche die parallele Tangente an BF(X). Der Beru¨hrpunkt dieser
Tangente an BF(X) liefert dann den gesuchten Vektor v ∈ BF(X).
Im Falle der Abwesenheit eines Magnetfeldes geht dieses Reflexionsgesetz in einem magnetischen
Finsler-Billard insbesondere in das bekannte Gesetz ”Einfallswinkel=Ausfallswinkel“ u¨ber. Die
Indikatrix ist dann der Einheitskreis und das Reflexionsgesetz leitet sich aus der Symmetrie im
Einheitskreis ab.
Nicht nur in diesem Sonderfall, sondern auch fu¨r allgemeine magnetische Finsler-Billards, pra¨sen-
tiert sich das Brechungsgesetz in einfacher Form. Die Indikatrix ist die Niveaumenge von Fq zum
Wert 1. Die Finsler-Metrik eines magnetischen Billards hat die Gestalt
F(q, v) = | v | + αq(v)
mit einem Vektorpotential α. Insbesondere ist αq fu¨r q ∈ M eine Linearform auf R2. Die Indi-
katrix ist daher ein Kegelschnitt. Die Ebene schneidet den Kegel wegen der Bedingung ‖α ‖ < 1
so flach, dass die Indikatrix eine Ellipse ist. Das resultierende Brechungsgesetz folgt dann aus
geometrischen Eigenschaften einer Ellipse und wurde in [44] formuliert.
Lemma 4.1.2 Fu¨r magnetische Finsler-Billards ist die Indikatrix eine Ellipse mit Ursprung in
einem Brennpunkt. Die Reflexion eines magnetischen Finsler-Billards folgt der Regel, dass der
Einfallswinkel dem Ausfallwinkel gleicht.
Beweis Sei q ∈ M. Dann ist αq eine Linearform auf R2 und hat einen eindimensionalen Kern.
Wa¨hle die Koordinaten so, dass αq(v) = tv1 fu¨r ein t ≥ 0. Nach Voraussetzung gilt ‖α ‖ < 1 und
folglich t < 1. Die Finsler-Metrik in q ∈ M hat jetzt die Gestalt
Fq(v) = | v | + tv1
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fu¨r v ∈ TqM. Dann gilt
v ∈ BF(q) ⇐⇒ | v | + tv1 = 1 ⇐⇒ v21 + v22 = 1 − 2tv1 + t2v21
und a¨quivalent
v21
(
1 − t2
)
+ 2tv1 + v22 − 1 = 0
Mittels quadratischer Erga¨nzung erha¨lt man nun
0 =
(
1 − t2
)
v21 + 2tv1 + v
2
2 − 1
=
(
1 − t2
) (v1 + t1 − t2
)2
− 2tv1
1 − t2 −
t2(
1 − t2)2
 + 2tv1 + v22 − 1
=
(
1 − t2
) (
v1 +
t
1 − t2
)2
+ v22 −
1
1 − t2
=
(
1 − t2
)2 (
v1 +
t
1 − t2
)2
+
(
1 − t2
)
v22 − 1
Wir setzen
a2 :=
1(
1 − t2)2 und b2 := 11 − t2
und erhalten schließlich
Fq(v) = 1 ⇐⇒
(
v1 + t1−t2
)2
a2
+
v22
b2
= 1
Wegen 0 ≤ t < 1 folgt sofort a2 ≥ b2. Also ist die Indikatrix eine Ellipse mit großer Halbachse a
und kleiner Halbachse b.
X
h
BF(X)
u
v
w
∂M
Abbildung 4.5: Das Reflexionsgesetz fu¨r magnetische Finsler-Billards
Die Exzentrizita¨t gibt den halben Abstand der Brennpunkte an und berechnet sich hier zu
e =
√
a2 − b2 =
√
t2(
1 − t2)2 = t1 − t2
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und entspricht damit genau der Translation der Ellipse entlang der Hauptachse. Also ist die Indi-
katrix eine Ellipse mit Ursprung in einem Brennpunkt.
Seien P der Brennpunkt einer Ellipse und A und B Punkte auf der Ellipse. Schneiden sich die
Tangenten zu A und B in einem Punkt Q, halbiert die Strecke PQ den Winkel APB (vgl. dazu [5]).
Wir u¨bertragen jetzt das Reflexionsgesetz fu¨r Finsler-Billards auf die Indikatrix eines magneti-
schen Finsler-Billards. Seien dazu u, v ∈ BF(X) die Tangentialvektoren des einfallenden und ab-
gehenden Bahnsegments im Randpunkt X. Schneiden sich die Tangenten zu u und v an BF(X) in
einem Punkt w auf der Tangente h an ∂M in X, halbiert h den Winkel zwischen u0 und 0v.
Der Grenzfall des unendlich weit entfernten Schnittpunkts beschreibt wieder den Fall zu h paralle-
ler Tangenten. Ist h parallel zur Nebenachse der Ellipse entspricht dies dem Fall eines gestreckten
Winkels u0v. 
Ein magnetisches Finsler-Billard kann aber nicht nur im Rahmen der Finsler-Geometrie betrach-
tet werden. Idealerweise erwartet man, dass das Brechungsgesetz eines magnetischen Billards
unabha¨ngig von der Wahl der Geometrie ist. In der Tat erha¨lt man fu¨r magnetische Billards im-
mer die Winkelerhaltung als Brechungsgesetz - auch unabha¨ngig von dem gewa¨hlten Energieni-
veau. Der Beweis hat die gleiche Argumentationsstruktur wie der im allgemeinen Finsler-Fall;
hier mit einer rotationssymmetrischen Indikatrix. Zusa¨tzlich steht aber die Riemannsche-Metrik
zur Verfu¨gung, so dass sich der Beweis des klassischen Billards ohne Magnetfeld, der den Lagran-
geschen Multiplikatorensatz nutzt, u¨bertragen la¨sst (vgl. [45]). Wesentlich ist es herauszustellen,
bzgl. welcher Wirkung die Lo¨sungskurven des dem Billard zugrunde liegenden Flusses extremal
sind. Im klassischen Billard ist dies das La¨ngenfunktional. Fu¨r magnetische Billards findet man
die entsprechende Wirkung auf Seite 48.
Lemma 4.1.3 In einem magnetischen Billard folgt die Reflexion der Regel, dass der Einfallswin-
kel dem Ausfallswinkel gleicht.
Beweis Der zugrunde liegende Fluss des Billards ist der magnetisch-Lagrangesche-Fluss zu einem
Energieniveau E > 0. Insbesondere liegen die Trajektorien in der Energiefla¨che zur Energie E, d.h.
fu¨r eine Trajektorie γ : (a, b)→ M gilt
|γ˙(t)|2
2
= E
fu¨r jedes t ∈ (a, b) und damit |γ˙(t)| = √2E fu¨r jedes t ∈ (a, b). Nach Satz 3.3.5 sind Trajektorien
des Flusses Extremalen der Wirkung
A(γ) =
b∫
a
| γ˙(t) |2 + αγ(t)(γ˙(t)) dt
Es sei die gebrochene Verbindung AXB wie in Lemma 4.1.1 gegeben; extremal bzgl. der Wirkung
A. Ferner bezeichne γ1 die Trajektorie von A nach X und γ2 diejenige von X nach B, und es sei
f (X) := A(γ1)+A(γ2). Wie in [45], S.12f., ist X ∈ N nach dem Lagrangeschen Multiplikatorensatz
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genau dann ein kritischer Punkt von f , wenn ∇ f (X) orthogonal auf N steht. Dies ist aber wiederum
genau dann der Fall, wenn der Tangentialvektor u von γ1 in X und der Tangentialvektor v von γ2
in X dieselben Winkel zu TXN bilden. 
Nachdem die Bewegung innerhalb des Tisches erkla¨rt und nun auch das Verhalten am Rand ver-
standen ist, ko¨nnen wir jetzt eine pra¨zisere Definition des Modells angeben und die Billardabbil-
dung einfu¨hren.
Definition 4.1.4 Sei M˜ eine zweidimensionale Mannigfaltigkeit und M ⊂ M˜ eine einfach zusam-
menha¨ngende Menge mit glattem Rand N := ∂M. Ferner sei B : M˜ → R eine glatte Funktion, so
dass ΩB := B(q)dq1 ∧ dq2 ein Vektorpotential α mit ‖α ‖ < 1 besitzt. Der zugeho¨rige magnetische
Fluss zur Energie E = 1/2 entspricht dem Finsler-geoda¨tischen-Fluss der zu α geho¨rigen magneti-
schen Finsler-Metrik.
Mit [M, B] bezeichnen wir im Folgenden das magnetische Billard, das durch den zugeho¨rigen
Finsler-geoda¨tischen-Fluss in M und Reflexion an N beschrieben wird.
Interpretieren wir das magnetische Billard bzgl. des magnetisch-Lagrangeschen-Flusses, bezeich-
nen wir es mit [M,ΩB].
Ein allgemeines Finsler-Billard zur Finsler-Metrik F erha¨lt die Bezeichnung [M, F].
Zu einem Punkt q ∈ N bezeichne s(q) den Tangentialvektor an N in q mit mathematisch positi-
ver Orientierung, der der Parametrisierung des zugrunde liegenden Flusses entspricht. In einem
Finsler-Billard ist s(q) ∈ BF(q) und besitzt die La¨nge Fq (s(q)) = 1.
In einem magnetischen Billard [M,ΩB] zur Energie E gilt s(q) ∈ {v ∈ TqM : |v|2/2 = E}.
Wir fu¨hren die Reflexions- und Billardabbildung fu¨r Finsler-Billards ein:
Sei u der Tangentialvektor einer einfallenden Geoda¨te in q und v derjenige der abgehenden Geoda¨te
nach der Reflexion. Fu¨r q ∈ N definieren wir die Reflexionsabbildung Rq : BF(q)→ BF(q) durch
Rq(u) := v
Ist u < TqN, so ist u bezogen auf M nach außen gerichtet und v nach innen. Fu¨r q ∈ N definieren
wir A(q) als die Menge aller v ∈ BF(q), die nach außen gerichtet sind und I(q) als die Menge
aller v ∈ BF(q), die nach innen gerichtet sind und setzen
BaF(q) := A(q) ∪
(
TqN ∩ BF(q)
)
und BiF(q) := I(q) ∪
(
TqN ∩ BF(q)
)
Dann ist die Reflexionsabbildung R pra¨ziser eine Abbildung von BaF(q) nach BiF(q).
Sei jetzt γ eine Geoda¨te von q1 ∈ N nach q2 ∈ N mit Tangentialvektoren v1 ∈ BiF(q1) in q1 und
v2 ∈ BaF(q2) in q2. Die Billardabbildung B definieren wir durch
B(q1, v1) :=
(
q2,Rq2(v2)
)
Die Indikatrix ist der glatte Rand einer strikt konvexen Menge. Beschreibt man die Indikatrix in
Polarkoordinaten, gibt es zu jedem β ∈ [0, pi] genau einen Vektor v ∈ BiF(q), der mit s(q) den Win-
kel β bildet, und wegen der Glattheit zu jedem q ∈ N einen Diffeomorphismus riq : BiF(q)→ [0, pi].
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Genauso gibt es zu jedem q ∈ N einen Diffeomorphismus raq : BaF(q)→ [0, pi].
Mit dieser Notation ergibt sich eine a¨quivalente Definition der Billardabbildung. Die Billardabbil-
dung wird beschrieben durch
B
(
q1, riq1(v1)
)
:=
(
q2, riq2 ◦ Rq2(v2)
)
d.h. der Punkt q1 und der Winkel von v1 werden auf den Reflexionspunkt q2 und den Winkel nach
der Reflexion abgebildet. Sofern wohldefiniert, ist die Billardabbildung dann eine Abbildung
B : N × [0, pi]→ N × [0, pi]
D.h. anschaulich, dass Ort und Schusswinkel auf den na¨chsten Aufprallort mit dem Rand und den
neuen Winkel nach der Reflexion abgebildet werden.
Fu¨r die Anschauung ist die Verwendung von Winkeln besser geeignet, wohingegen die Definition
u¨ber Vektoren fu¨r technische Zwecke oft nu¨tzlicher ist. Wir verzichten auf die Verwendung ver-
schiedener Abku¨rzungen. Im jeweiligen Kontext wird anhand der Parameter ersichtlich, welcher
Zugang gewa¨hlt wurde.
Betrachtet man ein magnetisches Billard nicht als Finsler-Billard, lassen sich analoge Begriffe
einfu¨hren. Man erha¨lt ebenfalls Mengen nach innen bzw. nach außen gerichteter Tangentialvekto-
ren und kann daru¨ber die Reflexions- sowie Billardabbildung einfu¨hren. Wie wir in Lemma 4.1.3
gesehen haben, ist das Brechungsgesetz eines magnetischen Billards unabha¨ngig von der Wahl
der zugrunde liegenden Geometrie. Die Billardabbildung bleibt daher erhalten. Erst wenn man
zu gegebenen Winkeln die zugeho¨rigen Tangentialvektoren bestimmen mo¨chte, muss man auf die
Parametrisierung der Trajektorien Ru¨cksicht nehmen. Da wir dieser Problematik erst auf Seite 77
begegnen werden, verzichten wir an dieser Stelle auf die Einfu¨hrung weiterer Abku¨rzungen.
Man beachte, dass wir bisher noch nicht gefordert haben, dass die Billardabbildung fu¨r jedes
Paar aus Punkt und Winkel wohldefiniert ist. Wir werden spa¨ter noch darauf eingehen und dafu¨r
eine passende Definition einfu¨hren. Es sei aber erneut angemerkt, dass die Winkel 0 und pi stets
einer gesonderten Betrachtung bedu¨rfen, da es explizit vom jeweiligen Billard abha¨ngt, ob eine
zugeho¨rige Trajektorie des zugrunde liegenden Flusses tatsa¨chlich innerhalb des Tisches liegt,
oder ob man diese als einpunktige Menge interpretiert (siehe dazu auch S.51).
Fu¨r magnetische Finsler-Billards lassen sich die Reflexions- und Billardabbildung genauer be-
schreiben, wenn man das zugeho¨rige Reflexionsgesetz anwendet.
Lemma 4.1.5 Sei [M, B] ein magnetisches Finsler-Billard und γ eine Geoda¨te von q1 ∈ N nach
q2 ∈ N mit Tangentialvektoren v1 ∈ BiF(q1) in q1 und v2 ∈ BaF(q2) in q2. Dann wird die Billardab-
bildung durch
B
(
q1, riq1(v1)
)
=
(
q2, raq2(v2)
)
beschrieben.
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Beweis Nach Lemma 4.1.2 entspricht der Ausfallswinkel dem Einfallswinkel. Die Reflexionsab-
bildung folgt daher der Vorschrift
Rq(u) = (riq)−1
(
raq(u)
)
Dann gilt weiter
B
(
q1, riq1(v1)
)
=
(
q2, riq2
(
Rq(v2)
))
=
(
q2, riq2 ◦ (riq2)−1 ◦ raq2(v2)
)
=
(
q2, raq2(v2)
)
und es folgt die Aussage. 
Die Definition magnetischer Billards ließe sich, wie im klassischen Fall, auch auf polygonale Ti-
sche oder nicht einfach-zusammenha¨ngende Mengen, wie z.B. Sinai-Billards (vgl. z.B. [45] fu¨r
den klassischen Fall ohne Magnetfeld) erweitern. Oder man ko¨nnte ebenfalls ho¨herdimensionale
Billards einfu¨hren. Die Anwesenheit des Magnetfeldes hat dabei stets einen immensen Einfluss
auf die Dynamik. Selbst der elementarste Fall des konstanten Magnetfeldes fu¨hrt bei einfachen Ti-
schen wie dem Kreis oder der Ellipse zu einer Fu¨lle an Aspekten, die in Abha¨ngigkeit des Feldes
bzw. hier der Feldsta¨rke zu beachten und untersuchen sind. Billards mit konstantem Magnetfeld
wurden in der Literatur bereits intensiv studiert (z.B. [36], [7], [6], [8], [16], [47], [46], [19], [32]).
Wir mo¨chten spa¨ter eine Reihe von Kriterien einfu¨hren, die uns eine ”scho¨ne“ Dynamik des Bil-
lards sichern. Bevor dies geschieht, sollten wir uns im Kontext magnetischer Billards vor Augen
fu¨hren, welch zentrale Bedeutung die Magnetfeldsta¨rke anschaulich auf die Geometrie innerhalb
des Billards und damit auch auf die Dynamik desselben besitzt. Wie bereits angedeutet, ist nicht
einmal die Billardabbildung zwingend u¨berall wohldefiniert. Fernab jeder tieferen theoretischen
U¨berlegungen u¨ber die Natur der Bahnen des Billards, lassen sich anhand der Sta¨rke des Ma-
gnetfeldes bereits grundsa¨tzliche geometrische und damit auch dynamische Eigenschaften des
Billards ableiten. Es sei angemerkt, dass wir bei der Interpretation von Magnetfeldern im Kontext
der Finsler-Geometrie eine Beschra¨nkung des Vektorpotentials fordern mussten. Die Bedingung
‖α ‖ < 1 stellte sicher, dass die Funktion F(q, v) = | v | + αq(v) eine Finsler-Metrik ist. Diese
Einschra¨nkung ist zuna¨chst aber eine rein analytische (und geometrisch insofern, als dass sie uns
Aufschluss u¨ber die Gestalt der Niveaumengen der Finsler-Metrik verleiht). Um einen Eindruck
u¨ber das Zusammenspiel der Magnetfeldsta¨rke mit der Gro¨ße und Form des Tisches zu bekommen,
starten wir mit einer kleinen Diskussion u¨ber elementare Tische mit konstantem Magnetfeld (fu¨r
weiterfu¨hrende Informationen zu diesen vergleiche man die zuvor angegebene Literatur, insbes.
z.B. [36], [6]).
Bemerkung 4.1.6 Fu¨r das Versta¨ndnis von Illustrationen sei darauf hingewiesen, dass in Berei-
chen, in denen B echt positiv ist, Geoda¨ten eine Kru¨mmung in Uhrzeigerrichtung besitzen (vgl.
Bemerkung 3.1.1).
Stellen wir uns nun ein konstantes, positives Magnetfeld vor und u¨berlegen, wie eine zugeho¨rige
Bahn des magnetischen Flusses aussieht. Die senkrecht auf das Teilchen wirkende Lorentzkraft ist
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u¨berall gleich stark, so dass das Teilchen eine Kreisbahn beschreibt (vgl. einfu¨hrende Erla¨uterungen
in Abschnitt 3.1). Der Radius dieses Kreises wird als Larmor-Radius bezeichnet und berechnet
sich zu
RLarmor =
| v |
| B |
Wa¨hlt man als Billardtisch einen Kreis mit Radius R > RLarmor, wird das Teilchen niemals von
einem Reflexionspunkt aus direkt die ”gegenu¨berliegende“ Seite des Tisches erreichen, sondern
vielmehr eine Wanderung entlang des Randes beschreiben.
q
N
Abbildung 4.6: Das Kreisbillard mit starkem, konstantem Magnetfeld
Ist der Larmor-Radius dagegen gro¨ßer als der des Tischrandes, gibt es von einem Randpunkt aus
zu jedem anderen Punkt auf dem Rand eine direkte Verbindungsstrecke des magnetischen Flusses.
q
N
Abbildung 4.7: Das Kreisbillard mit schwachem Magnetfeld
Man beachte, dass die Wahl des Larmor-Radius, und damit die Magnetfeldsta¨rke, in den U¨berle-
gungen beliebig gewa¨hlt werden konnte. Von zentraler Bedeutung ist daher nicht die Feldsta¨rke
allein, sondern das Zusammenspiel von Magnetfeldsta¨rke, sowie Gro¨ße und Form des Tisches.
Wir wa¨hlen die Ellipse als Billardtisch. Liegt der Wert der Kru¨mmung der Bahnkreise zwischen
der kleinsten und gro¨ßten Kru¨mmung des Tischrandes, tritt ein ”Mischfall“ ein. Ist der Larmor-
Radius kleiner als der Kru¨mmungsradius im Punkt der Ellipse mit der kleinsten Kru¨mmung (also
einem der Punkte der Nebenachse), aber gro¨ßer als der Radius des Innkreises der Ellipse, kann
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man zur Veranschaulichung folgendermaßen vorgehen:
Man wa¨hle einen der beiden Punkte der kleinsten Kru¨mmung der Ellipse, bezeichne ihn mit Q
und zeichne den Kreis mit Larmor-Radius, der die Ellipse tangential in Q beru¨hrt, ein. Den resul-
tierenden Schnittpunkt zum Winkel 0 bezeichne man mit P1 und den zum Winkel pi mit P2. Man
beachte, dass der Kreisbogen von Q nach P1 nicht der Bahn des magnetischen Flusses von Q nach
P1 entspricht. Sie ist die Bahn von P1 nach Q, der eine entscheidende Bedeutung zukommt.
P1 P2
Q
Abbildung 4.8: Unstetigkeitsstelle der Billardabbildung
Man lege jetzt das Augenmerk auf den Punkt P1 und betrachte alle Startwinkel und die zu-
geho¨rigen Bahnen des magnetischen Flusses, die in P1 beginnen, bis zum ersten Randkontakt.
Startend bei pi sind alle Punkte auf dem Rand bis zum Punkt Q durch Verkleinerung des Winkels
direkt erreichbar. Es bezeichne β den Winkel, der zur Trajektorie von P1 nach Q geho¨rt. Dann
reißen in β die direkten Verbindungen ab: der Randbereich zwischen Q und P2 ist nicht durch eine
direkte Verbindung zu erreichen. Verkleinert man β weiter, erreicht man alle Randpunkte jenseits
von P2 wieder durch eine direkte Verbindung, bis man schließlich bei P1 ankommt. Folglich hat
die zugeho¨rige Billardabbildung in (P1, β) eine Unstetigkeitsstelle.
In [36] und [6] wurde das Billard in der Ellipse mit konstantem Magnetfeld untersucht. Je nach
Feldsta¨rke ergeben sich drei verschiedene Klassen: Fu¨r schwache Felder bleiben wesentliche Ei-
genschaften des klassischen Billards in der Ellipse erhalten, fu¨r starke Felder ergeben sich Bah-
nen, bei denen das Teilchen entlang des Randes ”wandert“ und im Fall dazwischen erha¨lt man ein
chaotisches Billard. Es wurde auch der Einfluss der Kru¨mmung des Randes auf die Dynamik des
Billards untersucht. Im klassischen konvexen Billard mit glattem Rand fu¨hrt die Abwesenheit der
Randkru¨mmung in einem Punkt bereits zu einem sogenannten ”glancing-billard“, d.h. dort gibt
es zu jedem ε > 0 Bahnen, die im Laufe der Zeit sowohl einen Reflexionswinkel β < ε als auch
β > pi − ε annehmen - insbesondere also die Richtung (bezogen auf die Orientierung des Tisches)
umkehren (vgl. [30] und [42]). Fu¨r magnetische Billards mit konstantem Magnetfeld gab es eine
entsprechende Untersuchung in [6] und [7]. In [7] formuliert Berglund diesbezu¨glich ein negatives
Ergebnis.
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4.2 Billards mit Erzeugendenfunktion
Fu¨r strikt konvexe Billards mit konstantem Magnetfeld wird in der Literatur ha¨ufig ein ”hinrei-
chend schwaches“ Magnetfeld gefordert (bezu¨glich der Kru¨mmung des Randes), um (spa¨ter von
uns gewu¨nschte) Eigenschaften der Billardabbildung sicherzustellen (z.B. in [6], [8] oder [36]).
Da wir uns weder auf konstante Felder, noch auf flache Billards beschra¨nken mo¨chten, fu¨hren
wir allgemeine Kriterien ein, aus denen sich anschließend zentrale Eigenschaften der Billardab-
bildung ableiten lassen. Ebene konvexe Billards mit ”hinreichend schwachem“ Feld stellen dann
eine Beispielklasse fu¨r Billards mit gewu¨nschten Eigenschaften dar. Diese Kriterien sind nicht nur
fu¨r die Untersuchung von magnetischen Billards geeignet. Wir fu¨hren sie daher fu¨r allgemeine
Finsler-Billards ein. An den Rand stellen wir a priori nur die Bedingung der Glattheit.
Definition 4.2.1 Sei [M, F] ein Finsler-Billard.
Im Folgenden bezeichne γq1q2 eine Geoda¨te von q1 nach q2 (bzw. pra¨ziser von {q1} × BiF(q) nach
{q2} × BaF(q2) ) und Γq1q2 den Orbit der zugeho¨rigen Projektion auf M.
Fu¨r q ∈ N und v ∈ BiF(q) sei ϑvq die Trajektorie, die in q mit Richtung v beginnt und Θvq der
zugeho¨rige Orbit in M.
q1
q2
Γq1q2
γq1q2
v
Θvq
q
ϑvq
{q2} × BF(q2)
v ∈ BiF(q)
w ∈ BaF(q2)
Abbildung 4.9: Der Phasenraum eines Billards
Das Billard heißt
• geoda¨tisch konvex, wenn fu¨r alle paarweise verschiedenen q1, q2 ∈ N eine Geoda¨te des
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zugeho¨rigen Finsler-geoda¨tischen-Flusses von q1 nach q2 mit Projektion in M0 existiert.
• vorwa¨rts vollsta¨ndig, wenn das Bild B(q, v) der Billardabbildung fu¨r jedes q ∈ N und jedes
v ∈ BiF(q) definiert ist.
• ru¨ckwa¨rts vollsta¨ndig, wenn zu jedem q ∈ N fu¨r jedes v ∈ BiF(q) ein x ∈ N existiert, so dass
B(x, u) = (q, v) fu¨r ein u ∈ BiF(x).
• vollsta¨ndig, wenn es vorwa¨rts und ru¨ckwa¨rts vollsta¨ndig ist.
Das Billard besitzt
• vorwa¨rts keine konjugierten Punkte, wenn fu¨r alle q ∈ N und paarweise verschiedenen
u, v ∈
(
BiF(q) \ TqN
)
mit B(q, u) =: (q1, uˆ), B(q, v) =: (q2, vˆ) gilt, dass q1 , q2 und fu¨r alle
paarweise verschiedenen u, v ∈ BiF(q)(
Θuq ∩ Θvq ∩ M
)
\ {q} = ∅
Ist der Schnitt nicht leer, oder gilt q1 = q2 fu¨r zwei verschiedene u, v ∈
(
BiF(q) \ TqN
)
, heißt
ein Element des Schnitts oder der Punkt q1 = q2 konjugierter Vorwa¨rtspunkt.
• ru¨ckwa¨rts keine konjugierten Punkte, wenn fu¨r alle q ∈ N und paarweise verschiedenen
Einfallstangentialvektoren u, v ∈
(
BaF(q) \ TqN
)
existierender Geoda¨ten γxq, γyq von x, y
nach q gilt, dass x , y, sowie fu¨r alle paarweise verschiedenen Geoda¨ten γq1q, γq2,q von
q1, q2 ∈ N nach q (
Γq1q ∩ Γq2q ∩ M
)
\ {q} = ∅
Ist der Schnitt nicht leer, oder gilt x = y fu¨r zwei verschiedene u, v ∈
(
BaF(q) \ TqN
)
, heißt
ein Element des Schnitts oder der Punkt x = y konjugierter Ru¨ckwa¨rtspunkt.
• keine konjugierten Punkte, wenn es weder vorwa¨rts noch ru¨ckwa¨rts konjugierte Punkte be-
sitzt.
Zur Anschauung der Begriffe betrachte man Abbildung 4.10.
In einem vorwa¨rts vollsta¨ndigen Billard la¨sst sich die Billardabbildung iterieren. Zu gegebenem
Anfangsort und Anfangsrichtung (q1, v1) erha¨lt man nach n-facher Reflexion
(qn, vn) := B(qn−1, vn−1) = . . . = Bn(q1, v1)
und insgesamt die Vorwa¨rtsbahn (qi, vi)i∈N zu (q1, v1).
In einem ru¨ckwa¨rts vollsta¨ndigen Billard gibt es zu gegebenem Anfangsort und Anfangsrichtung
(q1, v1) ein q0 ∈ N und v0 ∈ BiF(q0) mit B(q0, v0) = (q1, v1). Durch Iteration erha¨lt man so die
Ru¨ckwa¨rtsbahn (qi, vi)i∈Z\N zu (q1, v1).
Ist das Billard vollsta¨ndig erha¨lt man die Billardbahn (qi, vi)i∈Z.
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q
q
x = y q1 q2q = q1 = q2
q = x = yu v
v u
q1 = q2q4q3
Θuq
Γq1q
u
Abbildung 4.10: Illustration konjugierter Punkte
Bemerkung 4.2.2 In einem vollsta¨ndigen Billard ist die Billardabbildung fu¨r jedes (q, β) ∈ N ×
[0, pi] definiert und damit insbesondere auch fu¨r die Fa¨lle β = 0, pi, die einer gesonderten Betrach-
tung bedu¨rfen. Es sei v :=
(
riq
)−1(β). In Abha¨ngigkeit der Geometrie des Tischrandes und der
zugeho¨rigen Geoda¨ten ϑvq ergeben sich zwei Szenarien. Liegt Θ
v
q in M, schneidet ϑ
v
q den Rand N
in einem Punkt x ∈ N und die Definition der Billardabbildung folgt der bisherigen Beschreibung.
Andernfalls definieren wir die Billardabbildung durch B(q, β) := (q, β).
Wir u¨bertragen die zuvor definierten Eigenschaften zur Veranschaulichung auf die bereits erla¨uter-
ten Beispiele mit konstantem Magnetfeld (siehe S. 59).
Beispiel 4.2.3 a) Wir betrachten das Kreisbillard mit Radius R und konstantem Magnetfeld
und Larmor-Radius RLarmor < R. Zu q ∈ N und v ∈ BiF(q) findet man die Geoda¨te durch Ein-
zeichnen des mathematisch negativ orientierten Kreises K in R2 mit Larmor-Radius durch
q und Tangentialvektor v. Der Schnitt von K mit M entspricht der Geoda¨te.
q
u
v
N
K
ϑvq
x
γ
Abbildung 4.11: Vollsta¨ndigkeit im Kreisbillard mit starkem Magnetfeld
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Fu¨r die ru¨ckwa¨rtige Geoda¨te wa¨hle man u := R−1q (v). Tra¨gt man den mathematisch positiv
orientierten Kreis mit Larmor-Radius durch q und Tangentialvektor u ein, liefert der Schnitt
von M mit K die ru¨ckwa¨rtige Trajektorie (vgl. dazu Abbildung 4.11). Dieses Billard ist
sowohl vorwa¨rts als auch ru¨ckwa¨rts vollsta¨ndig, offensichtlich aber nicht geoda¨tisch konvex.
In q ∈ N trage man den negativ orientierten Halbkreis mit Endpunkt auf N ein und bezeichne
die zugeho¨rige Geoda¨te mit γ. Tra¨gt man nun eine zweite Trajektorie ein, deren Startwinkel
einen gro¨ßeren Winkel mit s(q) bildet, schneiden sich die beiden Trajektorien in einem
Punkt x ∈ M. Also hat das Billard konjugierte Punkte.
b) Betrachte das Billard in der Ellipse im zuvor erla¨uterten Mischfall (siehe S. 60). Wie in a)
beschrieben, ist das Billard vorwa¨rts und ru¨ckwa¨rts vollsta¨ndig. In dem erla¨uterten Beispiel
gibt es keine Geoda¨ten zwischen P1 und dem Bereich zwischen Q und P2. Also ist das
Billard nicht geoda¨tisch konvex.
c) Fu¨r R < RLarmor ist das Kreisbillard ebenfalls vollsta¨ndig. In diesem Fall ist es aber zusa¨tzlich
geoda¨tisch konvex. Schnittpunkte von Geoda¨ten, die in einem Punkt q ∈ N beginnen, liegen
außerhalb von M. Daher besitzt dieses Billard keine konjugierten Punkte.
q
N
Abbildung 4.12: : Geoda¨tisch konvexes, vollsta¨ndiges Kreisbillard ohne konj. Punkte
Diesselbe Aussage ergibt sich fu¨r das elliptische Billard, wenn RLarmor > κmax, wobei κ den
Kru¨mmungsradius eines Punktes auf der Ellipse bezeichnet. (vgl. [6], [36])
In ebenen magnetischen Billards mit konstantem Magnetfeld ist die Vollsta¨ndigkeit immer ge-
wa¨hrleistet - die Geoda¨ten entsprechen Kreisbo¨gen, die am Rand des Tisches beginnen und ihn
erneut schneiden. Fu¨r nicht-konstante Magnetfelder ist die Vollsta¨ndigkeit a priori nicht gewa¨hr-
leistet. Man denke z.B. an ein Magnetfeld, das in der Na¨he des Randes verschwindet. Dann beginnt
eine Geoda¨te als Gerade. Ist das Magnetfeld hinreichend stark (in Relation zu Form und Gro¨ße des
Tisches), kann aber nicht von vornherein ausgeschlossen werden, dass die Geoda¨te innerhalb des
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Tisches gefangen wird. Die Vollsta¨ndigkeit wa¨re dann nicht gegeben. Stellt man sich ein Kreis-
billard mit positivem, radialsymmetrischem und im Zentrum hinreichend starkem Magnetfeld vor,
erha¨lt man ein Beispiel, bei dem Trajektorien des Billards im Zentrum gefangen werden, aber aus
Stetigkeitsu¨berlegungen folgend, jeder Punkt auf dem Rand erreicht werden kann. Ein solches
Billard ist geoda¨tisch konvex, aber weder vorwa¨rts noch ru¨ckwa¨rts vollsta¨ndig und besitzt konju-
gierte Punkte. (Ausfu¨hrungen zu Bewegungen in radialsymmetrischen Magnetfeldern findet man
in [25])
Neben der Wohldefiniertheit der Billardabbildung und Billardbahnen liefert die Vollsta¨ndigkeit
aber weitere Eigenschaften der Billardabbildung:
Lemma 4.2.4 Sei [M, F] ein vollsta¨ndiges Finsler-Billard.
Dann ist die Billardabbildung B : N × [0, pi]→ N × [0, pi] eine Bijektion.
Beweis Wir verwenden die Notation aus Definition 4.1.4. Das Billard ist vorwa¨rts vollsta¨ndig. Zu
q ∈ M existiert B(q, v) daher fu¨r jedes v ∈ BiF(q). Fu¨r jedes v ∈ BiF(q) gilt riq(v) ∈ [0, pi]. Also
ist die in Definition 4.1.4 a¨quivalent eingefu¨hrte Billardabbildung fu¨r jedes (q, β) ∈ N × [0, pi]
definiert.
Seien nun γq1q , γq2q Trajektorien von q1, q2 ∈ N nach q ∈ N. Dann gibt es v1 ∈ BiF(q1) und
v2 ∈ BiF(q2), so dass
Θv1q1 = Γq1q und Θ
v2
q2 = Γq2q
Insbesondere sind θv1q1 und θ
v2
q2 zwei verschiedene Trajektorien des magnetischen Flusses, die die
Faser {q} × BF(q) schneiden. Also folgt
B(q1, v1) =: (q, u1) , (q, u2) := B(q2, v2)
und damit die Injektivita¨t von B. Sei nun (q, β) ∈ N × [0, pi]. Setze
v :=
(
riq
)−1
(β)
Dann gilt v ∈ BiF(q) und aus der ru¨ckwa¨rtigen Vollsta¨ndigkeit folgt die Existenz eines x ∈ N und
u ∈ BiF(x) mit
B(x, u) = (q, v)
Fu¨r δ := rix(u) gilt dann B(x, δ) = (q, β) und es folgt die Surjektivita¨t der Billardabbildung. 
Fu¨r nicht-reversible Finsler-Metriken gilt im allgemeinen
Γq1q2 , Γq2q1
Fu¨r Finsler-Billards mit reversibler Finsler-Metrik herrscht hier Gleichheit. Insbesondere ist ein
vorwa¨rts vollsta¨ndiges Finsler-Billard dann auch ru¨ckwa¨rts vollsta¨ndig.
Die Ru¨ckwa¨rtsbahnen eines magnetischen Finsler-Billards lassen sich besser beschreiben, nach-
dem wir die Irreversibilita¨t etwas genauer beleuchtet haben.
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Bemerkung 4.2.5 Sei γq1q2 eine Geoda¨te in einem magnetischen Billard. Wir erinnern uns an
Bemerkung 3.1.3. Die ru¨ckwa¨rts durchlaufene Geoda¨te ist i.a. keine Trajektorie des magnetischen
Flusses zur Energie 1/2. Sie ist aber eine Trajektorie zum umgekehrten Magnetfeld, d.h. des Flusses
der Lagrangefunktion L˜(q, v) = 12 |v|2 − αq(v) mit Energie 1/2, bzw. des geoda¨tischen Flusses der
Finsler-Metrik F˜(q, v) = |v| − αq(v).
Zur Vereinfachung der Beschreibung der Ru¨ckwa¨rtsbahnen und als Werkzeug fu¨r die Untersu-
chung der Ru¨ckwa¨rtsdynamik fu¨hren wir die umgekehrte Billardabbildung ein:
Definition 4.2.6 Sei N der Rand eines Billardtisches M, F eine Finsler-Metrik auf M und q ∈ N.
Zur Finsler-Metrik F gibt es Diffeomorphismen (vgl. Definition 4.1.4)
riq : B
i
F → [0, pi] und raq : BaF → [0, pi]
Man wa¨hle β ∈ [0, pi] und setze
w :=
(
riq
)−1
(β)
und weiter
v :=
−
(
Rq
)−1
(w)
Fq
(
−
(
Rq
)−1
(w)
)
mit der Reflexionsabbildung R zur Finsler-Metrik F. Dann gilt v ∈ BiF(q). Schneidet die Tra-
jektorie ϑvq des zu F geho¨rigen geoda¨tischen Flusses durch q mit Richtung v erneut den Rand N
in einem Punkt x ∈ N mit einfallendem Tangentialvektor u ∈ BaF(x), definiere die umgekehrte
Billardabbildung durch
Bu(q, β) := (x, δ) :=
(
x , rix
( −u
F(−u)
) )
Sofern wohldefiniert ist Bu eine Abbildung von N × [0, pi] nach N × [0, pi].
q s(q)
w
v
β
x
u
s(x)
δ
Abbildung 4.13: Die umgekehrte Billardabbildung
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Man beachte, dass die Definition der umgekehrten Billardabbildung unabha¨ngig von der Definition
der Billardabbildung ist. Die Absicht ist aber, die beiden Abbildungen nach Wahl verschiedener
definierender Flu¨sse miteinander in Bezug zu setzen. Dies ist nicht nur fu¨r magnetische Billards
mo¨glich. Fu¨r magnetische Billards gilt aber insbesondere folgende Aussage, die im allgemeinen
nicht gegeben ist:
Lemma 4.2.7 Sei [M, B] ein magnetisches Billard zur magnetischen Finsler-Metrik F und F˜ die
Finsler-Metrik F˜(q, v) = |v| − αq(v). Ferner sei Bu die umgekehrte Billardabbildung zur Finsler-
Metrik F˜. Ist B(q, β) fu¨r (q, β) ∈ N × [0, pi] definiert, gilt
Bu (B(q, β)) = (q, β)
Ist Bu(q, β) fu¨r (q, β) ∈ N × [0, pi] definiert, gilt
B (Bu(q, β)) = (q, β)
Ist das Billard vollsta¨ndig, gilt insbesondere
B ◦ Bu = Bu ◦ B = id
auf N × [0, pi].
Beweis Alle zur Finsler-Metrik F˜ geho¨renden Abbildungen und Geoda¨ten versehen wir zur Un-
terscheidung mit einer Tilde. Sei B(q, β) = (x, δ). Wir untersuchen Bu(x, δ). Nach Konstruktion
der umgekehrten Billardabbildung definieren wir zuna¨chst
w :=
(
r˜ix
)−1
(δ)
und weiter
v :=
−
(
R˜x
)−1
(w)
F˜x
(
−
(
R˜x
)−1
(w)
)
Die Reflexionsabbildung der Finsler-Metrik F˜ erha¨lt Winkel. Daher gilt (s.a. Lemma 4.1.5)(
R˜x
)−1
(w) =
(
r˜ax
)−1
(δ)
Sei u :=
(
riq
)−1
(β) und ϑuq die Geoda¨te von q nach x bzgl. F. Ferner sei z ∈ BaF(x) der einfallende
Tangentialvektor von ϑuq in x. Da die Reflexionsabbildung Rx zu F ebenfalls Winkel erha¨lt, gilt
v =
−z
F˜(−z)
Nach Bemerkung 4.2.5 gilt daher
Θ˜vx = Θ
u
q
Also folgt Bu(x, δ) = (q, ρ) fu¨r ein ρ ∈ [0, pi]. Nach Definition von Bu ist
ρ = r˜iq
(
u
F˜(u)
)
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und daher ρ = β. Somit gilt Bu(x, δ) = (q, β) und es folgt die erste Aussage.
Sei jetzt Bu(q, β) = (x, δ). Wir setzen w :=
(
rix
)−1 (
δ
)
. Dann gilt Θwx = Θ˜
v
q fu¨r
v =
−
(
R˜q
)−1 ◦ (r˜iq)−1 (β)
F˜x
(
−
(
R˜q
)−1 ◦ (r˜iq)−1 (β))
und daher B(x, δ) = (q, ρ). Es bezeichne u den einfallenden Tangentialvektor von ϑwx . Es gilt
u =
−v
F(−v)
und ferner
r˜aq
(
u
F˜(u)
)
= β
da R˜q Winkel erha¨lt. Da auch die Abbildung Rq Winkel erha¨lt, gilt ferner riq ◦ Rq(u) = β und
schließlich B(x, δ) = (q, β) 
In einem vollsta¨ndigen Billard ist die Billardabbildung nach Lemma 4.2.4 bijektiv. In einem ma-
gnetischen Finsler-Billard beschreibt die umgekehrte Billardabbildung nach obiger Aussage die
Inverse der Billardabbildung.
Bemerkung 4.2.8 Die Indikatrix einer reversiblen Finsler-Metrik ist zentralsymmetrisch. Daher
gilt die Aussage auch fu¨r reversible Finsler-Billards.
Daru¨berhinaus la¨sst sich dies auch auf weitere Billards u¨bertragen:
Bemerkung 4.2.9 Die Aussage des vorherigen Lemmas erforderte, dass bei der Reflexion Winkel
erhalten bleiben. In [44] wurde gezeigt, dass genau die Finsler-Metriken dieses Reflexionsgesetz
erzeugen, die die Form
F(x, v) = f (x)
(
| v | + αq(v)
)
mit einer nicht-verschwindenden Funktion f und einer 1-Form α besitzen. Die Indikatrix ist in
diesem Fall eine Ellipse mit Ursprung in einem Brennpunkt. Der Fluss der Finsler-Metrik F˜(x, v) =
f (x)
(
| v | − αq(v)
)
ist ”invers“ zu dem von F.
Im Folgenden erfu¨lle die umgekehrte Billardabbildung eines reversiblen Finsler-Billards oder ma-
gnetischen Billards immer die Eigenschaft der Inversen der Billardabbildung. Fu¨r magnetische
Billards ist sie also insbesondere immer bzgl. der magnetischen Lagrange-Funktion L˜ bzw. der
Finsler-Metrik F˜ definiert.
Satz 4.2.10 Sei [M, B] ein magnetisches Billard.
a) Das Billard sei vorwa¨rts vollsta¨ndig und fu¨r (q, β) ∈ N × (0, pi) bezeichne (x, δ) das Bild von
(q, β) unter der Billardabbildung, d.h. es sei (x, δ) = B(q, β).
Fu¨r jedes q ∈ N gelte δ ∈ (0, pi) fu¨r alle β ∈ (0, pi). Dann ist B stetig differenzierbar auf
N × (0, pi).
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b) Das Billard sei ru¨ckwa¨rts vollsta¨ndig und fu¨r (q, β) ∈ N × (0, pi) sei (x, δ) = Bu(q, β). Fu¨r
jedes q ∈ N gelte δ ∈ (0, pi) fu¨r alle β ∈ (0, pi). Dann ist Bu stetig differenzierbar auf
N × (0, pi).
Beweis a) Fu¨r (q, β) ∈ N × [0, pi] gelte
B(q, β) = (x(q, β), δ(q, β))
mit x(q, β) ∈ N und δ(q, β) ∈ [0, pi]. Wir untersuchen die partiellen Ableitungen von B.
Dazu parametrisieren wir N durch den Bogenla¨ngenparameter s = s(q) nach der (Finsler)-
Bogenla¨nge und setzen |N | =: c > 0. Einen Punkt q ∈ N beschreiben wir durch sein zu-
geho¨riges Bogenmaß. Sei o.B.d.A. q ∈ (0, c). Wa¨hle β ∈ (0, pi) und setze
v :=
(
riq
)−1
(β)
Das Billard ist vorwa¨rts vollsta¨ndig. Also existieren x = x(q, β) und δ = δ(q, β) mit
B(q, β) = (x, δ)
Wir variieren q. Wa¨hle ein t > 0 mit t < min
{
q, c − q
}
. Nach Voraussetzung schneidet ϑvkq+k
den Rand fu¨r jedes k ∈ [−t, t] transversal in einem Punkt (xk, δk) := (x + m(k), δ + ρ(k)),
wobei vk durch vk :=
(
riqk
)−1(β) gegeben ist.
q
q × (0, pi)
(q, β)
(q + t, β)
N
N
(x, δ)
xt δt
Abbildung 4.14: Abbildungsverhalten des Flusses im Phasenraum
Lo¨sungen des zugrunde liegenden Flusses φ im Phasenraum ha¨ngen glatt von Anfangsbe-
dingungen ab. Ferner ist N eine glatte Kurve und die Abbildung raq und damit auch die
Reflexionsabbildung Rq ha¨ngen glatt von q ab. Also ist die Menge{
(xk, δk) : k ∈ [−t, t]
}
⊂
⋃
j∈[−t,t]
({
x j
}
×
[
inf
k
{
δ + ρ(k)
}
, sup
k
{
δ + ρ(k)
}])
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eine zusammenha¨ngende, glatte Kurve, und die partiellen Ableitungen ∂x∂q ,
∂δ
∂q existieren und
sind stetig.
Wir variieren β. Wa¨hle ein t > 0 mit t < min{β, pi − β} und setze fu¨r k ∈ [−t, t]
vk :=
(
riq
)−1
(β + k)
Nach Voraussetzung schneidet ϑvkq den Rand fu¨r jedes k ∈ [−t, t] transversal in einem Punkt
(xk, δk) := (x + m(k), δ + ρ(k)). Also ist die Menge{
(xk, δk) : k ∈ [−t, t]
}
⊂
⋃
j∈[−t,t]
({
x j
}
×
[
inf
k
{
δ + ρ(k)
}
, sup
k
{
δ + ρ(k)
}])
eine zusammenha¨ngende, glatte Kurve und die partiellen Ableitungen ∂x∂β ,
∂δ
∂β existieren und
sind stetig (zur Illustration vgl. Abbildung 4.16). Also ist B stetig differenzierbar auf N ×
(0, pi).
b) Die Abbildungen r˜aq, r˜
i
q, R˜q sowie S :
(
r˜aq
)−1 (
0, pi
) → (r˜iq)−1 (0, pi) mit S (v) = −vF˜(−v) zur
Finsler-Metrik F˜ ha¨ngen glatt von q ab. Dann folgt die Aussage analog zu a). 
Wie man den U¨berlegungen entnehmen kann, u¨bertra¨gt sich der Grad der Glattheit des Randes und
des zugrunde liegenden Flusses auf die Billardabbildung und die umgekehrte Billardabbildung.
Fu¨r den Beweis des Satzes ist es wesentlich, dass Geoda¨ten den Rand nicht tangential beru¨hren.
Randberu¨hrungen, bei denen dies passiert, werden in [36] als ”glancing collisions“ bezeichnet und
anschließend in zwei verschiedene Klassen unterteilt. Zum einen ko¨nnen sie wie im Kreisbillard
mit starkem Magnetfeld fu¨r die Winkel 0, pi auftauchen. Hier haben diese aber keinen wesentlichen
Einfluss auf die Dynamik des Billards, da sie hier einer stetigen Fortsetzung der Billardabbildung
entsprechen. Im anderen Fall erzeugt eine solche ”glancing collision“ ein chaotisches Billard; wie
auf Seite 60 erla¨utert wird hier eine Unstetigkeitsstelle der Billardabbildung erzeugt - in [36] als
”flyaway“ bezeichnet. In klassischen konvexen Billards erha¨lt man eine a¨hnliche Problematik nur
bei Kollisionen in Punkten ohne Randkru¨mmung (s.a. S. 61).
Bemerkung 4.2.11 Die Aussage des vorherigen Satzes gilt analog fu¨r reversible Finsler-Billards
oder Finsler-Billards mit Finsler-Metrik wie in Bemerkung 4.2.9.
Im Kreisbillard mit starkem Magnetfeld ist die Billardabbildung nach Satz 4.2.10 ein Diffeomor-
phismus. Die Folge der Fußpunkte einer Bahn bestimmt die Bahn aber nicht eindeutig.
Die Geoda¨te ϑvq mit einem Vektor v mit Winkel β1 < pi/2 verbinde q ∈ N mit x ∈ N. Dann gibt
es einen Vektor w mit Winkel β2 > pi/2, so dass ϑwq ebenfalls q mit x verbindet (vgl. dazu auch
Abbildung 4.15).
Im Phasenraum erkennt man, dass der zugrunde liegende Fluss des Billards die Faser {q} × (0, pi)
auf eine Kurve abbildet, deren Schnitt mit einer Faser, mit einer Ausnahme, aus zwei Punkten
besteht (siehe Abbildung 4.16).
71
4 Magnetische Billards, Finsler-Billards und das Spektrum
q
x
N
β2
β1
Abbildung 4.15: Konjugierte Punkte im Kreisbillard mit starkem Feld
{q} × (0, pi)
φ−→ φ
({q} × (0, pi))
q
β2
β1
N
Abbildung 4.16: Konjugierte Punkte im Phasenraum
Wir mo¨chten im Folgenden Billards untersuchen, bei denen die Geoda¨te zwischen zwei Punkten
in N eindeutig bestimmt ist.
Lemma 4.2.12 Gegeben sei ein geoda¨tisch konvexes, reversibles oder magnetisches Finsler-Billard.
a) Existieren vorwa¨rts keine konjugierten Punkte, gibt es zu je zwei verschiedenen q1 ∈ N und
q2 ∈ N genau eine Geoda¨te γq1q2 .
b) Existieren vorwa¨rts keine konjugierten Punkte, gibt es fu¨r jeden Punkt q ∈ N ein Intervall
[µq, νq] ⊆ [0, pi] mit der Eigenschaft: zu x ∈ N \ {q} existiert ein β ∈ [µq, νq] und δ ∈ [0, pi],
so dass
B (q, β) = (x, δ)
c) Existieren ru¨ckwa¨rts keine konjugierten Punkte, gibt es fu¨r jeden Punkt q ∈ N ein Intervall
[µq, νq] ⊆ [0, pi] mit der Eigenschaft: zu x ∈ N \ {q} existiert ein β ∈ [µq, νq] und δ ∈ [0, pi],
so dass
Bu (q, β) = (x, δ)
72
4 Magnetische Billards, Finsler-Billards und das Spektrum
d) Das Billard sei vorwa¨rts vollsta¨ndig und vorwa¨rts ohne konjugierte Punkte. Dann gilt
[µq, νq] = [0, pi] fu¨r jedes q ∈ N und insbesondere
lim
β→0B(q, β) = (q, 0) und limβ→piB(q, β) = (q, pi)
e) Ist das Billard vorwa¨rts vollsta¨ndig und vorwa¨rts ohne konjugierte Punkte, gibt es fu¨r jeden
Punkt q ∈ N eine durch die Billardabbildung induzierte bijektive Zuordnung τq : (0, pi) →
N \ {q}
f) Das Billard sei vorwa¨rts vollsta¨ndig und vorwa¨rts ohne konjugierte Punkte. Dann ist die
Vorwa¨rtsbahn (qi, βi)i∈N fu¨r ein (q, β) ∈ N × [0, pi] bereits durch die Folge der Fußpunkte
(qi)i∈N eindeutig bestimmt.
g) Das Billard sei ru¨ckwa¨rts vollsta¨ndig und ru¨ckwa¨rts ohne konjugierte Punkte. Dann gilt
[µq, νq] = [0, pi] fu¨r jedes q ∈ N und insbesondere
lim
β→0B
u(q, β) = (q, 0) und lim
β→piB
u(q, β) = (q, pi)
h) Ist das Billard ru¨ckwa¨rts vollsta¨ndig und ru¨ckwa¨rts ohne konjugierte Punkte, gibt es fu¨r
jeden Punkt q ∈ N eine durch die umgekehrte Billardabbildung induzierte bijektive Zuord-
nung σq : (0, pi)→ N \ {q}
i) Das Billard sei ru¨ckwa¨rts vollsta¨ndig und ru¨ckwa¨rts ohne konjugierte Punkte. Dann ist die
Ru¨ckwa¨rtsbahn (qi, βi)i∈N fu¨r ein (q, β) ∈ N × [0, pi] bereits durch die Folge der Fußpunkte
(qi)i∈N eindeutig bestimmt.
Beweis a) Wegen der geoda¨tischen Konvexita¨t existiert zu paarweise verschiedenen q1, q2 ∈ N
eine Geoda¨te γq1q2 von q1 nach q2. Zu γq1q2 gibt es dann einen Vektor v ∈ BiF(q1), so dass
Θvq1 = Γq1q2 . Angenommen es ga¨be eine weitere Geoda¨te von q1 nach q2. Dann gibt es ein
w ∈ BiF(q1) mit v , w und q2 ∈ Θwq1 . Also folgt
q2 ∈
(
Θvq1 ∩ Θwq1 ∩ M
)
\ {q1}
und damit der Widerspruch, da das Billard keine konjugierten Vorwa¨rtspunkte besitzt.
b) Wir parametrisieren N durch den Bogenla¨ngenparameter s = s(q) nach der (Finsler)-Bogen-
la¨nge und setzen |N | =: c > 0. Einen Punkt q ∈ N beschreiben wir durch sein zugeho¨riges
Bogenmaß. Wa¨hle q ∈ N und ein x ∈ N mit x , q. Sei oBdA. q = 0. Andernfalls betrachte
den Lift von N auf R und dann [q, q+c). Nach a) existiert genau eine Geoda¨te γqx und daher
genau ein t ∈ [0, pi] mit ϑvq = γqx fu¨r v :=
(
riq
)−1
(t).
Es gilt t ∈ (0, pi). Angenommen es sei t = 0. Wa¨hle y ∈ N mit 0 < y < x. Dann gibt es nach
a) genau ein s ∈ [0, pi] mit s , t = 0 und ϑwq = γqy fu¨r w := (riq)−1(s). Insbesondere gilt
s > 0. Aus y < x folgt, dass Θwq und Θ
v
q einen gemeinsamen Punkt S ∈ Θvq \{q} besitzen. Das
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Billard hat aber keine konjugierten Vorwa¨rtspunkte und es folgt der Widerspruch. Analog
zeigt man t < pi.
Weil es vorwa¨rts keine konjugierten Punkte gibt, existiert analog fu¨r jeden Punkt y ∈ (0, x)
genau ein s ∈ (0, t) mit zugeho¨riger Geoda¨te von q nach y. Wa¨hle eine streng monoton
fallende Nullfolge (yk) mit yk ∈ (0, x) fu¨r alle k ∈ N. Dann gibt es eine zugeho¨rige Folge
(sk) mit sk ∈ (0, t) fu¨r alle k. Wie zuvor folgt aus der Nichtexistenz konjugierter Punkte,
dass sk+1 < sk fu¨r alle k ∈ N. Also ist (sk) monoton und beschra¨nkt. Setze µq := lim
k→∞ sk.
Insbesondere gilt lim
k→∞B(q, sk) = (q, δ) mit einem δ ∈ [0, pi]. Analog zeigt man die Existenz
von νq.
c) Wir erinnern uns an die Definition der umgekehrten Billardabbildung. Zu t ∈ [0, pi] definiert
man den Vektor u := R−1q ◦
(
riF
)−1
(t) und damit v := −uFq(−u) . Fu¨r t → 0 gilt insbesondere
riq(v) → pi und andersrum. Ausgehend von Punkten q = 0 und x wie in b) liefert dieselbe
Argumentation wie in b) fu¨r Punkte 0 < yk < x die Existenz von νq und fu¨r Punkte x < yk <
c = q + c die Existenz von µq.
d) Wa¨hle oBdA. q = 0. Angenommen es gilt µq > 0. Wa¨hle s :=
µq
2 . Das Billard ist vorwa¨rts
vollsta¨ndig. Also existiert ein x ∈ N, so dass ϑvq = γqx fu¨r v :=
(
riq
)−1
(s). Nach a) ist ϑvq die
eindeutige Verbindung von q nach x. Fu¨r t := s2 existiert ein y ∈ N, so dass ϑwq = γqy fu¨r w :=(
riq
)−1
(t) und aus s , t folgt, dass y , x. Aus der Nichtexistenz konjugierter Vorwa¨rtspunkte
folgt ferner y < x. Also gilt insbesondere x > 0. Nach b) gibt es ein r ∈ [µq, νq], so dass
ϑuq = γqx fu¨r u :=
(
riq
)−1
(r). Die Verbindung von q nach x ist eindeutig. Also gilt r = s, aber
es war s < µq. Also ist µq = 0. Das Billard ist vorwa¨rts vollsta¨ndig. Daher existiert B(q, µq)
und aus der Konstruktion von µq in b) folgt B(q, µq) = B(q, 0) = (q, 0).
Analog zeigt man, dass νq = pi.
e) Das Billard sei vorwa¨rts vollsta¨ndig. Die Billardabbildung bildet (q, β) ∈ N × [0, pi] auf ein
(x, δ) ∈ N × [0, pi] ab, d.h. die Abbildung ist gegeben durch
B(q, β) =
(
x(q, β), δ(q, β)
)
Fu¨r q ∈ N definiere τq : (0, pi)→ N durch
τq := x(q, · )
Nach d) ist die Abbildung x : {q} × [0, pi]→ N surjektiv.
Ferner gilt τq
(
(0, pi)
)
= N \ {q}, da das Billard vorwa¨rts keine konjugierten Punkte besitzt
(vgl. Definition 4.2.1). Angenommen es gilt x(q, β) = q fu¨r ein β ∈ (0, pi). Dann folgt aus
der Definition, dass x(q, ρ) , q fu¨r alle ρ ∈ (0, pi) mit ρ , β. Es gibt aber ein ρ ∈ (0, pi) mit
ρ , β, so dass die Geoda¨ten zu β und ρ einen konjugierten Vorwa¨rtspunkt besitzen, da die
Geoda¨te zu β die Faser zu q mit der Faser zu q verbindet. Man erha¨lt einen Widerspruch und
die Injektivita¨t von τq folgt schließlich aus a).
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f) Wa¨hle ein (q, β) ∈ N × (0, pi). Nach e) gilt B(q, β) = (q2, β2) fu¨r ein q2 ∈ N \ {q} und es
existiert kein δ ∈ [0, pi]\ {β}, so dass die zugeho¨rige Geoda¨te q mit q2 verbindet. Ist β2 = 0, pi
gilt nach d) B(qk, βk) = (q2, β2) fu¨r alle k ≥ 2. Andernfalls liefert β2 die einzige Geoda¨te
von q2 zu einem q3 ∈ N \ {q2}. Erhalte (q3, β3) := B(q2, β2) mit einem β3 ∈ [0, pi]. Setze
entsprechend fort.
g) Analog zu c) folgt die Aussage mit derselben Argumentation wie in d).
h) Analog zu c) folgt die Aussage mit derselben Argumentation wie in e).
i) Die Ru¨ckwa¨rtsbahn la¨sst sich durch die umgekehrte Billardabbildung beschreiben. Daher
folgt die Aussage mit derselben Argumentation wie in f). 
Durch die Aussagen des Lemmas erhalten wir auch notwendige Kriterien fu¨r die aufgeza¨hlten
Eigenschaften eines Billards. So folgt z.B. unmittelbar aus Aussage d), dass ein ebenes Billard
mit konstantem Magnetfeld und einem Randpunkt q mit Kru¨mmungsradius rq > rLarmor nicht die
aufgeza¨hlten Eigenschaften erfu¨llen kann. Im Gegensatz zum klassischen Billard ist die Billardab-
bildung aber selbst bei Tischen mit stu¨ckweise flachem Rand einseitig stetig fortsetzbar - fu¨r ein
positives Feld gilt B(q, β)→ (q, 0) fu¨r β→ 0.
Vollsta¨ndige, geoda¨tisch konvexe Billards ohne konjugierte Punkte haben, wie wir im Weiteren
noch untersuchen werden, eine gutartige Dynamik. Strikt konvexe, ebene Billards mit einem ”hin-
reichend schwachen“ konstanten Magnetfeld stellen ein Beispiel dafu¨r dar.
Mit dem obigen Lemma la¨sst sich insbesondere zeigen, dass die aufgeza¨hlten Eigenschaften ”glan-
cing collisions“ verhindern. Die Billardabbildung solcher Billards ist daher ein Diffeomorphismus.
Satz 4.2.13 Sei [M, F] ein geoda¨tisch konvexes, reversibles oder magnetisches Finsler-Billard. Ist
das Billard vollsta¨ndig und ohne konjugierte Punkte
a) ist die Billardabbildung ein Diffeomorphismus.
b) sind die Abbildungen τq und σq aus Lemma 4.2.12 fu¨r jedes q ∈ N Diffeomorphismen.
c) ist eine Bahn (qi, βi)i∈Z bereits durch die Folge der Fußpunkte (qi)i∈Z eindeutig bestimmt.
Beweis a) Wa¨hle q ∈ N, β ∈ (0, pi) und setze B(q, β) =: (x, δ). Nach Konstruktion von τq
in Lemma 4.2.12 e) gilt q , x. Nun gilt nach Lemma 4.2.7 bzw. Bemerkung 4.2.8 aber
Bu(x, δ) = (q, β) und daher mit Lemma 4.2.12 h) und der Konstruktion von σx sofort
δ ∈ (0, pi). Also sind die Voraussetzungen fu¨r Satz 4.2.10 a) erfu¨llt. Genauso ist durch Lem-
ma 4.2.12 e) und die Konstruktion von τq die Voraussetzung fu¨r Satz 4.2.10 b) erfu¨llt. Also
sind B und Bu stetig differenzierbar. Dann folgt die Aussage schließlich mit Lemma 4.2.7
oder Bemerkung 4.2.8.
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b) Die Abbildung τq ist gegeben durch τq = x(q, · ), wobei B(q, β) = (x(q, β), δ(q, β)) die
Billardabbildung beschreibt. Die Abbildung σq ist analog durch die umgekehrte Billardab-
bildung definiert. Dann folgt die Aussage aus a) und Lemma 4.2.12 e) und h).
c) Folgt direkt aus Lemma 4.2.12 f) und i). 
Daru¨ber hinaus besitzen entsprechende Billards, nach Wahl geeigneter Koordinaten, eine Erzeu-
gendenfunktion. Diese wird spa¨ter ein bedeutendes Werkzeug zur Untersuchung der Dynamik
dieser Billards sein. Allgemeine Informationen zu Erzeugendenfunktionen im Kontext symplekti-
scher Abbildungen findet man z.B. in [23] oder auch [21]. Wir beschra¨nken uns an dieser Stelle
wie in [40] auf eine fu¨r unsere Situation angepasste Definition.
Definition 4.2.14 Sei N der Rand eines Billardtisches und φ : N × (a, b) → N × (a, b) mit
φ(x0, y0) = (x1, y1) ein C1-Diffeomorphismus. Eine C2-Funktion h, die die Gleichung
dh(x0, x1) = y1dx1 − y0dx0
erfu¨llt, heißt Erzeugendenfunktion von φ.
Eine Erzeugendenfunktion ist offenbar bis auf eine additive Konstante eindeutig bestimmt. Ist
dy ∧ dx eine symplektische Form auf N × (a, b) wird der Diffeomorphismus φ durch die Existenz
einer Erzeugendenfunktion zu einer fla¨chentreuen Abbildung, denn es gilt φ∗(ydx)−ydx = dh und
daher φ∗(dy ∧ dx) = φ∗d(ydx) = dy ∧ dx + d2h. Also ist φ symplektisch und daher fla¨chentreu.
Fu¨r die Suche nach einer Erzeugendenfunktion ist es, wie angedeutet, entscheidend geeignete
Koordinaten zu finden. Als erstes sollen magnetische Billards untersucht werden. Dazu beginnen
wir mit einer Definition.
Definition 4.2.15 Es sei [M,ΩB] ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard
ohne konjugierte Punkte. Die 2-Form ΩB mit Vektorpotential α war durch ΩB = B(q)dq1 ∧ dq2
gegeben, wobei die Funktion B die Magnetfeldsta¨rke im Punkt q ∈ M beschreibt.
Nach Lemma 4.2.12 gibt es zu je zwei paarweise verschiedenen q0, q1 ∈ N genau eine Trajektorie
γq0q1 des magnetischen Flusses von q0 nach q1. Fu¨r eine Trajektorie γ : (0, c) → E−1 (1/2) von
q0 ∈ N nach q1 ∈ N bezeichne ζq1q0 den zugeho¨rigen geschlossenen Weg von q0 entlang N nach q1
und entlang γ zuru¨ck nach q0 und ferner Z
q1
q0 die von ζ
q1
q0 eingeschlossene Fla¨che.
Wir definieren die magnetische La¨nge auf M durch
G(q0, q1) :=
c∫
0
| γ˙(t) | dt −
∫
Zq1q0
ΩB
fu¨r q0 , q1 und G(q, q) := 0 fu¨r q ∈ N. Wegen der Eindeutigkeit der Trajektorien ist die magneti-
sche La¨nge wohldefiniert.
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Unter Verwendung des Satzes von Stokes la¨sst sich die magnetische La¨nge auf M mit dem Vek-
torpotential α auch in der Form
G(q0, q1) =
c∫
0
| γ˙(t) | dt −
∫
ζ
q1
q0
α
angeben.
Inspiriert durch die Ausfu¨hrungen in [2], S.253 f. ko¨nnen wir fu¨r magnetische Billards folgende
Aussage zeigen.
Satz 4.2.16 Sei [M,ΩB] ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard ohne kon-
jugierte Punkte. Es beschreibe B(x0, β0) = (x1(x0, β0), β1(x0, β0)) die Billardabbildung, und es sei
N nach der Bogenla¨nge parametrisiert, y := cos(β) fu¨r β ∈ [0, pi], sowie die Billardabbildung in
den Koordinaten (x, y) beschrieben durch
Bˆ(x0, y0) :=
(
x1
(
x0, cos−1(y0)
)
, cos
(
β1
(
x0, cos−1(y0)
)) )
Dann besitzt die Billardabbildung Bˆ : N × (−1, 1) → N × (−1, 1) die magnetische La¨nge auf M
als Erzeugendenfunktion.
Beweis N ist nach der Bogenla¨nge parametrisiert. Einen Punkt q ∈ N beschreiben wir durch sein
zugeho¨riges Bogenmaß. Seien q0, q1 ∈ N mit q0 , q1 gegeben. Wir wa¨hlen h > 0 hinreichend
klein und zu x ∈ [0, h] setzen wir q1+x := q1 + x. Zu jedem q1+x ∈ [q1, q1 + h] existiert genau eine
Trajektorie γx := γq0q1+x des magnetischen Flusses zur Energie E =
1
2 von q0 nach q1+x.
Analog zur Definition von BiF(q1) sei K
i(q1) die Menge aller Tangentialvektoren in q1, die nach
nach innen gerichtet sind und Einheitsla¨nge besitzen (vgl. Definition 4.1.4). Fu¨r v ∈ Ki(q) gilt dann
v
F(v) ∈ BiF(q). Genauso la¨sst sich auch Ka(q) einfu¨hren, um Einfallsvektoren von Trajektorien mit
fester Energie zu beschreiben.
Nach Lemma 4.2.12 und Satz 4.2.13 existiert [β0, βh] ⊂ (0, pi), so dass γx = ϑvxq0 fu¨r x ∈ [0, h] und
vx =
(
riq0
)−1
(βx)∣∣∣∣∣ (riq0)−1 (βx) ∣∣∣∣∣ ∈ K
i(q0)
mit βx ∈ [β0, βh], und die zugeho¨rigen Orbits Γx schneiden sich nur in q0.
Es bezeichne f die Kurve, die das Randstu¨ck [q1, q1 + h] von N beschreibt und nach der Bo-
genla¨nge parametrisiert ist. Wir erinnern uns an Satz 3.3.1 und Satz 3.3.6. Trajektorien des Bil-
lards sind Trajektorien des magnetisch-Lagrangeschen-Flusses zur Energie E = 12 auf dem Tan-
gentialbu¨ndel. Via Legendre-Transformation werden diese auf Trajektorien des Hamiltonschen
Flusses auf S = H−1 (1/2) abgebildet und entsprechen Extremalen der Wirkung A(γ) =
∫
γ
λ. Wir
heben die Kurven im Tangentialbu¨ndel u¨ber die Legendre-Transformation auf die Energiefla¨che
im Kotangentialbu¨ndel und versehen die Kurven dort zur Unterscheidung mit einer Tilde. Wir
77
4 Magnetische Billards, Finsler-Billards und das Spektrum
erhalten eine Fla¨che σ, die berandet wird von den Trajektorien γ˜0 und γ˜h, der Kurve c der Schnitt-
punkte der Trajektorien γ˜x mit dem Rand, die auf f projiziert wird, sowie einer Kurve g in der
Faser u¨ber q0, bestehend aus den Impulsen px =
∂L(q0,vx)
∂v .
q0
q1
q1 + h
q1+x
γ0
γh
γx
N
N
f
s(q
1 )
γ˜0
γ˜h
c
g
Abbildung 4.17: Trajektorien im Konfigurationsraum und auf der Energiefla¨che
Die Fla¨che σ ist durch Trajektorien des Hamiltonschen Flusses gebla¨ttert. Diese sind aber gerade
die Charakteristiken des Hamiltonschen Flusses (vgl. S. 13 und S. 44). Unter Verwendung des
Satzes von Stokes gilt daher
0 =
∫
σ
ω =
∫
γ˜0
λ +
∫
c
λ −
∫
γ˜h
λ −
∫
g
λ
In der Faser u¨ber q0 gilt dq = 0 und daher
∫
g λ = 0. Die Kurven γ˜0 und γ˜h sind Trajektorien des
Hamiltonschen Flusses. Also gilt hier (siehe S. 47)∫
γ˜0
λ =
b∫
a
| γ˙0(t) | + αγ0(t) (γ˙0(t)) dt
und eine entsprechende Gleichung fu¨r γ˜h. Daher folgt
G(q0, q1 + h) −G(q0, q1) =
∫
γ˜h
λ −
∫
γh
α −
∫
ζ
q1+h
q0
α −

∫
γ˜0
λ −
∫
γ0
α −
∫
ζ
q1
q0
α

=
∫
c
λ +
∫
γ0
α +
∫
ζ
q1
q0
α −
∫
γh
α −
∫
ζ
q1+h
q0
α
Nun gilt aber (vgl. auch Abbildung 4.18)∫
γ0
α +
∫
ζ
q1
q0
α −
∫
γh
α −
∫
ζ
q1+h
q0
α = −
∫
f
α
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q0
q1q1 + h
N
f
γ0
γh
Abbildung 4.18: Integrationswege
Daher folgt
G(q0, q1 + h) −G(q0, q1) =
∫
c
λ −
∫
f
α
Die Kurve c ist keine Trajektorie des Hamiltonschen Flusses. Wa¨hle einen Punkt der Kurve c.
Dann ist dieser Punkt der Schnittpunkt einer Trajektorie γ˜1+x mit c und der Impuls in diesem
Punkt ist gerade der Impuls pq1+x der Trajektorie in diesem Punkt. Daher gilt
∫
c
λ =
h∫
0
pq1+t
(
s(q1+t)
)
dt
wobei s(q) der Tangentialvektor an N im Punkt q war.
Definieren wir z : [0, h]→ R durch z(t) := pq1+t
(
s(q1+t)
)
, erhalten wir
1
h
∫
c
λ =
1
h
h∫
0
z′(ξ)t + z(0) dt =
1
h
h∫
0
z(0) dt + o(|h|) −→ z(0) (h→ 0)
Ferner gilt
1
h
∫
f
α→ αq1
(
s(q1)
)
(h→ 0)
und wir erhalten
∂G(q0, q1)
∂q1
= z(0) − αq1
(
s(q1)
)
= pq1
(
s(q1)
) − αq1(s(q1))
Der Impuls pq1 geho¨rt via Legendre-Transformation zum Einfallsvektor w0 ∈ Ka(q1) der Trajek-
torie γ0 im Punkt q1. Wie in Satz 3.3.5 betrachten wir die Legendre-Transformation in lokalen
Koordinaten und erhalten
p =
∂L
∂v
= v + K
mit K = K(q) =
(
a1(q) a2(q)
)T und damit hier
pq1
(
s(q1)
)
= 〈w0, s(q1)〉 + 〈K(q1), s(q1)〉 = 〈w0, s(q1)〉 + αq1
(
s(q1)
)
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Insgesamt folgt daher
∂G(q0, q1)
∂q1
= 〈w0, s(q1)〉 + αq1
(
s(q1)
) − αq1(s(q1)) = 〈w0, s(q1)〉 = cos (raq1 ( w0Fq1(w0)
))
Wir betrachten jetzt die zweite partielle Ableitung und wiederholen dieselben U¨berlegungen fu¨r
[q0, q0 +h]. Sei wieder f die Kurve entlang N, die [q0, q0 +h] beschreibt und nach der Bogenla¨nge
parametrisiert ist. Man erha¨lt Trajektorien γx von qx ∈ [q0, q0+h] nach q1, und nach Lemma 4.2.12
und Satz 4.2.13 gibt es [δh, δ0] ⊂ (0, pi), so dass γx den Rand N in q1 fu¨r x ∈ [0, h] und δx ∈ [δh, δ0]
mit Tangentialvektor
wx :=
(
raq1
)−1
(δx)∣∣∣∣∣ (raq1)−1 (δx) ∣∣∣∣∣
schneidet, und die zugeho¨rigen Orbits Γx schneiden sich nur in q1. Wir wechseln wieder in das
Kotangentialbu¨ndel und erhalten dort eine Fla¨che σ, die berandet ist von den Kurven γ˜0, γ˜h, der
Kurve c der Schnittpunkte der Trajektorien γ˜x mit dem Rand, die auf f projiziert wird und der
Kurve g in der Faser u¨ber q1. Wie zuvor erha¨lt man
0 =
∫
σ
ω =
∫
γ˜0
λ −
∫
g
λ −
∫
γ˜h
λ −
∫
c
λ
sowie
G(q0 + h, q1) −G(q0, q1) =
∫
γ˜h
λ −
∫
γh
α −
∫
ζ
q1
q0+h
α −

∫
γ˜0
λ −
∫
γ0
α −
∫
ζ
q1
q0
α

= −
∫
c
λ +
∫
γ0
α +
∫
ζ
q1
q0
α −
∫
γh
α −
∫
ζ
q1
q0+h
α
Nun gilt wiederum ∫
γ0
α +
∫
ζ
q1
q0
α −
∫
γh
α −
∫
ζ
q1
q0+h
α =
∫
f
α
und daher
G(q0 + h, q1) −G(q0, q1) = −
∫
c
λ +
∫
f
α
Wie zuvor ist c keine Trajektorie des Hamiltonschen Flusses. Der Impuls p zum Fußpunkt qx
entspricht dem Impuls von γ˜x in qx und man erha¨lt
lim
h→0
1
h
∫
c
λ = pq0
(
s(q0)
)
und insgesamt
∂G(q0, q1)
∂q0
= −pq0
(
s(q0)
)
+ αq0
(
s(q0)
)
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Sei v0 ∈ Ki(q0) der Tangentialvektor von γ0 in q0. Betrachtet man die Legendre-Transformation
in lokalen Koordinaten, erha¨lt man schließlich
∂G(q0, q1)
∂q0
= − 〈v0, s(q0)〉 = − cos
(
riq0
(
v0
Fq0(v0)
))
und damit die Aussage. 
Bemerkung 4.2.17 Es bezeichne Nq1q0 das Randstu¨ck von N von q0 nach q1. Erfu¨llt das Vektorpo-
tential die Bedingung ‖α ‖ < 1, erha¨lt die magnetische La¨nge auf M die Darstellung
G(q0, q1) =
c∫
0
| γ˙(t) | dt −
∫
Zq1q0
ΩB
=
c∫
0
| γ˙(t) | dt −
∫
ζ
q1
q0
α
=
c∫
0
| γ˙(t) | + αγ(t) (γ˙(t)) dt −
∫
Nq1q0
α
=ΛF (γ) −
∫
Nq1q0
α
da die Finsler-La¨nge unabha¨ngig von der Parametrisierung ist (vgl. Seite 39) .
Verwendet man statt der Koordinate y = cos(β) die selbige mit negativem Vorzeichen und passt die
Billardabbildung entsprechend an, erha¨lt man die negative magnetische La¨nge auf M als Erzeu-
gendenfunktion der Billardabbildung. Das ist bemerkenswert, da dies dieselben Koordinaten wie
im klassischen Billard sind. Dort erha¨lt man die negative La¨nge als Erzeugendenfunktion (siehe
z.B. [23], [40], [31] neben vielen anderen).
Korollar 4.2.18 Sei [M,ΩB] ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard ohne
konjugierte Punkte. Fu¨r eine Trajektorie γ : (0, c)→ E−1 (1/2) von q0 ∈ N nach q1 ∈ N sei
G˜(q0, q1) := −
c∫
0
| γ˙(t) | dt +
∫
Zq1q0
ΩB = −
c∫
0
| γ˙(t) | dt +
∫
ζ
q1
q0
α
wobei ζq1q0 die geschlossene Kurve von q0 entlang N nach q1 und von q1 entlang γ nach q0 darstellt,
sowie Zq1q0 die von ζ
q1
q0 berandete Fla¨che.
Es sei N nach der Bogenla¨nge parametrisiert, y := − cos(β) fu¨r β ∈ [0, pi] und
Bˆ(x0, y0) :=
(
x1
(
x0,− cos−1(y0)) , − cos (β1(x0,− cos−1(y0))) )
die Billardabbildung in den Koordinaten (x, y). Dann besitzt die Billardabbildung Bˆ : N×(−1, 1)→
N × (−1, 1) die Abbildung G˜ als Erzeugendenfunktion.
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Beweis Analog zum Beweis von Satz 4.2.16 zeigt man
∂G˜(q0, q1)
∂q1
= − cos
(
raq1
(
w0
Fq1(w0)
))
und
∂G˜(q0, q1)
∂q0
= − 〈v0, s(q0)〉 = −
(
− cos
(
riq0
(
v0
Fq0(v0)
)))
Dann gilt
dG˜(q0, q1) = − cos
(
raq1
(
w0
Fq1(w0)
))
dq1 −
(
− cos
(
riq0
(
v0
Fq0(v0)
)))
dq0 = y1dq1 − y0dq0
und es folgt die Aussage. 
Die Wahl der negativen statt der positiven Erzeugendenfunktion scheint an dieser Stelle zuna¨chst
willku¨rlich und nicht zweckdienlich. Spa¨ter wird das Vorzeichen aber fu¨r eine weitere Eigenschaft
der Billardabbildung notwendig sein.
Ist N nach der Bogenla¨nge parametrisiert, erha¨lt die Billardabbildung eines vollsta¨ndigen, geoda¨-
tisch konvexen, magnetischen Billards ohne konjugierte Punkte in den Koordinaten
(x, y) := (x,− cos(β)) ∈ N × (−1, 1)
die 2-Form
d(− cos(β)) ∧ dx = sin(β) dβ ∧ dx
d.h. die Billardabbildung ist symplektisch und daher fla¨chentreu.
Dass wir fu¨r entsprechende magnetische Billards die magnetische La¨nge auf M als Erzeugenden-
funktion erhalten haben, geht insbesondere darauf zuru¨ck, dass wir Billards zur Energie E = 1/2
untersucht haben. Fu¨r andere Energieniveaus la¨sst sich aber ebenfalls eine Erzeugendenfunktion
angeben.
Bemerkung 4.2.19 Bei genauerer Untersuchung des Beweises von Satz 4.2.16 fa¨llt auf, dass die
Verwendung der Finsler-Metrik zur Beschreibung des Billardmodells nicht zwingend ist. Die Re-
flexion erfolgt fu¨r magnetische Billards zum positiven Energieniveau E > 0 immer nach dem
Prinzip ”Eingangswinkel=Ausgangswinkel“. Die Abbildungen r
i
q und r
a
q lassen sich durch Be-
schreibung der Spha¨re K zur Energie E in Polarkoordinaten auch fu¨r Ka und Ki einfu¨hren. Die im
Beweis des Satzes 4.2.16 verwendete Argumentation la¨sst sich dann auf ein magnetisches Billard
mit beliebigem, positivem Energieniveau u¨bertragen. Der entscheidende Schritt im Beweis ist der
Wechsel in das Kotangentialbu¨ndel und die Aussage, dass Trajektorien des magnetischen Flusses
Extremalen der Wirkung A(γ˜) =
∫
γ˜
λ sind (vgl. Satz 3.3.1). Fu¨r die Energie E = 1/2 erha¨lt man
dadurch die magnetische Finsler-La¨nge als Funktional. Andere Energieniveaus liefern, wie auf
Seite 47 gezeigt
A(γ) =
∫ b
a
| γ˙(t) |2 + αγ(t) (γ˙(t)) dt
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Parametrisiert man den Rand entsprechend des Energieniveaus, erha¨lt man fu¨r ein vollsta¨ndiges,
geoda¨tisch konvexes, magnetisches Billard ohne konjugierte Punkte mit derselben Argumentation
wie im vorherigen Satz die Funktion
G(q0, q1) =
c∫
0
| γ˙(t) |2 dt −
∫
ζ
q1
q0
α
fu¨r die eindeutig bestimmte Trajektorie von q0 nach q1 als Erzeugendenfunktion der Billardabbil-
dung Bˆ und die zugeho¨rige geschlossene Kurve ζq1q0 von q0 entlang N nach q1 und von q1 entlang
γ nach q0. Allerdings ist dafu¨r eine Skalierung der Koordinaten notwendig. Wie zuvor liefert die
Rechnung das Ergebnis
∂G(q0, q1)
∂q1
= pq1
(
s(q1)
) − αq1(s(q1)) = 〈w0, s(q1)〉 = ∣∣∣w0∣∣∣ · ∣∣∣s(q1)∣∣∣ · cos (raq1(w0))
Alle Trajektorien und Kurven sind bzgl. des Energieniveaus parametrisiert. Daher gilt schließlich
∂G(q0, q1)
∂q1
= 2E · cos
(
raq1(w0)
)
und analog
∂G(q0, q1)
∂q0
= −2E · cos
(
riq0(v0)
)
Wir definieren die magnetische Energie auf M durch
GE(q0, q1) :=
c∫
0
| γ˙(t) |2
2
dt − 1
2
∫
Zq1q0
ΩB
=
c∫
0
| γ˙(t) |2
2
dt − 1
2
∫
ζ
q1
q0
α
fu¨r eine Trajektorie γ von q0 nach q1 und die zugeho¨rige geschlossene Kurve ζ
q1
q0 von q0 entlang
N nach q1, entlang γ nach q0, sowie der von ζ
q1
q0 berandeten Fla¨che Z
q1
q0 .
Es beschreibe B(x0, β0) = (x1(x0, β0), β1(x0, β0)) die Billardabbildung. Wir setzen y := E · cos(β).
In den Koordinaten (x, y) besitzt die Billardabbildung BˆE : N × (−E, E)→ N × (−E, E) mit
BˆE(x0, y0) :=
(
x1
(
x0, cos−1
(y0
E
))
, E · cos
(
β1
(
x0, cos−1
(y0
E
))) )
die magnetische Energie GE auf M als Erzeugendenfunktion.
Wie zuvor kann man durch A¨nderung des Vorzeichens bei der Definition von y die negative ma-
gnetische Energie als Erzeugendenfunktion erhalten.
Mit a¨hnlichen U¨berlegungen wie im Beweis von Satz 4.2.16 lassen sich die partiellen Ableitungen
der Finsler-La¨nge in einem Finsler-Billard herleiten. Wie wir sehen werden, la¨sst sich damit fu¨r
reversible Finsler-Billards ein analoges Resultat zeigen. Man erinnere sich an Notationen und
Erla¨uterungen zu Finsler-Metriken (vgl. Definition 3.2.2)
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Satz 4.2.20 Sei [M, F] ein vollsta¨ndiges, geoda¨tisch konvexes, reversibles Finsler-Billard oder
magnetisches Finsler-Billard ohne konjugierte Punkte und N nach der Finsler-Bogenla¨nge para-
metrisiert. Fu¨r eine Geoda¨te γ : (0, c)→ M von q0 ∈ N nach q1 ∈ N sei
G(q0, q1) :=
c∫
0
F (γ(t), γ˙(t)) dt = ΛF(γ)
die Finsler-La¨nge von γ. Dann gilt
∂G(q0, q1)
∂q0
= −`q0 (γ˙(0)) (s(q0))
sowie
∂G(q0, q1)
∂q1
= `q1 (γ˙(c)) (s(q1))
wobei ` die Finsler-Legendre-Transformation bezeichnet.
Beweis Man wiederholt den wesentlichen Beweisschritt von Satz 4.2.16. Geoda¨ten des Finsler-
geoda¨tischen-Flusses sind Extremale des Energie-Funktionals
EF(γ) :=
1
2
b∫
a
F2
(
γ(t), γ˙(t)
)
dt =
b∫
a
ρ
(
γ(t), γ˙(t)
)
dt
und nach der Finsler-Bogenla¨nge parametrisiert. Ferner sind sie Extremalen der Finsler-La¨nge ΛF
(vgl. S. 39). Der Fluss ist konjugiert zum Hamiltonschen-Fluss der Hamiltonfunktion H = (F
∗)2
2
und es gilt 12 (F
∗)2(q, p) = 12 F
2( q, `−1q (p) ) = 12 F2(q, v). Wir wenden daher Satz 3.3.1 mit S :=
H−1(1/2) an. Dann sind Geoda¨ten des Finsler-geoda¨tischen-Flusses via Legendre-Transformation
Extremale der Wirkung A(γ˜) =
∫
γ˜
λ mit festen Endpunkten.
Wir wa¨hlen nun dieselben Bezeichnungen wie im Beweis von Satz 4.2.16. Man erha¨lt analog∫
γ˜h
λ −
∫
γ˜0
λ =
∫
c
λ
und daher
G(q0, q1 + h) −G(q0, q1) =
∫
c
λ
Wie zuvor zeigt man damit, dass
∂G(q0, q1)
∂q1
= pq1 s(q1)
fu¨r den Impuls pq1 der Geoda¨te γ0 in q1. Dieser geho¨rt via Finsler-Legendre-Transformation zum
Geschwindigkeitsvektor der Geoda¨te, d.h. es gilt
pq1 = `q1
(
w0
)
fu¨r den Einfallsvektor w0 ∈ BaF(q1) von γ0 in q1. Genauso zeigt man, dass
∂G(q0, q1)
∂q0
= −pq0 s(q0)
fu¨r den Impuls pq0 von γ0 in q0 mit pq0 = `q0 (v0), wobei v0 ∈ BiF(q0) den Tangentialvektor von γ0
in q0 darstellt. 
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Fu¨r reversible Finsler-Billards ist die Finsler-La¨nge Erzeugendenfunktion der Billardabbildung.
Diese Aussage ist auch in [20] formuliert. Wesentlich ist es dabei geeignete Koordinaten zur Be-
schreibung der Billardabbildung zu erhalten. Die Indikatrix einer reversiblen Finsler-Metrik besitzt
hierfu¨r eine gu¨nstige Gestalt.
Satz 4.2.21 Sei [M, F] ein reversibles Finsler-Billard. Fu¨r q ∈ N setze
Wq :=
{
`q(v)(s(q)) : v ∈ BaF(q)
}
und damit
NW :=
⋃
q∈N
(
{q} ×Wq
)
Es gelte B(q1, β) = (q2, δ) fu¨r ein q1 ∈ N und β ∈ [0, pi]. Wir setzen
y1 := `q1
((
riq1
)−1
(β)
)
(s(q1))
sowie
y2 = `q2
(
R−1q2 ◦
(
riq2
)−1
(δ)
)
(s(q2))
und betrachten die Billardabbildung BW : NW → NW, die beschrieben ist durch
BW(q1, y1) = (q2, y2)
Ist N nach der Finsler-Bogenla¨nge parametrisiert und das Billard vollsta¨ndig, geoda¨tisch konvex
und ohne konjugierte Punkte, besitzt die Billardabbildung BW : N × (−1, 1)→ N × (−1, 1) in den
Koordinaten
(x, y) :=
(
x , `x
((
rix
)−1
(β)
)
(s(x))
)
∈ N × (−1, 1)
die Finsler-La¨nge als Erzeugendenfunktion.
Beweis Wir untersuchen die Beschaffenheit der Indikatrix und erinnern uns an Definition 3.2.2.
Zur Illustration vergleiche man Abbildung 4.19.
Fu¨r q ∈ N gilt s(q) ∈ BF(q). Ferner gibt es einen Vektor nq ∈ BaF(q) mit
gnq(nq, s(q)) = `(nq)(s(q)) = 0
und TqM ist darstellbar durch TqM = R · nq ⊕ R · s(q).
Wa¨hle v ∈ BaF(q). Dann gilt `(v)(v) = gv(v, v) = F2(v) = 1 und der Tangentialraum TvBF(q) ={
w ∈ TqM : gv(v,w) = 0
}
wird von einem Vektor wv aufgespannt. Insbesondere gilt
TqM = R · v ⊕ R · wv
und fu¨r jeden Vektor u = µv + κwv
`q(v)(u) = gv(v, u) = µgv(v, v) + κgv(v,wv) = µ
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qz s(q)
nq
TqN
N
v2
v1 BF(q)
Tnq BF(q)
T v1
BF(
q)
T
v2 B
F (q)
Abbildung 4.19: Die Indikatrix einer reversiblen Finsler-Metrik
Ist v , nq schneidet die Tangente an BF(q) in v die Tangente an N in q in einem Punkt z, d.h. es
existieren µ, tv ∈ R, so dass
u := v + µwv = tvs(q)
Daher gilt
`q(v)(u) = `(v)(v) = 1
und damit schließlich
`q(v) (s(q)) =
1
tv
Die Reflexionsabbildung bildet v1 ∈ BaF(q) auf einen Vektor v2 ∈ BiF(q) ab. Dabei war v2 genau so
gewa¨hlt, dass die Tangenten an BF(q) in v1 und v2 einen Schnittpunkt z auf der Tangente an N in
q besitzen (vgl. Lemma 4.1.1). Also gilt
tv1 s(q) = v1 + µ1wv1 = z = v2 + µ2wv2 = tv2 s(q)
und daher auch
`q(v1) (s(q)) = `q(v2) (s(q))
Jeder Vektor v ∈ BF(q) ist als Linearkombination von s(q) und nq darstellbar. Die Indikatrix ist
strikt konvex und Tnq BF(q) ist parallel zu TqN. Fu¨r jeden Vektor v = a1s(q) + a2nq ∈ BF(q)
mit a1 > 0 gilt `(v) (s(q)) ∈ (0, 1] und zu jedem ts(q) mit t > 1 existiert genau ein v1 ∈ BaF(q)
sowie v2 ∈ BiF(q), so dass sich die zugeho¨rigen Tangenten an BF(q) im Punkt ts(q) schneiden.
Insbesondere gilt daher
[0, 1] =
{
`q(v) (s(q)) : v = a1s(q) + a2nq ∈ BaF(q), a1 ≥ 0
}
=
{
`q(v) (s(q)) : v = a1s(q) + a2nq ∈ BiF(q), a1 ≥ 0
}
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Wegen der Reversibilita¨t der Finsler-Metrik ist BF(q) zentralsymmetrisch. Daher gilt fu¨r v ∈ BF(q)
auch −v ∈ BF(q) und damit insbesondere −s(q) ∈ BF(q).
Wie zuvor existieren zu jedem −ts(q) mit t > 1 genau ein v1 ∈ BaF(q) sowie v2 ∈ BiF(q), so dass
sich die zugeho¨rigen Tangenten an BF(q) im Punkt −ts(q) schneiden. Fu¨r diese gilt
`q(v1) (s(q)) = `q(v2) (s(q)) = −1t
Daher folgt insbesondere auch
[−1, 0] =
{
`q(v) (s(q)) : v = a1s(q) + a2nq ∈ BaF(q), a1 ≤ 0
}
=
{
`q(v) (s(q)) : v = a1s(q) + a2nq ∈ BiF(q), a1 ≤ 0
}
und somit insgesamt
Wq :=
{
`q(v)(s(q)) : v ∈ BaF(q)
}
=
{
`q(v)(s(q)) : v ∈ BiF(q)
}
= [−1, 1]
Die Abbildung Υq : [0, pi]→ R mit
Υq(β) := `q
((
riq
)−1
(β)
) (
s(q)
)
ist ein streng monoton fallender Diffeomorphismus und die Zuordnung q 7→ Υq ha¨ngt nach Defi-
nition der Finsler-Legendre-Transformation glatt von q ab.
Sei BW(q0, y0) = (q1, y1). Dann ist y0 durch y0 := Υq0(β) definiert und
(
riq0
)−1(β) ist gerade der
Tangentialvektor der Geoda¨te γq0q1 im Punkt q0. Der Vektor
(
riq1
)−1(δ) entspricht dem Vektor nach
der Reflexion in q1 und R−1q1 ◦
(
riq1
)−1(δ) dem Tangentialvektor von γq0q1 in q1. Wir wir gerade
gesehen haben gilt
`q1
(
R−1q1 ◦
(
riq1
)−1
(δ)
) (
s(q1)
)
= `q1
((
riq1
)−1
(δ)
) (
s(q1)
)
Dann folgt die Aussage jetzt mit Satz 4.2.20. 
Bemerkung 4.2.22 Analog zur Untersuchung der Erzeugendenfunktion magnetischer Billards,
erha¨lt man durch eine Umkehrung des Vorzeichens in den Koordinaten bei entsprechender Anpas-
sung der Billardabbildung die negative Finsler-La¨nge als Erzeugendenfunktion der Billardabbil-
dung (vgl. Korollar 4.2.18).
Fu¨r magnetische Finsler-Billards sowie fu¨r irreversible Finsler-Billards zu einer Finsler-Metrik
wie in Bemerkung 4.2.9 lassen sich analoge Untersuchungen durchfu¨hren. Allerdings verursacht
die Irreversibilita¨t der Finsler-Metrik mit den zugeho¨rigen Koordinaten ein weniger scho¨nes Re-
sultat als im reversiblen Fall oder der Interpretation der Billardabbildung magnetischer Billards
im Sinne von Satz 4.2.16.
Bemerkung 4.2.23 Fu¨r magnetische Finsler-Billards ist die Indikatrix nach Lemma 4.1.2 eine
Ellipse mit Ursprung in einem Brennpunkt. Selbiges gilt fu¨r Finsler-Billards zu einer Finsler-
Metrik wie in Bemerkung 4.2.9. Insbesondere ist die Indikatrix nicht zentralsymmetrisch und fu¨r
q ∈ N gilt im allgemeinen −s(q) < BF(q).
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q
s(q)
nq
z−s(q)
Fq(−s(q))N
v
T
v B
F (q)
Tnq BF (q)
Abbildung 4.20: Die Indikatrix als Ellipse mit Ursprung in einem Brennpunkt
Betrachten wir den vorherigen Beweis und u¨bertragen die Untersuchung der Indikatrix auf diesen
Fall, erha¨lt man wie zuvor
[0, 1] =
{
`q(v) (s(q)) : v = a1s(q) + a2nq ∈ BaF(q), a1 ≥ 0
}
=
{
`q
(
Rq(v)
)
(s(q)) : v = a1s(q) + a2nq ∈ BaF(q), a1 ≥ 0
}
Nun gilt aber −s(q)Fq(−s(q)) ∈ BF(q) und `q
(
−s(q)
Fq(−s(q))
) (
−s(q)
Fq(−s(q))
)
= 1. Die Tangente an BF(q) in v =
a1s(q) + a2nq ∈ BF(q) mit a1 < 0 schneidet die Tangente an N in q in einem Punkt
z = t · −s(q)
Fq (−s(q))
mit t ≥ 1 und es gilt
`q(v)(z) = t · `q(v)
( −s(q)
Fq (−s(q))
)
= 1
Daher folgt
`q(v) (s(q)) = −
Fq (−s(q))
t
und damit
[−Fq (−s(q)) , 0] =
{
`q(v) (s(q)) : v = a1s(q) + a2nq ∈ BaF(q), a1 ≤ 0
}
=
{
`q
(
Rq(v)
)
(s(q)) : v = a1s(q) + a2nq ∈ BaF(q), a1 ≤ 0
}
Die MengeWq hat schließlich die Darstellung
Wq :=
{
`q(v)(s(q)) : v ∈ BaF(q)
}
=
[
−Fq (−s(q)) , 1
]
Insbesondere erha¨lt man bei der Bestimmung vonWq eine Abha¨ngigkeit vom Punkt q ∈ N und
daher fu¨r magnetische Finsler-Billards im allgemeinen keine Billardabbildung auf N × (−1, 1).
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Die Menge
NW :=
⋃
q∈N
(
{q} ×Wq
)
entspricht einem Zylinder, der nach unten durch einen Graphen gr( f ) :=
{(
q, f (q)
)
: q ∈ N} einer
glatten Funktion f : N → (−∞, 0) berandet ist.
Fu¨r die Betrachtung magnetischer Billards ist es gu¨nstiger die Trajektorien des zugrunde liegenden
Flusses mit konstanter Geschwindigkeit zu parametrisieren. Man erha¨lt dann die Billardabbildung
Bˆ auf N × (−1, 1) mit der magnetischen La¨nge auf M als Erzeugendenfunktion, oder fu¨r andere
Energieniveaus die Billardabbildung BˆE : N × (−E, E) → N × (−E, E) mit der magnetischen
Energie auf M als Erzeugendenfunktion. Zudem ist die Einschra¨nkung ‖α ‖ < 1 an das Vektorpo-
tential, die sicherstellt, dass die Trajektorien Geoda¨ten eines Finsler-Flusses darstellen, in dieser
Betrachtung nicht notwendig.
Zur Vereinheitlichung der Notation betrachten wir im Folgenden immer Billards mit |N | = 1,
wobei die Parametrisierung, je nach vorliegendem Fall, nach der Bogenla¨nge oder der Finsler-
Bogenla¨nge erfolgt. Es bezeichne S = R \ Z. Dann la¨sst sich die Billardabbildung als eine Ab-
bildung B : S1 × (0, pi) → S1 × (0, pi) angeben, und durch die U¨bertragung in die universelle
U¨berlagerung erha¨lt man den Lift B : R × (0, pi) → R × (0, pi) mit (x + 1, β) = (x, β) + (1, 0). Wir
verzichten auf die Wahl einer anderen Notation fu¨r den Lift der Billardabbildung.
Billards mit den zuvor eingefu¨hrten und untersuchten Eigenschaften fu¨hren zu besonderen Bil-
lardabbildungen - sie sind monotone Twistabbildungen. Monotone Twistabbildungen sind in der
Literatur ausgiebig untersucht worden (fu¨r eine U¨bersicht vgl. z.B [23], [40]oder [34]), und wir
werden im na¨chsten Abschnitt sehen, dass wir dadurch eine Fu¨lle an Informationen u¨ber die Dy-
namik des zugeho¨rigen Billards erhalten. Wir starten mit der Definition und orientieren uns dabei
an [40].
Definition 4.2.24 Ein C1-Diffeomorphismus φ : R × (a, b) → R × (a, b) mit φ(x0, y0) =: (x1, y1)
heißt monotone Twistabbildung, wenn folgende Bedingungen erfu¨llt sind:
• φ(x0 + 1, y0) = φ(x0, y0) + (1, 0) fu¨r alle (x0, y0) ∈ R × (a, b)
• φ ist orientierungserhaltend und y1(x0, y0)→ a, b fu¨r y0 → a, b
• φ ist stetig auf R × [a, b] fortsetzbar
• φ erfu¨llt die monotone Twistbedingung
∂x1
∂y0
> 0
• es existiert eine C2-Funktion h, so dass
y1dx1 − y0dx0 = dh(x0, x1)
d.h. die Funktion h ist eine Erzeugendenfunktion von φ
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Die dritte Bedingung bedeutet, dass es fu¨r endliche a, b ∈ R Zahlen ω− und ω+ gibt, so dass
φ(x0, a) = lim
y0→a
(
x1(x0, y0), y1(x0, y0)
)
= (x0 + ω−, a)
φ(x0, b) = lim
y0→b
(
x1(x0, y0), y1(x0, y0)
)
= (x0 + ω+, b)
Das Intervall (ω−, ω+) heißt Twistintervall von φ.
Die Twistbedingung la¨sst sich anschaulich interpretieren. Das Bild einer Faser {q}×(a, b) unter φ ist
ein Graph u¨ber der x-Achse. Daher la¨sst sich die Abbildung φ auch in den Koordinaten x0, x1 statt
x0, y0 angeben - zu x0 und x1 existieren eindeutig bestimmte y0, y1, so dass φ(x0, y0) = (x1, y1). Ist
die Billardabbildung eines Billards eine monotone Twistabbildung bedeutet dies, dass eine Bahn
bereits durch die Folge der Fußpunkte eindeutig bestimmt ist.
Die Billardabbildung klassischer Billards mit strikt konvexem Rand ist in passenden Koordinaten
eine monotone Twistabbildung (vgl. z.B [40], [23], [45]). Mit der geleisteten Vorarbeit erha¨lt man
nun als Resultat, dass reversible Finsler-Billards und magnetische-Finsler-Billards mit den zuvor
untersuchten Eigenschaften, in geeigneten Koordinaten, ebenfalls eine monotone Twistabbildung
als Billardabbildung besitzen.
Satz 4.2.25 Sei [M,ΩB] ein geoda¨tisch konvexes, vollsta¨ndiges, magnetisches Billard ohne kon-
jugierte Punkte. In den Koordinaten
(x, y) := (x,− cos(β))
ist die Billardabbildung Bˆ : R× (−1, 1)→ R× (−1, 1) eine monotone Twistabbildung mit Twistin-
tervall (0, 1) und der negativen magnetischen La¨nge auf M als Erzeugendenfunktion.
Beweis Nach Lemma 4.2.12 d) gilt y1(x0, y0) → −1 fu¨r y0 → −1 sowie y1(x0, y0) → 1 fu¨r
y0 → 1. Setzen wir Bˆ(x,−1) := (x,−1) und Bˆ(x, 1) = (x + 1, 1) ist die stetige Fortsetzbarkeit
gesichert. Das Twistintervall ist (0, 1). Nach Satz 4.2.13 b) ist die Abbildung τx0 = x1(x0, · ) :
(0, pi) → N \ {x0} ein Diffeomorphismus und nach Lemma 4.2.12 gilt x1(x0, β) → x0 fu¨r β → 0
sowie x1(x0, β)→ x0 +1 fu¨r β→ pi. Daher gilt ∂x1∂β > 0. Die Funktion f (x) = − cos(x) ist auf (0, pi)
streng monoton wachsend. Also ist die Twistbedingung erfu¨llt. Dann folgt die Aussage schließlich
mit Korollar 4.2.18. 
Die in der Literatur fu¨r ebene Billards mit strikt konvexem Rand und konstantem Magnetfeld anzu-
treffende Forderung eines ”hinreichend schwachen“ Magnetfeldes erzeugt ein geoda¨tisch konve-
xes, vollsta¨ndiges Billard ohne konjugierte Punkte. Solche Billards sind daher eine Beispielklasse
fu¨r magnetische Billards mit monotoner Twistabbildung. Berry hat in [36] postuliert, dass die
Dynamik klassischer Billards fu¨r schwache, konstante Magnetfelder erhalten bleibe. Diese Eigen-
schaft strikt konvexer Billards mit hinreichend schwachem, konstantem Magnetfeld wurde in [6],
[7] erla¨utert.
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Bemerkung 4.2.26 Die Aussage von Satz 4.2.25 gilt analog auch ohne Einschra¨nkung an das
Vektorpotential fu¨r magnetische Billards mit beliebigem positiven Energieniveau. Ist der Rand des
Tisches entsprechend des Energieniveaus parametrisiert und das Billard vollsta¨ndig, geoda¨tisch
konvex und ohne konjugierte Punkte, ist die Billardabbildung BˆE : R × (−E, E)→ R × (−E, E) in
den Koordinaten
(x, y) :=
(
x,−E · cos(β))
eine monotone Twistabbildung mit der negativen magnetischen Energie GE auf M als Erzeugen-
denfunktion (vgl. Bemerkung 4.2.19).
Auch die Billardabbildung eines reversiblen Finsler-Billards ist, unter Forderung entsprechender
Eigenschaften des Billards, eine monotone Twistabbildung - mit der Finsler-La¨nge als Erzeugen-
denfunktion. Diese Aussage ist in [20] in einer Bemerkung erwa¨hnt.
Satz 4.2.27 Sei [M, F] ein geoda¨tisch konvexes, vollsta¨ndiges, reversibles Finsler-Billard ohne
konjugierte Punkte. In den Koordinaten
(x, y) :=
(
x ,−`x
((
rix
)−1
(β)
) (
s(x)
))
ist die Billardabbildung BW : R × (−1, 1) → R × (−1, 1) eine monotone Twistabbildung mit
Twistintervall (0, 1) und der negativen Finsler-La¨nge als Erzeugendenfunktion.
Beweis Sei x ∈ N. Die Funktion Υx : [0, pi]→ (−1, 1), gegeben durch
Υ(β) := −`x
((
rix
)−1
(β)
) (
s(x)
)
ist ein streng monoton wachsender Diffeomorphismus (vgl. den Beweis von Satz 4.2.21). Daher
folgt die Aussage analog zum Beweis des Satzes 4.2.25 mit Satz 4.2.21 und Bemerkung 4.2.22.
4.3 Minimale Bahnen und das Spektrum
Im letzten Abschnitt haben wir gesehen, dass die Billardabbildung eines magnetischen oder rever-
siblen Finsler-Billards unter geeigneten Bedingungen eine monotone Twistabbildung ist. Die Re-
sultate der Erforschung monotoner Twistabbildungen lassen sich dann auf entsprechende Billards
u¨bertragen und liefern Erkenntnisse u¨ber die Existenz und Beschaffenheit zugeho¨riger Billard-
bahnen. Erste tiefgreifende Aussagen u¨ber monotone Twistabbildungen boten Birkhoffsche Sa¨tze
des fru¨hen 20. Jahrhunderts. Eine Erweiterung und Verallgemeinerung fand durch Methoden von
Aubry und Mather statt, die heute entsprechend ”Aubry-Mather-Theorie“ genannt wird. Weitere
beru¨hmte Ergebnisse der Untersuchung monotoner Twistabbildungen bieten die Arbeiten von Kol-
mogorov, Arnold und Moser, die heute unter der Bezeichnung ”KAM-Theorie“ zusammengefasst
sind.
Es folgt eine kurze U¨bersicht der Aussagen von Birkhoff und Aubry-Mather, sowie eine knappe
Erla¨uterung der zugrunde liegenden Idee. Die formulierten Aussagen werden jeweils auf die von
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uns untersuchten Billards u¨bertragen und liefern wesentliche Erkenntnisse u¨ber die Dynamik der
Billards. Ausfu¨hrliche Informationen und Beweise zur Aubry-Mather-Theorie findet man z.B in
[23], [29], [3] oder [34]. Wir orientieren uns an den Ausfu¨hrungen u¨ber monotone Twistabbildun-
gen und klassische Billards in [40].
Von nun an sei φ : S1 × (a, b) → S1 × (a, b) eine Abbildung, so dass der zugeho¨rige Lift
φ : R × (a, b) → R × (a, b) mit φ(x0, y0) := (x1, y1) eine monotone Twistabbildung mit Er-
zeugendenfunktion h und Twistintervall (ω−, ω+) ist. Dann gilt insbesondere
∂h(x0, x1)
∂x0
= −y0 und ∂h(x0, x1)
∂x1
= y1
und die Twistbedingung
∂x1
∂y0
> 0
und dazu a¨quivalent
∂1∂2h < 0
Die Erzeugendenfunktion ist bis auf eine additive Konstante eindeutig bestimmt und erfu¨llt wegen
y1dx1 − y0dx0 = dh(x0, x1) die Gleichung
h(x0 + 1, x1 + 1) = h(x0, x1)
Zu gegebenem (x0, y0) definiere durch
(xk, yk) := φk(x0, y0), k ∈ Z
die zugeho¨rige Bahn ((xi, yi))i∈Z von φ. Wegen der Twistbedingung ist eine Bahn bereits durch
die Folge der Fußpunkte (xi)i∈Z eindeutig bestimmt, und wir erhalten ferner fu¨r jedes i ∈ Z die
Gleichung
yi = −∂1h(xi, xi+1) = ∂2h(xi−1, xi)
Eine beliebige Folge (λi)i∈Z reeller Zahlen ist daher genau dann eine Bahn von φ, wenn
∂2h(λi−1, λi) + ∂1h(λi, λi+1) = 0
fu¨r alle i ∈ Z. Diese Gleichung deutet bereits an, dass Bahnen Extremale eines Variationsproblems
sind - im Gegensatz zu fru¨her allerdings jetzt in einer diskreten Form. Unter allen Zahlenfolgen
sind diejenigen gesucht, die obige Gleichung an jeder Stelle erfu¨llen. Die Untersuchung infini-
ter (bzw. hier sogar biinfiniter Zahlenfolgen) durch Aufsummierung ist i.a. aber nicht sinnvoll
durchfu¨hrbar. Ein naheliegender Ansatz ist es, zuna¨chst endliche Folgen zu untersuchen und die
daraus abgeleiteten Aussagen - sofern mo¨glich - auf den allgemeinen Fall hochzuheben. Auch
hier erkennt man eine Verwandtschaft zum kontinuierlichen Variationsproblem, dem wir im ers-
ten Kapitel begegnet sind. Dort variierte man Kurven mit festen Endpunkten. Extremale waren
die Kurven, die die Euler-Lagrange-Gleichungen in jedem Punkt erfu¨llten. Trajektorien des Euler-
Lagrange-Flusses waren lokal sogar Minimierer der Wirkung. In der jetzigen Situation liefert die
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obige Gleichung ein ”Analogon“ zu den Euler-Lagrange-Gleichungen, und es stellt sich erneut die
Frage, ob Extremale auch, zumindest lokal, Minimierer der ”Wirkung“ sind. In [34] werden der
kontinuierliche und diskrete Fall behandelt und Gemeinsamkeiten in Fragestellungen und Ideen,
sowie Aussagen aufgezeigt.
Definition 4.3.1 Sei φ eine monotone Twistabbildung mit Erzeugendenfunktion h. Fu¨r endliche
Folgen s := (x0, . . . , xN) reeller Zahlen bezeichne
A(s) :=
N−1∑
i=0
h(xi, xi+1)
das Wirkungsfunktional. Eine endliche Folge heißt minimal, wenn
N−1∑
i=0
h(xi, xi+1) ≤
N−1∑
i=0
h(λi, λi+1)
fu¨r alle reellen Zahlenfolgen λ := (λ0 . . . , λN) mit λ0 = x0 und λN = xN .
Eine reelle Folge (xi)i∈Z heißt minimal, wenn jeder Abschnitt (xk, . . . , xl) mit k > l minimal ist.
Die Folge (xi)i∈Z ist extremal bzw. stationa¨r, wenn die Gleichung
∂2h(xi−1, xi) + ∂1h(xi, xi+1) = 0
fu¨r jedes i ∈ Z erfu¨llt ist. Insbesondere ist eine minimale Folge auch extremal.
Die ersten Bahnen, u¨ber die uns dieses Variationsprinzip Aufschluss gibt, sind periodische Bahnen.
Definition 4.3.2 Es seien q, p ∈ Z teilerfremd und q > 0. Eine Bahn ((xi, yi))i∈Z heißt periodisch
mit Rotationszahl pq , wenn
xi+q = xi + p
fu¨r alle i ∈ Z. Die Zahl q bezeichnet die Periode und p die Umlaufzahl der Bahn.
Der Definition zugrunde liegend ist die bereits bekannte Aussage, dass die Bahn einer monotonen
Twistabbildung bereits durch die Fußpunkte eindeutig festgelegt ist. Fu¨r einen gegebenen Punkt
(xi, yi) erzeugt die Abbildung φ eine Kreisabbildung. Somit la¨sst sich die allgemeine Definition
der Rotationszahl fu¨r Kreisabbildungen auch fu¨r monotone Twistabbildungen einfu¨hren.
Definition 4.3.3 Sei
(
(xi, yi)
)
i∈Z die Bahn einer monotonen Twistabbildung. Dann ist die zugeho¨rige
Rotationszahl durch
θ := lim
i→∞
xi − x0
i
definiert, sofern der Grenzwert existiert.
Die Rotationszahl gibt den mittleren Drehwinkel einer Kreisabbildung an. Die pra¨zise Definition
erfolgt u¨ber den Lift einer Kreisabbildung. Fu¨r einen orientierungserhaltenden Kreishomo¨omorphis-
mus ist die Rotationszahl bis auf eine additive Konstante eindeutig bestimmt, und der Grenzwert
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existiert immer. Die Abbildung besitzt genau dann periodische Punkte, wenn die Rotationszahl
rational ist; ferner besitzen dann alle periodischen Punkte dieselbe Periode. Fu¨r genauere Infor-
mationen zu Kreisabbildungen vergleiche man z.B. [23].
Eine zentrale Aussage u¨ber die von einer monotonen Twistabbildung induzierten Kreisabbildun-
gen, lieferte Birkhoff bereits in den 20er Jahren des letzten Jahrhunderts (fu¨r einen Beweis siehe
ebenfalls [23]).
Satz 4.3.4 Eine monotone Twistabbildung besitzt fu¨r jede rationale Zahl θ ∈ (ω−, ω+) aus dem
Twistintervall mindestens zwei periodische Bahnen mit Rotationszahl θ.
Im vorherigen Abschnitt haben wir gesehen, dass magnetische Billards oder reversible Finsler-
Billards unter geeigneten Voraussetzungen eine Billardabbildung besitzen, die eine monotone Twi-
stabbildung mit Twistintervall (0, 1) ist. Im Kreisbillard mit konstantem, schwachem Magnetfeld
lassen sich durch die gegebene Symmetrie anhand von geometrischen U¨berlegungen Eigenschaf-
ten der Billardbahnen ableiten. La¨sst man dieses Billard als elementarstes Beispiel eines magne-
tischen Billards außen vor, lassen sich rein geometrisch im allgemeinen nur wenige Erkenntnisse
u¨ber die Beschaffenheit der Billardbahnen gewinnen. Selbst das Finden von 2-periodischen Bah-
nen ist, anders als im klassischen Billard, i.a. nicht mehr elementar mo¨glich. U¨bertra¨gt man die
Aussage des Satzes von Birkhoff auf geeignete magnetische Billards, erha¨lt man daher hochgra-
dig nicht-triviale und geometrisch nicht herleitbare Informationen u¨ber die Dynamik des Billards.
Selbiges gilt fu¨r reversible-Finsler-Billards mit passenden Eigenschaften. Der Satz von Birkhoff
sichert fu¨r die erwa¨hnten Billards die Existenz unendlich vieler geschlossener Bahnen - und damit
eine Aussage, die man losgelo¨st von der hier erla¨uterten Theorie a priori nicht erwarten konnte.
Pra¨ziser formuliert erha¨lt man folgende Aussage:
Satz 4.3.5 a) Sei [M,ΩB] ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard ohne
konjugierte Punkte. Dann besitzt das Billard fu¨r jede rationale, teilerfremde Zahl pq = θ ∈
(0, 1) mindestens zwei periodische Bahnen mit Rotationszahl pq .
b) Sei [M, F] ein vollsta¨ndiges, geoda¨tisch konvexes, reversibles Finsler-Billard ohne konju-
gierte Punkte. Dann besitzt das Billard fu¨r jede rationale, teilerfremde Zahl pq = θ ∈
(
0, 12
]
mindestens zwei periodische Bahnen mit Rotationszahl pq .
Die monotone Twistabbildung eines reversiblen Finsler-Billards besitzt auch fu¨r rationale Rotati-
onszahlen 12 < θ < 1 mindestens zwei periodische Bahnen mit entsprechender Rotationszahl. Die
Einschra¨nkung auf den Bereich
(
0, 12
]
fu¨r reversible Finsler-Billards ist dadurch begru¨ndet, dass
die Rotationszahlen θ > 12 keine ”neuen“ Bahnen liefern. Ist eine periodische Bahn mit Rotati-
onszahl pq ∈
(
0, 12
)
gefunden, ist die ru¨ckwa¨rts durchlaufene Bahn wegen der Reversibilita¨t der
Finsler-Metrik wieder eine Bahn des Billards. Sie besitzt die gleiche Anzahl an Reflexionen. Al-
lerdings hat die Umkehrung der Orientierung Auswirkungen auf die Umlaufzahl, so dass die Bahn
eine periodische Bahn mit Rotationszahl 1− pq ist. Betrachte dazu die Illustration fu¨r das klassische
Kreisbillard in Abbildung 4.21.
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Abbildung 4.21: Bahnen mit Rotationszahlen 2/5 und 3/5
Wir bezeichnen die periodischen Bahnen, die der Satz von Birkhoff liefert, als Birkhoff-Bahnen.
Neben der Periodizita¨t haben diese Bahnen weitere Eigenschaften, die sich aus der Beweisidee
ableiten. Gesucht werden dort Extremale der in Definition 4.3.1 eingefu¨hrten Wirkung - einge-
schra¨nkt auf periodische Zahlenfolgen mit Rotationszahl p/q, und daher letztlich auf endliche Fol-
gen. Auf dieser Menge besitzt die Wirkung ein Minimum, das im Inneren der Menge angenom-
men wird. Daher existiert eine Folge, die wegen der Minimalita¨t auch extremal ist und folglich
eine Bahn der monotonen Twistabbildung darstellt. Die zweite Bahn findet man durch ”Minimax-
Methoden“, und sie entspricht einem Sattelpunkt der Wirkung. Die erste Birkhoff-Bahn ist aber
nicht nur auf der Menge endlicher Folgen minimal. In der Tat sind diese Bahnen globale Mini-
mierer, d.h. unter allen Folgen (λi)i∈Z reeller Zahlen. Sie sind also minimal auf jedem endlichen
Abschnitt. Ferner sind die minimalen Birkhoff-Bahnen die einzigen minimalen periodischen Bah-
nen einer monotonen Twistabbildung. Einen ausfu¨hrlichen Beweis findet man z.B. in [23].
Satz 4.3.6 Die minimalen periodischen Birkhoff-Bahnen sind genau die minimalen periodischen
Bahnen einer monotonen Twistabbildung.
Obwohl die Existenzaussage periodischer Bahnen eines Billards durch den Birkhoffschen Satz
ein analytisches und nicht geometrisches Resultat war, la¨sst sich ein Zusammenhang zur Geo-
metrie des Billards herstellen. Beru¨cksichtigt man, dass die Koordinaten der jeweiligen Billards
so gewa¨hlt wurden, dass die negative magnetische bzw. die negative Finsler-La¨nge Erzeugenden-
funktion der Billardabbildung ist, liefert die gerade erfolgte Aussage direkt Ru¨ckschlu¨sse auf die
periodischen Bahnen und damit die Geometrie des Tisches.
Fu¨r die minimale 2-periodische Bahn (d.h. zur Rotationszahl 1/2) eines reversiblen Finsler-Billards
u¨bersetzt sich der Satz dann z.B. so, dass dies genau die Bahn ist, die auf jedem Bahnsegment
maximale Finsler-La¨nge besitzt. Wie im klassischen Billard ist sie daher die Bahn, bei der die
Finsler-La¨nge jedes Segmentes dem Finsler-Durchmesser des Tisches entspricht. Die Illustration
in Abbildung 4.22 hebt hervor, dass die Einfalls- und Ausfallsrichtungen der Bahn zur Tangente
des Tisches parallele Tangenten an der Indikatrix besitzen (vgl. dazu Lemma 4.1.1) und bedient
die Intuition, dass die zum Durchmesser geho¨rende Bahn die Punkte auf dem Rand mit euklidisch
gro¨ßtem Abstand verbindet. Im allgemeinen muss dies fu¨r eine Finsler-Metrik aber nicht erfu¨llt
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N
x0 = x2
x1
BF(x0) BF(x1)
Abbildung 4.22: 2-periodische Bahn mit maximaler Finsler-La¨nge
sein.
Fu¨r magnetische Billards fa¨llt die Reversibilita¨t weg, so dass sich die Trajektorie von x0 ∈ N nach
x1 ∈ N im allgemeinen von der von x1 nach x0 unterscheidet.
N
x0 = x2
x1
Abbildung 4.23: 2-periodische Bahn eines magnetischen Billards
Bezeichnet γ1 : [a1, b1] → E−1 (1/2) die erste und γ2 : [a2, b2] → E−1 (1/2) die zweite Trajektorie,
ließe sich aber durch den Mittelwert der magnetischen La¨ngen auf M
diammag :=
1
2

b1∫
a1
|γ˙1(t)| dt −
∫
ζ
x1
x0
α +
b2∫
a2
|γ˙2(t)| dt −
∫
ζ
x0
x1
α

=
1
2

b1∫
a1
|γ˙1(t)| + αγ1(t) (γ˙1(t)) dt +
b2∫
a2
|γ˙2(t)| + αγ2(t) (γ˙2(t)) dt −
∫
N
α

in kanonischer Verallgemeinerung der magnetische Durchmesser eines magnetischen Billardti-
sches einfu¨hren. Erfu¨llt das Vektorpotential die Bedingung ‖α ‖ < 1, gilt wegen der Unabha¨ngig-
keit der Finsler-La¨nge von der Parametrisierung hier
diammag =
1
2
(
ΛF (γ1) + ΛF (γ2) −
∫
N
α
)
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Ein magnetisches Billard zur Energie E > 0 besitzt unter geeigneten Voraussetzungen die negative
magnetische Energiefunktion GE auf M als Erzeugendenfunktion (vgl. Bemerkung 4.2.26 und
Bemerkung 4.2.19). Fu¨r ein solches Billard bezeichnen wir den Ausdruck
diamE :=
1
2

b1∫
a1
|γ˙1(t)|2
2
dt −
∫
ζ
x1
x0
α
2
+
b2∫
a2
|γ˙2(t)|2
2
dt −
∫
ζ
x0
x1
α
2

=
1
4

b1∫
a1
|γ˙1(t)|2 + αγ1(t) (γ˙1(t)) dt +
b2∫
a2
|γ˙2(t)|2 + αγ2(t) (γ˙2(t)) dt −
∫
N
α

analog als den magnetischen Energie-Durchmesser des Billardtisches. Die obigen Kurven liegen
in der Energiefla¨che zur Energie E.
Fu¨r eine periodische Bahn ((xi, yi))i∈Z einer monotonen Twistabbildung ist die Menge der Bahn-
punkte {(xi, yi) : i ∈ Z} offensichtlich eine invariante Menge der Twistabbildung. Es wa¨re inter-
essant weitere Informationen u¨ber die Gestalt invarianter Mengen der Twistabbildung zu erlan-
gen; zu wissen, wo sie sich auf dem Zylinder befinden und ob man anhand ihrer Existenz weitere
Kenntnisse u¨ber die Twistabbildung ableiten kann. Fu¨r die bisher bekannten minimalen periodi-
schen Bahnen kennt man tatsa¨chlich die Beschaffenheit dieser invarianten Mengen.
Definition 4.3.7 Sei φ eine monotone Twistabbildung. Eine geschlossene, nicht-zusammenzieh-
bare (d.h. nicht nullhomotope) Kurve in S1 × (a, b), die keine Selbstschnitte besitzt und unter φ
invariant ist, heißt invariante Kurve von φ.
Birkhoff konnte zeigen, dass alle invarianten Kurven einer monotonen Twistabbildung dieselbe
Gestalt besitzen. Einen Beweis der Aussage findet man in der angegebenen Literatur oder in [39].
Satz 4.3.8 Sei φ eine monotone Twistabbildung. Dann ist jede invariante Kurve von φ der Graph
Γ =
{(
x, f (x)
)
: x ∈ S1
}
einer Lipschitz-stetigen Funktion f : S1 → (a, b).
a
b
Γ
S1
Abbildung 4.24: invariante Kurve Γ einer monotonen Twistabbildung
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Diese Aussage machte sich auch Mather bei der Untersuchung seiner ”glancing billards“ zu Nutze
([30]), die bereits auf Seite 61 angesprochen wurden. Ein Satz von Birkhoff besagt, dass eine mo-
notone Twistabbildung ohne invariante Kurven Bahnen besitzt, die dem oberen und unteren Rand
des Zylinders beliebig nahe kommen. Der Zylinder wird durch die Existenz einer solchen Bahn zu
einem Instabilita¨tsgebiet. Dies ist genau dann der Fall, wenn es keine invarianten Kurven im Zy-
linder gibt (vgl. z.B. [34]). Die Annahme der Existenz einer invarianten Kurve in einem konvexen
Billard mit in einem Punkt verschwindender Randkru¨mmung kann mit Hilfe des Satzes 4.3.8 zum
Widerspruch gefu¨hrt werden.
Nach der Frage der Gestalt minimaler periodischer Bahnen und der anschließenden Definition
invarianter Kurven vermutet man nun, dass minimale periodische Bahnen einer monotonen Twi-
stabbildung eben auf jenen liegen. In dieser Allgemeinheit gilt die Aussage nicht. Es la¨sst sich
aber zeigen, dass jede dieser Bahnen auf dem Graphen einer Lipschitz-stetigen Funktion auf S1
liegt. Aubry und Mather entwickelten in den achtziger Jahren des letzten Jahrhunderts Metho-
den, die die Frage nach der Existenz minimaler Bahnen mit Rotationszahlen θ ∈ (ω−, ω+) auf
irrationale Rotationszahlen erweitert (vgl. [29], [3], [34], [23]). Man erha¨lt dadurch folgende viel
allgemeinere Aussage.
Satz 4.3.9 Sei φ eine monotone Twistabbildung mit Twistintervall (ω−, ω+). Dann besitzt φ fu¨r
jede Zahl θ ∈ (ω−, ω+) eine minimale Bahn mit Rotationszahl θ und jede minimale Bahn liegt auf
dem Graphen einer Lipschitz-stetigen Funktion.
Existiert eine invariante Kurve mit Rotationszahl θ ∈ (ω−, ω+), besteht sie aus minimalen Bahnen
mit Rotationszahl θ. Ist θ irrational, existiert ho¨chstens eine invariante Kurve mit Rotationszahl θ.
Wie beim Satz von Birkhoff erhalten wir durch eine analytische Untersuchung monotoner Twistab-
bildungen Aussagen, die sich auf die von uns untersuchten Billards u¨bertragen lassen und damit
Erkenntnisse u¨ber ein geometrisches Modell liefern, die sich a priori nicht auf geometrischem We-
ge herleiten lassen. Der obige Satz erga¨nzt das Wissen u¨ber die periodischen Bahnen eines Billards
um die Existenz minimaler Bahnen zu jeder beliebigen Rotationszahl im Twistintervall und deren
Gestalt im Phasenraum des Billards.
Satz 4.3.10 a) Ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard ohne konjugierte
Punkte besitzt zu jeder Zahl θ ∈ (0, 1) eine minimale Bahn mit Rotationszahl θ. Die Bahn
liegt auf dem Graphen einer Lipschitz-stetigen Funktion auf S1.
b) Ein vollsta¨ndiges, geoda¨tisch konvexes, reversibles Finsler-Billard ohne konjugierte Punkte
besitzt zu jeder Zahl θ ∈
(
0, 12
]
eine minimale Bahn mit Rotationszahl θ. Die Bahn liegt auf
dem Graphen einer Lipschitz-stetigen Funktion auf S1.
Bemerkung 4.3.11 In [40] ist vermerkt, dass sich die Aussage von Satz 4.3.9 auch auf die Situati-
on u¨bertragen la¨sst, in der die monotone Twistabbildung auf einem Zylinder definiert ist, der nach
oben und unten durch Graphen von Funktionen auf S1 beschra¨nkt ist. Dann gilt die obige Aussage
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auch fu¨r vollsta¨ndige, geoda¨tisch konvexe, magnetische Finsler-Billards ohne konjugierte Punkte
mit der negativen Finsler-La¨nge als Erzeugendenfunktion (vgl. Bemerkung 4.2.23). Gegenu¨ber
reversiblen Finsler-Billards ist die Einschra¨nkung des Intervalls der Rotationszahlen auf (0, 1/2]
dann aber nicht sinnvoll.
Man erinnere sich, dass minimale Bahnen nach Definition genau die Bahnen sind, die auf jedem
endlichen Abschnitt minimale Wirkung besitzen. Die Existenz minimaler Bahnen zu irrationa-
len Rotationszahlen weist man durch Approximation mit den minimalen Birkhoff-Bahnen nach.
Deren Existenz hatte man durch Einschra¨nkung auf die Menge der periodischen Zahlenfolgen
(insbesondere also endlichen Folgen) zeigen ko¨nnen. Gleichzeitig waren die minimalen Birkhoff-
Bahnen aber auch globale Minimierer der Wirkung, d.h. auf jedem Abschnitt minimal. Beschreibt
(x0, . . . , xq) mit xq+1 = x0 + p eine minimale Birkhoff-Bahn zu p/q, nimmt die Wirkung auf jeder
Menge endlicher Zahlenfolgen mit festen Endpunkten in Punkten der minimalen Bahn ein Mini-
mum an - in der minimalen Birkhoff-Bahn. Insbesondere la¨sst sich daher jeder dieser Mengen eine
minimale Wirkung zuordnen. Die minimale Wirkung der Menge
{
(λ0, . . . , λq) : λ0 = x0, λq = xq
}
besitzt den Wert
A(s) =
q−1∑
i=0
h(xi, xi+1)
Die Wirkung der gesamten Bahn (xi)i∈Z, d.h der Ausdruck
∑∞−∞ h(xi, xi+1), ist aber, bis auf dege-
nerierte Fa¨lle, nicht konvergent. Die Bahn besteht allerdings aus einer ”Hintereinanderschaltung“
desselben endlichen Abschnitts. Eine minimale Bahn der Menge
{
(λ0, . . . , λnq) : λ0 = x0, λnq =
xq + np
}
mit n ∈ N ist wieder durch die obige Birkhoff-Bahn gegeben, und die minimale Wirkung
dieser Menge nimmt wegen der Periodizita¨t der Erzeugendenfunktion den Wert
A(sn) =
nq−1∑
i=0
h(xi, xi+1) = n ·
q−1∑
i=0
h(xi, xi+1)
an, wobei sn =
(
x0, . . . , xq, x0 + p, . . . , xq + p, x0 + 2p, . . . , xq + 2p, . . . , xq + np
)
den Abschnitt
der minimalen Birkhoff-Bahn darstellt. Fu¨hrt man passend zur Periodizita¨t der Bahn eine Mit-
telung der Wirkung durch, la¨sst sich fu¨r jede teilerfremde, rationale Zahl p/q im Twistintervall
die ”gemittelte minimale Wirkung“ einfu¨hren. Durch Approximation irrationaler θ ∈ (ω−, ω+)
durch rationale Zahlen des Twistintervalls la¨sst sich die gemittelte minimale Wirkung auch fu¨r
die minimalen Bahnen mit irrationaler Rotationszahl erkla¨ren, so dass sich insgesamt jeder Zahl
des Twistintervalls ihre zugeho¨rige (gemittelte) minimale Wirkung zuordnen la¨sst. Ausfu¨hrliche
Schilderungen dazu findet man z.B. in [23].
Definition 4.3.12 Sei φ eine monotone Twistabbildung mit Erzeugendenfunktion h und Twistin-
tervall (ω−, ω+). Fu¨r θ ∈ (ω−, ω+) sei ((xi, yi))i∈Z eine minimale Bahn von φ mit Rotationszahl θ.
Die Abbildung Amin : (ω−, ω+)→ R, die durch
Amin(θ) := lim
n→∞
1
2n
n−1∑
i=−n
h(xi, xi+1)
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definiert ist, heißt minimale Wirkung von φ.
Eine Auflistung wesentlicher Eigenschaften der minimalen Wirkung findet man in [40] und wird
an dieser Stelle u¨bernommen.
Satz 4.3.13 Sei φ eine monotone Twistabbildung und Amin die minimale Wirkung von φ.
Dann gilt
a) Amin ist strikt konvex und daher insbesondere stetig.
b) In θ ∈ (ω−, ω+) ∩ (R \ Q) ist Amin differenzierbar.
c) Amin ist genau dann in rationalem θ =
p
q differenzierbar, wenn es eine invariante Kurve von
φ mit Rotationszahl θ gibt, auf der jede Bahn minimale periodische Bahn ist.
d) Ist Γθ eine invariante Kurve von φ mit Rotationszahl θ, berechnet sich die Ableitung von
Amin in θ durch A′min(θ) =
∫
Γθ
ydx.
Fu¨r magnetische Billards oder reversible Finsler-Billards mit passenden Eigenschaften liefert die
minimale Wirkung geometrische Informationen u¨ber den Billardtisch (unter Beru¨cksichtigung des
zugrunde liegenden Flusses), da die zugeho¨rige Erzeugendenfunktion den Trajektorien des Flus-
ses eine entsprechende Gro¨ße zuordnet. Zu θ = 1/2 gibt es in diesen Billards eine minimale 2-
periodische Bahn. Ferner sind die Ra¨nder des Zylinders nach Definition der monotonen Twistab-
bildung invariante Kurven. Vergleicht man die Erla¨uterungen auf Seite 95 und erinnert sich an
Satz 4.2.27, Satz 4.2.25 und Bemerkung 4.2.26 erha¨lt man daher unmittelbar folgende Aussage.
Proposition 4.3.14 a) Sei [M, F] ein vollsta¨ndiges, geoda¨tisch konvexes, reversibles Finsler-
Billard ohne konjugierte Punkte mit der negativen Finsler-La¨nge als Erzeugendenfunktion.
Dann gibt Amin(1/2) den negativen Finsler-Durchmesser des Billards an und ferner
A′min(0) =
∫
Γ0
ydx =
∫
N
−dx = −1
den negativen Finsler-Umfang des Tisches.
b) Sei [M,ΩB] ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard ohne konjugierte
Punkte mit der negativen magnetischen La¨nge auf M als Erzeugendenfunktion. Dann gibt
Amin(1/2) den negativen magnetischen Durchmesser des Billards an und ferner
A′min(0) =
∫
Γ0
ydx =
∫
N
−dx = −1
den negativen magnetischen Umfang des Tisches.
c) Sei [M,ΩB] ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard ohne konjugierte
Punkte zur Energie E > 0 und mit der negativen magnetischen Energie auf M als Erzeu-
gendenfunktion. Dann gibt Amin(1/2) den negativen magnetischen Energie-Durchmesser des
Billards an und ferner
A′min(0) =
∫
Γ0
ydx =
∫
N
−dx = −1
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den negativen magnetischen Energie-Umfang des Tisches.
Satz 4.3.13 c) ermo¨glicht es anhand der Differenzierbarkeit der minimalen Wirkung in rationalen
Rotationszahlen wesentliche geometrische Eigenschaften des zugrunde liegenden Billards abzu-
leiten. Die Differenzierbarkeit der Rotationszahl 1/2 gibt dabei Aufschluss u¨ber eine zentrale Kenn-
gro¨ße des Billards. Billards, deren minimale Wirkung in θ = 1/2 differenzierbar ist, besitzen eine
invariante Kurve mit Rotationszahl 1/2, auf der jede Bahn eine minimale Bahn mit Rotationszahl 1/2
ist. Dabei geben die minimalen 2-periodischen Bahnen, wie wir gesehen haben, den Durchmesser
des jeweiligen Billards (d.h. den Finsler-, magnetischen oder magnetischen Energie-Durchmesser)
an. Wir erhalten daher folgende Aussage.
Satz 4.3.15 Sei ein vollsta¨ndiges, geoda¨tisch konvexes, magnetisches Billard oder reversibles
Finsler-Billard ohne konjugierte Punkte gegeben. Ist die minimale Wirkung in θ = 12 differenzier-
bar, besitzt das Billard einen Billardtisch mit konstantem Finsler-Durchmesser, bzw. konstantem
magnetischem (Energie-) Durchmesser.
Wie im Fall klassischer, strikt konvexer Billards stellt sich die Frage, wie viele Informationen
die Bahnen des Billards u¨ber den zugeho¨rigen Billardtisch enthalten. Man erwartet insbesondere,
dass bereits die minimalen periodischen Bahnen, denen man mittels der minimalen Wirkung einen
endlichen Wert zuordnen kann, charakteristische Merkmale des Billardtisches (im Zusammenspiel
mit dem zugrunde liegenden Fluss) beschreiben. Die Wohldefiniertheit der minimalen Wirkung
fu¨r die zuvor aufgeza¨hlten Billards motiviert eine kanonische Verallgemeinerung der Begriffe des
La¨ngenspektrums und des markierten-La¨ngenspektrums eines klassischen Billards (siehe [40]).
Definition 4.3.16 Es sei ein Billard mit Billartisch M und glattem Rand N gegeben, so dass die
Billardabbildung eine monotone Twistabbildung φ mit Erzeugendenfunktion h und Twistintervall
(ω−, ω+) ist. Ist θ = p/q ∈ (ω−, ω+) eine teilerfremde, rationale Zahl, definiere die Menge Pθ durch
Pθ :=
{
s =
(
(xi, yi)
)
i∈Z : s ist periodische Bahn von φ mit Rotationszahl θ
}
Fu¨r eine periodische Bahn s :=
(
(xi, yi)
)
i∈Z ∈ Pθ mit θ = pq definiere die Abbildung Tθ : Pθ → R
durch
Tθ(s) :=
q−1∑
i=0
−h(xi, xi+1)
d.h. Tθ(s) entspricht der negativen Wirkung eines Umlaufs der Bahn s.
a) Sei der Finsler-geoda¨tische-Fluss einer reversiblen Finsler-Metrik F der zugrunde liegende
Fluss des Billards, so dass das zugeho¨rige Billard [M, F] vollsta¨ndig, geoda¨tisch konvex und
ohne konjugierte Punkte ist. Der Rand N besitze die Finsler-La¨nge |N | = 1. Dann heißt die
Abbildung
MAF (N) : Q ∩
(
0,
1
2
]
→ R
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die gegeben ist durch
MAF (N) (θ) := max
s∈Pθ
Tθ(s)
das markierte Finsler-La¨ngenspektrum von N. Das markierte Finsler-La¨ngenspektrum gibt
die maximale Finsler-La¨nge geschlossener Geoda¨ten des Finsler-geoda¨tischen-Flusses auf
M mit Rotationszahl θ an. Insbesondere wird die jeweilige maximale La¨nge in der minima-
len Birkhoff-Bahn der Twistabbildung angenommen, und es gilt daher
Amin (p/q) = −1qMAF (N) (p/q)
Die MengeAF (N), die durch
AF (N) :=
{
n · Tθ(s) : n ∈ N, s ∈ Pθ, θ ∈ Q ∩
(
0, 1/2
]}
∪ N · |N |
definiert ist, heißt Finsler-La¨ngenspektrum von N. Das Finsler-La¨ngenspektrum beinhaltet
die Information u¨ber alle Finsler-La¨ngen geschlossener Geoda¨ten des Finsler-geoda¨tischen-
Flusses auf M und der Vielfachheiten der Finsler-La¨nge des Randes, den wir immer normiert
gewa¨hlt hatten.
b) Sei der magnetische Fluss zur Energie E = 1/2 der zugrunde liegende Fluss des Billards,
so dass das zugeho¨rige Billard [M, B] vollsta¨ndig, geoda¨tisch konvex und ohne konjugierte
Punkte ist. Der Rand N besitze die Einheitsla¨nge |N | = 1. Dann heißt die Abbildung
MAB (N) : Q ∩ (0, 1)→ R
die gegeben ist durch
MAB (N) (θ) := max
s∈Pθ
Tθ(s)
das markierte magnetische-La¨ngenspektrum von N. Das markierte magnetische-La¨ngen-
spektrum gibt die maximale magnetische La¨nge geschlossener Trajektorien des magnetisch-
Lagrangeschen-Flusses auf M mit Rotationszahl θ an. Insbesondere gilt
Amin (p/q) = −1qMAB (N) (p/q)
Die MengeAB (N), die durch
AB (N) :=
{
n · Tθ(s) : n ∈ N, s ∈ Pθ, θ ∈ Q ∩ (0, 1)} ∪ N
definiert ist, heißt magnetisches-La¨ngenspektrum von N. Das magnetische-La¨ngenspektrum
beinhaltet die Information u¨ber alle magnetischen La¨ngen geschlossener Trajektorien des
magnetischen Flusses auf M und deren Vielfachheiten, sowie denen des Randes.
c) Sei der zugrunde liegende Fluss des Billards der magnetische Fluss zur Energie E > 0, so
dass das zugeho¨rige Billard [M,ΩB] vollsta¨ndig, geoda¨tisch konvex und ohne konjugierte
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Punkte ist. Der Rand N besitze die Energie |N |E = 1. Insbesondere besitzt N dann die La¨nge
|N | = 1E . Die Abbildung
MAΩB (N) : Q ∩
(
0, 1
)→ R
die durch
MAΩB (N) (θ) := maxs∈Pθ Tθ(s)
gegeben ist, heißt das markierte magnetische-Energiespektrum von N und gibt die maxima-
le magnetische Energie geschlossener Trajektorien des magnetisch-Lagrangeschen-Flusses
auf M zur Energie E mit Rotationszahl θ an. Insbesondere gilt
Amin (p/q) = −1qMAΩB (N) (p/q)
Die MengeAΩB (N), die durch
AΩB (N) :=
{
n · Tθ(s) : n ∈ N, s ∈ Pθ, θ ∈ Q ∩ (0, 1)} ∪ N · |N |E
definiert ist, heißt magnetisches-Energiespektrum von N. Das magnetische-Energiespektrum
beinhaltet die Information u¨ber die magnetische Energie aller geschlossenen Trajektorien
des magnetischen Flusses zur Energie E auf M und deren Vielfachheiten, sowie denen der
magnetischen Energie des Randes.
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