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Abstract
This paper develops a consistent Lagrange Multiplier (LM) type specification test for
semiparametric conditional mean models against nonparametric alternatives. Consistency is
achieved by turning a conditional moment restriction into a growing number of unconditional
moment restrictions using series methods. The test is simple to implement, because it requires
estimating only the restricted semiparametric model and because the asymptotic distribution
of the test statistic is pivotal. The projection interpretation of series estimators allows me to
derive a degrees of freedom correction. This correction allows me to account for the estima-
tion variance and develop refined asymptotic results. It also substantially improves the finite
sample performance of the test. I apply the test to one of the semiparametric gasoline demand
specifications from Yatchew and No (2001) and find no evidence against it.
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1 Introduction
Applied economists often want to achieve two conflicting goals in their work. On the
one hand, they wish to use the most flexible specification possible, so that their results are
not driven by functional form assumptions. On the other hand, they wish to have a model
that is consistent with the restrictions imposed by economic theory and can be used for valid
counterfactual analysis.
While parametric models are often too restrictive and may not capture heterogeneity in
the data well, nonparametric models may violate restrictions imposed by economic theory
and suffer from the curse of dimensionality. This, together with the fact that economic
theory usually specifies some portions of the model but leaves the others unrestricted, makes
semiparametric models especially attractive for empirical work in economics. But because
many semiparametric models are restricted versions of fully nonparametric models, it is
important to check the validity of implied restrictions. If a semiparametric model is correctly
specified, then using it, as opposed to a nonparametric model, typically leads to more efficient
estimates and may increase the range of counterfactual questions that can be answered using
the model at hand. On the other hand, if a semiparametric model is misspecified, then
the semiparametric estimates are likely to be misleading and may result in incorrect policy
implications.
In this paper I develop a new specification test that determines whether a semiparamet-
ric conditional mean model that the researcher has estimated provides a statistically valid
description of the data as compared to a general nonparametric model. The test uses series
methods to turn a conditional moment restriction into a growing number of unconditional
moment restrictions. I show that if the series functions can approximate the nonparametric
alternatives that are allowed as the sample size grows, the test is consistent. My assumptions
and proofs make precise what is required of the approximation and its behavior as the number
of series terms and the sample size grow. These arguments differ from standard parametric
arguments, when the number of regressors in the model is fixed.
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The test has two attractive features. First, it is fast and simple to implement. Similarly
to the parametric Lagrange Multiplier test, the test statistic is based on a quadratic form in
the semiparametric model residuals. When the errors are homoskedastic, this quadratic form
can be computed as nR2 from the regression of the semiparametric residuals on the series ap-
proximating functions. The heteroskedasticity robust version of the quadratic form on which
the test is based can also be computed in regression based ways. Moreover, the asymptotic
distribution of the test statistic is pivotal, i.e. does not depend on the unknown parameters,
so that calculating asymptotically exact critical values for the test is straightforward and
need not involve resampling methods.
Second, the use of series methods in estimation and testing allows me to nest the null
model in the alternative and derive a degrees of freedom correction. Intuitively, because
series estimators have a projection interpretation, the restricted residuals are orthogonal to
the series terms included in the restricted model. This means that even under the alternative,
only a subset of moment conditions, rather than all of them, can be violated. This degrees
of freedom correction has two important consequences.
From the theoretical point of view, it allows me to obtain refined asymptotic results.
In my asymptotic analysis, I decompose the test statistic into the leading term and the
remainder. Without the projection property, the remainder term would contain both bias
and variance of the semiparametric estimates. Thus, in order to bound the remainder term,
I would have to require both bias and variance to vanish sufficiently fast, and the resulting
rate conditions would be very restrictive. In contrast, by relying on the projection nature of
series estimators, I can directly account for the estimation variance, so that only bias enters
the remainder term. Because of this, I only need to control the rate at which bias goes to
zero to bound the remainder term. As a result, I can derive the asymptotic distribution of
the test statistic under fairly weak rate conditions (see Section 4.5 for more details).
From the practical point of view, the degrees of freedom correction substantially improves
the finite sample performance of the test. It has long been known in the literature on
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consistent specification tests that asymptotic approximations often do not work well in finite
samples (see, e.g., Li and Wang (1998)). The bootstrap is typically used to improve the finite
sample performance of consistent specification tests, but it may be computationally costly.
While I propose a wild bootstrap procedure that can be used with my test and establish
its asymptotic validity, my simulations suggest that the finite sample performance of the
asymptotic version of the proposed test with the degrees of freedom correction is almost as
good as, and often as good as, that of its bootstrap version. In other words, the degrees of
freedom correction serves as a computationally attractive analytical way to avoid the size
distortion that plagues most existing consistent specification tests.
Specification tests have long played an important role in theoretical econometrics. Several
papers have studied specification testing when the null model contains a nonparametric
component. Early work on specification testing in semiparametric models required certain
ad hoc modifications, such as sample splitting in Yatchew (1992) and Whang and Andrews
(1993) or randomization in Gozalo (1993). Fan and Li (1996) solve this problem and develop
a kernel-based specification test that can be used to test a semiparametric null hypothesis
against a general nonparametric alternative, but their test requires high-dimensional kernel
smoothing and cannot be implemented with standard econometric software. Lavergne and
Vuong (2000) refine the test of Fan and Li (1996), but they only consider significance testing
in nonparametric models. Kernel-based specification tests are also developed in Chen and
Fan (1999), Delgado and Manteiga (2001), Ait-Sahalia et al. (2001), and Bravo (2012). In
all these papers, the asymptotic distribution of the test statistic is quite complicated and
requires either estimating several nuisance parameters or using the bootstrap, which can be
computationally costly.
I circumvent this problem by relying on series methods to construct the test statistic. Be-
cause the number of series terms grows with the sample size, the usual asymptotic results for
the parametric Lagrange Multiplier test no longer apply. However, it is possible to normalize
the test statistic so that the resulting normalized statistic is asymptotically standard normal.
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Therefore, the quantiles of the standard normal distribution can be used as asymptotically
exact critical values for the test.
The proposed test is based on a quadratic form in the restricted model residuals. Thus,
it can be viewed as a nonparametric generalization of the conventional Lagrange Multiplier
test, classical treatments of which include Breusch and Pagan (1980), Engle (1982), and En-
gle (1984). This generalization is not novel in itself, as Hall (1990) and McCulloch and Percy
(2013) also develop Lagrange Multiplier specification tests for parametric models against
flexible alternatives. However, they only consider null hypotheses with fully specified para-
metric distributions, and their asymptotic analysis treats the number of series terms in the
alternative model as fixed. As a result, their tests fail to achieve consistency. In contrast,
I allow for semiparametric conditional mean models and develop an asymptotic theory for
the case when the number of series terms grows with the sample size, which results in a
consistent specification test.
My work is closely related to the literature on series-based specification tests, such as
de Jong and Bierens (1994), Hong and White (1995), Koenker and Machado (1999), Donald
et al. (2003), and Sun and Li (2006). These papers extend the Conditional Moment test
of Newey (1985) by considering a growing number of unconditional restrictions and thus
achieve consistency. However, they only consider parametric null hypotheses and do not
develop a degrees of freedom correction. In contrast, my test can handle a broad class
of semiparametric models and involves a degrees of freedom correction. I show that this
correction plays a crucial role in the semiparametric case, because it allows me to weaken the
rate conditions and results in better performance of the test in simulations.
The form of my test statistic is especially similar to that in Donald et al. (2003). However,
there are important differences. First, their test is similar to the overidentifying restrictions
test in GMM models, where the estimates are based on the full set of moment conditions in
the unrestricted model. In contrast, my test is similar to the LM test, where the estimates
are based only on a subset of moment conditions that corresponds to the null hypothesis.
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Because of that, a subset of moment conditions is exactly equal to zero, and this fact allows
me to develop the degrees of freedom correction. Moreover, the test from Donald et al. (2003)
only applies to parametric models, where the estimates are
√
n-consistent, while my test also
applies to semiparametric models with slower convergence rates.
Guay and Guerre (2006) also develop a series-based specification test that is based on
a quadratic form in the restricted model residuals. They allow for a data-driven tuning
parameters choice and obtain an adaptive rate-optimal test, but their test only deals with
parametric null hypotheses and does not involve the degrees of freedom correction that is
crucial in my analysis. I use a modified version of their approach to tuning parameter choice in
simulations and find that it performs well. It would be interesting to establish the theoretical
validity of their approach when the null hypothesis is semiparametric in future work.
Hong and White (1995), among others, investigate the behavior of the test statistic for
parametric null hypotheses under the fixed alternative and under local alternatives. I re-
peat this analysis for semiparametric null hypotheses and reach similar conclusions: the test
statistic diverges to infinity faster than the parametric rate n1/2 under the fixed alternative,
but the test can only detect local alternatives that approach zero slower than the parametric
rate n−1/2. Moreover, both rates are asymptotically the same as in the parametric case.1
To my knowledge, there are two studies that develop series-based specification tests that
allow for semiparametric null hypotheses. Gao et al. (2002) only consider additive models
and do not explicitly develop a consistent test against a general class of alternatives. Their
test is based on the estimates from the unrestricted model and can be viewed as a Wald
type test for variables significance in nonparametric additive conditional mean models. In
contrast, my test is based on the residuals from the restricted semiparametric model and is
consistent against a broad class of alternatives for the conditional mean function.
Li et al. (2003) use the approach that was first put forth in Bierens (1982) and Bierens
(1990) and develop a series-based specification test based on weighting the moments, rather
1By “asymptotically the same,” I mean that the exact rates in the parametric and semiparametric cases
are different but their ratiogoes to 1 as the sample size grows.
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than considering an increasing number of series-based unconditional moments. Their test
can detect local alternatives that approach zero at the parametric rate n−1/2, but the asymp-
totic distribution of their test statistic depends on nuisance parameters, and it is difficult
to obtain appropriate critical values. They propose using a residual-based wild bootstrap
to approximate the critical values. In contrast, my test statistic is asymptotically standard
normal under the null, so calculating critical values is straightforward.
Another strand of literature related to my paper studies inference in conditional moment
restriction models. Chen and Pouzo (2015a) and Chen and Pouzo (2015b) develop sieve-based
inference methods, including the sieve score statistic, for semi- and nonparametric conditional
moment models. Their framework allows for the tests of semiparametric null hypotheses
against general nonparametric alternatives, but their test statistic is different from mine. In
turn, Chernozhukov et al. (2015) develop hypothesis tests for constrained conditional moment
restriction models. In semiparametric conditional mean models, their test statistic reduces
to the quadratic form on which my test statistic is based and is asymptotically pivotal.
While those papers are more general than mine and can handle a wider class of models,
they impose high level assumptions, do not derive conditions under which their tests serve
as consistent specification tests, and rely on the bootstrap techniques to prove their results.
In contrast, I impose assumptions that are more primitive and familiar from the literature
on series estimation, explicitly derive the rate conditions under which the proposed test is
valid and consistent, and prove my results using the theory of U-statistics and convergence
rates of semiparametric estimators. I also provide a wide range of Monte Carlo studies that
explore the finite sample performance of my test specifically in the context of specification
testing, which has not been done in the aforementioned papers.
As discussed above, the degrees of freedom correction plays a crucial role both in my
asymptotic theory and in the finite sample behavior of the test. It can be viewed as a first-
order asymptotic correction. Thus, my paper contributes to the literature that attempts
to improve the finite sample performance of consistent specification tests. Fan and Linton
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(2003) develop a higher-order asymptotic theory for smoothing-based specification tests in
parametric models. Sun and Li (2006) essentially develop a first-order correction for series-
based specification tests in parametric models by removing the nonzero center term from the
test statistic. However, their test does not involve a degrees of freedom correction, and I
show in the supplement that my test outperforms theirs in finite samples when the null is
semiparametric.
Another attractive feature of the proposed test is that the alternative model need not
be fully nonparametric. Because series methods make it easy to impose restrictions on
nonparametric models, the proposed test can be used to test a more restricted semipara-
metric model against a broader semiparametric alternative instead of a fully nonparametric
alternative. For instance, a researcher may be willing to compare a partially linear model
Yi = X
′
1iβ + g(X2i) + εi with a varying coefficient model Yi = X ′i1β(X2i) + g(X2i) + εi or an
additive model Yi = h(X1i) + g(X2i) + εi. The proposed test can be modified to handle such
comparisons by considering only the unconditional moments based on the series terms that
are present under the alternative.
Restricting the class of alternatives will result in the loss of consistency against a general
nonparametric alternative, because the semiparametric class of alternatives will be unable
to detect certain deviations from the null. However, it will also increase the test power if
the true model does lie in the conjectured semiparametric class. It is possible to use my test
with several alternatives simultaneously, including semiparametric alternatives to improve
power in certain directions but also including a general nonparametric alternative to achieve
consistency. The Bonferroni correction can then be used to control the test size. I show
in simulations in the supplement that this approach leads to higher power when the null
hypothesis is false but the true model belongs to the restricted class of alternatives, without
disturbing the size of the test or losing consistency against a general class of alternatives.
Finally, similar to the overidentifying restrictions test in GMM models or other omnibus
specification tests, the proposed test is silent on how to proceed if the null is rejected. In this
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respect, it is clearly a test of a particular model specification but not a comprehensive model
selection procedure. I rely on the results from this paper and study model selection methods
for semiparametric and nonparametric models, such as series-based information criteria or
upward/downward testing procedures based on the proposed test, in Korolev (2018).
The remainder of the paper is organized as follows. Section 2 presents several motivating
examples. Section 3 introduces the model and describes how to construct the series-based
specification test for semiparametric models. Section 4 develops the asymptotic theory for the
proposed test. Section 5 studies the finite sample performance of the test. Section 6 applies
the proposed test to one of the semiparametric household gasoline demand specifications from
Yatchew and No (2001) and shows that it is not rejected by the data. Section 7 concludes.
Appendix A collects all figures. Appendix B contains proofs of technical results as well as
auxiliary lemmas that are needed for my proofs. Additional details and results can be found
in an online supplement.2
2 Motivating Examples
This section presents several examples of applied papers in economics that have used
semiparametric models in their analysis.
Example 1 (Production Function Estimation). Levinsohn and Petrin (2003) combine a
Cobb-Douglas production function and a nonparametric specification of demand for inter-
mediate inputs to derive a different semiparametric relationship:
yit = βllit + Φt(kit,mit) + εit, (2.1)
where yit is the log of output from plant i at time t, kit the log of its capital input, lit the log
of its labor input, mit is an intermediate input (such as electricity, fuel, or materials), and
εit the error term.
2The supplement is available here.
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In a more recent paper, Ackerberg et al. (2015) use an alternative approach and arrive at
the fully nonparametric specification:
yit = Φ˜t(kit, lit,mit) + εit (2.2)
Specification 2.1 is more restrictive than 2.2, and my test can be used to assess whether 2.1
is statistically adequate.
Example 2 (Gasoline Demand Estimation). Hausman and Newey (1995) estimate gasoline
demand as a flexible function of prices and incomes. They also include in the model other
covariates and treat them parametrically to reduce the dimension of the nonparametric part
of the model:
g = r0(x) + w
′β + ε,
where g is the log of gasoline demand, x includes the log of gasoline prices and the log of
income, and w includes other variables.
For similar reasons, Schmalensee and Stoker (1999) use the following semiparametric
gasoline demand specification:
y = G(x) + z′β + ε,
where y is the log of gallons consumed, x denotes the log of income and the log of age, and
z denotes the remaining variables.
The proposed test can be used to assess the validity of these semiparametric models
against a general nonparametric alternative.
Semiparametric models have also been used in estimation of Engel curves (Gong et al.
(2005)), the labor force participation equation (Martins (2001)), the relationship between
land access and poverty (Finan et al. (2005)), and marginal returns to education (Carneiro
et al. (2011)). My test can be used to assess the validity of semiparametric specifications
used in these papers.
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3 The Model and Specification Test
This section describes the model, discusses semiparametric series estimators, and intro-
duces the test statistic.
3.1 The Model and Null Hypothesis
Let (Yi, X ′i)′ ∈ R1+dx , dx ∈ N, i = 1, ..., n, be independent and identically distributed
random variables with E[Y 2i ] < ∞. Then there exists a measurable function g such that
g(Xi) = E[Yi|Xi] a.s., and the nonparametric model can be written as
Yi = g(Xi) + εi, E[εi|Xi] = 0
The goal of this paper is to test the null hypothesis that the conditional mean function
is semiparametric. A generic semiparametric null hypothesis is given by
HSP0 : PX (g(Xi) = f(Xi, θ0, h0)) = 1 for some θ0 ∈ Θ, h0 ∈ H, (3.1)
where f : X ×Θ×H → R is a known function, θ ∈ Θ ⊂ Rd is a finite-dimensional parameter,
and h ∈ H = H1 × ...×Hq is a vector of unknown functions.
The fixed alternative is
H1 : PX (g(Xi) 6= f(Xi, θ, h)) > 0 for all θ ∈ Θ, h ∈ H (3.2)
When the semiparametric null hypothesis is true, the model becomes
Yi = f(Xi, θ0, h0) + εi, E[εi|Xi] = 0
In order to test whether the semiparametric model is correctly specified, I turn the condi-
tional moment restriction E[εi|Xi] = 0 into a sequence of unconditional moment restrictions
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using series methods. But first, I introduce series approximating functions and semiparamet-
ric series estimators.
For any variable z, let Qan(z) = (q1(z), ..., qan(z))′ be an an-dimensional vector of ap-
proximating functions of z, where the number of series terms an is allowed to grow with the
sample size n. Possible choices of series functions include:3
(a) Power series. For univariate z, they are given by:
Qan(z) = (1, z, ..., zan−1)′ (3.3)
(b) Splines. Let s be a positive scalar giving the order of the spline, and let t1, ..., tan−s−1
denote knots. Then for univariate z, splines are given by:
Qan(z) = (1, z, ..., zs,1{z > t1}(z − t1)s, ...,1{z > tan−s−1}(z − tan−s−1)s) (3.4)
Multivariate power series or splines can be formed from products of univariate ones.
3.2 Series Estimators
In this section I introduce additional notation and define semiparametric estimators.
Suppose that the researcher writes the semiparametric null model in a series form:
Yi = f(Xi, θ, h) + εi = W
′
iβ1 +Ri + εi = W
′
iβ1 + ei, (3.5)
where Wi := Wmn(Xi) := (W1(Xi), ...,Wmn(Xi))′ are appropriate regressors or basis func-
tions, mn is the number of parameters in the semiparametric null model, Ri := Rmni :=
(f(Xi, θ, h)−W ′iβ1) is the approximation error, and ei = εi+Ri is the composite error term.
3For a more detailed discussion of series methods and for other possible choices of basis functions, see
Section 5 in Newey (1997), Section 2 in Donald et al. (2003), or Section 2.3 in Chen (2007).
12
Example 3. Suppose that the semiparametric null model is partially linear with f(Xi, θ, h) =
X1iθ + h(X2i), where X1i and X2i are scalars and Xi = (X1i, X2i)′. Approximate h(x2) ≈∑an
j=1 γjqj(x2) = Q
an(x2)
′γ and rewrite the model as:
Yi = X1iθ + h(X2i) + ε = X1iθ +Q
an(X2i)
′γ +Ri + εi = W ′iβ1 + ei,
where Wi = (X1i, Qan(X2i)′)′, mn = an + 1, β1 = (θ, γ′)′, Ri = h(X2i) − Qan(X2i)′γ, and
ei = Ri + εi. If power series are used, then Wi = (X1i, 1, X2i, X22i, ..., X
an−1
2i )
′.
In order to test the semiparametric model, I test whether additional series terms should
enter the model. These are not the extra series terms used to approximate the semiparametric
null model better, but rather the series terms that cannot enter the model under the null
and are supposed to capture possible deviations from it. Thus, the alternative is given by:
Yi = W
′
iβ1 + T
′
iβ2 +Ri + εi = P
′
iβ + ei, (3.6)
where Ti := T rn(Xi) := (T1(Xi), ..., Trn(Xi))′ are the series terms that are present only under
the alternative, rn is the number of restrictions, Pi := P kn(Xi) := (W ′i , T ′i )′, kn = mn + rn is
the total number of parameters, and β = (β′1, β′2)′.
Example 3 (continued). In the partially linear model example, a possible choice of Ti is
Ti = (X
2
1i, ..., X
an−1
1i , X1iX2i, ..., X
an−1
1i X
an−1
2i )
′. These series terms can enter the model if the
null hypothesis is false, but they cannot enter the model if it is true.
If the moment condition E[Yi − f(Xi, θ0, h0)|Xi] = 0 holds, then the errors εi = Yi −
f(Xi, θ0, h0) are uncorrelated with any function of Xi, not only with Wi, and the additional
series terms should be insignificant. Hence, the null hypothesis corresponds to β2 = 0. The
estimate of β1 under the null becomes β˜1 = (W ′W )−1W ′Y ,4 and the restricted residuals are
given by
ε˜ = Y −Wβ˜1 = Y −W (W ′W )−1W ′Y = MWY = MW (ε+R),
4For any vector Vi, let V = (V1, ..., Vn)′ be the matrix that stacks all observations together.
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where MW = I − PW , PW = W (W ′W )−1W ′. The residuals satisfy the condition W ′ε˜ = 0.
mn is the number of terms in the semiparametric null model. It has to grow with the
sample size in order to approximate nonparametric components of the model sufficiently well.5
rn is the number of series terms that capture possible deviations from the null. kn = mn + rn
is the total number of series terms in the unrestricted model. This number has to grow with
the sample size if it is to approximate any nonparametric alternative. Typically the number
of terms in the restricted semiparametric model, mn, is significantly smaller than the number
of terms in the unrestricted nonparametric model, kn, so that mn/kn → 0 and rn/kn → 1.
However, my rate conditions can also accommodate the case when mn/kn → const < 1.
3.3 Test Statistics
Instead of the conditional moment restriction implied by the null hypothesis: E[εi|Xi] =
E[Yi − f(Xi, θ0, h0)|Xi] = 0, the test will be based on the unconditional moment restriction
E[Piεi] = 0. I will show that requiring kn to grow with the sample size and P (x) := P kn(x)
to approximate any unknown function in a wide class of functions will allow me to obtain a
consistent specification test based on a growing number of unconditional moment restrictions.
The test statistic is based on the sample analog of the population moment condition
E[Piεi] = 0. In the homoskedastic case, the test statistic resembles the LM test statistic and
is given by
ξ = ε˜′P (σ˜2P ′P )−1P ′ε˜, (3.7)
where P = (Pi, ..., Pn)′, ε˜ = (ε˜1, ..., ε˜n)′, ε˜i = Yi−f(Xi, θ˜, h˜) = Y −Wβ˜1 are the semiparamet-
ric residuals, and σ˜2 = ε˜′ε˜/n. Note that because the null model is nested in the alternative,
the test statistic reduces to
ξ = ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜,
5The notion of sufficiently well is made precise later.
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where T˜ = MWT are the residuals from the regression of each element of Ti on Wi.
In the heteroskedastic case, the test statistic is modified appropriately:
ξHC = ε˜
′T˜ (T˜ ′Σ˜T˜ )−1T˜ ′ε˜, (3.8)
where Σ˜ = diag(ε˜2i ).
Both quadratic forms, ξ and ξHC , can be computed in regression-based ways. These ways
are discussed in detail in Section S.3 in the supplement.6
Remark 1. Based on my simulations, I recommend replacing σ˜2 and Σ˜ with σ˜2adj = ε˜′ε˜/(n−
mn) and Σ˜adj = nn−mndiag(ε˜
2
i ) respectively. These adjustments do not matter asymptotically
because mn = o(n), but in finite samples the resulting adjusted test statistics control the size
of the test better. The choice of Σ˜adj corresponds to the so-called HC1 variance estimator,
which is known to have better finite sample properties than the so-called HC0 variance
estimator with Σ˜ = diag(ε˜2i ) (see MacKinnon and White (1985)).
Because the dimensionality kn of Pi grows with the sample size, a normalization is needed
to obtain a convergence in distribution result. I show that the test statistics
tτn =
ξ − τn√
2τn
, tHC,τn =
ξHC − τn√
2τn
(3.9)
for a suitable sequence τn →∞ as n→∞ work and are asymptotically pivotal. The test is
one-sided in the sense that the null hypothesis is rejected when the value of the test statistic
is large and positive. I will discuss the choice of τn in the next section.
6For regression-based ways to compute the parametric LM test statistic, see Wooldridge (1987) or Chapters
7 and 8 in Cameron and Trivedi (2005).
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4 Asymptotic Theory
In this section I derive the asymptotic properties of the proposed test. I start by intro-
ducing my assumptions. First, I impose basic assumptions on the data generating process.
Assumption 1. (Yi, X ′i)′ ∈ R1+dx , dx ∈ N, i = 1, ..., n are i.i.d. random draws of the random
variables (Y,X ′)′, and the support of X, X , is a compact subset of Rdx.
Next, I define the error term and impose two moment conditions.
Assumption 2. Let εi = Yi − E[Yi|Xi]. The following two conditions hold:
(a) 0 < σ2(x) = E[ε2i |Xi = x] <∞.
(b) E[ε4i |Xi] is bounded.
The following assumption deals with the behavior of the approximating series functions.
From now on, let ‖A‖ = [tr(A′A)]1/2 be the Euclidian norm of a matrix A.
Assumption 3. For each m, r, and k there are matrices B1 and B2 such that, for W¯m(x) =
B1W
m(x), T¯ r(x) = B2T r(x), and P¯ k(x) = (W¯m(x)′, T¯ r(x)′)′,
(a) There exists a sequences of constants ζ(·) that satisfies the conditions supx∈X ‖W¯m(x)‖ ≤
ζ(m), supx∈X ‖T¯ r(x)‖ ≤ ζ(r), and supx∈X ‖P¯ k(x)‖ ≤ ζ(k).
(b) The smallest eigenvalue of E[P¯ k(Xi)P¯ k(Xi)′] is bounded away from zero uniformly in k.
Remark 2 (ζ(·) for Common Basis Functions). Explicit expressions for ζ(·) are available
for certain families of basis approximating functions. For instance, it has been shown (see
Newey (1997) or Section 15.1.1 in Li and Racine (2007)) that under additional assumptions,
ζ(a) = O(a1/2) for splines and ζ(a) = O(a) for power series.
Next, I impose an assumption that requires the approximation error for the semipara-
metric model to vanish sufficiently fast under the null.
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Assumption 4. Suppose that H0 holds. There exist α > 0 and β1 ∈ Rmn such that
sup
x∈X
|f(x, θ0, h0)−Wmn(x)′β1| = O(m−αn )
β1 in this assumption can be defined in various ways. One natural definition (see, e.g.,
Chapter 21 in Hansen (2019)) is by projection: β1 = E[Wmn(Xi)Wmn(Xi)′]−1E[Wmn(Xi)f(Xi, θ0, h0)].
Remark 3 (α for Common Basis Functions). In certain special cases, it is possible to char-
acterize α explicitly. Suppose that power series or splines are used and that f(x, θ, h) =
x′1θ+h(x2), where h has r continuous derivatives and x2 is dx2-dimensional. Then, as shown
in Newey (1997) or Chapter 15 in Li and Racine (2007), α = r/dx2.
It is now possible to derive the asymptotic distribution of the test statistic 3.9 under the
null. I consider the homoskedastic and heteroskedastic cases separately.
4.1 Homoskedastic Case
The limiting distribution of the test statistic under the null is given by the next result:
Theorem 1. Assume that Assumptions 1, 2, 3, and 4 are satisfied, σ2(x) = σ2, 0 < σ2 <∞,
for all x ∈ X , and the following rate conditions hold:
ζ(kn)
2knr
1/2
n /n→ 0 (4.1)
ζ(rn)rn/n
1/2 → 0 (4.2)
ζ(kn)m
1/2
n k
1/2
n /n
1/2 → 0 (4.3)
nm−2αn /r
1/2
n → 0 (4.4)
ζ(rn)
2/n1/2 → 0 (4.5)
Then
trn =
ξ − rn√
2rn
d→ N(0, 1), (4.6)
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where ξ is as in Equation 3.7.
Remark 4 (Rate Conditions under Homoskedasticity). Conditions 4.1–4.5 are sufficient
conditions for the result of the theorem to hold. Conditions 4.1 and 4.2 are used to bound the
error from replacing σ˜2T ′MWT with σ2E[TiT ′i ]. Conditions 4.3 and 4.4 are used to bound the
error from approximating unknown functions with finite series expansions. Condition 4.5 is
used to obtain the convergence in distribution result by applying Lemma A.9 in the Appendix.
The following corollary shows that using a χ2 approximation with a growing number of
degrees of freedom also results in an asymptotically exact test in the homoskedastic case.
Corollary 1. If the conditions of Theorem 1 hold, then
P
(
ξ ≥ χ21−α(rn)
)
= P
(
ξ − rn√
2rn
≥ χ
2
1−α(rn)− rn√
2rn
)
→ α
Thus, there are two ways to construct an asymptotically exact specification test. Exactly
which one might be preferred in terms of the finite sample performance is studied in Section 5.
4.2 Heteroskedastic Case
The limiting distribution of the heteroskedasticity robust test statistic under the null is
given by the next result:
Theorem 2. Assume that Assumptions 1, 2, 3, and 4 are satisfied, and the following rate
conditions hold:
(mn/n+m
−2α
n )ζ(rn)
2r1/2n → 0 (4.7)
ζ(rn)rn/n
1/2 → 0 (4.8)
ζ(kn)m
1/2
n k
1/2
n /n
1/2 → 0 (4.9)
nm−2αn /r
1/2
n → 0 (4.10)
ζ(rn)
2/n1/2 → 0 (4.11)
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Also assume that ‖ΩˆHC − Ω˜HC‖ = op(r−1/2n ), where Ω˜HC = T ′Σ˜T/n and ΩˆHC = T˜ ′Σ˜T˜ /n.
Then
tHC,rn =
ξHC − rn√
2rn
d→ N(0, 1), (4.12)
where ξHC is as in Equation 3.8.
Remark 5 (Rate Conditions under Heteroskedasticity). Conditions 4.7–4.11 are sufficient
conditions for the result of the theorem to hold. Conditions 4.7 and 4.8 are used to bound the
error from replacing T ′Σ˜T/n with E[ε2iTiT ′i ].7 Conditions 4.9 and 4.10 are used to bound the
error from approximating unknown functions with finite series expansions. Condition 4.11 is
used to obtain the convergence in distribution result by applying Lemma A.9 in the Appendix.
The following corollary shows that using a χ2 approximation with a growing number of
degrees of freedom also results in an asymptotically exact test in the heteroskedastic case.
Corollary 2. If the conditions of Theorem 2 hold, then
P
(
ξHC ≥ χ21−α(rn)
)
= P
(
ξHC − rn√
2rn
≥ χ
2
1−α(rn)− rn√
2rn
)
→ α,
4.3 Behavior of the Test Statistic under a Fixed Alternative
In this subsection, I study the behavior of the test statistic under a fixed alternative. To
obtain a consistent specification test, I need to impose the following assumption.
Assumption 5. (Donald et al. (2003), Assumption 1)
Assume that E[PiP ′i ] is finite for all k, and for any a(x) with E[a(Xi)2] < ∞ there are
k × 1 vectors γk such that, as k →∞,
E[(a(Xi)− P ′iγk)2]→ 0
7Instead of imposing primitive conditions under which Ωˆ can be replaced with Ω˜, I directly impose the
high level condition that ‖Ωˆ− Ω˜‖ = op(r−1/2n ). This condition is discussed in more detail in Appendix B.
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Lemma A.3 in the Appendix shows that if this assumption is satisfied, the conditional
moment restriction E[εi|Xi] = 0 is equivalent to a growing number of unconditional moment
restrictions. The class of functions a(x), for which the equivalence between the conditional
and unconditional restrictions holds, consists of functions that can be approximated (in the
mean squared sense) using series as the number of series terms grows. While it is difficult to
give a necessary and sufficient primitive condition that would describe this class of functions,
the test will likely be consistent against continuous and smooth alternatives, while it may
not be consistent against alternatives that exhibit jumps. Section S.6.2 in the supplement
examines the finite sample behavior of the test under such alternatives.
This is a population result in the sense that it does not involve the sample size n. In
order to use this result in practice, I require the number of series terms used to construct
the test statistic, kn, to grow with the sample size. By doing so, I ensure that the uncon-
ditional moment restriction E[Piεi] = 0, on which the test is based, is equivalent to the
conditional moment restriction E[εi|Xi]. Thus, the test will be consistent against a wide
class of alternatives satisfying Assumption 5.
In order to analyze the behavior of the test under a fixed alternative, I introduce some
notation first. The true model is nonparamertic:
Yi = g(Xi) + εi, E[εi|Xi] = 0
An alternative way to write this model is
Yi = f(Xi, θ
∗, h∗) + ε∗i ,
where θ∗ and h∗ are pseudo-true parameter values and ε∗i = εi + (g(Xi) − f(Xi, θ∗, h∗)) =
εi + d(Xi) is a composite error term. The pseudo-true parameter values minimize
E[(g(Xi)− f(Xi, θ, h))2]
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over a suitable parameter space.
Note that the model can be written as
Yi = W
′
iβ
∗
1 + ε
∗
i +R
∗
i ,
where R∗i = (f(Xi, θ∗, h∗)−W ′iβ∗1). The pseudo-true parameter value β∗1 solves the moment
condition E[Wi(Yi − W ′iβ∗1)] = 0, and the semiparametric estimator β˜1 solves its sample
analog W ′(Y −Wβ˜1)/n = 0.
The following theorem provides the divergence rate of the test statistic under the fixed
alternative.
Theorem 3. Let Ω∗ = E[ε∗2i TiT ′i ]. In the homoskedastic case, let Ωˆ = σ˜2T ′MWT/n. In the
heteroskedastic case, let Ωˆ = T˜ ′Σ˜T˜ /n, where T˜ = MWT .
Suppose that there exists β∗1 such that supx∈X |f(x, θ∗, h∗)−Wmn(x)′β∗1 | → 0, ‖Ωˆ−Ω∗‖ p→
0, the smallest eigenvalue of Ω∗ is bounded away from zero, mn → ∞, rn → ∞, rn/n → 0,
E[ε∗iT
′
i ]Ω
∗−1E[Tiε∗i ]→ ∆, where ∆ is a constant. Then under homoskedasticity
√
rn
n
ξ − rn√
2rn
p→ ∆/
√
2,
and under heteroskedasticity √
rn
n
ξHC − rn√
2rn
p→ ∆/
√
2
The divergence rate of the test statistic under the alternative is n/
√
rn. However, in
most cases, the restricted semiparametric model is of lower dimension than the unrestricted
nonparametric model, so that mn/kn → 0 and rn/kn → 1. Thus, the divergence rate in the
semiparametric case discussed here is the same as in the parametric case in Hong and White
(1995) and Donald et al. (2003), so the fact that the null hypothesis is semiparametric does
not affect the global power of the test.
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4.4 A Wild Bootstrap Procedure
In this section I propose a wild bootstrap procedure that can be used to obtain criti-
cal values for my test and establish its asymptotic validity. While my test performs well
in simulations even when asymptotic critical values are used, the bootstrap may yield an
even further improvement in the finite sample performance of the test. I will compare the
performance of the test with asymptotic and bootstrapped critical values in simulations.
Because I am interested in approximating the asymptotic distribution of the test under
the null hypothesis, the bootstrap data generating process should satisfy the null. Moreover,
because my test can be made robust to heteroskedasticity, the bootstrap data generating
process should also be able to accommodate heteroskedastic errors. The wild bootstrap can
satisfy both these requirements.
My bootstrap procedure is fairly similar to that in Li and Wang (1998). I use ε∗i to denote
the bootstrap errors based on the restricted residuals ε˜i. The bootstrap errors should satisfy
the following conditions:
(i) E∗[ε∗i ] = 0, (ii) E
∗[ε∗2i ] = ε˜
2
i ,
where E∗[·] = E[·|Zn] is the expectation conditional on the data Zn = {(Yi, X ′i)′}ni=1. A
common way to satisfy these requirements is to let ε∗i = V ∗i ε˜i, where V ∗i is a two-point
distribution. A popular choice is Mammen’s two point distribution, originally introduced in
Mammen (1993):
V ∗i =

(1−√5)/2 with probability (√5 + 1)/(2√5),
(1 +
√
5)/2 with probability (
√
5− 1)/(2√5).
Another possible choice is the Rademacher distribution, as suggested in Davidson and
Flachaire (2008):
V ∗i =

−1 with probability 1
2
,
1 with probability 1
2
.
22
The wild boostrap procedure then works as follows:
1. Obtain the estimates β˜1 and residuals ε˜i from the restricted model Yi = W ′iβ1 + ei.
2. Generate the wild bootstrap error ε∗i = V ∗i ε˜i.
3. Obtain Y ∗i = W ′i β˜1 + ε∗i . Then estimate the restricted model and obtain the restricted
bootstrap residuals ε˜∗i using the bootstrap sample {(Y ∗i , X ′i)′}ni=1.
4. Use ε˜∗i to compute the bootstrap test statistic t∗rn or t
∗
HC,rn
.
5. Repeat steps 2–4 B times (e.g. B = 399) and obtain the empirical distribution of the
B test statistics t∗rn or t
∗
HC,rn
. Use this empirical distribution to compute the bootstrap
critical values of the bootstrap p-values.
The following results are true.
Theorem 4. Assume that Assumptions of Theorem 1 hold. Let Zn = {(Yi, X ′i)′}ni=1. Then
F ∗n(t)→ Φ(t) in probability,
for all t, as n → ∞, where F ∗n(t) is the bootstrap distribution of t∗rn|Zn and Φ(·) is the
standard normal CDF.
Theorem 5. Assume that Assumptions of Theorem 2 hold. Let Zn = {(Yi, X ′i)′}ni=1. Then
F ∗HC,n(t)→ Φ(t) in probability,
for all t, as n→∞, where F ∗HC,n(t) is the bootstrap distribution of t∗HC,rn|Zn and Φ(·) is the
standard normal CDF.
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4.5 Summary of the Results
My results show that the LM type test statistic, normalized by the number of restrictions
rn that the null hypothesis imposes on the nonparametric model, is asymptotically standard
normal. The normalization I derive, rn, is different from the normalization used in most series-
based specification tests for parametric models, which use the total number of parameters
in the nonparametric model kn (see equations (2.1) and (2.2) in Hong and White (1995)
and Lemma 6.2 in Donald et al. (2003)). This difference can be viewed as a degrees of
freedom correction. I will study its practical importance in Section 5, while here I discuss its
theoretical significance.
My approach differs from the approach used in the previous literature in how it copes
with a key step in the proof, going from the semiparametric regression residuals ε˜ to the true
errors ε. My approach relies on the projection property of series estimators to eliminate the
estimation variance and hence only needs to deal with the approximation bias. Specifically,
it uses the equality ε˜ = MW ε+MWR (see equation A.1 in the Appendix), applies a central
limit theorem for U -statistics to the quadratic form inMW ε, and bounds the remainder terms
by requiring the approximation error R to be small (see equation A.2 in the Appendix).
The conventional approach does not impose any special structure on the model residuals
and uses the equality ε˜ = ε + (g − g˜). In parametric models, g − g˜ = X ′(β − βˆ), and βˆ is
√
n-consistent. This makes it possible to apply a central limit theorem for U -statistics to the
quadratic form in ε and bound the remainder terms that depend on X ′(β − βˆ). However,
in semiparametric models this approach needs to deal with both the bias and variance of
semiparametric estimators. Specifically, g− g˜ = R+W ′(β1− β˜1), where R can be viewed as
the bias term and W ′(β1 − β˜1) as the variance term. Thus, in order for (g − g˜) to be small,
both bias and variance need to vanish sufficiently fast, and the resulting rate conditions
turn out to be very restrictive. To see this, it is useful to look at the rates that would be
permissible with and without the degrees of freedom correction.
Usually ζ(k) = O(k1/2) for splines and ζ(k) = O(k) for power series. It can be shown that
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if splines are used, the rates kn = O(n2/7), rn = O(n2/7), mn = O(n1/4) are permissible in
the sense of rate conditions 4.1–4.5 if α ≥ 4. If power series are used, the rates kn = O(n2/9),
rn = O(n
2/9), mn = O(n1/5) are permissible in the sense of rate conditions 4.1–4.5 if α ≥ 5.
Without the degrees of freedom correction, in order for the test to be asymptotically valid,
mn typically has to be of the order o(k
1/2
n ). Hence, kn = O(n2/7) would require mn = o(n1/7)
and α ≥ 7 if splines are used. For example, kn = O(n2/7) and mn = O(n2/15) are permissible
if α ≥ 7. If power series are used, kn = O(n2/9) would require mn = o(n1/9) and α ≥ 9. For
example, kn = O(n2/7) and mn = O(n2/19) are permissible if α ≥ 9.
Intuitively, the estimation variance in semiparametric model increases with the number of
series terms mn. With the degrees of freedom correction, the estimation variance is explicitly
taken into account, so mn can grow fairly fast (in fact, mn and kn can even be of the same
order). This, in turn, makes it easier to approximate unknown functions and leads to fairly
weak requirements on the behavior of unknown functions, as implied by the bounds on α.
Without the degrees of freedom correction, mn has to grow very slowly to control the
estimation variance. But small mn means that it is difficult to control the bias, and unknown
functions have to be very well behaved to make the approximation error sufficiently small.
This leads to much more restrictive bounds on α.
To summarize, the degrees of freedom correction allows me to use more series terms
to estimate the semiparametric model and makes it possible to deal with a wider class of
unknown functions that enter semiparametric models. The next section demonstrates that
it also substantially improves the finite sample performance of the test.
5 Simulations
In this section I study the finite sample behavior of different versions of the proposed test
in a partially linear model, due to its popularity in applied work (see examples in Section 2).
The Monte Carlo studies have several goals: first, to study the importance of the degrees
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of freedom correction; second, to compare the asymptotic tests (both based on the χ2 and
normal asymptotic approximations) with the bootstrap tests; third, to investigate the test
behavior with different sample sizes; fourth, to study the sensitivity of the test to the choice
of basis functions and the number of series terms.
I consider two sample sizes, n = 250 and n = 1, 000. I simulate data from two data
generating processes:
1. Semiparametric partially linear, which corresponds to HSP0 :
Yi = 2X1i + g(X2i) + εi
g(X2i) = 3 + 2(exp(X2i)− 2 ln(X2i + 3))
(5.1)
2. Nonparametric, which corresponds to H1:
Yi = 2X1i + g(X2i) + h(X1i, X2i) + εi
h(X1i, X2i) = h1(X1i)h2(X2i)
h1(X1i) = 1.75 cos(X1i − 2), h2(X2i) = 1.5 sin(0.75X2i)
(5.2)
Section S.6.1 of the supplement provides more details about the data generating process
used in my simulations.
Because the semiparametric model is a restricted version of the nonparametric model, I
will use the proposed test to check whether it is correctly specified. Before I move on and
discuss the behavior of the proposed test in finite samples, I need to make two choices in
order to implement the test. First, I need to choose the family of basis functions; second,
choose the number of series terms in the restricted and unrestricted models.
The choice of tuning parameters presents a big practical challenge in implementing the
proposed test, as well as many other specification tests.8 If one is only interested in estima-
8For a discussion of regularization parameters choice in the context of kernel-based tests, see a review by
Sperlich (2014).
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tion, then certain data-driven methods, such as cross-validation, can be used to select the
number of series terms.9 However, it is not clear how these data-driven procedures may affect
the proposed test and whether using them would lead to any optimality results in testing.
In order to study the sensitivity of my test to these choices, I use both power series and
splines. I also vary the number of terms in univariate series expansions from an = 4 to an = 8
when n = 250 and an = 9 when n = 1, 000 and study how the behavior of the test changes as
a result (see Equations 3.3 and 3.4 for the definition of an). In order to alleviate numerical
problems associated with the quickly growing number of series terms, I restrict the number
of interaction terms (see Section S.6.1 in the supplement for details). As a result, the total
number of parameter kn ranges from 16 when an = 4 to 40 when an = 8 and 53 when an = 9.
5.1 Homoskedastic Errors
First, I investigate the performance of the test when the errors are homoskedastic. I use
the ξ test statistic directly:
ξ = ε˜′T˜ (σ˜2adjT˜
′T˜ )−1T˜ ′ε˜ a∼ χ2(τn),
where σ˜2adj = ε˜′ε˜/(n − mn) and T˜ = MWT = T −W (W ′W )−1W ′T , and the normalized t
statistic:
tτn =
ξ − τn√
2τn
a∼ N(0, 1)
According to my asymptotic theory, the appropriate normalization is given by τn = rn,
the number of restrictions. This is different from most existing series-based specification
tests, which use τn = kn, the total number of parameters in the unrestricted model. In order
to study the importance of the degrees of freedom correction and compare my approach with
the existing ones, I use both choices of τn and investigate how they affect the finite sample
behavior of the test.
9For details, see, e.g., Section 15.2 in Li and Racine (2007).
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The errors are normally distributed: εi ∼ i.i.d. N(0, 4). With this choice of the distribu-
tion of εi, the semiparametric part of the model explains about 2/3 of the dependent variable
variance, while the errors account for the remaining 1/3. I repeated my analysis with cen-
tered exponential errors, which have an asymmetric distribution, and found no substantial
difference from the normal case. The results for exponential errors are omitted for brevity.
I start by looking at the simulated size of the test at the nominal 5% level. I use both
power series and cubic splines (i.e. splines with s = 3 in Equation 3.4), and I vary the number
of series terms in univariate series expansions an. For larger values of an, I reduce the number
of interaction terms in the model to avoid numerical issues associated with multicollinearity.
Figures 1 and 2 plot the simulated size of the test as a function of the number of series
terms in univariate series expansions an for n = 250 and n = 1, 000.10 The upper panels
of these figures plot the size of the test based on the ξ statistic, while the bottom panels
plot the size of the test based on the normalized test statistic t. I consider four versions of
the test: the asymptotic version with τn = rn (red solid lines), the asymptotic version with
τn = kn (magenta solid lines), the wild bootstrap version with the Rademacher distribution
(cyan dash-dotted lines), and the wild bootstrap with Mammen’s distribution (blue dashed
lines).
Remark 6. When I look at the bootstrap tests, I do not distinguish between the tests based
on the ξ, trn , and tkn statistics, because they are in fact identical. Both trn and tkn can be
written as c1nξ + c2n for some constants c1n and c2n that potentially depend on n. Hence,
the quantiles of the empirical distribution of t∗rn and t
∗
kn
are just affine transformations of the
quantiles of the empirical distribution of ξ∗, and the bootstrap tests based on ξ, trn , and tkn
are equivalent.
We can see that the asymptotic test without the degrees of freedom correction, i.e. with
τn = kn, is severely undersized. In contrast, the simulated size of the asymptotic test with
the degrees of freedom correction, i.e. with τn = rn, is very close to its nominal level. In fact,
10The results in the table format are presented in Tables S.5–S.10 in the supplement.
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when n = 250 and the ξ statistic is used directly, the asymptotic test with the degrees of
freedom correction controls size better than two wild bootstrap tests. When n = 1, 000, the
corrected asymptotic ξ test and two wild bootstrap tests have almost identical performance.
The asymptotic test based on the normalized t statistic is somewhat oversized when n = 250,
but its size is very close to the nominal level when n = 1, 000.
My results suggest that the LM type test statistic ξ controls the size of the test slightly
better than the normalized test statistic t. This may be because in a linear parametric model,
the LM type test statistic ξ would be asymptotically χ2 with r degrees of freedom for a fixed
number of restrictions r. As long as the bias associated with the semiparametric model is
small, the χ2 distribution may approximate the behavior of the ξ statistic well even for a
small number of restrictions rn. In contrast, the normalized test statistic t relies on the
number of restrictions growing to infinity, while in my simulations it varies from 11 to 43.
Finally, the simulated size of the test is virtually unaffected by the choice of tuning
parameters, except for the case when n = 1, 000 and an = 4. This suggests that using only
an = 4 series terms may not be enough to adequately estimate the seimparametric model, but
as long as the number of series terms is sufficiently high to approximate unknown functions,
the test is pretty insensitive to the choice of tuning parameters.
Next, I turn to the simulated power of the test. Figures S.16 and S.17 plot the simulated
power against the number of series terms in univariate series expansions an for n = 250 and
n = 1, 000. I look at the same types of tests as before. As we can see, the asymptotic test
without the degrees of freedom correction has low power, which is not surprising given that
it is undersized under the null. The remaining three versions of the test, the asymptotic test
with the degrees of freedom correction and two wild bootstrap tests, are pretty close to each
other in terms of simulated power.
It is worth emphasizing that the asymptotic version of the test with the degrees of freedom
correction performs almost as well (and in some setups as well as) the wild bootstrap version
of the test. While many existing consistent specification tests suffer from poor finite sample
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performance and rely on the bootstrap as a means to improve it, the degrees of freedom
correction that is available with my test resolves this issue without relying on resampling
methods, reducing the computational burden.
We can also see that the power of all tests decreases as the number of series terms increases:
if the first few series terms are able to capture a given deviation from the null, then including
additional series terms will waste the degrees of freedom and worsen the power of the test.
However, this is not always the case. Figures 5 and 6 plot the simulated power of the test
against the number of series terms in univariate series expansions an, when the alternative
is orthogonal to the first four polynomials in X1 and X2 and all of their interactions. In this
case, the test has very limited to no power when an is small, but substantial power when an
is large. Thus, it may be important to have a data-driven way to select the number of series
terms, both under the null and under the alternative, in order for the test to adapt to the
smoothness of unknown functions. I consider one such method in the next section.
Data-Driven Methods for Tuning Parameters Choice
The previous section illustrates how the finite sample performance of the test varies with
the number of series terms in univariate series expansions an. For simplicity, it uses the same
number of terms in X1 and X2, but in fact these variables play different roles in the test. The
number of series terms in X2 affects the estimates of the restricted model, while the number
of series terms in X1 and the number of interaction terms only affect the test statistic but
not the estimates themselves. Thus, an adequate choice of the number of series terms in
X2 is crucial if the model is to be estimated consistently under the null, while a reasonable
choice of the number of series terms in X1 and the number of interaction terms is important
in order for the test to adapt to a wide class of alternatives.
In this section, I use data-driven methods to choose both the number of parameters under
the null and the number of restrictions. To choose the number of terms under the null, I
use the Mallows’s Cp and generalized cross-validation, as discussed in Section 15.2 in Li
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and Racine (2007). These methods provide a fast and computationally simple alternative to
leave-one-out cross-validation.
Then, to choose the number of terms under the alternative, I use a modified version of
the approach proposed in Guay and Guerre (2006). I pick the value of rn that maximizes
ξ(rn)− rn − γn
√
2(rn − rn,min),
where γn = c
√
2 ln Card rn, c is a constant that satisfies c ≥ 1 + ε for some ε > 0, Card rn is
the cardinality of the set of possible numbers of restrictions, and rn,min is the lowest possible
number of restrictions across different choices of rn. The notation ξ(rn) emphasizes the
dependence of the test statistic ξ = ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜ on the number rn of elements in T˜ .
Intuitively, rn is the center term of ξ(rn), while γn
√
2(rn − rn,min) is the penalty term that
rewards simpler alternatives. In my analysis, I set c = 2.
Tables 1 displays the simulated size of the resulting test. Table 2 displays the simulated
power when the alternative is smooth, and Table 3 reports the simulated power when the
alternative is orthogonal to the first few polynomial terms. Several points are worth making.
First, when the ξ statistic is used, the test is slightly conservative; when the t statistic is used,
it is slightly oversized. Overall, the data-driven test controls size well, with the simulated
size ranging between 4% and 6%.
Second, the data-driven test has very good power against the smooth alternative. When
the ξ statistic is used, the test rejects the null about 30% of the time when n = 250 and
about 96.5% of the time when n = 1, 000. For comparison, the most powerful tests with a
fixed number of series terms reject the null around 36% and 97.5% of the time respectively
(see Tables S.7 and S.8 in the supplement).
Third, the data-driven test has very somewhat limited power against the orthogonal
alternative when n = 250, but very good power against it when n = 1, 000. When the ξ
statistic is used and n = 250 , the test rejects the null about 14% of the time if power series
are used and 6% of the time when splines are used. When the number of series terms is
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fixed, the most powerful tests with power series and splines reject the null 35% and 21% of
the time respectively. However, when n = 1, 000, the data-driven test rejects the null 97% of
the time with power series and 75% of the time with splines, while the respective numbers
for the test with the fixed number of terms are 99% and 91% respectively (see Tables S.9
and S.10 in the supplement).
Overall, except for the case when the sample size is small and the alternative is highly
“irregular”, the data-driven method performs well. It combines good size control, without
requiring resampling methods, with the ability to automatically adapt to different types of
alternatives. I plan to provide a formal justification of this approach in future work.
5.2 Heteroskedastic Errors
In this subsection I investigate the performance of the test when the errors are het-
eroskedastic. The form of heteroskedasticity is εi ∼ i.n.i.d. N(0, 1+1.75 exp(0.75(X1i+X2i))).
I consider the test that uses the LM type statistic directly:
ξHC = ε˜
′T˜ (T˜ ′Σ˜adjT˜ )−1T˜ ′ε˜
a∼ χ2(τn),
where Σˆadj = n/(n − mn)diag(ε˜2i ) and T˜ = MWT , and the test based on the normalized
statistic
tHC,τn =
ξHC − τn√
2τn
a∼ N(0, 1),
for τn = rn. I do not report the results for τn = kn, because they are similar to the previous
section, i.e. the test based on τn = kn is severely undersized and low-powered. Instead of
comparing the normalizations τn = rn and τn = kn, I compare the feasible test statistics ξHC
and tHC,rn with the infeasible test statistics
ξHC,inf = ε˜
′T˜ (T˜ ′ΣT˜ )−1T˜ ′ε˜,
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and
tHC,rn,inf =
ξHC,inf − rn√
2rn
,
where Σ = diag(E[ε2i |Xi]) = diag(1+1.75 exp(0.75(X1i+X2i))) is the true variance-covariance
matrix of errors. I make this comparison in order to understand whether the behavior of the
test with heteroskedastic errors is driven by heteroskedasticity itself or by the use of the
estimated variance-covariance matrix instead of the true one.
Figures 7 and 8 plot the simulated rejection probabilities at the nominal 5% level as a
function of the number of series terms for n = 250 and n = 1, 000.11 The upper panels of
these figures plot the size of the test based on the ξHC statistic, while the bottom panels plot
the size of the test based on the normalized test statistic tHC . In the plots, I consider four
versions of the test: the asymptotic version with estimated Σ˜adj (red solid lines), the infeasible
test with known Σ (magenta solid lines), the wild bootstrap version with the Rademacher
distribution (cyan dash-dotted lines), and the wild bootstrap with Mammen’s distribution
(blue dashed lines).
As we can see, when n = 250, the feasible asymptotic test is noticeably undersized,
especially when the number of series terms is large. At the same time, the size of the
infeasible test based on the test statistic ξHC is very close to the nominal level, suggesting
that the size distortion is caused by the variance-covariance matrix estimation rather than
by heteroskedasticity in itself. The simulated size of both wild bootstrap tests is very close
to the nominal level, so the bootstrap can be used to improve the finite sample performance
of the test when the sample size is small and the errors are heteroskedastic.
When n = 1, 000, the difference between different versions of the test becomes less no-
ticeable. While the feasible asymptotic test based on the ξHC statistic is still undersized,
the size distortion is now very small. Moreover, the behavior of the feasible asymptotic test
based on the normalized statistic tHC is almost indistinguishable from that of the two wild
bootstrap tests.
11The results in the table format are presented in Tables S.11–S.14 in the supplement.
33
Next, Figures 9 and 10 plot the simulated power of the test. As we can see, when n = 250,
the feasible asymptotic test is underpowered as compared with the infeasible test or two wild
bootstrap tests. However, when n = 1, 000, the performance of the feasible asymptotic test
almost matches that of the wild bootstrap tests.
Overall, while the performance of the proposed test deteriorates, both in terms of size
and power, under heteroskedasticity when the sample size is small, this problem is much less
pronounced with larger sample sizes. The wild bootstrap can be used to improve the finite
performance of the proposed test when the errors are heteroskedastic, but the gains from
using the bootstrap, as opposed to the asymptotic test, quickly diminish as the sample size
increases.
6 Empirical Example
In this section, I apply the proposed test to the Canadian household gasoline consumption
data from Yatchew and No (2001). They estimate gasoline demand (y), measured as the
logarithm of the total distance driven in a given month, as a function of the logarithm of the
gasoline price (PRICE), the logarithm of the household income (INCOME), the logarithm
of the age of the primary driver of the car (AGE), and other variables (z), which include
the logarithm of the number of drivers in the household (DRIV ERS), the logarithm of the
household size (HHSIZE), an urban dummy, a dummy for singles under 35 years old, and
monthly dummies.
Yatchew and No (2001) employ several demand models, including semiparametric spec-
ifications. They use differencing (see Yatchew (1997) and Yatchew (1998) for details) to
estimate semiparametric models. The relevance of semiparametric models in gasoline de-
mand estimation was first pointed out by Hausman and Newey (1995) and Schmalensee and
Stoker (1999). Yatchew and No (2001) follow these papers in using semiparametric spec-
ifications and pay special attention to specification testing. However, they only compare
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semiparametric specifications with parametric ones, while I use series methods to estimate
semiparametric specifications and implement the proposed specification test to assess their
validity as compared to a general nonparametric model.
I focus on the model that is nonparametric in AGE but parametric in PRICE and
INCOME (roughly corresponds to Model 3.4 in Yatchew and No (2001)):
y = α1PRICE + α2INCOME + g(AGE) + z
′β + ε (6.1)
In this model, the relationship between gasoline demand, price, and household income has
a familiar log-log form12 that could be derived from a Cobb-Douglas utility function. The age
of the primary driver enters the model nonparametrically to allow for possible nonlinearities,
while the remaining demographics enter the model linearly. Next, I investigate whether
demand model 6.1 is flexible enough as compared to a more general model.
In order to apply my test, I need to choose the series functions P kn(x) or, equivalently, de-
fine a nonparametric alternative that can be approximated by these series functions. Ideally, I
would want to use a fully nonparametric alternative y = h(PRICE,AGE, INCOME, z)+ε.
However, this is impractical in the current setting: the dataset from Yatchew and No (2001)
contains 12 monthly dummies, an urban dummy, and a dummy for singles under 35 years
old. The fully nonparametric alternative would require me to completely saturate the model
with the dummies, i.e. interact all series terms in continuous regressors with a full set of
dummies. This would be equivalent to dividing the dataset into 12 · 2 · 2 = 48 bins and esti-
mating the model within each bin separately. Given that the total number of observations is
6,230, this would leave me with about 125 observations per bin on average and would make
semiparametric estimation and testing problematic.
I choose a different approach to deal with the dummies. I maintain the assumption that
the nonparametric alternative is separable in the continuous variables and the dummies.
12Recall that y, PRICE, and INCOME are the logarithms of gasoline demand, price, and household
income correspondingly.
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Separating z into z1, which includes the logarithm of the number of drivers in the household
and the logarithm of the household size, and z2, which includes the dummies, I consider the
nonparametric alternative given by:
y = h(PRICE,AGE, INCOME, z1) + z
′
2λ+ ε (6.2)
To implement my test, I first need to decide how many series terms in AGE to use to
estimate the semiparametric model 6.1. To guide this choice, I use the Mallows’s Cp and
the generalized cross-validation, as discussed in Section 15.2 in Li and Racine (2007). I try
both power series and splines, and both procedures suggest that an = 3 (not including the
constant) series terms in AGE is optimal. Because power series and splines are identical for
an = 3 as there are no knots yet, I only use power series with a cubic function of AGE to
estimate the model.
To construct the regressors P kn used to evaluate the test statistic, I use an = 3 power series
terms in AGE, PRICE, and INCOME, jn = 2 (not including the constant) power series
terms in DRIV ERS and HHSIZE, and the set of dummies discussed above. I then use
pairwise interactions (tensor products) of univariate power series, and add all possible three,
four, and five element interactions between AGE, PRICE, INCOME, DRIV ERS, and
HHSIZE, without using higher powers in these interaction terms to avoid multicollinearity.
This gives rise to mn = 21 terms under the null, kn = 110 terms under the alternative, and
rn = 89 restrictions.
I estimate specification 6.1 using series methods and then compute the test statistic trn
given in equation 4.6 and the heteroskedasticity robust test statistic tHC,rn given in equa-
tion 4.12. I obtain trn = 0.227 and tHC,rn = 0.526. The critical value at the 5% level equals
1.645, so the null hypothesis that model 6.1 is correctly specified is not rejected.
This is in line with the results in Yatchew and No (2001): even though they do not test
their semiparametric specifications against a general nonparametric alternative, they find no
evidence against a specification similar to 6.1 when compared to the following semiparametric
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specification:
y = g1(PRICE,AGE) + α2INCOME + z
′β + ε
Next, I investigate what would happen if instead of the semiparametric model 6.1 the
researcher estimated the following parametric model:
y = α1PRICE + α2INCOME + γ0 + γ1AGE + z
′β + ε (6.3)
This model leads to mn = 19 terms under the null, kn = 110 terms under the altenative,
and rn = 91 restrictions. When testing it against specification 6.2, I obtain trn = 3.891 and
tHC,rn = 4.065, so that specification 6.3 is rejected at the 5% significance level. Thus, it
seems that controlling for AGE flexibly is crucial in this gasoline demand application, and
specification 6.1 used in Yatchew and No (2001) is flexible enough yet parsimonious.
Finally, I use the proposed test to compare specification 6.3 with the following semipara-
metric alternative:
y = α1PRICE + α2INCOME + h1(AGE, z1) + z
′
2λ+ ε, (6.4)
which is more restricted than the nonparametric model 6.2. In this case, P kn includes only
series terms in AGE and z1 and their interactions. It results in kn = 40 terms under the
alternative and rn = 21 restrictions. I obtain trn = 18.902 and tHC,rn = 10.187, so that
specification 6.3 is again rejected at the 5% significance level. As we can see, restricting
the class of alternatives can improve the power of the test if the true model is close to the
conjectured restricted class. However, this will also result in the loss of consistency against
alternatives that do not belong to the restricted set.
For practical purposes, if the null model under consideration can be nested in several more
general models, it may make sense to test it against these several alternatives simultaneously
and apply the Bonferroni correction to control the test size. Using a general nonparametric
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alternative will result in consistency, while using more restrictive alternatives may result in
better power if these alternatives are close to being correct. My simulations (reported in
Section S.6.3 of the supplement) suggest that such an approach may indeed be beneficial.
7 Conclusion
In this paper, I develop a new Largange Multiplier type specification test for semiparamet-
ric conditional mean models. The proposed test achieves consistency by turning a conditional
moment restriction into a growing number of unconditional moment restrictions using series
methods. Because the number of series terms grows with the sample size, the usual asymp-
totic theory for the parametric Largange Multiplier test is no longer valid. I develop a new
asymptotic theory that explicitly allows the number of terms to grow and show that the
normalized test statistic converges in distribution to the standard normal. The proposed test
has several attractive features compared to the existing tests.
First, the proposed test is simple to implement. The test statistic is based on a quadratic
form in the semiparametric regression residuals, so only estimation of the restricted model
is required to compute the test statistic. In the homoskedastic case, the quadratic form on
which the test is based can be computed as nR2 from the regression of the semiparametric
residuals on the series terms used to construct the test. There are also regression based
ways to compute the heteroskedasticity robust version of the test statistic. Moreover, the
asymptotic distribution of the test statistic is pivotal, which facilitates the calculation of
appropriate critical values.
Second, the projection property of series estimators makes it possible to explicitly account
for the estimation variance and obtain refined asymptotic results. This refinement can be
thought of as a degrees of freedom correction. This adjustment allows me to obtain asymp-
totic results for the proposed test under mild rate conditions and improves the finite sample
behavior of the test.
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Third, series methods make it easy to restrict the class of alternatives from a fully non-
parametric to certain semiparametric classes, such as additive, varying coefficient, or partially
linear. Doing so will result in the loss of consistency against a general alternative but will
improve the power of the test in certain directions. One can combine tests against various
alternatives, including a fully nonparametric alternative to maintain consistency and using
the Bonferroni correction to control the size of the test.
I apply the proposed test to the Canadian household gasoline consumption data from
Yatchew and No (2001) and find no evidence against one of the semiparametric specifications
used in their paper. However, I show that my test does reject a less flexible parametric model.
An important avenue for future research is to develop a data-driven procedure to choose
tuning parameters (the number of series terms under the null and alternative). An interesting
possibility is to combine the test statistics computed over the range of tuning parameters,
as suggested for parametric models in Horowitz and Spokoiny (2001) or Gørgens and Wu¨rtz
(2012). Alternatively, one could use a modified version of the approach proposed in Guay
and Guerre (2006) to pick tuning parameters in a data-driven way. I try the data-driven
approach in simulations and find that it works well in finite samples. I plan to study whether
any of these approaches can be formally extended to semiparametric models in future work.
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Appendix A Tables and Figures
Figure 1: Simulated Size of the Test, n = 250
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 2: Simulated Size of the Test, n = 1, 000
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 3: Simulated Power of the Test, n = 250
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 4: Simulated Power of the Test, n = 1, 000
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 5: Simulated Power of the Test with an Orthogonal Alternative, n = 250
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an, when the alternative is orthogonal to the first few series terms. The left panel uses
power series. The right panel uses splines. The upper panel uses the ξ test statistic from Equation 3.7. The
lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The blue dashed line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The results are based on M = 1, 000 simulations.
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Figure 6: Simulated Power of the Test with an Orthogonal Alternative, n = 1, 000
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an, when the alternative is orthogonal to the first few series terms. The left panel uses
power series. The right panel uses splines. The upper panel uses the ξ test statistic from Equation 3.7. The
lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The blue dashed line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The results are based on M = 1, 000 simulations.
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Figure 7: Simulated Size of the Test, Heteroskedastic Errors, n = 250
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξHC test statistic from Equation 3.8. The lower panel uses the tHC test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The blue dashed line corresponds to the infeasible test that uses the true variance-covariance matrix Σ instead
of Σ˜. The results are based on M = 1, 000 simulations.
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Figure 8: Simulated Size of the Test, Heteroskedastic Errors, n = 1, 000
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξHC test statistic from Equation 3.8. The lower panel uses the tHC test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The blue dashed line corresponds to the infeasible test that uses the true variance-covariance matrix Σ instead
of Σ˜. The results are based on M = 1, 000 simulations.
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Figure 9: Simulated Power of the Test, Heteroskedastic Errors, n = 250
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξHC test statistic from Equation 3.8. The lower panel uses the tHC test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The blue dashed line corresponds to the infeasible test that uses the true variance-covariance matrix Σ instead
of Σ˜. The results are based on M = 1, 000 simulations.
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Figure 10: Simulated Power of the Test, Heteroskedastic Errors, n = 1, 000
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξHC test statistic from Equation 3.8. The lower panel uses the tHC test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The blue dashed line corresponds to the infeasible test that uses the true variance-covariance matrix Σ instead
of Σ˜. The results are based on M = 1, 000 simulations.
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Table 1: Simulated Size of the Data-Driven Test
Cp GCV Cp GCV
n = 250
Power Series Splines
ξ 0.039 0.041 0.044 0.044
t 0.052 0.054 0.057 0.058
n = 1,000
Power Series Splines
ξ 0.044 0.044 0.046 0.046
t 0.054 0.054 0.057 0.057
The table reports the simulated size of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9. τn refers to the normalization of the test statistic. The results
are based on M = 1, 000 simulations.
Table 2: Simulated Power of the Data-Driven Test
Cp GCV Cp GCV
n = 250
Power Series Splines
ξ 0.298 0.299 0.303 0.306
t 0.356 0.362 0.361 0.364
n = 1,000
Power Series Splines
ξ 0.964 0.963 0.964 0.965
t 0.975 0.975 0.976 0.976
The table reports the simulated power of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9. τn refers to the normalization of the test statistic. The results
are based on M = 1, 000 simulations.
Table 3: Simulated Power of the Data-Driven Test with an Orthogonal Alternative
Cp GCV Cp GCV
n = 250
Power Series Splines
ξ 0.143 0.146 0.061 0.060
t 0.158 0.162 0.069 0.068
n = 1,000
Power Series Splines
ξ 0.972 0.972 0.752 0.752
t 0.972 0.972 0.755 0.755
The table reports the simulated power of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9 when the alternative is orthogonal to the first few power series
terms. The normalization of the test statistic is τn = rn. The results are based on M = 1, 000 simulations.
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Appendix B Proofs and Auxiliary Results
Appendix B.1 Proof of Theorem 1
Note that the seimaparametric residuals ε˜ have the following form:
ε˜ = Y −Wβ˜1 = Y −W (W ′W )−1W ′Y = MWY = MW (Wβ1 +R + ε) = MW (R + ε)
The test statistic becomes
ξ − rn√
2rn
=
ε˜′P (σ˜2P ′P )−1P ′ε˜− rn√
2rn
=
(ε+R)′MWP (σ˜2P ′P )−1P ′MW (ε+R)− rn√
2rn
(A.1)
Note that P = (W T ), so that MWP = (0n×mn MWT ). Then by the blockwise matrix
inverse formula,
MWP (σ˜
2P ′P )−1P ′MW = MWT (σ˜2T ′MWT )−1T ′MW
Thus,
ξ − rn√
2rn
=
(ε+R)′MWT (σ˜2T ′MWT )−1T ′MW (ε+R)− rn√
2rn
=
(ε+R)′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′(ε+R)− rn√
2rn
=
n−1(ε+R)′T˜ Ω˜−1T˜ ′(ε+R)− rn√
2rn
,
where T˜ = MWT and Ω˜ = n−1σ˜2T˜ ′T˜ . The remainder of the proof consists of several steps.
Step 1. Decompose the test statistic and bound the remainder terms.
n−1(ε+R)′T˜ Ω˜−1T˜ ′(ε+R) = n−1ε′T˜ Ω˜−1T˜ ′ε+ 2n−1R′T˜ Ω˜−1T˜ ′ε+ n−1R′T˜ Ω˜−1T˜ ′R (A.2)
By the projection inequality and Assumption 4,
n−1R′T˜ Ω˜−1T˜ ′R = R′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′R ≤ R′R/σ˜2 = Op(nm−2αn )
By Lemma A.4, the smallest and largest eigenvalues of T˜ ′T˜ /n converge to one. Because
T˜ ′T˜ /n and T˜ T˜ ′/n have the same nonzero eigenvalues, λmax(T˜ T˜ ′/n) converges in probability
to 1. Thus,∣∣∣nR′T˜ Ω˜−1T˜ ′ε∣∣∣ = ∣∣∣R′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε∣∣∣ ≤∣∣∣Cλmax(T˜ T˜ ′/n)R′ε∣∣∣ ≤ ∣∣∣CR′ε∣∣∣ = ∣∣∣C∑
i
Riεi
∣∣∣
51
Note that
E
(∑
i
Riεi
)2 = E [∑
i
∑
j
εiεjRiRj
]
= E
[∑
i
R2i ε
2
i
]
= nE[R2i ε
2
i ] = nσ
2E[R2i ] ≤ nσ2 sup
x∈X
R(x)2 = O(nm−2αn )
by Assumption 4.
Hence, ∣∣∣nR′T˜ Ω˜−1T˜ ′ε∣∣∣ ≤ ∣∣∣C∑
i
Riεi
∣∣∣ = Op(n1/2m−αn )
Thus,
n−1(ε+R)′T˜ Ω˜−1T˜ ′(ε+R) = n−1ε′T˜ Ω˜−1T˜ ′ε+Op(nm−2αn ) +Op(n
1/2m−αn )
Step 2. Further decompose the leading term and bound the new remainder terms.
n−1ε′T˜ Ω˜−1T˜ ′ε = n−1ε′T Ω˜−1T ′ε− 2n−1ε′PWT Ω˜−1T ′ε+ n−1ε′PWT Ω˜−1T ′PW ε
Denote Ω = σ2E[TiT ′i ]. Note that
E[(n−1ε′T )Ω−1(n−1T ′ε)] = E[ε2iT
′
iΩ
−1Ti]/n = E[tr(Ω−1ε2iTiT
′
i )] = tr(Irn)/n = rn/n
Thus, by Markov’s inequality,
‖Ω−1(n−1T ′ε)‖ ≤ C
√
(n−1ε′T )Ω−1(n−1T ′ε) = Op(
√
rn/n)
Because the eigenvalues of Ω are bounded below and above w.p.a. 1 by Lemma A.5, it is
also true that ‖n−1T ′ε‖ = Op(
√
rn/n) and ‖n−1W ′ε‖ = Op(
√
mn/n). Using this result and
the inequality ‖AB‖2 ≤ ‖A‖2‖B‖2, get∥∥∥n−1ε′PWT Ω˜−1T ′ε∥∥∥ = ∥∥∥n−1ε′W (W ′W )−1W ′T Ω˜−1T ′ε∥∥∥
=
∥∥∥n(ε′W/n)(W ′W/n)−1(W ′T/n)Ω˜−1(T ′ε/n)∥∥∥
≤ Cn
∥∥∥(ε′W/n)(W ′T/n)(T ′ε/n)∥∥∥ ≤ Cn∥∥∥(ε′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′ε/n)∥∥∥
= nOp(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(
√
rn/n) = Op(ζ(kn)
√
mnknrn/n)
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In turn,∥∥∥n−1ε′PWT Ω˜−1T ′PW ε∥∥∥ = ∥∥∥n−1ε′W (W ′W )−1W ′T Ω˜−1T ′W (W ′W )−1W ′ε∥∥∥
=
∥∥∥n(ε′W/n)(W ′W/n)−1(W ′T/n)Ω˜−1(T ′W/n)(W ′W/n)−1(W ′ε/n)∥∥∥
≤ Cn
∥∥∥(ε′W/n)(W ′T/n)(T ′W/n)(W ′ε/n)∥∥∥
≤ Cn
∥∥∥(ε′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′W/n)∥∥∥ ∥∥∥(W ′ε/n)∥∥∥
= nOp(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(ζ(kn)
√
kn/n)Op(
√
mn/n) = Op(ζ(kn)
2mnkn/n)
Thus, under conditions 4.3 and 4.4,
n−1(ε+R)′T˜ Ω˜−1T˜ ′(ε+R) = n−1ε′T Ω˜−1T ′ε+Op(nm−2αn ) +Op(n
1/2m−αn )
+Op(ζ(kn)
2mnkn/n) +Op(ζ(kn)
√
mnknrn/n) = ε
′T (σ˜2T˜ ′T˜ )−1T ′ε+ op(
√
rn)
(A.3)
Step 3. Deal with the leading term.
As shown in Lemma A.7,
n(n−1ε′T )Ω˜−1(n−1T ′ε)− n(n−1ε′T )Ω−1(n−1T ′ε)√
rn
p→ 0 (A.4)
Finally, by Lemma A.9
n(n−1ε′T )Ω−1(n−1T ′ε)− rn√
2rn
d→ N(0, 1) (A.5)
The result of Theorem 1 now follows from equations A.3, A.4, and A.5. 
Appendix B.2 Proof of Theorem 2
The test statistic becomes
ξHC − rn√
2rn
=
ε˜′T˜ (T˜ ′Σ˜T˜ )−1T˜ ′ε˜− rn√
2rn
=
n−1(ε+R)′T˜ Ωˆ−1HC T˜
′(ε+R)− rn√
2rn
, (A.6)
where ΩˆHC = n−1T˜ ′Σ˜T˜ . The remainder of the proof consists of several steps.
Step 1. Decompose the test statistic and bound the remainder terms.
n−1(ε+R)′T˜ Ωˆ−1HC T˜
′(ε+R) = n−1ε′T˜ Ωˆ−1HC T˜
′ε+ 2n−1R′T˜ Ωˆ−1HC T˜
′ε+ n−1R′T˜ Ωˆ−1HC T˜
′R (A.7)
By Lemma A.4, the smallest and largest eigenvalues of T˜ ′T˜ /n converge to one. Because
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T˜ ′T˜ /n and T˜ T˜ ′/n have the same nonzero eigenvalues, λmax(T˜ T˜ ′/n) converges in probability
to 1. Moreover, by Lemma A.6, the eigenvalues of ΩˆHC are bounded below and above. Thus,
by Assumption 4,
n−1R′T˜ Ωˆ−1HC T˜
′R ≤ CR′(n−1T˜ T˜ ′)R ≤ CR′R = Op(nm−2αn )
Next, ∣∣∣n−1R′T˜ Ωˆ−1HC T˜ ′ε∣∣∣ ≤ ∣∣∣Cλmax(T˜ T˜ ′/n)R′ε∣∣∣ ≤ ∣∣∣CR′ε∣∣∣ = Op(n1/2m−αn )
Thus,
n−1(ε+R)′T˜ Ωˆ−1HC T˜
′(ε+R) = n−1ε′T˜ Ωˆ−1HC T˜
′ε+Op(nm−2αn ) +Op(n
1/2m−αn )
Step 2. Further decompose the leading term and bound the new remainder terms.
n−1ε′T˜ Ωˆ−1HC T˜
′ε = n−1ε′T Ωˆ−1HCT
′ε− 2n−1ε′PWT Ωˆ−1HCT ′ε+ n−1ε′PWT Ωˆ−1HCT ′PW ε
Similarly to the proof of Theorem 1,∥∥∥n−1ε′PWT Ωˆ−1HCT ′ε∥∥∥ = ∥∥∥n−1ε′W (W ′W )−1W ′T Ωˆ−1HCT ′ε∥∥∥
=
∥∥∥n(ε′W/n)(W ′W/n)−1(W ′T/n)Ωˆ−1HC(T ′ε/n)∥∥∥
≤ Cn
∥∥∥(ε′W/n)(W ′T/n)(T ′ε/n)∥∥∥ ≤ Cn∥∥∥(ε′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′ε/n)∥∥∥
= nOp(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(
√
rn/n) = Op(ζ(kn)
√
mnknrn/n)
In turn,∥∥∥n−1ε′PWT Ωˆ−1HCT ′PW ε∥∥∥ = ∥∥∥nε′W (W ′W )−1W ′T Ωˆ−1HCT ′W (W ′W )−1W ′ε∥∥∥
=
∥∥∥n(ε′W/n)(W ′W/n)−1(W ′T/n)Ωˆ−1HC(T ′W/n)(W ′W/n)−1(W ′ε/n)∥∥∥
≤ Cn
∥∥∥(ε′W/n)(W ′T/n)(T ′W/n)(W ′ε/n)∥∥∥
≤ Cn
∥∥∥(ε′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′W/n)∥∥∥ ∥∥∥(W ′ε/n)∥∥∥
= nOp(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(ζ(kn)
√
kn/n)Op(
√
mn/n) = Op(ζ(kn)
2mnkn/n)
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Thus, under conditions 4.8 and 4.9
n−1(ε+R)′T˜ Ωˆ−1HC T˜
′(ε+R) = n−1ε′T Ωˆ−1HCT
′ε+Op(nm−2αn ) +Op(n
1/2m−αn )
+Op(ζ(kn)
2mnkn/n) +Op(ζ(kn)
√
mnknrn/n) = ε
′T (nΩˆHC)−1T ′ε+ op(
√
rn)
(A.8)
Step 3. Deal with the leading term.
As shown in Lemma A.8,
n(n−1ε′T )Ωˆ−1HC(n
−1T ′ε)− n(n−1ε′T )Ω−1HC(n−1T ′ε)√
rn
p→ 0 (A.9)
Conditions of Lemma A.9 do not rely on the homoskedasticity assumption. Thus, the
result of the lemma remains valid even under heteroskedasticity with ΩHC in place of Ω, as
long as ζ(rn)2/
√
n→ 0:
n(n−1ε′T )Ω−1HC(n
−1T ′ε)− rn√
2rn
d→ N(0, 1) (A.10)
The result of Theorem 2 now follows from equations A.8, A.9, and A.10. 
Remark A.1. Theorem 2 imposes the condition ‖Ωˆ− Ω˜‖ = op(1/√rn) directly.
Note that
Ωˆ− Ω˜ = T˜ ′Σ˜T˜ − T ′Σ˜T = T ′MW Σ˜MWT − T ′Σ˜T
= (T ′W/n)(W ′W/n)−1(W ′Σ˜W/n)(W ′W/n)−1(W ′T/n)− 2(T ′W/n)(W ′W/n)−1(W ′Σ˜T/n)
Similarly to the previous proofs, the eigenvalues of (W ′W/n) and (W ′Σ˜W/n) are bounded
away from zero w.p.a. 1. Thus,∥∥∥(T ′W/n)(W ′W/n)−1(W ′Σ˜W/n)(W ′W/n)−1(W ′T/n)∥∥∥ ≤ C∥∥∥(T ′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥
= Op(ζ(kn)
2kn/n) = op(r
−1/2
n )
Next, ∥∥∥(T ′W/n)(W ′W/n)−1(W ′Σ˜T/n)∥∥∥ ≤ C‖(T ′W/n)∥∥∥ ∥∥∥(W ′Σ˜T/n)∥∥∥
= Op(ζ(kn)
√
kn/n)
∥∥∥(W ′Σ˜T/n)∥∥∥
It remains to show that this is op(r
−1/2
n ), e.g. by showing that
∥∥∥(W ′Σ˜T/n)∥∥∥ = Op(ζ(kn)√kn/n).
I plan to derive primitive conditions for this result in future work.
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Appendix B.3 Proof of Theorem 3
For the homoskedastic test statistic,
ξ = ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜ = n
(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
,
where Ωˆ is defined in the statement of Theorem 3.
Next, for the heteroskedastic test statistic,
ξHC = ε˜
′T˜ (T˜ ′Σ˜T˜ )−1T˜ ′ε˜ = n
(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
,
for the appropriately defined Ωˆ in the statement of Theorem 3. Thus, the only difference
between the homoskedastic and heteroskedastic case lies in the definition of Ωˆ.
Note that
√
rn
n
n
(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
− rn√
2rn
=
1√
2
(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
+ T2,
where T2 = −rn/(n
√
2)→ 0.
Hence, it suffices to show that
(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
p→ ∆.
Due to the projection nature of the series estimators, ε˜ = MWY = MW (ε∗ +R∗).(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
= (n−1(ε∗ +R∗)′MWT )Ωˆ−1(n−1T ′MW (ε∗ +R∗))
Decompose this expression:
(
n−1(ε∗ +R∗)′MWT
)
Ωˆ−1
(
n−1T ′MW (ε∗ +R∗)
)
=
(
n−1ε∗′MWT
)
Ωˆ−1
(
n−1T ′MW ε∗
)
+ 2
(
n−1R∗′MWT
)
Ωˆ−1
(
n−1T ′MW ε∗
)
+
(
n−1R∗′MWT
)
Ωˆ−1
(
n−1T ′MWR∗
)
Similarly to the proofs of Theorems 1 and 2, but using the fact that supx∈X R∗(x) = o(1)
instead of supx∈X R(x) = O(m−αn ),(
n−1R∗′MWT
)
Ωˆ−1
(
n−1T ′MW ε∗
) ≤ CR∗′ε∗/(nσ˜2) = Op(n−1/2)op(1) = op(1)
and (
n−1R∗′MWT
)
Ωˆ−1
(
n−1T ′MWR∗
) ≤ CR∗′R∗/(nσ˜2) = op(1)
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Thus,
(
n−1(ε∗ +R∗)′MWT
)
Ωˆ−1
(
n−1T ′MW (ε∗ +R∗)
)
= (n−1ε∗′MWT )Ωˆ−1(n−1T ′MW ε∗) + op(1)
Next, given that, as shown in the proofs of Theorem 1 and Theorem 2, MWT = T +op(1)
and the eigenvalues of Ωˆ are bounded above and below w.p.a. 1,
(n−1ε∗′MWT )Ωˆ−1(n−1T ′MW ε∗) = (n−1ε∗′T )Ωˆ−1(n−1T ′ε∗) + op(1)
Next,∣∣∣(n−1ε∗′T )(Ωˆ−1 − Ω∗−1)(n−1T ′ε∗)∣∣∣ ≤ ∣∣∣(n−1ε∗′T )(Ω∗−1(Ωˆ− Ω∗)Ωˆ∗−1(Ωˆ− Ω∗)Ω∗−1)(n−1T ′ε∗)∣∣∣
+
∣∣∣(n−1ε∗′T )(Ω∗−1(Ωˆ− Ω∗)Ω∗−1)(n−1T ′ε∗)∣∣∣ ≤ ‖Ω∗−1n−1T ′ε∗‖2(‖Ωˆ− Ω∗‖+ C‖Ωˆ− Ω∗‖2) = op(1)
Thus, (n−1ε∗′T )Ωˆ−1(n−1T ′ε∗) = (n−1ε∗′T )Ω∗−1(n−1T ′ε∗) + op(1).
To complete the proof, note that V ar(Tiε∗i ) ≤ Ω∗, because Ω∗ = E[ε∗2i TiT ′i ]. Then
E[(n−1T ′ε∗ − E[Tiε∗i ])′Ω∗−1(n−1T ′ε∗ − E[Tiε∗i ])]
≤ E[(n−1T ′ε∗ − E[Tiε∗i ])′V ar(Tiε∗i )−1(n−1T ′ε∗ − E[Tiε∗i ])]
= E[tr
(
V ar(Tiε
∗
i )
−1(n−1T ′ε∗ − E[Tiε∗i ])(n−1T ′ε∗ − E[Tiε∗i ])′
)
] = tr(Irn)/n = rn/n→ 0
Thus,∣∣∣(n−1ε∗′T )Ω∗−1(n−1T ′ε∗)− E[ε∗iT ′i ]Ω∗−1E[Tiε∗i ]∣∣∣
≤
∣∣∣(n−1T ′ε∗ − E[Tiε∗i ])′Ω∗−1(n−1T ′ε∗ − E[Tiε∗i ])∣∣∣+ 2∣∣∣E[ε∗iT ′i ]Ω∗−1(n−1T ′ε∗ − E[Tiε∗i ])∣∣∣
≤ op(1) + 2
√
E[ε∗iT
′
i ]Ω
∗−1E[Tiε∗i ]
√
(n−1T ′ε∗ − E[Tiε∗i ])′Ω∗−1(n−1T ′ε∗ − E[Tiε∗i ])
= op(1) + 2
√
∆op(1) = op(1)
Combining the results above,
(
n−1ε˜′T˜
)
Ωˆ−1
(
n−1T˜ ′ε˜
)
p→ ∆. 
Appendix B.4 Proof of Theorem 4
The bootstrap test statistic is given by
ξ∗ = ε˜∗′T˜ (σ˜∗2T˜ ′T˜ )−1T˜ ′ε˜∗,
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where ε˜∗ = MW ε∗ and σ˜∗2 = ε˜∗′ε˜∗/n. Note that because MW is idempotent,
ξ∗ = ε∗′T˜ (σ˜∗2T˜ ′T˜ )−1T˜ ′ε∗,
Because the rest of the proof is very similar to the proof of Theorem 1, I only provide a
sketch here. First, one can show that
ε∗′T˜ (σ˜∗2T˜ ′T˜ )−1T˜ ′ε∗ = ε∗′T (σ˜∗2T˜ ′T˜ )−1T ′ε∗ + op(
√
rn)
Next, note that
σ˜∗2 − σ∗2 = 2
n
n∑
i=1
W ′i (β˜1 − β˜∗1)ε∗i +
1
n
n∑
i=1
(W ′i (β˜1 − β˜∗1))2 = Op(n−1/2),
where σ∗2 def= 1
n
∑n
i=1 ε˜
2
i , by the reasoning similar to that in Lemma A.5. Then one can
use an analog of Lemma A.7, replacing ε with ε∗, Ωˆ with Ωˆ∗ = σ˜∗2T˜ ′T˜ /n, and Ω with
Ω∗ = σ∗2T ′T/n, where to show that
ε∗′T (σ˜∗2T˜ ′T˜ )−1T ′ε∗ − ε∗′T (σ∗2T ′T )−1T ′ε∗√
rn
p→ 0
Finally, one can apply Lemma A.9 to n(n−1ε∗′T )Ω∗−1(n−1T ′ε∗), conditional on the data
Zn, to obtain convergence in distribution in probability. Note that
E∗[(ε∗iTiΩ
∗−1T ′iε
∗
i )
2] ≤ CE∗[ε∗4i ‖Ti‖4] = CE∗[V ∗4i ε˜4i ‖Ti‖4] ≤ C‖Ti‖4 ≤ Cζ(rn)2rn,
where E∗[·] = E[·|Zn]. Thus, the assumptions of Lemma A.9 hold, and the result of the
theorem follows.

Appendix B.5 Proof of Theorem 5
The proof is very similar to the proof of Theorems 2 and 4 and is omitted for brevity.

Appendix B.6 Auxiliary Lemmas
The following lemma shows that a convenient normalization can be used. This normaliza-
tion is typical in the literature on series methods and will be used to simplify the subsequent
58
proofs.
Lemma A.1 (Donald et al. (2003), Lemma A.2). If Assumption 3 is satisfied then it can be
assumed without loss of generality that P˜ k(x) = P k(x) and that E[P k(Xi)P k(Xi)′] = Ik.
Remark A.2. This normalization is common in the literature on series estimation, when all
elements of P k(Xi) are used to estimate the model. In my setting, P k(Xi) is partitioned into
Wm(Xi), used in estimation, and T r(Xi), used in testing. The normalization implies that Wi
and Ti are orthogonal to each other. This can be justified as follows. Suppose that Wi and Ti
are not orthogonal. Then one can take all elements of (W ′i , T ′i )′ and apply the Gram-Schmidt
process to them. Because the orthogonalization process is sequential, it will yield the vector
(W 0i , T
0
i )
′ such that W 0i spans the same space as Wi, T 0i spans the same space as Ti, and W 0i
and T 0i are orthogonal. Thus, the normalization is indeed without loss of generality.
The following lemma provides the rates of convergence (in the sample mean squared error
sense) for semiparametric series estimators under the null hypothesis that will be used in my
proofs.
Lemma A.2 (Li and Racine (2007), Theorem 15.1). Let f(x) = f(x, θ0, h0), fi = f(Xi),
f˜(x) = f(x, θ˜, h˜) = Wmn(x)′β˜1, and f˜i = f˜(Xi) = W ′i β˜1. Under Assumptions 1, 3, and 4,
the following is true:
1
n
n∑
i=1
(f˜i − fi)2 = Op(mn/n+m−2αn )
Remark A.3 (Convergence Rates for Semiparametric Series Estimators). The exact rates
given in Lemma A.2 are derived in Li and Racine (2007) for series estimators in nonparametric
models. However, as other examples in Chapter 15 in Li and Racine (2007) show, similar
rates can be derived in a wide class of semiparametric models, such as partially linear, varying
coefficient, or additive models (see Theorems 15.5 and 15.7 in Li and Racine (2007)). In each
of these cases, it is possible to replace the rate in Lemma A.2 with the rate for the particular
case of interest. With appropriately modified rate conditions and assumptions, the results
developed below will continue to hold.
Lemma A.3. (Donald et al. (2003), Lemma 2.1)
Suppose that Assumption 5 is satisfied and E[ε2i ] is finite. If E[εi|Xi] = 0 then E[Piεi] = 0
for all k. Furthermore, if E[εi|Xi] 6= 0 then E[Piεi] 6= 0 for all k large enough.
Lemma A.4. Suppose that assumptions of Theorem 1 (or 2) hold. Then ‖T˜ ′T˜ /n−T ′T/n‖ =
op(1/
√
rn). Moreover, the smallest and largest eigenvalues of T˜ ′T˜ /n converge in probability
to one.
59
Proof of Lemma A.4. Note that
T˜ ′T˜ /n = T ′T/n− (T ′W/n)(W ′W/n)−1(W ′T/n)
Thus,
‖T˜ ′T˜ /n− T ′T/n‖ = ‖(T ′W/n)(W ′W/n)−1(W ′T/n)‖
By Lemma 15.2 in Li and Racine (2007), E[‖P ′P/n − Ikn‖2] = Op(ζ(kn)2kn/n) and
‖P ′P/n − Ikn‖ = Op(ζ(kn)
√
kn/n). Similarly, it can be shown that ‖W ′W/n − Imn‖ =
Op(ζ(mn)
√
mn/n) and ‖T ′T/n− Irn‖ = Op(ζ(rn)
√
rn/n). Moreover, note that
P ′P/n− Ikn =
(
W ′W/n W ′T/n
T ′W/n T ′T/n
)
−
(
Imn 0mn×rn
0rn×mn Irn
)
Hence, ‖W ′T/n‖ = Op(ζ(kn)
√
kn/n). Thus, the eigenvalues of W ′W/n are bounded
below and above w.p.a.1, and∥∥∥(T ′W/n)(W ′W/n)−1(W ′T/n)∥∥∥ ≤ C∥∥∥(T ′W/n)(W ′T/n)∥∥∥
≤ C
∥∥∥(T ′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ = Op(ζ(kn)2kn/n),
where the last inequality is due to the fact that ‖AB‖2 ≤ ‖A‖2‖B‖2.
If condition 4.1 holds, ζ(kn)2kn
√
rn/n → 0, and thus ‖T˜ ′T˜ /n − T ′T/n‖ = op(1/√rn).
This also implies that the smallest and largest eigenvalues of T˜ ′T˜ /n converge to one. 
Lemma A.5. Suppose that the errors are homoskedastic: σ2(x) = σ2, 0 < σ2 < ∞, for
all x ∈ X . Let Ω˜ = σ˜2T˜ ′T˜ /n, Ω˘ = σ˜2T ′T/n Ω¯ = σ2T ′T/n, Ω = σ2E[TiT ′i ]. Suppose that
Assumptions 2(ii), 3, and 4 are satisfied. Then
‖Ω˜− Ω˘‖ = Op(ζ(kn)2kn/n)
‖Ω˘− Ω¯‖ = Op(rn/n1/2)
‖Ω¯− Ω‖ = Op(ζ(rn)r1/2n /n1/2)
If Assumption 2(i) is also satisfied then 1/C ≤ λmin(Ω) ≤ λmax(Ω) ≤ C, and if ζ(kn)2kn/n→
0 and ζ(rn)r
1/2
n /n1/2 → 0, then w.p.a. 1, 1/C ≤ λmin(Ω˜) ≤ λmax(Ω˜) ≤ C and 1/C ≤
λmin(Ω¯) ≤ λmax(Ω¯) ≤ C.
Proof of Lemma A.5. It has been shown in the proof of Lemma A.4 that ‖T˜ ′T˜ /n−T ′T/n‖ =
Op(ζ(kn)
2kn/n). As long as σ˜2
p→ σ2, this implies ‖Ω˜− Ω˘‖ = Op(ζ(kn)2kn/n).
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Note that ε˜ = ε+ f − f˜ . Due to homoskedasticity,
‖Ω˘− Ω¯‖ = ‖(σ˜2 − σ2)
∑
i
TiT
′
i/n‖ ≤ |σ˜2 − σ2|
∑
i
‖Ti‖2/n
= |n−1
∑
i
(ε2i − σ2) + 2n−1
∑
i
εi(fi − f˜i) + n−1
∑
i
(fi − f˜i)2|
∑
i
‖Ti‖2/n
First, by Chebyshev’s inequality, n−1
∑
i (ε
2
i − σ2) = Op(n−1/2).
Second, by Assumption A.2, n−1
∑
i (fi − f˜i)2 = Op(mn/n+m−2αn ).
Finally, note that
n−1
∑
i
εi(fi − f˜i) = n−1
∑
i
εi(W
′
i (β1 − β˜1) +Ri) = n−1(β1 − β˜1)′W ′ε+ n−1R′ε
Using the result proved above, n−1R′ε = Op(n−1/2m−αn ).
Next,∣∣∣n−1(β1 − β˜1)′W ′ε∣∣∣ = ∥∥∥n−1(β1 − β˜1)′W ′ε∥∥∥ ≤ ‖β1 − β˜1‖∥∥∥n−1W ′ε∥∥∥
= Op
(
(mn/n+m
−2α
n )
1/2
)
Op(n
−1/2m1/2n ) = Op
(
m1/2n (mn/n+m
−2α
n )
1/2/n1/2
)
Then
n−1
∑
i
εi(fi − f˜i) = Op(n−1/2m−αn ) +Op
(
m1/2n (mn/n+m
−2α
n )
1/2/n1/2
)
= Op
(
m1/2n (mn/n+m
−2α
n )
1/2/n1/2
)
Combining the results,
σ˜2 − σ2 = Op(n−1/2) +Op(mn/n+m−2αn ) +Op
(
m1/2n (mn/n+m
−2α
n )
1/2/n1/2
)
= Op(n
−1/2),
because m1/2n (mn/n+m−2αn )1/2/n1/2 = o(n−1/2) and mn/n+m−2αn = o(n−1/2).
By Lemma A.1, E[‖Ti‖2] ≤ rn, which yields ‖Ω˘− Ω¯‖ = Op
(
rnn
−1/2).
Next, ‖Ω¯− Ω‖ = ‖σ2(T ′T/n− E[TiT ′i ])‖.
Thus,
E[‖Ω¯− Ω‖2] = E[‖σ2
∑
i
(TiT
′
i − E[TiT ′i ])/n‖2]
= σ4E[‖TiT ′i − E[TiT ′i ]‖2]/n ≤ CE[‖Ti‖4]/n = Cζ(rn)2rn/n,
and hence ‖Ω¯− Ω‖ = Op(ζ(rn)
√
rn/n).
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The remaining conclusions follow from Lemma A.6 in Donald et al. (2003). 
Lemma A.6. Let Ω˜HC =
∑
i ε˜
2
iTiT
′
i/n, Ω˘HC =
∑
i ε
2
iTiT
′
i/n, Ω¯HC =
∑
i σ
2
i TiT
′
i/n, ΩHC =
E[ε2iTiT
′
i ], where σ2i = E[ε2i |Xi]. Suppose that Assumptions 2(ii), 3, and 4 are satisfied. Then
‖Ω˜HC − Ω˘HC‖ = Op
(
ζ(rn)
2(mn/n+m
−2α
n )
)
‖Ω˘HC − Ω¯HC‖ = Op(ζ(rn)r1/2n /n1/2)
‖Ω¯HC − ΩHC‖ = Op(ζ(rn)r1/2n /n1/2)
If Assumption 2(i) is also satisfied then 1/C ≤ λmin(ΩHC) ≤ λmax(ΩHC) ≤ C, and if
ζ(rn)
2(mn/n + m
−2α
n ) → 0 and ζ(rn)r1/2n /n1/2 → 0, then w.p.a. 1, 1/C ≤ λmin(Ω˜HC) ≤
λmax(Ω˜HC) ≤ C and 1/C ≤ λmin(Ω¯HC) ≤ λmax(Ω¯HC) ≤ C.
Moreover, if ‖ΩˆHC − Ω˜HC‖ = op(1), then 1/C ≤ λmin(ΩˆHC) ≤ λmax(ΩˆHC) ≤ C.
Proof of Lemma A.6. First,
‖Ω˜HC − Ω˘HC‖ = ‖
∑
i
TiT
′
i (ε˜
2
i − ε2i )/n‖ = ‖
∑
i
TiT
′
i
(
(εi + fi − f˜i)2 − ε2i
)
/n‖
= ‖
∑
i
TiT
′
i
(
(fi − f˜i)2 + 2εi(fi − f˜i)
)
/n‖ ≤ sup
i
‖Ti‖2
∣∣∣∑
i
(
(fi − f˜i)2 + 2εi(fi − f˜i)
)
/n
∣∣∣
= ζ(rn)
2
[
Op
(
mn/n+m
−2α
n
)
+Op
(
n−1/2m1/2n (mn/n+m
−2α
n )
1/2
)]
= Op
(
ζ(rn)
2(mn/n+m
−2α
n )
)
The following two results can be obtained exactly as in Lemma A.6 in Donald et al.
(2003):
‖Ω˘HC − Ω¯HC‖ = ‖
∑
i
TiT
′
i (ε
2
i − σ2i )/n‖ = Op(ζ(rn)
√
rn/n)
‖Ω¯HC − ΩHC‖ = ‖
∑
i
TiT
′
iε
2
i /n− ΩHC‖ = Op(ζ(rn)
√
rn/n)
Finally, the results about the eigenvalues can also be obtained in the same way as in
Lemma A.6 in Donald et al. (2003). 
Lemma A.7. Suppose that Assumptions of Theorem 1 hold. Then
n(n−1ε′T )Ω˜−1(n−1T ′ε)− n(n−1ε′T )Ω−1(n−1T ′ε)√
rn
p→ 0 (A.11)
Proof of Lemma A.7. Given the result of Lemma A.5,∣∣∣∣∣n(n−1ε′T )Ω˜−1(n−1T ′ε)√2rn − n(n
−1ε′T )Ω−1(n−1T ′ε)√
2rn
∣∣∣∣∣
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=∣∣∣∣∣n(n−1ε′T )(Ω˜−1 − Ω−1)(n−1T ′ε)√2rn
∣∣∣∣∣ =
∣∣∣∣∣n(n−1ε′T )(Ω˜−1 − Ω−1)(n−1T ′ε)√2rn
∣∣∣∣∣
=
∣∣∣∣∣n(n−1ε′T )(Ω−1(Ω˜− Ω)Ω˜−1(Ω˜− Ω)Ω−1)(n−1T ′ε)√2rn − n(n
−1ε′T )(Ω−1(Ω˜− Ω)Ω−1)(n−1T ′ε)√
2rn
∣∣∣∣∣
≤
∣∣n(n−1ε′T )(Ω−1(Ω˜− Ω)Ω˜−1(Ω˜− Ω)Ω−1)(n−1T ′ε)∣∣√
2rn
+
∣∣n(n−1ε′T )(Ω−1(Ω˜− Ω)Ω−1)(n−1T ′ε)∣∣√
2rn
≤ n‖Ω
−1n−1T ′ε‖2(‖Ω˜− Ω‖+ C‖Ω˜− Ω‖2)√
2rn
As has been shown above, ‖Ω−1(n−1T ′ε)‖ = Op(
√
rn/n). Hence,
n‖Ω−1n−1T ′ε‖2(‖Ω˜− Ω‖+ C‖Ω˜− Ω‖2)√
2rn
=
nOp(rn/n)op(1/
√
rn)√
2rn
=
op(
√
rn)√
2rn
= op(1),
provided that ‖Ω˜− Ω‖ = op(1/√rn), which holds under rate conditions 4.1–4.2. 
Lemma A.8. Suppose that Assumptions of Theorem 2 hold. Then
n(n−1ε′T )Ωˆ−1HC(n
−1T ′ε)− n(n−1ε′T )Ω−1HC(n−1T ′ε)√
rn
p→ 0 (A.12)
Proof of Lemma A.8. Given the result of Lemma A.6,∣∣∣∣∣n(n−1ε′T )Ωˆ−1HC(n−1T ′ε)√2rn − n(n
−1ε′T )Ω−1HC(n
−1T ′ε)√
2rn
∣∣∣∣∣ =
∣∣∣∣∣n(n−1ε′T )(Ωˆ−1HC − Ω−1HC)(n−1T ′ε)√2rn
∣∣∣∣∣
≤ n‖Ω
−1
HCn
−1T ′ε‖2(‖ΩˆHC − ΩHC‖+ C‖ΩˆHC − ΩHC‖2)√
2rn
Similarly to the proof of Theorem 1, ‖Ω−1HC(n−1T ′ε)‖ = Op(
√
rn/n).
Then
n‖Ω−1HCn−1T ′ε‖2(‖Ω˜HC − ΩHC‖+ C‖Ω˜HC − ΩHC‖2)√
2rn
=
nOp(rn/n)op(1/
√
rn)√
2rn
=
op(
√
rn)√
2rn
= op(1),
provided that ‖ΩˆHC − ΩHC‖ = op(1/√rn), which holds under rate conditions 4.7, 4.8, and
4.8.

The following result is a version of the central limit theorem for degenerate U -statistics
(Hall (1984), de Jong (1987)).
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Lemma A.9. (Donald et al. (2003), Lemma 6.2) If E[Tiεi] = 0, E[(εiTiΩ−1T ′iεi)2]/(rn
√
n)→
0, and rn →∞, then
n(n−1ε′T )Ω−1(n−1T ′ε)− rn√
2rn
d→ N(0, 1) (A.13)
Proof of Lemma A.9. All three conditions of this lemma hold. E[Tiεi] = 0 and rn →∞ hold
trivially, while
E[(εiTiΩ
−1T ′iεi)
2] ≤ CE[ε4i ‖Ti‖4] ≤ CE[‖Ti‖4] ≤ Cζ(rn)2rn
Under condition 4.5, the assumptions of Lemma A.9 hold.

64
References
Ackerberg, D. A., K. Caves, and G. Frazer (2015): “Identification Properties of
Recent Production Function Estimators,” Econometrica, 83, 2411–2451.
Ait-Sahalia, Y., P. J. Bickel, and T. M. Stoker (2001): “Goodness-of-fit tests for ker-
nel regression with an application to option implied volatilities,” Journal of Econometrics,
105, 363–412.
Bierens, H. J. (1982): “Consistent model specification tests,” Journal of Econometrics, 20,
105–134.
——— (1990): “A Consistent Conditional Moment Test of Functional Form,” Econometrica,
58, 1443–1458.
Bravo, F. (2012): “Generalized empirical likelihood testing in semiparametric conditional
moment restrictions models,” The Econometrics Journal, 15, 1–31.
Breusch, T. S. and A. R. Pagan (1980): “The Lagrange Multiplier Test and its Ap-
plications to Model Specification in Econometrics,” The Review of Economic Studies, 47,
239–253.
Cameron, A. C. and P. K. Trivedi (2005): Microeconometrics: Methods and Applica-
tions, Cambridge University Press.
Carneiro, P., J. J. Heckman, and E. J. Vytlacil (2011): “Estimating Marginal Re-
turns to Education,” American Economic Review, 101, 2754–81.
Chen, X. (2007): “Large Sample Sieve Estimation of Semi-Nonparametric Models,” in Hand-
book of Econometrics, ed. by J. J. Heckman and E. E. Leamer, Elsevier, vol. 6B, chap. 76,
5549–5632.
Chen, X. and Y. Fan (1999): “Consistent hypothesis testing in semiparametric and non-
parametric models for econometric time series,” Journal of Econometrics, 91, 373–401.
Chen, X. and D. Pouzo (2015a): “Sieve Wald and QLR Inferences on Semi/Nonparametric
Conditional Moment Models,” Econometrica, 83, 1013–1079.
——— (2015b): “Supplement to “Sieve Wald and QLR Inferences on Semi/Nonparametric
Conditional Moment Models”,” Econometrica Supplemental Material, 83, 1013–1079.
Chernozhukov, V., W. Newey, and A. Santos (2015): “Constrained Conditional Mo-
ment Restriction Models,” ArXiv preprint 1509.06311.
65
Davidson, R. and E. Flachaire (2008): “The wild bootstrap, tamed at last,” Journal of
Econometrics, 146, 162–169.
Davidson, R. and J. G. MacKinnon (1998): “Graphical Methods for Investigating the
Size and Power of Hypothesis Tests,” The Manchester School, 66, 1–26.
de Jong, P. (1987): “A central limit theorem for generalized quadratic forms,” Probability
Theory and Related Fields, 75, 261–277.
de Jong, R. M. and H. J. Bierens (1994): “On the Limit Behavior of a Chi-Square Type
Test If the Number of Conditional Moments Tested Approaches Infinity,” Econometric
Theory, 10, 70–90.
Delgado, M. A. and W. G. Manteiga (2001): “Significance Testing in Nonparametric
Regression Based on the Bootstrap,” The Annals of Statistics, 29, 1469–1507.
Donald, S. G., G. W. Imbens, and W. K. Newey (2003): “Empirical likelihood estima-
tion and consistent tests with conditional moment restrictions,” Journal of Econometrics,
117, 55–93.
Engle, R. F. (1982): “A general approach to Lagrange multiplier model diagnostics,” Jour-
nal of Econometrics, 20, 83–104.
——— (1984): “Wald, likelihood ratio, and Lagrange multiplier tests in econometrics,” in
Handbook of Econometrics, ed. by Z. Griliches and M. D. Intriligator, Elsevier, vol. 2,
chap. 13, 775–826.
Fan, Y. and Q. Li (1996): “Consistent Model Specification Tests: Omitted Variables and
Semiparametric Functional Forms,” Econometrica, 64, 865–890.
Fan, Y. and O. Linton (2003): “Some higher-order theory for a consistent non-parametric
model specification test,” Journal of Statistical Planning and Inference, 109, 125 – 154,
c.R. Rao 80th Birthday Felicitation Volume, Part III.
Finan, F., E. Sadoulet, and A. de Janvry (2005): “Measuring the poverty reduction
potential of land in rural Mexico,” Journal of Development Economics, 77, 27–51.
Gao, J., H. Tong, and R. Wolff (2002): “Model Specification Tests in Nonparametric
Stochastic Regression Models,” Journal of Multivariate Analysis, 83, 324–359.
Gong, X., A. van Soest, and P. Zhang (2005): “The effects of the gender of children
on expenditure patterns in rural China: a semiparametric analysis,” Journal of Applied
Econometrics, 20, 509–527.
66
Gørgens, T. and A. Wu¨rtz (2012): “Testing a parametric function against a non-
parametric alternative in IV and GMM settings,” The Econometrics Journal, 15, 462–489.
Gozalo, P. L. (1993): “A Consistent Model Specification Test for Nonparametric Estima-
tion of Regression Function Models,” Econometric Theory, 9, 451–477.
Guay, A. and E. Guerre (2006): “A Data-Driven Nonparametric Specification Test for
Dynamic Regression Models,” Econometric Theory, 22, 543–586.
Hall, A. (1990): “Lagrange Multiplier Tests for Normality against Seminonparametric Al-
ternatives,” Journal of Business and Economic Statistics, 8, 417–426.
Hall, P. (1984): “Central limit theorem for integrated square error of multivariate nonpara-
metric density estimators,” Journal of Multivariate Analysis, 14, 1–16.
Hansen, B. (2019): Econometrics.
Hausman, J. A. and W. K. Newey (1995): “Nonparametric Estimation of Exact Con-
sumers Surplus and Deadweight Loss,” Econometrica, 63, 1445–1476.
Hong, Y. and H. White (1995): “Consistent Specification Testing Via Nonparametric
Series Regression,” Econometrica, 63, 1133–1159.
Horowitz, J. L. and V. G. Spokoiny (2001): “An Adaptive, Rate-Optimal Test of a
Parametric Mean-Regression Model Against a Nonparametric Alternative,” Econometrica,
69, 599–631.
Koenker, R. and J. A. Machado (1999): “GMM inference when the number of moment
conditions is large,” Journal of Econometrics, 93, 327–344.
Korolev, I. (2018): “LM-BIC Model Selection in Semiparametric Models,” mimeo, Bing-
hamton University, Department of Economics.
Lavergne, P. and Q. Vuong (2000): “Nonparametric Significance Testing,” Econometric
Theory, 16, 576–601.
Levinsohn, J. and A. Petrin (2003): “Estimating Production Functions Using Inputs to
Control for Unobservables,” The Review of Economic Studies, 70, 317–341.
Li, Q., C. Hsiao, and J. Zinn (2003): “Consistent specification tests for semiparamet-
ric/nonparametric models based on series estimation methods,” Journal of Econometrics,
112, 295–325.
67
Li, Q. and J. S. Racine (2007): Nonparametric Econometrics: Theory and Practice,
Princeton University Press.
Li, Q. and S. Wang (1998): “A simple consistent bootstrap test for a parametric regression
function,” Journal of Econometrics, 87, 145–165.
MacKinnon, J. G. and H. White (1985): “Some heteroskedasticity-consistent covariance
matrix estimators with improved finite sample properties,” Journal of Econometrics, 29,
305–325.
Mammen, E. (1993): “Bootstrap and Wild Bootstrap for High Dimensional Linear Models,”
The Annals of Statistics, 21, 255–285.
Martins, M. F. O. (2001): “Parametric and semiparametric estimation of sample selection
models: an empirical application to the female labour force in Portugal,” Journal of Applied
Econometrics, 16, 23–39.
McCulloch, J. H. and E. R. Percy (2013): “Extended Neyman smooth goodness-of-
fit tests, applied to competing heavy-tailed distributions,” Journal of Econometrics, 172,
275–282, latest Developments on Heavy-Tailed Distributions.
Newey, W. K. (1985): “Maximum Likelihood Specification Testing and Conditional Mo-
ment Tests,” Econometrica, 53, 1047–1070.
——— (1997): “Convergence rates and asymptotic normality for series estimators,” Journal
of Econometrics, 79, 147–168.
Schmalensee, R. and T. M. Stoker (1999): “Household Gasoline Demand in the United
States,” Econometrica, 67, 645–662.
Sperlich, S. (2014): “On the choice of regularization parameters in specification testing: a
critical discussion,” Empirical Economics, 47, 427–450.
Stock, J. and M. Yogo (2005): “Asymptotic distributions of instrumental variables statis-
tics with many instruments,” Identification and inference for econometric models: Essays
in honor of Thomas Rothenberg, 109–120.
Sun, Y. and Q. Li (2006): “An alternative series based consistent model specification test,”
Economics Letters, 93, 37–44.
Whang, Y.-J. and D. W. Andrews (1993): “Tests of specification for parametric and
semiparametric models,” Journal of Econometrics, 57, 277–318.
68
Wooldridge, J. (1987): “A Regression-Based Lagrange Multiplier Statistic that is Robust
in the Presence of Heteroskedasticity,” Working papers 478, Massachusetts Institute of
Technology (MIT), Department of Economics.
Yatchew, A. (1997): “An elementary estimator of the partial linear model,” Economics
Letters, 57, 135–143.
——— (1998): “Nonparametric Regression Techniques in Economics,” Journal of Economic
Literature, 36, 669–721.
Yatchew, A. and J. A. No (2001): “Household Gasoline Demand in Canada,” Economet-
rica, 69, 1697–1709.
Yatchew, A. J. (1992): “Nonparametric Regression Tests Based on Least Squares,” Econo-
metric Theory, 8, 435–451.
69
Supplement to “A Consistent LM Type
Specification Test for Semiparametric Models”
Ivan Korolev
August 7, 2019
Abstract
This supplement is divided in several sections. Section S.3 contains additional details on
the implementation of the test and computation of the test statistics. Section S.4 briefly dis-
cusses the joint versus sequential approaches to asymptotic analysis. Section S.5 derives the
asymptotic distribution of the test statistics under local alternatives. Section S.6 discusses
some features of the data generating processes used in my simulations and describes the im-
plementation of my simulation analysis in greater detail. It also presents additional simulation
evidence. In particular, it studies the finite sample power of the test with nonstandard alter-
natives and compares my test with the test from Sun and Li (2006). Appendix S.A contains
all relevant tables and figures. Appendix S.B contains proofs.
1
S.3 Implementation of the Test
S.3.1 Computing the Test Statistic
In this section I describe how to implement the proposed test. The test statistic can be
computed using the following steps:
1. Pick the sequence of approximating functions of x, Wmn(x) = (W1(x), ...,Wmn(x))′,
which will be used to estimate the semiparametric model. Let Wi := Wmn(Xi).
2. Estimate the semiparametric model Yi = f(Xi, θ, h) + εi ≈ W ′iβ1 + εi using series
methods. Obtain the estimates β˜1 = (W ′W )−1W ′Y and residuals ε˜i = Yi −W ′i β˜1.
3. Pick the sequence of approximating functions of x, T rn(x) = (T1(x), ..., Trn(x))′, which
will complement Wmn(x) to form the matrix P kn(x) = (Wmn(x)′, T rn(x)′)′, kn = mn +
rn, which corresponds to a general nonparametric model. P kn(x) should be able to
approximate any unknown function sufficiently well. Common choices of basis functions
include power series (see Equation 3.3 in the main text) and splines (see Equation 3.4
in the main text). Let Ti := T rn(Xi) and Pi := P kn(Xi).
4. Compute the quadratic form ξ = ε˜′P (σ˜2P ′P )−1P ′ε˜, where P := (P1, ..., Pn)′, or ξ =
ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜, where T˜ = MWT are the residuals from the regression of each element
of Ti on Wi.
Note that in the homoskedastic case ξ can be computed as nR2 from the regression of ε˜i
on Pi.1 The residuals from the regression of ε˜i on Pi are given by e = ε˜−P (P ′P )−1P ′ε˜,
so that
e′e = ε˜′ε˜− ε˜P (P ′P )−1P ′ε˜
Then
nR2 = n
(
1− e
′e
ε˜′ε˜
)
= n
ε˜P (P ′P )−1P ′ε˜
ε˜′ε˜
= ε˜P (σ˜2P ′P )−1P ′ε˜
Note that ξ can also be computed as the overidentifying restrictions test statistic from
the 2SLS instrumental variables regression of Yi on Wi with (W ′i , T ′i )′ as instruments.
5. Compute the test statistic which is asymptotically standard normal under the null:
t =
ξ − rn√
2rn
a∼ N(0, 1)
1If the semiparametric model written in a series form includes a constant, both centered and uncentered
R2 can be used because they are identical. If the semiparametric model does not include a constant, the
uncentered R2 should be used.
2
Reject the null if t > z1−α, the (1− α)-quantile of the standard normal distribution.
Alternatively, use the χ2 approximation directly: ξ a∼ χ2(rn), reject the null if ξ >
χ21−α(rn), the (1− α)-quantile of the χ2 distribution with rn degrees of freedom.
S.3.2 Computing the Heteroskedasticity-Robust Test Statistic
If the researcher suspects that the errors are heteroskedastic, then ξ = ε˜′P (σ˜2P ′P )−1P ′ε˜
is replaced with ξHC = ε˜′T˜ (T˜ ′Σ˜T˜ )−1T˜ ′ε˜, where Σ˜ = diag(ε˜2i ) and T˜i = Ti−W ′i (W ′W )−1W ′T .
All other steps remain unchanged.
Note that in the heteroskedastic case ξHC can be computed as nR2 from the regression
of 1 on T˜iε˜i. The matrix of regressors can be written as Σ˜1/2T˜ , where Σ˜1/2 = diag(ε˜i). Let
ιn be a n-vector of ones. Note that Σ˜1/2ιn = ε˜. Then
nR2 = n
(
1− e
′e
ι′nιn
)
= n
ι′nΣ˜
1/2T˜ (T˜ ′Σ˜T˜ )−1T˜ ′Σ˜1/2ιn
n
= ε˜′T˜ (T˜ ′Σ˜T˜ )−1T˜ ′ε˜
S.3.3 Computing the Bootstrap Test Statistic
The restricted residuals are given by ε˜ = MWY . The bootstrap data satisfies Y ∗ = Wβ˜1+
ε∗. In turn, the bootstrap residuals are equal to ε˜∗ = MWY ∗ = MW (Wβ˜1 + ε∗) = MW ε∗.
Thus, in fact, one does not have to obtain Y ∗i and re-estimate the model during each bootstrap
iteration. It suffices to compute ε˜∗ = MW ε∗. The bootstrap test statistic is then given by
ξ∗ = ε˜∗′T˜ (σ˜∗2T˜ ′T˜ )−1T˜ ′ε˜∗,
where σ˜∗2 = ε˜∗′ε˜∗/n or σ˜∗2 = ε˜∗′ε˜∗/(n−mn).
In the heteroskedastic case, the bootstrap test statistic is given by
ξ∗HC = ε˜
∗′T˜ (T˜ ′Σ˜∗T˜ )−1T˜ ′ε˜∗,
where Σ˜∗ = diag(ε˜∗2i ) or Σ˜∗ =
n
n−mndiag(ε˜
∗2
i ).
S.4 Joint vs. Sequential Asymptotics
In my asymptotic analysis, I focus on the normalized test statistic
tτn =
ξ − rn√
2rn
,
3
where ξ = ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜, and prove that it is asymptotically standard normal as both rn
and n go to infinity. More specifically, I show that
ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜− ε′T (nΩ)−1T ′ε = op(√rn),
where Ω = σ2E[TiT ′i ], and then apply Lemma 6.2 from Donald et al. (2003) to the leading
term. This is a standard approach in the literature on series-based specification tests (see
Hong and White (1995) and Donald et al. (2003), among many others), but not the only
possible approach.
Alternatively, one could impose stronger rate conditions that would lead to
ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜− ε′T (nΩ)−1T ′ε = op(1)
Then one could consider the case when rn = r is fixed. For a fixed r, n−1/2T ′ε =
n−1/2
∑n
i=1 Tiεi
d→ N(0,Ω), and thus nε′TΩ−1T ′ε d→ χ2(r). Next, one could either use
the sequential asymptotics approach of Stock and Yogo (2005) by taking the limit of this
distribution as r → ∞. Alternatively, one could follow Guay and Guerre (2006) and use a
data-driven choice of r.
My simulations suggest that the approximation based on the χ2(r) distribution is more
accurate in finite samples. But because the literature on consistent specification testing
has focused on the normalized test statistic and the asymptotic normal approximation, I
follow the conventional approach. Incorporating a data-driven choice of tuning parameters
with semiparametric null hypotheses, along the lines of Guay and Guerre (2006), may be an
interesting avenue for future research.
S.5 Behavior of the Test Statistic under Local Alterna-
tives
In this section, I analyze the power of the proposed test against local alternatives of the
form
H1n : gn(Xi) = f(Xi, θ
∗, h∗) + (r1/4n /n
1/2)d0(Xi),
where d0 is square integrable on X , E[d0(Xi)] = 0, and E[f(Xi, θ∗, h∗)d0(Xi)] = 0. The null
hypothesis corresponds to d0 = 0. I need to slightly modify the assumptions from the main
text.
First, I impose the following condition. It is not primitive; however, an analogous result
for ε instead of d is derived in the proof of Theorem 1. Thus, this assumption is likely to
4
hold under the primitive conditions I impose.
Assumption S.1. Assume that ‖n−1W ′d‖ = Op(
√
rn/n).
Next, I impose the following assumption that requires the basis functions Ti to approxi-
mate d0(Xi) sufficiently well. Note that because d0(Xi) is orthogonal to the semiparametric
part of the model, f(Xi, θ∗, h∗), it is also orthogonal to Wi, and only Ti is needed to approx-
imate it.
Assumption S.2. There exist αd > 0 and pi such that
sup
x∈X
|d0(x)− T rn(x)′pi| = O(r−αdn )
Next, I impose an assumption that parallels Assumption 4.
Assumption S.3. There exist α > 0 and β∗1 such that
sup
x∈X
|f(x, θ∗, h∗)−Wmn(x)′β∗1 | = O(m−αn )
Now I impose an assumption that mimics the results of Lemma A.2 and requires the
semiparametric estimators to converge to the pseudo-true values under the local alternative
at the same rates as to the true values under the null.
Assumption S.4. Let f ∗(x) = fn(x, θ∗, h∗), f ∗i = f ∗(Xi), f˜(x) = f(x, θ˜, h˜) = Wmn(x)′β˜1,
and f˜i = f˜(Xi). For some α > 0, the following conditions hold:
(a) supx∈X |f˜(x)− f ∗(x)| = Op
(
ζ(mn)(
√
mn/n+m
−α
n )
)
(b) 1
n
∑n
i=1 (f˜i − f ∗i )2 = Op(mn/n+m−2αn )
(c)
∫
(f˜(x)− f ∗(x))2 = Op(mn/n+m−2αn )
The next result gives the behavior of the test under local alternatives. For simplicity, I
only treat the homoskedastic case, but a similar result can be obtained in the heteroskedastic
case at the expense of additional, less transparent, assumptions and tedious derivations.
Theorem S.1. Assume that Assumptions 1, 2, 3, S.1, S.2, S.3, and S.4 are satisfied, σ2(x) =
σ2, 0 < σ2 <∞, for all x ∈ X , and rate conditions 4.1–4.5 hold.
Then
trn =
ξ − rn√
2rn
d→ N(δ, 1),
where ξ is as in Equation 3.7 and δ = E[d2i ]/σ2.
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S.6 Simulations
S.6.1 DGPs and Implementation Details
In my simulations, I use the data generating process given by
Yi = 2X1i + g(X2i) + εi
g(X2i) = 3 + 2(exp(X2i)− 2 ln(X2i + 3))
The deviation from the null is given by
h(X1i, X2i) = h1(X1i)h2(X2i)
h1(X1i) = 1.75 cos(X1i − 2), h2(X2i) = 1.5 sin(0.75X2i)
The variance of the null model, 2X1i+g(X2i), is around 9, while the variance of the deviation
from the null, h(X1i, X2i), is around 0.6. The left panel of Figure S.11 plots the function
g(x2), while the right panel plots the conditional variance of the error terms, σ2(x) = 1 +
1.75 exp(0.75(x1 + x2)), used in the heteroskedastic setup. Figure S.12 plots the deviations
from the null along the X1 and X2 dimensions.
To estimate the restricted model, I replace the function g(x2) with its series expansion:
g(x2) ≈ Qan(x2)′γ, where Qan is an an-dimensional vector of approximating functions. I use
power series with
Qan(x2) = (1, x2, ..., x
an−1
2 )
′
and cubic splines with
Qan(z) = (1, x2, ..., x
3
2,1{x2 > t1}(x2 − t1)3, ...,1{x2 > tan−4}(x2 − tan−4)3)
When an = 4, power series and splines coincide, as there are no knots yet. When an > 4,
I place knots uniformly at the empirical quantiles of X2.
Next, to compute the test statistic, I need to construct P kn(X1i, X2i). In order to do this,
I first construct series terms in X1, Qan(x1). Next, I have two options: I can either use all
possible interactions of Qan(x1) and Qan(x2), which would lead to kn = a2n, or I could restrict
the number of interaction terms.
Figures S.13 and S.14 plot the simulated size of the test against the number of series
terms in univariate series expansions, an, when all interaction terms are included under the
alternative. As we can see, when power series are used, the simulated size of the test is stable
and close to the nominal level. However, when splines are used, there are computational
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issues for large values of an that lead to unstable behavior and overrejection. In order to
make the test more stable and include more series terms in the restricted model, in my main
analysis I reduce the number of interaction terms as follows. Suppose that an is the number of
interaction terms in univariate series expansions in X1 and X2. To construct the interaction
terms, let a¯n = max{min{an, 5}, ba0.9n c}. In other words,
a¯n =

an if an ≤ 5
5 if 5 < an ≤ 7
ba0.9n c if an > 7
Then I form series terms Q¯a¯n(X1i) and Q¯a¯n(X1i), drop the constant, and take all their
element by element interactions to construct the interaction terms. The total number of terms
under the alternative is given by kn = 2an − 1 + (a¯n − 1)2. Table S.4 shows how the number
of terms under the null, mn, the number of terms under the alternative, kn, and the number
of restrictions, rn, change with an. While my approach is somewhat arbitrary, it presents a
practical way to accommodate larger mn without running into severe multicollinearity issues.
Alternatively, I could restrict the growth of mn by requiring that an not grow beyond 6 or
7, and then include all possible interaction terms. But because I am interested in estimating
and testing the semiparametric model, I take the approach that allows me to estimate it
more flexibly. I should also note that the approach that restricts the number of interaction
terms is not unique to my paper: Chen (2007) also uses it in her simulations in Section 2.4.
S.6.2 Nonstandard Alternatives
My simulations in the main text suggest that the proposed test is able to capture well-
behaved (e.g. continuous and smooth) alternatives well and has good power against such
alternatives. In this subsection, I investigate the behavior of the test when the alternatives
are “nonstandard”, e.g. discontinuous or nonsmooth. Figure S.15 illustrates the alternatives
I consider in this section.
As advocated by Davidson and MacKinnon (1998), I use graphical methods to investigate
the finite sample power of my hypothesis test with different alternatives. More specifically,
I plot the simulated power against the simulated size. The 45 degree line represents the test
with only trivial power, i.e. power equal to size. The higher the resulting line, the better
the power of the test. Figures S.16 and S.17 plot the simulated power against the simulated
size of the test with nominal significance levels α ∈ [0, 1] for an = 4, 6, 8 for the well-behaved
alternative used in the main text. As we can see, the test has nontrivial power, the power
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generally somewhat decreases as the number of series terms grows, and the power is much
higher when n = 1, 000 than when n = 250. These results will serve as a benchmark in the
subsequent analysis.
Figures S.18 and S.19 repeat the analysis above when the alternative is discontinuous,
as in the left panel of Figure S.15. As we can see, the test has virtually no power against
this alternative regardless of the sample size or the number of series terms used. Figure S.20
and S.21 repeat the analysis above when the alternative is nonsmooth, as in the right panel
of Figure S.15. Again, the test has virtually no power in this setting. The only case when the
simulated power noticeably exceeds size is when n = 1, 000, but even then the power of the
test remains very low. Thus, while the proposed test has good power against well-behaved
alternatives, it may have very limited or no power against the alternatives that cannot be
approximated well using series methods.
S.6.3 Restricting the Class of Alternatives
One of the advantages of the proposed test is that the class of alternatives can be modified
or restricted in order to increase power in certain directions. For instance, if the null model
is partially linear:
Yi = X1iβ + g2(X2i) + εi
and the researcher believes that the alternative is likely to be additive:
Yi = g1(X1i) + g2(X2i) + εi
then the test statistic can be easily modified by dropping the interaction terms from P kn(X1i, X2i).
In this section, I investigate the consequences of such an approach. I use the same DGP as
in the main text under the null, but the alternative is now given by
Yi = 2X1i + g(X2i) + h(X1i) + εi
h(X1i) = 1.5 cos(X1i − 2)
I compare the test that includes the interaction terms under the alternative with the test
that drops them. In addition, I consider a test that uses both alternatives simultaneously
and employs the Bonferroni correction to control the size of the test. Namely, if t1
a∼ N(0, 1)
and t2
a∼ N(0, 1) are the test statistics for the two individual tests, the joint test rejects if
max{t1, t2} > z1−α/2, where z1−α/2 is the 1−α/2 quantile of the standard normal distribution.
In other words, the joint test rejects the null if at least one of the individual tests rejects the
null, but at the α/2 instead of the α level.
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Figures S.22 and S.23 plot the simulated size of the three tests. As we can see, as long as
the ξ test statistic is used, all three tests control size well. When the t test statistic is used,
the test with the restricted alternative and the Bonferroni test overreject. This is due to the
fact that the number of restrictions with the restricted alternative is low, equal to an−2, and
the asymptotic normal approximation that requires that an grows to infinity is inaccurate.
Next, Figures S.24 and S.25 plot the simulated power of the three tests. The power
comparison using the t statistic may be unfair, as two of the three tests are oversized, but
the tests based on the ξ statistic appear to control size equally well. As we can see, the test
with the restricted alternative has highest power among the three tests, but the Bonferroni
test comes pretty close to it. Hence, in practice it may be beneficial to use the proposed test
with multiple alternatives simultaneously, using the Bonferroni correction to control size.
Using restricted alternatives can help improve power in certain directions, while using the
general unrestricted alternative will preserve the consistency of the test agains a broad class
of alternatives.
S.6.4 Comparison with Sun and Li (2006)
Sun and Li (2006) note that some of the earlier series-based specification tests suffer from
poor finite sample performance and propose a new test that behaves better in finite samples.
Their test does not involve non-zero center terms and is based on
Iˆn = n
−1
n∑
i=1
∑
j 6=i
ε˜iPi(P
′P )−1P ′j ε˜j,
where Pi := P kn(Xi), and the final test statistic is given by
Jˆn = n
Iˆn√
2knσ˜2adj
d→ N(0, 1), (A.1)
where σ˜2adj = ε˜′ε˜/(n−mn).
In this section, I investigate whether their test, which is developed for parametric models,
can be applied to semiparametric models. Figure S.26 plots the simulated size of their test as
blue dashed lines. As we can see, their test is severely undersized, just like the proposed test
without the degrees of freedom correction.2 While the test from Sun and Li (2006) removes
the nonzero center term from the test statistic, it still miscalculates the variance of the test
statistic by not taking into account the fact that a subset of moment conditions is equal to
2The test that uses σ˜2 = ε˜′ε˜/n in place of σ˜2adj is also severely undersized.
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zero exactly. To deal with this issue, I also study the test that uses
Iˆn,adj = n
−1
n∑
i=1
∑
j 6=i
ε˜iT˜i(T˜
′t˜)−1T˜ ′j ε˜j,
and
Jˆn,adj = n
Iˆn,adj√
2rnσ˜2adj
d→ N(0, 1), (A.2)
In contrast to the test from Sun and Li (2006), the modified test is oversized when n = 250.
However, when n = 1, 000, the size of the modified test becomes pretty close to the nominal
level. It appears that even though the test in Sun and Li (2006) performs well when the null
model is parametric, my test is superior in terms of the finite sample size control when the
null is semiparametric, especially when the test statistic ξ is used. Moreover, even when the
sample size is large and the test statistic does not involve nonzero center terms, the degrees
of freedom correction is still crucial for appropriate scaling of the test statistic.
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Appendix S.A Tables and Figures
Figure S.11: Partially Linear Model Setup
The left figure shows the function g(x2) = 3 + 2(exp(x2) − 2 ln(x2 + 3)) from equation 5.1 in the partially
linear semiparametric model used in simulations.
The right figure illustrates the form of heteroskedasticity εi ∼ i.n.i.d. N(0, 1 + 1.75 exp(0.75(X1i +X2i))). It
plots the variance σ2(x) = 1 + 1.75 exp(0.75(x1 + x2)) as a function of x1 + x2.
Figure S.12: Deviation from H0 in Nonparametric Model
The left figure shows the deviation from H0 along the x1 axis: h1(x1) = 1.5 cos(x1 − 2). The right figure
shows the deviation from H0 along the x2 axis: h2(x2) = 1.25 sin(0.75x2). The total deviation is h(x1, x2) =
h1(x1)h2(x2).
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Figure S.13: Simulated Size of the Test, n = 250
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta dashed line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The results are based on M = 1, 000 simulations.
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Figure S.14: Simulated Size of the Test, n = 1, 000
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta dashed line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The results are based on M = 1, 000 simulations.
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Figure S.15: Nonstandard Alternatives
The left figure shows the discontinuous alternative used in my simulations in Section S.6.2. The right figure
shows the nonsmooth alternative used in my simulations in Section S.6.2.
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Figure S.16: Simulated Power of the Test, Well-Behaved Alternative, n = 250
This figure plots the simulated test power against the simulated size for nominal significance levels α ∈ [0, 1].
The left panel uses power series. The right panel uses splines. The upper panel uses the ξ test statistic from
Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The solid red line corresponds to the test with an = 4 series terms in univariate series expansions. The dashed
blue line corresponds to the test with an = 6 series terms in univariate series expansions. The dash-dotted
magenta line corresponds to the test with an = 8 series terms in univariate series expansions. This plot uses
the well-behaved alternative from the main text. The results are based on M = 1, 000 simulations.
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Figure S.17: Simulated Power of the Test, Well-Behaved Alternative, n = 1, 000
This figure plots the simulated test power against the simulated size for nominal significance levels α ∈ [0, 1].
The left panel uses power series. The right panel uses splines. The upper panel uses the ξ test statistic from
Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The solid red line corresponds to the test with an = 4 series terms in univariate series expansions. The dashed
blue line corresponds to the test with an = 6 series terms in univariate series expansions. The dash-dotted
magenta line corresponds to the test with an = 8 series terms in univariate series expansions. This plot uses
the well-behaved alternative from the main text. The results are based on M = 1, 000 simulations.
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Figure S.18: Simulated Power of the Test, Discontinuous Alternative, n = 250
This figure plots the simulated test power against the simulated size for nominal significance levels α ∈ [0, 1]
when the alternative is discontinuous. The left panel uses power series. The right panel uses splines. The
upper panel uses the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from
Equation 3.9.
The solid red line corresponds to the test with an = 4 series terms in univariate series expansions. The dashed
blue line corresponds to the test with an = 6 series terms in univariate series expansions. The dash-dotted
magenta line corresponds to the test with an = 8 series terms in univariate series expansions. This plot uses
the well-behaved alternative from the main text. The results are based on M = 1, 000 simulations.
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Figure S.19: Simulated Power of the Test, Discontinuous Alternative, n = 1, 000
This figure plots the simulated test power against the simulated size for nominal significance levels α ∈ [0, 1]
when the alternative is discontinuous. The solid red line corresponds to the test with an = 4 series terms
in univariate series expansions. The dashed blue line corresponds to the test with an = 6 series terms in
univariate series expansions. The left panel uses power series. The right panel uses splines. The upper panel
uses the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The dash-dotted magenta line corresponds to the test with an = 8 series terms in univariate series expansions.
This plot uses the well-behaved alternative from the main text. The results are based on M = 1, 000
simulations.
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Figure S.20: Simulated Power of the Test, Nonsmooth Alternative, n = 250
This figure plots the simulated test power against the simulated size for nominal significance levels α ∈ [0, 1]
when the alternative is nonsmooth. The left panel uses power series. The right panel uses splines. The upper
panel uses the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The solid red line corresponds to the test with an = 4 series terms in univariate series expansions. The dashed
blue line corresponds to the test with an = 6 series terms in univariate series expansions. The dash-dotted
magenta line corresponds to the test with an = 8 series terms in univariate series expansions. This plot uses
the well-behaved alternative from the main text. The results are based on M = 1, 000 simulations.
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Figure S.21: Simulated Power of the Test, Nonsmooth Alternative, n = 1, 000
This figure plots the simulated test power against the simulated size for nominal significance levels α ∈ [0, 1]
when the alternative is nonsmooth. The solid red line corresponds to the test with an = 4 series terms
in univariate series expansions. The dashed blue line corresponds to the test with an = 6 series terms in
univariate series expansions. The left panel uses power series. The right panel uses splines. The upper panel
uses the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The dash-dotted magenta line corresponds to the test with an = 8 series terms in univariate series expansions.
This plot uses the well-behaved alternative from the main text. The results are based on M = 1, 000
simulations.
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Figure S.22: Simulated Size of the Bonferroni Test, n = 250
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that the unrestricted alternative. The blue dashed line corresponds
to the test that uses the restricted alternative. The magenta dash-dotted line corresponds to the test that uses
both alternatives simultaneously and employs the Bonferroni correction. The results are based onM = 1, 000
simulations.
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Figure S.23: Simulated Size of the Bonferroni Test, n = 1, 000
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that the unrestricted alternative. The blue dashed line corresponds
to the test that uses the restricted alternative. The magenta dash-dotted line corresponds to the test that uses
both alternatives simultaneously and employs the Bonferroni correction. The results are based onM = 1, 000
simulations.
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Figure S.24: Simulated Power of the Bonferroni Test, n = 250
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that the unrestricted alternative. The blue dashed line corresponds
to the test that uses the restricted alternative. The magenta dash-dotted line corresponds to the test that uses
both alternatives simultaneously and employs the Bonferroni correction. The results are based onM = 1, 000
simulations.
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Figure S.25: Simulated Power of the Bonferroni Test, n = 1, 000
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an. The left panel uses power series. The right panel uses splines. The upper panel uses
the ξ test statistic from Equation 3.7. The lower panel uses the t test statistic from Equation 3.9.
The red solid line corresponds to the test that the unrestricted alternative. The blue dashed line corresponds
to the test that uses the restricted alternative. The magenta dash-dotted line corresponds to the test that uses
both alternatives simultaneously and employs the Bonferroni correction. The results are based onM = 1, 000
simulations.
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Figure S.26: Simulated Size of the Sun and Li Test
This figure plots the simulated size of the nominal 5% test from Sun and Li (2006) against the number of
series terms in univariate series expansions, an. The left panel uses power series. The right panel uses splines.
In the upper panel n = 250. In the lower panel n = 1, 000. The dashed blue line corresponds to the test
statistic in Equation A.1. The solid red line corresponds to the test statistic in Equation A.2 that involves
the degrees of freedom correction. The results are based on M = 1, 000 simulations.
Table S.4: Number of Series Terms
an a
2
n mn kn rn
4 16 5 16 11
5 25 6 25 19
6 36 7 27 20
7 49 8 29 21
8 64 9 40 31
9 81 10 53 43
The table shows how the number of parameters under the null mn, the total number of parameters kn, and
the number of restrictions rn change as a function of the number of parameters in univariate series expansion
an. As a baseline, I also include a2n, the total number of parameters if all interaction terms were included.
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Table S.5: Simulated Size of the Test, n = 250
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.059 0.054 0.052 0.049 0.045 -
t, power series 0.071 0.075 0.070 0.066 0.056 -
ξ, splines 0.059 0.059 0.052 0.056 0.047 -
t, splines 0.071 0.073 0.067 0.068 0.062 -
τn = kn
ξ, power series 0.009 0.004 0.005 0.002 0.002 -
t, power series 0.013 0.012 0.006 0.006 0.003 -
ξ, splines 0.009 0.008 0.002 0.002 0.001 -
t, splines 0.013 0.011 0.006 0.002 0.001 -
Wild Bootstrap, Rademacher
Power series 0.066 0.079 0.069 0.068 0.060 -
Splines 0.066 0.072 0.072 0.074 0.065 -
Wild Bootstrap, Mammen
Power series 0.060 0.065 0.063 0.060 0.043 -
Splines 0.060 0.060 0.064 0.063 0.054 -
The table reports the simulated size of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9. τn refers to the normalization of the test statistic. The results
are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
Table S.6: Simulated Size of the Test, n = 1, 000
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.124 0.045 0.045 0.041 0.044 0.045
t, power series 0.158 0.055 0.050 0.054 0.057 0.056
ξ, splines 0.124 0.040 0.039 0.040 0.048 0.042
t, splines 0.158 0.058 0.048 0.055 0.061 0.054
τn = kn
ξ, power series 0.021 0.007 0.004 0.003 0.005 0.007
t, power series 0.030 0.009 0.004 0.005 0.006 0.010
ξ, splines 0.021 0.006 0.007 0.007 0.004 0.004
t, splines 0.030 0.010 0.007 0.007 0.004 0.007
Wild Bootstrap, Rademacher
Power series 0.123 0.048 0.045 0.047 0.043 0.052
Splines 0.123 0.043 0.043 0.04 0.052 0.047
Wild Bootstrap, Mammen
Power series 0.121 0.044 0.041 0.044 0.042 0.042
Splines 0.121 0.037 0.037 0.035 0.047 0.049
The table reports the simulated size of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9. τn refers to the normalization of the test statistic. The results
are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
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Table S.7: Simulated Power of the Test, n = 250
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.362 0.246 0.239 0.235 0.169 -
t, power series 0.428 0.285 0.283 0.272 0.202 -
ξ, splines 0.362 0.256 0.243 0.224 0.183 -
t, splines 0.428 0.295 0.287 0.260 0.217 -
τn = kn
ξ, power series 0.106 0.055 0.045 0.031 0.017 -
t, power series 0.131 0.070 0.056 0.042 0.021 -
ξ, splines 0.106 0.060 0.044 0.036 0.012 -
t, splines 0.131 0.074 0.057 0.039 0.022 -
Wild Bootstrap, Rademacher
Power series 0.384 0.298 0.281 0.271 0.228 -
Splines 0.384 0.295 0.277 0.255 0.225 -
Wild Bootstrap, Mammen
Power series 0.365 0.276 0.257 0.241 0.178 -
Splines 0.365 0.256 0.241 0.227 0.184 -
The table reports the simulated power of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9. τn refers to the normalization of the test statistic. The results
are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
Table S.8: Simulated Power of the Test, n = 1, 000
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.974 0.923 0.906 0.903 0.843 0.745
t, power series 0.985 0.933 0.924 0.918 0.857 0.771
ξ, splines 0.974 0.926 0.911 0.894 0.835 0.743
t, splines 0.985 0.940 0.928 0.911 0.860 0.764
τn = kn
ξ, power series 0.890 0.735 0.700 0.646 0.532 0.419
t, power series 0.912 0.762 0.730 0.681 0.563 0.442
ξ, splines 0.890 0.752 0.702 0.647 0.511 0.409
t, splines 0.912 0.774 0.728 0.674 0.541 0.439
Wild Bootstrap, Rademacher
Power series 0.982 0.921 0.915 0.898 0.845 0.779
Splines 0.982 0.918 0.913 0.895 0.829 0.738
Wild Bootstrap, Mammen
Power series 0.973 0.921 0.906 0.897 0.840 0.761
Splines 0.973 0.915 0.907 0.896 0.832 0.720
The table reports the simulated power of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9. τn refers to the normalization of the test statistic. The results
are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
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Table S.9: Simulated Power of the Test with an Orthogonal Alternative, n = 250
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.050 0.041 0.051 0.347 0.237 -
t, power series 0.066 0.052 0.055 0.391 0.278 -
ξ, splines 0.050 0.054 0.056 0.095 0.193 -
t, splines 0.066 0.073 0.069 0.118 0.213 -
τn = kn
ξ, power series 0.008 0.003 0.001 0.064 0.034 -
t, power series 0.009 0.005 0.004 0.079 0.043 -
ξ, splines 0.008 0.006 0.007 0.008 0.014 -
t, splines 0.009 0.006 0.010 0.011 0.021 -
The table reports the simulated power of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9 when the alternative is orthogonal to the first few power series
terms. τn refers to the normalization of the test statistic. The results are based on M = 1, 000 simulations.
Table S.10: Simulated Power of the Test with an Orthogonal Alternative, n = 1, 000
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.105 0.031 0.035 0.996 0.987 0.949
t, power series 0.126 0.041 0.047 0.999 0.988 0.957
ξ, splines 0.105 0.073 0.08 0.31 0.912 0.915
t, splines 0.126 0.094 0.102 0.359 0.928 0.928
τn = kn
ξ, power series 0.017 0.004 0.003 0.932 0.86 0.758
t, power series 0.021 0.005 0.005 0.945 0.875 0.788
ξ, splines 0.017 0.011 0.011 0.061 0.646 0.688
t, splines 0.021 0.016 0.015 0.074 0.687 0.712
The table reports the simulated power of the tests based on the test statistics ξ from Equation 3.7 and the
normalized test statistic t from Equation 3.9 when the alternative is orthogonal to the first few power series
terms. τn refers to the normalization of the test statistic. The results are based on M = 1, 000 simulations.
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Table S.11: Simulated Size of the Test, Heteroskedastic Errors, n = 250
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.045 0.024 0.028 0.017 0.014 -
t, power series 0.060 0.038 0.034 0.019 0.021 -
ξ, splines 0.045 0.024 0.025 0.020 0.018 -
t, splines 0.060 0.038 0.035 0.029 0.022 -
Infeasible Statistic, τn = rn
ξ, power series 0.070 0.054 0.051 0.052 0.051 -
t, power series 0.089 0.065 0.064 0.062 0.060 -
ξ, splines 0.070 0.046 0.053 0.048 0.050 -
t, splines 0.089 0.065 0.070 0.062 0.061 -
Wild Bootstrap, Rademacher
Power series 0.068 0.049 0.050 0.053 0.055 -
Splines 0.068 0.055 0.056 0.061 0.050 -
Wild Bootstrap, Mammen
Power series 0.065 0.049 0.053 0.045 0.052 -
Splines 0.065 0.058 0.054 0.064 0.054 -
The table reports the simulated size of the tests based on the test statistics ξHC from Equation 3.7 and the
normalized test statistic tHC from Equation 3.9. τn refers to the normalization of the test statistic. The
results are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
Table S.12: Simulated Size of the Test, Heteroskedastic Errors, n = 1, 000
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.088 0.047 0.040 0.036 0.034 0.034
t, power series 0.102 0.059 0.058 0.047 0.045 0.039
ξ, splines 0.088 0.052 0.048 0.042 0.044 0.037
t, splines 0.102 0.062 0.063 0.055 0.046 0.042
Infeasible Statistic, τn = rn
ξ, power series 0.102 0.067 0.062 0.050 0.046 0.051
t, power series 0.116 0.081 0.074 0.066 0.057 0.066
ξ, splines 0.102 0.054 0.052 0.055 0.054 0.049
t, splines 0.116 0.065 0.064 0.066 0.060 0.059
Wild Bootstrap, Rademacher
Power series 0.092 0.059 0.049 0.049 0.046 0.049
Splines 0.092 0.059 0.055 0.052 0.051 0.038
Wild Bootstrap, Mammen
Power series 0.098 0.058 0.050 0.048 0.046 0.055
Splines 0.098 0.061 0.060 0.060 0.053 0.045
The table reports the simulated size of the tests based on the test statistics ξHC from Equation 3.7 and the
normalized test statistic tHC from Equation 3.9. τn refers to the normalization of the test statistic. The
results are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
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Table S.13: Simulated Power of the Test, Heteroskedastic Errors, n = 250
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.288 0.158 0.142 0.072 0.062 -
t, power series 0.337 0.191 0.182 0.092 0.086 -
ξ, splines 0.288 0.150 0.140 0.074 0.072 -
t, splines 0.337 0.183 0.176 0.092 0.091 -
Infeasible Statistic, τn = rn
ξ, power series 0.364 0.293 0.268 0.209 0.205 -
t, power series 0.414 0.331 0.307 0.243 0.240 -
ξ, splines 0.364 0.276 0.263 0.216 0.209 -
t, splines 0.414 0.309 0.301 0.237 0.248 -
Wild Bootstrap, Rademacher
Power series 0.331 0.232 0.226 0.169 0.159 -
Splines 0.331 0.224 0.225 0.152 0.154 -
Wild Bootstrap, Mammen
Power series 0.346 0.228 0.230 0.162 0.146 -
Splines 0.346 0.227 0.220 0.146 0.140 -
The table reports the simulated power of the tests based on the test statistics ξHC from Equation 3.8 and
the normalized test statistic tHC from Equation 3.9. τn refers to the normalization of the test statistic. The
results are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
Table S.14: Simulated Power of the Test, Heteroskedastic Errors, n = 1, 000
an (rn) 4 (11) 5 (19) 6 (20) 7 (21) 8 (31) 9 (43)
τn = rn
ξ, power series 0.980 0.927 0.920 0.838 0.830 0.730
t, power series 0.982 0.952 0.936 0.863 0.859 0.761
ξ, splines 0.980 0.928 0.915 0.826 0.810 0.668
t, splines 0.982 0.939 0.932 0.853 0.829 0.703
Infeasible Statistic, τn = rn
ξ, power series 0.980 0.943 0.937 0.878 0.876 0.806
t, power series 0.985 0.958 0.948 0.903 0.898 0.828
ξ, splines 0.980 0.943 0.932 0.877 0.869 0.775
t, splines 0.985 0.955 0.947 0.895 0.885 0.796
Wild Bootstrap, Rademacher
Power series 0.978 0.942 0.927 0.868 0.856 0.788
Splines 0.978 0.933 0.926 0.848 0.839 0.711
Wild Bootstrap, Mammen
Power series 0.981 0.951 0.933 0.872 0.860 0.789
Splines 0.981 0.938 0.927 0.856 0.838 0.717
The table reports the simulated power of the tests based on the test statistics ξHC from Equation 3.8 and
the normalized test statistic tHC from Equation 3.9. τn refers to the normalization of the test statistic. The
results are based on M = 1, 000 simulations and B = 399 bootstrap iterations.
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Appendix S.B Proofs
Appendix S.B.1 Proof of Theorem S.1
Under local alternatives, the seimaparametric residuals ε˜ have the following form:
ε˜ = Y −Wβ˜1 = MWY = MW (Wβ∗1 +R∗ + r1/4n /n1/2d+ ε) = MW (R∗ + ε+ r1/4n /n1/2d)
The test statistic becomes
ξ − rn√
2rn
=
ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜− rn√
2rn
=
(ε+R∗ + r1/4n /n1/2d)′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′(ε+R∗ + r
1/4
n /n1/2d)− rn√
2rn
=
n−1(ε+R∗ + r1/4n /n1/2d)′T˜ Ω˜−1T˜ ′(ε+R∗ + r
1/4
n /n1/2d)− rn√
2rn
The remainder of the proof consists of several steps.
Step 1. Decompose the test statistic and bound the remainder terms.
n−1(ε+R∗ + r1/4n /n
1/2d)′T˜ Ω˜−1T˜ ′(ε+R∗ + r1/4n /n
1/2d) = n−1ε′T˜ Ω˜−1T˜ ′ε
+ 2n−1R∗′T˜ Ω˜−1T˜ ′ε+ 2n−1(r1/4n /n
1/2)R∗′T˜ Ω˜−1T˜ ′d+ 2n−1(r1/4n /n
1/2)ε′T˜ Ω˜−1T˜ ′d
+ n−1R∗′T˜ Ω˜−1T˜ ′R∗ + n−1(r1/2n /n)d
′T˜ Ω˜−1T˜ ′d
Similarly to the proof of Theorem 1,
n−1R∗′T˜ Ω˜−1T˜ ′R∗ = Op(nm−2αn )
and
nR∗′T˜ Ω˜−1T˜ ′ε = Op(n1/2m−αn )
By Lemma A.4 all eigenvalues of T˜ ′T˜ /n converge to one. Because T˜ ′T˜ /n and T˜ T˜ ′/n have
the same nonzero eigenvalues and , λmax(T˜ T˜ ′/n) converges in probability to 1.
Thus, as for the fourth term,∣∣∣(r1/4n /n1/2)d′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε∣∣∣ ≤ (r1/4n /n1/2)∣∣∣Cλmax(T˜ T˜ ′/n)d′ε∣∣∣
≤ (r1/4n /n1/2)
∣∣∣Cd′ε∣∣∣ = (r1/4n /n1/2)Op(n1/2) = Op(r1/4n )
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As for the fifth term,∣∣∣(r1/4n /n1/2)d′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′R∣∣∣ ≤ (r1/4n /n1/2)∣∣∣Cλmax(T˜ T˜ ′/n)d′R∣∣∣ ≤ (r1/4n /n1/2)∣∣∣Cd′R∣∣∣
By the Cauchy-Schwartz inequality,
∣∣∣(r1/4n /n1/2)d′R∣∣∣ ≤ (r1/4n n1/2)
√√√√(∑
i
R2i /n
)(∑
i
d2i /n
)
= (r1/4n n
1/2)
√
Op(m−2αn )E[d
2
i ](1 + op(1)) = Op(r
1/4
n m
−α
n n
1/2)
As for the last term,
(r1/2n /n)d
′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′d = (r1/2n /n)d
′T (σ˜2T˜ ′T˜ )−1T ′d
+ (r1/2n /n)d
′PWT (σ˜2T˜ ′T˜ )−1T ′PWd− 2(r1/2n /n)d′PWT (σ˜2T˜ ′T˜ )−1T ′d
Step 1. Further decompose the last term.
Using Assumption S.1,∥∥∥(r1/2n /n)d′PWT (σ˜2T˜ ′T˜ )−1T ′PWd∥∥∥ = (r1/2n /n)∥∥∥d′W (W ′W )−1W ′T (σ˜2T˜ ′T˜ )−1T ′W (W ′W )−1W ′d∥∥∥
= r1/2n
∥∥∥(d′W/n)(W ′W/n)−1(W ′T/n)(σ˜2T˜ ′T˜ /n)−1(T ′W/n)(W ′W/n)−1(W ′d/n)∥∥∥
≤ Cr1/2n
∥∥∥(d′W/n)(W ′T/n)(T ′W/n)(W ′d/n)∥∥∥
≤ Cr1/2n
∥∥∥(d′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′W/n)∥∥∥ ∥∥∥(W ′d/n)∥∥∥
= r1/2n Op(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(ζ(kn)
√
kn/n)Op(
√
mn/n) = Op(ζ(kn)
2r1/2n mnkn/n
2)
Next,∥∥∥(r1/2n /n)d′PWT (σ˜2T˜ ′T˜ )−1T ′d∥∥∥ = (r1/2n /n)∥∥∥d′W (W ′W )−1W ′T (σ˜2T˜ ′T˜ )−1T ′d∥∥∥
= r1/2n
∥∥∥(d′W/n)(W ′W/n)−1(W ′T/n)(σ˜2T˜ ′T˜ /n)−1(T ′d/n)∥∥∥
≤ Cr1/2n
∥∥∥(d′W/n)(W ′T/n)(T ′d/n)∥∥∥ ≤ Cr1/2n ∥∥∥(d′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′d/n)∥∥∥
Note that d can be written as d = Tpi+Rd, where Rd satisfies Assumption S.2. Thus, by
the triangle inequality,∥∥∥(T ′d/n)∥∥∥ = ∥∥∥T ′Tpi/n+ T ′Rd/n∥∥∥ ≤ ∥∥∥T ′Tpi/n∥∥∥+ ∥∥∥T ′Rd/n∥∥∥
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Next,
∥∥∥T ′Rd/n∥∥∥ = ∥∥∥ n∑
i=1
TiRdi/n
∥∥∥ =
 rn∑
j=1
n−2
(
n∑
i=1
TjiRdi
)21/2 ≤ [ rn∑
j=1
(
n−1
n∑
i=1
T 2ji
)(
n−1
n∑
i=1
R2di
)]1/2
≤
[
rn∑
j=1
(1 + op(1))Op(r
−2α
n )
]1/2
= Op
(
r
1−2α
2
n
)
,
where the last inequality follows from E[T 2ji] = 1 and n−1
∑n
i=1 T
2
ji
p→ 1
Note that ‖T ′T/n−Irn‖ = Op(ζ(rn)
√
rn/n) and, as long as the elements of pi are bounded,
||pi|| = O(rn).Thus, by the triangle inequality,∥∥∥(T ′T/n)pi∥∥∥ = ∥∥∥Irnpi + (T ′T/n− Irn)pi∥∥∥ ≤ ∥∥∥pi∥∥∥+ ∥∥∥(T ′T/n− Irn)pi∥∥∥
≤
∥∥∥pi∥∥∥+ ∥∥∥T ′T/n− Irn∥∥∥ ∥∥∥pi∥∥∥ = Op(rn) +Op(ζ(rn)rn√rn/n)
Combining the results, ∥∥∥(T ′d/n)∥∥∥ = Op(rn)
Thus,∥∥∥(r1/2n /n)d′PWT (σ˜2T˜ ′T˜ )−1T ′d∥∥∥ ≤ Cr1/2n ∥∥∥(d′W/n)∥∥∥ ∥∥∥(W ′T/n)∥∥∥ ∥∥∥(T ′d/n)∥∥∥
= r1/2n Op(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(rn) = Op(m
1/2
n k
1/2
n ζ(kn)r
3/2
n /n)
Hence,
n−1(ε+R∗ + r1/4n /n
1/2d)′T˜ Ω˜−1T˜ ′(ε+R∗ + r1/4n /n
1/2d) = n−1ε′T˜ Ω˜−1T˜ ′ε
+ (r1/2n /n)d
′T (σ˜2T˜ ′T˜ )−1T ′d+Op(nm−2αn ) +Op(n
1/2m−αn ) +Op(r
1/4
n )
+Op(r
1/4
n m
−α
n n
1/2) +Op(ζ(kn)
2r1/2n mnkn/n
2) +Op(m
1/2
n k
1/2
n ζ(kn)r
3/2
n /n)
= n−1ε′T˜ Ω˜−1T˜ ′ε+ (r1/2n /n)d
′T (σ˜2T˜ ′T˜ )−1T ′d+Op(nm−2αn ) + op(r
1/2
n )
Step 3. Deal with the leading local term.
Similarly to the proof of Theorem 1,∣∣∣∣∣r1/2n (n−1d′T )(n−1σ˜2T˜ ′T˜ )−1(n−1T ′d)√2rn − r
1/2
n (n−1d′T )(n−1σ˜2T ′T )−1(n−1T ′d)√
2rn
∣∣∣∣∣
≤
r
1/2
n ||(n−1σ˜2T ′T )−1n−1T ′d||2
(
||(n−1σ˜2T˜ ′T˜ )− (n−1σ˜2T ′T )||+ C||(n−1σ˜2T˜ ′T˜ )− (n−1σ˜2T ′T )||2
)
√
2rn
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=
r
1/2
n Op(rn/n)op(1/
√
rn)√
2rn
= op(r
1/2
n /n) = op(1)
Next,
(r1/2n /n)d
′T (T ′T )−1T ′d/σ˜2 = (r1/2n /n)(d
′T (T ′T )−1T ′)(T (T ′T )−1T ′d)/σ˜2 = (k1/2n /n)dˆ
′dˆ/σ˜2,
where dˆ = T (T ′T )−1T ′d are the fitted values from the nonparametric series regression of d
on T .
By Lemma S.1, (dˆ − d)′(dˆ − d) = Op (n(rn/n+ r−2αn )). Then, by the Cauchy-Schwartz
inequality and Lemma S.1,
∣∣∣d′(dˆ− d)∣∣∣ ≤ n
√√√√(∑
i
d2i /n
)(∑
i
(dˆi − di)2/n
)
= n
√
E[d2i ](1 + op(1))Op (n(rn/n+ r
−2α
n )) = Op
(
n(rn/n+ r
−2α
n )
1/2
)
Thus,
(r1/2n /n)d
′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′d = (r1/2n /n)d
′d/σ˜2 +Op
(
r1/2n (rn/n+ r
−2α
n )
1/2
)
= r1/2n E[d
2
i ](1 + op(1))/σ
2 +Op
(
r1/2n (rn/n+ r
−2α
n )
1/2
)
+ op(r
1/2
n )
where the last equality is due to the law of large numbers and σ˜2 = σ2 + op(1).
Combining the results,
ε˜′T˜ (σ˜2T˜ ′T˜ )−1T˜ ′ε˜ = n−1ε′T˜ Ω˜−1T˜ ′ε+ r1/2n E[d
2
i ]/σ
2 + op(rn)
Step 4. Deal with the leading term.
As in the proof of Theorem 1, but using Lemma S.2 instead of Lemma A.5, the leading
term converges in distribution to standard normal
n−1ε′T˜ Ω˜−1T˜ ′ε− rn√
2rn
d→ N(0, 1)
The result of the theorem follows immediately. 
Appendix S.B.2 Auxiliary Lemmas
The following lemma provides the convergence rates of series estimators of d0(x). These
estimators are infeasible, because in practice d0(x) is unknown, but these convergence rates
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will be used in my proofs.
Lemma S.1 (Li and Racine (2007), Theorem 15.1). Let di = d0(Xi), pˆi = (T ′T )−1T ′d,
dˆ(x) = T rn(x)′pˆi, and dˆi = dˆ(Xi). Under Assumptions 1, 3, and S.2, the following is true:
(a) supx∈X |dˆ(x)− d0(x)| = Op
(
ζ(rn)(
√
rn/n+ r
−αd
n )
)
(b) 1
n
∑n
i=1 (dˆi − di)2 = Op(rn/n+ r−2αdn )
(c)
∫
(d˜(x)− d0(x))2dF (x) = Op(rn/n+ r−2αdn )
Lemma S.2. Consider a sequence of local alternatives. Let Ω˜ = σ˜2T˜ ′T˜ /n, Ω˘ = σ˜2T ′T/n
Ω¯ = σ2T ′T/n, Ω = σ2E[TiT ′i ]. Suppose that Assumptions 2(ii), 3, and S.3 are satisfied.
Then
||Ω˜− Ω˘|| = Op(ζ(kn)2kn/n)
||Ω˘− Ω¯|| = Op(rnn−1/2)
||Ω¯− Ω|| = Op(ζ(rn)r1/2n /n1/2)
If Assumption 2(i) is also satisfied then 1/C ≤ λmin(Ω) ≤ λmax(Ω) ≤ C, and if ζ(kn)2kn/n→
0 and ζ(rn)r
1/2
n /n1/2 → 0, then w.p.a. 1, 1/C ≤ λmin(Ω˜) ≤ λmax(Ω˜) ≤ C and 1/C ≤
λmin(Ω¯) ≤ λmax(Ω¯) ≤ C.
Proof of Lemma S.2. It has been shown in the proof of Theorem 1 that ||T˜ ′T˜ /n−T ′T/n|| =
Op(ζ(kn)
2kn/n).
As long as σ˜2 p→ σ2, this implies ||Ω˜− Ω˘|| = Op(ζ(kn)2kn/n).
Under the local alternative,
ε˜ = ε+ (gn − f˜) = ε+ (f ∗n − f˜n) + (r1/4n /n1/2)d
Thus,
σ˜2 = ε˜′ε˜/n = ε′ε/n+ (f ∗n − f˜n)′(f ∗n − f˜n)/n+ (r1/2n /n)d′d/n
+ 2(f ∗n − f˜n)′ε/n+ 2(r1/4n /n1/2)(f ∗n − f˜n)′d/n+ 2(r1/4n /n1/2)d′ε/n
First, by Chebyshev’s inequality, n−1
∑
i (ε
2
i − σ2) = Op(n−1/2).
Second, similarly to the proof of Lemma A.5,
n−1
∑
i
εi(f
∗
ni − f˜ni) = Op
(
m1/2n (mn/n+m
−2α
n )
1/2/n1/2
)
,
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and
n−1
∑
i
(f ∗ni − f˜ni)2 = Op(mn/n+m−2αn )
Next, by the law of large numbers,
(r1/2n /n)d
′d/n = (r1/2n /n)E[d(Xi)
2](1 + op(1)) = Op(r
1/2
n /n)
In turn, ∣∣∣(r1/4n /n1/2)(f ∗n − f˜n)′d/n∣∣∣ = Op(r1/4n (mn/n+m−2αn )1/2/n1/2)
Finally,
(r1/4n /n
1/2)d′ε/n = (r1/4n /n
1/2)Op(n
−1/2) = Op(r1/4n /n)
Combining the results,
σ˜2 − σ2 = Op(n−1/2) +Op
(
m1/2n (mn/n+m
−2α
n )
1/2/n1/2
)
+Op(r
1/2
n /n) +Op(r
1/4
n (mn/n+m
−2α
n )
1/2/n1/2) = Op(n
−1/2)
Moreover, by Lemma A.1, E[||Ti||2] ≤ rn, which yields ||Ω˘− Ω¯|| = Op(rnn−1/2).
The remaining conclusions can be proved as in Lemma A.5. 
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