We propose several additional kinds of semi-limits and corresponding notions of semicontinuity of a set-valued map. They can be used additionally to known basic concepts of semicontinuity to have a clearer insight of local behaviors of maps. Then, we investigate semicontinuity properties of solution maps to a general parametric quasivariational inclusion, which is shown to include most of optimization-related problems. Consequences are derived for several particular problems. Our results are new or generalize/improve recent existing ones in the literature.
various semicontinuity properties of solution maps of a quasivariational inclusion problem. We choose to study this model since, though simple and relatively little mentioned in the literature, it is equivalent to other frequently discussed models, which englobe most of optimization-related problems.
Semicontinuity properties are among the most important topics in analysis and optimization. Let X and Y be topological spaces. For x ∈ X, let N (x) stand for the set of neighborhoods of x. The basic semicontinuity concepts for G : X → 2 Y are the following (see [1] [2] [3] Equivalently, G is isc atx if ∀x α →x, ∀ȳ ∈ G(x), ∃y α ∈ G(x α ), y α →ȳ. If G is both outer and inner semicontinuous atx, we say that G is Rockafellar-Wets continuous at this point. Close to outer and inner semicontinuity is the (Berge) upper and lower semicontinuity: G is called upper semicontinuous (usc) atx if for each open set U ⊃ G(x), there is N ∈ N (x) such that U ⊃ G(N); G is called lower semicontinuous (lsc) atx if for each open set U with U ∩ G(x) = ∅, there is N ∈ N (x) such that, for all x ∈ N, U ∩ G(x ) = ∅. If G is usc and lsc at the same time, we say that G is Berge continuous. Lower semicontinuity agrees with inner semicontinuity, but upper semicontinuity differs from outer semicontinuity, though close to each other (see [2] ). G is called closed atx if for each net (x α , y α ) ∈ grG := {(x, y) : z ∈ G(x)} with (x α , y α ) → (x,ȳ),ȳ must belong to G(x). We say that G satisfies a certain property in A ⊂ X if G satisfies it at every point of A. If A = X we omit "in X". Observe that G is closed if and only if its graph is closed.
In [4] [5] [6] several semicontinuity-related concepts were proposed. In [7] the inferior and superior open limits, respectively (resp, shortly), were proposed. Here, we use the following version of these definitions liminfo x→x G(x) := {y ∈ Y : ∃U ∈ N (x), ∃V ∈ N (y), ∀x ∈ U, V ⊂ G(x)}; limsupo x→x G(x) := {y ∈ Y : ∃V ∈ N (y), ∃x α →x, ∀α, V ⊂ G(x α )}.
Notice that, in [7] , inferior and superior open limits were defined as follows (we add "st." and "w." in the notations to avoid confusions and write only st.limsup, by similarity):
st.limsupo x→x G(x) := {y ∈ Y : ∃V ∈ N (y), ∃x α →x : x α =x, ∀α, V ⊂ G(x α )}.
However, as more frequently met in the literature, we allow x α to take the valuex in this paper.
Remark 1 Observe that the following relations hold:
limsupo x→x G(x) = st.limsupo x→x G(x) ∪ intG(x), liminfo x→x G(x) = w.liminfo x→x G(x) ∩ intG(x).
However, in the sequel, we will not use the semi-limits on the right-hand side of these relations. Here and later, intA, clA, and bdA stand for the interior, closure and boundary of A, resp.
A set-valued map G is called inner open (outer open) atx ∈ X (see [7] ) if liminfo x→x G(x) ⊃ G(x) (limsupo x→x G(x) ⊂ G(x), resp). These concepts help to link semicontinuities of G with its complement G c (G c (x) := Y \ G(x)) and to characterize a map by its graph as follows.
Proposition 1 ([7]) The following assertions hold. (i) G is outer open at λ 0 if and only if G c is inner semicontinuous at λ 0 . (ii) G is outer semicontinuous at λ 0 if and only if G c is inner open at λ 0 . (iii) G is outer semicontinuous and closed-valued (respectively, inner open and openvalued) on if and only if its graph is closed (respectively, open). (iv) If G is outer semicontinuous at λ 0 , then it is outer open there. (v) G is inner open at λ 0 , then it is inner semicontinuous there.
In Section 2, we go further in this direction by proposing other two kinds of semi-limits and corresponding semicontinuities to obtain a more detailed picture of local behaviors of a set-valued map. Sections 3 and 4 are devoted to discussing semicontinuity properties of solution maps of the following parametric quasivariational inclusion problem. Let X and be Hausdorff topological spaces, Z a topological vector space. Let K 1 , K 2 : X × → 2 X and F : X × X × → 2 Z . The problem under our investigation is of, for each λ ∈ , (QVIP λ ) : findingx ∈ K 1 (x, λ) such that, for each y ∈ K 2 (x, λ), 0 ∈ F (x, y, λ).
To motivate our choice of this model, we state the following other two general settings. Let P , Q : X × X × → 2 Z . In [8] [9] [10] and [11] , the following inclusion problem was investigated
Notice, as seen in [8] [9] [10] and [11] , that for the mentioned problems, but with other constraints or other types of the inclusions, analogous study methods can be applied.
Let R(x, y, λ) be a relation linking x, y ∈ X and λ ∈ . Note that R can be identified as the subset M := {(x, y, λ) ∈ X × X × : R(x, y, λ) holds} of the product space X × X × . In [7, 12, 13] (with different constraints), the following quasivariational relation problem was studied
As observed in the encountered references, (QVIP 1 λ ) and (QVRP λ ) contain most of optimization-related problems as special cases. Now we show the equivalence of them and our model (QVIP λ ) when X and are Hausdorff topological vector spaces. To convert (QVRP λ ) to a particular case of (QVIP λ ), we simply set Z := X × X × and F (x, y, λ) := (x, y, λ) − M. Then, R(x, y, λ) holds if and only if 0 ∈ F (x, y, λ). Next, (QVIP λ ) is clearly a case of (QVIP 1 λ ) with F (x, y, λ) ≡ Q(x, y, λ) and P (x, y, λ) ≡ {0}. Finally, to see that (QVIP 1 λ ) in turn is a case of (QVRP λ ), define that R(x, y, λ) holds if and only if P (x, y, λ) ⊂ Q(x, y, λ). In the sequel, let (QVIP) λ∈ stand for the family of (QVIP λ ) for all λ ∈ . Section 5 is devoted to applying the results of the preceding sections to some special cases. Here, we consider only several quasiequilibrium problems as illustrative examples. In particular, in Subsection 5.3 we investigate a very specific scalar equilibrium problem to see that Ekeland's variational principle can be applied to get good semicontinuity results, which cannot be derived from our results for (QVIP λ ).
About Semicontinuity of Set-Valued Maps
Throughout this section, let X and Y be topological spaces and G : X → 2 Y . We propose the following new definitions of semi-limits of set-valued maps
It is known that (Painlevé-Kuratowski) liminf and limsup of a map are always closed sets and that liminfo and limsupo of a map are always open. However, many examples in the remaining part of this section show that the above two new semi-limits may be neither open nor closed. The following relations ensure that the introduction of the two new semi-limits is helpful.
Proposition 2 For
Proof The relations (i), (ii), (iv) and (v) follow directly from definition. For (iii), let y ∈ liminf Proposition 3 The following assertions hold. Proof Assertions (i) and (ii) are derived from Proposition 2(i). Assertions (iii) and (iv) are consequences of Proposition 2(ii). Statements (vi) is obtained directly from Proposition 2(iii). For (v), suppose to the contrary the existence of y ∈ limsup * x→x G(x) and {x α } ⊂ X converging tox such that
Remark 2 We discuss the considered definitions of semicontinuity for the special case of g(.) being single-valued. All lower semicontinuity, upper semicontinuity, and continuity (in the sense of Berge) are equivalent and this is just the usual continuity of a single-valued map. But, continuity in the sense of Rockafellar-Wets is weaker. Simply think of the real function y = x −1 if x = 0 and y(0) = 0, which is both inner and outer semicontinuous at zero, but it has an infinite discontinuity jump at zero. All these four definitions of semicontinuity have been proved to be fundamental for set-valued maps. However, in some cases they are still not convenient in use. We explain this in simple examples.
Example 1 (with non-closed images, a "good" set-valued map may be nether usc nor osc) Let G : R → 2 R be defined by G(x) = (0, 2 x ) for x ∈ R. Then, at any point, G is neither usc nor osc, though its behavior is very good at all x ∈ R. In this case, G is outer open at each point.
Example 2 (with unbounded non-closed images, a "good" set-valued map may be nether usc nor osc) Let G : R → 2 R×R be defined by G(x) = {(y, xy) ∈ R 2 : y ∈ (0, +∞)} for x ∈ R. Then, G is neither usc nor osc at any point. But, G is both outer open and star-osc at each point. Observe that if G is osc atx, then G(x) must be closed, which may be violated even when G has a constant open value (see also Example 5).
Unlike in these two examples, outer openness seems not to describe well a behavior in the following.
Example 3 (with images having empty interior, a "bad" map may be outer open) Let G : R → 2 R×R be defined by G(x) = {(y, 1) ∈ R 2 : y ∈ R} for x = 0 and G(0) = {(y, 0) ∈ R 2 : y ∈ R}. Then, G is outer open at 0, but its behavior is "discontinuous" for our usual feeling. Observe that G is not star-osc at zero though this property is weaker than being osc.
To end this Remark 2, observe that from the definition and Proposition 3, any singlevalued map is outer open and never inner open. The star-outer semicontinuity and star-inner semicontinuity notions are also not significant in this case, since the former is relatively too weak (weaker than the usual continuity) and the latter is too strong. Namely, a (single-valued) map, which is star-inner semicontinuous at a point, must be locally constant around it. Hence, these four notions are designed specially to insight local behaviors of setvalued maps. Observe further that a complete "symmetry" of liminf * and limsup * given in Proposition 2(iii) does not have counterparts neither for liminf and limsup, nor for liminfo and limsupo.
Now we show that all the non-mentioned reverse implications in the assertions (i)-(v) of Proposition 3 do not hold in general indeed.
Example 4 (for (i) and (iv), star-outer semicontinuity not outer semicontinuity, and starinner semicontinuity not inner openness) Let G(x) ≡ (−1, 0] for x ∈ R. Then, G is star-outer semicontinuous at 0, since limsupo *
. Hence, at 0, G is outer open but not star-outer semicontinuous.
Example 6 (for (iii) and (v), inner semicontinuity not star-inner semicontinuity, and starouter semicontinuity not upper semicontinuity) Let G(x) = {(y, xy) ∈ R 2 : y ∈ R} for all x ∈ R. Then, G is inner semicontinuous at 0 as liminf x→0 G(x) = {(y, 0) :
Next, we propose notions which are closely related to star-inner semicontinuity and starouter semicontinuity. In fact they are developments of Definition 2.1 of [14] , Definition 2.2 of [4] , and Definition 2.2 of [5] to more general settings. These notions will be used in the subsequent sections for studying semicontinuity properties of solution maps of our variational problems.
Definition 2 Let
(i) G is said to have the θ -inclusion property atx if, for any x α →x,
(ii) G is said to have the θ -inclusion complement property at x 0 if, for any x α →x,
To compare these properties with the corresponding definitions in [4] and [14] , let Y be a topological vector space, C, U ⊂ Y with nonempty interior, C being closed, and H : X → 2 Y . Then, one can verify the following relations.
• For G = H − (Y \ −intC), G c has the 0-inclusion property (or G has the 0-inclusion complement property) atx if and only if H has the C-inclusion property atx (by Definition 2.1 of [14] ). While, setting G = H + intC, G has the 0-inclusion property (or G c has the 0-inclusion complement property) atx if and only if H has the strict C-inclusion property atx (by the mentioned definition).
• With G = H − intU , G c has the 0-inclusion property (or G has the 0-inclusion complement property) atx if and only if H is U -lsc atx (defined in [4] ). While, setting
, G has the 0-inclusion property (or G c has the 0-inclusion complement property) atx if and only if H is U -usc atx (defined in [4] ).
About these inclusion properties, we have the following statement.
Proposition 4 (i) G has the θ -inclusion property atx if and only if G c has the
θ -inclusion complement property atx. (ii) The set {x ∈ X : θ ∈ G(x)} is closed if and only if G has the θ -inclusion property. (iii) The set {x ∈ X : θ ∈ G(x
)} is closed if and only if G has the θ -inclusion complement property. (iv) G is star-outer semicontinuous atx if and only if G has the θ -inclusion property at
x for every θ .
(v) G is star-inner semicontinuous atx if and only if G has the θ -inclusion complement
property atx for every θ .
Proof
, G is star-outer semicontinuous atx. (v) is obvious from (vi) of Proposition 3, and (i),(iv), since one has the equivalent relations: G is star-inner semicontinuous atx ⇐⇒ G c is starouter semicontinuous atx ⇐⇒ G c has the θ -inclusion property atx for every θ ⇐⇒ G has the θ -inclusion complement property atx for every θ .
The rest of this section is devoted to calculus rules of semi-limits and semicontinuity for intersections and unions of maps.
Proposition 5 For F, G : X → 2 Y , the following containments and inclusions hold for being any of 'sup', 'sup
for being 'sup', 'supo', 'inf', or 'info' and the equality for the inferior open limit are clear (cf. Lemma 2.4 [7] ). The proof of the inclusion
is direct by checking the definition. For showing the equality
, first let y belong to the left-hand side, i.e., there exists a neighborhood U ofx such that
for all x ∈ U . Thus, y belongs to the right-hand side. Let y now be in the right-hand side. There are two neighborhoods U 1 and U 2 ofx such that
Thus, y belongs to the left-hand side.
Passing to the inclusion
let y be in the left-hand side. For any net
Without loss of generality we may assume that (x α , y α ) ∈ U × V for all α. This implies that y α ∈ F (x α ) ∩ G(x α ) and converging to y. Thus, y belongs to the right-hand side.
(ii) The containment
for being 'sup', 'supo', 'inf', or 'info', and the equality for the outer limit are easy to check (cf. Lemma 2.4 [7] ). Let us prove the equality
, there exists a net {x α } converging tox such that y ∈ F (x α ) for all α. Hence, y ∈ (F ∪ G)(x α ) for all α. Thus, y belongs to the left-hand side. The case
Finally, we check the inclusion
If y lies in the left-hand side, there exist V ∈ N (y) and a net {x α } converging tox such that V ⊂ F (x α ) ∪ G(x α ) for all α. If y belongs to limsup x→x G(x), then we are done.
If not, in view of Lemma 2.1(3) of [7] , y belongs to liminfo x→x G c (x), which means that there are neighborhoods W of y and U ofx such that
The following three examples explain the limitations of several inclusions/equalities in Proposition 5.
Example 7 (the equality in Proposition 5(i) fails for being 'sup * '). Let F, G : R → 2 R be defined by
Example 8 (the equality in Proposition 5(ii) fails for being 'inf * '). Let F, G : R → 2 R be defined by
Example 9 Related to Proposition 5(i), we show a case where
We have
, the mentioned inclusion does not holds for being 'inf * ' or 'inf' in this case.
Example 10 Related to Proposition 5(ii), we show a case where
for being 'limsupo' or 'limsup * '.
The following statement follows from Proposition 5(i).
Proposition 6
The following assertions hold. Example 11 (Proposition 6(ii) is no longer true if the inner openness of G is replaced by star-inner semicontinuity or inner semicontinuity). Let F, G : R → 2 R be defined by
Observe that G is both star-inner semicontinuous and inner continuous at 0 (since liminf *
From Proposition 5(ii), we easily obtain the following statement.
Proposition 7
The following assertions hold. Example 12 (the outer openness in Proposition 7(ii) does not hold if the outer semicontinuity of G is replaced by star-outer semicontinuity or outer openness). Let F, G : R → 2 R be defined by G(x) = (0, 1) for x ∈ R and F is inner semicontinuous atx and if liminfo x→x G(x) ⊃ G(x) ∩ F (x) , then F ∩ G is inner semicontinuous atx.
Proof (i) By Proposition 5(i), we have
where the second inclusion is due to the outer semicontinuity of F and the last one follows from the hypothesis on G. The proof for the star-outer semicontinuity and outer openness is similar.
(ii) Also from Proposition 5(i), we have
, where the second containment is obtained from the star-inner semicontinuity of F and the last one follows from the hypothesis on G. The proof for the inner openness is similar. (iii) Proposition 5(i) implies also that
where the second containment is obtained from the inner semicontinuity of F and the last one from the hypothesis on G.
Example 13 Proposition 6(iii) is no longer true if the inclusion liminfo
Then, it is easy to see that F is inner semicontinuous at 0 but F ∩ G is not, since
Upper Semicontinuity Properties of Solution Maps
For λ ∈ we denote the set of solutions of (QVIP λ ) by S(λ). Let E(λ) := {x ∈ X : x ∈ K 1 (x, λ)}. Throughout the paper assume that S(λ) = ∅ and E(λ) = ∅ for all mentioned λ in a neighborhood ofλ ∈ . In this section, we investigate sufficient conditions for S(·) to satisfy various upper semicontinuity properties.
Theorem 1 Impose for
(QVIP) λ∈ that (i) K 2 (x, .) is lsc atλ for all x ∈ E(λ); (ii) F (x, ., .) has the 0-inclusion property in K 2 (E(λ),λ) × {λ} for all x ∈ E(λ).
If E is outer open or star-outer semicontinuous atλ, then so is S.
Proof By the similarity, we consider only the case of star-outer semicontinuity. Let x ∈ limsup * λ→λ S(λ). There is {λ α } ⊂ converging toλ such that x ∈ S(λ α ) for all α. As x ∈ E(λ α ), the star-outer semicontinuity of E implies that x ∈ E(λ). We claim that x ∈ S(λ). Indeed, for y ∈ K 2 (x,λ), the lower semicontinuity of K 2 (x, .) atλ yields y α ∈ K 2 (x, λ α ) such that y α → y. Since 0 ∈ F (x, y α , λ α ), it follows from (ii) that 0 ∈ F (x, y,λ).
Theorem 2 If E is outer semicontinuous atλ, so is S, provided that
Proof Let x ∈ lim sup λ→λ S(λ). There are nets {λ α } converging toλ and {x α } converging to x with x α ∈ S(λ α ). By the outer semicontinuity of E, x ∈ E(λ). To see that x ∈ S(λ), let y ∈ K 2 (x,λ). The lower semicontinuity of K 2 in E(λ) × {λ} implies the existence of y α ∈ K 2 (x α , λ α ) with y α → y. Because 0 ∈ F (x α , y α , λ α ), (ii) implies that x ∈ S(λ).
Theorem 3 The solution map S of (QVIP) λ∈ is both usc and closed atλ, if (i) K 2 is lsc in E(λ) × {λ}; (ii) F has the 0-inclusion property in E(λ) × K 2 (E(λ),λ) × {λ}; (iii) E is usc atλ and E(λ) is compact.
Proof Suppose there is an open set U ⊃ S(λ) such that ∀λ α →λ, ∃x α ∈ S(λ α ), ∀α, x α ∈ U . By the upper semicontinuity of E and the compactness of E(λ), one can assume that x α → x ∈ E(λ). We claim that x ∈ S(λ). Indeed, for y ∈ K 2 (x,λ), the lower semicontinuity of K 2 in E(λ) × {λ} yields y α ∈ K 2 (x α , λ α ) with y α → y. Since 0 ∈ F (x α , y α , λ α ), (ii) gives that x ∈ S(λ) ⊂ U , which is a contradiction, since x α ∈ U , for all α. Now let (λ α , x α ) → (λ, x) with x α ∈ S(λ α ). Arguing similarly as above, we see that x ∈ S(λ).
Remark 3 Assumption (iii) in Theorem 3 can be replaced by the condition (directly in terms of the problem data) that X is compact, K 1 is usc and closed-valued in X × {λ}. Indeed, let x α ∈ E(λ α ) and λ α →λ. We need in the proof of Theorem 3 that x α → x for some x ∈ E(λ). Suppose x α → x ∈ K 1 (x,λ). Because K 1 (x,λ) is closed, there are neighborhoods N of x and V of K 1 (x,λ) such that N ∩ V = ∅. Since K 1 is usc at (x,λ), without loss of generality we may assume that K 1 (x α , λ α ) ⊂ V for each α. Then, we have x α ∈ K 1 (x α , λ α ) ⊂ V and hence x α ∈ N for each α, contradicting the convergence
The outer openness (resp, start-outer semicontinuity, outer semicontinuity) assumption of the mapping E in Theorems 1 and 2 can be replaced by the condition that the mapping K 1 is outer open (resp, start-outer semicontinuous, outer semicontinuous) in X × {λ}. By the similarity, we check only the outer openness. Indeed, letx ∈ limsupo λ→λ E(λ). Then, x ∈ limsupo (x,λ)→(x,λ )K 1 (x, λ) . Since the outer openness of K 1 implies thatx ∈ K 1 (x,λ), i.e.,x ∈ E(λ).
The following example indicates that the assumptions on outer semicontinuity of the mapping E in Theorems 4 and 5may be satisfied even when neither outer continuity nor another upper semicontinuity of the mapping K 1 is fulfilled.
Example 14 Let
and
otherwise. The following example shows that assumption (ii) in Theorems 1-3 may be satisfied even when neither outer continuity nor other upper semicontinuity of F is fulfilled. The following three examples illustrate Theorems 1 and 3.
Direct computations yield E(λ) = (−∞, +∞) for all

Example 15 Let
X = Z = R, = [0, 1], K 1 (x, λ) ≡ K 2 (x, λ) ≡ [0, 1],λ = 0,
Example 16 Let
We have E(λ) 
otherwise.
Since E(λ) = {(t, λt) : t > 0} for λ ∈ [0, 1], E is star-outer semicontinuous (but neither outer semicontinuous nor usc) at 0. It is not hard to see that all the assumptions in Theorem 1 are satisfied and, according to this statement, S is star-outer semicontinuous at 0 (in fact S(λ) = {(t, λt) : t > 0} for λ ∈ [0, 1]). Evidently in this case, S is neither outer semicontinuous nor usc at 0.
Then, E is outer semicontinuous (but not usc) at 0, since E(λ) = {(t, λt) : t ∈ R} for λ ∈ [0, 1]. It is not hard to see that all the assumptions in Theorem 2 are satisfied and, accordingly, S is outer semicontinuous at 0 (in fact S(λ) = {(t, λt) : t ∈ R} for λ ∈ [0, 1]). Evidently in this case, S is not usc at 0.
Lower Semicontinuity Properties of Solution Maps Theorem For (QVIP) λ∈ , if E is inner open or lsc atλ, then so is S, provided that (i) K 2 is usc and compact-valued in E(λ) × {λ}; (ii) F has the 0-inclusion complement property in
Proof By the similarity, we check only the inner openness. Suppose to the contrary there exists x ∈ S(λ) such that x ∈ liminfo λ→λ S(λ). As x ∈ E(λ), by the inner openness of E, one has x ∈ liminfo λ→λ E(λ).
Therefore, there exist a net λ α converging toλ and a net x α ∈ S c (λ α ) converging x. We can assume that (λ α , x α ) ∈ U ×V for all α, and hence x α ∈ E(λ α ). Then, there is y α ∈ K 2 (x α , λ α ) such that 0 ∈ F (x α , y α , λ α ). As K 2 is usc at (x,λ) and K 2 (x,λ) is compact, one finds y ∈ K 2 (x,λ) such that y α → y (taking a subnet). As x ∈ S(λ), we have 0 ∈ F (x, y,λ). Assumption (ii) implies the existence ofᾱ such that 0 ∈ F (xᾱ, yᾱ, λᾱ), a contradiction.
Theorem 5 The star-inner semicontinuity of E atλ implies the same property for S, if
(i) K 2 (x,
.) is usc atλ and K 2 (x,λ) is compact for all x ∈ E(λ); (ii) F (x, ., .) has the 0-inclusion complement property in K 2 (E(λ),λ) × {λ} for all x ∈ E(λ).
Proof Suppose to the contrary the existence of x ∈ S(λ) such that x ∈ liminf * λ→λ S(λ). Then, there exists λ α convergingλ such that x ∈ S(λ α ) for all α. The star-inner semicontinuity of E implies that x ∈ liminf * λ→λ E(λ). Hence, there exists a neighborhood U ofλ such that x ∈ K 1 (x, λ) for all λ ∈ U . Assuming that λ α ∈ U for all α, one has x ∈ K 1 (x, λ α ) and x ∈ S(λ α ) for all α. Therefore, there exists y α ∈ K 2 (x, λ α ) with 0 ∈ F (x, y α , λ α ). Since K 2 (x, .) is usc atλ and K 2 (x,λ) is compact, one has y ∈ K 2 (x,λ) such that y α → y (taking a subnet if necessary). As x ∈ S(λ), we have 0 ∈ F (x, y,λ). Assumption (ii) yields someᾱ such that 0 ∈ F (x, yᾱ, λᾱ), a contradiction.
The following example indicates that assumption (ii) and the assumption on inner openness and inner semicontinuity of the mapping E in Theorems 4 and 5 may be satisfied even when many properties related to inner semicontinuity of K 1 and F are not fulfilled.
otherwise. The following example ensures us that the inner semicontinuity assumption on the mapping E in Theorems 4 and 5 is essential.
Direct computations yield E(λ)
=
Example 20 Let
Then, it is easy to verify that (i), (ii) of Theorems 4 and 5 are satisfied. But, S(0) = (−∞, +∞) and S(λ) = {0} for all λ ∈ (0, 1], and thus S is neither inner open, nor starinner semicontinuous, nor lsc at 0. The cause is that the assumed inner semicontinuity of the mapping E is violated (in fact E(0) = (−∞, +∞) and E(λ) = {0} for all λ ∈ (0, 1]). By direct checking, we see that K 1 is star-inner continuous and lsc in in X × .
To develop other conditions for lower semicontinuity of S, which are more suitable than the above results in some cases, we need the following definition. G : X×X → 2 Z is called generalized 0-convex in a convex set A ⊂ X if, for all x, y 1 , y 2 ∈ A, from 0 ∈ G(x, y 1 ) and 0 ∈ intG(x, y 2 ), it follows that 0 ∈ intG(x, (1 − t)y 1 + ty 2 ) for all t ∈ (0, 1).
Note that this is a modification of the generalized -concavity defined in Definition 2.1 of [15] . Indeed, let g : X × X → Z be a single-valued map, : X → 2 Z , and A ⊂ X. Set H (x, y) := g(x, y) − (x). Then, H is generalized 0-convex in A if and only if g is generalized -concave in A. We use the term "convex" instead of "concave" to suit the following known definition. G : X → 2 Z is said to be convex (concave) in  A ⊂ X if, for each x, y ∈ A and t ∈ [0, 1], (1 − t)G(x) + tG(y) ⊂ G((1 − t) x + ty) (G ((1 − t)x + ty) ⊂ (1 − t)G(x) + tG(y), resp) .
We consider also the following problem ( QV I P λ ) as auxiliary to (QVIP λ )
Let S(λ) be the solution set of ( QVIP λ ). Clearly S(λ) ⊂ S(λ).
Theorem 6 Assume for problem ( QVIP λ ) that S(λ) = ∅ in a neighborhood ofλ ∈ and (i) K 2 is usc and has the compact values in
E(λ) × {λ}; K 2 (.,λ) is concave in E(λ); (ii) intF has the 0-inclusion complement property in E(λ) × K 2 (E(λ),λ) × {λ}; (iii) E is lsc atλ and E(λ) is convex; (iv) F (., .,λ) is generalized 0-convex in E(λ) × K 2 (E(λ),λ).
Then, S is lsc atλ.
Proof First, we prove that S is lsc atλ. Suppose to the contrary that ∃x ∈ S(λ), ∃λ α →λ,
By the above contradiction assumption, there must be a subnetx β such thatx β ∈ S(λ β ) for all β, i.e., for some y β ∈ K 2 (x β , λ β ),
As K 2 is usc at (x,λ) and K 2 (x,λ) is compact, one has y ∈ K 2 (x,λ) such that y β → y (taking a subnet if necessary). As x ∈ S(λ), we have 0 ∈ intF (x, y,λ). Since (x β , y β , λ β ) → (x, y,λ), assumption (ii) implies the existence of an indexβ such that
which is a contradiction. Letx ∈ S(λ),x 1 ∈ S(λ) and x t = (1 − t)x + tx 1 with t ∈ (0, 1). By the convexity of
. By the lower semicontinuity of S atλ, S has the same property, since
The following example ensures us that the new assumption (iv) is essential.
. Then, it is easy to verify that (i), (ii) and (iii) of Theorem 6 are satisfied. But, S(0) = {0} ∪ [1, 3] and S(λ) = [λ + 1, λ + 3] for all λ ∈ (0, 1], and thus S is not lsc at 0. The cause is that (iv) is violated. Indeed, let x 1 = 0 and
Theorem 6 is useful while Theorem 4 is inapplicable in the following. y 2 , 0) ]. According to Theorem 6, S is lsc at 0 (in fact
Example 22 Let
n , 0, 0). Therefore, we cannot apply Theorem 4.
Particular Cases
Since our quasivariational inclusion problem contains many problems as special cases, including equilibrium problems, variational inequalities, optimization problems, fixed-point and coincidence-point problems, complementarity problems, Nash equilibrium problems, etc, from the results of Sections 3 and 4 we can derive consequences for such particular cases. In this section, we discuss only several corollaries for quasiequilibrium problems in connection with Ekeland's variational principle as examples.
Quasiequilibrium problems of type 1
Let X, be Hausdorff topological spaces, Z a topological vector space, C ⊂ Z closed with intC = ∅. Let K : X × −→ 2 X and G : X × X × → 2 Z . We consider the following vector quasiequilibrium problems, for each λ ∈ ,
Denote the set of the solutions of (QEP 1 λ ) by S 1 (λ) and that of (SQEP 1 λ ) byŜ 1 (λ). Let E(λ) := {x ∈ X : x ∈ clK(x, λ)}. We assume that S 1 (λ) andŜ 1 (λ) are nonempty for all mentioned λ in a neighborhood ofλ ∈ . To convert (QEP 1 λ ) ((SQEP 1 λ ), resp) to a special case of (QVIP λ ), simply set
To derive semicontinuity results for (QEP 1 λ ) and (SQEP 1 λ ) from those obtained in Sections 3 and 4, we recall here some notions defined in [14] , which are particular cases of the θ -inclusion property (see the comparisons after Definition 2). H : X → 2 Z is said to have the C-inclusion property (strict C-inclusion property, resp) at x if, for any x α → x,
The following first result is a consequence of Theorem 3.
Corollary 1 (Theorems 3.2 and 3.4 of
Then, S 1 (Ŝ 1 , resp) is both usc and closed atλ.
Proof Because of the similarity we consider only S 1 . We need to check only that F , defined by F (x, y, λ By the same arguments, from Theorems 1 and 1 we have 
If E is inner open, star-inner semicontinuous or lsc atλ, then so is S 1 (Ŝ 1 , resp).
The case where E is lsc atλ of Corollary 3 coincides with Theorems 2.2 and 2.4 of [14] . To end this subsection, notice that by similar arguments we can consider quasiequilibrium problems with other types of constraints, e.g., with those studied in [16] and [17] . Of course, then stability results are derived as consequences of properties of quasivariational inclusion problems with the corresponding constraints. Denote the set of solutions of (QEP 2 λ ) by S 2 (λ) and E(λ) := {x ∈ A : x ∈ K(x, λ)}. Assume that S 2 (λ) = ∅ in a neighborhood ofλ. (QEP 2 λ ) is seen to be a special case of (QVIP λ ) by setting
For X, Y , and f as in (QEP 2 λ ) and θ ∈ Z, we use the following level-type sets
Corollary 4 (Theorem 2.1 of [15]) S 2 is both usc and closed atλ, provided that
To apply Theorem 3, we need to prove that F (., ., .) has the 0-inclusion property in
For the special case where K(x, λ) ≡ K and (x, λ) ≡ , [15] shows that Corollary 4 improves Theorem 3.1 of [18] and Theorem 2.1 of [19] , since here the assumptions are required only for x, y in K (not globally in A like there) and the semicontinuity assumption in (iii) is weaker than the corresponding one in these theorems.
Corollary 5 (Theorem 2.2 of [15]) Corollary 4 is still valid if we replace assumptions (ii) and (iii) by
Proof Set F (x, y, λ) := f (x, y, λ) − (x, λ). To apply Theorem 3, we prove that F (., ., .) has the 0-inclusion property in y α , λ α ) . Then, we have f (x α , y α , λ α) ∈ (x α , λ α ) for all α. By (ii'), f (x,ȳ,λ) ∈ (x,λ) and then 0 ∈ F (x,ȳ,λ).
As indicated in [15] , when (x, λ) = Z \ −intC(x, λ), C(x, λ) being a convex cone, Corollary 5 corrects and improves Theorem 4.1 of [20] . Furthermore, setting F (x, y, λ) := f (x, y, λ) − (x, λ) and applying Theorem 6, we easily obtain Theorems 3.1 of [15] on lower semicontinuity of solutions maps of (QEP 2 ) λ∈ .
A Scalar Problem and Ekeland's Variational Principle
Now we investigate a particular scalar case of (QEP 1 λ ) and (SQEP 1 λ ), defined in Subsection 5.1, in connection with an application of versions of Ekeland's variational principle considered in [21] and [22] . Let (X, d) be a complete metric space, Λ a metric space and f : X × X × → R. For λ ∈ , we are concerned with the following scalar equilibrium problem
Assume that its solution set (λ) is nonempty for λ in a neighborhood ofλ. Observe that, by the implications (see Proposition 3): inner openness ⇒ star-inner semicontinuity ⇒ lower semicontinuity, the lower semicontinuity of has been obtained in Corollary 6 as consequences of stronger properties. However, the assumptions to guarantee stronger properties may be too restrictive (see Example 22) . To seek for other sufficient conditions, we use the auxiliary problem
(This is problem ( QV I P λ ) for this situation.) Let (λ) be the solution set of ( EP λ ).
Corollary 7 Assume for problem ( EP λ ) that X is compact and (λ) = ∅ in a neighborhood ofλ and that
Then, is lsc atλ.
Note that x ∈ (λ) if and only if 0 ∈ intF (x, y, λ) for all y ∈ X. By (i), intF (x, ., .) has the 0-inclusion complement property in X × {λ} for all x ∈ (λ). According to Theorem 5, is star-inner semicontinuous atλ. Then, Proposition 3(iii) implies that is lsc atλ.
By the lower semicontinuity of atλ and (ii), is lsc atλ since To explain the need of developing still another sufficient condition for lower semicontinuity, let us consider the following example. Thus, the assertion of the existence of a solutionx is just an existence conclusion for (parametric) Ekeland's variational principle. But, here we are not concerned with stability for this principle. Instead, we will apply Proposition 9 below to obtain a stability result for (EP) λ∈ in Theorem 7. Observe that contributions to parametric Ekeland's variational principle usually deal with continuity properties (with respect to parameters) of the points given by the principle, see, e.g., [23] .
The following existence result is an immediate consequence of Theorem 2.1 of [21] , and Lemma 3.8(iii), Theorem 4.1 of [22] . This proposition implies the following result for the lower semicontinuity of .
Proposition 9 Assume for problem (EVP
Theorem 7
For each λ in a neighborhood ofλ ∈ , impose the assumptions of Proposition 9 and assume further that X is compact and (a) f (x, ., .) is lsc for all x ∈ˆ (λ);
Proof First, we claim thatˆ is lsc atλ. Indeed, suppose to the contrary that there are x ∈ (λ) and λ n →λ such that, for any x n ∈ˆ (λ n ), x n → x. Without loss of generality, we may assume that x ∈ˆ (λ n ) for all n, i.e., for some y n = x, f (x, y n , λ n )+d(x, y n ) ≤ 0. For each y n and λ n , Proposition 9 yields x n ∈ˆ (λ n ) such that f (y n , x n , λ n ) + d(y n , x n ) ≤ 0. This work was supported by the Vietnam National University Hochiminh City (VNU-HCM) under the grant number B2013-28-01. The authors would like to thank the anonymous referee for the valuable remarks and suggestions, which have helped them to improve the paper.
