Contribuição ao estudo do reconhecimento automático de padrões epileptiformes em sinais de EEG utilizando a teoria da ressonância adaptativa by Araújo, Thais Carolina de
UNIVERSIDADE FEDERAL DE SANTA CATARINA 
DEPARTAMENTO DE PÓS-GRADUAÇÃO EM ENGENHARIA 
ELÉTRICA 
Thais Carolina de Araújo 
CONTRIBUIÇÃO AO ESTUDO DO RECONHECIMENTO 
AUTOMÁTICO DE PADRÕES EPILEPTIFORMES EM SINAIS 
DE EEG UTILIZANDO A TEORIA DA RESSONÂNCIA 
ADAPTATIVA 
Florianópolis 
2016
  
 
 
 Thais Carolina de Araújo 
Contribuição ao Estudo do Reconhecimento Automático de Padrões 
Epileptiformes em Sinais de EEG Utilizando a Teoria da 
Ressonância Adaptativa 
Trabalho submetido ao Programa 
de Pós-Graduação em Engenharia 
Elétrica da Universidade Federal 
de Santa Catarina para a obtenção 
do título de Mestre em Engenharia 
Biomédica 
Orientador: Prof. Fernando Mendes 
de Azevedo, Dr. Sc. 
Florianópolis 
2016
  
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Thais Carolina de Araújo 
CONTRIBUIÇÃO AO ESTUDO DO RECONHECIMENTO 
AUTOMÁTICO DE PADRÕES EPILEPTIFORMES EM SINAIS 
DE EEG UTILIZANDO A TEORIA DA RESSONÂNCIA 
ADAPTATIVA 
Esta Dissertação foi julgada adequada para obtenção do Título de 
Mestre, e aprovada em sua forma final pelo Programa de Pós Graduação 
em Engenharia Elétrica da Universidade Federal de Santa Catarina. 
Florianópolis, 08 de dezembro de 2016. 
 
Prof. Marcelo Lobo Heldwein, D.Sc 
Coordenador do Programa de Pós-Graduação em Engenharia Elétrica 
 
 
Banca Examinadora: 
 
Prof. Fernando Mendes de Azevedo, Dr. Sc. 
Orientador e Presidente da banca 
Universidade Federal de Santa Catarina 
 
  
  
Banca Examinadora (continuação): 
 
Daniela Ota Hisayasu Suzuki, Dra. 
Universidade Federal de Santa Catarina  
 
 
Jefferson Luiz Brum Marques, Ph.D 
Universidade Federal de Santa Catarina 
 
 
José Marino Neto, Dr. 
Universidade Federal de Santa Catarina 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Este trabalho é dedicado aos meus 
queridos pais, irmãos e amigos. 
 
  
 
 
 
 
 
 AGRADECIMENTOS 
A Deus e a Nossa Senhora Aparecida, por me conceder sabedoria 
para escolher o melhor caminho, pela proteção, saúde e amor infinito. 
Como diz Filipenses capítulo 4 versículo 13 “Tudo posso naquele que 
me fortalece”.  
Aos meus pais, Antônio Salvador, sempre preocupado com meu 
bem estar e torcendo pelo meu sucesso, seu amor me incentiva a realizar 
meus sonhos. Agenilza Alvino, mãe, exemplo de força e honestidade, 
nunca me deixou desistir, mesmo longe pude sempre sentir seu amor 
incondicional, minha maior incentivadora e melhor amiga.  
Aos meus irmãos Luiz Felipe, Carlos Henrique e Dione Dias, 
nossa união e amor foram sempre importante em cada conquista da 
minha vida. 
Ao meu orientador, professor Fernando Mendes de Azevedo, pela 
orientação, amizade, conversas e a terapia do abraço sempre com muito 
carinho em momentos difíceis neste mestrado.  
A minha coorientadora Christine Fredel Boos, sua ajuda, 
orientação e amizade foram essenciais para o sucesso deste trabalho. 
Aos professores do IEB-UFSC, por todo ensino e incentivo. 
Raquel Villela, uma segunda mãe, mesmo longe se faz presente 
em cada momento de minha vida. Obrigada pelo incentivo, pela ajuda e 
por todo amor e carinho que recebo. 
Ao meu companheiro e amigo Ícaro, suas broncas, conselhos, 
apoio e amor foram fundamentais nessa conquista. Você foi meu porto 
seguro, sempre cobrando o meu melhor. 
Aos meus amigos de Sorocaba, Fernando, Laura, Jéssica, Ana 
Maria, Camila Ramos e Tais Pedroso, por todo amor, palavras de 
incentivo nos momentos difíceis e a amizade tão bonita que temos. 
Aos amigos que fiz durante o mestrado e que levarei em meu 
coração, Bruno Pires, Thayse Christine, João Marcolan, Willian 
Castañeda, José Alvim, Miguel Negreiros, admiro cada um de vocês, 
desejo sucesso sempre.  
Ao Programa de Pós Graduação em Engenharia Elétrica da 
UFSC, ao Instituto de Engenharia Biomédica e CNPq pela 
oportunidade, incentivo e apoio financeiro no desenvolvimento deste 
trabalho. 
 
  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
O sucesso nasce do querer, da 
determinação e persistência em se chegar a 
um objetivo. Mesmo não atingindo o alvo, 
quem busca e vence obstáculos, no mínimo 
fará coisas admiráveis. 
(José de Alencar) 
  
 
 
 
 
 
 RESUMO 
Epilepsia é um transtorno do cérebro, caracterizado por uma 
predisposição duradoura a crises epiléticas e pelas consequências 
neurobiológicas, sociais, cognitivas e psicológicas desta condição. O 
eletroencefalograma (EEG) é amplamente utilizado na comprovação 
clínica do diagnóstico da epilepsia. A confirmação clínica utilizando o 
EEG é realizada pela análise criteriosa dos registros em busca de 
algumas manifestações eletrográficas que, quando presentes com 
determinada frequência, são um forte indicativo desta condição 
(epilepsia). O presente trabalho tem como objetivo avaliar a viabilidade 
da Teoria da Ressonância Adaptativa (ART) na identificação automática 
de padrões epileptiformes em sinais de EEG. Dentre as redes da família 
ART, foi escolhida a rede ART2 por permitir estímulos de entrada com 
valores binários (zero ou um) e valores contínuos.  A análise e 
simulações neste estudo utilizou uma base de dados de sinal EEG com 
gravações de dez pacientes epilépticos e um paciente sem epilepsia. 
Estes sinais foram separados em dois conjuntos, com segmentos 
distintos entre si, e utilizados no treinamento e teste da rede. O 
algoritmo da rede ART2 foi implementado no software Matlab®. Os 
resultados dos testes gerados pelas redes ART2 foram avaliados por 
meio de índices de desempenho de Sensibilidade, Especificidade e 
Eficiência. As redes analisadas obtiveram valores máximos de 98,34% 
de Sensibilidade, 86,94% de Especificidade e 85,65% de Eficiência. Os 
resultados alcançados pelas redes foram promissores e satisfatórios. A 
rede neural ART2 foi capaz de reconhecer padrões epileptiformes, 
podendo ser uma boa opção para o uso em sistemas computacionais para 
o diagnóstico da epilepsia. 
 
Palavras-chave: Epilepsia, Reconhecimento de Padrões, Rede Neural 
Artificial, Teoria da Ressonância Adaptativa. 
 
  
 
 
 
 ABSTRACT 
Epilepsy is a disorder of the brain characterized by a predisposition to 
seizures and lasting neurobiological, social, psychological and cognitive 
consequences of this condition. The electroencephalogram (EEG) is 
widely used for the clinical confirmation of epilepsy diagnosis. This is 
performed by careful analysis of EEG recordings in search of specific 
electrographic activity than, when present with certain frequency, are a 
strong indication of this condition (epilepsy). This study aims to assess 
the feasibility of Adaptive Resonance Theory (ART) in the automatic 
identification of epileptiform patterns in EEG signals. Among the ART 
family networks, the ART2 was selected because it allows input stimuli 
with both binary (zeros and ones) and continuous values. The analysis 
and simulations preformed in this study used an EEG signal database 
with recordings from ten epileptic patients and one epilepsy free patient. 
These EEG signals were separated in two different sets used for training 
and testing of the network. The ART2 network algorithm was 
implemented in Matlab® software. The test results generated by ART2 
networks were evaluated by sensitivity, specificity and efficiency 
performance metrics. The analyzed networks obtained maximum values 
of 98.34% sensitivity, 86.94% specificity and 85.65% efficiency. The 
results achieved by the networks can be considered promising and 
satisfactory. The ART2 neural network was able to identify epileptiform 
patterns and could be a good option for use in computer aided systems 
for the diagnosis of epilepsy. 
 
Keywords: Epilepsy, Pattern Recognition, Artificial Neural Networks, 
Adaptive Resonance Theory. 
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1. INTRODUÇÃO 
A epilepsia é uma das doenças neurológicas graves mais comum 
e afeta pessoas independentemente da classe social, geográfica ou racial. 
É caracterizada por crises epilépticas recorrentes, cujas causas podem 
ser dano cerebral de pré-natal (perda de oxigênio ou trauma durante o 
parto), malformações cerebrais, acidente vascular encefálico, infecções 
neurológicas e tumor cerebral, mas nem sempre a causa da epilepsia é 
identificada (BASH, 2015; WHO, 2015). 
As crises epilépticas são a ocorrência transitória de sinais e/ou 
sintomas devido a uma atividade de descarga anormal e excessiva de um 
conjunto de neurônios (FISHER et al., 2014; STEPHENSON, 2010). A 
análise visual dos sinais de eletroencefalograma é amplamente utilizada 
no diagnóstico da epilepsia (MONTENEGRO et al., 2001).  
O eletroencefalograma (EEG), exame utilizado para a 
comprovação clínica da epilepsia e demais patologias, consiste na 
captação de atividade elétrica cerebral pelos eletrodos, posicionados no 
escalpo, no córtex cerebral ou no cérebro do indivíduo. Essas atividades 
são transmitidas através dos eletrodos para amplificadores, passando 
posteriormente por filtros que regulam a frequência a ser registrada 
(MONTENEGRO et al., 2012). 
A relevância do EEG no diagnóstico da epilepsia está no fato de 
poder captar sinais de distúrbios epileptiformes causados por disfunção 
neuronal durante o período em que o paciente se encontra sem sintomas. 
A diferenciação entre padrões epileptiformes e não epileptiformes não é 
simples. Um dos fatores mais importantes para diferenciação é a 
experiência do eletroencefalografista, que irá analisar cuidadosamente e 
diferenciar tais padrões através de alguns critérios morfológicos 
(MONTENEGRO et al., 2001). 
Espículas e ondas agudas são elementos frequentes em traçados 
de EEG de pacientes epilépticos. A principal diferença morfológica 
entre elas é o tempo de duração; as ondas agudas apresentam duração 
entre 80ms e 200ms enquanto que as espículas tem duração entre 40ms e 
80ms (LÜDERS; NOACHTAR, 2000).  
A análise dos registros dos EEG é um processo longo e 
demorado, exigindo muita atenção por parte dos profissionais. A fim de 
reduzir este tempo de análise e aumentar a confiabilidade de todo o 
processo, foram desenvolvidos muitos trabalhos de automatização 
utilizando diferentes classificadores, grande parte utilizando redes 
neurais. Muitos destes trabalhos tendem a identificar, devido a 
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semelhança, padrões não epileptiformes, como por exemplo, piscadas 
palpebrais, como sendo um padrão epileptiforme, o que resulta em 
pouca ou nenhuma economia efetiva do tempo gasto na identificação 
(WILSON; EMERSON, 2002).  
Variações dos sinais de EEG que ocorrem de paciente para 
paciente, ou até mesmo no próprio paciente devido o estado de 
consciência e o comportamento durante a aquisição dos sinais de EEG, 
aumentam o número de artefatos/ruídos presentes nestes sinais, o que 
compromete a Sensibilidade e a Especificidade dos sistemas existentes, 
dificultando a identificação e a diferenciação dos padrões 
epileptiformes, aumentando assim os falsos positivos (MONTENEGRO 
et al., 2001; WILSON; EMERSON, 2002).  
Apesar dos esforços e do sucesso em alguns trabalhos, nenhuma 
metodologia ou sistema de reconhecimento automático de padrões 
epileptiformes demonstrou desempenho adequado segundo os 
especialistas da área. Por isso há a necessidade de se continuar os 
estudos a fim de encontrar um sistema que se adeque às necessidades e 
apresente resultados confiáveis. 
Pouco utilizada nesta área de diagnóstico da epilepsia, a ART2 da 
família da Teoria da Ressonância Adaptativa é uma rede neural auto-
organizável de treinamento não supervisionado, capaz de descobrir por 
meio da similaridade, padrões relevantes aos dados de entrada e resolver 
o dilema plasticidade versus estabilidade (FAUSETT, 1994a). Ela é 
capaz de aprender novos padrões, mantendo o conhecimento já 
adquirido, característica muito importante para um sistema, já que os 
sinais de EEG podem variar de paciente para paciente, mas a rede deve 
ser capaz de identificar os padrões apresentados, distinguindo-os dos 
ruídos e artefatos.  
Este trabalho pretende contribuir com os estudos do 
reconhecimento automático de padrões epileptiformes, analisando a 
viabilidade da rede neural ART2. 
1.1. OBJETIVOS 
O presente trabalho norteia-se pelos seguintes objetivos. 
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1.1.1. Objetivo geral 
O objetivo geral deste trabalho é verificar a viabilidade da Teoria 
da Ressonância Adaptativa (ART) no reconhecimento automático de 
padrões epileptiformes em sinais de EEG para auxiliar no diagnóstico da 
epilepsia. 
1.1.2. Objetivos específicos 
Para alcançar este objetivo é necessário seguir algumas etapas a 
fim de concluir o trabalho. 
 Implementação do algoritmo da rede ART2 para o 
reconhecimento de padrões epileptiformes; 
 Avaliação da metodologia empregada na rede neural; 
É importante ressaltar que para este trabalho, a rede ART2 não 
tem por finalidade especificar todos os padrões e ondas presentes no 
EEG, e sim, identificar os padrões epileptiformes.  
 
  
 
 
 
 
 
 
  
2. FUNDAMENTAÇÃO TEÓRICA 
Neste capítulo são presentados os conceitos principais para a 
fundamentação da metodologia proposta. 
2.1. ELETROENCEFALOGRAFIA 
Eletroencefalografia é o registro da atividade elétrica cerebral 
captada por eletrodos posicionados no escalpo, córtex cerebral ou no 
cérebro do indivíduo (MONTENEGRO et al., 2001).  
Richard Caton, cientista inglês, em 1875 registrou atividade 
cerebral utilizando um galvanômetro (instrumento utilizado para medir 
correntes elétricas de baixa intensidade) e dois eletrodos colocados no 
couro cabeludo de um humano. Mas foi Hans Berger, psiquiatra alemão, 
que iniciou em 1920 suas pesquisas com humanos, que registrou pela 
primeira vez em papel, em 1929, correntes elétricas geradas pelo cérebro 
humano, captadas de forma não invasiva. Berger então denominou esta 
atividade de Eletroencefalograma ou EEG (SANEI; CHAMBERS, 
2007). Seus estudos mostraram que a atividade cerebral alterava suas 
características de acordo com o estado funcional do paciente, como no 
sono, anestesia, hipóxia e em certas doenças como a epilepsia. 
EEG envolve o estudo de gravações de sinais elétricos gerados 
pelo cérebro. A captação extracraniana fornece dados sobre a atividade 
de ambos os hemisférios do cérebro. A intracraniana fornece sinais de 
áreas específicas diretamente do cérebro, por meio de eletrodos 
implantados cirurgicamente. A presença de padrões anormais e 
significativos pode indicar uma disfunção cerebral, descargas 
epileptiformes ou até mesmo uma desaceleração generalizada dos sinais 
elétricos, o que pode auxiliar no diagnóstico de uma doença. A 
aplicação clínica desses achados dá utilidade e ressalta a importância do 
EEG. (TATUM, 2007).  
2.1.1. Origem do sinal do EEG 
O sinal do EEG é proveniente da medição das correntes elétricas 
que fluem durante excitações sinápticas dos dendritos dos neurônios. 
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Os neurônios são células excitáveis; quando recebem um 
estímulo, sofrem alterações químicas que produzem minúsculas ondas 
elétricas – impulsos nervosos. Os neurônios recebem constantemente 
impulsos e os repassam para outros, formando assim uma rede de 
informações (SILVA; SPATTI; FLAUZINO, 2010). Na Figura 1 é 
possível observar a estrutura de um neurônio biológico e o sentido dos 
impulsos. 
Neurônios biológicos são unidades funcionais e especializadas do 
sistema nervoso (SILVERTHORN, 2010). São células de formato único 
com processos longos, que se estendem a partir do corpo celular, 
chamadas de dendritos. Estes recebem os sinais de outros neurônios, 
levando-os até o núcleo, que processa as informações e as repassa 
através dos axônios, que irão transmitir esses sinais a outros neurônios. 
Figura 1 – Estrutura Neurônio Biológico 
 
Fonte: Adaptado (SANEI; CHAMBERS, 2007).  
Devido às diversas camadas na cabeça, como o couro cabeludo, 
ossos do crânio e córtex, há uma atenuação dos sinais gerados. É preciso 
um grande aglomerado de neurônios ativos para gerar potenciais fortes o 
suficiente para serem registrados pelos eletrodos no couro cabeludo. 
Esses potenciais captados são amplificados e filtrados para melhor 
visualização (SANEI; CHAMBERS, 2007). 
2.1.2. Ritmos cerebrais  
Muitos distúrbios no cérebro são diagnosticados por meio da 
visualização dos sinais de EEG onde os especialistas analisam ritmos 
cerebrais. 
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As características dos ritmos cerebrais mudam de acordo com a 
idade, estado de vigília, sono, coma e ruídos, dentre outros. É possível 
fazer a diferenciação dos ritmos da atividade cerebral pelas faixas de 
frequência agregadas a cada uma delas. Algumas bandas que compõem 
o EEG segundo (SANEI; CHAMBERS, 2007) são: 
 Banda alfa (α) → frequência de 8 a 13 Hz, onda comum na 
atividade cerebral. Ocorre mais frequentemente na área 
occipital do cérebro, com o indivíduo acordado, mas com os 
olhos fechados em estado de relaxamento; 
 Banda beta (β) → frequência de 14 a 26 Hz, associada ao 
pensamento ativo, resolução de problemas e momentos de 
atenção. Encontrada em adultos na região frontal e central 
do cérebro; 
 Banda delta (δ) → frequência de 0,5 a 4 Hz, associada ao 
estado de sono profundo, podendo estar presente também na 
vigília. Esta onda pode ser confundida com sinais 
provocados pelos músculos do pescoço e mandíbula. Bandas 
δ apresentam elevadas amplitudes de até 300 μV 
(NIEDERMEYER; DA SILVA, 2004); 
 Banda teta (θ) → frequência de 4 a 7,5 Hz, presente na 
infância e no estágio inicial do sono. Atividades de banda θ 
em adultos na vigília são anormais, indicando uma possível 
patologia. 
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Figura 2 – Exemplos de segmentos de bandas cerebrais presentes no sinal de 
EEG 
 
Fonte: (SANEI; CHAMBERS, 2007) 
O registro das atividades elétricas do cérebro e, posteriormente, a 
diferenciação e a avaliação dos elementos eletrográficos dos sinais de 
EEG são de grande importância para o diagnóstico de diversas 
patologias. Os especialistas devem ser capazes de identificar dentre 
tantas bandas, padrões anormais que indiquem uma possível patologia. 
2.1.3. Posicionamento dos eletrodos 
O trabalho de investigar uma patologia através do EEG começa 
na captação dos sinais. Para isso, é necessário o registro do sinal de EEG 
simultaneamente em diferentes áreas do escalpo, abrangendo os dois 
hemisférios do cérebro. Durante alguns anos, cada laboratório utilizava 
uma configuração diferente de eletrodos e a falta de padronização 
dificultava estudos na área. 
Em 1947, ocorreu o Primeiro Congresso Internacional de EEG, 
onde foi sugerida uma padronização do posicionamento dos eletrodos. 
Herbert H. Jasper, em 1958, apresentou um modelo chamado Sistema 
Internacional de Posicionamento de Eletrodos 10-20 (Figura 3). Neste 
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sistema, os eletrodos são posicionados a partir de pontos anatômicos do 
cérebro, os hemisférios (direito e esquerdo) e os lobos frontal, parietal, 
occipital e temporal.  Assim é possível uma cobertura total e uniforme 
de toda a área do escalpo (MALMIVUO; PLONSEY, 1995; 
WEBSTER, 2010). 
Figura 3 – Sistema de posicionamento de eletrodos 10 – 20. 
 
Fonte: Adaptado (SANEI; CHAMBERS, 2007). 
Cada eletrodo recebe uma identificação, segundo sua localização: 
P (parietal), F (frontal), T (temporal), C (central), O (occipital) e A 
(auricular). Eletrodos localizados no hemisfério esquerdo recebem 
números ímpares e os do hemisfério direito, números pares; os que estão 
sobre a linha central recebem o índice z (MALMIVUO; PLONSEY, 
1995). 
O termo 10-20 refere-se às distâncias entre os eletrodos, que são 
colocados a cada 10 ou 20% da distância total entre um par de 
referências anatômicas, que são o násio, ínio e orelhas. 
 Cada conjunto de dois eletrodos recebe o nome de derivação, 
podendo ser monopolar (referencial) ou bipolar (MALMIVUO; 
PLONSEY, 1995). Na derivação monopolar é medida a diferença de 
potencial entre um eletrodo e uma tensão de referência ou a média de 
todos os eletrodos. Já na derivação bipolar é medida a diferença de 
potencial entre dois eletrodos.  
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Os sinais de EEG utilizados neste trabalho foram adquiridos com 
o sistema 10-10, quando os eletrodos adicionais são colocados na 
metade da distância entre os eletrodos do sistema 10-20, como pode ser 
observado na Figura 4. 
Figura 4 – Eletrodos posicionados sistema 10-10. 
 
Fonte: Adaptado (LÜDERS; NOACHTAR, 2000). 
Com os eletrodos posicionados de forma adequada, a captação 
das atividades elétricas do cérebro é realizada por meio desses eletrodos, 
que transmitem o sinal para amplificadores, que aumentam a amplitude 
dos sinais captados e excluem ruídos, permitindo obter apenas sinais de 
relevância para a análise final. Filtros são utilizados para regular a 
frequência a ser captada e, em seguida, a atividade elétrica cerebral é 
registada em papel ou exibida na tela de computadores 
(MONTENEGRO et al., 2001). 
Telas com imagens, como na Figura 5, são analisadas por 
especialista em busca de vestígios e anormalidades que indiquem uma 
doença, como a epilepsia.  
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Figura 5 – EEG em estado de vigília com presença de padrões epileptiformes 
destacados pelo quadro vermelho 
 
Fonte: Adaptado (MONTENEGRO et al., 2001). 
O correto posicionamento dos eletrodos permite o registro do 
EEG, exame importante para o monitoramento do estado de vigília, 
comprovação da morte encefálica, coma, localização de áreas afetadas 
por traumatismo craniano, acidente vascular cerebral, distúrbio do sono 
e auxiliar na investigação da epilepsia e localização do foco das crises 
(SANEI; CHAMBERS, 2007).  
2.2. EPILEPSIA 
Epilepsia é um transtorno do cérebro caracterizado por uma 
predisposição duradoura a crises epilépticas, sendo requerida a aparição 
de pelo menos uma crise. Esta condição tem consequências 
neurobiológicas, sociais, cognitivas e psicológicas, que prejudicam a 
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qualidade de vida do paciente. (FISHER et al., 2014) Esta é uma 
definição científica proposta em 2005 por médicos.  
Em 2014, a nova definição operacional da epilepsia a considera 
não mais como um transtorno e sim uma doença, caracterizada por uma 
das seguintes condições: ocorrência de pelo menos duas crises não 
provocadas em um intervalo de 24 horas, uma crise não provocada com 
possibilidade de 60% de uma nova crise e o diagnóstico de uma 
síndrome epiléptica. Indivíduos que tiveram crises há mais de 10 anos e 
estão sem medicação há cinco anos não são mais considerados 
epilépticos. (FISHER et al., 2014). 
As crises epilépticas são a ocorrência transitória de sinais e/ou 
sintomas devido a uma atividade de descarga anormal e excessiva de um 
conjunto de neurônios (FISHER et al., 2014; STEPHENSON, 2010). 
Esses sintomas incluem alteração da consciência, eventos motores, 
sensitivo-sensoriais, autonômicos ou psíquicos involuntários, notados 
pelo paciente ou por um observador.  
O EEG é um dos mais importantes auxílios no diagnóstico da 
epilepsia, devido à capacidade de apresentar sinais epileptiformes 
causados por alguma disfunção, mesmo durante um período sem crises. 
É a presença de elementos epileptiformes que se diferenciam da 
atividade normal registrada pelo EEG em paciente não epiléptico que 
pode indicar a presença da patologia. 
Os padrões epileptiformes são espículas ou ondas agudas, 
podendo ser acompanhadas por ondas lentas, isoladas ou em surtos com 
duração de poucos segundos (MONTENEGRO et al., 2012).  
O registro da atividade epileptiforme consiste na resultante da 
soma de vários potenciais pós-sinápticos de um grande grupo de 
neurônios. Durante uma descarga epileptiforme, a membrana celular 
próxima do corpo neural atinge voltagens altas e produz uma 
despolarização prolongada, resultando em um potencial de ação. É neste 
momento que o EEG de escalpo registra uma atividade espicular. Após a 
despolarização deve ocorrer a hiperpolarização, resultando ondas lentas 
no exame. Caso contrário, é registrada uma repetição de espículas ou 
uma crise epiléptica (MONTENEGRO et al., 2001). 
Existem algumas características da atividade epileptiforme no 
EEG, que auxiliam na identificação. São elas: 
 Assimetria da onda: as ondas agudas e espículas têm aspecto 
assimétrico entre os dois lados da onda, enquanto ondas não-
epileptiformes são simétricas; 
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 Ondas lentas: frequentemente as espículas são seguidas por 
ondas lentas, podendo ser da mesma polaridade ou opostas. 
Artefatos não epileptiformes raramente apresentam esta 
característica;  
 Bifásica ou trifásica: geralmente as ondas epileptiformes 
apresentam esta característica, enquanto as ondas não 
epileptiformes são monofásicas; 
 Tempo de duração: ondas agudas e espículas têm duração 
diferente da atividade de fundo normal do paciente, sendo 
mais alta ou mais baixa; 
Neste trabalho, utilizaremos o termo padrões epileptiformes para 
caracterização das espículas e ondas agudas. 
A Figura 6 traz exemplos dos padrões epileptiformes mais 
presentes nos registros feitos pelo EEG. 
Figura 6 – Padrões epileptiformes mais encontrados em sinais de EEG. 
 
Fonte: Adaptado (MONTENEGRO et al., 2001) 
A comprovação clínica do diagnóstico da epilepsia requer uma 
análise minuciosa do EEG. Devido à complexidade desta análise, 
38 
 
sistemas são desenvolvidos para auxiliar nesta atividade. Um ponto 
comum à grande maioria dos sistemas desenvolvidos é a utilização de 
classificadores computacionais. O tipo de classificador mais empregado 
são as redes neurais. 
2.3. REDES NEURAIS ARTIFICIAIS 
As Redes Neurais Artificiais (RNA) são uma ferramenta da 
Inteligência Artificial de abordagem conexionista. São basicamente 
modelos computacionais inspirados no sistema nervoso de seres 
inteligentes. (SILVA; SPATTI; FLAUZINO, 2010).  
Seu desenvolvimento se baseia no reconhecimento do 
processamento do cérebro humano, que realiza tarefas complexas de 
modo eficiente e rápido, tendo a habilidade de aprender e generalizar o 
conhecimento, produzindo saídas adequadas para aquilo que lhe foi 
apresentado. Tudo isso ocorre por meio de um treinamento, que 
possibilita a resolução de problemas mais complexos (HAYKIN, 1994). 
RNA é um sistema composto por unidades de processamento, os 
neurônios artificiais, que são interligados e dispostos em camadas, 
formando uma rede. Quando submetidos a um treinamento, são capazes 
de processar matematicamente dados que lhe são apresentados na 
primeira camada (entrada), propagando-se às demais camadas até a 
camada de saída, onde será disponibilizada a resposta da rede 
(HAYKIN, 1994). 
As RNA assemelham-se ao cérebro em dois aspectos: extraem 
conhecimento do ambiente mediante um processo de aprendizagem ou 
treinamento, e o conhecimento adquirido é armazenado 
temporariamente nos pesos sinápticos (RAUBER, 1998). 
Podendo ser aplicadas em diversos tipos de problemas, as RNA 
possuem elevadas habilidades em mapear sistemas não lineares. De 
acordo com (SILVA; SPATTI; FLAUZINO, 2010), as características 
mais relevantes envolvidas com a utilização das RNA são: 
 Adequação por experiência: as adaptações dos parâmetros 
internos e os pesos sinápticos são ajustados a partir da 
apresentação sucessiva de padrões, amostras ou medidas, 
possibilitando a aquisição do conhecimento por 
experimentações; 
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 Capacidade de aprendizagem: por meio de um método de 
treinamento, a rede é capaz de identificar a ligação existente 
entre as diversas variáveis que compõem a aplicação; 
 Generalização: após o treinamento, a rede tem a capacidade 
de generalizar o conhecimento adquirido estimando soluções 
até então desconhecidas; 
 Organização de dados: a rede realiza uma organização 
interna possibilitando o agrupamento de padrões segundo 
sua similaridade; 
 Tolerância a falhas: a rede se torna tolerante a falhas devido 
ao grande número de interconexões entre os neurônios 
artificias, mesmo se uma parte de sua estrutura for 
corrompida, o que pode ocorrer devido a sua fragilidade; 
 Prototipagem descomplicada: a implementação de boa parte 
das arquiteturas neurais pode facilmente ser prototipada em 
hardware ou software; 
Os neurônios artificiais, também chamados de nós ou unidades 
(FAUSETT, 1994b), são unidades de processamento de informações 
fundamentais para a rede neural. Foram inspirados a partir da 
observação e análise da geração e propagação de impulsos elétricos pela 
membrana celular dos neurônios biológicos (HAYKIN, 1998). 
Em 1943, Warren McCulloch e Walter Pitts fizeram uma 
analogia entre células nervosas e o processo eletrônico, desenvolvendo 
assim o modelo de neurônio artificial mais simples e utilizado até hoje 
nas diversas arquiteturas de redes neurais (SILVA; SPATTI; 
FLAUZINO, 2010).  
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Figura 7 – Modelo neurônio artificial 
 
Fonte: Adaptado (HAYKIN, 1998). 
Na Figura 7 é possível visualizar um modelo de neurônio 
artificial, constituído segundo (SILVA; SPATTI; FLAUZINO, 2010) 
por sete elementos. São eles: 
 Sinais de entrada (x1, x2,..., xm): sinais do meio externo e 
que representam os valores assumidos por variáveis de uma 
aplicação específica; 
 Pesos sinápticos: valores que ponderam cada uma das 
variáveis de entrada, permitindo quantificar as relevâncias 
em relação à funcionalidade dos neurônios; 
 Junção somatória: responsável por somar os sinais de 
entradas ponderados pelos pesos sinápticos, a fim de 
produzir um potencial de ativação; 
 Bias: limiar de ativação que especifica qual o valor 
adequado para que a junção somatória possa gerar um valor 
de disparo em direção à saída do neurônio; 
 Potencial de ativação (υ): resultado da diferença do valor 
produzido pelo somatório e Bias. Valor positivo, o neurônio 
produz um sinal excitatório. Caso contrário, o potencial será 
inibido; 
 Função de ativação: tem a função de limitar a saída do 
neurônio dentro de um intervalo de valores; 
 Sinal de saída: valor final produzido pelo neurônio em 
relação ao conjunto de sinais apresentados na sua entrada. 
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Os neurônios artificiais funcionam da seguinte maneira: um 
conjunto de valores é apresentado e representado por variáveis na 
entrada do neurônio. Cada entrada é então multiplicado pelo seu 
respectivo peso sináptico. Um potencial de ativação é obtido a partir da 
soma ponderada de sinais de entrada, subtraindo bias. Com o objetivo de 
limitar a saída do neurônio, uma função de ativação é aplicada em 
relação ao potencial de ativação.  
Os neurônios artificiais interligados e dispostos em camadas 
formam uma rede, e um dos destaques principais das RNA está na 
capacidade de aprender a partir da apresentação de amostras, padrões ou 
sinais. O processo de treinamento ou aprendizagem de uma RNA 
baseia-se na aplicação de passos a serem seguidos de forma a combinar 
os pesos sinápticos e limiares, a fim de produzir saídas próximas 
daquelas desejadas. 
O conjunto de passos ordenados visando o treinamento da rede é 
chamado de algoritmo de aprendizagem. Sua aplicação fará com que a 
rede possa extrair características importantes do sistema a ser mapeado, 
por meio de amostras retiradas do ambiente e apresentados à rede 
(SILVA; SPATTI; FLAUZINO, 2010). 
2.4. TIPOS DE APRENDIZADO 
Redes neurais aprendem através do treinamento, onde conjuntos 
são apresentados para que a rede aprenda por meio deles. O aprendizado 
ocorre, na maioria das vezes, por meio dos ajustes de pesos para que a 
rede neural consiga atingir o objetivo. Existem dois tipos de 
treinamento: o supervisionado e o não supervisionado. 
Treinamento supervisionado consiste na apresentação de uma 
tabela de dados com entradas/saídas, ou seja, cada amostra de entrada 
terá sua respectiva saída desejada (SILVA; SPATTI; FLAUZINO, 
2010). A rede se comporta como se alguém estivesse indicando a 
resposta certa a ser apresentada na saída. 
Os pesos sinápticos e limiares são continuamente ajustados até 
que as respostas produzidas pela rede estejam dentro de valores 
aceitáveis, segundo a apresentação de amostras à camada de entrada 
(SILVA; SPATTI; FLAUZINO, 2010).  
Diferente do treinamento supervisionado, no treinamento não 
supervisionado não há interferência nem expectativa quanto à resposta 
da rede. A própria rede neural se auto-organiza em relação às 
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características existentes nas amostras apresentadas, identificando-as e 
classificando-as em clusters, de acordo com a similaridade (SILVA; 
SPATTI; FLAUZINO, 2010). 
Os pesos sinápticos e limiares são ajustados pelo algoritmo de 
treinamento, de forma a refletir esta representação dentro da rede. A 
quantidade máxima de clusters pode ser definida pelo projetista da rede, 
desde que tenha conhecimento sobre o problema a ser tratado. 
Geralmente os algoritmos não supervisionados utilizam um 
aprendizado competitivo, ou seja, os neurônios da camada de saída 
competem entre si para se tornarem ativos e apenas um único neurônio 
de saída é ativado (vencedor) em cada iteração. 
2.5. TIPOS DE REDES NEURAIS 
Rede neural Perceptron foi idealizada por Frank Rosenblatt. Esta 
rede pode apresentar-se de duas maneiras: com uma camada ou com 
múltiplas camadas de neurônios. Perceptron de única camada foi a 
primeira rede com algoritmo de treinamento supervisionado; esta rede é 
capaz de classificar padrões linearmente separáveis. Perceptron 
multicamadas também possui aprendizado supervisionado e seu 
treinamento é feito utilizando o algoritmo Backpropagation. 
(ROSENBLATT, 1958).   
Learning Vector Quantization, a rede LVQ em sua forma 
convencional, possui uma única camada de neurônios, que realizam um 
processo de quantização vetorial. Idealizada por Teuvo Kohonen, esta 
rede neural é considerada uma versão dos mapas de Kohonen com 
treinamento supervisionado (KOHONEN, 1990). 
Primeira rede com aplicações industriais, a rede neural Adaline 
foi desenvolvida por Bernard Windrow e Marcian Hoff. Possui 
arquitetura feedforward de única camada de neurônio; o processo de 
ajustes de pesos é baseado no algoritmo de aprendizado de regra Delta e 
o treinamento é supervisionado. (SILVA; SPATTI; FLAUZINO, 2010; 
WIDROW; HOFF, 1960).  
Proposta por Teuvo Kohonen, os Mapas Auto-Organizáveis de 
Kohonen são estruturas neurais com aprendizado competitivo e 
treinamento não supervisionado. Têm a capacidade de organizar dados 
complexos em grupos, de acordo com similaridade, regularidades e 
correlações relevantes (SILVA; SPATTI; FLAUZINO, 2010). 
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Um ponto em comum a todas as redes neurais apresentadas e 
outras redes existentes é que dentre os índices de desempenho, 
sensibilidade e eficiência, a grande maioria prioriza apenas um índice 
para gerar uma alta eficiência. Uma nova rede neural da família da 
Teoria da Ressonância Adaptativa possui características relevantes que 
poderão apresentar bons índices de desempenho sem a necessidade de 
priorizar apenas um índice. 
2.6. TEORIA DA RESSONÂNCIA ADAPTATIVA 
Adaptive Resonance Theory ou ART é uma teoria cognitiva e 
neural de como o cérebro aprende de forma independente a reconhecer, 
categorizar e prever objetos e eventos em um ambiente em mudança. 
(GROSSBERG, 2013). Proposta inicialmente por Stephen Grossberg e 
incorporando posteriormente contribuições de Gail Carpenter, a rede 
ART foi desenvolvida a partir da observação de fenômenos biológicos. 
Destacam três características: 
Normalização de sinais: capacidade de adaptação dos sistemas 
biológicos em ambientes instáveis, como o sistema oftalmológico, capaz 
de se adaptar rapidamente conforme a variação de luz (SILVA; 
SPATTI; FLAUZINO, 2010); 
Intensificação de contrastes: identificação de detalhes sutis a 
partir de observações sobre o ambiente. Um exemplo é o sistema 
respiratório, que identifica prontamente o surgimento de monóxido de 
carbono em um ambiente limpo (SILVA; SPATTI; FLAUZINO, 2010); 
Memória de curto prazo: armazenam informações sensoriais da 
intensificação de contraste antes de serem decodificadas, tendo em vista 
a tomada de decisão (SILVA; SPATTI; FLAUZINO, 2010). 
A rede ART abrange uma ampla variedade de redes neurais 
baseadas na neurofisiologia e é definida em função de seus processos de 
treinamento e entradas de padrões. As mais conhecidas são: 
 ART1: um dos primeiros modelos desenvolvidos. Permite 
estímulos de entrada somente com valores binários, 
treinamento não supervisionado. (CARPENTER; 
GROSSBERG, 1987b); 
 ART2: Modelo desenvolvido capaz de processar estímulos 
de entrada com valores binários e contínuos. Seu 
treinamento é não supervisionado. (CARPENTER; 
GROSSBERG, 1987a); 
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 ART3: Utiliza a ação de neurotransmissores na propagação 
dos dados pela rede, estímulos de entrada com valores 
contínuo ou binário e treinamento não supervisionado. 
(CARPENTER; GROSSBERG, 1990); 
 ARTMAP: Junção de duas redes ART. A primeira recebe e 
processa estímulos de entrada continuo ou binário e a 
segunda rede apresenta a resposta desejada (BENITE, 2003; 
VICENTINI, 2002) 
 Fuzzy ART: Versão Fuzzy da Artmap com treinamento 
supervisionado. Desenvolvido com base na ART1, mas 
adequado aos valores reais pertencentes ao intervalo [0, 1]. 
(SILVA; SPATTI; FLAUZINO, 2010; VICENTINI, 2002).  
A arquitetura básica das redes da família ART envolve três 
grupos de neurônios como poder ser visualizada na Figura 8. 
Figura 8 – Arquitetura geral redes ART 
 
Fonte: Próprio autor 
A camada F1 é formada por unidades de entrada e comparação; 
Camada F2 é constituída pelas unidades de clusters; 
Reset implementa o controle sobre o grau de similaridade dos 
padrões apresentados à rede e faz a classificação deles. As duas camadas 
são unidas por pesos adaptativos Top-down e Bottom-up.  
A arquitetura das redes ART possui a tarefa de identificar padrões 
através de comparação, agrupando-os de acordo com a similaridade das 
características apresentadas (BENITE, 2003). A ressonância adaptativa 
sobre a qual esta teoria faz referência ocorre quando padrões de 
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atividades nas camadas de entrada e saída se reforçam com esforço 
simultâneo (FAUSETT, 1994a). 
Neste trabalho utilizamos a rede ART2, capaz de realizar o 
processamento de entradas e saídas de sinais contínuos. Poderemos, 
assim, utilizar o banco de sinais de EEG empregados neste estudo. 
2.7. REDE ART2 
A rede ART2 foi projetada para processar vetores de entradas 
binários e contínuos, diferentemente da rede ART1, que opera apenas 
com entradas binárias. Sendo uma rede auto-organizável, seu 
treinamento é não supervisionado, organizando os padrões apresentados 
em clusters baseados na similaridade (FAUSETT, 1994a). 
2.7.1. Arquitetura da rede ART2 
A rede ART2 resolve muito bem o dilema da Estabilidade versus 
Plasticidade, no qual o sistema é capaz de incorporar mudanças 
ocorridas no ambiente e permanecer estável, a fim de manter o 
conhecimento já aprendido (FAUSETT, 1994a; PEREIRA, 2003). Isso é 
possível devido à forma como a rede processa um conjunto de dados. 
Essa dinâmica de processamento é controlada por dois subsistemas: 
Atencional e Orientação. 
O subsistema Atencional é formado pela camada F1(entrada) e F2 
(saída). A camada F1 é constituída de seis unidades computacionais (W, 
X, V, U, P e Q) e a camada F2 é composta por Yj determinada por m. 
Cada unidade da camada F1 realiza um processamento específico. Além 
de enviar sinal de ativação através dos pesos bottom-up, a camada F2 
responde ao estímulo por meio dos pesos top-down. Esses pesos são 
adaptativos; formam a memória da rede e são utilizados para controlar a 
semelhança dos padrões apresentados (AMORIM, 2006; CARPENTER; 
GROSSBERG, 1987a). A comparação entre os pesos bottom-up e top-
down gera a estabilidade do aprendizado da rede. 
O subsistema de Orientação é o reset, que controla o grau de 
similaridade de padrões alocados em uma mesma categoria (AMORIM, 
2006).  
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Na Figura 9 é possível ver a arquitetura da rede ART2, a 
disposição dos neurônios artificiais nas camadas F1, F2 e reset, e a 
conexão dos pesos. 
Figura 9 – Arquitetura e neural ART2 
 
Fonte: Próprio autor. 
A camada F2 é uma camada competitiva onde os neurônios de 
saída competem entre si para escolher um único vencedor. Apenas os 
pesos do neurônio vencedor são atualizados. 
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2.7.2. Características da rede ART2 
A rede ART2 é sensível à variação dos seus parâmetros. O mais 
crítico é o parâmetro de vigilância que controla o processo de 
clusterização, quantos clusters serão formados ao final do treinamento 
(CARPENTER; GROSSBERG, 1987a). A similaridade medida pelo 
reset é comparada ao valor do parâmetro de vigilância definido; caso a 
similaridade seja maior, o aprendizado é permitido e a rede aprende a 
classe.  
Valores do parâmetro de vigilância muito baixo farão com que 
não haja muitos clusters. Valores altos levarão à criação de muitos 
clusters a qualquer variação dos padrões de entrada. Uma solução para a 
escolha do valor adequado do parâmetro é variá-lo durante o 
treinamento. 
Outro fator que auxilia a rede na formação de clusters é a 
eliminação de ruídos (OZDAMAR; LOPEZ; YAYLAH, [s.d.]). Os 
sinais que saem de X passam por filtros, assim como os sinais 
normalizados de Q. Theta (θ) é o fator que determina a supressão de 
ruído. A seguir, as fórmulas para a supressão de ruídos: 
𝑓(𝑥) =  {
0 𝑥 < 𝜃       
𝑥 𝑥 ≥ 𝜃        
 (1) 
𝑓(𝑞) = {
0 𝑄 < 𝜃
𝑄 𝑄 ≥ 𝜃
 (2) 
A rede ART2 possui duas formas de aprendizagem: rápida e 
lenta. No aprendizado rápido as iterações de mudanças dos pesos e 
ativações da camada F1 acontecem até que um equilíbrio seja alcançado 
em cada época (FAUSETT, 1994a). 
No aprendizado lento, há somente uma iteração de atualização 
dos pesos, que ocorre em cada época de treinamento. É requerido um 
grande número de apresentação de padrões neste caso (FAUSETT, 
1994a). 
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2.7.3. Funcionamento da rede ART2  
O funcionamento da rede ART2 pode ser dividido nas seguintes 
etapas (EDUARDO; CHRIST, 2007): 
 Pré-processamento; 
 Cálculo da similaridade; 
 Ciclo de busca; 
 Aprendizagem. 
A etapa inicial começa na apresentação de um sinal de entrada s = 
(S1, S2, S3.) de valores reais à rede. Todas as unidades (W, X, U, V, P, 
Q) inicialmente possuem valores iguais a zero e entre elas existem 
unidades suplementares, que recebem sinais, computam a norma do 
vetor e enviam um sinal inibitório (FAUSETT, 1994b). 
O pré-processamento inicia a partir da unidade U, que envia 
sinais para cada unidade de P e W. As unidades W somam o sinal que 
recebem das unidades U, multiplicado pelo peso a, com as entradas Si. 
Os sinais que saem das unidades W são normalizados antes de entrarem 
em X. Essa normalização ocorre entre as unidades W-X, V-U e P-Q 
(EDUARDO; CHRIST, 2007; FAUSETT, 1994b). 
Os sinais que saem de X passam por uma filtragem de ruídos, o 
que ajuda a rede neural na formação de clusters estáveis. Ao mesmo 
tempo, os sinais normalizados de Q também passam por filtragem.  
Esses sinais vindos de X e Q chegam até V, são somados 
(𝑉 = 𝑏𝑓(𝑄) + 𝑓(𝑥)) e normalizados antes de serem enviados a U. Os 
sinais chegam a P, que envia sinais somados aos pesos bottom-up para 
as unidades de clusters na camada F2, onde se inicia a competição para 
o neurônio vencedor. As unidades U e P também enviam sinais para o 
reset, que inicia o cálculo de similaridade (FAUSETT, 1994a; 
VICENTINI, 2002). 
A similaridade é determinada pelo reset, capaz de inibir ou não o 
vencedor em F2, de acordo com o parâmetro de vigilância.  
As unidades P recebem os sinais da camada F2 com os pesos top-
down. O reset faz uma comparação com o parâmetro de vigilância 
definido; se a similaridade for maior, a unidade da camada F2 ganha o 
direito de aprender. Caso contrário, a unidade será inibida, uma nova 
competição deve ocorrer e um novo vencedor deve ser testado pelo reset 
(VICENTINI, 2002).  
A rede atingirá a estabilidade quando não ocorrerem mais 
mudanças nos clusters formados ou quando não houver mais sinal de 
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reset na unidade de cluster classificado em um determinado padrão de 
entrada anteriormente escolhido (CARPENTER; GROSSBERG, 1987a; 
FAUSETT, 1994a). 
O ciclo de busca ocorre quando a rede neural seleciona uma 
unidade da camada F2 para classificar a entrada. Essa unidade pode 
apresentar-se em três estados: ativo (unidade candidata a aprender o 
padrão de entrada), inativo (unidade que perdeu a competição para ser 
ativo) e inibido (unidade ativa, mas não aprovada pelo teste do reset) 
(EDUARDO; CHRIST, 2007).  
Esse ciclo se repete até que: 
 Uma unidade da camada F2 passe pelo cálculo de 
similaridade e esteja apto a aprender o padrão de entrada; 
 Quando todas as unidades da camada F2 são inibidas e um 
novo cluster é criado para classificar o padrão de entrada; 
 A rede atinge o limite de clusters, não podendo mais 
classificar os sinais de entrada.  
Na rede ART2, o aprendizado é incremental, ou seja, podem-se 
agregar mais informações ao conhecimento aprendido quando o 
ambiente sofre mudanças. O processo de aprendizagem ocorre com a 
atualização dos pesos da unidade vencedora. Essa atualização só ocorre 
quando os padrões são suficientemente similares aos já classificados; 
caso contrário, novos clusters são criados. Esse modelo de aprendizado 
é que gera a estabilidade da rede e a classifica para ser utilizada na 
resolução de problemas dinâmicos (FAUSETT, 1994b; VICENTINI, 
2002). 
2.8. AVALIAÇÃO DE DESEMPENHO 
Importante ferramenta na avaliação das redes neurais, a avaliação 
de desempenho tem como objetivo uma verificação do desempenho de 
algoritmos (SÖRNMO; LAGUNA, 2005). Essa tarefa é mais 
complicada quando o algoritmo é implementado para auxiliar no 
diagnóstico de doenças. Neste caso, o desempenho é avaliado por meio 
da habilidade do algoritmo de identificar e discriminar em dois grupos 
diferentes, sinais que indiquem ou não uma patologia. 
Os índices de desempenho mais utilizados na avaliação são 
Especificidade, Sensibilidade, Eficiência, Valor Preditivo Positivo e 
Valor Preditivo Negativo (SÖRNMO; LAGUNA, 2005). Neste trabalho 
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serão utilizados os três primeiros índices, que são calculados por meio 
da relação da resposta obtida pela rede neural com a resposta dos 
especialistas sobre os mesmos segmentos de sinais de EEG estudados.  
Sensibilidade e Especificidade são os índices com maior 
importância. O ideal é a rede alcançar o maior valor de acerto possível 
nestes índices (MYATT; JOHNSON, 2009). Para o cálculo destes 
índices são utilizados quatro indicadores resultantes, dispostos numa 
Tabela de Contingência (FLETCHER; FLETCHER; WAGNER, 2009). 
São eles: VP (verdadeiro positivo), quando o resultado obtido é 
realmente verdadeiro; VN (verdadeiro negativo), quando o resultado 
obtido definido como falso é verdadeiramente falso; FP (falso positivo), 
quando o resultado obtido e definido como positivo, na verdade, é falso; 
FN (falso negativo), quando o resultado é definido incorretamente como 
negativo, mas é positivo. (MYATT; JOHNSON, 2009). 
A Figura 10 ilustra a disposição dos indicadores dentro da Tabela 
de Contingência. 
Figura 10 – Tabela de contingência. 
 
Fonte: Adaptado de (FLETCHER; FLETCHER; WAGNER, 2009) 
A Sensibilidade representa o percentual de VP e indica a 
capacidade do teste em detectar uma doença (FLETCHER; 
FLETCHER; WAGNER, 2009). Um percentual baixo indica a 
incapacidade de identificação de doentes verdadeiros. A Sensibilidade é 
calculada a partir da Equação 3: 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑𝑒 =  
𝑉𝑃
𝑉𝑃 + 𝐹𝑁
 (3) 
A Especificidade representa o percentual de VN. É a habilidade 
do teste em constatar corretamente quando a doença não está presente, 
sendo calculada pela Equação 4. 
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𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑𝑒 =
𝑉𝑁
𝑉𝑁 + 𝐹𝑃
 (4) 
Eficiência é a concordância entre os resultados VP e VN. É a 
probabilidade de o teste apresentar resultados corretos quanto aos 
pacientes doentes e aos sadios. Este indicador é calculado da seguinte 
maneira: 
𝑒𝑓𝑖𝑐𝑖ê𝑛𝑐𝑖𝑎 =  
𝑉𝑃 + 𝑉𝑁
𝑉𝑃 + 𝑉𝑁 + 𝐹𝑃 + 𝐹𝑁
 (5) 
FN aumenta sempre que a Sensibilidade abaixa, ou seja, quando o 
teste não consegue identificar pacientes realmente doentes (SCOLARO, 
2009a). 
O número de FP cresce quando a especificidade baixa, ou seja, 
quando o teste indica uma doença em pessoas saudáveis.  
2.9. TRABALHOS REALIZADOS NO IEB-UFSC 
A detecção automática dos padrões epileptiformes tem inspirado 
muitos trabalhos, na tentativa de diminuir o tempo na identificação de 
padrões que indicam a epilepsia. 
A utilização das redes neurais na identificação automática de 
padrões epileptiformes tem sido objeto de estudos do Laboratório de 
Informática em Saúde do Instituto de Engenharia Biomédica da 
Universidade Federal de Santa Catarina (IEB-UFSC). 
Argoud (2001) propôs um sistema híbrido para a detecção 
automática de padrões epileptiformes, utilizando a Transformada de 
Wavelet para transformar o sinal de EEG e apresentá-lo à rede neural. 
Essa metodologia apresentou índices de Sensibilidade de 48,7% e 
Especificidade de 98,4%. 
Pereira (2003) realizou estudos sobre o tratamento de sinais 
bioelétricos para o processamento por redes neurais. Aplicou a 
Transformada de Wavelet e obteve índices de desempenho com valores 
de 95% de Sensibilidade e 70% de Especificidade.  
Sala (2005) utilizou Mapas de Kohonen para a detecção 
automática de padrões epileptiformes em sinais de EEG. A metodologia 
empregada obteve 58% de Sensibilidade e 82% de Especificidade. 
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Sovierzoski (2009) propôs uma avaliação de descritores 
morfológicos junto com redes neurais para a identificação de padrões 
epileptiformes. Em seu estudo principal alcançou valores de 91,92% de 
Sensibilidade, 91,09% de Especificidade e desempenho médio de 
91,32%.  
Scolaro (2009a), em sua dissertação de mestrado, propôs um 
classificador neural para identificação de padrões epileptiformes a partir 
da investigação, utilizando sinais de EEG e a Transformada de Wavelet, 
alcançando índice de Sensibilidade de 97,14%, Especificidade de 
94,55% e Eficiência de 96,14%.  
Scolaro (2014), em sua tese de doutorado, desenvolveu um 
sistema automatizado para identificação e contagem de padrões 
epileptiformes em sinais de EEG, utilizando a Transformada de Wavelet 
como filtro específico. Seus índices de desempenho foram 97,45% de 
Sensibilidade, 97,28% de Especificidade e 97,40% de desempenho. 
Azevedo (2014) desenvolveu um protótipo de um sistema 
automatizado, que utiliza Mapas Auto-Organizavéis de Kohonen para a 
identificação de padrões epileptiformes. Essa metodologia alcançou 
índices de 100% de Sensibilidade, 91% de Especificidade e 95% de 
Eficiência.  
Boos, (2011) em sua dissertação de mestrado, propôs novos tipos 
de descritores morfológicos para a identificação de padrões 
epileptiformes. Os índices de desempenho alcançaram valores de 91% 
de Sensibilidade, 83% de Especificidade e 87% de Eficiência.  
Boos, (2015) em sua tese de doutorado, propôs uma metodologia 
baseada em análise morfológica e inspirada no comportamento dos 
especialistas humanos, onde a análise morfológica é realizada utilizando 
conjuntos de descritores extraídos de sinais de EEG e processados 
digitalmente. A Sensibilidade atingida foi de 58,6%, Especificidade de 
87,2% e Eficiência média de 89%.  
 
 
  
3. METODOLOGIA 
As sessões anteriores são responsáveis pelo embasamento teórico 
necessário para a compreensão e execução dos objetivos apresentados 
no início do trabalho. Esta sessão tem por objetivo apresentar o 
protocolo de simulação da rede ART2, ou seja, registrar todos os passos 
que foram seguidos para a realização deste estudo de viabilidade da rede 
neural. 
3.1. BANCO DE SINAIS DE EEG 
Obtido por meio de uma parceria entre o Centro de Epilepsia de 
Santa Catarina - CEPESC e o Instituto de Engenharia Biomédica - IEB-
UFSC, o banco de sinais utilizados neste trabalho é composto por 1.132 
segmentos de sinais de EEG adquiridos de 10 paciente diagnosticados 
com epilepsia e 1 sem epilepsia, totalizando 16 horas de registros. Os 
sinais foram captados por 28 eletrodos dispostos no sistema 10-10, com 
montagem referencial, sendo utilizado Pz como referência. Estes sinais 
foram transcritos pelo sistema CEEgraph Vision EEG®, sendo 
processados por um filtro passa-alta de 1Hz, passa-baixa de 35Hz e um 
filtro rejeita-banda de 60Hz, utilizado para eliminar interferências 
causadas pela rede elétrica. A frequência de amostragem utilizada foi a 
máxima do equipamento de 512Hz. Todas as marcações e separação de 
padrões epileptiformes foram realizadas por três neurofisiologistas 
membros do CEPESC, que analisaram telas de dez segundos de sinal, 
verificando atentamente possíveis alterações no traçado do EEG que 
pudessem indicar a presença de padrões epileptiformes. O mesmo 
procedimento foi adotado para a identificação dos demais padrões 
(piscadas, atividade normal e ruídos). 
Por se tratar de seres humanos, para a utilização destes sinais foi 
necessária submissão e uma emenda em um projeto de pesquisa 
chamado “Sistema Inteligente para Processar Padrões Epileptiformes em 
Sinais de EEG de Longa Duração”, já aprovado pelo Comitê de Ética 
em Pesquisa com Seres Humanos da Universidade Federal de Santa 
Catarina. Esta nova pesquisa foi aprovada (parecer nº 1.183.201- 
ANEXO A), sendo permitido o uso do banco de sinais para treinamento 
e testes da rede neural. 
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Para a realização das análises e simulações, foram selecionados 
1.132 segmentos de sinais de EEG com duração de 4 segundos. Os 
segmentos de sinal extraídos de EEG pertencem a quatro classes de 
padrões. São eles:  
 Padrões epileptiformes; 
 Atividade normal de fundo; 
 Piscadas palpebrais; 
 Ruído (oriundos de interferências da rede elétrica e 
movimentos oculares, dentre outros). 
Figura 11 – Exemplos da morfologia dos padrões presentes nas 4 classes. (a) 
padrões epileptiformes, (b) atividade normal de fundo, (c) piscadas e (d) 
ruídos/artefatos. 
 
Fonte: Próprio autor (2016)  
Os segmentos de sinais foram divididos em dois conjuntos: 
Treinamento e Teste. A divisão seguiu o método utilizado por 
(AZEVEDO, 2014), no qual a seleção dos padrões foi realizada por 
meio de um algoritmo que colocou em ordem alfabética as classes, 
separou em dois conjuntos, sendo 50% do número total de cada classe 
para o conjunto de Treinamento e o restante para o conjunto de Teste. 
Durante todo o processo, não houve nenhum sinal duplicado, 
mantendo os segmentos de sinais diferentes em cada conjunto. 
A divisão final ficou da seguinte maneira: conjunto Treinamento 
com 570 segmentos de sinais e o conjunto Teste com 562. Na Tabela 1 é 
possível ver a separação das classes dentro dos conjuntos. 
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Tabela 1 – Separação dos sinais de EEG 
Conjuntos 
Padrões 
Epileptiformes 
Atividade 
Normal 
Piscadas Ruídos Total 
Treinamento 236 245 54 35 570 
Teste 239 248 54 21 562 
Total 475 493 108 56 1132 
3.2. IMPLEMENTAÇÃO DA REDE ART2 
Um protocolo de simulação da rede ART2 foi desenvolvido a fim 
de registrar os passos a serem seguidos para uma avaliação da rede 
ART2. O algoritmo implementado foi dividido em duas fases: 
treinamento e teste. Ambas foram implementadas no software Matlab®. 
Tanto no treinamento quanto no teste foram utilizados dois 
computadores com Windows 7 Ultimate, processador Intel Core i5-
2400, memória de 4GB, com sistema operacional de 64 Bits.  
3.2.1. Algoritmo de treinamento da rede ART2 
O processo de aprendizado de uma rede neural se dá através de 
um algoritmo capaz de se ajustar, processar padrões e ajustar a 
iteratividade dos pesos, a fim de atingir o objetivo proposto. O algoritmo 
de treinamento da rede ART2 deste trabalho foi implementado segundo 
os passos apresentados a seguir, começando pela inicialização dos 
parâmetros: 
 a= 10, peso fixo entre as unidades U e W; 
 b= 10, peso fixo entre as unidades Q e V; 
a e b, ambos recebem um valor empírico de 10 obtido por 
(CARPENTER; GROSSBERG, 1987a), que, por meio de experimentos, 
notaram que este valor gera estabilidade à rede. 
 c= 0,1, peso fixo utilizado para o teste do reset, valor obtido 
de forma empírica; 
 d= 0,9, ativação do vencedor da unidade F2. A fim de evitar 
a ocorrência de um reajuste durante um ciclo de 
aprendizagem, o valor escolhido, segundo (FAUSETT, 
1994b), deve ser próximo a um, obtendo assim maior 
eficácia para o parâmetro de vigilância; 
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 e= 0,000001, parâmetro empregado para evitar a divisão por 
zero quando a norma de um vetor de dados de entrada é 
nula. A indicação para a melhor escolha do valor é um 
número positivo. 
 n= 512, número de unidades da camada F1. 
Após os primeiros parâmetros serem definidos, o algoritmo faz a 
leitura dos conjuntos de sinais e seleciona o conjunto a ser utilizado. No 
caso, estamos falando do Treinamento. 
No treinamento da rede ART2 foram determinados 512 
neurônios, distribuídos na camada F1 e reset. O número máximo de 
clusters a serem formados na camada F2 foi determinado por m.  
Para este treinamento foi necessária apenas uma iteração, por se 
tratar de aprendizagem lenta. 
Os principais parâmetros da rede foram variados a fim de 
verificar o comportamento da rede ART2 na identificação dos padrões 
apresentados. O algoritmo de treinamento foi automatizado, 
funcionando da seguinte maneira: o parâmetro m foi fixado em um 
primeiro valor escolhido, o treinamento foi iniciado e os principais 
parâmetros variaram dentro dos valores atribuídos a ele. Depois que 
todas as possibilidades passaram pelo treinamento, um novo valor de m 
foi fixado e todo o procedimento citado ocorreu novamente. 
Os parâmetros apresentados abaixo interferem no treinamento da 
rede ART2. Valores foram atribuídos a eles com o intuito de explorar a 
viabilidade da rede.  
 m= 4, 8, 12, 16 e 20, número máximo de clusters a serem 
formados na camada F2. São apresentadas à rede quatro 
classes de padrões e, por similaridade, a rede neural ART2 
agrega-os em clusters. Caso não encontre semelhante, cria 
outro cluster. É importante limitar a criação destes, pois, a 
cada detalhe mínimo, a rede criará, sem controle, novos 
clusters. Os valores foram escolhidos e definidos a fim de 
verificar a influência do número de clusters no resultado 
final. 
 ρ= 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 e 1, parâmetro de 
vigilância. Determina quantos clusters serão formados. A 
literatura indica 0<ρ<1. Para este treinamento, empregamos 
estes valores citados acima. 
 α= 0.1, 0.3, 0.7, 0.9, taxa de aprendizagem. Seu valor indica 
o grau que os novos padrões terão na atualização de seus 
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pesos no próximo ciclo de treinamento. A determinação dos 
números atende ao critério 0<α<1 e os valores foram 
definidos de modo a possibilitar o treinamento lento e rápido 
da rede. 
 θ= -0.0007, 
1
√𝑛
 (0,004), 0.7, supressão de ruído. Os 
componentes dos vetores de entrada apresentados à rede que 
tiverem valores abaixo de um valor determinado são postos 
a zero (FAUSETT, 1994b). Os segmentos de sinais 
utilizados neste treinamento possuem valores negativos. O 
primeiro valor de supressão de ruído foi escolhido devido a 
esta condição. O segundo e o terceiro são valores de amostra 
e exemplos sugeridos pela literatura (CARPENTER; 
GROSSBERG, 1987a; FAUSETT, 1994b). 
 N_epc= 5, 20, 50, 100, número de épocas. 
Os principais parâmetros tiveram valores definidos que foram 
combinados diversas vezes até esgotar as combinações possíveis. 
Figura 12 – Variações dos principais parâmetros rede ART2 
Parâmetros Variações Total 
Número máximo de clusters (m) 4, 8, 12,16 e 20 5 
Supressão de ruído (θ) -0,0007; 0,0442 (1 √𝑛⁄ ) e 0,7 3 
Parâmetro de vigilância (ρ) 0,1 ≤ ρ ≥ 1,0 10 
Taxa de aprendizagem (α) 0,1; 0,3; 0,7 e 0,9 5 
Número de épocas (N_epc) 5, 20, 50 e 100 4 
Combinações de todos os parâmetros: 3.000 
Fonte: Próprio autor. 
Após a determinação dos principais parâmetros, iniciou-se o 
treinamento, executando os próximos passos tantas vezes quantas foram 
definidos em N_epc para cada vetor de entrada. 
As variáveis p,q,u,v,x e w representam neurônios em 
processamento. Estas mesmas variáveis com letra maiúsculas 
simbolizam os neurônios normalizados. 
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As unidades U, W, X, V, P, Q da camada F1 e y da camada F2 
são inicializadas com matrizes de zero, assim como os pesos top-down. 
Os pesos bottom-up são inicializados conforme a fórmula: 
𝑏𝑗(0) ≤
1
(1 − 𝑑)√𝑛
 (6) 
As unidades da camada F1 sofrem uma atualização das ativações 
conforme as equações: 
𝑢 =  0 (7) 
𝑤 =  𝑠𝑖; (8) 
𝑝 =  0; (9) 
𝑥 =
𝑠𝑖
𝑒 + ||𝑠||
 (10) 
𝑣 = 𝑓(𝑥) (11) 
𝑞 =  0 (12) 
 
Novamente devem ser atualizadas de acordo com as equações: 
 
𝑢 =
𝑣
𝑒 + ||𝑣||
 (13) 
𝑤 = 𝑠𝑖 + 𝑎. 𝑢 (14) 
𝑝 = 𝑢 (15) 
𝑥 =
𝑤
𝑒 + ||𝑤||
 (16) 
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𝑞 =
𝑝
𝑒 + ||𝑝||
 (17) 
𝑣 = 𝑓(𝑥) + 𝑏. 𝑓(𝑞) (18) 
Após as atualizações, os sinais das unidades da camada F2 devem 
ser calculados segundo a equação:  
𝑦 = ∑ 𝑏𝑗. 𝑝 (19) 
A próxima etapa é a verificação do reset de acordo com o 
parâmetro de vigilância; se o valor de comparação for menor ou igual a 
ρ, reset é verdadeiro e inicia-se a busca pela unidade Y vencedora, ou 
seja, a unidade com o maior sinal da camada F2. Nova verificação do 
reset é feita conforme as equações: 
𝑢 =
𝑣
𝑒 + ||𝑣||
 (13) 
𝑝 = 𝑢 + 𝑑. 𝑡𝑗 (20) 
𝑟 =
𝑢 + 𝑐. 𝑝
𝑒 + ||𝑢|| + 𝑐. ||𝑝||
 (21) 
Se o reset for verdadeiro, repetir a busca pelo y da camada F2 
com maior sinal e uma nova verificação do reset. No caso de falso, 
executar a atualização dos pesos da unidade vencedora da camada F2 de 
acordo com o número determinado de iterações, neste caso, um. 
𝑡𝑗 =∝. 𝑑. 𝑢 + [1+∝. 𝑑(𝑑 − 1)]. 𝑡𝑗 (22) 
𝑏𝑗 =∝. 𝑑. 𝑢 + [1+∝. 𝑑(𝑑 − 1)]. 𝑏𝑗 (23) 
Uma nova atualização das unidades da camada F1 deve ser 
realizada: 
𝑢 =  
𝑣
𝑒 + ||𝑣||
 (13) 
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𝑤 = 𝑠𝑖 + 𝑎. 𝑢 (14) 
𝑝 = 𝑢 + 𝑑. 𝑡𝑗 (20) 
𝑥 =  
𝑤
𝑒 + ||𝑤||
 (16) 
𝑞 =
𝑝
𝑒 + ||𝑝||
 (17) 
𝑣 = 𝑓(𝑥) + 𝑏. 𝑓(𝑞) (18) 
 
No final de cada treinamento, as redes que, por alguma 
discrepância nas variações dos parâmetros, não conseguiram realizar por 
completo o treinamento ou entraram em um loop na verificação do reset, 
tiveram seus dados armazenados em planilhas da Microsoft Excel®. 
Redes que concluíram o treinamento também foram armazenadas em 
planilhas, com informações sobre o tempo de treinamento, parâmetros 
utilizados e o nome. 
O algoritmo completo do treinamento da rede ART2 está no 
APÊNDICE A.  
3.2.2. Algoritmo de teste da rede ART2 
Para a realização das simulações e testes da rede ART2, foi 
utilizado o conjunto Teste, submetido a cada rede treinada. O algoritmo 
de teste funciona da seguinte maneira: 
 Seleção do tipo de teste: tendo a opção de testar uma ou 
todas as redes treinadas; 
 Leitura dos conjuntos de sinais (padrões EEG), seleção do 
conjunto Teste, organização em padrões de entrada e 
classes; 
 Leitura e seleção das redes treinadas que serão utilizadas no 
teste; 
 Inicialização dos parâmetros a, b, c, d, e, α, ρ e θ.  
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 Determinação do tamanho da rede (n, m), inicialização dos 
pesos top-down e bottom-up; 
 Identificação dos clusters pertencentes à classe “espículas”; 
 Determinação do número de épocas, padrões e atualização 
dos pesos; 
 Inicialização das unidades das camadas F1 e F2; 
 Atualizações das ativações das unidades da camada F1; 
 Computação dos sinais das unidades da camada F2 segundo 
a Equação 19.  
O algoritmo completo do teste da rede ART2 encontra-se no 
APÊNDICE B. 
Por meio da apresentação do conjunto de Teste à rede ART2, 
indicadores são levantados para cada rede, testada da seguinte maneira: 
quatro classes são apresentadas à rede, que identifica a classe da 
espícula. Neste caso, a espícula encontra-se na classe um. Depois de 
computado e identificado o J (cluster vencedor), inicia uma comparação 
entre classe e cluster para o levantamento dos indicadores VP, VN, FN e 
FP. 
Condições de identificação: Classes = 1 (espícula), J = cluster 
vencedor.  
 Classe = 1 e J = cluster espícula → VP 
 Classe ≠ 1 e J ≠ cluster espícula → VN 
 Classe = 1 e J ≠ cluster espícula → FN 
 Classe ≠ 1 e J = cluster espícula → FP 
Os resultados obtidos são comparados com a Tabela 1. Os 
Indicadores VP e VN apontam concordância entre os resultados da rede 
e as marcações dos neurofisiologistas. FP e FN mostram discordância na 
classificação. 
A partir dos indicadores (VP, VN, FP e FN) levantados nos testes 
das redes, foram calculados os índices Sensibilidade, Especificidade e 
Eficiência segundo equações apresentadas na Avaliação de 
Desempenho, a fim de verificar o desempenho da rede ART2 frente ao 
reconhecimento e distinção dos padrões epileptiformes.  
 
  
 
 
 
 
 
  
4. RESULTADOS E DISCUSSÃO 
Neste capítulo serão apresentados e discutidos os resultados 
obtidos de acordo com os objetivos estabelecidos no início do trabalho. 
A Teoria da Ressonância Adaptativa é composta por redes auto-
organizáveis, com aprendizado competitivo e que resolve o dilema da 
estabilidade versus plasticidade, ou seja, ela é capaz de aprender novos 
padrões sem apagar o conhecimento já adquirido. Dentre a família da 
rede ART, para este estudo foi escolhida a rede ART2, por permitir 
entradas com valores binários e contínuos. Esta rede possui treinamento 
não supervisionado, identifica padrões e os classifica em clusters por 
meio da similaridade entre eles. 
Essa característica foi explorada neste estudo a fim de verificar a 
viabilidade da rede ART2 no reconhecimento de padrões epileptiformes. 
4.1. ANÁLISE 1 
Ao final do treinamento da rede ART2, foram obtidas três mil 
redes. Dentre elas, 1.607 redes (54%) conseguiram completar o 
treinamento, enquanto 1.393 redes (46%) não puderam completar o 
treinamento.  
A definição de números máximos de cluster da camada F2 foi 
uma das principais causas de erro durante o treinamento. A rede ART2 
agrupa os padrões de acordo com a semelhança, criando novos grupos. 
Foram apresentadas quatro classes à entrada da rede ART2, que foi 
capaz de identificar as similaridades das quatro classes e as semelhanças 
entre padrões dentro destas classes, separando-as em novos clusters. 
Devido à restrição de clusters, a rede não pode criar novos 
agrupamentos, voltando ao processo de verificação do reset e entrando 
em um loop. Devido a isso, o treinamento foi interrompido e os dados 
desta rede foram enviados para uma lista à parte. 
O tempo de treinamento de cada rede neural variou entre 12 
segundos e 5 min 21s. A média foi de 1 minuto e 56 segundos. 
Todas as informações das redes treinadas e as que não concluíram 
o treinamento foram armazenadas em planilhas do Microsoft Excel ® 
para análise. 
A rede ART2 é sensível a alguns parâmetros em suas 
configurações de implementação. Cinco parâmetros foram combinados e 
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variados a fim de verificar a real influência no resultado da rede. São 
eles: número de cluster na camada F2, taxa de aprendizagem, parâmetro 
de vigilância, supressão de ruído e número de épocas. 
Valores baixos atribuídos para a taxa de aprendizagem fazem 
com que os pesos e os agrupamentos dos padrões em clusters alcancem 
mais rapidamente o equilíbrio (FAUSETT, 1994b). A variação de 
valores de 0,1 a 0,9 apresentou influência significativa nos resultados 
finais da rede. Com números baixos, a rede foi capaz de agrupar melhor 
os segmentos de sinais nos clusters.  
Parâmetro de vigilância, segundo (CARPENTER; GROSSBERG, 
1987a; FAUSETT, 1994b) é um dos mais sensíveis da rede ART2. 
Neste trabalho pode-se notar isto; apenas 7 redes com o parâmetro de 
vigilância definido em 0,9 foram treinadas e 293, de um total de 300 
redes com este valor de parâmetro, não conseguiram realizar o 
treinamento. Nenhuma rede com o parâmetro de vigilância definido em 
1 completou o treinamento. Isso se deve ao fato de que pequenas 
variações dos padrões apresentados à entrada da rede levam à criação de 
novos clusters. Com o número de cluster limitado, a rede ART2 não 
consegue formar mais agrupamentos nem encaixá-los nos clusters 
existentes, levando ao erro do treinamento. 
Todos os dados normalizados na camada F1 abaixo do valor 
definido do parâmetro de supressão de ruído foram desconsiderados. 
Todas as redes com a supressão de ruído definido em 0,7 não 
concluíram o treinamento; seus dados normalizados foram colocados a 
zero, o que impediu a rede de agrupá-los. O sinal de EEG possui partes 
negativas e positivas; a supressão de ruídos considera as variações 
abaixo do valor determinado como um ruído do sinal e os desconsidera. 
É requerido um número de apresentação de cada padrão de 
entrada para que a rede ART2 faça a computação dos dados. Essas 
apresentações repetitivas são as épocas. Neste trabalho foram definidas 
5, 20, 50 e 100 épocas. Poucas épocas influenciaram nos melhores 
resultados da especificidade, enquanto que a máxima Sensibilidade foi 
alcançada com o maior número de apresentações de padrões na rede. 
4.2. ANÁLISE 2 
Do total de três mil redes, apenas 1.607 redes ART2 que 
concluíram o treinamento foram utilizadas nas simulações.  
65 
 
Os testes com as redes neurais ART2 forneceram os indicadores 
VP, VN, FP e FN. Através deles foi realizada a avaliação das redes, por 
meio dos índices de desempenho. Na Tabela 2 é possível ver a média e 
outros dados relevantes dos índices. 
Tabela 2 – Índices de desempenho 
Métrica Máximo Mínimo Média Desvio padrão 
Sensibilidade 98,34% 78,425 86,31% 4,14% 
Especificidade 86,94% 59,86% 76,48% 5,81% 
Eficiência 85,65% 73,41% 80,51% 2,83% 
 
A maior Sensibilidade alcançada pelas redes ART2 foi de 
98,34%, o que indica uma melhor distinção dos grupos formados. Este 
valor foi atingido por 24 redes ART2.  
Todas as redes com 98,34% de Sensibilidade tiveram em comum 
o mesmo valor de taxa de aprendizagem (α) de 0,5, supressão de ruídos 
(θ) de -0,0007 e a quantidade de épocas de 20, 50 e 100. Estes foram os 
parâmetros que influenciaram na Sensibilidade.  
Especificidade máxima alcançada pelas redes ART2 foi 86,94%. 
Este índice representa uma concordância entre os especialistas e o 
resultado apresentado pela rede ART2. Oito redes ART2 tiveram esse 
valor máximo, as mesmas que obtiveram os maiores índices de 
Eficiência.  
A Eficiência está relacionada à capacidade da rede ART2 em 
reconhecer precisamente padrões epileptiformes. A máxima eficiência 
alcançada foi de 85,65%.  
Após a avaliação dos resultados obtidos com o teste, foi possível 
notar que a eficiência da rede ART2 aumenta de acordo com o número 
de clusters formados. Isso se deve ao fato de a rede agrupar os sinais 
segundo o critério de similaridade. Neste estudo são apresentadas quatro 
classes de sinais (epileptiformes, piscadas, atividade normal de fundo e 
ruídos). A rede foi capaz de reagrupar sinais semelhantes dentro dessas 
classes em novos clusters. Essa característica é apresentada na literatura 
(FAUSETT, 1994b; SILVA; SPATTI; FLAUZINO, 2010) como sendo 
uma das vantagens da rede auto-organizável ART2 em apresentar 
resultados antes desconhecidos.  
À medida que os padrões são variados, os valores dos índices 
sensibilidade e especificidade se mantêm muito próximos. Um exemplo 
é a rede 1.449, que apresentou 83,40% de Sensibilidade, 86,94% de 
Especificidade e 85,65% de Eficiência.  
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As 1.607 redes testadas apresentaram 98 resultados diferentes. No 
APÊNDICE C é possível visualizar algumas das configurações 
utilizadas que resultaram em alguns índices de desempenho. Não é 
possível afirmar quais parâmetros definidos apresentam o melhor 
resultado da rede ART2, pois diversas combinações resultaram mesmo 
índices de desempenho.   
Assim como observado por (OZDAMAR; LOPEZ; YAYLAH, 
[s.d.]), além do parâmetro de vigilância, a rede ART2 também é sensível 
ao parâmetro de supressão de ruído, o que influenciou nos resultados de 
Sensibilidade, Especificidade e Eficiência.  
Em todas as redes, o cluster predominante das espículas foi o 
cluster dois. Os melhores resultados foram obtidos com a supressão de 
ruído com 0,0442 e -0,0007. Nenhuma rede com supressão de ruído 
definida em 0,7 completou o treinamento e pode ser utilizada nos testes, 
que mostra a influência deste parâmetro no bom funcionamento da rede. 
Na Figura 13 é possível visualizar a influência da supressão de 
ruído no treinamento. 
Figura 13 – Redes que concluíram ou não concluíram o treinamento de acordo 
com a supressão de ruído. 
 
Fonte: Próprio autor.  
 
 
O aprendizado lento é o mais adequado para dados contínuos e 
menos sensível à ordem de apresentação deles (EDUARDO; CHRIST, 
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2007; FAUSETT, 1994b). Isso pode ser notado neste trabalho, pois 
grande parte dos melhores resultados foram atingidos com a taxa de 
aprendizagem com valores baixos.  
Os três principais padrões que mais influenciaram no resultado 
final da rede foram supressão de ruído, parâmetro de vigilância e 
número de cluster. Juntos eles foram responsáveis pelas redes que 
apresentaram erro e também pelos maiores valores alcançado pelos 
índices de desempenho. 
Grande parte dos trabalhos e estudos com redes neurais na 
investigação do reconhecimento automático de sinais de EEG tendem a 
priorizar apenas um indicador de desempenho dentre Sensibilidade, 
Especificidade e Eficiência. As variações que os sinais de EEG podem 
apresentar de paciente para paciente dificultam o estabelecimento de um 
modelo computacional capaz de diferenciar os sinais epileptiformes das 
demais atividades presentes no EEG, o que faz com que a 
Especificidade caia muito.  
A baixa qualidade na aquisição de um sinal de EEG, por outro 
lado, resulta em uma baixa sensibilidade. O grande número de ruídos 
captados e o não aparecimento de padrões epileptiformes de forma 
espontânea em alguns casos e em tipos de epilepsia comprometem os 
estudos pela pouca quantidade de padrões a serem identificados 
(WILSON; EMERSON, 2002).  
Registros de longa duração de EEG tendem a apresentar maior 
probabilidade de se encontrar padrões epileptiformes. Desta forma, boa 
parte dos estudos prioriza a Especificidade (WILSON; EMERSON, 
2002). No caso da rede neural ART2, não vemos este distanciamento 
entre Sensibilidade, Especificidade e Eficiência. Os três índices de 
desempenhos apresentam valores sempre muito próximos um dos 
outros, não sendo preciso priorizar apenas um índice. Não é preciso 
ajustar os padrões para que a Sensibilidade aumente ou a Especificidade 
se eleve. Os ajustes nos parâmetros farão com que a rede ART2 
aprimore seu reconhecimento e classificação, elevando seu desempenho 
e, consequentemente, apresentando bons resultados. No APÊNDICE C é 
possível verificar os resultados das 1.607 redes testadas com os índices 
de Sensibilidade, Especificidade e Eficiência. Nele é possível ver que a 
rede ART2 mostrou-se capaz de diferenciar padrões epileptiformes e os 
outros sinais que aparecem no EEG. 
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4.3. ANÁLISE 3 
Com a proposta de explorar a possibilidade de utilizar redes 
neurais com treinamento não supervisionado para o monitoramento de 
EEG de pacientes com epilepsia, (OZDAMAR; LOPEZ; YAYLAH, 
[s.d.]) publicaram, em 1992, um artigo sobre a possibilidade do uso e 
personalização da rede neural ART2 para o reconhecimento de padrões 
epileptiformes presentes no EEG de cada paciente, através dos 
parâmetros de supressão de ruído e vigilância. O artigo não apresenta 
informações suficientes; apenas conclui que a rede ART2 apresentou 
resultados promissores quanto à identificação e ao reconhecimento de 
padrões epileptiformes e uma possibilidade real de personalização da 
rede neural.  
Para a avalição dos índices de desempenho não foi possível a 
comparação direta entre este trabalho e os demais citados no decorrer 
deste estudo, devido à falta de informações, à metodologia empregada 
não descrita e o conjunto de sinais utilizados no treinamento e no teste, 
que não apresentam as mesmas características. Entretanto, dois trabalhos 
utilizaram o mesmo banco de sinais de EEG deste estudo (SCOLARO, 
2009b) e (AZEVEDO, 2014).  
É importante destacar que SCOLARO (2009) utilizou uma 
abordagem diferente de separação do banco de sinais e uma rede neural 
de treinamento supervisionado, Perceptron de Múltiplas Camadas 
(PMC) para a classificação de padrões. Já AZEVEDO (2014) utilizou 
Mapas Auto-organizáveis de Kohonen (MAK), com treinamento não 
supervisionado. A comparação, neste caso, envolve somente resultados 
alcançados nos índices de desempenho por estes estudos. 
Foram selecionada uma das redes ART2 com maior índice de 
sensibilidade, outra rede com o maior índice de especificidade e 
eficiência e uma rede ART2 com métricas equivalentes para serem 
comparadas com os resultados dos trabalhos de (SCOLARO, 2009b) e 
(AZEVEDO, 2014). 
 
 
 
 
 
 
 
 
69 
 
Figura 14 – Desempenho redes neurais 
 
Fonte: Próprio autor.  
É possível notar uma discrepância entre os índices de 
desempenho. Os sistemas desenvolvidos com Perceptron e Mapas de 
Kohonen possuem uma metodologia diferente. O primeiro fez uso de 
filtros adicionais nos segmentos de sinais e o segundo testou diversos 
tipos de parada. Essas diferenças quanto à metodologia podem justificar 
os resultados obtidos com os classificadores. A rede ART2 utilizou 
apenas a supressão de ruído, que é parte da arquitetura básica desta rede 
e conseguiu apresentar bons resultados. 
 No entanto, estudos mostram que o grau de concordância entre 
os especialistas quanto a revisão de registros de EEG é considerado 
baixo (entre 50% e 80%). A associação da baixa concordância, a 
variação morfológica dos padrões epileptiformes e variabilidade do sinal 
de EEG ocasionam a ausência de um “padrão ouro” que possa ser 
utilizado para a avaliação e validação de metodologias. (ASKAMP; 
VAN PUTTEN, 2014; BARKMEIER et al., 2012; DÜMPELMANN; 
ELGER, 1999; HALFORD et al., 2013; NIEDERMEYER; DA SILVA, 
2005).  
Sendo assim, a rede ART2 mostra-se promissora para o uso no 
reconhecimento de padrões epileptiformes, apresentando índices acima 
de 80% em boa parte das redes testadas. 
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5. CONCLUSÃO 
Dentro das opções de redes neurais da Teoria da Ressonância 
Adaptativa, a rede neural ART2 foi a escolhida para este trabalho devido 
sua principal característica em resolver o dilema da plasticidade versus 
estabilidade e a capacidade de processar estímulos de entrada com 
valores contínuos e binários. Foi desenvolvido e implementado no 
software Matlab® o algoritmo desta rede neural empregando o 
parâmetro de supressão de ruído em sua arquitetura para o 
reconhecimento de padrões epileptiformes. 
Os resultados gerados pelas redes neurais ART2 foram avaliados 
por meio de índices de desempenho (Sensibilidade, Especificidade e 
Eficiência), alcançando índices máximos de 98,34% de Sensibilidade, 
86,94% de Especificidade e 85,65% de Eficiência. 
A rede neural ART2 é viável no uso do reconhecimento 
automático de padrões epileptiformes se considerarmos a concordância 
entre os especialistas que é de 80%, a rede alcançou índices acima 
destes valores de concordância.   
No entanto, se apenas analisarmos os valores numéricos em 
comparação com PMC e MAK, a rede ART2 apresenta desempenho 
inferior. Entretanto, como não existe um valor mínimo ou médio de 
desempenho aceitável por especialistas, a rede ART2 não pode ser 
totalmente descartada. Um dos seus pontos positivos em relação à PMC 
e MAK é a estabilidade vs plasticidade,  novos padrões poderão ser 
apresentados a rede sem a necessidade de um novo treinamento e sem o 
risco da rede se especializar em apenas um padrão. Novos clusters 
seriam criados de acordo com a similaridade, diferente das outras redes 
que necessitam de um novo treinamento a cada novo dado inserido.  
 
 
  
 
 
 
 
  
6.  TRABALHOS FUTUROS 
A rede neural ART2 mostrou-se viável no reconhecimento de 
padrões epileptiformes, podendo futuramente auxiliar no diagnóstico da 
epilepsia.  
Em continuidade ao estudo do trabalho desenvolvido, sugere-se: 
 Utilização de sinais contínuos e completos de EEG. 
Neste trabalho foram utilizados apenas segmentos de 
sinais de EEG; 
 Desenvolvimento de um sistema automatizado, com 
possibilidade de ajustes finos dos parâmetros principais, 
onde seja possível personalizar a avaliação para cada 
paciente. Os padrões epileptiformes são mais 
semelhantes se eles forem do mesmo paciente. A rede 
ART2 permite essas modificações mantendo o 
conhecimento adquirido, sem o risco de especializar, 
como ocorre em redes com treinamento supervisionado. 
 Utilização de filtros nos sinais de EEG antes de ser 
apresentada a rede neural ART2. 
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Apêndice A – Algoritmo de treinamento rede neural ART2 
% Algoritmo de treinamento da ART2 (versão automática) 
clc;clear; 
 
% PASSO 0 
% Inicialização dos parâmetros 
a = 10;             % peso entre U e W 
b = 10;             % peso entre Q e V 
c = 0.1;            % peso para o teste do reset 
d = 0.9;            % ativação do vencedor da F2 
e = 0.000001;       % parâmetro para evitar a divisão por zero 
 
% Padrões (vetores) de entrada 
% Leitura dos conjuntos de sinais (padrões de EEG) 
local = 'C:\art_2\banco_eeg\'; 
lista_dados_aux = what(local); 
lista_dados = lista_dados_aux.mat; 
% Seleção do conjunto de padrões de EEG que será utilizado 
[id_arq,id_selec] = listdlg('PromptString',... 
    'Selecione um arquivo:',... 
    'SelectionMode','single','ListString',lista_dados,... 
    'Name','Seleção de dados','ListSize',[200 150]); 
% Carrega o conjunto de padrões selecionado 
sinais = importdata([local,lista_dados{id_arq,:}]); 
% Organiza o conjunto selecinado 
vetores_entrada = sinais(2:end,:)'; 
classes = sinais(1,:)'; 
clear sinais; 
 
% Determinação do tamanho da rede 
n = size(vetores_entrada,2);% unidades da F1 (vetor de entrada) 
% Número de padrões, épocas e atualizações pesos (interações) 
N_pdr = size(vetores_entrada,1);    % qtde. padrões de entrada 
N_interacoes = 1;                   % 1 = lento; >1 = rápido 
 
 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Parâmetros para automatização do algoritmo de treinamento 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
vetor_theta = [-0.0007 1/sqrt(n) 0.7]; 
vetor_N_epc = [5 20 50 100]; 
vetor_clusters = [4 8 12 16 20]; 
for m = vetor_clusters(1,m);          % tamanho dos clusters 
for row = 0.1:0.1:1;                  % parâmetro de vigilância 
for alpha = 0.1:0.2:0.9;              % taxa de aprendizagem 
for aux1 = 1:size(vetor_theta,2);     % supressão do ruído 
    theta = vetor_theta(1,aux1); 
    for aux2 = 1:size(vetor_N_epc,2); % máximo de épocas 
        N_epc = vetor_N_epc(1,aux2); 
        clearvars -except a b c d e local lista_dados_aux ... 
            lista_dados id_arq id_selec vetores_entrada ... 
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            classes n N_pdr N_interacoes vetor_theta ... 
            vetor_N_epc m row alpha aux1 theta aux2 N_epc; 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        % Início do treinamento 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        ini_treino = tic;      % início do treinamento da rede 
        % Inicialização das unidades da camada F1 
        u = zeros(1,n); 
        w = zeros(1,n); 
        x = zeros(1,n); 
        v = zeros(1,n); 
        p = zeros(1,n); 
        q = zeros(1,n); 
        % Inicialização dos pesos top-down 
        tj = zeros(m,n); 
        % Inicialização dos pesos bottom-up 
        bj = (zeros(m,n)+1).*1./((1-d).*sqrt(n)); 
        % Inicialização das unidades da camada F2 
        y = zeros(m,1); 
        treinamento_travou = 0; 
        h_treino = waitbar(0,'Treinando...',... 
            'Name','Treinamento ART2'); 
        % PASSO 1 
        for epc = 1:N_epc 
            waitbar(epc/N_epc,h_treino,... 
                ['epc= ',sprintf('%d/%d',epc,N_epc),... 
                ', \alpha= ',sprintf('%0.3g',alpha),... 
                ', \theta= ',sprintf('%0.3g',theta),... 
                ', \rho= ',sprintf('%0.3g',row),... 
                ', m= ',sprintf('%d',m)]); 
            % PASSO 2 
            for pdr = 1:N_pdr 
                waitbar(epc/N_epc,h_treino,... 
                    ['pdr= ',sprintf('%03d/%d',pdr,N_pdr),... 
                    ', epc= ',sprintf('%d/%d',epc,N_epc),... 
                    ', \alpha= ',sprintf('%0.3g',alpha),... 
                    ', \theta= ',sprintf('%0.3g',theta),... 
                    ', \rho= ',sprintf('%0.3g',row),... 
                    ', m= ',sprintf('%d',m)]); 
                s = vetores_entrada(pdr,:); 
                % PASSO 3 
                % Update F1 unit activations 
                u = zeros(1,n); 
                w = s; 
                p = zeros(1,n); 
                x = s./(e+norm(s)); 
                q = zeros(1,n); 
                v = actfun(x,theta); 
                % Update F1 unit activations again 
                u = v./(e+norm(v)); 
                w = s + a.*u; 
                p = u; 
                x = w./(e+norm(w)); 
                q = p./(e+norm(p)); 
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                v = actfun(x,theta) + b.*actfun(q,theta); 
                % PASSO 4 
                % Compute signals to F2 Units 
                y = bj * p'; 
                % PASSO 5 
                reset = 1; 
                while reset 
                    % PASSO 6 
                    J = find(y == max(y),1); 
                    % PASSO 7 
                    u = v/(e+norm(v)); 
                    p = u+d.*tj(J,:); 
                    r = (u+c.*p)./(e+norm(u)+c.*norm(p)); 
                    if norm(r) >= row-e 
                        w = s+a.*u; 
                        x = w./(e+norm(w)); 
                        q = p./(e+norm(p)); 
                        v = actfun(x,theta)+b.*actfun(q,theta); 
                        reset = 0; 
                    else 
                        y(J) = -1; 
                        if y+1 ~= 0 
                            reset = 1; 
                        end 
                    end 
                    % Teste para evitar loop infinito da camada 
                    % F2 com unidades inibidas 
                    if isequal(y,-1.*ones(m,1)) == 1; 
                        break; 
                    end 
                end 
                if isequal(y,-1.*ones(m,1)) == 1; 
                    break; 
                end 
                reset_pesos = 1; 
                interacoes = 0; 
                while reset_pesos 
                    % Update Weights for Winning Unit 
                    tj(J,:) = alpha.*d.*u(1,:) + ... 
                        (1+alpha.*d.*(d-1)).*tj(J,:); 
                    bj(J,:) = alpha.*d.*u(1,:) + ... 
                        (1+alpha.*d.*(d-1)).*bj(J,:); 
                    u = v/(e+norm(v)); 
                    w = s+a*u; 
                    p = u+d*tj(J,:); 
                    x = w/(e+norm(w)); 
                    q = p/(e+norm(p)); 
                    v = actfun(x,theta)+b*actfun(q,theta); 
                    interacoes = interacoes+1; 
                    if interacoes == N_interacoes 
                        reset_pesos = 0; 
                    end 
                end 
            end 
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            if isequal(y,-1.*ones(m,1)) == 1; 
                clc; 
                disp(['   O treinamento "travou" em epc=',... 
                    num2str(epc), ' e pdr=',num2str(pdr)]) 
                treinamento_travou = 1; 
                break; 
            end 
        end 
        close(h_treino) 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        % Cálculo da duração do treinamento 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        t_treino = toc(ini_treino); 
        t_trn_h = floor(t_treino/(60*60)); 
        t_trn_min = floor(((t_treino/3600)-t_trn_h)*60); 
        t_trn_s = floor(t_treino-((t_trn_min*60)+... 
            (t_trn_h*3600))); 
        tempo_treino = sprintf('%d:%d:%d',t_trn_h,... 
            t_trn_min,t_trn_s); 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        % Análise dos clusters formados 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        if treinamento_travou == 0; 
            h_cluster = waitbar(0,'Analisando...','Name',... 
                'Análise dos clusters'); 
            cluster = cell(N_pdr,1); 
            for pdr = 1:N_pdr 
                waitbar(pdr/N_pdr, h_cluster, ... 
                    sprintf('Analisando o padrão %d de %d',... 
                    pdr, N_pdr)); 
                s = vetores_entrada(pdr,:); 
                % Update F1 unit activations 
                u = zeros(1,n); 
                w = s; 
                p = zeros(1,n); 
                x = s./(e+norm(s)); 
                q = zeros(1,n); 
                v = actfun(x,theta); 
                % Update F1 unit activations again 
                u = v./(e+norm(v)); 
                w = s + a.*u; 
                p = u; 
                x = w./(e+norm(w)); 
                q = p./(e+norm(p)); 
                v = actfun(x,theta) + b.*actfun(q,theta); 
                % Compute signals to F2 Units 
                y = bj * p'; 
                cluster{pdr,1} = find(y == max(y),1); 
            end 
            close(h_cluster) 
            id_classes = zeros(m,4); 
            for id_cluster = 1:m 
                cont_cluster = ... 
                    find(cell2mat(cluster)==id_cluster); 
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                for aux3 = 1:size(cont_cluster,1) 
                    switch classes(cont_cluster(aux3,1)) 
                        case 1, id_classes(id_cluster,1) = ... 
                                id_classes(id_cluster,1) + 1; 
                        case 2, id_classes(id_cluster,2) = ... 
                            id_classes(id_cluster,2) + 1; 
                        case 3, id_classes(id_cluster,3) = ... 
                                id_classes(id_cluster,3) + 1; 
                        case 4, id_classes(id_cluster,4) = ... 
                                id_classes(id_cluster,4) + 1; 
                    end 
                end 
            end 
            cluster_espicula = {}; 
            for id_cluster = 1:m 
                if id_classes(id_cluster,1) > ... 
                        sum(id_classes(id_cluster,2:4),2); 
                    cluster_espicula = [cluster_espicula ... 
                        {id_cluster}]; 
                end 
            end 
        end 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        % Armazenamento do treinamento e da rede treinada 
        %~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
        if treinamento_travou == 0; 
            % Variável com os parâmetros de configuração 
            parametros_rna(1,1:2) = {'n' ; n}; 
            parametros_rna(2,1:2) = {'m' ; m}; 
            parametros_rna(3,1:2) = {'a' ; a}; 
            parametros_rna(4,1:2) = {'b' ; b}; 
            parametros_rna(5,1:2) = {'c' ; c}; 
            parametros_rna(6,1:2) = {'d' ; d}; 
            parametros_rna(7,1:2) = {'e' ; e}; 
            parametros_rna(8,1:2) = {'alfa' ; alpha}; 
            parametros_rna(9,1:2) = {'ro' ; row}; 
            parametros_rna(10,1:2) = {'theta' ; theta}; 
            parametros_rna(11,1:2) = {'bwij' ; bj}; 
            parametros_rna(12,1:2) = {'twji' ; tj}; 
            parametros_rna(13,1:2) = {'s' ; vetores_entrada}; 
            parametros_rna(14,1:2) = {'classes' ; classes}; 
            parametros_rna(15,1:2) = {'arq_treino' ; ... 
                lista_dados{id_arq,:}}; 
            parametros_rna(16,1:2) = {'num_epocas' ; N_epc}; 
            parametros_rna(17,1:2) = {'num_pdr' ; N_pdr}; 
            parametros_rna(18,1:2) = {'cluster_espicula' ;... 
                cluster_espicula}; 
            parametros_rna(19,1:2) = {'tempo_treino' ;... 
                tempo_treino}; 
             
            % Nome do arquivo .mat 
            arq1 = ['C:\art_2\banco_redes\',... 
                'Configurações das redes.xls']; 
            max_rna = max(xlsread(arq1,'Parâmetros','A:A'))+1; 
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            if isempty(max_rna) == 1; max_rna = 1; end 
            if ( max_rna < 10 ); 
                nome_arq = ['rna_000',num2str(max_rna)]; 
            elseif ( max_rna < 100 ); 
                nome_arq = ['rna_00',num2str(max_rna)]; 
            elseif ( max_rna < 1000 ); 
                nome_arq = ['rna_0',num2str(max_rna)]; 
            else 
                nome_arq = ['rna_',num2str(max_rna)]; 
            end 
            config_rna = {nome_arq, lista_dados{id_arq,:},... 
                N_pdr, n, m, a, b, c, d, e, alpha, row,... 
                theta, N_epc, tempo_treino}; 
            if isnan(str2double(nome_arq(1,5:end))) == 0 
                aux1 = str2double(nome_arq(1,5:end)) + 2; 
                linha = ['B',num2str(aux1)]; 
            else 
                linha_aux = inputdlg(['Indique o número da',... 
                    ' linha para insersão dos parâmetros ',... 
                    'na planilha:'],'Parâmetros da rede',1); 
                aux1 = str2double(cell2mat(linha_aux)) + 2; 
                linha = ['B',num2str(aux1)]; 
            end 
            [status, message] = xlswrite(arq1, config_rna,... 
                'Parâmetros',linha); 
            if ( status == 0 ) 
                clc; 
                disp(' '); disp('Exportar parâmetros:'); 
                disp(message); disp(' '); 
                errordlg('Verifique o janela de comando',... 
                    'Erro ao exportar! Tente novamente.'); 
            else 
                arq2 = ['C:\art_2\banco_redes\',... 
                    nome_arq,'.mat']; 
                save(arq2, 'parametros_rna'); 
                clc; 
                disp(' '); disp(['   A rede (',arq2,... 
                    ') foi salva com sucesso!']); disp(' '); 
                disp(['   Os parâmetros da rede(',arq2,... 
                    ') foram exportados!']); 
            end 
        end 
        if treinamento_travou == 1; 
            arq1 = ['C:\art_2\banco_redes\',... 
                'Configurações das redes.xls']; 
            linha_aux = max(xlsread(arq1, 'Lista de erros',... 
                'A:A'))+3; 
            if isempty(linha_aux) == 1 
                linha_aux = 3; 
            end 
            linha = ['B',num2str(linha_aux)]; 
            config_rna = {lista_dados{id_arq,:}, N_pdr, n,... 
                m, a, b, c, d, e, alpha, row, theta,... 
                N_epc, tempo_treino}; 
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            [status, message] = xlswrite(arq1, config_rna,... 
                'Lista de erros',linha); 
            if ( status == 0 ) 
                clc; 
                disp(' '); disp('Exportar parâmetros:'); 
                disp(message); disp(' '); 
                errordlg('Verifique o janela de comando',... 
                    'Erro ao exportar! Tente novamente.'); 
            else 
                clc; 
                disp(' '); 
                disp('   Os parâmetros foram exportados!'); 
            end 
        end 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
end 
end 
end 
end 
end 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
 
 
  
  
Apêndice B – Algoritmo de teste rede neural ART2 
% Algoritmo de teste da ART2 
clc;clear; 
  
% Seleção do tipo de teste 
selec_teste = questdlg('Quantas redes serão testadas?',... 
    'Tipo de teste', 'Todas', ' Apenas uma ', ' Apenas uma '); 
     
% Localização das pastas com arquivos de EEG e redes treinadas 
local_redes = 'C:\art_2\banco_redes\conjunto_mayara\'; 
local_eeg = 'C:\art_2\banco_eeg\'; 
  
% Padrões (vetores) de entrada 
% Leitura dos conjuntos de sinais (padrões de EEG) 
lista_dados_aux = what(local_eeg); 
lista_dados = lista_dados_aux.mat; 
% Seleção do conjunto de padrões de EEG que será utilizado 
[id_arq,id_selec] = listdlg('PromptString',... 
    'Selecione um arquivo:','SelectionMode','single',... 
    'ListString',lista_dados,... 
    'Name','Seleção de dados','ListSize',[200 150]); 
% Carrega o conjunto de padrões selecionado 
load([local_eeg,lista_dados{id_arq,:}]); 
% Organiza os padrões de entrada e classes 
vetores_entrada = sinais(2:end,:)'; 
classes = sinais(1,:)'; 
clear sinais; 
  
% Leitura das redes 
lista_redes_aux = what(local_redes); 
lista_redes = lista_redes_aux.mat; 
if strcmp(selec_teste,'Todas') == 1 
    nome_redes = lista_redes; 
    result_teste = cell(size(nome_redes,1),9); 
end 
if strcmp(selec_teste,' Apenas uma ') == 1 
    % Seleção da rede treinada que será utilizada no teste 
    [id_rede,id_selec_rede] = listdlg('PromptString',... 
        'Selecione uma rede:','SelectionMode','single',... 
        'ListString',lista_redes,... 
        'Name','Seleção das redes','ListSize',[200 150]); 
    nome_redes = lista_redes(id_rede,:); 
end 
  
for cont_rede = 1:size(nome_redes,1) 
% Carrega a rede selecionada 
load([local_redes, nome_redes{cont_rede,1}]); 
% Inicialização dos parâmetros 
a = parametros_rna{3,2};     % peso entre U e W 
b = parametros_rna{4,2};     % peso entre Q e V 
c = parametros_rna{5,2};     % peso para o teste do reset 
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d = parametros_rna{6,2};     % ativação do vencedor da F2 
e = parametros_rna{7,2};     % parâmetro p/ evitar divisão /0 
alpha = parametros_rna{8,2}; % taxa de aprendizagem 
row = parametros_rna{9,2};   % parâmetro de vigilância 
theta = parametros_rna{10,2};% parâmetro de supressão de ruído 
  
% Determinação do tamanho da rede 
n = parametros_rna{1,2};    % unidades F1 (vetor de entrada) 
m = parametros_rna{2,2};    % unidades F2 (qtde. de clusters) 
% Inicialização dos pesos top-down 
tj = parametros_rna{12,2}; 
% Inicialização dos pesos bottom-up 
bj = parametros_rna{11,2}; 
% Identificação dos clusters pertencentes à classe "espícula" 
J_espicula = cell2mat(parametros_rna{18,2}); 
% Número de padrões, épocas e atualizações pesos (interações) 
N_pdr = size(vetores_entrada,1);    % qtde. padrões de entrada 
% Inicialização das unidades da camada F1 
u = zeros(1,n); 
w = zeros(1,n); 
x = zeros(1,n); 
v = zeros(1,n); 
p = zeros(1,n); 
q = zeros(1,n); 
% Inicialização das unidades da camada F2 
y = zeros(m,1); 
J = cell(N_pdr,1); 
% Inicialização das unidades da tabela de contingência 
cont_vp = 0; 
cont_vn = 0; 
cont_fp = 0; 
cont_fn = 0; 
classific = cell(N_pdr,1); 
  
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Início do teste 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
h_barra = waitbar(0,'Testando...','Name','Teste da ART2'); 
nome_rna = nome_redes{cont_rede,1}; 
for pdr = 1:N_pdr 
    waitbar(pdr/N_pdr,h_barra,['Teste da rede nº ',... 
        nome_rna(1,5:8),': analisando o padrão ',... 
        sprintf('%03d de %d',pdr,N_pdr)]); 
    s = vetores_entrada(pdr,:); 
    % Update F1 unit activations 
    u = zeros(1,n); 
    w = s; 
    p = zeros(1,n); 
    x = s./(e+norm(s)); 
    q = zeros(1,n); 
    v = actfun(x,theta); 
    % Update F1 unit activations again 
    u = v./(e+norm(v)); 
    w = s + a.*u; 
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    p = u; 
    x = w./(e+norm(w)); 
    q = p./(e+norm(p)); 
    v = actfun(x,theta) + b.*actfun(q,theta); 
    % Compute signals to F2 Units 
    y = bj * p'; 
    J{pdr,1} = find(y == max(y),1); 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Identificação de VP, VN, FP e FN 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
    if (classes(pdr,1)==1) && ... 
            (isempty(find(J_espicula==J{pdr,1},1))==0) 
        cont_vp = cont_vp+1; 
        classific{pdr,1} = 'VP'; 
    end 
    if (classes(pdr,1)~=1) && ... 
            (isempty(find(J_espicula==J{pdr,1},1))==1) 
        cont_vn = cont_vn+1; 
        classific{pdr,1} = 'VN'; 
    end 
    if (classes(pdr,1)~=1) && ... 
            (isempty(find(J_espicula==J{pdr,1},1))==0) 
        cont_fp = cont_fp+1; 
        classific{pdr,1} = 'FP'; 
    end 
    if (classes(pdr,1)==1) && ... 
            (isempty(find(J_espicula==J{pdr,1},1))==1) 
        cont_fn = cont_fn+1; 
        classific{pdr,1} = 'FN'; 
    end 
end 
close(h_barra) 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Identificação das classes dos padrões do conjunto de teste 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
classes_nome = cell(size(classes,1),1); 
for id_classes = 1:size(classes,1) 
    switch classes(id_classes,1) 
        case 1, classes_nome{id_classes,1} = 'espicula'; 
        case 2, classes_nome{id_classes,1} = 'normal'; 
        case 3, classes_nome{id_classes,1} = 'ruido'; 
        case 4, classes_nome{id_classes,1} = 'piscada'; 
    end 
end 
id_cluster = zeros(m,4); 
for aux1 = 1:m 
    cont_cluster = find(cell2mat(J)==aux1); 
    for aux2 = 1:size(cont_cluster,1) 
        switch classes(cont_cluster(aux2,1)) 
            case 1, id_cluster(aux1,1) = id_cluster(aux1,1)+1; 
            case 2, id_cluster(aux1,2) = id_cluster(aux1,2)+1; 
            case 3, id_cluster(aux1,3) = id_cluster(aux1,3)+1; 
            case 4, id_cluster(aux1,4) = id_cluster(aux1,4)+1; 
        end 
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    end 
end 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Análise do desempenho do conjunto de teste 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
sensibilidade=cont_vp/(cont_vp+cont_fn); 
especificidade=cont_vn/(cont_vn+cont_fp); 
eficiencia=(cont_vp+cont_vn)/(cont_vp+cont_vn+cont_fp+cont_fn); 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Armazenamento do resultado do teste 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
if strcmp(selec_teste,'Todas') == 1 
    result_teste(cont_rede,:) = [nome_redes(cont_rede,1),... 
        {cont_vp},{cont_vn},{cont_fp},{cont_fn},... 
        {sensibilidade},{especificidade},{eficiencia},... 
        {num2str(J_espicula)}]; 
end 
if strcmp(selec_teste,' Apenas uma ') == 1 
    result_teste = [[[[{'Padrão'},{'Classe (nº)'},... 
        {'Classe (nome)'},{'Cluster (J)'},... 
        {'Classificação'}];[num2cell(1:N_pdr)',... 
        num2cell(classes),classes_nome,J,classific]],... 
        [{'Cluster(s) da espícula'};num2cell(J_espicula');... 
        cell(size(J,1)-size(J_espicula,2),1)],[{'VP ='};... 
        {'VN ='};{'FP ='};{'FN ='};{'Sensibilidade (S) ='};... 
        {'Especificidade (E) ='};{'Eficiência (Ef) ='};... 
        cell(size(J,1)-6,1)],[{cont_vp};{cont_vn};... 
        {cont_fp};{cont_fn};{sensibilidade};... 
        {especificidade};{eficiencia};cell(size(J,1)-6,1)]],... 
        cell(N_pdr+1,1),[[{'Cluster'},{'Espícula'},... 
        {'Normal'},{'Piscada'},{'Ruído'}];... 
        num2cell([(1:m)',id_cluster]);cell(size(J,1)-m,5)]]; 
    arq1 = [local_redes,'Análise dos clusters.xlsx']; 
    nome_plan = lista_redes{id_rede,:}; 
    nome_plan = nome_plan(1,1:end-4); 
    nome_plan = inputdlg('Indique o nome da planilha:',... 
        'Salvar',1,{nome_plan}); 
    nome_plan = cell2mat(nome_plan); 
    if isempty(nome_plan) == 1; 
        disp(' ');disp('   Nenhum dado foi salvo!');disp(' '); 
    else 
        [status, message] = xlswrite(arq1, result_teste,... 
            nome_plan,'A1'); 
        if ( status == 0 ) 
            clc; 
            disp(' '); disp('Exportar resultado:'); 
            disp(message); disp(' '); 
            errordlg('Verifique o janela de comando',... 
                'Erro ao exportar! Tente novamente.'); 
        else 
            clc; 
            disp(' '); 
            disp(['   O resultado do teste da rede (',... 
                nome_plan,') foi exportado!']); 
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        end 
    end 
end 
end 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Escrita do resultado do teste em planilhas 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
if strcmp(selec_teste,'Todas') == 1 
    arq1 = [local_redes,'Análise das redes.xlsx']; 
    linha_aux = max(xlsread(arq1, 'Lista', 'A:A'))+2; 
    if isempty(linha_aux) == 1 
        linha_aux = 2; 
    end 
    linha = ['B',num2str(linha_aux)]; 
    [status, message] = xlswrite(arq1, ... 
        result_teste,'Lista',linha); 
    if ( status == 0 ) 
        clc; 
        disp(' '); disp('Exportar parâmetros:'); 
        disp(message); disp(' '); 
        errordlg('Verifique o janela de comando',... 
            'Erro ao exportar! Tente novamente.'); 
    else 
        clc; 
        disp(' '); 
        disp('   Os parâmetros das redes foram exportados!'); 
    end 
end 
if strcmp(selec_teste,' Apenas uma ') == 1 
    arq1 = [local_redes,'Análise dos clusters.xlsx']; 
    nome_plan = lista_redes{id_rede,:}; 
    nome_plan = nome_plan(1,1:end-4); 
    nome_plan = inputdlg('Indique o nome da planilha:',... 
        'Salvar',1,{nome_plan}); 
    nome_plan = cell2mat(nome_plan); 
    if isempty(nome_plan) == 1; 
        disp(' ');disp('   Nenhum dado foi salvo!');disp(' '); 
    else 
        [status, message] = xlswrite(arq1, ... 
            result_teste, nome_plan,'A1'); 
        if ( status == 0 ) 
            clc; 
            disp(' '); disp('Exportar resultado:'); 
            disp(message); disp(' '); 
            errordlg('Verifique o janela de comando',... 
                'Erro ao exportar! Tente novamente.'); 
        else 
            clc; 
            disp(' '); 
            disp(['   O resultado do teste da rede (',... 
                nome_plan,') foi exportado!']); 
        end 
    end 
end
  
 
 
 
  
Apêndice C – Diferentes valores de desempenho obtidos nas simulações de 1.607 redes ART2 
Redes 
Qtde. de 
padrões 
Camada 
F1 
Camada 
F2 
Taxa de 
aprendizagem 
Parâmetro 
vigilância 
Supressão 
de ruído 
Qtde. de 
épocas 
Verdadeiro 
Positivo 
Verdadeiro 
Negativo 
Falso 
positivo 
Falso 
negativo 
Sensibi-
bilidade 
Especifi-
cidade 
Eficiência 
Clusters das 
espículas 
1 570 512 4 0,10 0,10 0,0442 100 189 351 70 52 78,42% 83,37% 81,57% 2  13 
2 570 512 4 0,30 0,10 0,0442 100 190 334 87 51 78,84% 79,33% 79,15% 2  13 
3 570 512 4 0,50 0,10 0,0442 100 195 318 103 46 80,91% 75,53% 77,49% 2  9 
4 570 512 4 0,10 0,20 0,0442 100 195 319 102 46 80,91% 75,77% 77,64% 2  9 
5 570 512 4 0,30 0,20 0,0442 100 196 348 73 45 81,33% 82,66% 82,18% 2  9 
6 570 512 4 0,50 0,20 0,0442 100 196 362 59 45 81,33% 85,99% 84,29% 2 
7 570 512 4 0,70 0,20 0,0442 100 196 364 57 45 81,33% 86,46% 84,59% 2 
8 570 512 4 0,30 0,30 0,0442 100 197 358 63 44 81,74% 85,04% 83,84% 2 
9 570 512 4 0,50 0,30 0,0442 100 197 362 59 44 81,74% 85,99% 84,44% 2 
10 570 512 4 0,10 0,40 0,0442 100 198 328 93 43 82,16% 77,91% 79,46% 2  9 
11 570 512 4 0,30 0,40 0,0442 100 198 354 67 43 82,16% 84,09% 83,38% 2 
12 570 512 4 0,50 0,40 0,0442 100 198 355 66 43 82,16% 84,32% 83,53% 2 
13 570 512 4 0,70 0,40 0,0442 100 198 356 65 43 82,16% 84,56% 83,69% 2 
14 570 512 4 0,50 0,50 0,0442 100 198 357 64 43 82,16% 84,80% 83,84% 2 
15 570 512 4 0,70 0,60 0,0442 100 198 358 63 43 82,16% 85,04% 83,99% 2 
16 570 512 4 0,90 0,60 -0,0007 5 198 361 60 43 82,16% 85,75% 84,44% 2  9 
17 570 512 4 0,10 0,70 -0,0007 5 198 362 59 43 82,16% 85,99% 84,59% 2  9 
18 570 512 4 0,70 0,70 -0,0007 5 199 322 99 42 82,57% 76,48% 78,70% 2  9 
19 570 512 4 0,10 0,80 -0,0007 5 199 344 77 42 82,57% 81,71% 82,02% 2 
20 570 512 4 0,70 0,80 -0,0007 5 199 347 74 42 82,57% 82,42% 82,48% 2 
21 570 512 4 0,90 0,80 -0,0007 5 199 358 63 42 82,57% 85,04% 84,14% 2 
22 570 512 8 0,10 0,10 -0,0007 5 200 322 99 41 82,99% 76,48% 78,85% 2  9 
23 570 512 8 0,90 0,10 -0,0007 5 200 345 76 41 82,99% 81,95% 82,33% 2 
24 570 512 8 0,50 0,20 -0,0007 5 200 354 67 41 82,99% 84,09% 83,69% 2 
25 570 512 8 0,70 0,20 -0,0007 5 200 356 65 41 82,99% 84,56% 83,99% 2 
26 570 512 8 0,70 0,20 -0,0007 20 200 361 60 41 82,99% 85,75% 84,74% 2 
27 570 512 8 0,10 0,30 -0,0007 20 201 314 107 40 83,40% 74,58% 77,79% 2  9 
28 570 512 8 0,70 0,30 -0,0007 20 201 325 96 40 83,40% 77,20% 79,46% 2  13  14 
29 570 512 8 0,10 0,50 -0,0007 20 201 345 76 40 83,40% 81,95% 82,48% 2 
30 570 512 8 0,30 0,50 -0,0007 20 201 347 74 40 83,40% 82,42% 82,78% 2 
31 570 512 8 0,50 0,50 -0,0007 20 201 363 58 40 83,40% 86,22% 85,20% 2 
32 570 512 8 0,50 0,50 -0,0007 50 201 365 56 40 83,40% 86,70% 85,50% 2 
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Redes 
Qtde. de 
padrões 
Camada 
F1 
Camada 
F2 
Taxa de 
aprendizagem 
Parâmetro 
vigilância 
Supressão 
de ruído 
Qtde. de 
épocas 
Verdadeiro 
Positivo 
Verdadeiro 
Negativo 
Falso 
positivo 
Falso 
negativo 
Sensibi-
bilidade 
Especifi-
cidade 
Eficiência 
Clusters das 
espículas 
33 570 512 8 0,70 0,50 -0,0007 50 201 366 55 40 83,40% 86,94% 85,65% 2 
34 570 512 8 0,30 0,60 -0,0007 50 202 305 116 39 83,82% 72,45% 76,59% 2  13  14 
35 570 512 8 0,50 0,60 -0,0007 50 202 342 79 39 83,82% 81,24% 82,18% 2 
36 570 512 8 0,70 0,60 -0,0007 50 203 316 105 38 84,23% 75,06% 78,40% 2  9 
37 570 512 8 0,90 0,60 -0,0007 50 204 316 105 37 84,65% 75,06% 78,55% 2  9 
38 570 512 8 0,10 0,70 -0,0007 50 204 355 66 37 84,65% 84,32% 84,44% 2 
39 570 512 8 0,10 0,70 -0,0007 100 204 358 63 37 84,65% 85,04% 84,89% 2 
40 570 512 8 0,30 0,70 -0,0007 100 205 308 113 36 85,06% 73,16% 77,49% 2  3  9 
41 570 512 8 0,70 0,70 -0,0007 100 205 320 101 36 85,06% 76,01% 79,31% 2  13  14 
42 570 512 8 0,90 0,70 -0,0007 100 205 335 86 36 85,06% 79,57% 81,57% 2  13  14 
43 570 512 8 0,10 0,80 -0,0007 100 205 346 75 36 85,06% 82,19% 83,23% 2 
44 570 512 8 0,30 0,80 -0,0007 100 206 313 108 35 85,48% 74,35% 78,40% 2  7 
45 570 512 8 0,50 0,80 -0,0007 100 206 325 96 35 85,48% 77,20% 80,21% 2  13  14 
46 570 512 12 0,30 0,10 -0,0007 100 206 332 89 35 85,48% 78,86% 81,27% 2 
47 570 512 12 0,90 0,10 -0,0007 100 206 333 88 35 85,48% 79,10% 81,42% 2 
48 570 512 12 0,50 0,20 -0,0007 100 206 349 72 35 85,48% 82,90% 83,84% 2 
49 570 512 12 0,10 0,30 -0,0007 100 207 331 90 34 85,89% 78,62% 81,27% 2 
50 570 512 12 0,50 0,30 -0,0007 100 207 332 89 34 85,89% 78,86% 81,42% 2 
51 570 512 12 0,30 0,40 -0,0007 100 208 285 136 33 86,31% 67,70% 74,47% 2  7 
52 570 512 12 0,10 0,50 -0,0007 100 208 293 128 33 86,31% 69,60% 75,68% 2  7 
53 570 512 12 0,50 0,50 -0,0007 100 208 302 119 33 86,31% 71,73% 77,04% 2  3  9 
54 570 512 12 0,70 0,50 -0,0007 100 208 331 90 33 86,31% 78,62% 81,42% 2 
55 570 512 12 0,30 0,60 -0,0007 100 208 334 87 33 86,31% 79,33% 81,87% 2 
56 570 512 12 0,70 0,60 -0,0007 100 209 277 144 32 86,72% 65,80% 73,41% 2  7 
57 570 512 12 0,90 0,60 -0,0007 100 209 293 128 32 86,72% 69,60% 75,83% 2  7 
58 570 512 12 0,50 0,70 -0,0007 100 209 332 89 32 86,72% 78,86% 81,72% 2 
59 570 512 12 0,70 0,70 -0,0007 100 209 344 77 32 86,72% 81,71% 83,53% 2 
60 570 512 12 0,90 0,70 -0,0007 100 211 283 138 30 87,55% 67,22% 74,62% 2  7 
61 570 512 12 0,10 0,80 -0,0007 100 212 328 93 29 87,97% 77,91% 81,57% 2  7 
62 570 512 12 0,30 0,80 -0,0007 100 213 331 90 28 88,38% 78,62% 82,18% 2  7 
63 570 512 12 0,90 0,80 -0,0007 100 214 334 87 27 88,80% 79,33% 82,78% 2  17 
64 570 512 16 0,70 0,10 -0,0007 20 214 340 81 27 88,80% 80,76% 83,69% 2  17 
65 570 512 16 0,90 0,10 -0,0007 20 214 346 75 27 88,80% 82,19% 84,59% 2  17 
66 570 512 16 0,70 0,20 -0,0007 20 216 299 122 25 89,63% 71,02% 77,79% 2 
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Redes 
Qtde. de 
padrões 
Camada 
F1 
Camada 
F2 
Taxa de 
aprendizagem 
Parâmetro 
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Clusters das 
espículas 
67 570 512 16 0,10 0,50 -0,0007 20 216 302 119 25 89,63% 71,73% 78,25% 2 
68 570 512 16 0,30 0,50 -0,0007 20 216 330 91 25 89,63% 78,38% 82,48% 2  18 
69 570 512 16 0,90 0,50 -0,0007 20 216 331 90 25 89,63% 78,62% 82,63% 2  18 
70 570 512 16 0,50 0,60 -0,0007 20 217 301 120 24 90,04% 71,50% 78,25% 2 
71 570 512 16 0,70 0,60 -0,0007 20 217 305 116 24 90,04% 72,45% 78,85% 2 
72 570 512 16 0,30 0,70 -0,0007 20 217 332 89 24 90,04% 78,86% 82,93% 2   5  19 
73 570 512 16 0,90 0,80 -0,0007 20 218 309 112 23 90,46% 73,40% 79,61% 2 
74 570 512 20 0,30 0,20 0,0442 100 218 310 111 23 90,46% 73,63% 79,76% 2 
75 570 512 20 0,50 0,20 0,0442 100 218 332 89 23 90,46% 78,86% 83,08% 2   5  19 
76 570 512 20 0,70 0,20 0,0442 100 220 310 111 21 91,29% 73,63% 80,06% 2  14  17  20 
77 570 512 20 0,30 0,30 0,0442 100 221 312 109 20 91,70% 74,11% 80,51% 2  14  17  20 
78 570 512 20 0,50 0,30 0,0442 100 222 305 116 19 92,12% 72,45% 79,61% 2  14  17  20 
79 570 512 20 0,30 0,40 0,0442 100 222 311 110 19 92,12% 73,87% 80,51% 2  14  17  20 
80 570 512 20 0,70 0,40 0,0442 100 223 276 145 18 92,53% 65,56% 75,38% 2  14  15  17  20 
81 570 512 20 0,30 0,50 0,0442 100 223 308 113 18 92,53% 73,16% 80,21% 2 
82 570 512 20 0,50 0,50 0,0442 100 223 309 112 18 92,53% 73,40% 80,36% 2 
83 570 512 20 0,70 0,50 0,0442 100 223 311 110 18 92,53% 73,87% 80,66% 2  14  17  20 
84 570 512 20 0,90 0,50 0,0442 100 223 314 107 18 92,53% 74,58% 81,12% 2  14  17  20 
85 570 512 20 0,10 0,60 0,0442 100 223 320 101 18 92,53% 76,01% 82,02% 2  14  17  20 
86 570 512 20 0,30 0,60 -0,0007 5 223 321 100 18 92,53% 76,25% 82,18% 2  14  17  20 
87 570 512 20 0,50 0,60 -0,0007 5 225 274 147 16 93,36% 65,08% 75,38% 2  14  15  17  20 
88 570 512 20 0,90 0,60 -0,0007 5 225 308 113 16 93,36% 73,16% 80,51% 2   7  14  17  20 
89 570 512 20 0,10 0,70 -0,0007 5 226 269 152 15 93,78% 63,90% 74,77% 2   6  13  14 
90 570 512 20 0,30 0,70 -0,0007 5 226 278 143 15 93,78% 66,03% 76,13% 2   6  13  14 
91 570 512 20 0,50 0,70 -0,0007 20 226 280 141 15 93,78% 66,51% 76,44% 2  14  15  17  20 
92 570 512 20 0,90 0,70 -0,0007 20 227 296 125 14 94,19% 70,31% 79,00% 2  14  15  17  20 
93 570 512 20 0,10 0,80 -0,0007 50 227 320 101 14 94,19% 76,01% 82,63% 2   6  13  14 
94 570 512 20 0,30 0,80 -0,0007 50 228 296 125 13 94,61% 70,31% 79,15% 2   6  13  14 
95 570 512 20 0,50 0,80 -0,0007 50 234 283 138 7 97,10% 67,22% 78,10% 2  13  14  15 
96 570 512 20 0,30 0,90 -0,0007 5 237 252 169 4 98,34% 59,86% 73,87% 2  13  14  15 
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