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Abstract
The fascination of entanglement lies both in its importance to the fundamentals
of quantum mechanics as well as in its various applications. The realization
of highly correlated Einstein-Podolsky-Rosen (EPR) entangled states is of fun-
damental interest, since it provides a basis to test the validity of quantum me-
chanics. The applications of entangled states in quantum information include
quantum cryptography and quantum key distribution. Another interesting ap-
plication is quantum-enhanced metrology where non-classical states enhance
the precision of atom interferometers. This thesis comprises advances towards
the fundamental scientific aspects as well as metrological applications.
This work presents the first realization of EPR entanglement with massive
particles. Spin-changing collisions in a Bose-Einstein condensate create EPR
correlations between the mF = ±1 Zeeman sub-levels of the F = 1 ground state
of 87Rb. These correlations arise between phase and amplitude quadratures of
the system. We show an EPR entanglement parameter of 0.18(3), which is 2.4
standard deviations below the EPR threshold of 1/4. The state also satisfies the
inseparability criterion with a value of 0.85, which is 15 standard deviations
below the classical limit of 2. Furthermore, we fully reconstruct the underlying
many-particle state by quantum state tomography.
The second main result of this thesis is the demonstration of a sub-shot-
noise frequency standard. A three-mode interferometer is initialized with a
two-mode squeezed vacuum state in two input ports, while the third input port
is populated with a classical Bose-Einstein condensate. This scheme is highly
versatile, due to the fact that the preparation of the squeezed vacuum state is
independent of the number of particles within the interferometer or the exact
interferometer sequence, making it easily transferable to different experimental
situations. Our frequency standard shows a minimal fractional instability of
6.1 · 10−10 and a sensitivity of 1.5 dB below shot-noise.
In summary, our results show a new method to utilize entangled states of
matter to outperform the precision of classical interferometry which is indepen-
dent of the system size. They open a path for novel tests of quantum mechanics
with massive particles.





Die Faszination von Verschränkung liegt sowohl in ihrer Bedeutung für die
Grundlagen der Quantenmechanik als auch in ihren zahlreichen Anwendungen.
Die Erzeugung von stark korrelierten Einstein-Podolsky-Rosen verschränkten
Zuständen ist von fundamentalem Interesse, da sie eine Basis zur Überprü-
fung der Gültigkeit der Quantenmechanik bietet. Anwendungen im Bereich der
Quanteninformatik beinhalten Quantenverschlüsselung sowie Quantenschlüs-
selaustausch. Eine weitere interessante Anwendung ist die quantenverstärkte
Präzisionsmetrologie. Diese Doktorarbeit umfasst sowohl grundlegende wis-
senschaftliche Aspekte als auch metrologische Anwendungen.
Die folgende Arbeit präsentiert die erste Realisierung von EPR Verschränkung
mit massebehafteten Teilchen. Spin-ändernde Stöße in einem Bose-Einstein
Kondensat erzeugen EPR Korrelationen zwischen den mF = ±1 Zeeman Unter-
niveaus des F = 1 Grundzustands in 87Rb. Diese Korrelationen treten zwischen
den Quadraturen der Phase und der Amplitude des Systems auf. Wir zeigen
einen EPR Verschränkungsparameter von 0.18(3), der die EPR Schwelle von
1/4 um 2.4 Standardabweichungen unterschreitet. Mit einem Wert von 0.85
unterbietet der Zusand ebenso die klassische Grenze des Inseparabilitätskriteri-
ums von 2 um 15 Standardabweichungen. Des Weiteren rekonstruieren wir den
zugrunde liegenden Viel-Teilchen Zustand vollständig durch Quantenzustands-
tomographie.
Das zweite Hauptergebnis dieser Arbeit ist die Demonstration eines Fre-
quenzstandards unterhalb des Schrotrauschlimits. Ein drei-Moden Interfero-
meter wird in zwei Eingängen mit einem zwei-Moden gequetschten Vaku-
umzustand initialisiert, während der dritte Eingang mit einem klassischen Bose-
Einstein-Kondensat bevölkert wird. Da dieses System unabhängig von der An-
zahl der Teilchen im Interferometer und der genauen Interferometer-Sequenz ist,
kann es leicht an geänderte experimentelle Gegebenheiten angepasst werden.
Unser Frequenzstandard hat eine minimale partielle Instabilität von 6.1 · 10−10
und eine Sensitivität die 1.5 dB unter der Schrotrauschgrenze liegt.
Zusammenfassend zeigen unsere Ergebnisse eine neue Methode, die unter
Ausnutzung von verschränkten Zuständen von Materie die Genauigkeit eines
klassischen Interferometers, unabhängig von der Größe des Systems, unter-
bietet. Zusätzlich eröffnen die vorgestellen Resultate neue Möglichkeiten zur
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Today, entanglement is viewed as one of the core features of quantum mechan-
ics. Due to this close link, entangled states of particles can be used to perform
tests of quantum mechanics. At the same time, these highly correlated states
are interesting for applications such as quantum-enhanced metrology. The pos-
sibilities to realize entangled states of particles in an experimental laboratory
setting have drastically increased in the last decades. Experimental research on
entanglement started in photonic systems with the investigation of pair-wise
entanglement in 1950 [1]. A source produces two beams, typically called signal
and idler beam, where each photon from the first beam is entangled with one
photon from the second beam. The sources of pair-wise entanglement have been
improved tremendously to create bright states of squeezed vacuum with up to
2500 photons per beam [2]. The maximum number of entangled photon has
advanced to up to eight photons [3]. In solid state systems tripartite entangle-
ment has been demonstrated in superconducting circuits [4] as well as in defect
centers in diamond [5]. In ionic systems, entanglement of up to 14 atoms has
been realized [6].
Several approaches have been used to create entanglement in neutral atomic
ensembles. On the one hand, conditional approaches, such as schemes relying on
quantum non-demolition measurements, are investigated. They have been used
to generate entanglement between two macroscopic atomic ensembles [7] as well
as spin-squeezing in an atomic ensemble inside a cavity [8]. Measurement-based
schemes can also be used to create entangled states of around 3000 atoms by the
detection of a single photon [9]. On the other hand, non-conditional approaches
can be applied to atomic systems. A non-linear interaction can be used to
provide a so-called one-axis twisting Hamiltonian that induces spin squeezing
in the ensemble [10]. The interaction strength can be tuned by either varying the
scattering length via Feshbach resonances [11] or by adjusting the trap overlap
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for the involved states [12]. A two-mode squeezed state in an atomic system
can be realized by a process comparable to parametric down conversion in
optics experiments [13–16]. These atomic entangled states can be used both
for fundamental research as well as applications such as quantum-enhanced
metrology.
The discussion of entanglement started in 1935 when Einstein, Podolsky and
Rosen published their seminal paper on the completeness of quantum mechan-
ics [17]. They consider a highly correlated system of two spatially separated
particles with two non-commuting observables like position and momentum.
The outcome of possible measurements has a continuous spectrum and these
observables are therefore called continuous variables. The measurement of po-
sition or momentum of one particle can now be used to predict the outcome of
the measurement of the other particle with absolute certainty. This is possible,
even though a classical interaction of these two particles is prohibited. Due to
their concept of "physical reality", which is nowadays known as local realism,
they argue that the measurement results would have had to be predetermined.
This led to the conclusion that quantum mechanics must be incomplete. Today,
this discrepancy of local realism with quantum mechanics is known as the EPR
paradox. The type of continuous variable correlations that are needed for the
EPR paradox are termed EPR entanglement. In his reply, Schrödinger coined
the term "entanglement" for this type of correlation. He also introduced the idea
of the measurement on one particle "steering" the outcome of the measurement
on the other particle [18, 19].
EPR entanglement with continuous variables was first experimentally demon-
strated by Ou et al. [20] with a two-mode squeezed vacuum state generated via
optical down-conversion. Today, the highest degree of EPR entanglement is
27.7 dB below the classical limit [21]. Even though realizations with photons
have the advantage of easier spatial separation compared to massive particles,
EPR entangled states with massive particles are highly desirable. Their close
similarity to the original EPR proposal and the fact that they may be more tightly
bound to the concept of local realism [22, 23] makes them an interesting object to
study. While inseparability has been shown for Gaussian states of two collective
atomic modes [7, 15, 24], the stronger EPR entanglement has not yet been shown
in massive particles.
We utilize spin-changing collisions to create a two-mode squeezed vacuum
state in an ultracold ensemble. This state has an EPR entanglement parameter
of 0.18(3), which is 2.4 standard deviations below the threshold of 1/4. The
state is fully characterized by a tomographic reconstruction of the underlying
many-particle quantum state. This reconstruction is obtained via an unbiased
Maximum Likelihood algorithm.
Schrödingers reply to the original EPR paper and his discussion of "steering"
already revealed the directionality of the EPR entanglement [18]. While most
3
experiments to demonstrate EPR entanglement rely on the symmetry of the
system, it is possible to show steering in one direction, while it is prohibited in
the other. This has first been realized in an optical system with two entangled
Gaussian modes [25]. We use a conceptually similar approach to demonstrate
this one-way steering in an atomic system.
Not only is entanglement very interesting from a fundamental point of view,
it can also be utilized in various applications like sub-shot-noise interferometry.
The same two-mode squeezed state that shows these strong EPR correlations can
also improve an atomic frequency standard. The sensitivity of atom interferom-
eters with classical input states is bound by the standard quantum limit (SQL),
stemming from the shot noise in the experiment. With entangled input states
this limit can be overcome, as has been shown in multiple experiments [15, 26–
28]. However, the measurement of a physical property with a sensitivity below
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In all these experiments, the interferometers have been enhanced, by populat-
ing both interferometer states symmetrically with an entangled many body state.
This has the disadvantage, that the generation of these input states is typically
highly dependent on the particle number. Therefore, a simple increase in atom
number, which also enhances the sensitivity of the interferometer, necessitates
and adjustment of the process used for the generation of entanglement.
It has been shown in optics that the sensitivity of an interferometer can also
be improved by initializing one of the input ports by a squeezed vacuum state
instead of leaving it dark [36]. While this technique is widely used in optics
experiments [37], it has not previously been demonstrated in an atom optics
setup. Here we show the first realization of such a sub-shot-noise interferometer
and build a frequency standard with a sensitivity of 1.5 dB below the SQL. This
frequency standard is based on a novel three mode interferometry scheme, which
is insensitive to magnetic field fluctuations in first order.
The presented thesis is structured as follows. The second chapter gives an
introduction into the characterization of entangled states, before discussing dif-
ferent methods to create entangled states in atomic systems. The apparatus used
for the experiments in the following chapters is presented and the spin dynamics
process that generates a two-mode squeezed state in this system is reviewed.
In the third chapter the realization of Einstein-Podolsky-Rosen entanglement in
an atomic system is presented. After an overview of the original EPR proposal,
the EPR variables for the two-mode squeezed state are discussed and a full to-
mography of the state is presented. The directionality of EPR entanglement is
examined and first experimental data presented. The fourth chapter discusses
the use of sub-shot-noise interferometry for frequency standards. It gives an
overview of the use of interferometers in modern atom optics before presenting
the sub-shot-noise frequency standard, that is realized by squeezing the vacuum
state of one of the interferometric input ports. In the fifth chapter, an introduction
to optimization approaches is given before presenting a solution for optimizing
an atom optic experiment in the presence of a noisy environment, based on an
evolutionary algorithm. The final chapter summarizes the main results of this
thesis and gives an outlook to future work.
Chapter 2
Entanglement in atomic ensembles
In his 1935 reply to the just previously published Einstein-Podolsky-Rosen para-
dox (EPR paradox) [17], Schrödinger coined the term "Verschränkung" as well
as the notion of seperability. Verschränkung, later translated as "entanglement",
and separability are now basic concepts of modern quantum mechanics [18, 19].
Schrödinger suggested that the paradox of entanglement solves itself by degra-
dation of the state as the entangled parties move apart, such that EPR correlated
states are not physically realizable. A detailed discussion of the EPR paradox as
well as the generalization of EPR correlations and their experimental realization
will be presented in chapter 3.
The following chapter will first formally define entanglement and methods to
quantify it, before presenting some experimental realizations of spin-squeezed
systems. The experimental procedure that has been used for the experiments
in the following chapters is presented and the preparation of an entangled state
via spin dynamics is explained.
2.1 Entangled states
The mathematical description of any quantum-mechanical system utilizes a
Hilbert space H . Pure states of the system are represented by state vectors
with unit length in this Hilbert space. One can now consider a multipartite
system that consists of N subsystems, each represented by its own Hilbert space
Hk. These subsystems can for example correspond to the different particles in
a physical system. The total Hilbert space H is given by the tensor product of
these subsystem spacesH = ⊗Nk=1Hk.
Any pure state that doesn’t show correlations can now be expressed as a
tensor product of the subsystem states
∣∣∣ψ〉 = ∣∣∣ψ1〉⊗· · ·⊗ ∣∣∣ψN〉, where ρi = ∣∣∣ψi〉 〈ψi∣∣∣
is the associated density matrix for each subsystem state. A measurement of
5
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this state on the subsystem i will not influence the outcome of a following
measurement on the subsystem j.
A classically correlated state however can be written as a convex linear com-






i ⊗ · · · ⊗ ρ
(N)
i . (2.1)
States of this form are called separable states. A state that is not separable must
show more than classical correlations and is thus entangled. While this negative
definition is theoretically concise it isn’t well suited for an experimental proof
of entanglement. For a more detailed discussion, please refer to Ref. [38]. Due
to the relevance for the presented experiments, the following sections will be
devoted to spin squeezed states.
2.1.1 Representation of spins
When dealing with composite spin systems, a visualization helps to form an
intuitive idea of an experiment and its outcome. One possible approach is the
use of the Bloch sphere or the Bloch vector representation. This representation
was first introduced in the context of nuclear magnetic resonance [39]. It can be
easily extended to the case of a two level atom [40] as well as to more complex
systems with N two-level atoms.
We first consider a single two-level particle with eigenstates |↑〉 , |↓〉 of the σ̂z
operator. The two levels can for example be realized by two energy states of the
system. This two-level system can then be described in terms of the pseudo-spin
operators ŝi. They are defined as
ŝx = 12 (|↓〉 〈↑| + |↑〉 〈↓|) =
1
2 σ̂x
ŝy = 12i (|↓〉 〈↑| − |↑〉 〈↓|) =
1
2 σ̂y




where σ̂i are the Pauli matrices. They satisfy the commutation relations
[ŝi, ŝ j] = iεi jkŝk, (2.3)
with i, j, k associated to three orthogonal directions. While ŝz depends only on the
population of the two spin states, ŝx and ŝy correspond to the real and imaginary
parts of the coherence.
Any pure state of the system can now be written as∣∣∣ψ〉 = eiϕ/2 cosθ |↑〉 + e−iϕ/2 sinθ |↓〉 (2.4)



































Figure 2.1: Depiction of spin states. a The spin state on the Bloch sphere is
depicted as a cone, where the center of the cone corresponds to the expectation
value of the spin 〈~s 〉. The disk that is spanned by the cone corresponds to the
uncertainty of the perpendicular spin components. b The single particle spins
of a symmetric system can be added to form the collective spin of the system
which has a maximum length of Jmax = N/2. If these spins are uncorrelated, the
addition results in the coherent spin state which has equal uncertainty in both
orthogonal directions. c If the single particle spins are appropriately correlated,
the addition results in a squeezed spin state. It is characterized by the fact that
the uncertainty in one direction is reduced while it is enhanced in the other.
(Depiction b and c based on Ref. [10])
with −π2 ≤ θ <
π
2 , 0 ≤ ϕ < 2π. The expectation values of the spin operators thus




 sin 2θ cosϕsin 2θ sinϕcos 2θ
 (2.5)
on a sphere with radius 1/2, where the poles represent the basis |↑〉 , |↓〉. As
shown in Fig. 2.1a, the angles θ and ϕ are the polar coordinates of the Bloch
vector. Thus, pure states of the system will be represented on the surface of the
Bloch sphere. The Bloch vector of a mixed state will always lie within the Bloch
sphere.
Due to the non-vanishing commutator Eq. (2.3), the Heisenberg uncertainty
relation (∆sy)2(∆sz)2 ≥ 14 |〈sx〉|
2 for the spin expectation values arises. Thus, the
length |~s| =
√
s(s + 1) = 3/4 of the spin differs from the length |〈~s 〉| = 1/2 of the
expectation value. Therefore, the spin is better depicted as a cone, where the
orientation of the cone is given by the mean 〈~s 〉 and the disc that is spanned by
the cone corresponds to the uncertainty of the spin components.
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This picture can now be extended to multiple spins. A collective spin can be
formed by adding the individual spins of the N particles involved ~J =
∑
i=1...N ~s (i)
(See Fig. 2.1b). The collective spin operators will obey the same commutation
relations given by Eq. (2.3) as the single particle operators. Thus, the collective





The following will be restricted to systems that are symmetric under particle
exchange, thus the collective spin is at its maximum Jmax = N/2. For large N,
the length of the spin can be approximated as |~J | =
√
J(J + 1) ≈ J. In second
quantization, the collective spin operators can be written as
Jx = 12 (a
†b + b†a)
Jy = 12i (a
†b − b†a)
Jz = 12 (a
†a − b†b),
(2.7)
where a, a† and b, b† are the associated annihilation and creation operators for
the |↑〉 and |↓〉 states.
Using Ji instead of si as the axes a generalized many-particle Bloch sphere
can be introduced. The Bloch vector is given by the expectation value 〈~J 〉 of
the collective spin and the sphere has the a maximal radius of J = N/2. The
state is again depicted as a cone or an arrow with an uncertainty ellipse. For the
coherent spin state the uncertainty becomes spherical with a diameter of
√
N,
directly corresponding to shot noise.
2.1.2 Dicke states and spin squeezing
Spin squeezing
A collective spin state that is constructed from N uncorrelated single spins with
the same expectation value 〈~J 〉 is called coherent spin state. This state satis-
fies the minimal uncertainty relation Eq. (2.6) with equal uncertainties in the
orthogonal components as depicted in Fig. 2.1b. If one now finds a method to
entangle the single-particle spins in an appropriate manner, the uncertainties in
one orthogonal direction might be reduced while being enhanced in the other
(see Fig. 2.1c). This state is called a spin-squeezed state [10]. The degree of
squeezing of these states and their usefulness in metrological tasks can be evalu-
ated through measures of entanglement as described in chapter 2.1.3. Different
ways to experimentally produce such states are discussed in chapter 2.2.
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Dicke states
States that are simultaneous eigenstates of both the collective spin operator (or
in more general cases the angular momentum operator) ~J2 and its projection on
the z component Jz are called Dicke states [41]. They can be expressed in terms
of the effective angular momentum quantum number j = (N↑ + N↓)/2 = N/2
and the z-projection quantum number m = (N↑ −N↓)/2 as states
∣∣∣ j,m〉, where N↑
and N↓ are the number of particles in the two spin states. Except for states with
m = ± j, Dicke states are entangled.
Symmetric Dicke states are those Dicke states that are symmetric under par-
ticle exchange and have a maximal J. The symmetric N-particle Dicke state [42]







Pk |↑1, · · · , ↑m, ↓m+1, · · · , ↓N〉 , (2.8)





distinct permutations of the spins. The en-
tanglement properties of the state |m,N〉 do not change if its quantization axis is
reversed |m −N,N〉. Dicke states |1,N〉 with only one excitation are also known
as W-states. These W-states are extremely robust against particle loss [43].
High fidelity Dicke states with small particle numbers have been created with
up to 6 photons [44, 45] and up to 8 ions [46]. Different heralded approaches,
relying on the detection of single photons, can be used to prepare atomic W-states
with up to 2910 atoms [9, 47]. In a scheme that utilizes a fiber-optical cavity on
an atom chip, 41 atoms have been prepared in a W-state [47]. It has recently
been shown in Ref. [48] that quantum Zeno dynamics can also be employed
for the fast creation of W-like-states with up to 36 atoms. Atomic systems can
also be used to create Dicke states of the form |N/2,N〉 with large number of




To quantify the amount of spin squeezing, different measures can be used. Spin-
squeezing parameters that rely on the knowledge of collective angular momen-
tum components only, have the advantage that they are experimentally useful
even if individual particles cannot be addressed. The easiest spin squeezing
parameter can be directly derived from the Heisenberg uncertainty Eq. (2.6).
For a spin state the mean-spin direction is defined by ~n0 =
〈~J〉
|〈~J〉|
. If one now con-
siders a Jm to be parallel to the mean-spin direction ~n0, a coherent state would









Figure 2.2: Phase estimation visualized on the generalized Bloch sphere.
Depicted in dashed blue are the uncertainties for coherent spin states. Here
the phase difference ∆Jy can not be resolved. Depicted in solid red are the
uncertainty ellipses for two spin squeezed states for which it is possible to
resolve the rotation difference ∆Jy.
yield equal uncertainties (∆Jk,l)2 = N/4 in the k and l directions, where Jk and
Jl are orthogonal to Jm. Spin squeezing could thus generally be defined as the
case where (∆J~n⊥)
2 < N/4. Here ~n⊥ refers to a direction perpendicular to the
mean-spin direction ~n0.
A squeezing parameter that quantifies the amount of squeezing can then be






The state is thus considered spin squeezed if ξ2S < 1. However, this parameter
is only meaningful if the regarded state is situated on the surface of the Bloch
sphere with radius N/2 and not for states inside the Bloch sphere where 〈~J2〉 ≈ 0.
A different spin-squeezing parameter was proposed in Ref. [50]. This spin
squeezing parameter has the advantage, that it is directly related to the improve-
ment of Ramsey-type experiments [51], which are explained in more detail in
chapter 4. In these experiments, an effective rotation on the Bloch sphere, typi-
cally around Jy, is estimated. As depicted in Fig. 2.2 employing spin squeezed
states can enhance the resolution of this estimation.
The associated spin squeezing parameter is defined with respect to the phase
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sensitivity ∆φCSS = 1/
√






















S since N/2 ≥ |〈~J〉|.
For the symmetric state where |〈~J〉| = N/2, the two measures are equal.






to accommodate random orthogonal directions ~n1, ~n2, ~n3, which can be useful in
an experimental setup with constraints on the possible measurement directions.
This generalized parameter indicates entanglement for ξ2 < 1 [52] and reduces
to ξ2R if ~n2 is chosen to be ~n0 and ~n1 = ~n⊥. For the coherent state, both parameters
ξ2R and ξ
2 are equal to one. They thus indicate spin squeezing for values smaller
than one.
While these spin squeezing parameters work well for most spin-squeezed
states, they are not reliable for the detection of entanglement in Dicke states.
Therefore a more general spin squeezing parameter has to be introduced.
Generalized spin squeezing parameter
In their discussion of Dicke states in spinor Bose-Einstein condensates Raghavan
et al. [53] propose a squeezing parameter ξ2D that also evaluates the entanglement
of Dicke states. They argue that a state is spin squeezed along the direction J~n if
its expectation value 〈J~n〉 is the same as for the coherent spin state, namely N/2








In Ref. [54] a complete set of four spin squeezing inequalities is presented, where
a violation of any of the inequalities indicates entanglement. These inequalities
are complete with respect to 〈Ji〉 and (∆Ji)2, meaning that each state that can
possibly be detected as entangled by the knowledge of 〈Ji〉 and (∆Ji)2 only is in
fact detected by the inequalities. One of these inequalities can be reformulated
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This parameter has been used to verify a spin squeezed Dicke-like state with
8000 atoms at 11.4(5) dB below shot noise and an entanglement depth of at least
28 atoms [49]. In the case of symmetric Dicke states ξ2gen and ξ2D are equivalent.
For the coherent spin state ξ2D = ξ
2
gen = 1.
A more thorough overview of these squeezing parameters is given in Ref. [51].
Quantum Fisher information
While ξ2R is connected to the improvement of the phase sensitivity that a spin
squeezed state provides in a Ramsey-type measurement it is unable to quantify
the metrological usefulness of more general states. However, it has been shown
that one can introduce a criterion for entanglement that is based on the quantum
Fisher information FQ which is directly related to the usefulness of a state with
respect to sub-shot-noise estimation of rotation angles [55].
The quantum Fisher information is the quantum mechanical generalization
of the Fisher information that was introduced in 1925 [56]. It was developed in
the framework of statistical information theory as a measure for the information
content of a statistical distribution.
The Cramer-Rao bound [57], which is a fundamental limit to the phase sen-





where FQ[ρ, J~n] is the quantum Fisher information with respect to the interfer-
ometric input state ρ and the angular momentum operator J~n in an arbitrary
direction. FQ can be defined as FQ[ρ, J~n] = 4(∆R)2 where R is the Hamiltonian
that solves {R, ρ} = i[J~n, ρ]. While in general (∆R)2 ≤ (∆J~n)2 the equality is reached





can be derived. It is the comparison of the achievable entanglement enhanced






The quantum Fisher information is bound by FQ < N2 and a state shows useful
entanglement if FQ > N. The upper bound of χ2 for any input state is given by
χ2 = ξ2 [58].
Especially noticeable, χ2 also provides a measure for states that are not spin
squeezed but nonetheless useful for quantum enhanced metrology. An exam-
ple for such a state is the maximally exited Dicke state. It has been shown in
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Ref. [26] that such a state, with FQ/N = 1.45, reaches an interferometric sensitiv-
ity of 1.61 dB under shot noise. Another example, relying on a state tomography
to extract the quantum Fisher information, reaches a maximum of FQ/N = 1.51
for a superposition of Dicke states [48]. An experimental method to extract
the quantum Fisher information of a state without performing a full state to-
mography has been presented in Ref. [59]. Here, a maximal quantum Fisher
information of FQ/N = 2.2 has been obtained for a spin squeezed state.
2.2 Methods to create entangled atoms
There are several methods available to create ensembles of entangled atoms.
The different methods operate in very different regimes of atomic ensembles
reaching from atoms in hot vapor cells to Bose-Einstein condensed ensembles.
Methods that are feasible for one set of experimental parameters, such as particle
number, density or temperature, cannot trivially be transferred to different con-
ditions. The following will give an overview of some experimental realizations
of entangled atoms.
2.2.1 Quantum non-demolition measurements
Performing a quantum non-demolition measurement on the collective spin of
an atomic ensemble can be used to create a spin squeezed state in the ensemble.
This spin squeezed state can afterwards be employed as the input state of an
interferometer. The experiment starts with a coherent state on the equator of
the Bloch sphere, depicted in dashed blue in Fig. 2.3a. This state has a shot
noise limited Jz uncertainty. If now a perfect Jz measurement is performed, the
state collapses into a Dicke state with |J ≈ N/2,m ≈ 0〉. This state has minimal Jz
uncertainty but maximal Jx and Jy uncertainty. It is depicted by the dash-dotted
red line parallel to the equator. Due to the uncertainty of the coherent state the
resulting state in consecutive experiments will always have a somewhat different
position on the Jz-axis. This in an example for heralded state preparation, where
the measurement process is a necessary condition for the entanglement. The
prepared states are therefore also termed heralded Dicke states.
In order to be able to use the state for interferometry after the measurement
is performed one must find a way to do a non destructive measurement. Such
a measurement is also referred to as a quantum non-demolition measurement.
This type of measurement is typically weaker than a destructive measurement
in the sense that the information obtained in the measurement has a bigger un-
certainty. That means that the state doesn’t exhibit a full collapse of the wave
function as in a perfect measurement. In the Bloch sphere picture this corre-
sponds to the coherent state being squeezed along the Jz axis and anti-squeezed

















Figure 2.3: Quantum non-demolition measurement as a tool to create spin
squeezing. a After a perfect Jz measurement the coherent state (dashed blue)
collapses into a Dicke state (dash-dotted red) around the equator. For a weaker
measurement, the state is spin squeezed (solid red). b The spin coherent ensem-
ble is probed by an off resonant light field which is send onto a polarizing beam
splitter to analyze the imprinted Faraday rotation [27]. The polarization of the
probe beam compared to the spin polarization axis of the ensemble determines
the measurement axis of the angular momentum.
in the x-y-plane (see solid red ellipse in Fig. 2.3a). Since the squeezed state doesn’t
necessarily have the same expectation value 〈Jz〉 as the coherent state that is used
for preparation the outcome of the quantum non-demolition measurement has
to be recorded in order to use the squeezed state as an interferometric input
state. This type of squeezing is called conditional squeezing.
This type of spin squeezing in atomic systems has first been demonstrated
in vapor cells [60] of room temperature atoms. It can also be used to pro-
duce entanglement between to macroscopic ensembles of 1012 atoms each [7].
Experimentally, the quantum non-demolition measurement can be realized by
employing the Faraday rotation that is imprinted onto a light field when it passes
through an atomic ensemble. This rotation can be measured via the polariza-
tion imbalance after probing the ensemble. To this end the probe is send onto
a polarizing beam splitter and the two outputs are measured and compared
(see Fig. 2.3b). If the probing beam is chosen to be off-resonant, a quantum
non-demolition measurement can be achieved.
In cold atomic systems, spin squeezing through collective measurements
has been shown with atoms inside a cavity [8]. A similar cavity assisted mea-
surement scheme was used to improve the phase resolution of a Ramsey-type
experiment to 10.2(6) dB below shot noise [61].













Figure 2.4: One-axis twisting Hamiltonian depicted on the Bloch sphere. a
The twisting action of the one-axis twisting Hamiltonian that acts on the coherent
state is depicted as black arrows. The twisting grows larger as one leaves the
proximity of the equator. b After a certain interaction time the ideally spin
squeezed state is reached. The spin squeezed axis is angled towards the Jz-
axis of measurement. Thus the state has to be turned around this axis before
evaluation of ∆Jz. This is depicted as the dashed blue curve. c If the interaction is
left on longer than the time needed for ideal squeezing an over squeezing occurs
and even after the ideal rotation ∆Jz will be larger than in the previous case. This
is due to the deviation of the spin squeezed state from a perfect geodesic.
2.2.2 One-axis twisting Hamiltonian
The utilization of a nonlinear pairwise interactions in an atomic ensemble
presents a different approach to generate spin squeezing. The one-axis twisting
Hamiltonian was first proposed in Ref. [10] and is defined as






where χ is the coupling constant and σiz are the single particle Pauli matrices.
The effect of the one-axis twisting Hamiltonian is depicted in Fig. 2.4. The
twisting or shearing action is depicted by the black arrows on the Bloch sphere.
The twisting force vanished at the equator and increases, with opposing sign,
on the two hemispheres. Fig. 2.4a shows the coherent state. Fig. 2.4b shows
the ideally twisted state after a certain interaction time. The squeezing of the
state will be under an angle such that the state has to be rotated towards the
equator if the squeezing should be transformed into a minimal Jz uncertainty.
If the interaction is left on for a longer time the state is over twisted as shown
in Fig. 2.4c. The uncertainty ellipse of the state will show a deviation from the
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perfect geodesic and thus the uncertainty in the squeezed direction will grow
larger again.
Experimentally, this Hamiltonian can be implemented by a non-linear beam
splitting sequence [10]. The Hamiltonian corresponding to such a beam splitting
pulse is
Hnlbs = δJZ + ΩJφ + χJ2z . (2.18)
δJz leads to a precession around the z-axis, where δ is the detuning of the coupling
pulse between the two states. ΩJφ describes a rotation of the spin around the axis
Jφ = cosφJx − sinφJy with the Rabi frequency Ω and a phase φ. The non-linear












where gi j are the coupling constants andφi the mean field wave functions [62]. In
order to tune this interaction strength one can either tune the coupling constants
or the wave function overlap.
Gross et al. [11] took the first approach to show that such a nonlinear process
can be used to surpass the classical precision limit of an interferometer. To real-
ize a spin-1/2 system, two hyperfine states of Bose-Einstein condensed atomic
ensembles in spherical dipole traps were employed. Since they assume perfect
wave function overlap the non-linear interaction χ depends only on the differ-
ence of the intrastate and interstate couplings: χ ∝ g↑↑+ g↓↓−2g↑↓. The coupling
constants are proportional to the s-wave scattering lengths as gi j = 4π~2ai j/m.
The interstate scattering length a↑↓ can be tailored via a magnetic Feshbach res-
onance and thus the interaction χ is tuned.
At the same time a second approach to the one-axis twisting Hamiltonian was
also realized [28]. Again the spin-1/2 system is realized by two hyperfine states
of a Bose-Einstein condensate, which is in this approach magnetically trapped in
a chip trap. Here, the s-wave coupling constants are kept almost identical such
that the interaction is governed by the spatial mode overlap. The spatial overlap
is tuned by a state dependent trapping potential that introduces an energy
shift to one of the states due to an off-resonant microwave coupling [12]. By
completely separating the two components the interaction strength is maximized
toχ ∝ g↑↑+g↓↓.With this approach, an improvement of 2.5 dB below the standard
quantum limit is achieved.
2.2.3 Two-mode squeezing
The above presented squeezed states through quantum non-demolition mea-
surement and the one-axis twisting Hamiltonian are so called one-mode squeezed
states. The observed fluctuations are those of one total system described by the
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collective operators Ji. Another type of spin squeezed states are two-mode
squeezed states, where the entanglement of the system is between spin compo-
nents of the two subsystems.










Since the entanglement now involves the two parts of a bipartite system, a new







where J(i)α are the spin operators of the single systems. A criterion for two mode
squeezing can then be given as [63]
(∆J(+)z )2 + (∆J
(−)
y )
2 < 〈J(+)x 〉. (2.22)
Atomic two mode squeezed states can also be generated by different experi-
mental techniques such as performing a quantum non-demolition measurement
on two systems [7] or by utilizing spin changing collisions in a Bose-Einstein
condensate [16, 64]. The latter will be explained in more detail in chapter 2.3.2.
In optics, two-mode squeezed states are commonly produced via parametric
down conversion. A coherent pump laser at frequency ωA +ωB is directed onto
a nonlinear optical crystal. The nonlinearity of the crystal leads to the transfor-
mation of a pump photon into a signal and an idler photon with frequencies
ωA and ωB. For a graphic representation refer to Fig. 2.5a. The entanglement
properties of the signal and idler beam qualify this setup for applications in
quantum information [65]. In the degenerate case, where ωA = ωB, the process
can be employed for the creation of squeezed light [66].
If the depletion of the pump beam is neglegible, the Hamiltonian of the
process can be approximated by
H = i~(κ∗â†Aâ
†
B − κâAâB), (2.23)
where âA/B are the annihilation operators for signal and idler mode. A two-mode
squeezing operator can be defined with ξ = κt as
Ŝ(ξ) = exp(ξ∗â†Aâ
†
B − ξâAâB). (2.24)
If this operator acts on the vacuum state |NA,NB〉 = |0, 0〉 it generates a two-mode
squeezed state
Ŝ(ξ) |0, 0〉 = |Ψ〉 =
∞∑
n=0
cn |n,n〉 , (2.25)






























Figure 2.5: Parametric down conversion and the two-mode squeezed state. a
A nonlinear medium transforms a photon from the pump beam with frequency
ωA +ωB into highly entangled signal and idler photons with frequencies ωA and
ωB. b Elements 〈NA,NB|ρ |NA,NB〉 of the density matrix for the ideal two-mode
squeezed state with ξ = 1. c The two-mode squeezed state can be depicted
by a ring around the equator with a low uncertainty ∆JZ in Jz direction and
completely undefined Jx and Jy directions.
which is a superposition of twin-Fock states |NA,NB〉 = |n,n〉with the coefficients
cn = tanhn ξ/ cosh ξ. The population of such a state is depicted by the diagonal
elements of its density matrix in Fig. 2.5b.
Measuring the Jz component of the perfect two-mode squeezed state will
collapse the state such that the number difference NA −NB = 0 and therefore ∆Jz
is minimal. The phase on the other hand is completely undefined. This state
can then be depicted as a ring around the equator of the Bloch sphere (Fig. 2.5c)
and is an example for a heralded Dicke state.
In quantum optics two-mode squeezed states generated by parametric down
conversion have been used to show the first EPR correlated states [20]. A
similar approach has been taken in several atom optics experiments [13–15, 67].
The generation of such an atomic two-mode squeezed state is described in the
following chapter.
2.3 Experimental realization
2.3.1 Preparing the atomic ensemble
The following briefly describes the experimental setup and the procedure to
obtain a Bose-Einstein condensate. A more thorough description of the setup
and the experimental sequence can be found elsewhere [68].
All experiments are conducted with 87Rb. The experimental sequence be-
gins with the loading of a three-dimensional magneto-optical trap (MOT) from
the background gas. During the loading, the 87Rb pressure in the MOT cell is
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Figure 2.6: Sketch of the vacuum system viewed from the top. a The MOT
is loaded from the background gas provided by the dispensers that are situated
inside the bellow on the left side of the MOT cell. b After molasses cooling and
state preparation the atomic ensemble is transferred to a magnetic trap supplied
by the transport coils. This set of coils is used to transfer the ensemble from
the MOT cell through the differential pumping state into the science cell. c The
science cell provides better vacuum conditions in the order of 10−11 mBar. The
atoms are transferred into a hybrid trap, consisting of a magnetic quadrupole
trap and a crossed beam dipole trap, and a radio-frequency evaporation is
applied. Finally the pre-cooled ensemble is transferred fully to the dipole trap
in which it is further cooled to quantum degeneracy. All further experiments
take place in this crossed-beam dipole trap. The vacuum system is equipped
with two ion getter pumps and a titanium sublimation pump.
temporarily increased by light induced desorption [69] that is realized by illumi-
nating the cell with UV-light. After the MOT loading phase of 10 s the UV-light is
switched off and the pressure quickly drops. The 87Rb is supplied by dispensers
that are mounted inside a bellow to the left of the MOT cell (see Fig. 2.6). The
dispensers are regularly heated up by applying a current of 4.5 A for 50 min.
During this time 87Rb is dispensed and deposited on the surfaces of the MOT
cell.
After the MOT is fully loaded, the magnetic field is switched off and the lasers
are detuned to allow for a short molasses cooling phase. This ends by optically
pumping the atoms into the |F,mF〉 = |2, 2〉 hyperfine ground state which is
magnetically trappable. The atoms are transferred into a quadrupole trap that
is supplied by two coils in anti-Helmholtz configuration that are mounted on
a horizontal translation stage. Within 1.3 s the atoms are transported into the
science cell. They pass through a differential pumping stage that allows for
better vacuum conditions of 10−11 mbar while the vacuum in the MOT cell goes
up to 10−9 mBar during MOT loading. An ultra-high vacuum in the science cell
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is crucial for the following experiments since every collision of the ensemble
with background gas leads to losses and dephasing of the prepared state.
Through an adiabatic ramping process the atoms are transferred from the
transport coils to the magnetic potential of a quadrupole trap before a crossed
beam dipole trap is ramped up to form a hybrid trap [70]. Radio-frequency evap-
oration [71] pre-cools the atoms before the magnetic field is slowly ramped down
such that the atoms remain in the dipole trap. The dipole trap consists of two
horizontal laser beams at a wavelength of 1064 nm with beam waists of 51.4µm
and 26.8µm and maximal output powers of 3 W and 750 mW, respectively.
After the magnetic trap is fully switched off and the atoms are trapped only
in the dipole potential, the evaporative cooling commences. The beam power
is slowly reduced to 35 mW and 14 mW, which brings the atomic ensemble to
quantum degeneracy. For the subsequent experiments a stronger confinement
is needed and so the beam powers are adiabatically increased again to 250 mW
and 30 mW.
After 130 ms of evaporation in the dipole trap the atoms are transferred from
the |2, 2〉 state first to |1, 1〉. A resonant light pulse extracts atoms remaining in
the F = 2 manifold before the atoms are transferred to the final state |1, 0〉 via
|2, 0〉 using microwave transitions. The states |1,±1〉 are cleaned of remaining
atoms by a microwave coupling to |2,±2〉 before a second resonant light pulse on
the F = 2 manifold completes the state preparation. The evaporation continues
for another 320 ms, resulting in a BEC in |1, 0〉 containing roughly 10, 000 atoms
and only a low thermal background.
After experiments have been performed in the science cell, the atoms are de-
tected with a state dependent detection. The whole experimental cycle amounts
to 23 s.
State dependent detection
During the time of free fall before the detection, a strong magnetic gradient is
applied. The atoms are thus exposed to a state dependent force, where high-
field seeking and low-field seeking states are moved in opposite directions due
to the linear Zeeman effect. The magnetically insensitive states experience only
a weaker force that is due to the quadratic Zeeman effect. The splitting is applied
in the vertical direction.
A resonant light beam illuminates the ensembles. The atoms scatter light and
thus reduce the intensity in the beam, leaving a shadow on the CCD camera that
is used for detection. This picture is compared with a picture of the unperturbed
beam. The comparison is then used to estimate the number of atoms in each
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Figure 2.7: Absorption imaging. a Schematic illustration of the absorption
imaging. The intensity of the incoming light Ib(x, y) is recorded on a CCD
camera, yielding intensity measurements I(i)b on each pixel i. A strong magnetic
field gradient separates the atoms into the different Zeeman components. The
atoms scatter light and thus reduce the intensity in the beam, leaving a shadow on
the CCD image Ia(x, y). b The intensity measurement of the beam in the presence
of the atomic ensembles Ia is compared to the unperturbed beam intensity Ib.
The number of atoms N per pixel is calculated.






 + β I(i)b − I(i)aIs
 , (2.26)
where Apx is the area of the single pixel, ω0 is the resonant scattering cross
section, and α and β are corrections that have to be introduced to accommodate
for deviations from the ideal situation.
To accurately estimate the number of atoms, first the intensity calibration of
the camera has to be determined experimentally. Assuming a linear error in the
gain of the camera, this gives the correction factor β for the intensity. Secondly,
the saturation intensity has to be determined experimentally, since it can differ
from the ideal case for resonant, σ+-polarized light. α ∝ 1 + 4(δ/Γ)2, where Γ is
the line width of the transition, also accounts for a detuning δ that is unavoidable
during the detection due to the acceleration the atoms experience from the imag-
ing beam. Experimentally, the effective saturation intensity αIs is determined by
preparing two atomic ensembles with the same atom number. That can either
be achieved via spin dynamics or via a well tuned radio-frequency transition
from mF = 0 to mF = ±1. Assuming the intensity calibration of the camera is
correct, one can now find α by minimizing the fluctuations ∆(N+1 − N−1) of the
atom number difference of the two states [72]. In our system α = 1.598.
A third effect that has to be taken into account is a deviation from the linear
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scaling of the atom number estimation due to the non-linear part of Eq. (2.26).
This can lead to an underestimation of the number of atoms, and therefore to
an underestimation of the fluctuations of the number of atoms. Multiple effects
contribute to this deviation. A strong intensity variation over the area of a
single pixel can lead to non-linearity. Therefore, the pixel size should be small
compared to the size of the atomic cloud. The other effects are related to the
imaging time. During the illumination of the cloud, the atoms diffuse due to the
recoil of scattered photons. Also, the cloud is pushed in the imaging direction
and thus out of the focus of the detection. Thus, the detection time has to be
chosen long enough to allow for sufficient scattering, but short enough to avoid
these effects. This can be experimentally verified, by measuring two systems
with a fixed total atom number. One of the systems is distributed on two clouds,
while the other is in a single cloud, with a therefore higher density. If these
two measurements show no deviation in the total atom number, a non-linearity
of the detection can be excluded. If that is not the case, one can introduce a
corrected particle number Ntrue = N +N3/c2. The rescaling factor c is determined
by minimizing the fluctuations between the two atom number measurements.
In our system c = 90, 491 which leads to an underestimation of 5% for 20, 000
atoms. For a more detailed discussion of the calibration techniques see Ref. [73].
The detection requires a high precision in order to observe sub shot noise
fluctuations in the counting statistics of the two |1,±1〉 states. The shot noise limit
scales as
√
N so for the 10, 000 atoms of the initial BEC shot noise is at 100 atoms.
But not only the initial BEC needs to be detected with high precision but more
importantly also the two pseudo-spin states. In the following experiments, these
are typically populated by 1, 000 to 2, 000 atoms. Thus the limit for the detection
has to better than few tens of atoms. The implemented detection allows for
an estimation of the number of atoms in a single state with the precision of 16
atoms.
2.3.2 Spin dynamics process
In chapter 2.2, different methods to create single-mode as well as two-mode
squeezed states have been presented. The following section describes the colli-
sional process that is employed to create a two-mode squeezed state in this ex-
periment. The two-mode squeezed state will be created in the Zeeman mF = ±1
levels of the F = 1 manifold.
Fig. 2.8a shows the effective potential two atoms experience during an in-
teraction. The hyperfine states of two atoms with large interatomic distance is
described by the respective spins ~Fin,1 and ~Fin,2. If the atoms get closer, their
hyperfine states form a collective state ~G = ~Fin,1 + ~Fin,2. When the atoms leave
the interaction region they are again described by the individual states ~Fout,1 and































Figure 2.8: Collisional interaction and the effective trapping potential. a In
the limit of larger inter atomic distance the hyperfine state of two particles is
described by ~Fin,1 and ~Fin,2 respectively. If the two atoms get closer, their the
hyperfine states couple to form a collective state ~G = ~Fin,1 + ~Fin,2. After the
collision the atoms are again described by single hyperfine states ~Fout,1 and ~Fout,2
that can have changed through the collision. b The black parabola depicts the
trapping potential with eigenenergies En (dashed, black) and the corresponding
eigenstates (solid black). The effective potential for atoms in mF = ±1, depicted
in blue, consists of the external potential and the repulsive mean-field interaction
with the condensate in mF = 0 which is illustrated in grey.
~Fout,2. These states can change with respect to the incoming states while ~G is
conserved and thus the atoms may undergo a spin-changing collision.
Theoretical description
The condensate is initially in the
∣∣∣F,m f〉 = |1, 0〉 state where, under certain con-
ditions, spin-changing collisions between two atoms occur, lifting one atom
into the state |1, 1〉 while the other drops to the state |1,−1〉. The Hamiltonian








where U = −3.351 Hz1014 cm−3 describes the density dependend collision rate of two
atoms undergoing a spin changing collision to mF = ±1 and the inverse process.





is the spatial overlap of the wave functions, where φ±1(~r) is the wave function of
the resonant mode and nmF=0(~r) is the density of the initial condensate in mF = 0.
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If one assumes a large initial condensate with N atoms and only negligible
depletion by the spin changing collisions, the Hamiltonian can be written in the
parametric approximation with a0 =
√
N and Ω = 2CNU ∈ R as
H ≈ Ω(a+1a−1 + a†+1a
†
−1). (2.29)
The structure of this Hamiltonian is equivalent to that of parametric down
conversion Eq. (2.23), thus it is not surprising that the emerging state is again







where ξ = Ωt. Note, that the small difference in the coefficients compared to
Eq. (2.25) is due to the different choice of phase. However, this does not affect
the general properties of the states.
To fully describe the spin dynamics process, not only the spin changing
interactions have to be taken into account but also the external and internal
degrees of freedom. Under the assumption that atoms in mF = ±1 have the same
spatial wave function and if one sets the zero energy point to the energy of an
atoms in the groundstate of the mF = 0 condensate, the full Hamiltonian can be
expressed as
H = (En + q)(a†+1a+1 + a
†





En +q describes the potential energy of an atom in the nth exited mF = ±1 state of
the effective trapping potential (see Fig. 2.8b), where 2q is defined as the excess
energy that two atoms in the mF = ±1 state have compared to two atoms in
mF = 0 due to the quadratic Zeeman shift.
If the involved energies are expressed as a detuning δn = En + q, the time
evolution of the Hamiltonian Eq. (2.31) in the interaction picture becomes




ξ ∝ Ωe2iδnt acts as a complex squeezing parameter which changes its angle in
the complex plane with the time t. Assuming unchanging overlap of the spatial
modes, this rotation has the same effect as a time reversal and an oscillation of
the population in the mF = ±1 states arises [75]. The start of the spin changing
collisions can either happen spontaneously due to quantum mechanical fluctu-
ations in the spin orientation or it can be triggered by a seed in the mF = ±1
modes. The following experiments rely on the spontaneous process.
Spin changing collisions are suppressed and the mF = 0 condensate is stable
if δn >> Ω for all eigenenergies En of the system.
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Figure 2.9: Dressing and spin dynamics resonance scan. a A detuned mi-
crowave is introduced to the transition |F,mF〉 = |1,−1〉 → |F,mF〉 = |2,−2〉.
Thereby the |F = 1,mF = −1〉 state is shifted such that the resonance condition is
fulfilled and spin changing collisions are possible. b Spin dynamics resonance
scan. The fraction of atoms in the mF ± 1 state is recorded for different values of
the access energy q. At ≈ −10 Hz the energetic ground state of the trap is pop-
ulated, while at q ≈ −28 Hz and q ≈ −42 Hz higher trap modes are populated.
The blue line is a guide to the eye. Error bars indicate the standard deviation of
11 experimental cycles.
Experimental realization of spin changing collisions
In the experimental sequence a homogeneous magnetic field of 2.6 G is used
to define a quantization axis for the Zeeman levels mF. Due to the influence
of the quadratic Zeeman effect, q ≈ 500 Hz at this magnetic field. For the
aforementioned dipole trap and atom numbers, Ω is typically in the few Hz
regime. This means that δn >> Ω is fulfilled and spin changing collisions are
suppressed.
One way to overcome this energy gap is to introduce a microwave dressing.
By applying an off-resonant microwave to the transition |F,mF〉 = |1,−1〉 →



















Ωmw is the undetuned Rabi-frequency of the transition and δmw is the detuning. If
the dressing is now chosen such that ∆E|1,−1〉 exactly compensates the quadratic
Zeeman shift a resonance condition is reached, where two atoms in the mF = 0
condensate can undergo a spin changing collision to the energetic groundstate
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Figure 2.10: Measurement of the spin dynamics rate Ω. For different spin
dynamics times t the fraction of atoms in the states mF± 1 is evaluated. The time
evolution is fitted by N+1 = N−1 = sinh2(|Ω|t), with |Ω| = 2π ·5.15 Hz, as indicated
by the blue line. Error bars indicate the standard deviation of 13 experimental
cycles. b For short time scales the time dependence can be approximated by
a hyperbolic growth (dashed grey line). Once the parametric approximation is
not valid anymore, saturation sets in (solid blue line) [73, 77].
E0 of the mF = ±1 state as indicated in Fig. 2.9a. If the energy level ∆E|1,−1〉 is
further shifted such that En + q = 0 for n > 0 higher trap modes are populated.
Fig. 2.9b shows a spin dynamics resonance scan, where the access energy q
is tuned via the detuning δmw of the microwave dressing. The population of the
states mF = ±1 is recorded. Around q ≈ −10 Hz the groundstate for mF = ±1
is populated, while the population increase at q ≈ −28 Hz and q ≈ −42 Hz
corresponds to the population of higher trap modes.
Fig. 2.10a shows a measurement of the time dependence of the transferred
atoms during the spin dynamics process. For short time scales, where the
parametric approximation is valid, the time dependence can be approximated
by N+1 = N−1 = sinh2(Ωt), where N+1 and N−1 are the number of atoms in
the mF = ±1 levels. Here we fit Ω = 2π · 5.15 Hz. For longer time scales where
N+1+N−1 << N is no longer valid, the parametric approximation is not applicable
and a saturation process due to the depletion of the mF = 0 condensate will cause
a deviation from the hyperbolic scaling (see Fig. 2.10b).
A more detailed explanation of this multiresonant behavior, including the
underlying instability rates that are directly linked to Bogoliubov excitations in




In 1935 Einstein, Podolsky and Rosen published a paper with the title "Can
quantum-mechanical description of physical reality be considered complete" [17]. They
consider two particles with correlated position and anti-correlated momenta. If
a measurement of the momentum is performed on the first particle, a perfect
prediction about the momentum measurement of the second particle is possible.
The same holds for the position measurement. They now argue, that if one can
make these predictions due to a measurement on a different, non-interacting
system, a simultaneous reality of the possible measurements, i.e. position and
momentum, exists and therefore, the quantum mechanical description must be
incomplete. To them, the contradiction of such systems with the concept of
a local reality was especially surprising. This seeming paradox became later
known as the EPR paradox.
The following chapter will first give a short introduction to the historical
argument of EPR. Afterwards the more generalized inferred Heisenberg in-
equalities will be discussed, including the first realization of EPR correlated
atomic ensembles. The state will be fully characterized by a state tomography
and the directionality of EPR correlations will be examined. The main results of
this chapter are published in Ref. [79].
3.1 The original EPR proposal
In their original proposal, EPR consider a state with perfect correlations. They
assume two particles interact until a time t0. After t0 they separate with opposing
momenta pA and pB until they are located at perfectly correlated positions xA and
27
28 Chapter 3. Einstein-Podolsky-Rosen correlations
xB = xA + x0. A sketch of the situation is shown in Fig. 3.1. The wave function of





This state is an example for an inseparable state. One can now rewrite this






such that it becomes directly apparent, that a measurement of p̂A with outcome
pA = p would immediately determine the outcome of a measurement of p̂B as
pB = −p.
Now the same holds true for the position operators x̂A/B = xA/B. The wave








−xB+x0)pδ(xA − x′) dp dx′, (3.3)
therefore a measurement of x̂A with outcome xA = x predetermines the outcome
of a subsequent measurement of x̂B to be xB = x + x0.
EPR now argued, that the measurement outcomes are governed by what
they call a "physical reality" and the measurement on system A does not disturb
system B in any way. If one now assumes EPR’s understanding of reality, which
is nowadays known as local realism, the measurement outcome has to have been
predetermined by associated elements of reality µx/pB , before the two sub-systems
A and B stopped interacting due to their spatial separation.
The elements of reality µx/pB act here as hidden variables, that are predeter-
mined but not accessible until the measurement of x̂A or p̂A is performed. Since
it is not known beforehand which measurement (position or momentum) will
be performed, both µxB and µ
p
B have to predetermine the respective measurement
outcomes with absolute certainty. This is contrary to quantum mechanics since
x̂B and p̂B are non-commuting variables and thus obey the Heisenberg uncer-
tainty relation. Therefore if one assumes the infallibility of local realism, the
conclusion must be that quantum mechanics is not complete.
Bohr replied to EPR’s paper within two month, arguing that the concepts
of a physical reality that is assigned to the systems and that of local realism,
while interesting from a philosophical point of view, do not challenge quantum
mechanics [80]. Schrödinger’s reply involved the formulation of the idea of





xA x  = x + xB A 0
p  = -pB ApA
† ­x  = (a  + a )/√2A/B A/B A/B
† ­p  = i(a - a )/√2A/B A/B A/B
x0
Figure 3.1: Sketch of the original EPR proposal and the realization in the
continuous variable case. a EPR originally proposed a system where two par-
ticles A and B have perfectly anti-correlated momenta pA and pB and perfectly
correlated positions xA and xB. b In the continuous variable case that is here
implemented via spin dynamics correlations appear in amplitude and phase
quadratures xA/B and pA/B. The quadratures are defined as functions of the cre-
ation and annihilation operator a†A/B and aA/B of the two involved Zeeman levels
A and B.
entangled and separable states as well as his famous gedankenexperiment now
known as Schrödinger’s cat [19].
While EPR argue, that the description of the wave function is not complete,
they suggest, that it might be possible to formulate a complete description.
In the 1970’s Bell [81] as well as Clauser et al. [82] showed that such a local
hidden variable theory can not coincide with quantum mechanics. They provide
inequalities, known as Bell’s and CHSH inequalities, whose violation would
indicate a failure of EPR’s local realism.
Experimental approaches to show such a violation are called Bell tests and
have been performed in various settings. The first reported violation was mea-
sured utilizing the correlations between the polarizations of photons, that were
emitted by an atomic cascade of calcium [83]. An atomic Bell test was first
realized with two Be+ ions in a linear Paul trap [84].
All experimental realizations up to now suffer from loopholes, either that of
locality, meaning the insufficient spatial separation between the two parties, or
that of limited detection efficiency. The locality loophole can only be closed, if
a classical interaction between the two parties during the detection process is
impossible. This is the case if x0 > ctdet, where x0 is the spatial separation and
tdet is the time needed for the detection process. These loopholes could allow for
the existence of a highly artificial local hidden variable theory. For a detailed
discussion of the current state of research on Bell nonlocality, please refer to
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Ref. [85].
The first realization of continuous-variable entanglement, satisfying the EPR
criterion was achieved in 1992 in a photonic system generated by optical para-
metric down-conversion [20]. Since then, EPR entanglement has been shown in
different setups, including systems were position and momentum of two pho-
tonic beams are measured [21, 86]. With ∆2(x1 − x2)∆2(p1 + p2) = 4.2 · 10−4, where
1/4 is the threshold for EPR entanglement, this experiment achieved the highest
degree of entanglement yet. While several experiments have shown insepara-
bility in accordance to ∆2(x1 − x2) + ∆2(p1 + p2) < 2 [87, 88], EPR entanglement
with massive particles has not been shown up to now [7, 15, 24].
EPR entanglement is not just interesting from a fundamental point of view.
The strong correlations the states exhibit are also interesting for various appli-
cations. EPR correlations can be used for quantum key distribution schemes as
described in Ref. [89], where the strong correlations enable secure distribution.
Another application are quantum teleportation and entanglement swapping,
which was first proposed with EPR correlated states [90, 91]. Using a protocol
that includes EPR correlations as well as classical communication the receiver
can produce an exact replica of the senders state. The loopholes that are relevant
in Bell tests, would also be of interest here, since they could be exploited by a
third party if these states were used for quantum cryptography.
3.2 Inferred Heisenberg inequalities
The setting that is described by EPR requires perfect correlations and anti-
correlations between two particles, which is not realizable in practice. Therefore,
the EPR argument has to be extended to include realistic experiments. This is
achieved by replacing the perfect pairwise correlations by stochastic probability
distributions, meaning that a measurement on subsystem A does not allow a
prediction of the outcome at subsystem B with absolute certainty. The argument
that is now introduced follows Reid et al. [92].
Again x̂A/B and p̂A/B are two non-commuting observables in the systems A and
B. While the measurement outcome xB does not allow for a certain prediction
of the measurement result at A, it can still be used to make an estimate xest(xB)
of the result xA. This estimate will have an error, that can be expressed as the
deviation of the estimator xest(xB) from the actual result xA as
∆2in f (x|xB) =
∫
dxP(x|xB)[x − xest(xB)]2. (3.4)
P(x|xB) is the conditional distribution that describes the probability to obtain the
measurement result x in system A if xB was previously measured in system B.
The best estimate for xA is therefore the mean of P(x|xB) and the error of the
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Figure 3.2: Two dimensional probability distribution P(xA|xB). The probabil-
ity of a measurement x̂B yielding the outcome xB is P(xB), which is the accumu-
lated probability over the here horizontal direction. The conditional probability
to measure xA after xB was measured is given by P(x|xB), as marked in red. The
best estimate xest(xB) for xA is now the mean of this distribution and the error is
defined via the distance of the actual measurement xA.
estimate becomes the variance ∆2(x|xB) of P(x|xB). The situation is depicted in
Fig. 3.2.
Therefore, the minimal inference error ∆2in f x averaged over all possible mea-
surement outcomes xB for the measurement x̂B, with probability P(xB) is
VxA/B = (∆
2
in f x)min =
∫
dxBP(xB)∆2(x|xB). (3.5)
An analogous definition for the inferred minimal variance VpA/B for the second
pair of observables p̂A/B can be obtained.
Now the argument of local reality has to be generalized to the case of proba-
bility distributions instead of perfect correlations. For the local reality argument
to hold true, there still need to be elements of reality µx/pA associated with the
variable. The difference is, that these elements don’t predict the outcomes with
absolute certainty, but the predicted values are now given by probability distri-
butions P(x|µxA) and P(p|µ
p
A) . The probability distribution P(x|µ
x
A) is now repre-
sented by the conditional distribution P(x|xB). The variance of this probability
distribution is ∆2(x|µxA). Similarly, the variance ∆
2(p|µpA) is defined.
Following the same argument as in the original EPR paper, µxA and µ
p
A have
to be defined simultaneously and therefore a joined probability distribution
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P(µxA|µ
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where P(µxA) = P(xB) is the probability for the occurrence of the element µ
x
A.
If one now assumes that the state that is described by a particular set of ele-
ments µx/pA has an equivalent quantum mechanical description, the probabilities
associated with this state have to obey the typical relations in quantum mechan-
ics. Therefore, if ∆2xA/B∆2pA/B ≥ 1/4 holds, so must ∆2(x|µxA)∆
2(p|µpA) ≥ 1/4. Due
to Eq. (3.6) and the Cauchy-Schwarz inequality
VxA/BV
p
A/B < 1/4 (3.7)
would therefore show a violation of local realism and thus show EPR correlations
of the state [23].
Another interesting criterion, which is also a sufficient condition for EPR
correlations, is VxA/B + V
p




A/B < 2, (3.8)
which is necessary and sufficient to characterize bipartite Gaussian states with
respect to Eq. (2.1).
3.2.1 EPR variables for the two-mode squeezed state
In chapters 2.2.3 and 2.3.2 the two-mode squeezed state was discussed. To find
EPR correlations for this state new observables have to be introduced. These
are equivalent to the position and momentum from the original proposal as
indicated in Fig. 3.1.
x̂A/B = 1√2 (â
†
A/B + âA/B),




are the orthogonal phase and amplitude quadratures of the system with âA/B
being the annihilation operators for the two modes. ∆2x̂A/B∆2p̂A/B ≥ 1/4 is the
associated Heisenberg uncertainty relation.
The time evolution eiHtô e−iHt of an operator ô can be inferred from its interac-
tion operator H = Ω(âAâB + â†Aâ
†
B) as
x̂A/B(t) = x̂A/B(0) cosh ξ + x̂B/A(0) sinh ξ
p̂A/B(t) = p̂A/B(0) cosh ξ − p̂B/A(0) sinh ξ,
(3.10)
where x̂A/B(0) and p̂A/B(0) are the initial amplitudes at t = 0. For times t→∞, the
squeezing parameter ξ goes to infinity and x̂A → x̂B and p̂A → −p̂B. This implies
perfect correlations as in the original EPR paradox for infinitely large times t.






Figure 3.3: Time evolution of the x̂A/B quadratures. The gray solid lines depict
the time evolution of the quadratures as given by Eqs. (3.10), with the arrows
pointing in the direction of positive time. For infinitely large times, where ξ
goes towards infinity, all states accumulate on the line xA = xB (dashed gray).
The time evolution of a few states is depicted exemplarily. The initial states are
marked in blue and the evolved states in red. (Depiction based on Ref. [94])
The time evolution of x̂A/B(t) is depicted in Fig. 3.3 for different initial values of
x̂A/B(0) in solid gray. The time evolution of any given state (blue) can be estimated
along those lines, while the dashed gray line corresponds to the extremum of
ξ→∞. For the case of p̂A/B(t) the graph would be mirrored along the horizontal
axis.
Starting with the pure vacuum state |0, 0〉, the variance of an operator ô can
be determined via
∆2ô = 〈0, 0| eiHtô2e−iHt |0, 0〉
= 〈0, 0| (eiHtôe−iHt)2 |0, 0〉 .
(3.11)
The variances of the sum and difference of the quadratures are therefore squeezed
and anti-squeezed with
V±x = ∆2(x̂A ± x̂B) = e±2ξ
V±p = ∆2(p̂A ± p̂B) = e∓2ξ.
(3.12)
This implies EPR correlations according to V+x V−p < 1/4 for all states where
ξ > 1/2 ln(2) ≈ 0.35.Now the question arises how these variables can be accessed
experimentally.
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Figure 3.4: Optical and atomic two-mode homodyne detection. a Optical
homodyne detection. A two-mode squeezed state is generated by a process S
for example a non-linear medium. The two modes are sent to two independent
detection zones, where the squeezed state is mixed on a beam splitter (BS) with
a strong coherent state (c) that acts as a reference oscillator. The coherent state
has a variable phase θ imprinted by a phase shifter. The two output ports of the
beam splitter are measured by photo diodes and the signals are substracted. b
Atomic homodyne detection. The state is produced via a spin dynamics process
at time 1. The remaining condensate in the mF = 0 state acts as the local oscillator
and has a phase imprinted upon it by an energy shift of the mF = −1 state relative
to the mF = 1 state. This phase accumulates during time 2 with 500 Hz. At time
3 a radio-frequency pulse couples the mF = 0 condensate to the mF = ±1 states.
This coupling acts as a three port beam splitter. At the end a state dependent
detection is applied.
3.2.2 Atomic homodyning
In quantum optics, homodyne detection is a widely spread tool to analyze non-
classical states of light. The state of interest is mixed on a beam splitter with a
strong coherent light field. This light field has a variable phase that is tuned to
access either the amplitude or the phase quadrature of the squeezed state. For
a two-mode squeezed state, this setup has to be doubled to analyze both modes
as indicated in Fig. 3.4a.
To perform atomic homodyning, the strong coherent light field is replaced by
a strong coherent atomic state like the BEC in mF = 0. The two beam splitters from
the optical case are replaced by a radio-frequency coupling that simultaneously
couples the mF = 0 condensate to the mF = ±1 states. The variable phase of the
local oscillator could be imprinted onto the BEC in the mF = 0 state by a resonant
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microwave π-pulse to |2, 0〉, a variable waiting time to tune the phase, and a
second π-pulse.
In our case, the phase is imprinted by a different scheme. The phase evolution
of the atomic ensembles in mF = ±1 compared to that in mF = 0 can be utilized
to imprint an effective phase onto the mF = 0 condensate. The relative phase
between mF = ±1 is completely randomized due to magnetic field noise and
does not play a role in the atomic homodyning. If the energy difference of
mF = ±1 to mF = 0 is equal, the phase accumulation happens at the same rate
with different signs for mF = ±1, leading to a vanishing effective phase for mF = 0.
By introducing an energy shift q in the mF = −1 state compared to the mF = +1
state an effective phase is accumulated in mF = 0 (see Fig 3.4b). As explained
in chapter 2.3.2 this energy shift is naturally set by the quadratic Zeeman shift.
It is compensated during the preparation of the state and the radio-frequency
coupling via a microwave dressing. For a homogeneous field of 2.6 G the phase
accumulates with 500 Hz.
After the radio-frequency pulse for homodyning, the atoms in the three
modes are detected via the state dependent detection described in chapter 2.3.1.
The number of atoms in each of the three modes is calculated and can be used
to access the quadratures.
To this end, the homodyning pulse must be analyzed in more detail. The
radio-frequency coupling can be described by a three mode unitary operation






















and the Rabi frequencies Ω±1 for the transition mF = 0 → mF = ±1. Ω±1 are not
necessarily equal. To calculate how this operator acts on the three modes, the
commutators












[H, â0] = − ~2√2 (Ω+1âA + Ω−1âB)
(3.14)





−1)/2, the rescaled Rabi frequencies
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with C = cos(Ωτ/2) and S = sin(Ωτ/2).
Since the parametric approximation is only valid to a limited degree, it is























with ni = 〈â†i âi〉in being the average number of atoms in the mode i before the
homodyne radio-frequency pulse. The number of atoms in the three modes
after homodyning is described by Ni = (â†i âi)out, which is directly accessible in
the experiment. For the presented experiments, the initial population nA/B of
the modes A and B before homodyning is small compared to the pump mode
with (nA + nB)/n0 ≈ 10−4. Thus, the total number of atoms in the system can be
approximated as
Ntot = 〈NA + NB + N0〉 = nA + nB + n0 ≈ n0. (3.17)
The quadrature difference xA − xB can be obtained by the difference of the
number of atoms in the two output modes. This difference can now be expressed
























to the leading order of n0 and by setting a†0a0 ≈ n0 ≈ Ntot such that fluctuations in
the number of particles in mF = 0 are neglected. In the experiment Ω+1 ≈ Ω−1 to





±1. The quadrature difference can
therefore be simplified to
x̂A − x̂B =






Similarly the quadrature sum can be obtained from the sum of the number
of atoms in the two output modes. Again regarding the leading order in n0, the









+ Ω̃+1x̂A + Ω̃−1x̂B. (3.20)
Taking into account that Ω̃+1 ≈ Ω̃−1 ≈ 1 the quadrature sum simplifies to
x̂A + x̂B =
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In the experiment, the mean transfer from mF = 0 to mF = ±1 and the mean














If one now takes the phase imprinted on the mF = 0 condensate into account,
x̂A/B and p̂A/B can be expressed by one common operator as










This means that the phase shift θ can be used to change the observation from
the amplitude to the phase quadrature as well as to intermediate angles of
observation.
3.2.3 Analysis of the experimental data
The first step of the experiment is the preparation of 20, 000 atoms in a BEC in the
mF = 0 state. To ensure that no other levels are populated at this point a cleaning
procedure is implemented that transfers any residual atom in |F = 1,mF = ±1〉
via microwave transitions to the F = 2 manifold from which they are removed
by a resonant light pulse.
27 ms of spin dynamics on the first resonance are used to prepare the initial
state. During this time, a microwave dressing is adiabatically ramped on and
applied to the transition |1,−1〉 → |2,−2〉 such that the energy level of |1,−1〉
is shifted and the resonance condition is reached. Afterwards, the dressing
is ramped down to allow for a variable evolution time, ranging from 25µs
to 1150µs, which sets the relative phase θ between the mF = 0 condensate
and the mF = ±1 modes by utilizing the natural quadratic Zeeman shift of
∼ 500 Hz at 2.6 G. For the atomic homodyning, a resonant radio-frequency
pulse at 1.834 MHz is applied for 30µs to the transition |1, 0〉 → |1,±1〉.
In Fig. 3.5a, the variances V±X(θ) = ∆
2(X̂A(θ)±X̂B(θ)), that are defined according
to Eq. (3.23), are plotted against the local oscillator phase θ. For θ = 0 none of
the variances are squeezed. The variance of the quadrature difference reaches
its minimum at θ = 0.75π and the variance of the quadrature sum is minimized
at θ = 1.25π.
From these variances, the EPR correlations can be quantified by Reid’s cri-
terion as shown in Fig. 3.5b. At the minimum, V+x V−p = 0.18(3) which is 2.4
standard deviations below the classical limit of 1/4. The data also fulfills the
inseparability criterion with V+x + V−p = 0.85(8), as shown in 3.5c, which is 15
standard deviations below the classical limit of 2.
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Figure 3.5: Variance of quadrature sum and difference for multiple phases θ
of the local oscillator and EPR criteria. a Variance of the quadrature sum V+X(θ)
and difference V−X(θ) measured for different phases θ of the local oscillator. The
dashed line indicates shot noise. b Product EPR parameter V+X(θ+π/2) V
−
X(θ) as a
function of the local oscillator phase θ. Values under the dashed line indicate a
violation of the Heisenberg uncertainty and thus EPR correlations of the initial
state. c Sum of the quadrature variance as a function of θ. Values under
the dotted line indicate inseparability, while the dashed line indicates another
sufficient criterion for EPR correlations.
The produced initial state is robust against environmental influences as can
be seen in Fig. 3.6. After an evolution time of 10 ms of the phase θ, which
corresponds to θ > 21π, the sum of the quadrature variances still indicates
inseparability.
The EPR correlations were also investigated for different spin dynamics times
t as shown in Figs. 3.7a/b. The local oscillator phase is fixed to θ ≈ 0.75π and
θ ≈ 1.25π to only record the x̂ and p̂ quadratures. For increasing evolution
times, the variances V−x and V+P quickly drop below the classical threshold of 1,
while the anti-squeezed variances V+x and V−P exhibit an exponential increase.
The dashed lines correspond to the ideal squeezing and anti-squeezing behavior
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Figure 3.6: Inseparability criterion after a long evolution time. The insepara-
bility of the state is still detected after an evolution time of 10 ms. The minimum
corresponds to a phase of θ = 21.25π.
according to
V+X(θ) = cos
2(θ − π/4)e−2ξ + sin2(θ − π/4)e2ξ,
V−X(θ) = sin
2(θ − π/4)e−2ξ + cos2(θ − π/4)e2ξ,
(3.24)
with the squeezing parameter ξ = Ωt. The spin dynamics rate Ω was measured
independently to be Ω = 2π 5.1 Hz. The increase in the squeezed variances after
a spin dynamics time of ∼ 25 ms is explained by a simple noise model with
radio-frequency intensity noise of 0.4 % and phase noise of the local oscillator of
0.044π. While the phase noise influences V−x and V+P equally, the radio-frequency
intensity noise induces correlated fluctuations of the Rabi frequencies Ω±1 and
therefore mainly influences the measurement of the quadrature sum. The phase
noise is simulated by the convolution of a Gaussian distribution, with the width
corresponding to the phase noise, with the ideal variance Eq. (3.24), while the
radio frequency noise leads to a simple increase of 0.122 in the variance V+X(θ).
The measured data can be used to evaluate the EPR correlations as shown
in Fig. 3.7c. The data quickly drops below the EPR threshold of 1/4 and reaches
a minimum at ∼ 27 ms of spin dynamics time. The increase afterwards is well
described by the product of the noise models from Figs. 3.7a/b.
3.3 Full state tomography
Full reconstruction of an atomic state allows for a complete characterization
of said state. Up to now, atomic tomography of an atomic state was either
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Figure 3.7: EPR correlation as a function of spin dynamics time. a/b The
variance of the four two-mode quadratures as a function of the spin dynamics
time. The data follows the ideal squeezing/anti-squeezing behavior as indicated
by the dashed lines. c The EPR parameter as a function of the spin dynamics time.
The behavior of the squeezed quadratures and therefore the EPR parameter is
reproduced by a simple noise model as indicated by the solid lines.
demonstrated by the reconstruction of the Husimi Q-distribution [47, 59] or the
Wigner function [95]. Both of these methods are restricted to the fully symmetric
subspace and thus do not allow for a full reconstruction.
In quantum optics, methods were developed [96] to achieve a full state recon-
struction. Reconstructions of an optical two-mode squeezed state by homodyne
tomography have been performed, but assume either Gaussian states or av-
erage over all phase relations, such that the coherence properties can not be
investigated [97, 98].
However, by employing a Maximum Likelihood reconstruction it is possible
to obtain an unbiased, positive semidefinite density matrix of the state, that is
free of any a-priori hypothesis [96, 99]. To this end, the total of 2864 homodyne
measurements from the data set in Fig. 3.5 can be exploited. They cover all
tomography angles θ with increased statistics at the minima of the quadrature
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variances, therefore serving as a complete set of tomography variables.
3.3.1 Maximum Likelihood analysis and state reconstruction
The subsequent description of the Maximum Likelihood analysis follows that
of Lvovsky and Raymer [96]. The Maximum Likelihood algorithm is aimed
at finding the density matrix that has the highest probability of yielding the
experimental data given, while being physically plausible.
The classical case
Let ~r be a set of parameters that characterizes the system under investigation
with ri > 0 and
∑
i ri = 1. This set of parameters should now be reconstructed
from a set of measurements on the system. The probability p~r( j) to obtain a





The proportionality factors hi j are known positive numbers, that characterize
the measurement by giving the relation of the underlying state ~r to the proba-
bilities of the measurement outcomes p~r( j). For N repeated measurements each
outcome is recorded n j times. For the ideal case the parameter set ~r can now be
reconstructed by solving a system of linear equations




However, this system can only be solved, if the number of equations j is
larger than the number of parameters i that are to be reconstructed. For a good
reconstruction p~r( j) ≈ n j/N has to be fullfilled, which requires a large number of
measurements N. In the case that this is not possible an alternative is to find the
parameter set~r with the largest probability of generating the set of measurement




[p~r( j)]n j . (3.27)
An iterative algorithm, called expectation-maximization algorithm, is initialized
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A global optimum will be reached eventually since the likelihood is a convex












For a quantum mechanical state that is described by its density matrix ρ the
probabilities for each measurement result can be described as
pρ( j) = Tr[Π jρ], (3.30)
where Π j is a positive operator with
∑
j Π j = 1. Even though this again produces
a set of linear equations, the elements of the density matrix are not necessarily
positive or real and their sum not equal to 1. Therefore the approach for the









has to be defined. The state ρML is the maximum-likelihood state if n j/N ≈ pρ( j)
and thus R =
∑
j Π j = 1. The density matrix ρML that maximizes Eq. (3.27) has
to obey the equations [100]
R(ρML)ρML = ρMLR(ρML) = ρML,
R(ρML)ρMLR(ρML) = ρ.
(3.32)
Again an iterative procedure can be found, that maximizes the likelihood
Eq. (3.27). The repetitive iterations
ρ(k+1) = N[R(ρ(k))ρ(k)R(ρ(k))], (3.33)
are applied on an initial density matrix like ρ(0) = N[1], where N denotes the
normalization to a unit trace. It should be noted, that this procedure does not
necessarily approach the global optimum. But even though counter examples
exist [101], in practice this situation highly unlikely.
Homodyne tomography
To reconstruct a state from homodyne tomography, the algorithm has to be
slightly adapted. The collected measurements of the quadratures X̂A and X̂B








































Figure 3.8: Two dimensional probability distributions. Recorded distributions
of the quadratures (first column), reconstructed distributions (second column)
and ideal distributions for a two-mode squeezed state with the reconstructed
squeezing parameter ξ f it = 0.63.
can be binned in 2D histograms for each recorded value of θ. This is shown
exemplary for X̂A/B(0.75π) = p̂A/B and X̂A/B(1.25π) = x̂A/B in Fig. 3.8. The width
of the bins is chosen to be dX = 0.25 and the square bin [XA,XA+dX], [XB,XB+dX]
is indicated by X. While in principle smaller bins allow for a reconstruction with
higher fidelity, in this case the result did not change significantly for smaller
bins, while increasing the computation time drastically. The likelihood function







pρ(X, θ)nX,θ , (3.34)
with nX,θ being the number of measurements in the bin X for phase θ with∑
X,θ nX,θ = N where N is the total number of measurements. For the case of
homodyne tomography the joint probability pρ(X, θ) = pρ(X|θ)P(θ) is expressed
in terms of P(θ), the fraction of measurements done at angleθ and the conditional
probability pρ(X|θ) = 〈X|U†θ ρUθ |X〉, where |X〉 = |XA,XB〉 and Uθ = e
−iθ(nA+nB).








Uθ |X〉 〈X|U†θ. (3.35)
Eqs. (3.32) hold for this operator and the maximization can be done according
to the iteration described by Eq. (3.33). In practice it is necessary to restrict the





















































Figure 3.9: Result of the state reconstruction. a Diagonal elements
〈NA,NB|ρ |NA,NB〉 of the reconstructed density matrix. The biggest contribu-
tion is from the vacuum state followed by the two-particle twin Fock state |1, 1〉.
For each total particle number 2n, the twin Fock state |n,n〉 shows the largest
contribution. This is exemplarily highlighted in dark blue for a total of four par-
ticles. b Reconstructed distribution of the difference of the number of particles in
the two modes (solid bars). In comparison to a Poissonian distribution with the
same mean number of particles (open bars) the distribution is strongly peaked.
c Distribution of the total number of particles in the two modes showing an
indication of even/odd oscillations that are linked to the pair production of the
underlying spin dynamics.




ρna,nB,mA,mB |nA,nB〉 〈mA,mB| .
The result of the reconstruction is shown in Fig. 3.9a by the diagonal elements
〈NA,NB|ρ |NA,NB〉 of the reconstructed density matrix. While the vacuum state
|0, 0〉 shows the strongest occupation, the creation of atom pairs is witnessed
by the predominant contribution of the twin Fock states |n,n〉 for a given total
particle number 2n. The non-classicality of the state also becomes apparent in
the difference and sum of the number of particles NA and NB in the two modes
(see Figs. 3.9b/c). Fig. 3.8 shows the experimental two-dimensional probability
distributions in the first row and the reconstructed ones in the second row. The
third row shows the ideal distributions with a squeezing parameter of ξ f it = 0.63
obtained from the reconstruction. For the reconstruction, the Fock basis was
restricted to 8 × 8 particles. We have checked, that the result doesn’t change
significantly by using an increased Fock basis. The fidelity of the reconstructed
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number of measurements p

























Figure 3.10: Simulated quantum state tomography. a The quantum fidelity
between an ideal simulated reconstruction and the ideal two-mode squeezed
vacuum state |ξ〉 as a function of the number of measurements p per each θ
value. nθ = 29 different phase values were used to obtain the simulated data.
The dark blue circles indicate a binning of dX = 0.25 and the light blue diamonds
a binning of dX = 0.1. The dashed lines are a guide to the eye. b Tomographic
reconstruction of a simulated noisy state. The reconstructed state agrees with
a quantum fidelity of 90% with the reconstruction from experimental data in
Fig. 3.9a.




to be 78.4 % with a squeezing parameter of ξ f it = 0.63. As will be shown in
the next section the consideration of an appropriate noise model increases this
fidelity to 90 %. The quantum Fisher information FQ for the state projected on
a fixed-N subspace is FQ/n̄ = 1.5 ± 0.1 > 1, where n̄ is the average number of
particles. This indicates a metrological usefulness of the state.
Simulated quantum state tomography and noise model
As a consistency check for the reconstruction procedure, the reconstruction is
applied to simulated data of an ideal two-mode squeezed vacuum. The distribu-
tion of the quadratures XA/B follows the probability P(XA/B, θ) = | 〈ξ|Uθ
∣∣∣XA/B〉 |2.
A Monte Carlo simulation is then used to generate N = pnθ quadrature data
points, p points for each of the nθ values of θ. This simulated data set is treated
with the same reconstruction algorithm as the experimental data set.
Fig. 3.10 shows the result of this simulation. The fidelity of the reconstructed
state with the ideal two-mode squeezed state is plotted depending on the number
of data points p per θ value that were used for the reconstruction. The dark blue
circles correspond to a binning of dX = 0.25, while the light blue diamonds
are obtained with dX = 0.1. With increasing number of measurements and


































Figure 3.11: Principle of one-way steering. a One way steering in optics. The
prepared squeezed state is sent to two detectors as in the standard homodyne
measurement. While the state for detector A remains unperturbed the state for
detector B is mixed with a variable amount of the vacuum mode on a variable
beam splitter before entering the detection zone. With the right amount of
vacuum coupling steering from A to B can be shown while at the same time
steering from B to A is not possible [25]. b In the atomic system the vacuum
contribution can be achieved by a microwave coupling applied to the transition
|1, 1〉 → |2, 2〉, depicted in blue, for a variable time. Afterwards the normal
homodyne sequence is performed. The microwave coupling that is used to shift
the level |1,−1〉 to achieve equal energy differences is depicted in red.
decreasing bin size, the fidelity tends to 1. For this simulation, the number
of data points p per θ value was kept constant. This was not the case for the
experiment, where ∼ 120 data points were recorded for the 8θ values where
V±X(θ) is minimal and ∼ 30 for additional 30θ values, amounting to a total of 2864
measurements at 46 different values for θ.
The main noise sources in the experiment are phase fluctuations of the con-
densate in mF = 0 that acts as the phase reference for the homodyning and
fluctuations in the intensity of the radio-frequency coupling pulse. We estimate
the phase noise to be 0.044π and the intensity noise to be 0.4 %. If this simple
noise model is included in the simulated quantum state tomography, the ex-
perimental data can be matched with a fidelity of 90 %. Fig. 3.10b shows the
diagonal terms of the reconstructed density matrix from the simulated noisy
data. It shows the same characteristic off-diagonal terms as Fig. 3.9a.
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xA
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Figure 3.12: Quadrature distribution for steering and steering factors. a In the
case of a vacuum contribution to B, the quadrature distribution (red) deviates
in its angle and width from the quadrature distribution in the undisturbed case
(blue). b Experimental and theoretical values for the steering factors gA/B. The
factors for the x quadratures are shown in blue, where the light blue diamonds
denote gA and the dark blue circles gB. The p quadrature factors are shown in
red, with the light red diamonds denoting gA and the dark red circles gB. The
solid lines are the ideal theory curves.
3.4 One-way steering
The EPR paradox has an intrinsic directionality that stems from the fact, that one
party makes the first measurement and thereby determines the decomposition
of the bipartite state and the outcome of the second party’s measurement. This
process was first termed as "steering" by Schrödinger in a response to the original
EPR proposal [18]. This directionality wasn’t taken into account in the data
analysis in the previous chapter, since the state preparation and manipulation
is, to a very good approximation, symmetric. It is however possible to introduce
an asymmetry to the system.
This one-way steering has been shown for the first time by Händchen et
al. [25] in a system of entangled Gaussian modes of light as sketched in Fig. 3.11a.
After the state has been prepared, it is sent to two independent detection zones
where homodyne detection is performed. This setup shows EPR correlations in
both directions, meaning that the measurement at A can steer the decomposition
of the state at B and vice versa. Now an additional beam splitter is introduced
to the path of B. This beam splitter couples a variable amount of the vacuum
mode to the entangled Gaussian mode. If this vacuum contribution is 0 %, the
original situation is not disturbed. On the other hand, if the vacuum contribution
amounts to 100 %, steering will not be possible in either direction, since no
information about the Gaussian input state reaches the detector of B. In between
these two extrema lies a region where only A can steer B but B cannot steer A.
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The vacuum contribution leads to a change in the quadrature distribution
of the state as shown in Fig. 3.12a. The undisturbed distribution is shown in
blue and the distribution for a vacuum contribution to B is shown in red. In
the case of the vacuum contribution, the angle of the distribution deviates from
the ideal 45◦ angle towards smaller angles, while the width of the distribution
grows larger.
To certify this one-way steering behavior one has to again consider the infer-
ence error ∆2in f x̂ introduced in chapter 3.2. Assuming the estimator x̂est(x̂B) for
the measurement of x̂A is of the linear form x̂est(x̂B) = gBx̂B + d, the best estimator
is the one that will minimize
∆2in f x̂ = 〈[x̂A − x̂est(xB)]
2
〉 = 〈[x̂A − (gBx̂B + d)]2〉. (3.37)
Since d is only a linearly added constant it does not have to be considered for the
inference error. The best choice for gB can be found numerically or calculated via
linear regression as gB = (〈x̂Ax̂B〉 − 〈x̂A〉〈x̂B〉)/∆2x̂B. The minimal inference error
is then given by
(∆2in f x̂)min = ∆
2(x̂A − gBx̂B). (3.38)
Similarly the minimal inference error for the phase quadrature can be calculated
as
(∆2in f p̂)min = ∆
2(p̂A + gBp̂B). (3.39)
The violation of (∆2in f x̂)min(∆
2
in f p̂)min ≥ 1/4 would now show a steering of A by B.






2(x̂B − gAx̂A)∆2(p̂B + gAp̂A) < 1/4. (3.40)
If one now shows that the steering criterion holds for one direction that does
not necessarily mean that the steering criterion for the other direction is also
fulfilled [102].
The ideal theoretical variances and the coefficients gA/B can now be derived
from the EPR case. When regarding Fig. 3.11a, the state B before homodyning
can be described by the operator âB =
√
1 − Râ′B +
√
RâV, where R is the vacuum
contribution on the variable beam splitter while â′B and âV are the operators of
the undisturbed state before the variable beam splitter and the vacuum state





(â†B + âB) =
√
1 − Rx̂′B +
√
Rx̂V (3.41)
where x̂′B and x̂V are the quadratures of the undisturbed and the vacuum state.
The variances of the undisturbed quadratures x̂A and x̂′B as well as the covariance
〈x̂Ax̂′B〉 = 1/2 sinh 2ξ are known from the EPR case. The variance of the vacuum
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state 〈x̂V〉 = 0.5 is given by shot noise. The covariances 〈x̂Ax̂V〉 and 〈x̂′Bx̂V〉 vanish
since there are no correlations with the vacuum state.
This can be used to calculate
∆2(x̂B − gAx̂A) = 〈(
√
1 − Rx̂′B +
√
Rx̂V − gAx̂A)2〉
= (1 − R)〈x̂′Bx̂
′







1 − R〈x̂′Bx̂V〉 − 2
√
1 − RgA〈x̂′Bx̂A〉 − 2gA〈x̂Vx̂A〉




1 − RgA sinh 2ξ + R/2
(3.42)
and
∆2(x̂A − gBx̂B) = 〈(x̂A − gB(
√
1 − Rx̂′B +
√
Rx̂V))2〉
= 12 cosh 2ξ(1 + g
2
B(1 − R)) −
√
1 − RgB sinh 2ξ + g2BR/2.
(3.43)








(1−R) cosh 2ξ+R .
(3.44)
The calculations for ∆2(p̂B + gAp̂A) and ∆2(p̂A + gBp̂B) are completely analogous,
where the opposing sign of gA/B cancels with the opposing sign in the variance.
In analogy to the experimental setup in quantum optics [25], a similar real-
ization can be implemented in an atomic system. The additional beam splitter is
replaced by an additional microwave on the transition |1, 1〉 → |2, 2〉 that couples
the two-mode squeezed state to a vacuum state (see Fig. 3.11b). The duration of
the microwave pulse now determines the amount of the vacuum contribution.
After this coupling, the normal homodyne measurement is performed. Again,
the phase θ of the local oscillator is set to θ = 0.75π and θ = 1.25π to only
measure the x̂A/B and p̂A/B quadratures.
While the steering factors gA/B for the x̂A/B and p̂A/B quadratures should
theoretically be the same, only with opposing sign, they can differ slightly in
the experiment as shown in Fig. 3.12b. While the factors for the x̂A/B quadrature
follow the theory curve, the negative factors for the p̂A/B quadratures are slightly
increased. This is again due to the increased contribution of radio-frequency
noise. The steering factors are obtained by minimizing the inferred variances
obtained from the experimental data. For a large vacuum contribution the
steering factors tend towards zero, since the best estimate for the outcome of
the other party’s measurement will then also be zero. The slight deviation from
±1 for no vacuum contribution is due to the finite squeezing ξ. For infinite
squeezing the factors tend to ±1 for zero vacuum contribution.






























Figure 3.13: Steering in an atomic system. Steering criterion Eq. (3.40) for sys-
tem B steering system A (dark blue circles) and vice versa (light blue diamonds)
for different contributions of the vacuum state to system B. The dashed lines
show the ideal theoretical variance, while the solid lines show the variance with
0.044π phase noise and radio-frequency noise of 0.122.
The result for the variances of these measurements is shown in Fig. 3.13.
While the very low vacuum contribution exhibits two-way steering and the
high contributions show no steering in either direction, the one-way steering
in between is not significant. The best data point for one-way steering has a
vacuum contribution of 17.5%. For this point (V−x V+p )minA = 0.214, which is 1.25
standard deviations below the classical limit of 0.25 and (V−x V+p )minB = 0.285,
which is 0.814 standard deviations above the classical limit. The significance
could be increased by increasing statistics. The deviation from the ideal case,
which is depicted as dashed lines, can be partly explained by the same noise
contributions that are present in the case of the EPR measurements. The solid
lines include 0.044π phase noise and a radio-frequency noise of 0.122 as in the
EPR case. Due to gA/B , 1 the noise of the radio-frequency intensity will not be
completetly canceled for the variance of the difference in the one-way steering
case, which leads to an increased noise.
At the high vacuum contributions the criteria for the two steering directions
are clearly gapped, with (V−x V+p )minA near the classical limit and (V
−
x V+p )minB steadily
increasing, which is an indicator for the directionality of the investigated process.
Chapter 4
Sub-shot-noise interferometry
Since the second was redefined with respect to the microwave transition be-
tween two hyperfine levels of the ground state of 133Cs in 1960, the stability and
accuracy of atomic clocks has improved tremendously. Nowadays, microwave
clocks operate with stabilities in the 10−16 regime [103]. The stability can be im-
proved further by employing transitions with higher frequencies such as optical
transitions. By eliminating noise sources in the environment and monitoring all
sources that cannot be completely suppressed, such as blackbody radiation, it
was recently possible to achieve a stability of 6.4 · 10−18 in an optical 133Cs lattice
clock [104].
However, the stability of all interferometers, including atomic clocks, with
classical input states is fundamentally limited due to the shot-noise limit. In
1999, the first fundamentally limited microwave clock with a stability of 4 · 10−14
was realized [105] and today the best microwave clocks are limited by the shot-
noise limit. In the future, this limit will also be a restriction for optical clocks.
However, it can be overcome with interferometers that employ squeezed states
or more complicated entangled states instead of classical input states.
The following chapter gives a short overview of interferometry, including
atom interferometers and their use as frequency standards. The principle of
sub-shot-noise interferometry is introduced before the experimental realization
of a sub-shot-noise frequency standard is discussed.
4.1 Introduction to interferometry
In 1690 Christiaan Hyugens published his book "Traité de la lumière" (engl. "Dis-
quistion on light"), in which he first formulated his theory on wave propagation.
He proposed that light propagates as a wave and each diffraction process can be
explained by secondary spherical waves that originate at the point of diffraction.
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If one assumes that these secondary waves travel only in the forward direction a
qualitative explanation of the resulting wave fronts can be given. As a medium
for the propagation of light waves Hyugens proposed the luminiferous aether.
At the beginning of the 19th century Fresnel published an extension of Hyugens’
principle, including the idea of interference, that can be used to predict the
outcome of light diffraction experiments such as the double slit experiment by
Young performed in 1802.
Early measurements utilizing the interference of light include the measure-
ments on the speed of light by Michelson starting in 1878 and the Michelson-
Morley experiment performed in 1887 [106]. A Michelson interferometer with
a white light source and a folded path length of 11 m was used to disprove the
theory of the luminiferous aether. The idea was to show the relative velocity of
the aether to the earth via the interferometric measurement.
Henceforward, the interferometric sensitivity as well as the possible geo-
metric configurations have been improved drastically. Many devices of mod-
ern technology rely on interferometers, such as navigation systems that are
equipped with fiber optic gyroscopes for rotational sensing. Fig. 4.1a shows the
so-called Mach-Zehnder geometry which presents one of the very basic interfe-
rometer concepts, that is employed for example in communication technology
for demultiplexing. Interferometers with electromagnetic waves are also used
in various areas of science including astro-physical observations at different
wavelength [107, 108], geodetic studies [109] and medical imaging [110].
4.1.1 Atom interferometry
By analyzing the spectrum of black-body radiation, Planck found that the energy
of electro-magnetic waves has to be quantized as E = h f , with h being Planck’s
constant and f the frequency of the wave, in order to replicate experimental
observations. This was affirmed by Einstein’s explanation for the photoelectric
effect in 1905 which includes the postulation of photons with energy E = h f =
hc/λ, where c is the speed of light and λ the wavelength of the photon.
This wave-particle dualism for electro-magnetic radiation was expanded by
de Broglie to massive particles by associating a wavelength λdB to a particle with
momentum p as λdB = h/p. The first observation of interference of matter waves
was observed by diffraction of electron beams in thin metal films and crystalline
structures in 1927. In 1961 Young’s double slit experiment was repeated by
Jönsson with an electron beam instead of light, again observing the associated
interference pattern.
This matter wave interference can be utilized to build interferometers as in
the optical case. The optical components of beam splitters and mirrors have to
be replaced by their analoga for matter waves. A beam splitter can be replaced
by a π/2 pulse on the corresponding transition creating a superposition of the








Figure 4.1: Mach-Zehnder interferometer with light and matter. a An initial
beam is divided on a beam splitter. After reflection the beams are recombined on
a second beam splitter, whose two output ports provide the readout signal of the
interferometer. This signal will depend on the relative phase shift between the
two beam paths. b With matter waves the same interferomter geometry can be
realized. The first Raman-pulse is a π/2 pulse which transfers the system from
the ground state (light blue, solid lines) to a superposition of the ground state
with an exited state (dark blue, dashed lines) that also experiences a momentum
transfer of 2~~k, where ~k is the wavevector of the light field. After an evolution
time T a Raman π pulse is used to transfer 2~~k onto both paths while also
inversing the states. The interferometer is closed by a second π/2 pulse after a
second evolution time T. The signal is read out via the population of the two
atomic states.
two states, while a mirror is realized by a two-photon Raman-transition which
leads to a momentum transfer of 2~~k, depending on ~k, the wavevector of the
involved light fields. The Raman-transition can also be used to realize a beam
splitter with a momentum transfer on one of the states. These tools can be
utilized for matter wave interferometry with various geometries, like a Mach-
Zehnder configuration shown in Fig. 4.1b. This configuration is completely
analogous to the optical case, in the sense that it encloses an area. While this
is necessary for inertial sensing, it is not necessary for atomic clocks. These
can be realized without a significant momentum transfer by employing radio-
frequency or microwave pulses as beam splitters and omitting the mirror. In
that case no area is enclosed in the interferometer.
Atom interferometers can be used for inertial sensing of accelerations [111,
112], including gravitation [113], which can be used for tests of Einstein’s equiv-
alence principle [114]. It is also possible to precisely measure gravity gradi-
ents [115, 116] and rotations [117–120]. These measurements are not only inter-
esting from a fundamental point of view but also from the more applied side
like geodesy for example. It has also been proposed to use atom interferometry
for the detection of gravitational waves [121–123]. The measurement of time in
atomic clocks will be discussed in the next section.

























Figure 4.2: Ramsey measurements with different phases ∆φ. a/b/c The mea-
surement starts with the atomic ensemble prepared in the ground state corre-
sponding to the north pole of the Bloch sphere. I: A π/2 pulse rotates the state
around the Jx axis to the equator. II: The phase evolution of ∆φ = ∆ωt during
the time t depends on the detuning ∆ω and is depicted by a rotation around
the Jz axis. III: A final π/2 pulse, again corresponding to a rotation around Jx
transfers the phase shift to a population imbalance of the ground and exited
state. a A phase evolution of 2π leads to a complete transfer to the exited state,
corresponding to the south pole of the sphere. b After a phase evolution of 1.5π
the state rests on the Jx axis corresponding to a perfect 50 : 50 superposition
after the rotation. c If the rotation is applied after a phase evolution of 1.25π the
resulting state shows a population imbalance of the ground and exited states.
For perfect π/2 rotations, the resulting state will always be in the Jy-plane.
4.1.2 Atomic clocks
In order to operate a frequency standard different constituents need to be re-
alized. A frequency reference is needed as well as an oscillator to probe this
reference and a detector to analyze the signal. Depending on this signal a con-
trol loop gives a feed back to the probing oscillator. Such a frequency standard
can be as a definition for time, if the frequency is suitably divided. In 1967
the second was redefined from the astronomical standard, referenced to the
mean length of a solar day, to the atomic standard, referenced to a microwave
transition between hyperfine-levels of 133Cs at 0 K.
The primary 133Cs standard is considered a passive frequency standard since
it acts as the reference which is probed by an external oscillator. Active frequency
standards on the other hand are those where the standard itself acts as the
oscillator, for example an active hydrogen maser. While cesium is defined as
the primary frequency standard many other atomic species can be used to act
as a secondary frequency standard, that don’t necessarily have to have a larger
uncertainty.
The most commonly used probing method was first introduced by Ramsey in
1949 [124]. An ensemble of two-level atoms with ground state |0〉 and exited state


















Figure 4.3: Ramsey measurements for different detunings ∆ω and evolution
times t. a Population probability of the exited state |1〉 as a function of the
detuning ∆ω. The gray dashed line represents a Rabi transition, while the blue
line is calculated for an evolution time t of 1/Ω. b Population probability of the
exited state |1〉 as a function of the evolution time t. The detuning is fixed to
0.5 Ω.
|1〉 is prepared in the ground state. A π/2 pulse is used to create a superposition
of the two states. This can be achieved by either driving a single or a two-photon
transition. This is depicted on the Bloch sphere in Fig. 4.2 and corresponds to a
rotation around the Jx axis. An evolution time t follows, during which a phase
shift is imprinted onto the ensemble. The phase shift depends on the detuning
of the π/2 pulse ∆ω from the resonance of the transition and the evolution time
as ∆φ = ∆ωt. In the Bloch sphere picture, this corresponds to a rotation around
Jz such that a phase shift ∆φ > 2π is depicted by multiple rotations around Jz. A
second π/2 pulse is applied, which maps the phase shift ∆φ onto a population
imbalance between the ground and exited state. This is again depicted by a
rotation around Jx on the Bloch sphere. If the rotation is perfect i.e. it reaches the
south pole of the sphere, this corresponds to a complete transfer of the population
to |1〉 for ∆φ = n 2π, where n is an integer (Fig. 4.2a). If ∆φ = (1 + 2n)π, the
atoms are completely transferred back to the ground state |0〉 of the system.
If ∆φ = (1/2 + n)π, the state rests on the Jx axis and is therefore in a perfect
50 : 50 superposition after the rotation (Fig. 4.2b). Any phase in between leads
to an imperfect transfer resulting in a population imbalance which corresponds
to a state vector pointing in between the equator and the poles (Fig. 4.2c). For
perfectπ/2-pulses, the complete three-part sequence can be expressed as a single
rotation around Jy.
This measurement technique has the advantage that the fringe spacing, and
therefore the slope of the population probability as a function of the detuning
∆ω, can be adjusted by the evolution time t. This is shown in Fig. 4.3a, where
a Rabi measurement, without any evolution time (dashed gray) is compared
to a Ramsey measurement with an evolution time of t = 1/Ω, where Ω is the
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undetuned Rabi frequency of the transition. Fig. 4.3b shows the population
probability of the exited state in dependence on the evolution time t. For small
evolution times, the population probability oscillates with a sinusoidal function.
For longer evolution times, the system will start to decohere leading to a damping
and a loss of contrast.
4.1.3 Sub-shot-noise interferometry





where P = N0/N is the transferred fraction with N0 being the number of
atoms in the ground state and N the total number of atoms. ∂〈P〉/∂φ is the
slope of the Ramsey measurement. For uncorrelated particles or successive
measurements, N0 follows a binomial distribution with standard deviation
∆N0 =
√
N0(1 −N0/N). This fundamental minimal error for N uncorrelated
particles or measurements is called the shot noise limit. It can be reduced by
increasing the number of particles or the number of measurements. If the cen-
tral fringe can now be approximated by a sinusoidal function, the slope and
standard deviation cancel, such that the phase sensitivity only depends on the
number of particles N and not on the phase or the detuning, with ∆φ = 1√
N
.
In practice, the system will experience additional technical noise. Since
the overall noise is divided by the slope of the signal in Eq. (4.1), technical
noise sources are best suppressed at the middle position of a Ramsey fringe as
indicated in red in Fig. 4.3a.
While the shot-noise limit restricts the measurement precision for uncor-
related states, it can be surpassed by correlated states, for example with spin
squeezed states. These measurements are then restricted by a more fundamental
limit, the Heisenberg limit. This limit is a direct consequence of the Heisenberg
uncertainty ∆φ∆(N1 − N0) ≥ 1, where ∆φ = ∆(φ1 − φ0) is the variance of the
relative phase between the two outputs. If one now assumes the largest possible
fluctuations in the particle number difference N, the Heisenberg limit
∆φ ≥ 1/N (4.2)
follows. As discussed in chapter 2.1.3 the spin squeezing parameter ξ defines






The shot-noise limit has been surpassed in multiple experiments by popu-
lating both interferometer states symmetrically with an entangled many body
state [11, 26–28]. Interferometric sub-shot noise measurements of physical prop-
erties include a magnetometer showing a sensitivity 2 dB below shot-noise is
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presented in Ref. [29]. The state preparation relies on collective spin squeez-
ing via a QND measurement in laser cooled 87Rb . Another magnetometer
with a suppression of fluctuations of 3.8 dB is realized by employing a one-axis
twisting Hamiltonian [30]. Other magnetometers include Ref. [24]. Ref. [32]
demonstrates the mapping of a microwave field with a sensitivity of 4 dB below
the standard quantum limit. This enhancement is again enabled by using spin
squeezed input states that are prepared via the non-linear interactions of a one-
axis twisting Hamiltonian. A measurement of a frequency standard 1.1 dB below
the shot noise limit has been shown in Ref. [33]. The state was prepared with a
quantum non-demolition measurement as presented in chapter 2.2. In Ref. [35]
a frequency standard operating 0.57 dB below shot noise has been realized in a
system of two entangled trapped 9Be+ ions.
Enhancing the interferometer by initializing both input ports with an equally
divided entangled ensemble has the disadvantage, that the generation of the
input state typically highly depends on the number of atoms and the procedure
might therefore not be easily scalable. This competes with the idea of increasing
the number of particles to enhance the interferometric sensitivity. The following
section presents an alternative approach which circumvents the problem of the
varying state preparation for varying particle numbers. The interferometer
performance is enhanced by a squeezed vacuum state instead of acting on both
input state [36]. This technique is commonly used in optics as for example at
the GEO 600 gravitational wave observatory [37].
4.2 The three-mode interferometer
We realize a three-mode interferometer, since it can be easily combined with
a two-mode squeezed vacuum state, as shown in chapter 3, to enhance the
performance of the interferometer.
The important modes for the interferometer are the three modes of the F = 1
manifold. In the following, these modes will be denoted as |1, 0〉 = |0〉 and
|1,±1〉 = |±〉 and their respective states as |N〉i with i ∈ {−1, 0, 1}. The interfero-
meter starts with a BEC in the mode |0〉. During all interferometric couplings
that involve the states in |±〉, a microwave dressing is applied to the transition
|−〉 → |2,−2〉 to assure equal resonance conditions between the |±〉 states. A
resonant radio-frequency π/2 pulse is applied and transfers 50 % of the atoms to
|±〉 (see Fig. 4.4a). This radio-frequency has to be well tuned to the resonance. If
that is not the case the output ports of the interferometer are unbalanced as will
be explained in more detail later.
A microwave pulse is applied to the transition |0〉 → |2, 0〉 such that all atoms
are transferred to |2, 0〉 and back to |0〉. If this pulse is resonant, the condensate
in |0〉 gains a phase of φ = π with respect to the atoms in |±〉. In this case, the




   0 S
   0 A
N0 0
   N+ +
   N- -
N0 0
   NS S
   0 A
N 0
   0 +
   0 -
 A = ( + - - )
2
1













Figure 4.4: Comparison of a three-mode and a two-mode interferometer.
a The interferometric sequence starts with the ensemble in the |0〉 state. I:
A π/2 radio-frequency pulse transfers half of the atoms to the |±〉 states. II:
An off-resonant 2π microwave pulse imprints a phase onto the condensate in
|0〉. III: A second π/2 radio-frequency pulse closes the interferomter. b Three
mode interferometer. The interferometer is initialized with N particles in the |0〉
mode and squeezed vacuum states in the modes |±〉. A three-port beam splitter
couples the |0〉 mode to the |±〉 modes. Afterwards a phase shift is applied to
the |0〉 mode before a second three-port beam splitter closes the interferometer.
c By changing the basis to the symmetric state |S〉 = 1/
√
2(|+〉 + |−〉) and the
anti-symmetric state |A〉 = 1/
√
2(|+〉 − |−〉). The three-mode interferometer can
be reduced to an effective two-mode interferomter, where the interferometer acts
on the symmetric mode |S〉 and the |0〉mode, while the anti-symmetric mode |A〉
propagates unperturbed.
following radio-frequency π/2 pulse transfers all atoms back to |0〉. However, if
a detuning is applied to the microwave, the atoms gain a different phase, which
results in a population of |0〉 and |±〉 after the following π/2 pulse.
Fig. 4.4b shows a depiction of the three mode interferometer. The modes
|±〉 are initialized with a two-mode squeezed vacuum state to achieve sub-shot
noise sensitivity. A three-way beam splitter (in the atomic case realized by the
radio-frequency coupling) couples the initially prepared state |N〉0 with the |±〉
modes. A phase shift is applied to the mode |0〉 before a second three-way beam
splitter closes the interferometer.
If the basis is changed to the symmetric and anti-symmetric superposition of
|±〉, the three-mode interferometer can be reduced to a two-mode interferometer.
Fig. 4.4c shows this two-mode interferometer, where the input modes are given
by |S〉 = 1/
√
2(|+〉 + |−〉), |A〉 = 1/
√
2(|+〉 − |−〉) and |0〉. The symmetric mode |S〉
and |0〉 form the interferometer. They are coupled by a two-way beam splitter,
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a phase shift is applied to |0〉 and a second two-way beam splitter closes the
interferometer. The asymmetric mode stays unperturbed, which can be easily
seen if one considers the Hamiltonian for the coupling in the new two-mode
basis. Under the assumption that the Rabi frequencies for the two transitions
are equal, with Ω±1 ≈ Ω, the Hamiltonian associated with the radio-frequency
coupling can be written as
Hr f = ~Ω+2√2 (a
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spin operator. Similarly, the two-mode squeezing Hamiltonian can be written as















A) + (aS + aA)(aS − aA))
= HS −HA,
(4.4)
with [aS, aA] = 0. The same technique is used in optics, where a two-mode
squeezed vacuum, generated by parametric down conversion, is transformed
to single mode squeezed vacuum. This is accomplished by mixing the signal
and idler beams on a beam splitter and working with either the symmetric or
anti-symmetric superposition [94]. Thus, both the interferometer pulses and
the squeezed input state can be described in the two-mode picture instead of
the three-mode picture. The symmetric mode |S〉 has the advantage, that it is
independent of magnetic field fluctuations in first order. Thus, the involved
states have the same advantages as conventional clock states.
The two-mode interferometer can be depicted on the Bloch sphere with basis
|0〉 and |S〉 as shown in Fig. 4.5. The sequence starts with a state prepared on
the north pole of the Bloch sphere. The squeezed vacuum can be prepared in
an arbitrary direction. Here depicted are the two extrema, squeezing in the
phase quadrature Fig. 4.5a and squeezing in the amplitude quadrature Fig. 4.5b.
This corresponds to a reduced uncertainty on the Bloch sphere in either Jx or
Jy direction. The first radio-frequency pulse now performs a quarter rotation
around the Jx axis. The following microwave pulse induces a phase evolution,
corresponding to a rotation around Jz. Depicted here is a relative phase of
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Figure 4.5: Interferometric sequence depicted on the Bloch sphere. a/b The
interferometer starts with an input state on the Jz pole, i.e. all atoms are in the
state |0〉. In a the input state is squeezed in the Jx direction and in b in Jy. I:
A radio-frequency π/2 pulse is applied, which rotates the state around Jx by
coupling the input state |0〉 to the symmetric state |S〉 = 1/
√
2(|+〉+ |−〉) (depicted
in blue). II: A variable phase shift is applied via an off-resonant coupling between
|0〉 and |2, 0〉. This rotates the state around Jz. Here depicted in gray is a phase
shift < π/2. III: A final radio-frequency π/2 pulse rotates around Jx. The final
state is depicted in red. For a the interferometer output is anti-squeezed while
for b it is squeezed along Jz.
φ < π/2. The final π/2 pulse rotates again around the Jx axis. Depending on the
direction of the squeezing of the input state, the output is anti-squeezed (a) or
squeezed (b) along Jz. The whole interferometer can therefore be expressed as a
rotation around Jy.
The radio frequency π/2−pulses are described by Ur f = exp(−iπ/2Jx). The
phase shift applied to the mF = 0 condensate can be written as Ups = exp(−iφa†0a0),
where a†0a0 = Jz + N/2 − a
†






AaA. If one now ne-
glects the overall phase shift exp(−iφ/2N), the phase shift simplifies to Ups =
exp(−iφJz) exp(iφ/2a†AaA). The overall transformation of the interferometer can
be expressed as
Uint = Ur f UpsUr f
= eiπ/2Jx e−iφJz eiφ/2a
†
AaA e−iπ/2Jx




and since [aA, Jx] = 0 the phase shift to the antisymmetric mode can be treated
independently from the rest of the transformation. The first part of the equation,
eiπ/2Jx e−iφJz e−iπ/2Jx , can then be simplified by using the associated rotation matrices





















Figure 4.6: Interferometer for different microwave detunings and different in-
put states. a Transferred fraction P in the interferometer for different microwave
detunings. The microwave detuning directly corresponds to the imprinted
phase. The blue data marks the transferred fraction P, while the light and dark
red data mark the fraction transferred to the |±〉 states. The solid lines are a
theory fit from the single particle calculation. The gray line marks the fraction
transferred to the F = 2 manifold. The black dashed line marks the mid-fringe
position that further measurements are performed at. This position of −5.6 kHz
detuning corresponds to a phase of 0.5π. The error bars are on the order of the
size of the plot markers. b Variance Var(P) of the transferred fraction P with
respect to shot noise as a function of the input state, measured at the mid-fringe
position. The input state is varied via the phase adjustment time t. The blue solid
line is a sine2 fit to the data. The black dashed line corresponds to shot noise,
while the blue dashed line corresponds to the interferometer with a classical
input state.
as  1 0 00 cosπ/2 − sinπ/20 sinπ/2 cosπ/2

 cosφ − sinφ 0sinφ cosφ 00 0 1

 1 0 00 cosπ/2 − sinπ/20 sinπ/2 cosπ/2

=
 cosφ 0 sinφ0 −1 0sinφ 0 − cosφ
 =
 cosπ − φ 0 sinπ − φ0 1 0
− sinπ − φ 0 cosπ − φ





which corresponds to a spatial transformation around the Jz axis and a rota-
tion around Jy.
In Fig. 4.6a the fraction P = (N+ + N−)/N of the population transferred to |±〉,
which corresponds to the population of the symmetric state, is plotted against
the detuning of the microwave 2π-pulses. For this measurement, the pulse
duration was set to 90.4µs which is the perfect time for the detuning that results
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in the mid-fringe position. Since the pulse length is not adjusted to the perfect
2π-pulse for all other detunings, it leads to a population of |2, 0〉, and therefore to
a population of |2,±1〉 after the final radio-frequency π/2-pulse. The behavior of
the interferometer can be well simulated by a simple single-particle simulation
as shown by the blue solid line. The detuning δ directly corresponds to the
phase φ imprinted on the |0〉 condensate via
φ =
 δ√Ω20 + δ2 + 1
π, (4.7)
where Ω0 is the undetuned Rabi frequency of the transition.
The mid-fringe position of ±5.6 kHz detuning is used for further measure-
ments. A squeezed vacuum state is prepared in the |±〉 states. This state is
prepared by initiating spin dynamics in the mF = 0 condensate for 32 ms with
a spin dynamics rate of Ω = 2π 3.9 Hz, which creates a mean atom number of
0.75 atoms in the |±〉modes. The number of atoms in the |0〉 state is on the order
of 104, thus, the influence of the asymmetric state to interferometer is negligible,
while the symmetric state enhances its performance drastically.
The direction of the squeezing is varied via a phase adjustment time t as
explained in chapter 3. The results of chapters 3.2.3 and 3.3.1 can also be viewed
as a state characterization of this squeezed input state. Fig. 4.6b shows the
variance Var(P) of the transferred fraction P for varied phase adjustment times
t from 25µs to 900µs. The variance reaches a minimum of 2.25 dB below shot
noise at t = 300µs. This corresponds to the case of the anti-squeezed variance of
the transferred fraction before the final π/2-pulse as shown in Fig. 4.5b. Fig. 4.5a
corresponds to t = 800µs.
To evaluate the phase sensitivity of the interferometer, the slope around
the mid-fringe position is measured. This is shown in Fig. 4.7a. The slope
can be approximated by a linear fit (solid blue line), which agrees quite well
with the single particle simulation (black dashed line). A slope of ∂P/∂φ =
0.474 ± 0.003 rad−1 is reached, which compares well to the theoretical optimum
of (∂P/∂φ)max = 0.5 rad−1 for the interferometer discussed here.
The phase sensitivity, defined according to Eq. (4.1), is depicted in dark blue
in Fig. 4.7b. A good estimator ∆2φST for the short term sensitivity can be defined











where N is the total number of measurements and pi are the outcomes of these
measurements. The mean short term sensitivity is 1.50 ± 0.15 dB below the shot
noise limit.






















































Figure 4.7: Slope and sensitivity of the interferometer around the mid-fringe
position. a Transferred fraction P as a function of the phase shift or microwave
detuning, measured around the mid-fringe position of 0.5π phase shift. The
black dashed line is the single-particle simulation, while the blue solid line is
a linear fit to the data with an error region corresponding to shot noise. The
slope of the linear fit is 0.474± 0.003 rad−1 which agrees well with the theoretical
optimum of 0.5 rad−1. b Phase sensitivity ∆2φSN with respect to shot noise
(black dashed line) as a function of the phase shift or microwave detuning. The
sensitivity of the classical interferometer is depicted in gray. The dark blue data
points represent the short term sensitivity of the interferometer with a mean
sensitivity of 1.50 ± 0.15 dB below shot noise (dashed, dark blue line). The
light blue data points show the sensitivity of the interferometer with the mean
sensitivity depicted by the dashed light blue line.
The transition |0〉 → |2, 0〉, which serves as the clock transition, has a fre-
quency of ∼ 6.8 GHz. This leads to a minimal fractional instability of 6.09 · 10−10
for the first point of the measurement in Fig. 4.7b. The averaging behavior can
be evaluated by the Allan variance as shown in Fig. 4.8. The features that can

















Figure 4.8: Allan variance of the fractional instability. The fractional uncer-
tainty as a function of the averaging time. The data set is the same as for the first
data point of Fig. 4.7. The black dashed line represents shot noise. The averaging
stays below the shot noise limit until it is dominated by environmental noise.
be seen at an averaging time of ∼ 1000 s and ∼ 4000 s are associated with the air
conditioning cycle in the lab. A second, larger feature arising at ∼ 1.5 · 104 s is
related to the day-night cycle in the lab.
Single-particle model
The transferred fraction after the interferometer can be well simulated by a
single-particle model. It is governed by the three Rabi frequencies of the involved
transitions. Ω0 represents the undetuned Rabi frequency of the transition |0〉 →
|2, 0〉, while Ω± represent the frequencies associated to the transitions |0〉 → |±〉.
Each of these transitions has an associated detuning δi.
The simulation will be restricted to the states |0〉 , |±〉 and |2, 0〉, which will
be represented by their respective relative population ai. Initially, the system is
prepared in the state (a+, a0, a−, a2) = (0, 1, 0, 0).
The radio-frequency coupling is represented by the time evolution Hr f (t) =







δ± Ω+ 0 0
Ω+ 0 Ω− 0
0 Ω− −δ± 0
0 0 0 0
 . (4.9)





δ± 0 0 0
0 0 0 Ω0
0 0 −δ± 0
0 Ω0 0 −2δ0
 (4.10)
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Figure 4.9: Transferred fraction P for different radio-frequency detunings.
While the total transferred fraction P (blue) stays constant for small detunings
the fraction of atoms in |±〉 (dark and light red) show opposite trends with the
detuning.















When comparing the result of the model to the measured data, one has to take
into account the detection scheme which leads to an overlap, and therefore only
a simultaneous detection, of |0〉 with |2, 0〉 and of |±〉 with |2,±1〉. Fig. 4.6 shows
the comparison of this model with the measured data. The gray line shows the
fraction of atoms transferred into the F = 2 manifold. The distribution of these
atoms to |2,±1〉 and the simultaneous detection is taken into account in the red
curves corresponding to the fraction of atoms in |±〉 and the blue curve, the sum
of those. The slight imbalance of the |±〉modes originates from a small detuning
in the radio-frequency. Fig. 4.9 shows the transferred fraction in the |±〉 modes
as a function of the radio-frequency detuning. The fractions in the |±〉 modes,
shown in light and dark red, show opposite trends with the detuning which
leads to a nearly constant total transferred fraction P, which is depicted in blue.
A change in magnetic field has the same effect as a change in radio-frequency.
This shows, that the interferometer is not sensitive to moderate magnetic field
fluctuations.
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Chapter 5
Automatized optimization
The use of optimization algorithms is wide spread in most fields of experimen-
tal physics, including the setup and adjustment of accelerator [125, 126] and
decelerator [127] beam lines, automated scanning probe microscopy in solid
state physics [128] or the shaping of ultrashort laser pulses [129, 130]. The rapid
development of new preparation and manipulation techniques in the field of
ultracold quantum gases led to experiments with growing complexity and an
increasing number of adjustable parameters. While most parameters in cold
atom experiments are computer controlled, optimization is still mainly done
manually. Especially in experiments with a high-dimensional parameter space
and unknown correlations, this can be a time consuming task. Therefore most
experiments benefit from an automated optimization. An automated optimiza-
tion of up to four correlated parameters in such an experiment has been shown
in Ref. [131, 132]. Recently, an up to 16-dimensional optimization of a BEC ex-
perimentwas presented, utilizing a machine-learning based algorithm, where a
model of the target space is developed in order to optimize the process [133].
The chapter will give a short introduction to optimization before explaining
the Differential Evolution algorithm and its extensions used for optimization in
an atom optics setup. A simulation of the algorithm is presented which evaluates
its performance before applying it to a 21-dimensional optimization task in an
experimental setup. The main results of this chapter are published in Ref. [134].
5.1 The optimization algorithm
An optimization problem consists of two main parts. First, one has to formulate
a target function that has to be optimized. In an atom optics setting this target
function can for example be atom number or temperature or also a compound
function that includes multiple objectives. Since any optimization problem can
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be traced back to a maximization problem, only the maximization will be consid-
ered in the following. Second, the parameter space on which the optimization
takes place has to be defined and appropriately restricted. For the experiment,
the parameter space consists for example of currents, that provide magnetic
fields, strength and detunings of light fields or timings in the experimental cy-
cle. These different parameters will be regarded as the different dimensions of
the parameter space. The boundaries for these parameters would need to be set
such that they are experimentally feasible, i.e. restrict currents such that they do
not overheat the system. Now that the target function and the parameter space
are defined, an optimization approach can be started.
Optimization strategies can be divided into two groups, derivative-based
searches and derivative-free searches. While derivative based approaches work
well for unimodal, differentiable target functions they are not feasible in an ex-
perimental setting with an unknown target function that might contain multiple
local optima. Another problem that the optimization has to be able to overcome
is the different scaling of the different dimensions in the parameter space. The
optimization still has to be efficient, even if one parameter has a very small or
big influence on the outcome or a large or small parameter space compared
to the other parameters. Even for modern experiments with cycling times in
the few second range it is important to find an optimization strategy that finds
the optimum quickly. Also, the time scaling for increasing parameter spaces or
increasing number of dimensions has to be favorable. The scaling has to be com-
pared to that of a simple grid-based optimization, where the parameter space
is incrementally searched. For that case the effort grows exponentially with the
number of parameters, which a well scaling algorithm should be able to beat.
5.1.1 Differential Evolution
One such algorithm is "Differential Evolution" (DE), which was first proposed in
1995 [135]. The algorithm is well understood and has been tested on a variety
of problems, mainly in computer science [136, 137]. It finds the global optimum
of an objective function in a high dimensional parameter space while scaling
favorably with an increasing parameter space.
DE belongs to a family of optimization strategies that are called evolutionary
algorithms, since they operate on generations of populations that are gained
from the previous generation via a mutation process. Each generation consists
of multiple vectors on the parameter space. Evolutionary algorithms rely on
"survival of the fittest" such that the target functions of vectors are compared to
those of the previous generation and the best performing vectors are chosen to
form the next generation.
The basic sequence of DE is outlined in Fig. 5.1. For each optimization the
number N of d-dimensional vectors on the d-dimensional parameter space has
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Initialize first generation 
Evaluate experiment
















Figure 5.1: Graphical representation of Differential Evolution. (1) The first
generation is randomly initialized. (2) The target function is evaluated i.e. the
experiment is run for every parameter vector of that generation. (3) The current
generation is mutated to form a trial population. (4) This trial population is again
evaluated. (5) If a better result is achieved by a vector in the trial population
than in the original one, the new candidate replaces the old one. (6) The process
is repeated until a termination criterion is fulfilled, which (7) indicates that the
optimal configuration is reached.
to be chosen with regard to to the specific optimization problem. The initial
generation {~xi|i ∈ [0,N − 1]} is randomly distributed over the whole parameter
space with lower boundaries Ln and upper boundaries Un, where n ∈ [0, d − 1].
Alternatively, different strategies for the distribution of the first generation can
be used. If the optimum can be guessed with good confidence but the parameter
space should not be restricted it can be feasible to form a Gaussian distribution
around said optimum to enhance convergence times. In other scenarios it can
be favorable to distribute the initial vectors evenly or restrict the parameter
space for initial distribution only. This first generation is then evaluated in the
experiment.
A two step process is applied to form a trial population {~ui|i ∈ [0,N − 1]}. A
mutated population {~vi|i ∈ [0,N − 1]} is generated before each mutated vector
~vi is combined with one vector ~xi from the original generation. The resulting
vectors ~ui now form the trial population that is evaluated in the experiment.
For the mutation process, three randomly chosen, mutually exclusive vectors
~xk, ~xl, ~xm with k, l,m ∈ [0,N − 1] are picked from the original generation for each
original vector xi. They are combined via
~vi = ~xk + F (~xl − ~xm), (5.1)
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where F ∈]0, 1] is the amplification constant, which determines the step size
of the mutation on the parameter space. The amplification constant has to be
chosen such that it neither prohibits convergence by mutation steps that are too
large nor increases the time needed for convergence drastically by a very small
step size.
To enhance the convergence speed a second constant E ∈]0, 1] called the elite
parameter can be introduced. The vectors ~xk, ~xl, ~xm are then not picked from the
entire set but from a subset of the vectors with the best performance, where the
relative size of the subset is determined by E. If E is chosen too small, it can lead
to a premature convergence on a not optimal configuration since the choice of
parent vectors for the mutation process is restricted on too small a subset.
The components of ~vi are tested with respect to the boundaries Ln and Un. If
a component falls outside of these boundaries it is set on the appropriate bound-
aries. Other approaches include a mirroring of the component on the boundary
to place it again inside the parameter space. While this can be advantageous
for certain optimization tasks, especially those where the optimum is not ex-
pected to lie on a boundary, it slows convergence if the optimum does lie on the
boundary, which is expected at least in some experimental cases.
The combination of ~xi and ~vi yields a new vector ~ui that is part of the trial
population. To this end individual components of ~xi are replaced by the associ-
ated component of ~vi. Each component has a probability CR of being replaced by
the mutated component. CR ∈]0, 1] is called the crossover parameter. To ensure
that at least one component of each vector is altered, a component xmi is chosen
for each vector and replaced by vmi , where m is randomly chosen for each vector.
This means that for each vector a random integer mi ∈ [0, d − 1] is generated
and a random real number Xni ∈]0, 1] is generated for each component n of each





i ≤ CR ∨ n = mi
xni ; otherwise.
Each vector ~ui of this trial population is evaluated with respect to the tar-
get function. The results are compared pairwise to the results of the previous
generation . This means the result of ~ui is compared to that of its base vec-
tor ~xi. The better performing vector is chosen for the next generation. Thus,
each generation and its corresponding trial population form the next generation
which outperforms the previous one. A repetition of this process then leads to
a convergence towards the global optimum.
5.1.2 Limited Lifetime Differential Evolution
While DE works well in many situations, it has to be adapted to cope with noisy
target functions. Two types of noise are common in atom optics experiments.
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The first comes from shot to shot fluctuations due to technical noise, the second
from drifts in the environment for example room temperature drifts that influ-
ence laser powers. Therefore, an extension to DE was developed to improve the
performance in noisy environments. The extended algorithm is called "Limited
Lifetime Differential Evolution" (LILDE).
Each vector that survives a certain number of generations is considered to
be outdated and is remeasured. While this increases the number of measure-
ments that need to be performed for a noiseless system, it avoids problems
with a noisy target function. If no such lifetime is introduced the generations
accumulate falsely high rated vectors, that only performed well due to shot to
shot fluctuations. If the system is subjected to a drift that lowers its overall
performance a false optimum might be reached which performed well at the
beginning of the experiments but would not perform well after the optimization
is completed.
For an analytic function the optimum is known and therefore convergence
can easily be tested. In a real life optimization problem a criterion for con-
vergence has to be developed. Strategies discussed in literature [138] include
schemes that target the improvement of one generation compared to the pre-
vious one. If this improvement diminishes this can be sign for convergence.
Other schemes target the distribution of the vectors in the parameter space or
the average movement of a vector compared to its counterpart in the previous
generation. Here a different approach is chosen. A termination threshold T that
compares to the standard deviation divided by the mean of the objective func-
tion of one generation is introduced. As long as objective functions close to zero
are avoided this termination criterion can be employed and is invariant to the
starting conditions as well as the nature of the target function. The result of the
optimization is then given by the best performing vector of the last generation.
5.2 Simulation
To evaluate the performance of LILDE in different situations a simulation of
the optimization is carried out. The target function is given by a multimodal























) − 9.7}, (5.2)
where d is the number of dimensions and the parameter space xi is ranging from
-10 to 10. The function features 3d local maxima that are well separated but only
13% lower than the global optimum in the center (see Fig. 5.2).
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Figure 5.2: Analytic test function in two dimensions. Ackley’s function
features 3d well-separted maxima that are 13% lower than the central global
optimum.

























number of dimensions d
Figure 5.3: Scaling with the number of dimensions. The number of evalua-
tions that is needed by the algorithm for convergence is depicted as a function
of the number of dimensions. The blue squares correspond to number of eval-
uations needed by the LILDE algorithm and the black circles to those needed
by the algorithm of Ref. [131]. Each data point is averaged over 50 runs of the
simulation and the error bars indicate the standard deviation.
This test bed is used to show the number of evaluations that are necessary
to find the global optimum for different number of dimensions as depicted in
Fig. 5.3. This test is performed for LILDE as well as the algorithm of Ref. [131].
This algorithm constructs the vectors of the next generation by recombining two
parent vectors to form two new vectors which are then also mutated. A detailed
description of this algorithm can be found in Ref. [132]. The optimal number
of individuals per generations ranges for both algorithms between 6 and 15.
Within this range the performance is nearly independent of the exact number
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Figure 5.4: Performance of algorithms for increasing noise on the objective
function. For increasing noise, the DE algorithm (solid light blue squares) and
the algorithm of Ref. [131] quickly become inefficient. For decreasing lifetimes
LILDE becomes more efficient (open symbols). For a lifetime of 10 generations
and large noise, the algorithm scales linearly (green solid line) with the noise.
Each data point is averaged over 50 runs and the error bars indicate the standard
deviation.
of individuals. Since the global maximum is known in this case the termination
criterion was based on the best individuals proximity to it. All parameters of the
best performing individual have to be within a 5% range of the ideal optimum.
This excludes premature convergence to a local optimum. Each optimization
was run 50 times and the data point denotes its average with the error bars
indicating the standard deviation. Both algorithms show a linear scaling with
increasing number of dimensions. While Ref. [131] slightly outperforms LILDE
for up to three dimensions, LILDE performs over a factor 5 better for higher
dimensions.
Previous efforts to extend DE to noisy environments are mainly restricted to
resampling each trial vector multiple times and averaging over the outcomes,
which leads to a quadratic increase of the optimization time [140, 141]. To
evaluate the performance of LILDE in a noisy experimental environment, shot-
to-shot Gaussian noise is added to Ackley’s function in ten dimensions. The
standard deviation of the corresponding function value is increased from 0%
to 25% percent and the number of evaluations needed for the optimization is
recorded.(see Fig. 5.4). If an algorithm needs more than 7.5 million evaluations
before convergence, the optimization is regarded as failed. As soon as one of
the 50 runs that are carried out for each data point fails, the whole data point


















Figure 5.5: Sketch of the magnetic field generating wire structure used in the
optimization. a A copper wire structure is mounted onto a water-cooled copper
base structure. The current conducting wires generate all magnetic fields needed
for the experiments. The nine wires used in the 21-dimensional optimization
are depicted in orange and are supplied by eight different currents. The two
light orange wires carry the same current, while all other wires are individually
addressed. b A thin, gold coated steel foil separates the wire structure from
the vacuum. The magnetic fields from the current conducting wires form a
minimum below this steel foil. The gold coating is used to realize a mirror
MOT configuration with two light beams that are reflected in a 45◦ angle on
the surface. The confinement in the third direction is realized by a third beam
reflected on a mirror inside the vacuum. The right hand circular polarized light
(rhc) is indicated as solid blue arrows, while the left hand circular polarized light
(lhc) is indicate in dashed black.
is regarded as failed. For DE (light blue solid squares) this is the case for 0.75%
Gaussian noise, while Ref. [131] (black solid circles) is able to cope with up to 1.5%
noise. LILDE however is able to find the optimum also for noisy environments.
Already a life time of 10, 000 generations (red open squares) enables convergence
for over 8% noise. While shorter lifetimes increase the effort for remeasurement,
they drastically improve the overall performance (open symbols). The best
performance is found for a lifetime of 10 generations (dark red open diamonds),
where the remeasurement effort amounts to 10% of the measurements. For large
noise, the increase of effort scales linearly (green solid line). Thereby, LILDE
scales better than the quadratically scaling approaches in literature.
5.3 Experimental application
The optimization is carried out in an experimental system with many indepen-
dently addressable parameters. The number of 87Rb atoms trapped in a magnetic
quadrupole trap is used a the target function to optimize the output of this source
of ultracold atoms. A precooled atomic beam from a two-dimensional magneto-
optical trap (MOT) is used to load a three-dimensional MOT, which is set up in





































5% 2% 1% 0.5%
a
b
Figure 5.6: Experimental optimization in 21 dimensions. The experiment is
optimized on a 21-dimensional parameter space, that is composed of currents
and laser frequencies. The population size for this optimization was set to
N = 4 ·d = 84. The vertical lines indicate different termination criteria. The 0.5%-
termination criterion is met after 100 generations corresponding to ∼ 8 hours of
optimization. The blue line denotes the best performing vector, while the black
line denotes the average, where the error bars indicate the standard deviation of
each generation. a The objective function is defined by the number of atoms in
the final trap. b The evolution of one of the optimization parameters, a current,
is shown as a function of the generations.
a mirror MOT configuration. All magnetic fields for this MOT are supplied by
nine current carrying wires with eight different currents as shown in Fig. 5.5.
The wire structure is separated from the vacuum by a thin steel foil which is gold
coated on the inside of the vacuum to serve as a retro-reflective mirror for two
MOT beams coming in under a 45◦ angle. The confinement in the third direction
is realized by a third beam perpendicular to the two other beams. This beam
is retro-reflected by a mirror inside the vacuum chamber which also has a λ/4
retardation coating. The atoms are further cooled in an optical molasses before
they undergo optical pumping to a magnetically trappable spin state and are
then transferred to a magnetic quadrupole trap. Like all magnetic fields in this
experiment the trap is also provided by the wire structure, which is constructed
of millimeter-scale wires and acts as a mesoscopic atom chip. The detuning of
the red-detuned MOT beams is adjustable, such that the beams are also used for
the optical molasses. A separate beam is used for the optical pumping. For a
detailed description of the experiment please refer to Refs. [142, 143].
The optimization of the source can be divided into two independent opti-
mization procedures. In the first step the nine parameters involved in the MOT
are optimized. Eight parameters control the nine wires that provide the mag-
netic field, with two of these wires connected in series. The ninth parameter is
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Figure 5.7: Scaling of the experimental optimization with the number of
parameters. The number of evaluations that are necessary for the optimiza-
tion is shown as a function of the number of parameters. The black triangles
correspond to the 5% termination criterion, while the blue circles correspond to
2%. The lines are quadratic fits to the data for up to 9 parameters. The num-
ber of evaluations needed in the 21-dimensional optimization falls below this
quadratic scaling, since a smaller number of vector N per generation is used.
given by the detuning of the MOT beams. The second steps involves 21 exper-
imental parameters. This optimization consists of different experimental parts
that are correlated via the position and shape of the atomic cloud after each
part. After the MOT is loaded the atoms are first pulled closer towards the chip
by dynamically adjusting eight currents and the detuning of the MOT beams,
amounting to a total of nine parameters. The subsequent optical molasses is a
two stage process. First, the MOT laser detuning is ramped linearly from a first
to a second frequency. Afterwards, it is fixed to a third value, amounting to a
total of three parameters for this part. During the optical pumping two currents
provide an approximately homogeneous field. The final trap consists of seven
different currents. All this amounts to 21 correlated parameters that need to be
optimized.
The LILDE algorithm is implemented into the experiment control in Labview.
The software controls the complete experimental cycle including all mentioned
parameters and their timings. This is realized by a real-time capable control that
utilizes a field-programmable gate array to output all digital channels directly
and all analogue channels via digital-to-analog converters [144]. The number
of atoms is evaluated on a separate system using fluorescence imaging on a
CCD camera. This information is then read in by Labview and used as the
target function for the optimization. The cycling time for the 21 dimensional
optimization is 3.5 s.
Fig. 5.6 shows the performance of the optimization as a function of the
number of generations. The number of atoms rises as the optimization continues,
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with the best performing target vector clearly outperforming the average in
the beginning but approaching the common optimum for longer times. The
evolution of one current is shown exemplarily. The red vertical lines indicate
the different termination thresholds T at 5%, 2%, 1% and 0.5%. To reach the 0.5%
threshold an optimization time of 8 h 10 min is needed.
The scaling of the needed evaluations for different numbers of parameters can
also be regarded in the experimental case as shown in Fig. 5.7. It includes the two
described sets of 9 and 21 parameters as well as subsets of the 9 parameter case.
Each set is evaluated with respect to both the 5% as well as the 2% termination
criterion. The 2% threshold results in an optimization time of 2 h 45 min for the
9-dimensional set and 5 h 45 min for the 21-dimensional set. All optimizations
are performed with the DE constants set to F = 0.9, CR = 0.9 and E = 0.5. The
number of vectors per generation is set to N = d · 10 for d ≤ 9. These values
are adopted from literature [135]. For larger dimensional parameter spaces less
vectors per dimension are needed. The 21-dimensional set is optimized with
N = d · 4 = 84, which minimizes the evaluation effort while maintaining a high
convergence rate. While the effort for the lower dimensional parameter spaces
increases quadratically as shown by the fits in Fig. 5.7, this scaling can thus be
beaten in higher dimensional cases.
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Chapter 6
Outlook
This thesis has presented the realization of two experiments enabled by spin-
dynamics induced entanglement. The first experiment showed EPR entangle-
ment in an atomic system. The relevant noise sources from the experiment as
well as strategies to further suppress them are discussed in the first part of this
outlook. The second experiment demonstrated the application of a squeezed
atomic vacuum state to enhance the performance of an interferometer. Further
investigations that can be implemented in the current experimental setup are
presented in the following sections of this outlook.
Technical improvements
As discussed in chapter 3, the measurements of EPR entanglement suffer from
two main noise sources. Firstly, the radio-frequency intensity noise of 0.4 %
induces a fluctuation of the corresponding Rabi-frequencies, leading to an
increased noise in the quadrature sum. The frequency generator (Marconi
2025) that provides the radio-frequency is specified with an intensity drift of
±0.04 %K−1. Considering a maximal temperature oscillation of 2 K in the labo-
ratory, this can not fully explain the intensity noise. One possible explanation
is the temperature dependence of the following components in the frequency
chain, which includes switches, the amplifier and the antenna. The easiest way
to reduce the intensity noise without changing the components of the frequency
chain would be to monitor and stabilize the intensity directly during the ex-
perimental sequence. However, the short pulse duration of 30µs, which leads
to only 55 oscillations of the radio-frequency field, makes the compensation of
fast fluctuations challenging. Assuming only slow drifts in comparison to the
cycling time, like those induced by temperature oscillations in the laboratory,
the intensity can be monitored by a longer pulse during the MOT-loading phase
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of the experiment. This monitoring result can then either be used to adjust the
intensity of the following pulse or to post-correct the data.
The second noise source in the EPR experiments, the phase noise of the local
oscillator, could stem from different effects. The first effect is magnetic field noise,
which we measure to be 90µG shot-to-shot. Magnetic field fluctuations lead to
a shift in the energy of the |1,±1〉 states due to the Zeeman shift. While the linear
shift is not important here, the quadratic Zeeman shift leads to a change in phase
evolution. The magnetic field noise can be controlled by better monitoring and
active stabilization of the magnetic field, which is currently being implemented.
A similar effect stems from microwave intensity noise in the dressing field. Here
the monitoring and active stabilization could also be improved. A second effect
is caused by a magnetic field gradient over the size of the ensembles, which
leads to a blurring of the phase. The main effect on the phase will be caused
in the direction of the magnetic offset field. The gradient can be measured
in a Ramsey-type experiment, where the atoms are loaded into an elongated
dipole trap. For a homogeneous magnetic field, the spatial distribution of the
fraction of atoms in the involved states would be homogeneous. In the case
of a gradient, the spatial distribution would lead to a inhomogeneous phase
evolution and thus to a spatial dependence of the transferred fraction. A similar
effect stems from density dependent shifts, which are in our case correlated with
the total atom number. Several approaches can be taken to suppress this noise
contribution. The stability of the total number of atoms could be improved,
the total number of atoms could be postselected, or the density shift could be
postcorrected. The last contribution to phase noise is the finite temperature of
the local oscillator ensemble in mF = 0. It has recently been shown, that ultra-low
temperatures in BECs can be measured in a single shot measurement with high
precision [145]. While this technique could be used to evaluate the temperatures
in our system, further investigation on the role of finite temperature effects in
the phase evolution are needed.
Multipartite steering via programmable quantum networks
It has recently been shown [146] that multipartite EPR steering can be realized
artificially by a programmable linear optics circuit [147]. A photodiode array
consisting of eight segments is used to measure an input basis of eight modes.
The basis consists of two perpendicular quadrature modes and six perpendic-
ular vacuum modes. These eight modes can now be coupled in an emulated
programmable linear optics circuit. It can emulate beam splitters as well as π
phase shifts by applying an electronic gain to each part of the input array via a
unitary matrix.
This approach can be translated to our system. The easiest case is that of
one-way steering as described in chapter 3. In the experiment, one mode of the
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EPR entangled state is coupled with a vacuum mode. The result is detected in
the form of atom number counting in the absorption image on a CCD camera.
Artificially, the coupling to the vacuum mode could be achieved by performing
a standard two-way steered EPR measurement (see chapter 3) and restricting
the region of interest on one of the two output modes such, that it is only taken
into account partially. By varying the size of the region of interest, this emulates
the action of a beam splitter with a variable vacuum port. This would allow to
explore the regime of one-way steering.
Due to the nature of our detection with a CCD camera, more complex ge-
ometries for a programmable optics circuit are imaginable. This opens the path
to further investigate multipartite entanglement in our system.
The Hong-Ou-Mandel effect
The Hong-Ou-Mandel (HOM) effect is another example of a counterintuitive
effect in quantum mechanics. Published in 1987, it shows that the simultaneous
input of one photon at each port of a symmetric beam splitter gives an asym-
metric result [148]. The photons are both found in either of the output ports but
never one photon in each port. After a proposal for a HOM experiment with
ballistic atom pairs in 2014 [149], the first atomic realization has been presented
in Ref. [150]. While they show a significant drop in the correlation function of
their two output ports for simultaneous detection, they were not able to show
a complete suppression of symmetric events. A more generalized HOM effect
arises when a Fock state of n particles enters each input port of the beam splitter.
This results in n possible outcomes, namely those with even particle number
in the output ports. This has been shown for two particles per input mode in
optics [151].
In our atomic system, such a measurement of the HOM and the generalized
HOM effect could be realized. The input states for the beam splitter are prepared
via spin-changing collisions, creating a two-mode squeezed state in mF = ±1.
These two modes are then coupled via a two-photon transition involving the
|2, 0〉 state. This acts as the beam splitter while leaving the condensate in |1, 0〉
intact. Due to the generalized HOM effect one now expects an even number
of atoms in both mF = ±1 states. To analyze this, a homodyne detection is
performed whose outputs are used to perform a full state reconstruction, where
the suppression of odd number particle states should become evident.
Bell tests utilizing two-mode squeezed vacuum states
In their seminal papers, Bell [81] and later Clauser, Horne, Shimony and Holt
(CHSH) [82] showed, that a local hidden variable theory, as hinted at by EPR,
cannot unify quantum mechanics with the notion of local reality. They derived
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constrains, referred to as Bell’s or CHSH inequalities, whose violation negates
the existence of a local hidden variable theory. These so called Bell tests are
typically formulated for discrete variables like spin-1/2 systems.
In contrast, Refs. [152–154] propose a continuous variable Bell test based on
the linear optical displacement operator, that can be used to violate a CHSH
inequality. The test utilizes a two-mode squeezed vacuum state that is mea-
sured with a variable displacement, realized by unbalanced homodyning with
a coherent local oscillator state. Both involved states are weakly populated with
average photon numbers below one. The result, either one photon or no pho-
tons, is then recorded on a click detector. The setup is robust to losses. The total
transmission efficiency, including losses during the displacement as well as the
detection efficiency, can be as low as 66.7%.
Our atomic system is ideal to adopt this scheme, since two of the prerequi-
sites of the measurement have already been used successfully in other contexts
in our experimental setup. The displacement operator was implemented in
Ref. [155] to show an interaction-free measurement implemented via quantum
Zeno stabilization. The two-mode squeezed vacuum state has been discussed in
the previous chapters of this work. It would therefore be possible to implement
such a Bell test in the current system. One would create a squeezed vacuum
state in |1,±1〉 via spin-changing collisions, before applying a weak homodyn-
ing with the remaining condensate in |1, 0〉. A single atom detection could be
implemented using a fluorescence detection. Two counter-propagating beams
in the vertical direction form a one-dimensional optical molasses. The molasses
would be aligned with the splitting of the atomic states. This ensures a longer
interrogation time than a standard one beam detection. The fluorescence is then
recorded in the perpendicular direction. Such a setup allows for the first Bell
test of quantum mechanics with a continuous variable state.
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