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Abstract
Generating functions for Clebsch-Gordan coefficients of osp(1|2) are derived. These coefficients are ex-
pressed as q → −1 limits of the dual q-Hahn polynomials. The generating functions are obtained using
two different approaches respectively based on the coherent-state representation and the position repre-
sentation of osp(1|2).
1 Introduction
The purpose of this paper is to obtain generating functions for the Clebsch-Gordan coefficients (CGC) of
the osp(1|2) Lie superalgebra. This Z2-graded algebra, which corresponds to the dynamical algebra of a
one-dimensional para-Bose oscillator [2], is generated by two odd elements J± and one even element J0. The
abstract Z2 grading of osp(1|2) can be concretized by introducing a grade involution operator R (R2 = 1)
which commutes/anticommutes with the even/odd elements and by adding it to the set of generators. The
osp(1|2) algebra can thus be presented as the associative algebra with generators J0, J±, R and relations
[J0, J±] = ±J±, [J0, R] = 0, {J+, J−} = 2J0, {J±, R} = 0, R2 = 1, (1.1)
where [a, b] = ab− ba is the commutator and {a, b} = ab+ ba is the anticommutator. The presentation (1.1)
of osp(1|2) has sometimes been referred to as sl−1(2), as it can be obtained from a q → −1 limit of the
quantum algebra Uq(sl(2)) [11]. The algebra (1.1) has a Casimir operator which can be written as:
C = (J+J− − J0 + 1/2)R. (1.2)
The operator (1.2) corresponds to the sCasimir of osp(1|2) multiplied by the grade involution [9]. The
irreducible representations of osp(1|2) used in this paper are the positive-discrete series representations.
These infinite-dimensional representations are labeled by two numbers (µ, ǫ) with µ ≥ 0 and ǫ = ±1. On
the orthonormal basis vector |n, µ, ǫ〉 with n = 0, 1, 2, . . ., these representations are defined by the following
actions
J0 |n, µ, ǫ〉 = (n+ µ+ 1/2) |n, µ, ǫ〉, R|n, µ, ǫ〉 = ǫ (−1)n |n, µ, ǫ〉,
J+ |n, µ, ǫ〉 =
√
[n+ 1]µ |n+ 1, µ, ǫ〉, J− |n, µ, ǫ〉 =
√
[n]µ |n− 1, µ, ǫ〉,
(1.3)
where [n]µ stands for the “µ-number”
[n]µ = n+ µ (1− (−1)n). (1.4)
The Casimir operator is a multiple of the identity:
C |n, µ, ǫ〉 = −ǫ µ|n, µ, ǫ〉.
The representations (µ, ǫ) defined by (1.3) correspond to the para-Bose oscillator model (see section 4). In
the presentation (1.1), the superalgebra osp(1|2) has a coproduct ∆ : osp(1|2) → osp(1|2)⊗ osp(1|2) which
has the form
∆(J0) = J0 ⊗ 1 + 1⊗ J0, ∆(J±) = J± ⊗R+ 1⊗ J±, ∆(R) = R⊗R. (1.5)
The Clebsch-Gordan problem for osp(1|2) can be posited as follows. Consider the tensor product represen-
tation (µ1, ǫ1)⊗ (µ2, ǫ2) defined using (1.5). There are two natural bases for this representation space. The
first one is the direct product basis with basis vectors |n1, µ1, ǫ1〉⊗ |n2, µ2, ǫ2〉. This basis, thereafter referred
to as the uncoupled basis, corresponds to the diagonalization of the operators J0⊗1, R⊗1, ∆(J0) and ∆(R).
On these basis vectors, one has
(J0 ⊗ 1)|n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉 = (n1 + µ1 + 1/2) |n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉,
(R⊗ 1)|n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉 = ǫ1(−1)n1 |n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉,
∆(J0)|n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉 = (n1 + n2 + µ1 + µ2 + 1) |n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉,
∆(R)|n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉 = ǫ1ǫ2(−1)n1+n2 |n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉,
(1.6)
where n1, n2 ∈ {0, 1, 2, . . .}. The second basis, referred to as the coupled basis, corresponds to the diagonal-
ization of ∆(C), ∆(J0) and ∆(R). On the coupled basis vectors |n12, µ12, ǫ12〉, one has
∆(C) |n12, µ12, ǫ12〉 = −ǫ12µ12 |n12, µ12, ǫ12〉,
∆(R)|n12, µ12, ǫ12〉 = ǫ12(−1)n12 |n12, µ12, ǫ12〉,
∆(J0)|n12, µ12, ǫ12〉 = (n12 + µ12 + 1/2) |n12, µ12, ǫ12〉,
(1.7)
where n12 = 0, 1, 2 . . .. The possible values of µ12 and ǫ12 are determined by the irreducible content of the
tensor product representation (µ1, ǫ1)⊗ (µ2, ǫ2). It is known that one has the decomposition [6]
(µ1, ǫ1)⊗ (µ2, ǫ2) =
∞⊕
j=0
(µ1 + µ2 +
1
2
+ j, (−1)jǫ1ǫ2),
provided that µ1, µ2 ≥ 0. As a consequence, the values of µ12 and ǫ12 are given by
µ12 = µ1 + µ2 +
1
2
+ j, ǫ12 = (−1)jǫ1ǫ2 j = 0, 1, 2, . . . (1.8)
The Clebsch-Gordan problem for the osp(1|2) algebra consists in finding the coefficients Cn1n2n12,j that appear
in the expansion of the coupled vectors in terms of those of the uncoupled basis
|n12, µ12, ǫ12〉 =
∑
n1,n2
Cn1n2n12,j |n1, µ1, ǫ1〉 ⊗ |n2, µ2, ǫ2〉. (1.9)
The Clebsch–Gordan coefficients Cn1n2n12,j have already been determined in [5, 11]. They are given in terms
of the dual −1 Hahn polynomials. These polynomials belong to the Bannai–Ito scheme, which comprises
several families of bispectral orthogonal polynomials that correspond to q → −1 limits of polynomials of
the Askey scheme [12]. The dual −1 Hahn polynomials are q → −1 limits of the dual q-Hahn polynomials
[13]; they can also be obtained as a special case of the Complementary Bannai-Ito polynomials [4]. The
dual −1 Hahn polynomial obey a discrete orthogonality relation on a finite lattice. In addition to satisfying
the mandatory three-term recurrence relation, these polynomials are also eigenfunctions of a second-order
Dunkl shift operator involving reflections; they are thus bispectral but lie outside the framework of Leonard
duality.
In the present paper, we expand upon these results by deriving generating functions for these Clebsch–
Gordan coefficients. We do so using two different approaches. The first approach is based on a method
originally proposed by Granovskii and Zhedanov in [7]. We generalize this technique to take into account the
twisted coproduct (1.5) of osp(1|2) (see also [8]). This method relies upon the coherent-state representation
of the para-Bose oscillator. The second approach is based on the two-dimensional Dunkl oscillator model, a
2
superintegrable system which is obtained by combining two independent one-dimensional para-Bose oscilla-
tors. Here, we use the wavefunctions of the Dunkl oscillator separated in Cartesian and polar coordinates as
realizations of the basis vectors of the uncoupled and coupled bases to derive the generating functions. This
method relies upon the position representation of the para-Bose oscillator.
The paper is organized as follows. In Section 2, the properties of the dual −1 Hahn polynomials are
recalled. The generating functions for the osp(1|2) CGC are derived using the first approach in section 3
and using the second method in section 4. A short conclusion follows.
2 Dual -1 Hahn Polynomials
This section reviews the main properties of the dual −1 Hahn polynomials. The connection between the
ops(1|2) Clebsch-Gordan coefficients and these polynomials is also provided.
The monic dual -1 Hahn polynomials, which involve two real parameters η, ξ and a positive integer N ,
will be denoted by R
(−1)
n (x; η, ξ,N). They satisfy the recurrence relation
R
(−1)
n+1 (x; η, ξ,N) + bnR
(−1)
n (x; η, ξ,N) + unR
(−1)
n−1 (x; η, ξ,N) = xR
(−1)
n (x; η, ξ,N),
where the coefficients are given by
un = 4[n]ξ[N − n+ 1]η, bn = 2([n]ξ + [N − n]η)− 2η − 2ξ − 2N − 1,
with [n]µ the µ-numbers as defined in (1.4). The dual −1 Hahn polynomials obey the orthogonality relation
N∑
j=0
wj R
(−1)
n (yj)R
(−1)
m (yj) = κ0 u1u2...unδnm, (2.1)
where the normalization κ0, the grid points ys and the weights w2s+q for s = 0, 1, . . . , N and q ∈ {0, 1} have
the expressions
κ0(η, ξ,N) =


(−η − ξ −N)N/2
(1/2− ξ −N/2)N/2
, N even,
(η + ξ + 1)(N+1)/2
(η + 1/2)(N+1)/2
, N odd,
ys(η, ξ,N) =
{
(−1)s(−2η − 2ξ − 2N + 2s− 1), N even,
(−1)s(2η + 2ξ + 2s+ 1), N odd,
w2s+q(η, ξ,N) =


(−1)s (−N/2)s+q
s!
(1/2− η −N/2)s(−η − ξ −N)s
(1/2− ξ −N/2)s(−η − ξ −N/2)s+q , N even,
(−1)s (−(N − 1)/2)s
s!
(ξ + 1/2)s+q(η + ξ + 1)s
(η + 1/2)s+q(η + ξ +N/2 + 3/2)s
, N odd,
with (a)n = (a)(a+ 1) . . . (a+ n− 1).
The dual −1 Hahn polynomials can be expressed explicitly in terms of hypergeometric functions (see [1]
for the definition). When N is even,
R
(−1)
2k (x− 1) = γ(0)n 3F2
(−n, δ + x4 , δ − x4
−N2 , − 2η+N−12
; 1
)
,
R
(−1)
2k+1(x− 1) = γ(1)n (x− 2η − 2ξ) 3F2
(−n, δ + x4 , δ − x4
1− N2 , − 2η+N−12
; 1
)
,
with δ = (η + ξ +N)/2 and
γ(0)n = 16
n
(−N
2
)
n
(
1− 2η −N
2
)
n
, γ(1)n = 16
n
(
1−N
2
)
n
(
1− 2η −N
2
)
n
,
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while for N odd,
R
(−1)
2k (x− 1) = γ(0)n 3F2
(−n, δ + x4 , δ − x4
−N−12 , η + 1 + N2
; 1
)
,
R
(−1)
2k+1(x− 1) = γ(1)n (x+ 2η − 2ξ)3F2
( −n, δ + x4 , δ − x4
−N−12 , η + 1 + N+12
; 1
)
,
where δ = (η + ξ + 1)/2 and
γ(0)n = 16
n
(
1−N
2
)
n
(
2η + 1
2
)
n
, γ(1)n = 16
n
(
1−N
2
)
n
(
2η + 3
2
)
n
.
It has been shown in [5] that the osp(1|2) Clebsch-Gordan coefficients 〈n1, µ1, ǫ1, n2, µ2, ǫ2|n12, µ12, ǫ12〉,
which form a unitary matrix by definition, are given as follows in terms of the dual -1 polynomials:
〈n1, µ1, ǫ1, n2, µ2, ǫ2|n12, µ12, ǫ12〉 = 2−n1
√
wj [n2]µ2 !
κ0[n1]µ1 ![n1 + n2]µ2 !
R(−1)n1 (yj ;µ2, µ1, n1 + n2),
where the µ-factorials [n]µ! are defined as [n]µ! = [n]µ[n− 1]µ[n− 2]µ . . . [1]µ and where wj = wj(µ2, µ1, n1+
n2), κ0 = κ0(µ2, µ1, n1 + n2) and yj = yj(µ2, µ1, n1 + n2). The relation n1 + n2 = n12 + j between the basis
vector labels (3.21) is assumed and will be explained in section 3.5.
3 Algebraic approach
We shall call algebraic the first approach to obtain the generating functions for the osp(1|2) CGC. It builds
on the method introduced in [7]. In order to present it clearly, we shall start by illustrating how it applies
in the case of su(1, 1) before treating the osp(1|2) case in details.
3.1 The case of su(1, 1)
The su(1, 1) algebra is given by the generators A± and A0 with the relations
[A0, A±] = ±A±, [A+, A−] = −2A0
and conditions
A†0 = A0, A
†
± = A∓.
The Casimir operator Q of this algebra is
Q = J20 − J+J− − J0.
The positive-discrete series representations are labeled by one positive real number l. The orthonormal basis
vectors of a given representation (l) will be noted |m, l〉 with the actions of the generators and of the Casimir
operator given by
A0|m, l〉 = (l +m)|m, l〉,
A+|m, l〉 =
√
(m+ 1)(2l+m)|m+ 1, l〉,
A−|m, l〉 =
√
m(2l +m− 1)|m− 1, l〉,
Q|m, l〉 = l(l + 1)|m, l〉.
The su(1, 1) algebra can be endowed with a coproduct ∆ : su(1, 1)→ su(1, 1)⊗ su(1, 1) given by
∆(Ai) = Ai ⊗ 1 + 1⊗Ai,
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which defines the tensor product of the positive discrete series representations. The decomposition of the
tensor product of two irreducible representations in a direct sum of irreducible representations is known to
be
(l1)⊗ (l2) =
∞⊕
k=0
(l1 + l2 + k).
There are two natural bases for the (l1)⊗ (l2) representation space. The uncoupled one, comprises the direct
product of the basis vectors of (l1) and (l2), written |m1, l1,m2, l2〉 = |m1, l1〉⊗ |m2, l2〉, and diagonalizes the
operators A0 ⊗ 1 and ∆(A0):
A0 ⊗ 1|m1, l1,m2, l2〉 = (m1 + l1)|m1, l1,m2, l2〉, (3.1)
∆(A0)|m1, l1,m2, l2〉 = (m1 +m2 + l1 + l2)|m1, l1,m2, l2〉. (3.2)
The coupled basis is the union of the standard bases of the representations (l1 + l2 + k), noted |m12, l12〉,
where l12 = l1 + l2 + k, and corresponds to the diagonalization of ∆(A0) and ∆(Q):
∆(A0)|m12, l12〉 = (m12 + l12)|m12, l12〉, ∆(Q)|m12, l12〉 = l12(l12 + 1)|m12, l12〉. (3.3)
The Clebsch-Gordan problem can thus be stated as finding the expansion coefficients 〈m1, l1,m2, l2|m12, l12〉
of one basis in terms of the other:
|m12, l12〉 =
∑
m1,m2
〈m1, l1,m2, l2|m12, l12〉|m1, l1,m2, l2〉.
By comparing the action of∆(A0), given by (3.2) and (3.3), on the left and right of 〈m1, l1,m2, l2|∆(A0)|m12, l12〉,
we observe that these coefficients will be non-zero only if m1 +m2 = m12 + k.
The method we wish to use to find the CGC goes as follows in this case. An operator X is chosen in the
algebra and a (dual) basis is constructed from its left eigenvectors 〈x, l|
〈x, l|X = x〈x, l|.
Taking X = A+, the overlap given by 〈x, l|m, l〉 can be factorized in terms of the "vacuum" or ground state
amplitude 〈x, l|0, l〉 and a monomial in x. Other choices for X are possible, see for example [14]. This
factorization is obtained by applying X to the left and to the right:
〈x, l|X |m, l〉 = x〈x, l|m, l〉 =
√
(m+ 1)(2l+m)〈x, l|m+ 1, l〉,
and by using this relation recursively
〈x, l|m, l〉 = 〈x, l|0, l〉P lm(x), P lm(x) =
xm√
m!(2l)m
. (3.4)
Given the coproduct ∆(X) = X ⊗ 1 + 1 ⊗X , 〈x, l1, y, l2| = 〈x, l1| ⊗ 〈y, l2| is a left eigenvector of ∆(X)
with eigenvalue x + y and the factorization property holds for the tensor product, or coupling, of two
representations
〈x, l1, y, l2|m12, l12〉 = 〈x, l1, y, l2|0, l12〉P l12m12(x+ y). (3.5)
We then observe that the overlap 〈x, l1, y, l2|m12, l12〉 can be decomposed in two different ways. First, one
can use the resolution of the identity in the uncoupled basis and factorize as in (3.4) the resulting overlaps
on each subspace of the tensor product space
〈x, l1, y, l2|m12, l12〉 =
∑
m1,m2
〈x, l1, y, l2|m1, l1,m2, l2〉〈m1, l1,m2, l2|m12, l12〉
= 〈x, l1, y, l2|0, l1, 0, l2〉
∑
m1,m2
〈m1, l1,m2, l2|m12, l12〉P l1m1(x)P l2m2 (y).
Second, one can use the factorization property in the coupled basis (3.5) to find
〈x, l1, y, l2|m12, l12〉 = 〈x, l1, y, l2|0, l12〉P l12m12(x+ y)
= P l12m12(x+ y)
∑
m1,m2
〈x, l1, y, l2|m1, l1,m2, l2〉〈m1, l1,m2, l2|0, l12〉
= 〈x, l1, y, l2|0, l1, 0, l2〉P l12m12(x+ y)
∑
m1,m2
〈m1, l1,m2, l2|0, l12〉P l1m1 (x)P l2m2(y).
By cancelling the uncoupled vacuum overlap 〈x, l1, y, l2|0, l1, 0, l2〉 in the two different decompositions above,
we obtain
P l12m12(x+ y)
∑
m1,m2
〈m1, l1,m2, l2|0, l12〉P l1m1(x)P l2m2 (y) =
∑
m1,m2
〈m1, l1,m2, l2|m12, l12〉P l1m1(x)P l2m2(y)
(3.6)
This is a polynomial equation involving the CGC. The generating functions are obtained by calculating the
sum on the left hand side and introducing a relation between x and y so that the polynomials on the right
hand side become monomials in a single variable. Recall the condition that m1+m2 = m12+k for the CGC
to be non-zero. It implies that the sums are constrained on the left hand side by m1 +m2 = k and on the
right hand side by m1 +m2 = m12 + k, given m12 and k.
To sum the left hand side of (3.6), we first obtain an expression for the coupled ground state CGC
〈m1, l1,m2, l2|0, l12〉; this is done by solving the recurrence relation obtained by applying ∆(A−) to the left
and to the right and rearranging:
〈m1 + 1, l1,m2, l2|0, l12〉 = −
√
(m2 + 1)(2l2 +m2)
(m1 + 1)(2l1 +m1)
〈m1, l1,m2 + 1, l2|0, l12〉.
Using the above equation recursively and taking into account the relation on the labels by writingm2 = k−m1
leads to
〈m1, l1, k −m1, l2|0, l12〉 = (−1)m1
√(
k
m1
)
(2l2)k
(2l1)m1(2l2)k−m1
〈0, l1, k, l2|0, l12〉. (3.7)
The remaining undetermined factor is obtained up to a phase by using the CGC orthogonality relation. This
yields
|〈0, l1, k, l2|0, l12, 〉|2 = (2l1 + k − 1)!(2l1 + 2l2 − 2)!
(2l1 − 1)!(2l12 − 2)! . (3.8)
We now return to the sum in the left hand side of (3.6). Using (3.7) and m2 = k −m1 while omitting
the term given by (3.8) and writing m1 as m, one has
k∑
m=0
(−1)m
((
k
m
)
(2l2)k
(2l1)m(2l2)k−m
) 1
2 xm√
m!(2l1)m
yk−m√
(k −m)!(2l2)k−m
=
1√
k!(2l2)k
k∑
m=0
(−1)m
(
k
m
)
(2l2)k
(2l1)m(2l2)k−m
xmyk−m
=
yk√
k!(2l2)k
k∑
m=0
(−k)m
m!
(2l2 + k −m)m
(2l1)m
(x/y)m
=
yk√
k!(2l2)k
k∑
m=0
(−k)m(1− k − 2l2)m
(2l1)m
(−x/y)m
m!
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One then sets x = y−1 to recognize that
∑
m1,m2
〈m1, l1,m2, l2|0, l12〉P l1m1(x)P l2m2 (y) =
x−k〈0, l1, k, l2|0, l12, 〉√
k!(2l2)k
2F1
(−k, 1− k − 2l2
2l1
;−x2
)
. (3.9)
Taking again x = y−1 in the right hand side of (3.6) and using m2 = m12 + k −m1 while relabelling m1 as
m, one obtains
∑
m1,m2
〈m1, l1,m2, l2|m12, l12〉P l1m1(x)P l2m2 (y) = x−m12−k
m12+k∑
m=0
〈m, l1,m12 + k −m, l2|m12, l12〉√
m!(2l1)m
√
(m12 + k −m)!(2l2)m12+k−m
(x2)m.
(3.10)
Using (3.9) and (3.10) in (3.6), substituting for P l12m12(x + x
−1) the expression given in (3.4) and posing
z = −x2, we obtain the generating function for the su(1, 1) CGC, which we recognize, up to normalization,
as the generating function for the dual Hahn polynomials
2F1
(−k, 1− k − 2l2
2l1
; z
)
(1− z)m12√
m12!(2l12)m12
〈0, l1, k, l2|0, l12〉√
k!(2l2)k
=
m12+k∑
m=0
(−1)m〈m, l1,m12 + k −m, l2|m12, l12〉√
m!(2l1)m
√
(m12 + k −m)!(2l2)m12+k−m
zm,
where 〈0, l1, k, l2|0, l12〉 is given by (3.8).
The method only applies to algebras with untwisted coproducts. With some modifications, it can be
adapted to certain algebras with twisted coproducts. We shall consider osp(1|2) where as seen from (1.5),
the twisting occurs because of the presence of an involution in the coproduct. The procedure to derive the
generating function for the osp(1|2) CGCs will be explained in the following sections.
3.2 The case of osp(1|2)
We now turn to osp(1|2). The approach illustrated in section 3.1 involves two different factorizations of
the overlaps between eigenvectors of an algebra element X and the coupled basis vectors. This yields an
equation that allows to identify a generating function for the CGC. Different choices of X will lead to different
factorizations, and thus, it is pertinent to choose X appropriately. One such choice is the creation operator
J+ that has the relevant coherent states as left eigenvectors. The overlap between the coherent states and the
coupled basis vectors will factorize in terms of a simple monomial and the ground state overlap, as in (3.4).
In light of (1.5), with such a choice, the coproduct of X will be twisted, the factorization of the overlaps will
not be immediate and will require a resolution of the identity in terms of the left eigenstates of X .
The presentation is organized as follows. The choice of the vectors to be used in the overlap will be
explained in section 3.3. The factorization property and its extension to the tensor product of two represen-
tations will be developed in section 3.4. Some required identities and conditions for the CGC to be non-zero
will be worked out in sections 3.5 and 3.6. Finally, the derivation of the analog of (3.6) for osp(1|2) will be
obtained in 3.7 with the final results, corresponding to different parities, to be found in subsections 3.7.1
and 3.7.2.
3.3 Signed coherent states
Let X = J+. The (dual) coherent states in the representation (µ, ǫ) of osp(1|2) are the left-eigenvectors
〈x, µ, ǫ| of X
〈x, µ, ǫ|X = x〈x, µ, ǫ|.
For this choice for X , the coherent states have simple monomials overlaps in the standard representation
basis; however they do not admit a diagonal resolution of the identity [10]. Hence, it will be simpler to work
with related vectors, referred to as the signed coherent states, which are the left-eigenvectors, of X2 = (J+)
2
〈x±, µ, ǫ|X2 = x2〈x±, µ, ǫ|,
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and for which there exists a diagonal resolution of the identity [10]
I =
∫
dλx+ |x+, µ, ǫ〉〈x+, µ, ǫ|+
∫
dλx− |x−, µ, ǫ〉〈x−, µ, ǫ|, (3.11)
for some measure dλx± . These eigenvectors 〈x±, µ, ǫ| of X2 are expressed in terms of those of X as follows
〈x±, µ, ǫ| = 1√
2
[〈x, µ, ǫ| ± 〈−x, µ, ǫ|]. (3.12)
These vectors are not left-eigenvectors of the X , in fact, the left-action of R, the involution operator, and of
X on these vectors is
〈x±, µ, ǫ|X = x〈x∓, µ, ǫ|, (3.13)
〈x±, µ, ǫ|R = ±ǫ〈x±, µ, ǫ|. (3.14)
3.4 Factorization of the overlap
Consider the overlap in a representation (µ, ǫ) of osp(1|2) between the vectors 〈x±, µ, ǫ| defined in (3.12) and
the basis vectors |n, µ, ǫ〉 as given in (1.3). This overlap can be factorized in terms of a monomial in x and
the ground state overlap 〈x+, µ, ǫ|0, µ, ǫ〉 by considering the action of X = J+ to the right and left in the
expression following
〈x±, µ, ǫ|X |n, µ, ǫ〉 = x〈x∓, µ, ǫ|n, µ, ǫ〉
=
√
[n+ 1]µ〈x±, µ, ǫ|n+ 1, µ, ǫ〉.
By recurrence, we see that
〈x±, µ, ǫ|n, µ, ǫ〉 = 〈x+, µ, ǫ|0, µ, ǫ〉Qµn(x), (3.15)
Qµn(x) =
xn√
[n]µ!
. (3.16)
Notice that the overlap 〈x−, µ, ǫ|n, µ, ǫ〉 = 0 for n even and 〈x+, µ, ǫ|n, µ, ǫ〉 = 0 for n odd, as seen by the
application of R to the left and right in 〈x±, µ, ǫ|R|n, µ, ǫ〉 using (1.3) and (3.14).
We now wish to extend this factorization to the tensor product of two representations. Consider the
irreducible content (µ12, ǫ12) of the representation space (µ1, ǫ1) ⊗ (µ2, ǫ2), with µ12 and ǫ12 given by (1.8).
The coproduct of X = J+ is given by ∆(J+) = J+ ⊗ R + I ⊗ J+. It can be shown [10] that the action of
R on the coherent states is 〈x, µ, ǫ|R = ǫ〈−x, µ, ǫ|. This implies that the tensor product of coherent states
〈x, µ1, ǫ1| ⊗ 〈y, µ2, ǫ2| = 〈x, µ1, ǫ1, y, µ2, ǫ2| are not left-eigenvectors of ∆(X). To proceed, one defines the
signed coherent states, or left-eigenvectors of ∆(X)2, using the analogue of (3.12), that is
〈z±, µ12, ǫ12| = 1√
2
[〈z, µ12, ǫ12| ± 〈−z, µ12, ǫ12|],
where 〈z, µ12, ǫ12| are the coherent states of the representation (µ12, ǫ12), defined as the left-eigenvectors of
∆(X)
〈z, µ12, ǫ12|∆(X) = z〈z, µ12, ǫ12|.
Note that the equations corresponding to (3.13) and (3.14) still hold
〈z±, µ12, ǫ12| △ (X) = z〈z∓, µ12, ǫ12|, (3.17)
〈z±, µ12, ǫ12| △ (R) = ±ǫ12〈z±, µ12, ǫ12|. (3.18)
It follows that the factorization property given by equation (3.15) will stand in the coupled representation
with the same polynomials as given in (3.16)
〈z±, µ12, ǫ12|n12, µ12, ǫ12〉 = 〈z+, µ12, ǫ12|0, µ12, ǫ12〉Qµ12n12(z). (3.19)
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As per (3.11), the resolution of the identity in terms of the tensor product of signed coherent states
〈x±, µ1, ǫ1, y±, µ2, ǫ2|, that will be required in the following, is diagonal.
Although the expression of the coupled signed coherent states 〈z±, µ12, ǫ12| in terms of the uncoupled
ones 〈x±, µ1, ǫ1, y±, µ2, ǫ2| is not needed, we still have to establish the relation between the variables x, y
and z which are not independent. This relation is easily obtained by applying ∆(X)2 to the left and right
of 〈z±, µ12, ǫ12|∆(X)2|x±, µ1, ǫ1, y±, µ2, ǫ2〉 to find
z2 = x2 + y2. (3.20)
Let us stress that we use left eigenvectors 〈z, µ12, ǫ12| of ∆(X) belonging to the space of the irreducible
representation (µ12, ǫ12) instead of the direct product space associated to (µ1, ǫ1) ⊗ (µ2, ǫ2). Those vectors
are related with the tensor products of the left eigenvectors 〈x, µ1, ǫ1, y, µ2, ǫ2| of X via a resolution of
the identity. As will be shown, the strength of the approach is that the explicit expression of the overlap
〈z, µ12, ǫ12|x, µ1, ǫ1, y, µ2, ǫ2〉 need not be known. It is only required that a resolution of the identity exists in
terms of the vectors 〈x, µ1, ǫ1, y, µ2, ǫ2|. The use of the signed coherent states instead of the coherent states
is only to facilitate the calculations.
3.5 Coupled vectors decomposition
We derive in this section explicit expressions for two subsets of the Clebsch-Gordan coefficients that are
required to derive the generating function for the complete CGC. Specifically, an expression will be needed
for the CGC denoted by 〈n1, µ1, ǫ1, n2, µ2, ǫ2|0, µ12, ǫ12〉 and 〈n1, µ1, ǫ1, n2, µ2, ǫ2|1, µ12, ǫ12〉. The labels in
non-zero CGC are not independent. In fact, under the assumption that the overlap is non-zero, one can
apply ∆(J0) to the right and left of 〈n1, µ1, ǫ1, n2, µ2, ǫ2|∆(J0)|n12, µ12, ǫ12〉 using (1.6), (1.7) and (1.8) to
obtain
n1 + n2 = n12 + j, (3.21)
where j is implicit in the parameters µ12 and ǫ12.
We now derive an expression for 〈n1, µ1, ǫ1, n2, µ2, ǫ2|0, µ12, ǫ12〉. With n12 = 0, we have n1 + n2 =
j. This implies that we can write n2 = j − n1. By applying ∆(J−) to the left and to the right in
〈n1, µ1, ǫ1, n2, µ2, ǫ2|∆(J−)|0, µ12, ǫ12〉, we obtain the following relation
〈n1 + 1, µ1, ǫ1, n2, µ2, ǫ2|0, µ12, ǫ12〉 = − (−1)
n2
ǫ2
√
[n2 + 1]µ2
[n1 + 1]µ1
〈n1, µ1, ǫ1, n2 + 1, µ2, ǫ2|0, µ12, ǫ12〉.
Using the above relation recursively while making explicit the dependence between the labels in view of
(3.21) by relabeling n1 as n and writing n2 = j − n leads to
〈n, µ1, ǫ1, j − n, µ2, ǫ2|0, µ12, ǫ12〉 =
(−1
ǫ2
)n
(−1)nj−n(n+1)/2
√
[j]µ2 [j − 1]µ2 ...[j − n+ 1]µ2
[n]µ1 !
× 〈0, µ1, ǫ1, j, µ2, ǫ2|0, µ12, ǫ12〉. (3.22)
From the orthogonality of the Clebsch-Gordan coefficients, we find
|〈0, µ1, ǫ1, j, µ2, ǫ2|0, µ12, ǫ12〉|2 =


( j2 + 1 + µ1 + µ2)j/2
2j/2(12 + µ1)j/2
for j pair,
( j+12 + µ1 + µ2)(j+1)/2
2(j+1)/2(12 + µ1)(j+1)/2
for j odd.
(3.23)
We can similarly determine 〈n1, µ1, ǫ1, n2, µ2, ǫ2|1, µ12, ǫ12〉. Using (1.6), (1.7) and applying ∆(J+) to the
left and right of 〈n1, µ1, ǫ1, n2, µ2, ǫ2|∆(J+)|0, µ12, ǫ12〉, one is led to√
[1]µ12〈n1, µ1, ǫ1, n2, µ2, ǫ2|1, µ12, ǫ12〉 = ǫ2(−1)n2
√
[n1]µ1〈n1 − 1, µ1, ǫ1, n2, µ2, ǫ2|0, µ12, ǫ12〉
+
√
[n2]µ2〈n1, µ1, ǫ1, n2 − 1, µ2, ǫ2|0, µ12, ǫ12〉
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Using (3.21), one now writes n1 as n and uses (3.22) to obtain
〈n, µ1, ǫ1, 1 + j − n, µ2, ǫ2|1, µ12, ǫ12〉 =
(−1
ǫ2
)n
(−1)nj−n(n+1)/2√
[1]µ12
√
[j]µ2 [j − 1]µ2 ...[j − n+ 2]µ2
[n]µ1 !
× [[n]µ1 + [1 + j − n]µ2 ]〈0, µ1, ǫ1, j, µ2, ǫ2|0, µ12, ǫ12〉 (3.24)
3.6 Selection rules
Let us now derive selection rules for relevant overlaps. Consider 〈z±, µ12, ǫ12|n12, µ12, ǫ12〉. Applying ∆(R)
to the left and right within this overlap, using (3.18) and simplifying, one has
±ǫ12 = ǫ12(−1)n12 ,
which implies that
〈z−, µ12, ǫ12|n12, µ12, ǫ12〉 = 0 for n12 even 〈z+, µ12, ǫ12|n12, µ12, ǫ12〉 = 0 for n12 odd. (3.25)
Let us examine similarly the overlap 〈z±, µ12, ǫ12|x±, µ1, ǫ1, y±, µ2, ǫ2〉. Employing ∆(R), with the help of
(3.14) and (3.18), one finds the following relation
(±)z(−1)j = (±)x(±)y,
where (±)a refers to the sign of the index of the variable a. One then has the following
〈z+, µ12, ǫ12|x±, µ1, ǫ1, y±, µ2, ǫ2〉 = 0
〈z−, µ12, ǫ12|x∓, µ1, ǫ1, y±, µ2, ǫ2〉 = 0
}
for j even,
〈z+, µ12, ǫ12|x∓, µ1, ǫ1, y±, µ2, ǫ2〉 = 0
〈z−, µ12, ǫ12|x±, µ1, ǫ1, y±, µ2, ǫ2〉 = 0
}
for j odd.
(3.26)
These two conditions naturally lead to four cases. The reader should keep in mind, in what follows, that
equation (3.21) is always satisfied if we restrict ourselves to the non-zero Clebsch-Gordan coefficients.
3.7 Generating function
With these preliminaries, we are now ready to derive an equation playing, for osp(1|2), the same role as (3.6)
in the su(1, 1) case. We will then bring this equation to a closed form and introduce a relation between the
variables to obtain the CGC generating function.
To that end, we consider the overlap 〈z±, µ12, ǫ12|n12, µ12, ǫ12〉 between the coupled basis vector |n12, µ12, ǫ12〉
and the signed coherent states (3.12) of the representation (µ12, ǫ12). For ease of notation, we will take it
as understood that the representation space is that of (µ1, ǫ1) ⊗ (µ2, ǫ2), with µ12 and ǫ12 functions of j as
per (1.8). Accordingly, we will write |n12, µ12, ǫ12〉 as |n12, j〉 and |n1, µ1, ǫ1, n2, µ2, ǫ2〉, the decoupled basis
vectors (1.6), as |n1, n2〉. Similarly, since both vectors in the overlap are defined on the same representation
(µ12, ǫ12), we will write 〈z±, µ12, ǫ12| as simply 〈z±, j|.
First, one can decompose the vector |n12, j〉 on the decoupled basis |n1, n2〉 using the Clebsch-Gordan
decomposition. The overlap can then be expressed as
〈z±, j|n12, j〉 =
n12+j∑
n=0
〈z±, j|n, n12 + j − n〉〈n, n12 + j − n|n12, j〉,
where we have made use of (3.21). One then calls upon the resolution of the identity on the representation
space (µ1, ǫ1)⊗ (µ2, ǫ2), given in (3.11), to obtain
〈z±, j|n12, j〉 =
∫∫
dλx±dλy±〈z±, j|x±y±〉
n12+j∑
n=0
〈x±|n〉〈y±|n12 + j − n〉〈n, n12 + j − n|n12, j〉, (3.27)
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where, again, the parameters µ1, µ2, ǫ1 and ǫ2 of the decoupled representation space are implicitly under-
stood, justifying the notation |x±〉 for the signed coherent states |x±, µ, ǫ〉.
Secondly, the overlap can also be decomposed by applying first the coupled factorization (3.19) and then
applying the same process as above. Let
〈z±, j|n12, j〉 =


Qµ12n12(z)〈z+, j|0, j〉 for n12 even,
Qµ12n12−1(z)〈z−, j|1, j〉 for n12 odd,
(3.28)
where the conditions (3.25) were used. We can now use the resolution of the identity in terms of the uncoupled
basis on the remaining overlap above
〈z±, j|n12, j〉 =


Qµ12n12(z)
j∑
n=0
〈z+, j|n, j − n〉〈n, j − n|0, j〉 for n12 even,
Qµ12n12−1(z)
j+1∑
n=0
〈z−, j|n, 1 + j − n〉〈n, 1 + j − n|1, j〉 for n12 odd,
and finally, use the resolution of the identity (3.11) as before on the above, taking into account the conditions
(3.25), to obtain, for n12 even
〈z+, j|n12, j〉 = Qµ12n12(z)
∫∫
dλx±dλy±〈z+, j|x±y±〉
j∑
n=0
〈x±y±|n, j − n〉〈n, j − n|0, j〉, (3.29)
and for n12 odd
〈z−, j|n12, j〉 = Qµ12n12−1(z)
∫∫
dλx±dλy±〈z−, j|x±y±〉
j+1∑
n=0
〈x±y±|n, 1 + j − n〉〈n, 1 + j − n|1, j〉. (3.30)
We now wish to compare the integrands of both decompositions of the overlap 〈z±, j|n12, j〉, given that
those equations must stand for any z± or n12 and any representation parameters and that the parts of
the integrand we wish to compare are polynomials of finite degrees. To do so, one must use the condi-
tions given in (3.25) and (3.26) to determine, for each of the parity combinations of n12 and j, the sign
indices (±)i, with i = x, y, z, of the coupled and decoupled signed coherent states for which the overlap
〈z±, µ12, ǫ12|x±, µ1, ǫ1, y±, µ2, ǫ2〉 is non-zero. The remaining non-zero terms can then be equated. One then
separates the sums in even and odd n and factorizes the overlaps as in section 3.4 in terms of the decoupled
signed coherent states 〈x±y±| to obtain polynomial expressions in the sums in (3.27), (3.29) and (3.30). We
can now equate the sums coming from the first decomposition scheme (3.27) to the sums coming from the
second one given by (3.29) and (3.30) by comparing the terms that are not summed in the integrands of
these equations, requiring the factorization as applied in (3.28). This comparison leads to equalities for the
sums themselves. Furthermore, one can combine the sums on even and odd n on both side of the equalities
to obtain a single equality for each of the parity combination of n12 and j.
Let us clarify this process through an example with n12 and j even. With n12 even, one can deduce,
using (3.25), that it is suffices to consider the overlap with 〈z+, j| in (3.27). Equating with (3.29) yields
∫∫
dλx±dλy±〈z+, j|x±y±〉
n12+j∑
n=0
〈x±|n〉〈y±|n12 + j − n〉〈n, n12 + j − n|n12, j〉 =
Qµ12n12(z)
∫∫
dλx±dλy±〈z+, j|x±y±〉
j∑
n=0
〈x±y±|n, j − n〉〈n, j − n|0, j〉.
In view of (3.26), with j even, we know that the sign indices of x± and y± must be the same. Incidentally,
as noted in section 3.4, when the sign index is +, only the terms with n even in both sums of the above
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equation will be non-zero, whereas when the sign is −, only the terms with n odd will contribute. The above
equation is valid when restricted to the terms with n even, or respectively, odd. For n even, this leads to
∫∫
dλx+dλy+〈z+, j|x+y+〉
n12+j∑
n=0
n even
〈x+|n〉〈y+|n12 + j − n〉〈n, n12 + j − n|n12, j〉 =
Qµ12n12(z)
∫∫
dλx+dλy+〈z+, j|x+y+〉
j∑
n=0
n even
〈x+y+|n, j − n〉〈n, j − n|0, j〉, (3.31)
It is now possible to apply the factorization of section 3.4 to the uncoupled signed coherent states overlaps.
For n even, one obtains, from (3.31)
∫∫
dλx+dλy+〈z+, j|x+y+〉〈x+|0〉〈y+|0〉
n12+j∑
n=0
n even
Qµ1n (x)Q
µ2
n12+j−n
(y)〈n, n12 + j − n|n12, j〉 =
∫∫
dλx+dλy+〈z+, j|x+y+〉〈x+|0〉〈y+|0〉Qµ12n12(z)
j∑
n=0
n even
Qµ1n (x)Q
µ2
j−n(y)〈n, j − n|0, j〉.
As explained before, we can now equate the integrands, leading to
n12+j∑
n=0
n even
Qµ1n (x)Q
µ2
n12+j−n
(y)〈n, n12 + j − n|n12, j〉 = Qµ12n12(z)
j∑
n=0
n even
Qµ1n (x)Q
µ2
j−n(y)〈n, j − n|0, j〉
For n odd, instead of (3.31), one gets
n12+j−1∑
n=1
n odd
Qµ1n (x)Q
µ2
n12+j−n
(y)〈n, n12 + j − n|n12, j〉 = Qµ12n12(z)
j−1∑
n=1
n odd
Qµ1n (x)Q
µ2
j−n(y)〈n, j − n|0, j〉.
The two equations above can be combined to give
n12+j∑
n=0
Qµ1n (x)Q
µ2
n12+j−n
(y)〈n, n12 + j − n|n12, j〉 = Qµ12n12(z)
j∑
n=0
Qµ1n (x)Q
µ2
j−n(y)〈n, j − n|0, j〉. (3.32)
Equations analogous to (3.32) are similarly obtained for each parity combination for n12 and j. In order
to obtain generating functions, we wish to bring the right hand side of (3.32), or its equivalent in other
parity cases, to a closed form while introducing a relation between the variables x and y to transform the
left hand side sum in a power series of a single variable. This work is best done treating the two parities of
n12 separately and those of j in parallel.
3.7.1 Cases with n12 even
We have derived above (3.32) an equation playing for osp(1|2) the same role that (3.6) plays in the case
of su(1, 1). This equation is valid for n12 and j even. It can easily be shown that the same expression
is obtained when one considers the case with n12 even and j odd. We will thus construct the generating
function for both parities of j in parallel. Using (3.16) and (3.22) in (3.32) and simplifying, we obtain
yn12
n12+j∑
n=0
(x/y)n√
[n]µ1 !
〈n, n12 + j − n|n12, j〉√
[n12 + j − n]µ2 !
=
j∑
n=0
(−x
ǫ2y
)n
(−1)nj−n(n+1)/2 [j]µ2 [j − 1]µ2 ...[j − n+ 1]µ2
[n]µ1 !
× z
n12√
[n12]µ12 ![j]µ2 !
〈0, j|0, j〉, (3.33)
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where 〈0, j|0, j〉 = 〈0, µ1, ǫ1, j, µ2, ǫ2|0, µ12, ǫ12〉 is given by (3.23) and where we made use of the following
identity
1
[j − n]µ! =
[j]µ[j − 1]µ...[j − n+ 1]µ
[j]µ!
. (3.34)
We now want to reduce the left hand side of (3.33) to the form of a generating function by writing it as a
power series of a single variable. Setting y = x−1 leads to
n12+j∑
n=0
x2n√
[n]µ1 !
〈n, n12 + j − n|n12, j〉√
[n12 + j − n]µ2 !
=
j∑
n=0
(−x2
ǫ2
)n
(−1)nj−n(n+1)/2 [j]µ2 [j − 1]µ2 ...[j − n+ 1]µ2
[n]µ1 !
× (xz)
n12√
[n12]µ12 ![j]µ2 !
〈0, j|0, j〉. (3.35)
In order to express the right hand side of (3.35) in a closed form, one needs to split the terms with even and
odd n. This separation enables one to write the µ-factorials in terms of Pochhammer symbols. We will need
the following identities
[n]µ! =
{
2nk!(12 + µ)k for n even, n = 2k,
2nk!(32 + µ)k(
1
2 + µ) for n odd, n = 2k + 1,
(3.36)
[j]µ[j − 1]µ...[j − n+ 1]µ =


2n(− j2 )k(12 − j2 − µ)k for n, j even, n = 2k,
2n(1− j2 )k(12 − j2 − µ)k( j2 ) for n odd and j even, n = 2k + 1,
2n(12 − j2 )k(− j2 − µ)k for n even and j odd, n = 2k,
2n(1− j2 − µ)k(12 − j2 )k for n, j odd, n = 2k + 1,
(3.37)
(−1)nj−n(n+1)/2 =
{
(−1)k for n even, n = 2k,
(−1)j+k+1 for n odd, n = 2k + 1. (3.38)
We can now derive the final result. Separating the sums in even and odd n in the right hand side of
(3.35), using (3.36), (3.37) and (3.38) while changing the variable to s = x2, one obtains that the sum on
the right hand side of (3.35) can be written in terms of hypergeometric functions. That is,
j∑
n=0
(−x2
ǫ2
)n
(−1)nj−n(n+1)/2 [j]µ2 [j − 1]µ2 ...[j − n+ 1]µ2
[n]µ1 !
=


2F1
(
− j2 , 12 − j2 − µ2
1
2 + µ1
;−s2
)
+
js
(1 + 2µ1)ǫ2
2F1
(
1− j2 , 12 − j2 − µ2
3
2 + µ1
;−s2
)
for j even,
2F1
(
1
2 − j2 , − j2 − µ2
1
2 + µ1
;−s2
)
− s (j + 2µ2)
(1 + 2µ1)ǫ2
2F1
(
1− j2 − µ2, 12 − j2
3
2 + µ1
;−s2
)
for j odd.
(3.39)
The remaining term in (3.35) is still expressed as a function of z and not s. Using (3.20), and y = x−1,
one easily finds
(xz)n12√
[n12]µ12 ![j]µ2 !
〈0, j|0, j〉 = (s
2 + 1)n12/2√
[j]µ2 ![n12]µ12 !
〈0, j|0, j〉. (3.40)
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When n12 is even, using (3.39) and (3.40) in (3.35) with s = x
2, the generating function for the osp(1|2)
Clebsch-Gordan coefficients is found to be:
n12+j∑
n=0
sn√
[n]µ1 !
〈n, n12 + j − n|n12, j〉√
[n12 + j − n]µ2 !
=
(s2 + 1)n12/2√
[j]µ2 ![n12]µ12 !
〈0, j|0, j〉
×


2F1
(
− j2 , 12 − j2 − µ2
1
2 + µ1
;−s2
)
+
js
(1 + 2µ1)ǫ2
2F1
(
1− j2 , 12 − j2 − µ2
3
2 + µ1
;−s2
)
for j even,
2F1
(
− j−12 , − j2 − µ2
1
2 + µ1
;−s2
)
− s (j + 2µ2)
(1 + 2µ1)ǫ2
2F1
(
− j−12 , 1− j2 − µ2
3
2 + µ1
;−s2
)
for j odd,
where again, 〈0, j|0, j〉 = 〈0, µ1, ǫ1, j, µ2, ǫ2|0, µ12, ǫ12〉 is given by (3.23).
3.7.2 Cases with n12 odd
Starting from (3.27) but using now (3.30) as factorization, one can derive an equation equivalent to (3.32)
in the case with n12 odd. Again, this equation has the same expression for both parities of j. The analogue
of (3.6) in the case of osp(1|2) with n12 odd is thus
n12+j∑
n=0
Qµ1n (x)Q
µ2
n12+j−n
(y)〈n, n12 + j − n|n12, j〉 =
j+1∑
n=0
Qµ1n (x)Q
µ2
1+j−n(y)〈n, 1 + j − n|1, j〉Qµ12n12−1(z)
Using (3.16), (3.20), (3.24) and (3.34) in the above, simplifying and introducing the relation y = x−1 on the
variables leads to
n12+j∑
n=0
x2n√
[n]µ1 !
〈n, n12 + j − n|n12, j〉√
[n12 + j − n]µ2 !
=
j+1∑
n=0
(−x2
ǫ2
)n
(−1)nj−n(n+1)/2 [j]µ2 [j − 1]µ2 ...[j − n+ 2]µ2
[n]µ1 !
× [[n]µ1 + [1 + j − n]µ2 ]
(x4 + 1)(n12−1)/2√
[n12 − 1]µ12 ![1]µ12
〈0, j|0, j〉√
[j]µ2 !
(3.41)
To express the right hand side of (3.41) in a closed form, the following identity are needed
([n]µ1 + [1 + j − n]µ2)[j]µ2 [j − 1]µ2 ...[j − n+ 2]µ2
=


2n(− j2 )k(− j+12 − µ2)k for n, j even, n = 2k,
2n(− j2 )k(− j−12 − µ2)k(j + 1 + 2µ1)/2 for n odd and j even, n = 2k + 1,
2n(− j+12 )k(− j2 − µ2)k for n even and j odd, n = 2k,
2n(− j−12 )k(− j2 − µ2)k(1 + j + 2µ1 + 2µ2)/2 for n, j odd, n = 2k + 1.
Using these, (3.36) and (3.38) when splitting the right hand side of (3.41) in two sums on the even and odd
n leads to an expression in terms of hypergeometric series. Taking s = x2, this expression is given by
j+1∑
n=0
(−x2
ǫ2
)n
(−1)nj−n(n+1)/2 [j]µ2 [j − 1]µ2 ...[j − n+ 2]µ2
[n]µ1 !
[[n]µ1 + [1 + j − n]µ2 ]
=


2F1
(
− j2 , − j+12 − µ2
1
2 + µ1
;−s2
)
+ s
(j + 1+ 2µ1)
(1 + 2µ1)ǫ2
2F1
(
− j2 , − j−12 − µ2
3
2 + µ1
;−s2
)
for j even,
2F1
(
− j+12 , − j2 − µ2
1
2 + µ1
;−s2
)
− s (1 + j + 2µ1 + 2µ2)
(1 + 2µ1)ǫ2
2F1
(
− j−12 , − j2 − µ2
3
2 + µ1
;−s2
)
for j even.
(3.42)
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One can then use (3.42) in (3.41) with s = x2, to obtain the generating function for the osp(1|2) Clebsch-
Gordan coefficients when n12 is odd
n12+j∑
n=0
sn√
[n]µ1 !
〈n, n12 + j − n|n12, j〉√
[n12 + j − n]µ2 !
=
(s2 + 1)(n12−1)/2√
[n12 − 1]µ12 ![1]µ12
〈0, j|0, j〉√
[j]µ2 !
×


2F1
(
− j2 , − j+12 − µ2
1
2 + µ1
;−s2
)
+ s
(j + 1 + 2µ1)
(1 + 2µ1)ǫ2
2F1
(
− j2 , − j−12 − µ2
3
2 + µ1
;−s2
)
for j even,
2F1
(
− j+12 , − j2 − µ2
1
2 + µ1
;−s2
)
− s (1 + j + 2µ1 + 2µ2)
(1 + 2µ1)ǫ2
2F1
(
− j−12 , − j2 − µ2
3
2 + µ1
;−s2
)
for j even,
where we still have that 〈0, j|0, j〉 = 〈0, µ1, ǫ1, j, µ2, ǫ2|0, µ12, ǫ12〉 is given by (3.23).
4 Wavefunction Approach
It is known that the osp(1|2) algebra is the dynamical algebra of a parabosonic oscillator [11] and that
it admits a realization in terms of differential-difference operators acting on wavefunctions of this system.
Consider then two independent parabosonic oscillators in the variables x and y. One can identify these
variables as the Cartesian coordinates in the plane. The Schrödinger equation for this two-dimensional
system separates naturally in these Cartesian coordinates, but also in polar coordinates. The associated two
sets of wavefunctions each constitute a basis of the Hilbert space associated with the problem. This implies
that they can be expanded one in term of the other. The coefficients of this expansion will be shown to be
the Clebsch-Gordan coefficients of osp(1|2). The generating functions of the CGC can also be derived in this
framework. We will assume, in what follows, that ǫ = 1 and shall omit this parameter in the notation from
now on and work with (µ, 1) representations.
The realization of the presentation (1.1) of osp(1|2) as a dynamical algebra goes as follows. Let Dx be
the Dunkl derivative defined by
Dx = ∂x +
µ
x
(1 − Px),
where the parity operator Px acts on functions according to Pxf(x) = f(−x). It is straightforward to verify
that the operators
J0 = −1
2
D2x +
1
2
x2, J± =
1√
2
(x∓Dx), R = Px,
realize the osp(1|2) superalgebra. The operator J0 is then identified as the parabose Hamiltonian H . Thus,
the associated Hilbert space is spanned by osp(1|2) representation basis vectors |n, µ〉 given in (1.3), viewed
as solutions to the eigenvalue equation H |ψ〉 = E|ψ〉 with E = n + µ + 1/2. One can identify the position
operator as
X =
1√
2
(J+ + J−), 〈x|X = x〈x|.
The wavefunctions are the overlaps between the left-eigenvectors of X and the basis vectors |n, µ〉, explicitly
ψµn(x) = 〈x|n, µ〉, Hψµn(x) = (n+ µ+ 1/2)ψµn(x). (4.1)
Consider now two independent one-dimensional parabosonic oscillators in the variables x and y and let
their respective Hamiltonian be Hx and Hy. By identifying these variables as Cartesian coordinates in the
plane we can construct a two-dimensional problem with Hamiltonian Hxy = Hx +Hy acting on the tensor
product of two osp(1|2) representations (µ1, 1)⊗ (µ2, 1). The product of the respective wavefunctions form
15
a basis of the Hilbert space of the two-dimensional problem as solutions of the eigenvalue equation for the
total Hamiltonian Hxy:
Hxyψ
µ1
n1 (x)ψ
µ2
n2 (y) = (n1 + n2 + µ1 + µ2 + 1)ψ
µ1
n1 (x)ψ
µ2
n2 (y).
These bivariate wavefunctions also diagonalize Hx, Hy and the realizations Cx and Cy of the Casimir
operators (1.2) and we will refer to them as the uncoupled wavefunctions.
The basis vectors |n12, µ12, ǫ12〉 given in (1.7) also diagonalize the HamiltonianHxy of the two-dimensional
problem since Hxy = J0⊗ 1+ 1⊗ J0 = ∆(J0). One can thus build wavefunctions by considering the overlap
between the tensor product 〈x, y| = 〈x| ⊗ 〈y| of two left-eigenvectors of X and the coupled basis vectors
Ψµ12,ǫ12n12 (x, y) = 〈x, y|n12, µ12, ǫ12〉, (4.2)
HxyΨ
µ12,ǫ12
n12 (x, y) = (n12 + µ12 + 1/2)Ψ
µ12,ǫ12
n12 (x, y). (4.3)
These wavefunctions also diagonalize the realization of the Casimir operator Cxy of (µ12, ǫ12) given by
Cxy = (yDx − xDy)Px − µ1Py − µ2Px − (1/2)PxPy, (4.4)
and will thus be called the coupled wavefunctions. Since the union of the vectors |n12, µ12, ǫ12〉 for each
irreducible (µ12, ǫ12) contained in the tensor product (µ1, 1) ⊗ (µ2, 1) is a basis of the total tensor product
space, the wavefunctions thus obtained form a complete basis of the two-dimensional Hilbert space.
One can relate these coupled wavefunctions to the separation in polar coordinates since the Casimir
operator (4.4) they diagonalize is the generalized Dunkl angular momentum associated with this separation
(see [6]). Using x = ρ cosφ and y = ρ sinφ, we will thus write the coupled wavefunctions as
Ψµ12,ǫ12n12 (ρ, φ) = P
µ12
n12 (ρ)F
µ1,µ2
j (φ),
where j is implicitly given by (1.8) and where the representation parameters µ1 and µ2 are considered fixed
for two given parabosonic oscillators associated with the representation space (µ1, 1)⊗ (µ2, 1).
The coupled and uncoupled wavefunctions being a base of the same Hilbert space, they must decompose
onto each other. Consider the eigenspace spanned by Ψµ12,ǫ12n12 (ρ, φ) associated to the eigenvalue n12+µ12+1/2
of Hxy. The same eigenspace is spanned by a linear combination of the uncoupled wavefunctions with
eigenvalues n1 +n2 +µ1 +µ2 +1. It is easy to see that the coefficients in this combination will be the CGC:
〈x, y|n12, µ12, ǫ12〉 =
∑
n1,n2
〈x|n1, µ1〉〈y|n2, µ2〉〈n1, n2, µ1, µ2|n12, µ12, ǫ12〉.
By comparing the eigenvalues of Hxy on both the coupled and uncoupled wavefunctions, one can see, that
the uncoupled wavefunctions will only overlap the eigenspace spanned by Ψµ12,ǫ12n12 (ρ, φ) if n12 + j = n1 + n2,
as expected. These observations allow one to derive the osp(1|2) Clebsch-Gordan coefficients generating
function from analytical manipulations on the functional relations obtained in this context.
4.1 Decoupled Wavefunctions
The eigenfunctions of the one-dimensional parabose oscillator Hamiltonian are [3]
ψµn(x) = e
−x2
2 Hµn (x), (4.5)
where Hµn (x) are the generalized Hermite polynomials
Hµ2k+p(x) = (−1)k
√
k!
Γ(k + p+ µ+ 1/2)
xpL
µ−1/2+p
k (x
2), (4.6)
with p ∈ {0, 1} and k = 0, 1, 2, ... and where Lαn(x) are Laguerre polynomials. The decoupled wavefunctions
for the two-dimensional system are then given by ψµ1n1 (x)ψ
µ2
n2 (y), with eigenvalue n1 + n2 + µ1 + µ2 + 1.
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4.2 Coupled Wavefunctions
Solving the simultaneous eigenvalue equations for the Hamiltonian Hxy and the total Casimir Cxy, one
obtains [6]
Ψµ12,ǫ12n12 (ρ, φ) = P
µ12
n12 (ρ)F
µ1,µ2
j (φ), (4.7)
where the radial wavefunctions are given by the following
Pµ12n12 (ρ) =


√
2n122 !
Γ(n122 + j + µ1 + µ2 + 1)
e−ρ
2/2ρjLj+µ1+µ2n12
2
(ρ2) for n12, j even,√
2n12−12 !
Γ(n12−12 + j + µ1 + µ2 + 2)
e−ρ
2/2ρj+1Lj+1+µ1+µ2n12−1
2
(ρ2) for n12, j odd,√
2n12−12 !
Γ(n12−12 + j + µ1 + µ2 + 2)
e−ρ
2/2ρj+1Lj+1+µ1+µ2n12−1
2
(ρ2) for n12 odd, j even,√
2n122 !
Γ(n122 + j + µ1 + µ2 + 1)
e−ρ
2/2ρjLj+µ1+µ2n12
2
(ρ2) for n12 even, j odd,
and the angular wavefunctions, by
Fµ1,µ2j (φ) = ξ
+
j
[
P
(µ2−1/2,µ1−1/2)
j
2
(cos 2φ) for n12, j even,
− cos(φ) sin(φ)P (µ2+1/2,µ1+1/2)j
2
−1
(cos 2φ)
]
Fµ1,µ2j (φ) = ξ
+
j
[√
j−1
2 + 1
j−1
2 + µ1 + µ2 + 1
P
(µ2−1/2,µ1−1/2)
j+1
2
(cos 2φ) for n12, j odd,
+
√
j−1
2 + µ1 + µ2 + 1
j−1
2 + 1
cos(φ) sin(φ)P
(µ2+1/2,µ1+1/2)
j−1
2
(cos 2φ)
]
Fµ1,µ2j (φ) = ξ
−
j
[
sin(φ)P
(µ2+1/2,µ1−1/2)
j
2
(cos 2φ) for n12 odd, j even,
+ cos(φ)P
(µ2−1/2,µ1+1/2)
j
2
(cos 2φ)
]
Fµ1,µ2j (φ) = ξ
−
j
[√
j−1
2 + µ1 + 1/2
j−1
2 + µ2 + 1/2
sin(φ)P
(µ2+1/2,µ1−1/2)
j−1
2
(cos 2φ) for n12 even, j odd,
−
√
j−1
2 + µ2 + 1/2
j−1
2 + µ1 + 1/2
cos(φ)P
(µ2−1/2,µ1+1/2)
j−1
2
(cos 2φ)
]
where Pα,βn (x) are the Jacobi polynomials and with
ξ+j =


√
( j2 )!Γ(
j
2 + µ1 + µ2 + 1)
2Γ( j2 + µ1 + 1/2)Γ(
j
2 + µ2 + 1/2)
for j even,√
( j+12 )!Γ(
j+1
2 + µ1 + µ2 + 1)
2Γ( j+12 + µ1 + 1/2)Γ(
j+1
2 + µ2 + 1/2)
for j odd,
ξ−j =


√
( j2 )!Γ(
j
2 + µ1 + µ2 + 1)
2Γ( j2 + µ1 + 1/2)Γ(
j
2 + µ2 + 1/2)
for j even,√
( j−12 )!Γ(
j−1
2 + µ1 + µ2 + 1)
2Γ( j−12 + µ1 + 1/2)Γ(
j−1
2 + µ2 + 1/2)
for j odd.
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4.3 Generating function
We remind the reader that the coupled and uncoupled wavefunctions decompose into each other with the
CGC as coefficients. Writing the x and y variables in polar coordinates, this decomposition is given by
Ψµ12,ǫ12n12 (ρ, φ) =
∑
n1,n2
Cn1n2n12j ψ
µ1
n1 (ρ cosφ)ψ
µ2
n2 (ρ sinφ). (4.8)
To bring (4.8) in the form of a generating relation for the CGC, one needs to transform the polynomials
on the right hand side into monomials of a single variable. This can be accomplished by considering the
asymptotic expansion when ρ → ∞ of (4.8). We will first derive the asymptotic expansion of the left hand
side and then proceed to treat the right hand side.
From (4.7), we have that the coupled wavefunctions can be written as the product of a radial and angular
wavefunctions. The asymptotic expansion for ρ→∞ will thus only be applied to the radial wavefunctions.
The leading term of a Laguerre polynomial is given by
Lαn(x) −→
(−1)n
n!
xn. (4.9)
Using the above, one obtains the following asymptotic expression for the radial wavefunctions
Pµ12n12 (ρ) −→ e−ρ
2/2Λµ12n12ρ
n12+j , (4.10)
where Λµ12n12 is given by
Λµn =


√
2
Γ(n+12 + µ)(
n
2 )!
(−1)n/2 for n even,√
2
Γ(n2 + µ+ 1)(
n−1
2 )!
(−1)n−12 for n odd.
Consider now the right hand side of (4.8) which can be written explicitly, using (4.5), as
∑
n1,n2
Cn1n2n12j ψ
µ1
n1 (ρ cosφ)ψ
µ2
n2 (ρ sinφ) = e
−ρ2/2
n12+j∑
n=0
Cn1,n2n12,j H
µ1
n (ρ cosφ)H
µ2
n12+j−n
(ρ sinφ), (4.11)
where (3.21) has been used. We will not mind the exponential factor in the asymptotic expansion since it
will be cancelled by the same factor on the left hand side of (4.8). One then only needs to evaluate the
leading term for the two generalized Hermite polynomials in the above sum. Knowing the leading term for
Laguerre polynomials (4.9) and using (4.6), we obtain for the leading term
Hµn (x) −→ Nµnxn, (4.12)
where the normalization Nµn is given by
Nµ(n) =
{[
Γ(n2 + µ+ 1/2)(
n
2 )!
]−1/2
n even,[
Γ(n+12 + µ+ 1/2)(
n−1
2 )!
]−1/2
n odd.
Using the above expression for the leading term of the generalized Hermite polynomials, one can obtain the
asymptotic expansion of (4.11), omitting the exponential factor,
n12+j∑
n=0
Cn1,n2n12,j H
µ1
n (ρ cosφ)H
µ2
n12+j−n
(ρ sinφ)
−→ (ρ sinφ)n12+j
n12+j∑
n=0
Cn1,n2n12,j Nµ1(n)Nµ2(n12 + j − n) cotn φ. (4.13)
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Using (4.7) and (4.10) on the left hand side of (4.8) while combining (4.11) and (4.13) to express the right
hand side, we are lead to the asymptotic expression for (4.8) when ρ → ∞. Simplifying, this expression
becomes
Λµ12n12F
µ1,µ2
j (φ)(csc φ)
n12+j =
n12+j∑
n=0
Cn1,n2n12,j Nµ1(n)Nµ2(n12 + j − n) cotn φ
The right hand side is a power series of a single variable z if we take z = cotφ. The left hand side, when
expressed as a function of z is thus a generating function for the osp(1|2) algebra CGC. Let us connect the
form of the generating function we just obtained to the form found in the preceeding section. We want to
express
Fµ1,µ2j (φ)(csc φ)
n12+j
as a hypergeometric series in z = cotφ. Note that
(cscφ)n12+j = (1 + z2)
n12+j
2 .
The angular wavefunctiond need to be treated separately for each parity combination of n12 and j.
4.3.1 Case with n12 and j even
The angular wavefunction in this case is given by
Fµ1,µ2j (φ) = ξ
+
j
[
P
(µ2−1/2,µ1−1/2)
j
2
(cos 2φ)− cos(φ) sin(φ)P (µ2+1/2,µ1+1/2)j
2
−1
(cos 2φ)
]
.
One first exchanges the parameters of the Jacobi polynomials using
P (α,β)n (z) = (−1)nP (β,α)n (−z)
to obtain
Fµ1,µ2j (φ) = ξ
+
j (−1)j/2
[
P
(µ1−1/2,µ2−1/2)
j
2
(− cos 2φ) + cos(φ) sin(φ)P (µ1+1/2,µ2+1/2)j
2
−1
(− cos 2φ)
]
.
Using the definition of the Jacobi polynomials in terms of hypergeometric series, we can write the above as
Fµ1,µ2j (φ) = ξ
+
j (−1)
j
2
[
(µ1 + 1/2)j/2
(j/2)!
2F1
(− j2 , µ1 + µ2 + j2
µ1 + 1/2
;
1 + cos 2φ
2
)
+ cosφ sinφ
(µ1 + 3/2) j
2
−1
( j2 − 1)!
2F1
(
1− j2 , µ1 + µ2 + j2 + 1
µ1 + 3/2
;
1 + cos 2φ
2
)]
,
which, with the help of the following identity for 2F1 hypergeometric series
2F1
(
a, b
c
;
x
x− 1
)
= (1− x)a2F1
(
a, c− b
c
;x
)
,
and with z = cotφ, can be expressed as
Fj(z) = ξ
+
j (−1)
j
2 (1 + z2)−
j
2
[
(µ1 + 1/2)j/2
(j/2)!
2F1
(− j2 , −µ2 − j2 + 1/2
µ1 + 1/2
;−z2
)
+ z
(µ1 + 3/2) j
2
−1
( j2 − 1)!
2F1
(
1− j2 , −µ2 − j2 + 1/2
µ1 + 3/2
;−z2
)]
.
By factoring the common factors of both hypergeometric series, we recover the generating function
Fµ1,µ2j (φ)(csc φ)
n12+j = ξ+j (−1)
j
2
(µ1 + 1/2)j/2
(j/2)!
[
2F1
(− j2 , 12 − j2 − µ2
1
2 + µ1
;−z2
)
+
jz
2µ1 + 1
2F1
(
1− j2 , 12 − j2 − µ2
3
2 + µ1
;−z2
)]
(1 + z2)
n12
2 .
19
4.3.2 Other cases of parity of n12 and j
The calculations to connect the generating function to the known expressions in the other cases are very
similar. We will thus only list the results with their respective normalizations for reference.
For n12 even and j odd, one obtains
Fµ1,µ2j (φ)(csc φ)
n12+j = ξ−j
(−1) j−12
( j−12 )!
√
j−1
2 + µ1 + 1/2
j−1
2 + µ2 + 1/2
(µ1 + 1/2) j−1
2
[
2F1
(− j−12 , − j2 − µ2
1
2 + µ1
;−z2
)
− z
(
j + 2µ2
2µ1 + 1
)
2F1
(− j−12 , 1− j2 − µ2
3
2 + µ1
;−z2
)]
(1 + z2)
n12
2 ,
while for n12 odd and j even, we have
Fµ1,µ2j (φ)(csc φ)
n12+j = ξ−j
(−1) j2
( j2 )!
(µ1 + 1/2) j
2
[
2F1
(− j2 , − j2 − µ2 − 12
1
2 + µ1
;−z2
)
+ z
(
j + 2µ1 + 1
2µ1 + 1
)
2F1
(− j2 , 12 − j2 − µ2
3
2 + µ1
;−z2
)]
(1 + z2)
n12−1
2
and finally, for n12 and j odd, one has
Fµ1,µ2j (φ)(csc φ)
n12+j = ξ+j
(−1) j+12
( j+12 )!
√
j−1
2 + 1
j−1
2 + µ1 + µ2 + 1
(µ1 + 1/2) j+1
2
[
2F1
(− j+12 , − j2 − µ2
1
2 + µ1
;−z2
)
− z
(
j + 2µ1 + 2µ2 + 1
2µ1 + 1
)
2F1
(− j−12 , − j2 − µ2
3
2 + µ1
;−z2
)]
(1 + z2)
n12−1
2 ,
where in all cases, we have, as shown in section 4.3, that
Λµ12n12F
µ1,µ2
j (φ(z))(csc φ(z))
n12+j =
n12+j∑
n=0
Cn1,n2n12,j Nµ1(n)Nµ2(n12 + j − n)zn,
with φ(z) = cot−1 z.
5 Conclusion
We have shown that the approach first introduced in [7] to calculate Clebsch-Gordan coefficients admits a
generalization to algebras with a twisted coproduct. It required the relation (3.20) between the eigenvalues of
the coupled and uncoupled coherent states which is quadratic because the twisted element in the coproduct
involves an involution. This suggest that our extension might be applicable to a variety of algebras with that
property. The connection between osp(1|2) and the dynamical algebra of a parabosonic oscillator has also
been exploited to derive the generating function by analytical manipulations of the wavefunction realizations
of this algebra. The results of this paper suggest it may be possible to derive generating functions for higher
order coupling coefficients, such as the Racah coefficients. The Racah coefficients of osp(1|2) are known to
be the Bannai-Ito polynomials, for which a generating function has not yet been derived. With the existence
of several multivariable generalizations of orthogonal polynomials, it would also be of interest to explore the
applicability of the approach to the multivariate cases.
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