Two major challenges for collaborative filtering problems are scalability and sparseness. Some powerful approaches have been developed to resolve these challenges. Two of them are Matrix Factorization (MF) and Fuzzy C-means (FCM). In this paper we combine the ideas of MF and FCM, and propose a new clustering model -Modified Fuzzy C-means (MFCM). MFCM has better interpretability than MF, and better accuracy than FCM. MFCM also supplies a new perspective on MF models. Two new algorithms are developed to solve this new model. They are applied to the Netflix Prize data set and acquire comparable accuracy with that of MF.
INTRODUCTION
Recommendation systems are usually constructed on the basis of two types of different methods -content-based filtering (CBF) and collaborative filtering (CF) . Content-based filtering methods provide recommendations based on features of users or items. However, it is difficult to extract features from users or items in some circumstances. For example, how can one extract features from a shirt to depict whether it is beautiful or not? Collaborative filtering methods circumvent this difficulty. They just use the known Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ratings of items made by users to predict ratings of new user-item pairs. The philosophy of collaborative filtering is that two users probably continue choosing similar products if they have already chosen similar ones. We will consider the collaborative filtering algorithms in this paper.
Many algorithms for CF problems have been developed, such as regressions, clusterings, matrix factorizations, latent class models and Bayesian models etc [3, 5] . In this paper we propose an efficient clustering model -Modified FCM (MFCM), which is motivated by Fuzzy C-means (FCM) but aims to minimize Root Mean Squared Error (RMSE). MFCM supplies a new perspective on matrix factorization (MF) methods. It gives a more reasonable explanation why MF works well for CF problems. Furthermore, two new algorithms MFCM1 and MFCM2 are proposed to realize MFCM in this paper.
This paper is arranged as follows. In Section 2 we briefly review FCM and MF algorithms. Our new model MFCM and algorithms MFCM1 and MFCM2 are described in Section 3. In Section 4 we show the results of these algorithms applied to the Netflix Prize data set. Finally we make conclusions in Section 5.
FCM AND MF ALGORITHMS

Fuzzy C-means (FCM)
The idea of clustering users is quite natural since a collaborative filtering algorithm usually tries to make recommendations to a user based on the histories of other users who showed similar preferences or tastes with this user. We can cluster the users into different classes. The users in the same class will be assumed to have similar preferences and those in different classes will be assumed to have distinct preferences.
One of the simplest clustering algorithms is K-means. Kmeans is understandable and implementable easily. However, every user is only put into one class eventually, which is too rigorous for most real-world problems. For CF problems it usually sounds more reasonable to allow that users belong to different classes. FCM takes this idea and classifies every user into different classes with suitable probabilities.
Denote the rating of movie m made by user u as ru,m. All ratings made by the user u form a vector r r ru. Denote the set of all user-item pairs in the training set by P. That is, P ={(u, m)|ru,m is in the training set}. Denote {m|(u, m) ∈ P} by Pu and {u|(u, m) ∈ P} by P m . Let z u,k be the probability that user u belongs to cluster k, and Z Z Z = (z u,k ) is the U × K probability matrix, where U and K is the number of users and classes respectively. Let c k,m be the center vaule of movie m in class k, and C C C = (c k,m ) is the K × M center matrix, where M is the number of movies. The goal of FCM is to choose the matrix Z Z Z and the center matrix C C C in order to minimize the objective function:
with the constraints Z1 = 1 and Z ≥ 0 1 since Z Z Z is a probability matrix, where α is a user-defined positive real number, c c c k is the center vector of cluster k, that is, c c c k = (c k,1 , . . . , c k,M ). Typically α is taken to be 2.
A standard iteration algorithm to learn Z Z Z and C C C has been proposed. After the algorithm converges, we achieve the final probability and center matrixẐ Z Z andĈ C C. A new pair of user-movie can be predicted bŷ
Matrix Factorization (MF)
The philosophy of matrix factorization (MF) is from SVD. It aims to find two matrices W W W and V V V to minimize some norm of the residual
where R R R = (ru,m) is the rating matrix with size
both of which will be learned from the data. Usually the norm · is taken as the Frobenius norm and only ru,m ∈ P are considered. K is a relatively small user-defined positive integer.
To prevent overfitting, some shrinkage method should be applied to shrink the parameters in W W W and V V V . Usually Ridge shrinkage is useful [7, 8, 9] . To summarize, the objective function we should minimize is
where w w wu and v v vm is the u-th row of W W W and the m-th row of V V V respectively, and λ is the shrinkage coefficient. The steepest descent method is usually used to solve (4). One commonly used explanation why MF works well for CF problems is that each row of W W W represents one user's preference factors and each row of V V V one movie's attribute factors. When these two match for a particular user and a movie, the rating is probably high.
A NEW CLUSTERING MODEL -THE MODIFIED FCM
In comparison with the factor-based explanation of MF, we think the idea of fuzzy clustering in FCM is more natural. But the objective function in (1) is a little confusing. Since our goal is to find Z Z Z and C C C to achieve the best prediction accuracy, why not minimize the prediction errors directly?
1 Z ≥ 0 means that every element of Z Z Z is not less than 0 .
A more natural objective function is
with the constraints
since Z Z Z is a probability matrix. Hence the new constrained optimization problem that we need to solve is
After Z Z Z and C C C are obtained, (2) can be used to predict any new user-movie pair. Since the new model is motivated by FCM, we refer to it as Modified FCM (MFCM).
Note that if we take α = 2 in (1), Equation (1) can be rewritten as
which is similar with our new objective function (5). However, the optimization problem (7) in MFCM is much more difficult to be solved than the original one in FCM. For Equation (1) we can iteratively update the probability z u,k and the center c k,m explicitly from the equations ∂F/∂z u,k = 0 and ∂F/∂c k,m = 0 until the algorithm converges. But z u,k and c k,m can not be obtained explicitly from the above equations. Hence the same method is not applicable for our new problem. This may be the reason why FCM choose to minimize (1) instead of (5) . If the constraints in (7) are neglected, our new objective function (5) is completely the same as equation (3) in MF. Our new fuzzy clustering idea also supplies a new explanation why MF is reasonable for CF problems.
MF can be solved efficiently by steepest descent (or called gradient descent with the momentum 0) method. Since our new problem (7) is similar with that in MF, we expect that a similar algorithm can be applied for (7) .
The simplest method to handle the constraints is to penalize the parameters z u,k when they do not satisfy the constraints. All our algorithms are applied to the residuals of the original ratings, thus it is reasonable to shrink the center c k,m when it is far from 0. We also penalize the probability z u,k if it is far from 0 or disobeys the probability constraints (6) . To summarize, the previous constrained problem is transformed into an unconstrained problem:
where v v v = (v1 , . . . , vn ) and vi = max{0, −vi} . In our experiments the penalization parameter λ is taken to be small values. Thus the aim of the penalization terms is just to shrink the parameters to alleviate overfitting rather than to constrain the parameters to satisfy (6) strictly. (8) is actually a modified version of (4). Hence the method to minimize (4) can be used directly to minimize (8) . We refer to this algorithm as MFCM1. The accuracy of MFCM1 is usually a little better than that of MF according to our experiments (see more details in Section 4), but the resulting probability matrix Z Z Z can not satisfy the constraints in (6) strictly, which loses its interpretability somewhat.
The difficulty of solving (7) originates from its constraints (6) . The other natural idea to handle (6) is to enforce them into the objective function:
where p u,k = e z u,k / K l=1 e z u,l is the probability that user u belongs to cluster k . Then P P P = (p u,k ) satisfies all the constraints in (6) automatically.
With the same reason as in MFCM1, center c k,m should be penalized if it is far from 0. z u,k is also regularized towards 0 since z u,k = 0 (k = 1, . . . , K) means that user u belongs to every cluster with the same probability. When this is taken into consideration, our final objective function becomes:
(10) can be solved efficiently by gradient descent with nonzero momentum. We refer to this algorithm as MFCM2.
EXPERIMENTS
The Netflix Prize Data Set
The Netflix Prize was founded by an online movie rental company Netflix at October, 2006. Its aim is to improve the accuracy of Netflix's movie recommendation systemCinematch SM by 10% percent. Three data sets are public for competitors: the training set, probe set (a small part of the training set) and quiz set (or qualifying set). They involves 480, 189 different users who own unique user IDs ranging from 1 to 2, 649, 429, and 17, 770 different movies with unique movie IDs ranging from 1 to 17, 770. Each rating has a value belonging to {1, 2, . . . , 5}. The whole training set is composed of 100, 480, 507 user-movie pairs, The probe set is composed of 1, 408, 395 pairs which are included in the training set, and the quiz set consists of 2, 817, 131 pairs. All ratings in the training set are given to learn models, and ratings in the quiz set are kept by Netflix in order to check the accuracy of competitors' models. Root Mean Squared Error (RMSE) is used to decide which predictions are the best. The RMSE of Cinematch SM for the quiz set is 0.9514, and anybody who achieves 10% improvement of RMSE, namely 0.8514, will get 1 million dollars from the Netflix. The readers may be refered to [2] for more details.
Data Preprocessing
Supposeru andr m are the average ratings of user u and movie m respectively, andr is the global average rating. All the averages are computed only by ratings in the training data P. Since typically a user rates a small proportion of movies, the value ofru is usually not very reliable compared to the global averager. Hence it is reasonable to shrinkru to approachr :
where κ1 is a positive constant value and called the shrink factor of users. Similar method can be used to shrinkr m :
where κ2 is the shrink factor of movies.ru andr m are thought to be more reliable averages compared toru and r m , and they are used in our experiments.
Intuitively a coarse prediction of ru,m might beru+r
We call this prediction strategy the Average Prediction (AP), which is also used in [6] . Compared to the preprocessing method proposed by Bell and Koren [1] , this method is symmetric for users and movies. Its resulting averages do not rely on whether user or movie averages are first calculated. Moreover, the above preprocessing method generates better predictive results in our experiments.
All of our algorithms in this paper are applied to the residual ratings ru,m − (ru +r m −r) (κ1 = 50 and κ2 = 100) except with specific statement. We still use the token ru,m as the residual rating without confusion.
Results
In our experiments, FCM only produces RMSE of 0.9469 on the probe set of the Netflix prize data, and MF produces RMSE of 0.9201, which is much better than that of FCM. Another advantage of MF is that it converges more rapidly. Typically MF converges after several dozens of iterations and FCM converges after hundreds of iterations. Our two new algorithms MFCM1 and MFCM2 have similar RMSE with MF but better interpretability. All the results are shown in Table 1 . Generally MFCM1 generates a little better results than that MF does, and MFCM2 generates a little worse results. However, results of MFCM2 have much better interpretability since they satisfy the probability constraints (6) strictly.
A smaller learning rate η usually produces a smaller RMSE for the algorithms in Table 1 [9] . This can be seen from Table 2 obviously. However, the rate of convergence halves when η halves. A common method to fix the problem is to take a large η in the beginning and decrease η gradually when iterations continue [4] .
For MF and MFCM1, our experiments show the following strategy of reducing η works well:
where η (n) and δn are the value of η and the decrease of RMSE for the n-th iteration respectively, and 0 is a small positive constant. If η (0) = 0.004 and 0 = 0.025, the RMSE decreases to 0.915165 after 55 iterations.
Unfortunately (14) can not improve the accuracy of MFCM2. The other strategy we try is
where N is a user-defined positive constant. If η (0) = 0.006 and N = 80, the RMSE of MFCM2 decreases from 0.923233 to 0.922183 after 121 iterations. The improvement is modest compared to that of MFCM1.
Another trend for MFCM2 in our experiments is that a smaller momentum generates better predictions, but causes a slower convergence rate at the same time.
As stated in Section 4.2, all algorithms in this paper are applied to residual ratings ru,m − (ru +r m −r). The final predictions of an algorithm depend much on the values ofru andr m , namely the values of κ1 and κ2. A common method to determine κ1 and κ2 is to try some different values and the best pair is used at last. A more robust method is to treatru andr m as variables and adjust their values adaptively as the model is being established [7] . Their updates can be achieved by steepest descent method or letting their derivatives equal 0. Both MFCM1 and MFCM2 are easily modified to merge these ideas. The RMSE of MFCM1 decreases from 0.915165 to 0.910996 and the RMSE of MFCM2 decreases from 0.922183 to 0.920141. Both of them use the same parameters as shown in Table 2 .
CONCLUSIONS
In this paper we propose a new clustering model -Modified Fuzzy C-means (MFCM) for collaborative filtering (CF) problems. Though motivated by Fuzzy C-means (FCM), MFCM is designed to minimize Root Mean Squared Error of predictions directly. It also supplies a new explanation why matrix factorization usually works well for CF problems. We then develop two efficient algorithms -MFCM1 and MFCM2 to realize MFCM. Both of them acquire better predictions than FCM, and comparable accuracy with MF but better interpretability. Though MFCM proposed above is to cluster users, it is easy to generalize it to cluster movies or to cluster users and movies simultaneously.
On the other hand, we believe that there exist more powerful algorithms to solve (7) since MFCM1 and MFCM2 finally reduce the training RMSE to over 0.76 and 0.78 for the Netflix data set respectively. For furture work, we will explore some more efficient algorithms.
In another perspective, MFCM can be used to preprocess data in order to solve large-scale CF problems more efficiently. For example, the resulting probability matrix Z Z Z can be utilized to calculate similarity between users. Then the original neighbor-based methods can be used for prediction with much less computation.
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