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Abstract
We show that the measure of maximal entropy for the hereditary clo-
sure of a B-free subshift has the Gibbs property if and only if the Mirsky
measure of the subshift is purely atomic. This answers an open ques-
tion asked by Peckner. Moreover, we show that B is taut whenever the
corresponding Mirsky measure νη has full support. This is the converse
theorem to a recent result of Keller.
1 Introduction
In this paper we consider subshifts pX,Sq, where X Ă t0, 1uZ and S denotes
the left shift. LetMpX,Sq be the set of probability Borel S-invariant measures
on X . Recall thatMpX,Sq is compact (and metrizable) in the weak-˚ topology.
Let MepX,Sq ĂMpX,Sq stand for the subset of ergodic measures.
For x P X , let Lpxq denote the family of all blocks appearing in x. The set
LpXq :“ ŤxPX Lpxq is called the language of X . For any n ě 1, by LnpXq Ă
LpXq we will denote the subset of blocks of length n. When pX,Sq is clear
from the context we will sometimes abbreviate L “ LpXq, Ln “ LnpXq, M “
MpX,Sq and Me “ MepX,Sq. Moreover, we will use words "block" and
"word" interchangeably.
Fix a word W “ rw0w1 . . . wn´1s P Ln and x “ pxiqiPZ P X . Then:
• |W | “ n will stand for the length of W ;
• W ri, js “ rwi . . . wjs for 0 ď i ď j ď n´ 1 will denote a subword of W ;
• xri, js “ rxi, . . . , xjs for i ď j will denote a subword of x;
• #1W “ # t0 ď i ď n´ 1 : wi “ 1u will be the number of ones in W .
Given a block C P LpXq, we will often denote by the same letter C the
corresponding cylinder set, i.e. tx P X : xr0, |C| ´ 1s “ Cu, for example,
r1s “ tx P X : xr0s “ 1u.
Hereditary subshifts We recall that subshift pX,Sq with language L is
hereditary if
W P L, W 1 ďW ñW 1 P L,
where ď is to be understood coordinatewise (see e.g. [22, 26] for basic properties
and examples of such systems). Moreover, for any subshift pX,Sq, one can define
the hereditary closure of X , p rX,Sq, via
rX :“ tz P t0, 1uZ : z ď x for some x P Xu.
It follows immediately that X is hereditary iff rX “ X . Examples of hereditary
systems include many B-free systems (see below), spacing shifts [28], beta shifts
([35], for the proof of heredity, see [26]), bounded density shifts [39] or some shifts
of finite type (see Section 3.4). Most of them are intrinsically ergodic (i.e. they
have a unique measure of maximal entropy), see below for B-free shifts, [8] for
beta shifts and [33] for a subclass of bounded density shifts (for other listed
examples, to our best knowledge, intrinsic ergodicity remains open).
Convolution measures In our examples the measure of maximal entropy
will have a special form. Let Q : X ˆ t0, 1uZ Ñ rX be the coordinatewise multi-
plication:
Qpx, yq “ p. . . , x´1y´1, x0y0, x1y1, . . .q
for x “ pxiqiPZ P X , y “ pyiqiPZ P t0, 1uZ. For any measures ν P MpX,Sq
and µ PMpt0, 1uZ, Sq the multiplicative convolution of ν and µ is the measure
ν ˚ µ PMp rXq given by
ν ˚ µ “ Q˚pν b µq,
where Q˚ stands for the image of ν b µ via Q.1 In particular, we will be
interested in measures of the form
(1) κ “ ν ˚B1{2,1{2,
where ν P MepX,Sq and B1{2,1{2 stands for the Bernoulli measure on t0, 1uZ
with B1{2,1{2pr0sq “ B1{2,1{2pr1sq “ 1{2.
It is not hard to see that κ “ ν ˚B1{2,1{2 is of full support as soon as ν is so.
Moreover, κ “ ν ˚B1{2,1{2 is ergodic whenever ν is ergodic.
Entropy Recall that given a subshift pX,Sq, its topological entropy h “
hpX,Sq is defined as follows:
(2) h “ lim
nÑ8
1
n
log p|Ln|q “ inf
nPN
1
n
log p|Ln|q .2
Similarly, for any ν PM the measure entropy hν can be computed as
(3) hν “ lim
nÑ8
1
n
hνpLnq “ inf
nPN
1
n
hνpLnq,
where hνpLnq “ ´
ř
WPLn
νpW q log pνpW qq denotes the Shannon entropy with
respect to the partition of X into blocks given by the elements of Ln. It is
well-known that hν and h are related via the following variational principle:
(4) h “ sup
νPM
hν .
1Similar notation will be used for other maps and measures, too.
2Throughout the paper function log always stands for log
2
.
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Finally, for any probability vector p “ pp1, . . . , pnq let us denote by Hppq the
Shannon entropy
(5) Hppq “ ´
nÿ
i“1
pi logppiq.
In particular, if p “ pp, 1´ pq we will write
(6) Hppq “ Hppq “ ´p logppq ´ p1´ pq logp1´ pq.
Notice that Hppq is symetric with respect to 1{2, strictly increasing (decreasing)
on r0, 1{2s (r1{2, 1s).
Gibbs property A measure κ PMepX,Sq is said to have a Gibbs property if
there exists a constant a ą 0 such that
(7) κpCq ě a ¨ 2´|C|hpX,Sq
for all blocks C P LpXq having positive κ-measure. A motivation to study
this property is that in many natural situations, like sofic systems [40] or sys-
tems enjoying particular specification properties and beyond (see [8, 9] and the
references therein), there is a unique measure of maximal entropy and it en-
joys the Gibbs property or a weakening of it. More than that, by a result of
B. Weiss [40], if κ satisfies the Gibbs property and is a measure of maximal
entropy, then pX,Sq is intrinsically ergodic. We will be interested in examples,
where (7) fails, but the system under consideration remains intrinsically ergodic.
This yields classes of positive entropy intrinsically ergodic systems different from
many known so far.
The notion of Gibbs measures comes from statistical physics [27, 36] and it
corresponds to the idea of equilibrium states of complicated physical systems.
They turned out to be an interesting object also from the point of view of
dynamics and have played an important role in ergodic theory (see, e.g., [5, 38]).
Given a finite alphabet A and a (Hölder) continuous function ϕ : AZ Ñ R (often
referred to as a potential) and a subshift X Ă AZ, a measure µϕ PMpX,Sq is
called a Gibbs measure for ϕ, whenever there exist constants P “ P pϕ,Xq ě 0
and c “ cpϕ,Xq ą 0 such that
c´1 ď µϕpxr0, n´ 1sq
2
řn´1
k“0 ϕpS
kxq´nP
ď c
(constant P above is so called topological pressure of ϕ; for ϕ ” 0, we have P “
hpX,Sq). Clearly, if µ is a Gibbs measure corresponding to ϕ ” 0 then the lower
bound (7) holds. The Gibbs property (7) of equilibrium states corresponding to
more general potentials for B-free subshifts will be considered in a forthcoming
paper.
B-free systems Our direct interest in looking at the Gibbs property is moti-
vated by the class of so called B-free systems pXη, Sq. For B Ă Nzt1u, let FB
be the set of B-free integers, i.e. numbers with no divisors in B. Its complement
(the set of multiples of B) will be denoted byMB. We will tacitly assume that
B is primitive, i.e. whenever b  b1 for some b, b1 P B then b “ b1. Such sets
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were studied already in the 30’s by number theorists [4, 7, 10–12, 15], whereas
the dynamical approach is more recent. Sarnak in 2010 [37] proposed to study
the dynamical systems related to the Möbius function µ and its square µ2 (the
latter is nothing but the characteristic function of FB, with B equal to the set
of all squares of primes). For a general B, we set η :“ 1FB and consider the
subshift pXη, Sq, where
Xη :“ tSnη : n P Zu.
In the most classical case (so-called Erdös), one assumes that B is infinite,
the elements of B are mutually coprime and
ř
bPB 1{b ă `8 (in particular, if
B “ tp2 : p P Pu, where P stands for the set of all primes, we speak of the
square-free system). Ergodic and topological properties of the corresponding B-
free systems pXη, Sq were studied in [1, 23, 24, 30, 34]. General B-free systems,
defined as above, were thoroughly studied in [14]. A continuation of this research
and various further natural generalizations can be found in [3, 6, 18–20].
Central role in studying properties of B-free systems is played by so called
Mirsky measure, denoted by νη. In the classical, i.e. Erdös, case, it can be defined
by the frequencies of blocks appearing in η, first studied by Mirsky [31, 32]. In
other words, η is a generic point for νη:
(8) lim
NÑ8
1
N
ÿ
nďN
fpSnηq “
ż
f dνη for all continuous functions f on Xη.
For an arbitrary B Ă Nzt1u, η may fail to be a generic point [4]. How-
ever, Davenport and Erdös [11] proved that the logarithmic density of FB,
i.e. δpFBq “ limnÑ8 1logN
ř
aPFB,1ďaďN
1
a
, always exists. Moreover, the loga-
rithmic density of FB is equal to its lower density. A consequence of this fact,
proved in [14], is that η is quasi-generic for a shift-invariant measure (denoted
by νη) along any subsequence pNkqkě1 realizing the lower density of FB, i.e.
pNkqkě1 is such that dpFBq “ limkÑ8 1Nk |FB X r1, Nks| and the convergence
in (8) takes place along this subsequence. This result can serve for our purposes
as a definition of the Mirsky measure (both, in [1] and [14] the definiton of
the Mirsky measure is more algebraic: νη is the image of Haar measure of the
smallest closed subgroup of
ś
bPB Z{bZ containing p1, 1, . . . q via a certain map).
In the Erdös case, the Mirsky measure νη has full support and Xη is hered-
itary [1]. Moreover, each such pXη, Sq is transitive, has positive entropy and
displays properties similar to the full shift, see also [23, 25]. Besides, pXη, Sq is
intrinsically ergodic and the convolution νη ˚B1{2,1{2 is the measure of maximal
entropy of pXη, Sq [24].
In the square-free case, Peckner in [34] showed that the measure νη ˚B1{2,1{2 P
MepXη, Sq has no Gibbs property. His proof however used essentially some non-
trivial number-theoretic facts concerning the set of squares of primes. Peckner
asked whether the absence of Gibbs property for the above convolution measure
is characteristic for all B-free systems.3
Zoo of densities Our main tool will be the following four notions of density:
d and D of topological nature and their measure-theoretic counterparts dν and
Dν . Fix pX,Sq and let
d :“ sup
νPM
ν pr1sq ,
3More precisely, Peckner was interested in the Erdös case.
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D :“ lim
nÑ8
maxWPLn #1W
n
.
Moreover, for ν PMpX,Sq, let
dν :“ ν pr1sq ,
Dν :“ lim
nÑ8
maxWPLn, νpW qą0 #1W
n
.
Notice that bothD andDν are well defined since the sequences pmaxWPLn #1W qn
and
`
maxWPLn, νpW qą0 #1W
˘
n
are subadditive. In particular, we can replace
lim’s by inf’s.
We will call a measure ν PMpX,Sq a maximal density measure if dν “ d.
Furthermore, if Dν “ D, we will say that ν is ones-saturated.
Remark 1.1. Notice that a measure of maximal density always exists. Indeed,
since f “ 1r1s is continuous, it follows that the map ν ÞÑ νpr1sq is continuous.
We will show the following:
Theorem 1.2. For any ν PMepX,Sq, we have
(9) dν ď Dν ď D “ d.
Clearly, each measure of full support is ones-saturated. Moreover, it follows
from Theorem 1.2 that also each measure of maximal density is ones-saturated,
whence, by Remark 1.1, a ones-saturated measure always exists.
Remark 1.3. It is a classical fact in the theory of cut-and-project sets that for
any B, the Mirsky measure νη is a measure of maximal density for pXη, Sq (see
e.g. Theorem 4 and Corollary 4 in [21], cf. also Chapter 7 in [2]. To obtain a
maximal density measure without full support, consider a B-free system that
is not taut and take its Mirsky measure (see Corollary 3.3).
Notice that (9) implies the following variational principle:
(10) D “ sup
νPM
Dν .
Example 1.1. Let us see that the inequalities in Theorem 1.2 can be sharp:
(A) To obtain dν ă Dν , consider the full shift and ν “ Bp,q being the Bernoulli
measure on t0, 1uZ with p “ νpr1sq P p0, 1q (q “ 1 ´ p “ νpr0sq). Then
Dν “ 1 whilst dν “ p.
(B) We have already noticed that Dν ă D implies that ν is not fully supported.
Consider the full shift with ν “ 1{2pδp...01.0101...q`δp...10.1010...qq. In this case
Dν “ 1{2 and D “ 1.
(C) Consider the full shift with measure κ “ ν ˚ Bp,q, where ν is as in (B).
Then dκ “ p{2, Dκ “ 1{2, D “ 1.
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Entropy vs density
Example 1.2. We will now give examples showing possible relations between
d and h (without putting any extra assumptions on pX,Sq).
(A) For the full shift we have d “ h “ 1.
(B) For each zero entropy subshift with an invariant measure different from
δ...0.00..., we have 0 “ h ă d.
(C) Fix 0 ă p ă 1{2 (and think about p to be very close to 1{2). Using the
Jewett-Krieger theorem we may find a uniquely ergodic subshift pX,S, νq
measure-theoretically isomorphic to the Bernoulli shift pt0, 1uZ, Bp,q, Sq.
First, we will show that (recall (6))
(11) hpX,Sq “ Hppq.
Indeed, by (4), we have hpX,Sq “ hν , which gives
hpX,Sq “ hν “ hBp,q “ Hppq.
Now, we turn to estimating dpX,Sq. We will show that
(12) p ď dpX,Sq ď 1´ p.
The partition α “ pr0s, r1sq is a generating one, so
Hpν pr1sqq “ Hpν pr0sqq ě hνpS, αq “ hpX,Sq “ Hppq.
Due to the shape of function H , it follows that
p ď ν pr1sq “ dν “ dpX,Sq ď 1´ p.
If we take 0 ă p ă 1{2 such that 1´ p ă Hppq, (11) with (12) imply d ă h.
If we take p very close to 1{2 in (C) above, we can make d as close to 1{2
and h as close to 1 as we like. Therefore, there seems to be no continuity of h
with respect to d. Nevertheless, we have the following "continuity" lemma:
Lemma 1.4. Suppose that d ď 1{2. Then
(13) h ď Hpdq.
In particular, if dÑ 0 then hÑ 0.
Proof. For d “ 1{2 the inequality h ď Hpdq is immediate. Fix d ă 1{2. It follows
from the right hand side of (9) that for every ε ą 0 and sufficiently large n ě 1,
every allowed block of length n has at most pd` εqn ones. Thus, for such n’s
|Ln| ď
pd`εqnÿ
i“0
ˆ
n
i
˙
.
Using the Markov inequality, one can get that
pd`εqnÿ
i“0
ˆ
n
i
˙
ď 2nHpd`εq.
Thus, h ď Hpd` εq for any ε ą 0. Taking εÑ 0 gives (13).
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For an arbitrary subshift pX,Sq one may also wonder what are the relations
between d “ dpX,Sq, h “ hpX,Sq and rd “ dp rX,Sq, rh “ hp rX,Sq. Using the
right hand side of (9), one obtains immediately that
d “ rd.
Moreover, rh ě h.
Due to the fact that in a hereditary subshift we can "downgrade" ones to zeros
it is clear that
(14) rh ě d.
We summarize the above in the following chain of inequalities:
d “ rd ď rh and h ď rh.
One can have both, d “ rh (see the remainder of this section) and d ă rh (see
Section 3.4).
Results Our main tool to prove the absence of Gibbs property for hereditary
subshifts is the following technical result:
Theorem 1.5. Fix pX,Sq and suppose that ν P MepX,Sq is ones-saturated
and non-atomic. If d “ rh then κ “ ν ˚B1{2,1{2 does not have Gibbs property.
Recall that in general, B-free systems pXη, Sq need not be hereditary. How-
ever, by [14], p rXη, Sq is intrinsically ergodic and the convolution κ “ νη ˚B1{2,1{2
is the unique measure of maximal entropy in p rXη, Sq. Moreover, the Mirsky
measure is a measure of maximal density for pXη, Sq, in particular, it is ones-
saturated.4 Finally, we have d “ rh (see Proposition K in [14]).
As an immediate consequence of these remarks and Theorem 1.5, we obtain
the positive answer to Peckner’s question:
Corollary 1.6. Let B Ă Nzt1u. Suppose that the Mirsky measure νη is not
atomic. Then the measure of maximal entropy of p rXη, Sq does not have the
Gibbs property.
It follows from [14] that when B is finite5 then rXη is sofic, so its measure
of maximal entropy has the Gibbs property, see also Remark 3.12 for a direct
argument. A description of those B for which the Mirsky measure has an atom
(which seems to be of independent interest) is given in Proposition 3.6.
As a “byproduct”, we also prove several results on B-free systems that are of
independent interest. In particular, we prove the following (which is the converse
theorem to a recent result by Keller [20], for the details, see Section 3.1):
Corollary 1.7. Let B Ă Nzt1u. If the Mirsky measure νη is of full support Xη
then B is taut.
4For the details, see Section 3.1.
5In this case η is periodic, so the Mirsky measure is discrete.
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Theorem 1.5 goes beyond the B-free context. For example, if pX,Sq is of
zero topological entropy, it follows by Lemma 2.2.16 in [24] that d ě rh, which,
together with (14), yields d “ rh. Thus, as a consequence of Theorem 1.5, we
obtain the following:
Corollary 1.8. If pX,Sq is uniquely ergodic with hpX,Sq “ 0, then ν ˚ B1{2,1{2
has no Gibbs property whenever the unique invariant measure ν is non-atomic.
In [24] also so-called Sturmian sequences are discussed.6 In particular, it is
proved that the hereditary closure of the system given by any Sturmian sequence
yields an intrinsically ergodic system whose measure of maximal entropy is of
the form ν ˚ B1{2,1{2. Moreover, in this case we also have d “ rh. Using again
Theorem 1.5, we obtain:
Corollary 1.9. If p rX,Sq is a Sturmian hereditary system then its measure of
maximal entropy has no Gibbs property.
2 Proofs
2.1 Densities (proof of Theorem 1.2)
In Lemma 2.1 we will show d “ D and in Lemma 2.2 we will show dν ď Dν .
Note that Dν ď D follows from the very definitions.
Lemma 2.1. We have d “ D.
Proof. For each n ě 1, let xpnq P X be such that Wn :“ xpnqr0, n´ 1s satisfies
#1Wn “ max
WPLn
#1W.
Furthermore, put
νn :“ 1
n
n´1ÿ
k“0
δSkxpnq .
Passing, if necessary, to a subsequence, we have νn Ñ ν. Therefore
(15) D ď #1Wn
n
“
ż
1r1s dνn Ñ
ż
1r1s dν “ νpr1sq ď d,
and we conclude that D ď d.
The opposite inequality follows immediately from the existence of a generic
point of an ergodic measure of maximal density.
Lemma 2.2. For any ν PMepX,Sq, we have dν ď Dν .
Proof. Let x be a generic point for ν. Fix ε ą 0, n P N large enough, so that
(16) #1W ď npDν ` εq for all W P Ln with νpW q ą 0.
We will say that i P N is
6Sturmian sequences yield strictly ergodic models of irrational rotations. For more infor-
mation, we refer the reader to [24].
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1. good, if ν pxri, i` n´ 1sq ą 0,
2. bad, if ν pxri, i` n´ 1sqq “ 0.
We claim that this way we “almost cover” x with good blocks of length n. Let
us make this statement precise. Let i0 :“ ´n and, for each j ě 1, let
ij :“ minti ě ij´1 ` n : i is goodu.
Clearly, the good blocks xrij , ij ` n´ 1s appear disjointly and therefore
(17) |r0, ks X tij : j ě 1u| ď k{n` 1.
Moreover, by the choice of x, we have:
1
k
|ti ď k : i is badu| “
ÿ
WPLn,νpW q“0
1
k
ÿ
iďk
1W pSixqÝÝÝÑ
kÑ8
ÿ
WPLn,νpW q“0
νpW q “ 0.
Thus, for k sufficiently large,
(18) |ti ď k : i is badu| ă εk.
Now, each i ď k such that xris “ 1 satisfies one of the following:
a) i P rij, ij ` n ´ 1] for some 1 ď j ď k{n ` 1 (i.e. i belongs to a good block
from a set of cardinality at most k{n` 1),
b) i is bad
(some of the i’s satisfying condition a) may be bad, too). Therefore, combin-
ing (16), (17) and (18), we obtain
#1xr0, ks “|ti ď k : xris “ 1 and i satisfies a)u|
` |ti ď k : xris “ 1 and i satisfies b)u|
ďnpDν ` εq ¨ pk{n` 1q ` εk,
whence
dν “ lim
kÑ8
1
k
#1xr0, ks ď Dν ` 2ε.
Since ε ą 0 is arbitrarily small, the result follows.
2.2 Absence of Gibbs property (proof of Theorem 1.5)
We need some simple lemmas.
Lemma 2.3. Let ν PMpX,Sq. Then for κ “ ν ˚B1{2,1{2, we have
(19) κpCq “
ÿ
LpXqQC1ěC
νpC 1q ¨ 2´#1C1
for each C P Lp rXq.
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Proof. For C P Lℓp rXq, we have κpCq “ `ν bB1{2,1{2˘ pEq, where
E :“ tpy, zq P Y ˆt0, 1uZ : py ¨zqr0, ℓ´1s “ Cu “
ď
LpY qQC1ěC,DěC,C1¨D“C
C 1ˆD.
Moreover the sets C 1ˆD in the above union are pairwise disjoint. The values of
eachD are determined on the support of C 1 and are arbitrary on its complement
(if C 1ris “ 1 then Dris “ Cris). Since
`
ν bB1{2,1{2
˘˜ ď
DěC,C1¨D“C
C 1 ˆD
¸
“ νpC 1q ¨ 2´#1C1 ,
the result follows.
Remark 2.4. Notice that κ “ ν ˚ B1{2,1{2 is descreasing in the sense that for
any two words of length n, W1, W2 such that W1 ďW2, we have
(20) κ pW1q ě κ pW2q .
We will say that a block C P LpXq is ones-maximal if
(21) #1C “ max
WPL|C|pXq
#1W.
Analogously, for any measure ν PMpXq, we will say that a block C P LpXq is
ν-ones-maximal if
(22) #1C “ max
WPL|C|pXq, νpW qą0
#1W.
Remark 2.5. Notice that if C is ν-ones-maximal (or ones-maximal) then (19)
reduces to
(23) ν ˚B1{2,1{2pCq “ νpCq ¨ 2´#1C .
Note that the above formula also works for maximal blocks (in the sense of the
coordinatewise order).
Lemma 2.6. Let ν PMpX,Sq and a ą 0. Suppose that there is a sequence of
blocks Cn such that |Cn| Õ 8 and νpCnq ě a. Then there exists pnkq such thatŞ
kě1 Cnk ‰ H. Moreover, we have νptxuq ě a for txu “
Ş
kě1 Cnk .
Proof. Notice that for any k ě 1, there exists B P LkpXq such that for infinitely
many n P N, we have Cnr0, k´ 1s “ B. Now, we apply a diagonal procedure to
find pnkq. Moreover, νp
Ş
kě1 Cnkq “ νptxuq ě a.
Proof of Theorem 1.5. For n P N, let Cn P Ln be ν-ones-maximal. Define
on :“ #1Cn. For κ “ ν ˚B1{2,1{2, we have
κpCnq ¨ 2nrh “ νpCnq ¨ 2nrh´on .
By Theorem 1.2, we have d “ D “ Dν ď on{n. Therefore, by the assumption
that rh “ d, we obtain nrh ´ on ď 0. It follows by Lemma 2.6 that κ fails to
satisfy the Gibbs property.
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3 Complements
3.1 Mirsky measure
3.1.1 Topological support
An important role in the theory of B-free systems is played by the notion of
tautness. We say that B Ă Nzt1u is taut [16] if for any b P B, we have
δpMBq ą δpMBztbuq. It was shown in [14] (see Corollary 2.31 therein) that the
tautness of B implies the following:
(24) if δpMBYtauq “ δpMBq then a PMB.
Moreover, for each B Ă Nzt1u there exists a unique taut B1 such that
(25) FB1 Ă FB, νη “ νη1 and Mp rXη, Sq “Mp rXη1 , Sq, where η1 “ ηpB1q
(see Thm. C and 4.5 in [14]).
Remark 3.1. As a consequence of Theorem 3.2 and (25), we obtain another
proof of the fact that the Mirsky measure is ones-saturated (both, in Xη and inrXη). Indeed, for a taut B we use Theorem 3.2 and for other sets B, we combine
it with (25).
Recall that B is said to be Behrend [16] if δpFBq “ 0. Each infinite set
of primes whose sums of reciprocals is infinite is Behrend (see (0.69) in [17]).
Take a, r P N with gcdpa, rq “ 1. Dirichlet proved that aZ`r contains infinitely
many primes and
ř
pPpaZ`rqXP 1{p “ `8. Thus
(26) aZ` r is Behrend whenever gcdpa, rq “ 1.
Recently, Keller proved the following:
Theorem 3.2 ([20]). If B is taut then νη has full support in Xη.
The main ingredient in the proof of the converse result (i.e. Corollary 1.7)
is the following. Suppose that B is not taut and let B1 be the corresponding
taut set, as in (25). Then
(27) Xη1 Ĺ Xη.
Suppose for a moment that we have already proved (27).
Proof of Corollary 1.7. Suppose that B is not taut. Let B1 be the correspond-
ing taut set, as in (25). Then νη “ νη1 . Moreover, by Theorem 3.2, Xη1 is the
support of νη1 . It follows immediately from (27) that the support of νη (equal
to Xη1) is not full.
Proof of (27). We will prove first that Xη1 Ă Xη. By Theorem 3.2, νη1 is of full
support Xη1 , i.e. each block appearing in η
1 is of positive νη1 -measure. By (25),
we have νη “ νη1 , i.e. each block appearing in η1 is of positive νη-measure. Since
η is a quasi-generic point for νη, each block of positive νη-measure appears on η.
Therefore, each block appearing in η1 appears also on η, which gives Xη1 Ă Xη.
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Suppose now that Xη1 “ Xη. In particular, we have η P Xη1 Ă XB1 .7
Therefore, for each b1 P B1, there exists 1 ď r1 ď b1 such that FBXpb1Z`r1q “ H,
i.e. b1Z` r1 ĂMB. Let d “ gcdpb1, r1q. For b2 :“ b1{d, r2 :“ r1{d, we have
dpb2Z` r2q ĂMBĂMB1 .
It follows by this and by (26) that δpMB1q “ δpMB1Ytduq. By (24), we obtain
d PMB1 . Hence, there exists b3 P B1 such that b3  d, i.e. we have b3  d  b1.
Thus, by the primitivity of B1, we obtain b3 “ d “ b1. Therefore, r1 “ b1
and we conclude that b1Z Ă MB. Since b1 P B1 was arbitrary, it follows that
MB “MB1 . Now, it remains to use the primitivity of B and B1 to conclude
that B “ B1. This yields a contradiction and completes the proof.
As an immediate consequence of Corollary 1.7, we obtain the following:
Corollary 3.3. Suppose that B is not taut. Then the Mirsky measure νη has
maximal density in Xη, but does not have full support.
Remark 3.4. In [13], it was shown that B-free systems that are minimal
(equivalently, Toeplitz [14]), are necessarily taut. Notice that this also follows
immediately from Corollary 1.7, as in minimal systems all invariant measures
have full support.
Atomic Mirsky measure
3.1.2 Atoms
We will now describe all sets B for which the Mirsky measure is atomic.
Proposition 3.5. The Mirsky measure νη is atomic if and only if the taut set
B1 given (25) is finite.
Proof. In view of (25), we can assume that B itself is taut, and we need to
prove that in this case B is finite. But if B is taut then by Theorem F in [14]
the measure-theoretic dynamical system pXη, νη, Sq is isomorphic to a rotation
on a certain compact Abelian group considered with Haar measure. However,
Haar measure has an atom if and only if the group is finite. Since the group is
given by the inverse limit of cyclic groups Z{lcmptb P B : b ď Kuq, K ě 1, B
itself is finite.
Corollary 3.6. The Mirsky measure νη is atomic if and only if for some k, ℓ ě 1
(28) B “ c1B1 Y ¨ ¨ ¨ Y ckBk Y tc11, . . . , c1ℓu,
with B1, . . . ,Bk being Behrend.
Proof. Let B1 be as in (25). It follows by the construction of the taut set B1 in
Section 4.2 in [14] that either
(29) B1 “ pBzpc1ZY . . .YcnZqq Y tc1, . . . , cnu
7Recall that XB1 is the so-called admissible subshift, i.e. x P XB1 iff |supp x mod b
1| ă b1
for each b1 P B1 (by supp x we understand the set tn P Z : xrns ‰ 0u). See [37], for the
square-free case.
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and
(30) B “ pBzpc1ZY . . .YcnZqq Y pc1B1 Y ¨ ¨ ¨ Y cnBnq
for some n ě 1 and some Behrend sets B1, . . . ,Bn or
B
1 “ pBz
ď
ně1
cnZq Y tcn : n ě 1u
and
B “ pBz
ď
ně1
cnZq Y
ď
ně1
cnBn
for some Behrend sets Bn, n ě 1.
The finiteness of B1 means that (29) and (30) hold for some n ě 1. In
particular, the set Bzpc1ZY ¨ ¨ ¨ Y cnZq is finite, i.e. (28) holds.
3.2 Gibbs property vs entropy
By (4), notice that if h “ 0 then hκ “ 0 for any κ PM. In general, if h ą 0, it
is hard to say for which κ we have hκ ą 0. The situation changes if we assume
that the κ has the Gibbs property (and full support).
Proposition 3.7. Suppose that κ PM has full support and satisfies the Gibbs
property (7). Then
(31) h ą 0ñ hκ ě ah.8
Proof. Let ℓn “ |Ln|. Notice that (2) implies that log ℓnn ě h for any n P N,
i.e. we have
(32) ℓn ě 2nh.
Moreover, the function x ÞÑ ´x log x is increasing for x ď 1{2. Due to the
full support of κ and the Gibbs property (7), we obtain
(33) ´
ÿ
WPLn
κ pW q log κ pW q ě
ÿ
WPLn, κpW qď1{2
a2´nh rnh´ log paqs .
Since only one atom of the partition given by Ln can have the measure larger
than 1{2, it follows that
(34)
ÿ
WPLn, κpW qď1{2
a2´nh rnh´ log paqs ě pℓn ´ 1qa2´nh rnh´ log paqs .
Now, we apply (32) to get
pℓn ´ 1qa2´nh rnh´ log paqs ě a
`
2nh ´ 1˘ 2´nh rnh´ log paqs
“ a `1´ 2´nh˘ pnh´ log paqq .(35)
Combining (33), (34) and (35), we obtain
hκÐÝÝÝ
nÑ8
´řWPLn κ pW q log pκ pW qq
n
ě a `1´ 2´nh˘ˆh´ log paq
n
˙
ÝÝÝÑ
nÑ8
ah
and the result follows.
8When h “ 0 then clearly hκ ě ah also holds.
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Remark 3.8. If X “ t0, 1uZ and κ is an ergodic measure of full support with
the Gibbs property then
κ “ B1{2,1{2.
Indeed, the inequality in (7) can be rewritten as κpCq ě a ¨ B1{2,1{2pCq for each
block C. We obtain κ “ B1{2,1{2 by the ergodicity of κ and B1{2,1{2.
Note also that if h “ 0 then κ cannot have the Gibbs property unless it is
purely atomic.
Finally, let us give the following observation concerning the rate of conver-
gence in the formula for topological entropy.
Lemma 3.9. Suppose we can find ν PMpX,Sq such that κ “ ν˚B1{2,1{2 satisfies
Gibbs property (7) and has full support then
0 ď log pℓnq
n
´ h ď 1
n
log
ˆ
1
a
˙
, for every n P N.
where ℓn “ |LnpXq|.
Proof. It follows from the “decreasing property” (20) that for any n P N there
exists a maximal word (in the sense of the coordinatewise order)Wminn P LnpXq
such that for every Wn P LnpXq, we have κ pWnq ě κ
`
Wminn
˘
. Then
κ
`
Wminn
˘ ď 1
ℓn
.
Now, taking advantage of the Gibbs property, we get
a2´hn ď κpWminn q “ ν
`
Wminn
˘
2´|W
min
n | ď 2´ logpℓnq.
Thus
a ď 2´nr logpℓnqn ´hs
and finally
n
„
log pℓnq
n
´ h

ď log
ˆ
1
a
˙
,
which gives the desired rate of convergence.
3.3 Hereditary sofic systems
Fix a finite alphabet A and let pG, Lq be a labeled graph, i.e. G is a graph with
edge set E and the labeling L : E Ñ A. Then X Ă AZ arising by reading the
labels along the paths on G is called sofic (this term was coined by Weiss [40]
and there are several equivalent ways to define sofic subshifts, see also [29]). For
us, A “ t0, 1u.
Notice that for a sofic subshift X Ă t0, 1uZ, the subshift rX is also sofic.
Indeed, take a corresponding labeled graph pG, Lq for X and define p rG,rLq as
follows: for each edge in G labeled with 1 add an extra edge between the same
vertices and label it with 0. Clearly, the subshift resulting by reading the labels
along the paths in the new graph is nothing but rX. Recall also that a finite union
of sofic shifts remains sofic (to see this, it suffices to consider the corresponding
graphs and take their disjoint union).
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Remark 3.10. It was shown in [14] that that for each finite B Ă Nzt1u, bothrXη and XB are sofic. A simpler way to prove this is to notice that if B is finite
then η is periodic. This gives immediately that Xη is sofic and by the above
discussion, also rXη is sofic. Moreover,XB is a finite union of the following form:
XB “
ď
bPB
ď
0ďrbďb´1
Xprb:bPBq,
where x P Xprb:bPBq iff psupp x mod bq X pbZ` rbq “ H for each b P B. Notice
also that Xprb:bPBq is the hereditary closure of the subshift generated by the
periodic point xprb:bPBq whose support equals Zzp
Ť
bPBpbZ` rbqq. Thus, we can
apply here the same argument as for rXη.
Corollary 3.11. Suppose that ν PMepX,Sq is atomic. Then κ “ ν ˚ B1{2,1{2
has the Gibbs property.
Proof. Since ν is atomic, it follows immediately that ν is concentrated on a
finite orbit, i.e. there exists x0 P X and k ě 1 with Skx0 “ x0 and we have
ν “ 1
k
pδx0 ` δSx0 ` ¨ ¨ ¨ ` δSk´1x0q.
I.e., we may assume that X “ tx0, Sx0, . . . , Sk´1x0u. It follows from Sec-
tion 3.2.1 in [24] that the measure of maximal entropy for p rX,Sq is of the form
κ “ ν ˚B1{2,1{2.
Moreover, we have d “ rh. Now, p rX,Sq as the hereditary closure of finite (i.e.
sofic) subshift is sofic. Therefore, its measure of maximal entropy has the Gibbs
property.
Remark 3.12. As a matter of fact, if x0 P t0, 1uZ is periodic of period k ě 1
and X “ tSjx0 : j “ 0, . . . , k ´ 1u then hp rX,Sq “ dpX,Sq “ d, p rX,Sq is
intrinsically ergodic with κ “ ν ˚ B1{2,1{2 the measure of maximal entropy. If
n ě k then we have precisely k blocks (in X) of length n of ν-measure 1{k. By
the monotonicity (20), we need to check (7) for maximal blocks and for such,
by (23), we obtain
κpBq “ νpBq2´#1B ě 1
k
2´nd “ 1
k
2´nhp
ĂX,Sq,
so κ satisfies the Gibbs property.
3.4 Subshifts of finite type (SFTs)
In this section we give examples of subshifts with d ă rh.
Given a family F Ă Ť8i“1t0, 1ui of blocks, by XF we denote the set of all
x P t0, 1uZ such that no block from F appears in x (hence, FXLpXFq “ H). A
subshift pX,Sq is said to be of finite type (or Markov) if X “ XF for a certain
finite family of blocks.
Remark 3.13. Note that if F satisfies: C P F , C 1 ě C ñ C 1 P F , then pXF , Sq
is hereditary.
15
We will make use of some facts from the theory of SFTs given in [29].
Example 3.1. Consider the golden mean subshift X “ Xt11u. By Remark 3.13,
X is hereditary. Moreover,
h “ log 1`
?
5
2
,
see e.g. Example 4.1.4 in [29] and d “ 1{2 (consider . . . 010101 . . . P X and
recall (9)).
However, not all SFTs are hereditary. Now, we will present a SFT that is
not hereditary and we have:
(36) h ă d and d “ rd ă rh
Example 3.2. Consider F “ t00, 111u and X “ XF . We claim that (36) is
valid.
We will show first that h ă d. Note that F 1 :“ t000, 001, 100, 111u is the
full list of forbidden blocks of length 3 and XF “ XF 1 . Now, the admissible
blocks in XF of length 2 are 11, 10 and 01. Hence, the adjacent matrix A for
this subshift is given by
A “
»–0 1 00 0 1
1 1 0
fifl
and since A4 has all entries positive, A is aperiodic, that is, XF 1 is irreducible.
It follows that h “ logλ, where λ is the Perron-Frobenius eigenvalue of A. Since
the characteristic polynomial equals t3 ´ t´ 1, we get λ « 1.32 and
h « logp1.32q « 0.4.
Moroever, d “ 2{3 (consider x “ . . . 011.011011 . . . P XF ), which gives h ă d.
Now, we turn to the proof of rd ă rh. The crucial observation is that
(37) Y :“ Xt111,1001u Ă rXF .
Assume for a moment that (37) is true. Then, we have rh ě hpY, Sq, so in order
to show rh ą rd, it is enough to bound hpY, Sq from below. We claim that
(38) hpY, Sq « 0.76.
In order to see (38), notice that 3-admissible blocks in Xt111,1001u are
000, 100, 010, 001, 110, 101, 011.
Hence, the adjacent matrix equals
A “
»————————–
1 0 0 1 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 1 0
0 0 1 0 0 0 1
0 1 0 0 0 1 0
0 0 1 0 0 0 1
0 0 0 0 1 0 0
fiffiffiffiffiffiffiffiffifl
.
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Now A7 ą 0, so A is aperiodic. It remains to calculate logλ, where λ is the
Perron-Frobenius eigenvalue of A, which is approximately 0.76.
If remains to prove (37). For y P Y , we need to find x P X with y ď x
(coordinatewise). We begin by setting x :“ y. Now, suppose that somewhere
on x we see block of the form
(39) B “ 1 00 . . .0loomoon
ℓ
1.
By the definition of Y , either ℓ “ 1 or ℓ ě 3. If ℓ “ 1, we do nothing. If ℓ ě 3
and is even, we replace B by A “ 1 01 . . .10looomooon
ℓ
1. If ℓ ě 3 and is odd, we replace
B by A “ 1 0110101010 . . .1010looooooooooomooooooooooon
ℓ
1. We apply this procedure to all occurences of
blocks of the form (39). It is easy to see that as a result, we obtain a point x
with the desired properties.
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