This paper is devoted to solving a time-inconsistent risk-sensitive control problem with parameter ε and its limit case (ε → 0 + ) for countable-stated Markov decision processes (MDPs for short). Since the cost functional is time-inconsistent, it is impossible to find a global optimal strategy for both cases. Instead, for each case, we will prove the existence of time-inconstant equilibrium strategies which verify the so-called step-optimality. Moreover, we prove the convergence of ε-equilibriums and the corresponding value functions as ε → 0 + .
Introduction
A Markov decision process (MDP for short) is a five-tuple (X, U, {U (x) : x ∈ X}, Q, c) where X is the state space, U is the action set, {U (x) : x ∈ X} is feasible actions, Q is the transition kernel and c is the cost-per-stage function. For its wide application in different areas, it has been well studied in the last few decades.
To measure different types of risk in different real models, people have raised different cost functionals (i.e. c) for MDPs. In this paper we are interested in the risk-sensitive cases, i.e. given an appropriate policy π = {u t }, the cost functional parameterized by ε is defined as Classical risk-sensitive MDPs have been intensively studied since the seminal paper [15] . In particular the average cost criterion has attracted a lot of researchers since it is quite different from the classical risk neutral average cost problem (e.g. see [7, 8, 17, 9, 14] ). As far as applications are concerned, for example, where portfolio management is considered in [5] , where revenue problems are treated in [3] and where the application of risk-sensitive control in finance can be found in [1] . In recent years, some partially observable risk-sensitive MDPs are considered in [2] and a class of risk sensitive MDPs with some certain costs are investigated in [4] .
For general finite ε > 0 case, dynamic programming is an efficient method to find the optimal control and derive the equation for the cost functional under the optimal control.
If ε → ∞, one can see that and the corresponding value function is V ε t (x) = J ε t,t (x) where E π t,x is the conditional expectation on X ε t = x under the policy π. The appearance of the non-exponential discounting factor τ makes the problem time-inconsistent, i.e. the optimal control now which minimizes the value function V ε t (x) doesn't stay optimal in future, i.e. it doesn't minimize V ε s (x) for s > t. Therefore it is impossible to find a global optimal control. To deal with time-inconsistency, we have to find a so-called time-inconsistent equilibrium which is locally optimal only in some appropriate sense. After the breakthrough in [24] and [12, 11] , there are a lot works on time-inconsistent control concerning MDPs and continuous-time models in the last decade (e.g. see [16, 21, 23, 24, 22, 6, 18] ). Using a similar idea from [24] , we will try to find the time-inconsistent equilibrium strategy. Since we are dealing with a MDP instead of a continuous diffusion, our main goal is to derive the time-inconsistent recursive Hamiltonian sequences for the cost functionals with parameter ε instead of time-inconsistent HJB equations for continuous diffusions. To the best knowledge of the authors, there are few papers concerning on time-inconsistent risk-sensitive MDPs, especially for the convergence of ε → 0 + case. This paper is to fill this gap.
There are two main differences between time-inconsistent risk-sensitive MDPs and time-consistent continuous stochastic processes. Instead of deriving a class of PDEs for the value function in continuous-time models, the value function will be in terms of a time-inconsistent Hamiltonian recursions for time-inconsistent MDPs . The second difference lies in the argument on the convergence of value functions as ε → 0+. For time-consistent continuous-time models, the convergence of the value functions can be obtained by the well-known vanishing viscosity method (e.g. see [13] ) where the convergence of optimal strategies is not necessary. While for time-inconsistent risk-sensitive MDPs, the convergence of time-inconsistent equilibriums is required to show the convergence of value functions. Since the equilibriums might not be unique and the convergence of equilibriums requires strong regularity of value functions for general state space. Therefore we assume the state space is countable in this paper.
In our paper, we assume that the state space X has countable many states and the control space U is a complete metric space with metric |·, ·| U . Without loss of generality, we suppose that X be the set of integers. Let M (X) be the set of all measurable functions on X. B(X) is the set of all bounded functions on X. BB(X) is the set of functions bounded from below. Write P (X) be the set of all probability measures on X. A function f ∈ M (X) is called inf-finite if the set {x ∈ X : f (x) ≤ K} has finite elements for all K ∈ R. Let C(U) be the set of continuous functions on U. A function measurable f on U is called inf-compact if the set {u ∈ U : f (u) ≤ K} is compact for all K ∈ R (i.e. the set of real numbers).
The set of admissible policies Π is assumed to be the collection of all deterministic Markov policies, i.e. Π = {π =ũ 1 ⊕ · · · ⊕ũ T :ũ t = u t (·) is a measurable function from X to U}.
Write T := {1, · · · , T } and π t :=ũ t ⊕ · · · ⊕ũ T . Here the notationũ means the strategy u(·) ∈ U .
Given a deterministic policy π ∈ Π, the transition probability is
where q ε t (j; i, u) ≥ 0 and j∈X q ε t (j; i, u) = 1. For each (τ, t) ∈ T × T, let f τ,t : X × U → R and g τ : X → R. Define the time-inconsistent risk-sensitive ε-cost functional by
and the value function at t ∈ T is
We define the limit cost and value function as ε → 0 + by
As we mentioned before, the dependence of the cost functions f and g on non-exponential discounting factor τ makes the problem time-inconsistent generally. Thus we will find a timeinconsistent equilibrium which satisfies some local optimality. The following is the definition for a time-inconsistent risk-sensitive equilibrium. Definition 1.1. (1) A T -step strategy π ε, * ∈ Π is called a time-inconsistent risk-sensitive ε-equilibrium if the following step-optimality holds
(2) A T -step strategy π * ∈ Π is called a time-inconsistent risk-sensitive equilibrium if the following step-optimality holds
Our main goal in the paper is to derive the time-inconsistent risk-sensitive ε-equilibrium and time-inconsistent risk-sensitive equilibrium. Moreover, we will prove that the convergence of timeinconsistent risk-sensitive ε-equilibriums to time-inconsistent risk-sensitive equilibrium as ε → 0 + .
The paper is arranged as follows. In Section 2, we will review some well-known results for LDP and present some preliminary results. In Section 3, we will derive the time-inconsistent risksensitive equilibriums and the corresponding recursive Hamiltonian sequences for both cases. Then in Section 6, we prove the convergence of ε-equilibriums as ε → 0 + . Finally, an illustrative example is presented in Section 5 and some concluding remarks are made in Section 6.
2
Preliminary Results
Large Deviation Principle
In this subsection, we will review some well-known results on large deviation principle. For more details and their proofs, one can check [10] . On a complete separable space
is called a (good) rate function if it is inf-compact. Let Y n be a sequence of Y -valued random variables on some appropriate probability space. {Y n } is said to satisfy the LDP with rate function I if (1) for any closed subset C of Y , lim sup
In essential, the large deviation principle gives the rate of probability for rare events. Thus the corresponding so-called risk-sensitive control problem is a certain type of robustness control problems, i.e. take actions concerning on rare events (for example, the worst case). Thus let's recall some well-known results on LDP which are used in our paper.
Theorem 2.1. (1) {Y n } satisfies the LDP with rate function I if and only if I is a rate function (i.e. inf-compact) and for any
(2) {Y n } satisfies LDP with rate function I if and only if {Y n } is exponential tight, i.e. for any a > 0, there exists a compact subset K a of Y such that
and for any bounded continuous function h on Y , 
where the relative entropy R(· ·) is defined by
Preliminaries
Let's recall the transition probability
For each t ∈ T and ε > 0, define
Note that h is bounded, Λ ε t (x, u; h) is well-defined. Λ t (x, u; h) is well-defined because of the following assumption.
Assumption (A): (A1) There exists an inf-finite, positive function V : X → R such that for each (x, u) ∈ X × U, lim sup
(A2) Given any t ∈ T and h ∈ B(X), Λ ε t (x, ·; h) is a continuous function of u ∈ U. Moreover for each (x, u) ∈ X × U, there exists a rate function I t (·; x, u) : X → R such that for any h ∈ B(X), and
(A3) There exists a λ 0 > 0 and a constant K u depending on u only such that for any λ ∈ (0, λ 0 ) and each u ∈ U lim sup
For the positive function V on X in (A1), we define a subset BB V (X) of BB(X) by
We also write
h ε is uniformly bounded below and sup
Remark 2.2.
(1) By Theorem 2.1, (A1) and (A2) are sufficient for that {X ε t+1 |X ε t = x, u} satisfies LDP with rate function I t (·; x, u). Moreover for h ∈ BB V (X), Λ ε t (x, u; h) and Λ t (x, u; h) are well-defined and (2.4) holds as well.
(2) (A2) says that the rate function I t is uniform on any compact subset of U. We can conclude that Λ ε t (x, u; ) converges to Λ t (x, u; h) uniformly on any compact set of U. Moreover, Λ t (x, u; h) is continuous on any compact subset of U given fixed x and h (See Proposition 1.2.7 in [10] ).
(3) If (A1) and (A2) hold, the definition of Λ ε t (x, u; h) and Λ t (x, u; h) can be extended to all h ∈ BB V (X) and (A2) is true for all h ∈ BB V (X).
In this paper, BB V (X) is equipped with the following metric,
The following lemma says that (BB V (X), w) is a complete metric space.
Lemma 2.3. Given V defined in (A1), the followings hold.
(1) If h n ∈ BB V (X) with w(h n , h m ) → 0 for any n, m → ∞, then there exists a h ∈ BB V (X) such that w(h n , h) → 0, i.e. (BB V (X), w) is a complete metric space.
(2) If h n is uniformly bounded below with sup n h n ∈ BB V (X), then {h n } has a convergent subsequence in (BB V (X), w). As a result, if h n is uniformly bounded below with sup n h n ∈ BB V (X) and converges to h point-wisely, then h n converges to h in (BB V (X), w) .
Proof. (1) For such {h n }, it is easy to see that there exists a h ∈ M (X) such that h n converges to h point-wisely. Now we show that the convergence is in metric sense as well.
For any δ > 0, there exists a N δ > 0 such that
Note that for any m ≥ N δ , lim sup
By the arbitrariness of δ > 0, we have h ∈ BB V (X). For any fixed δ > 0, let n k satisfy
Then one can easily see that
It follows that for any n > N δ .
It is equivalent to say lim n→∞ w(h n , h) = 0.
(2) By the hypothesis, one can easily see that {h n } has a point-wisely convergent subsequence with limit h. We still write the subsequence as {h n }. Obviously we have h ∈ BB V (X) since h n is uniformly bounded below and h ≤ sup n h n ∈ BB V (X).
Note that for any δ > 0, there exists a x δ > 0 such that
Then by the point-wise convergence, it follows that
By the arbitrariness of δ > 0, we have lim n→∞ w(h n , h) = 0. Now we first prove that well-posedness of Λ and Λ ε on the space BB V (X).
Lemma 2.4. Under Assumption (A), for any {h ε } ∈ U BB V (X) and each u ∈ U, {Λ ε t (·, u; h ε )} ∈ U BB V . Therefore, for any h ∈ BB V (X), Λ t (·, u; h) ∈ BB V (X) for each u ∈ U.
Proof. It is easy to see that Λ ε t (·, u; h ε ) is uniformly bounded below. Note that by (2.2),
By the arbitrariness of λ > 0, it follows that {Λ ε t (·, u; h ε )} ∈ U BB V for each u ∈ U.
Now we are ready to present the Hamiltonians used in our paper. Define
The following lemma will guarantee that A ε t and A t map BB V (X) into BB V (X) under the following assumption.
Assumption (B):
For each fixed u ∈ U, f t,t (·, u), g t (·) ∈ BB V (X). For each fixed i ∈ X, f t,t (i, ·) is continuous and inf-compact. 
Lemma 2.5. Under Assumptions (A) and (B), for any
h ∈ BB V (X), A ε t [h], A t [h] ∈ BB V (XA t [h](x) ≤ f t,t (x, u 0 ) + Λ t (x, u 0 ; h), for some u 0 ∈ U,
by Lemma 2.4 and Assumption (B), A t [h](x) ∈ BB V (X). Similarly we have A ε t [h](x) ∈ BB V (X). Moreover the infimums can be attained by Assumptions (A) and (B).
Given any h ∈ BB V (X), define
If ✷η ε t (x; h) = ∅ for any x ∈ X, we say η ε t (·; h) is a choice of ✷η ε t (·; h) if
We write it as η ε t (·; h) ∈ ✷η ε t (·; h). Since X is a countable-stated space, η ε t (·; h) is naturally measurable. Similarly we can define ✷η t and its one choice η t .
It is easy to see that
From their definition, we know that H ε τ,t , H τ,t will map BB V (X) into M (X). We raise the following assumption to guarantee
There exists constants λ 0 > 0 and K 1 such that for any λ ∈ (0, λ 0 ) and h ∈ BB V (X),
Remark 2.6. We can see that lim sup
Moreover, since f t,t ∈ BB V (X), any u 0 ∈ X belongs to B t,λ (x) if |x| is large. Thus (A3) is a consequence of Assumptions (B) and (C).
Lemma 2.7. Under Assumptions (A), (B) and (C), the followings are true.
(1) for any h ∈ BB V (X), η t (·, h) ∈ ✷η t (·, h) and
Proof. (1) Recall the definitions
Since for each u ∈ U, f t,t (·, u) ∈ BB V (X), B t (x) ⊂ B t,λ (x) for large |x|. By the definition of η t and η ε t , it follows that η ε t (x; h), η t (x; h) ∈ B t,λ (x) when x is large . As a consequence, for each λ ∈ (0, λ 0 ),
By the arbitrariness of λ ∈ (0, λ 0 ), it follows that f τ,t (x, η t (x; h)) ∈ BB V (X). Similarly, we can prove that f τ,t (x, η ε t (x; h)) ∈ BB V (X).
and for any λ ∈ (0, λ 0 ), by Assumption (C),
By the arbitrariness of λ ∈ (0, λ 0 ), it follows that Λ t (x, η t (x; h 2 ); h 1 ) ∈ CBB V (X) for any h 1 , h 2 ∈ CBB V (X). Similarly, the result holds for Λ ε t (x, η ε t (x; h 2 ); h 1 ) ∈ BB V (X).
Time-inconsistent Equilibrium
In this section, we will derive the time-inconsistent equilibrium strategy step by step. The section will be divided into several subsections.
Optimal Control for 1-step Transition
In this subsection, we will review the 1-step optimal control problem with risk-sensitive cost. Consider {X ε 1 , X ε 2 } with controlled transition probability
Given some functionf : X × U → R andĝ : X → R, define the cost function
Problem-(CON): to find aũ * ∈ U such that
By the definition of Λ ε , we havê
As a result,V
Note that the optimal strategy u * (·) might not be unique. The existence ofũ * = u * (·) will be guaranteed by the assumptions in the proof.
Time-inconsistent Strategy
Now we are ready to introduce the recursion process of finding the time-inconsistent equilibriums. We start with the last step first and move backward to the first step.
T -th step strategy. In the last step, the control is determined by solving a classical optimal control problem with discounting fact being τ = T .
Problem-T : to findũ
By the definition of Λ ε T , one can see
Thus the optimal control in this step is in the following feedback form
By Assumption (B), the optimal feedback control must exist. The value function is
While the minimum point is not unique, let η ε t (·; g T ) be a choice of ✷η ε t (·; g T ). We choose
Given the optimal control we find this step, now for any τ ∈ T, let
i.e. Θ ε τ,T is the value of the cost function at time T if we use the discounting factor τ and the feed-back control η ε T (x; g T ). Note that
(T − 1)-th step strategy. In the (T − 1)th step, we know T -step strategy isũ * T = η ε T (·; g T ) defined by (3.2) under discounting factor τ = T . While in this step, the strategy is based on the new discounting factor τ = T − 1. Thus we are solving the following optimal control problem. The value function
Here Λ ε T −1 (x, u; Θ ε T −1,T ) is well-defined since Θ ε T −1,T ∈ BB V (X) by Lemma 2.7.
Now for any τ ∈ T, let
It is easy to see that Θ t-th step strategy. Before tth step, it has been already identified thatũ
In this step, we are using the new discounting factor τ = t. Thus we are solving the following optimal control problem.
Problem-(CON)-t: to findũ ε, * t ∈ U such that
Similarly we can take one choice among the possible multiple choices that
and the value function
It is easy to see that Θ By recursively repeating such process until the first step, we get a T -step strategy η ε T = η ε 1 ⊕ · · · ⊕ η ε T and a sequence of functions {Θ ε τ,t : (τ, t) ∈ T × T} by the following recursions,
Similarly, we can construct T -step strategy η T = η 1 ⊕ · · · ⊕ η T and a sequence of functions {Θ τ,t : (τ, t) ∈ T × T} by the following recursions, (3.10)
At (N − 1)th step, we take a subsequence of {η (BB V (X), w) . We repeat such process until the first step. Then the proof is complete. Therefore (A3) holds.
Let f τ,t (·, u), g τ (·) ∈ BB V (X). Since U is compact, Assumption (B) and (C) are trivial because of (A3). Because the infimum or supremum can be attained, simple calculation shows that the Hamiltonians are We can easily get the recursion sequence defined in (3.10). If f and g are independent of the discounting factor τ . Then the value function V t satisfies
This is the time-inconsistent case which is equivalent to discrete min-max control problem.
Concluding Remarks
We have explored the time-inconsistent risk-sensitive MDPs with countable-stated state space. Due to the time-inconsistency of the risk-sensitive cost function, the theory on the time-inconsistent equilibriums and the convergence of value function as ε → 0 + have some unique interesting features, e.g. the convergence of ε-equilibriums are required for the convergence of value functions. Therefore, our results enrich the general theory of risk-sensitive MDPs and the time-inconsistent control problems. For our time-inconsistent risk-sensitive MDPs, a Hamiltonian recursion for each ε > 0 has been derived and the convergence for the solution sequences as ε → 0 + has been proved. An example is presented to show our assumptions are general. We still can see that the theory is in its infancy and it is possible to be improved in several aspects. For example, can we conclude the similar results for general state space like X = R d ? The main difficulty lies in the first-order regularity of the viscosity solutions of non-linear PDEs. We might deal with it in the other papers.
