We consider the one-dimensional asymmetric simple exclusion process in which particles jump to the right at rate p and to the left at rate 1 − p, interacting by exclusion. Suppose that the initial state has first-class particles to the left of the origin, a second class particle at the origin, a third class particle at site 1 and holes to the right of site 1. We show that the probability that the second-class particle overtakes the third-class particle is (1 + p)/3p. We obtain various limiting results about the joint behavior of the second-class and third-class particles, and a partial extension to a system with a further (fourth-class) particle.
Introduction
In the one-dimensional asymmetric simple exclusion process (asep), particles perform continuous time random walks on Z with rate p ∈ (1/2, 1] of jumping to the right and q = 1 − p of jumping to the left. Particles interact by exclusion; attempted jumps to occupied sites are suppressed. The resulting process η t is Markov in the state space {0, 1} Z , where for a site x ∈ Z, η t (x) = 1 indicates that the site x is occupied at time t; otherwise it is empty. If p = 1 then all jumps are to the right and the process is known as the totally asymmetric simple exclusion process (tasep).
For λ ∈ [0, 1] denote by ν λ the Bernoulli product measure with particle density λ. All translation-invariant stationary distributions for the asep are convex combinations of ν λ , λ ∈ [0, 1]; see Liggett's book [6] .
A second-class particle is a particle that interacts with particles like a hole, and interacts with holes like a particle. That is, a second-class particle jumps right at rate p if there is a hole on its right, and jumps left at rate q if there is a hole on its left; if the site on its left contains a particle, they exchange positions at rate p, and if the site on its right contains a particle, they exchange positions at rate q.
Consider an initial state in which every negative site is occupied by a particle, every positive site has a hole, and there is a single second-class particle at the origin. Let X(t) be the position of the second-class particle at time t. Ferrari and Kipnis [1] proved that X(t)/t converges in distribution as t → ∞ to a uniform random variable on the interval [−1 , 1] . The extension of the method of [1] to the asep is straightforward, but for completeness we give the result and its proof (indeed it can be extended much further, to more general asymmetric exclusion processes and to a larger class of initial distributions). For the particular case of the tasep, almost sure convergence has been proved by Mountford and Guiol [7] , Ferrari and Pimentel [5] , and Ferrari, Martin and Pimentel [4] .
We then consider processes with several different classes of particles. Holes can be considered as particles of class ∞. A class-m particle at x and a class-k particle at x + 1 exchange positions at rate p if m < k and at rate q if m > k. That is, a pair of class-m and class-k particles behaves as particle-hole if m < k and as hole-particle if m > k; particles of the same class interact by exclusion. For example if a second-class particle attempts to jump to a site occupied by a first class particle, the jump is suppressed but if instead it attempts to jump to a site occupied by a third class particle, then they exchange positions. As a consequence, the higher the degree of the class of a particle, the lower its priority. A hole (still denoted by 0) can be considered as a particle with class ∞.
We start the process from a deterministic configuration, denoted1230, that has all negative sites occupied by (first class) particles, the origin occupied by a second class particle, site 1 occupied by a third class particle, and all sites to the right of site 1 empty; the position of the origin is underlined and1 and0 denote the semi-infinite sequences1 = . . . 111 and0 = 000 . . . . We show that for the tasep starting from the configuration1230, the probability that the second-class particle eventually overtakes the third-class particle is 2/3. The same argument shows that for the asep, the probability that the second-class particle overtakes the third-class particle at some point (after which they may perhaps swap back again) is 1+p 3p . These probabilities can be interpreted as the probability that two coalescing second-class particles meet each other at some point, or as the probability that two one-type TASEPs, started from the initial states110 and100, couple with each other under the so-called "basic coupling".
For the tasep, we give a further result showing that the probability that a second-class particle overtakes both a third-class and a fourth-class particle, starting from the state12340, is 1/2.
In Section 2 we define notation and state our main results, along with some discussion. Section 3 collects together some known results on hydrodynamics and couplings. Proofs of our results are given in Sections 4, 5 and 6.
Statement of Results
Let p ∈ (1/2, 1] and write q = 1 − p. We define the multi-type asep as follows. Introduce the following order relation on N := {0, 1, 2, . . . }: we say that i has priority over j and write i ≺ j if either 0 < i < j or i > j = 0. Let Ξ = N Z and consider the generator given on cylinder functions f : Ξ → R by:
There is a particle with a class at each integer site. A particle attempts to jump one site to the right at rate p and one site to the left at rate q; if its class has priority over the class of the particle at the target site, the two particles exchange positions. "Holes" are particles with class ∞, but to follow tradition we indicate them by the symbol 0. If the initial configuration η belongs to {0, 1} Z , we recover the asep with a single type of particle. If p = 1 the attempted jumps are only to the right, and we have the tasep.
The existence of this process can be proven using Liggett's construction [6] or using the Harris graphical construction as in [2, 3] . See also the comments in Section 3 about the basic coupling.
Our results concern systems in which all sites to the left of a certain point contain first-class particles, and all sites to the right of a certain point contain holes. (This property is preserved by the dynamics). We use a compact notation for such states:1 = . . . 111 denotes a semi-infinite string of first-class particles,0 = 000 . . . denotes a semi-infinite string of holes, and an underline indicates the position of the origin. For example,1230 denotes the configuration defined by
(In fact the absolute position of the origin is rarely important for the results, but it is convenient to fix it).
The following result extends to the asep a result proved for the tasep by Ferrari and Kipnis [1]: Theorem 2.1. Consider the asep with p ∈ ( 1 2 , 1], starting from the state120. Let X(t) be the position of the second-class particle at time t.
We note that in fact the same method of proof can be used to prove a much more general result. Already in [1] , the initial condition can be taken to be the product measure with density λ on negative sites and density ρ on positive sites, with λ > ρ. In addition one can extend to more general asymmetric exclusion processes, in which the particles (still interacting via exclusion) carry out more general continuous-time random walks with some drift γ > 0. The convergence is then to a uniform distribution on the interval
In the particular case of the tasep, the convergence has been shown to hold almost surely [7] , [5] , [4] .
We now introduce a third-class particle as well as a second-class particle. The following theorem again extends to the asep results proved for the tasep in [1] . The proofs are analogous; we include them for completeness.
, starting from1230. Let X(t) be the position of the second-class particle at time t, and let Y (t) be the position of the third-class particle at time t. Let τ be the first time that the second-class and third-class particles exchange positions (which may be infinity).
(a) For any
In display (3.7) of [1] , the limit (2.2) was stated for the case p = 1, but it has the extra term "−ru(r, 1)" which does not belong there.
The following is our main result:
Consider the asep with p(1) = p ∈ ( 1 2 , 1], starting from1230. Let τ be the first time at which the second-class and third-class particles exchange positions (which may be infinity). Then
In the tasep (p = 1) this probability is 2/3 (a lower bound of 1/4 was obtained by [1] in this case).
The setting of Theorems 2.2 and 2.3 can also be described in terms of two coalescing secondclass particles, started at sites 0 and 1 (with all first-class particles to their left and all holes to their right). Theorem 2.2 concerns the distribution of the distance between them, and Theorem 2.3 describes the probability that they ever coalesce.
This also represents a coupling probability in the context of the asep with only one class of particle. Consider two processes started from the states1100 and1010, and coupled using the basic coupling, under which jumps are attempted at the same sites at the same times in both processes (see Section 3 for details). At time 0 there are discrepancies between the two processes at sites 0 and 1; these discrepancies move around, behaving as a pair of coalescing second-class particles, and at time τ , the first time they meet, the two processes reach the same state and stay coupled thereafter. Hence the probability that they ever reach the same state is 1+p 3p , or 2/3 for the case of the TASEP.
As mentioned after Theorem 2.1, for the particular case of the tasep we know that the limit X := lim X(t)/t exists almost surely -that is, the second-class particle has an "asymptotic speed". The third-class particle also has an asymptotic speed Y = lim Y (t)/t for precisely the same reason (since the third-class particle sees only higher-priority particles to its left and holes to its right). From Theorem 2.1 we know that both these speeds are uniformly distributed on [−1, 1]. Theorem 2.2 gives us further information about their joint distribution; in fact,
for all r ∈ [−1, 1]. The expression in (2.5) would be consistent with X and Y being independent; however, since Theorem 2.3 tells us that the second-class particle overtakes the third-class particle with probability 2/3, such independence does not in fact hold. Our proof of Theorem 2.3 involves estimating the expected number of particles which are to the right of the second-class particle at time t in a process started from the initial condition120. As a corollary of these methods, we can deduce the following result, which relates to the convergence of the environment around a second-class particle:
Corollary 2.4. Let η t , t ≥ 0 be the asep with p ∈ (1/2, 1] started from the state120. Let X(t) be the position of the second-class particle at time t. Then
Finally for the tasep we can give an extension of Theorem 2.3 to a case where a fourth-class particle has been added. Note that in the case of the tasep, once two particles have swapped position they will never swap back.
Theorem 2.5. Consider the tasep starting from the state12340. The probability that the secondclass particle eventually overtakes both the 3rd-class particle and the 4th-class particle is 1/2. From simulations, it appears that in a tasep starting from the initial condition12345 . . . m0, the probability that the second-class particle eventually overtakes all of the m − 2 lower-class particles to its right is 2/m.
Hydrodynamics and coupling
In this section we state some known results on hydrodynamics and on coupling that will be used in the proofs. Hydrodynamics. Define the product measures ν λ , 0 ≤ λ ≤ 1 under which every site is occupied by a particle with probability λ and a hole with probability 1 − λ, independently for different sites. Any translation-invariant stationary distribution of the one-type asep is a mixture of these product measures [6] .
Suppose the initial distribution puts probability 1 on configurations with asymptotic density 1 to the left and 0 to the right. (In particular this is the case whenever all sites to the left of some point contain particles and all sites to the right of some point contain holes, i.e. the initial configuration has the form1a0 for some finite string a).
Then the process converges to local equilibrium:
for any cylinder function f , where θ x is the translation by x, S(t) is the semigroup of the asep with generator given by (2.1), [·] is the integer part and for t ≥ 0, r ∈ R, u(r, t) is the entropy solution of the inviscid Burgers equation
which is explicitly given by
Basic Coupling. The Harris construction of the process makes use of a family of independent Poisson processes ω = (N (x, x ± 1), x ∈ Z), where N (x, x + 1) has rate p and N (x, x − 1) has rate q . These live in a probability space (Ω, F , P ). We define a function Φ : Ω × Ξ × R + → Ξ inductively in time as follows (informally): fix an initial configuration η and call η t = Φ(ω, η, t). Then
that is, the particles attempt to jump from x to y at the epochs of the Poisson process N (x, y) and do so if their classes admit. Of course this definition is incomplete, as the epochs of the Poisson process are not well ordered, but a simple argument shows that for all t and almost all realizations ω, Z is partitioned into finite boxes that do not interact with each other in the interval [0, t] (see [2] and [3] for details). The process so defined is Markov and has generator L given in (2.1). The basic coupling between n versions of the process with initial configurations η = (η 1 , . . . , η n ) ∈ Ξ n is the process which uses the same ω for all marginals:
. . , η n t ) := Φ(ω, η 1 , t), . . . , Φ(ω, η n , t) That is, in the basic coupling the particles attemp to jump from x to y at the same epochs in each marginal, always respecting the classes (at the marginal).
Speed of the second-class particle
Proof of Theorem 2.1. As in the proof of Theorem 1 of [1] , the main ingredient is a coupling argument and the convergence to local equilibrium (3.1). One wants to show that for r ∈ [−(p − q), p − q],
We will consider asep processes η t and ζ t started from the initial states η 0 =110 and ζ 0 =100. Let J r t (η 0 ) be the number of particles of η t which are to the right of rt, and similarly for J r t (ζ 0 ). We will compute E(J r t (η 0 )) − E(J r t (ζ 0 )) in two different ways. The initial states η 0 and ζ 0 differ only at the origin, where η 0 has an extra particle. If we couple the processes using the basic coupling, then there is exactly one discrepancy at all times, and it behaves as the single second-class particle of a process started in the state120. Hence (4.2) E(J r t (η 0 )) − E(J r t (ζ 0 )) = P X(t) > rt . On the other hand, by shifting the origin by 1, we can see that the number of particles to the right of rt in ζ t has the same distribution as the number of particles to the right of rt + 1 in η t . Hence
which, by the convergence to local equilibrium in (3.1), is p−q−r 2(p−q) , so that (4.2) and (4.3) together give (4.1) as desired.
⊔ ⊓
Distance between second-class and third-class particles
In this section we give the proof of be the number of particles at the right of rt at time t; for convenience, we consider that if there is a particle at [rt] a fraction ([rt]+1−rt) of it is to the right of rt. In the case of the initial configuration η =10 this coincides with the flux of particles through the time-dependent position rt.
Proof of Theorem 2.2. Consider an asep η t , t ≥ 0 started from the initial condition η 0 =η = 110 =1100. The first jump of the process is to the state1010, and this jump occurs at rate p. Hence using the definition of J r t in (5.1) and the Kolmogorov backward equation, we have that EJ r t (110) is continuous and is differentiable everywhere except possibly at points t where rt ∈ Z, with derivative
We couple two versions of the asep starting from1010 and from1100, aligned as follows:
At time zero there are two discrepancies, located at sites 0 and 1. If a jump is attempted from the site of one the discrepancies into the other, the discrepancies disappear and the two configurations coincide from that instant on. Until that time, the discrepancies behave as the second and third class particles X(t) and Y (t), respectively, and τ is the time from which they coincide (which may be infinity). The difference of the number of particles to the right of rt for the two coupled processes can be expressed in terms of the positions of X(t) and Y (t), as follows:
Inserting (5.4) in (5.2),
Now we compute (5.2) in a different way by associating to J r t (η 0 ) the following martingale:
where, for a fixed configuration η, w x (η) denotes the instantaneous current through the bond [x, x + 1], namely:
This expression together with the convergence to local equilibrium (3.1) imply
The same convergence to local equilibrium also gives that
Note that (For example, X(t) represents the discrepancy between two coupled processes starting from the states100 and110; the probability of finding this discrepancy precisely at the site [rt] at time t goes to 0 as t → ∞ since, again by the convergence to local equilibrium in (3.1), the probability of site [rt] being occupied at time t converges to the same limit u(r, 1) for both processes.) Putting equations (5.5)-(5.8) together gives (u(r, 1) ) .
The form of the function u from (3.2) then gives (2.2). The fact that X(t) < Y (t) whenever τ > t, and the relation
then give
Crossing probabilities
Proof of Theorem 2.3. Denote by1200 the configuration that has a second class particle at the origin, while the negative sites are occupied by first class particles and the rest is empty. Denote by1120, the configuration that has a second class particle at site 1, while the non-positive sites are occupied by first class particles and the rest is empty. We couple both processes and prove later that the positions of the discrepancies initially at sites 0 and 1 behave as X(t) and Y (t), the second and third class particles of the theorem, with X(0) = 0 and Y (0) = 1.
For a configuration η with a unique second class particle and a finite number of first class particles to the left of it, denote by X(t, η) the position of the second class particle at time t and by J (2) t (η) the number of first class particles to the right of X(t, η) at time t:
where η t is the configuration at time t for the process with initial configuration η 0 = η.
For the configuration η =120, the Kolmogorov backwards equation gives
t (120) .
In (6.1)1210 is attained when the rightmost first class particle at site −1 jumps to 0, the site occupied by the second class particle and1020 arises when the second class particle jumps from 0 to 1, site occupied by the leftmost hole. The law of J
Taking the limit as t → ∞ in (6.5) gives P (τ < ∞) = 1 − p−q 3p = 1+p 3p as required. ⊔ ⊓ Proof of Corollary 2.4. Using (6.2) and the forward equations, we have
t (120)) = pEη t X(t) − 1) − qEη t X(t) + 1 , (6.9) since J (2) t increases by one whenever the second-class particle swaps with a particle on its left, and decreases by one whenever the second-class particle swaps with a particle on its right.
On the other hand, by the symmetry of the system under exchange of hole and particle and of left and right, η t X(t) − 1 has the same law as 1 − η t X(t) + 1 . Hence, (6.10)
Eη t X(t) − 1 + Eη t X(t) + 1) = 1.
As t → ∞, the left-hand side of (6.9) converges to pP (τ = ∞) which is (p − q)/3 by Theorem 2.3. Putting (6.9) and (6.10) together then gives (2.6) and (2.7) as desired.
⊔ ⊓ Proof of Theorem 2.5. For convenience we will sometimes write simply 2 for the second-class particle, 3 for the third-class particle, and so on. We wish to show that P1 2340 (2 overtakes both 3 and 4) = 1/2, where the subscript in the probability indicates the initial configuration.
We will extend to the starting configuration123450. Identifying one of the holes as a 5th-class particle in this way makes no difference to the probability we are interested in (since it is still treated as a hole by all the particles to its left).
First note that (6.11) P1 23450 (3 overtakes 4) = 2/3. This is simply a version of Theorem 2.3 for the case p = 1; the 3rd-class and 4th-class class particles both see stronger particles everywhere to their left and holes everywhere to their right. Now we reevaluate (6.11) by conditioning on the first jump. We may ignore any jumps which do not involve the 3rd-class or 4th-class particles, since they will still see only stronger particles to their left and holes to their right. So we consider the first jump which involves the 3 or the 4. It is equally likely to be any of three possibilities: 2 swaps with 3, or 3 swaps with 4 (and we are done immediately), or 4 swaps with 5. We get: To go from (6.12) to (6.13) we use the fact that p = 1 and so a weaker particle can never overtake a stronger one. For example, for the 3 to overtake the 4 from the state132450, it is necessary that first the 2 overtakes the 4. Now observe the following equalities: (6.14) P1 23450 (2 overtakes both 3 and 4) = P1 23540 (3 overtakes both 5 and 4) = P1 32450 (4 is overtaken by both 3 and 2).
In the first case of (6.14) the 2 must overtake two weaker particles to its immediate right; all the sites beyond are filled with particles which are weaker still or holes, and all the sites to the left are stronger particles. In the second case the 3 must overtake two weaker particles to its immediate right, in exactly the same way. In the last case the 4 must be overtaken by two stronger particles on its immediate left; by symmetry of the process under exchanging left and right and reversing the order of particles, this is again the same. From (6.14) and (6.13) we get 2 3 = 1 3 + 2 3 P1 23450 (2 overtakes both 3 and 4), so that P1 23450 (2 overtakes both 3 and 4) = 1/2 as desired.
