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In this paper, we consider the semilinear elliptic problem −u −
μ u|x|2 − λu = K (x)|u|2
∗−2u in Ω , u = 0 on ∂Ω , where Ω is a
smooth bounded domain in RN , N  4, 0 < μ < (N−2)24 , 2∗ := 2NN−2
is the critical Sobolev exponent, K (x) is a continuous function.
When Ω and K (x) are invariant under a group of orthogonal
transformations, we prove the existence of nodal and positive
solutions for 0 < λ < λ1, where λ1 is the ﬁrst Dirichlet eigenvalue
of − − μ|x|2 on Ω .
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following semilinear elliptic problem
(Pλ,μ,K )
⎧⎨⎩−u − μ
u
|x|2 − λu = K (x)|u|
2∗−2u in Ω,
u = 0 on ∂Ω,
where Ω ⊂ RN (N  4) is an open bounded domain with smooth boundary, 0 ∈ Ω , λ > 0, 0  μ <
μ := (N−2)24 , 2∗ := 2NN−2 is the critical Sobolev exponent.
Much attention has been paid to problem (Pλ,μ,K ) since the celebrated work [1] by Brézis and
Nirenberg. We only state some related work here.
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Q. Guo, P. Niu / J. Differential Equations 245 (2008) 3974–3985 3975Brézis and Nirenberg [1] proved the existence of one positive solution for (Pλ,0,1) when
0 < λ < λ1, where λ1 is the ﬁrst Dirichlet eigenvalue of − on Ω . Rey [2] and Lazzo [3] showed that
the number of low energy positive solutions for (Pλ,0,1) has a close relationship with the domain
topology if λ > 0 suﬃciently small. As for sign-changing solutions, Cerami, Solimini and Struwe [4]
proved that (Pλ,0,1) has one solution changing sign exactly once for N  6, 0 < λ < λ1. Castro and
Clapp [5] asserted that there is an effect of the domain topology on the number of minimal nodal
solutions changing sign just once of (Pλ,0,1) for λ > 0 close to zero in the domain which is invariant
with respect to an orthogonal involution. Very recently, Cano and Clapp [6] also considered (Pa,0,K )
and proved the multiplicity of sign-changing solutions, where a(x) is a continuous function.
As we know, the ﬁrst result about existence of solutions for (Pλ,μ,1) (μ = 0) is due to Jannelli [7].
He proved the existence of one nontrivial solution for 0μμ−1, 0< λ < λ1, where λ1 is the ﬁrst
Dirichlet eigenvalue of − − μ|x|2 in Ω . Other results on nontrivial solutions for (Pλ,μ,1) can be
seen in [8–10] and the references therein. On sign-changing solutions, D.M. Cao and S.J. Peng [11]
showed the existence of a pair of sign-changing solutions of (Pλ,μ,1) for N  7, 0  μ < μ − 4,
0 < λ < λ1. For the case K = const, P.G. Han and Z.X. Liu [12] showed (Pλ,μ,K ) has one nontrivial
solution for λ > 0 and K (x) > 0 satisfying some other restrictions. J.Q. Chen [13] proved the existence
of one positive solution for 0 < λ < λ1, where K (x) is not necessary to be positive but additional
assumptions for K (x) are made. Let us note that the results in [12,13] cannot be used to determine
the existence of nodal solutions for 0 < λ < λ1.
In this paper, motivated by Castro, Clapp [5] and Cano, Clapp [6], we investigate the nodal and
positive solutions for (Pλ,μ,K ) in domains invariant under a group of orthogonal transformations.
More accurately, we consider the following
(
PΓλ,μ,K
) ⎧⎪⎨⎪⎩
−u − μ u|x|2 − λu = K (x)|u|
2∗−2u in Ω,
u = 0 on ∂Ω,
u(γ x) = u(x) ∀x ∈ Ω, γ ∈ Γ,
where Γ is a closed subgroup of the group O (N) of orthogonal transformations of RN , Ω is a Γ -
invariant bounded smooth domain in RN and K :RN → R is a Γ -invariant continuous function. Note
that Ω is said Γ -invariant if γ x ∈ Ω , ∀x ∈ Ω , γ ∈ Γ and K :RN → R is said Γ -invariant if K (γ x) =
K (x), ∀x ∈ RN , γ ∈ Γ . Let #Γ x denote the cardinality of Γ x = {γ x: γ ∈ Γ } and X/Γ := {Γ x: x ∈ X}
denote the Γ -orbit space of X ⊂ RN with the quotient topology. We will discuss the existence of
positive and nodal solutions for problem (PΓλ,μ,K ).
This paper is organized as follows. In Section 2, we state our main assumptions and results. The
following section is devoted to the proofs of the main results. In Section 4 we prove the compactness
result appearing in Section 3. Some useful lemmas are collected in Appendix A.
2. Statement of main results
It is easy to know that for λ λ1, all nontrivial solutions of (Pλ,μ,K ) change sign when K (x) > 0,
where λ1 is the ﬁrst Dirichlet eigenvalue of − − μ|x|2 in Ω . We demand 0 < λ < λ1 throughout this
paper. In the sequel, we also assume that N  4, 0 < μ < μ and K (x) > 0, ∀x ∈ Ω . For convenience,
we always take K (0) = 1.
Let us ﬁrst introduce two limiting problems which are important later. Set D1,2(RN ) :=
{u ∈ L2∗(RN ) | |∇u| ∈ L2(RN )}. The ﬁrst limiting problem is
(
P∞0,0,1
) {−u = |u|2∗−2u in RN ,
u → 0 as |x| → ∞.
3976 Q. Guo, P. Niu / J. Differential Equations 245 (2008) 3974–3985It is well known that the nontrivial least energy (positive) solutions of (P∞0,0,1) are the instantons
U ,y0 := C(N)
(

2 + |x− y|2
) N−2
2
with  > 0, y ∈ RN and C(N) = (N(N − 2)) N−24 , cf. [14,15]. These solutions minimize
S0 := min
u∈D1,2(RN )\{0}
∫
RN
|∇u|2 dx
(
∫
RN
|u|2∗ dx)2/2∗ ,
and
∫
RN
|∇U ,y0 |2 dx =
∫
RN
|U ,y0 |2
∗
dx = S
N
2
0 . The second limiting problem is
(
P∞0,μ,1
) ⎧⎨⎩−u − μ
u
|x|2 = |u|
2∗−2u in RN ,
u → 0 as |x| → ∞.
For 0< μ < μ, we know (from [16,17]) that all the positive solutions of (P∞0,μ,1) are
U μ := Cμ(N)
(

2|x|(
√
μ−√μ−μ)/√μ + |x|(
√
μ+√μ−μ)/√μ
) N−2
2
with  > 0 and Cμ(N) = ( 4N(μ−μ)N−2 )
N−2
4 . Moreover, these solutions are minimizers for
Sμ := min
u∈D1,2(RN )\{0}
∫
RN
(|∇u|2 − μ u2|x|2 )dx
(
∫
RN
|u|2∗ dx)2/2∗ ,
and
∫
RN
(|∇U μ|2 − μ |U

μ|2
|x|2 )dx =
∫
RN
|U μ|2∗ dx= S
N
2
μ .
Set
‖u‖2λ,μ :=
∫
Ω
|∇u|2 − μ u
2
|x|2 − λ|u|
2, |u|2∗2∗,K :=
∫
Ω
K (x)|u|2∗ .
By Hardy’s inequality (see [18])∫
Ω
u2
|x|2  (1/μ)
∫
Ω
|∇u|2, ∀u ∈ H10(Ω),
and 0 < λ < λ1, K (x) > 0 in Ω , we have ‖u‖λ,μ and |u|2∗,K are equivalent to the usual norms
‖u‖2 :=
∫
Ω
|∇u|2, |u|2∗2∗ :=
∫
Ω
|u|2∗
of H10(Ω) and L
2∗(Ω), respectively.
Set
ΩΓM :=
{
y ∈ Ω: #Γ y
K (y)
N−2
2
= min
x∈Ω
#Γ x
K (x)
N−2
2
}
, AΓK := min
x∈Ω
#Γ x
K (x)
N−2
2
.
We assume all Γ -orbits in ΩΓM are ﬁnite.
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(H) There exist r > 0, σ > N−1, C0 > 0 such that |K (x)−K (y)| C0|x− y|σ if y ∈ ΩΓM and |x− y| < r.
Clearly, the assumptions on K (x) here are different from the ones in [12,13].
First we have
Theorem2.1. Assume (H) holds,ΩΓM ∩Ω = ∅ and ( S0Sμ )
N
2  1AΓK
. Then the problem (PΓλ,μ,K ) has one positive
solution u satisfying ‖u‖2λ,μ < AΓK S
N
2
0 .
To continue we assume Γ is the kernel of an epimorphism ι :G → Z/2 := {1,−1} deﬁned on a
closed subgroup G of O (N). We also assume Ω, K are G-invariant. Recall that a function u(x) is called
ι-equivariant if u(gx) = ι(g)u(x), ∀x ∈ Ω , g ∈ G . Obviously, every ι-equivariant nontrivial solution of
(PΓλ,μ,K ) changes sign.
We call a Γ -invariant subset X ⊂ RN is Γ -connected if X cannot be written as the union of
two disjoint open Γ -invariant subsets, and a solution u of (PΓλ,μ,K ) is (Γ,2)-nodal if the sets
{x ∈ Ω: u(x) > 0} and {x ∈ Ω: u(x) < 0} are nonempty and Γ -connected. Notice that a (Γ,2)-nodal
solution may have more than two nodal domains (see [6]).
Let Ωι := {x ∈ Ω: Γ x = Gx}.
Theorem 2.2. Let Γ is the kernel of an epimorphism ι :G → Z/2 with Ω and K are G-invariant. Assume (H)
holds, ΩΓM ∩ (Ω \ Ωι) = ∅ and ( S0Sμ )
N
2  1AΓK
. Then the problem (PΓλ,μ,K ) admits one pair of ι-equivariant
(Γ,2)-nodal solutions ±u satisfying ‖u‖2λ,μ < 2AΓK S
N
2
0 .
In particular, if G := {Id, τ } and ι :G → Z/2 is given by ι(τ ) := −1, then Γ is the trivial group,
where τ :RN → RN is a nontrivial orthogonal involution, that is, an orthogonal linear transformation
such that τ = Id, τ 2 = Id, Id being the identity of RN . Notice that in this case a ι-equivariant func-
tion u(x) simply becomes a function satisfying u(τ x) = −u(x), ∀x ∈ Ω , and a (Γ,2)-nodal solution
of (PΓλ,μ,K ) simply becomes a solution changing sign exactly once. Hence we obtain the following
special case of Theorem 2.2.
Corollary 2.3. Let G = {Id, τ } and ι :G → Z/2 is given by ι(τ ) = −1. Assume all conditions in Theorem 2.2
hold. Then the problem (PΓλ,μ,K ) admits one pair of solutions ±u changing sign exactly once which satisfy
‖u‖2λ,μ < 2
maxx∈Ω K (x)
N−2
2
S
N
2
0 .
3. Proof of main results
3.1. Notations and technical results
Consider the problem
(
Pιλ,μ,K
) ⎧⎪⎨⎪⎩
−u − μ u|x|2 − λu = K (x)|u|
2∗−2u in Ω,
u = 0 on ∂Ω,
u(gx) = ι(g)u(x) ∀x ∈ Ω, g ∈ G,
where Ω is a G-invariant bounded smooth domain in RN , K :RN → R is a G-invariant continuous
function and ι :G → Z/2 is a homomorphism on a closed subgroup G of O (N). Let Γ := ker ι.
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(Pιλ,μ,K ) is a solution of (P
Γ
λ,μ,K ) with the property that u(gx) = −u(x), ∀x ∈ Ω , g ∈ ι−1(−1).
Recall that (see [6]) ι induces an action of G on H10(Ω) in the following way:
(gu)(x) := ι(g)u(g−1x). (3.1)
The associated ﬁxed point space of the action is
H10(Ω)
ι := {u ∈ H10(Ω): gu = u, ∀g ∈ G}= {u ∈ H10(Ω): u(gx) = ι(g)u(x), ∀g ∈ G, x ∈ Ω}.
The ﬁxed point space of the restriction of this action to Γ is
H10(Ω)
Γ := {u ∈ H10(Ω): u(gx) = u(x), ∀g ∈ Γ, x ∈ Ω}.
It is well known that the nontrivial (weak) solutions of problem (Pλ,μ,K ) are equivalent to the
nonzero critical points of the following functional deﬁned on H10(Ω):
Jλ,μ,K (u) := 1
2
∫
Ω
(
|∇u|2 dx− μ u
2
|x|2 − λ|u|
2
)
dx− 1
2∗
∫
Ω
K (x)|u|2∗ dx. (3.2)
The nontrivial critical point of Jλ,μ,K lies in the Nehari manifold
Nλ,μ,K :=
{
u ∈ H10(Ω): u = 0, ‖u‖2λ,μ = |u|2
∗
2∗,K
}
. (3.3)
It is clear that if Ω and K are G-invariant, Jλ,μ,K is G-invariant with respect to the action deﬁned
in (3.1). By the principle of symmetric criticality [19,20], the nontrivial solutions of (Pιλ,μ,K ) are the
critical points of the restriction of Jλ,μ,K to the Nehari manifold
N ιλ,μ,K := {u ∈ Nλ,μ,K : gu = u, ∀g ∈ G} = Nλ,μ,K ∩ H10(Ω)ι,
which is of class C1 and radially diffeomorphic to the unit sphere in H10(Ω)
ι [20]. Set
N Γλ,μ,K :=
{
u ∈ Nλ,μ,K : u(gx) = u(x), ∀g ∈ Γ, x ∈ Ω
}= Nλ,μ,K ∩ H10(Ω)Γ .
Deﬁne the radial projection as in [6]
πΓλ,μ,K : H
1
0(Ω)
Γ \ {0} → N Γλ,μ,K , πΓλ,μ,K (u) =
(‖u‖2λ,μ
|u|2∗2∗,K
) N−2
4
u.
Note that
πΓλ,μ,K (u) ∈ N ιλ,μ,K , ∀u ∈ H10(Ω)ι \ {0},
and
Jλ,μ,K
(
πΓλ,μ,K (u)
)= 1
N
(‖u‖2λ,μ
|u|2∗
) N
2
, ∀u ∈ H10(Ω)Γ \ {0}.
2 ,K
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mΓλ,μ,K = infN Γλ,μ,K
Jλ,μ,K , m
ι
λ,μ,K = infN ιλ,μ,K
Jλ,μ,K .
It is obvious that mιλ,μ,K mΓλ,μ,K > 0.
The following two propositions are needed. Since they are essentially the same as Propositions 1
and 2 of [6], we omit their proofs here.
Proposition 3.1. Assume that u ∈ N Γλ,μ,K is a critical point of Jλ,μ,K such that Jλ,μ,K (u) < 2mΓλ,μ,K . Then
u  0 or u  0.
Proposition 3.2. Assume that ι :G → Z/2 is an epimorphism. If u ∈ N ιλ,μ,K is a critical point of Jλ,μ,K such
that Jλ,μ,K (u) < 2mιλ,μ,K , then u is (Γ,2)-nodal.
Let us write Gy := {g ∈ G: gy = y} for the isotropy subgroup of y. Recall that the G-orbit Gy is
G-homeomorphic to G/Gy .
Now let us estimate mΓλ,μ,K and m
ι
λ,μ,K .
Proposition 3.3. (1) Assume that Ω and K are Γ -invariant. If (H) holds, ΩΓM ∩ Ω = ∅, then mΓλ,μ,K <
1
N AΓK S
N
2
0 .
(2) Assume that ι :G → Z/2 is an epimorphism with Γ = ker ι and Ω, K are G-invariant. Let (H) hold,
ΩΓM ∩ (Ω \ Ωι) = ∅, then mιλ,μ,K < 2N AΓK S
N
2
0 .
Proof. We sketch the proof of (1). The second one follows from (1) as in [6].
Set Ω sM := {y ∈ ΩΓM : dist(y, ∂Ω)  s}, where s > 0 small enough such that Ω sM = ∅, and ρΓ :=
min{r, s2 , |γ y−y|4 : y ∈ ΩΓM , γ ∈ Γ,γ y = y}, where r > 0 is the constant in (H). Take a radially sym-
metric function ϕ ∈ C∞(RN , [0,1]) with ϕ = 1 if |x| 1 and ϕ = 0 if |x| 2. For  > 0, y ∈ Ω sM and
0 < ρ  ρΓ , deﬁne
uΓ,y(x) :=
∑
[γ ]∈Γ/Γy
K (y)
2−N
4 U ,γ y0 ϕ
(
x− γ y
ρ
)
.
It is obvious that uΓ,y(x) ∈ H10(Ω)Γ . By using (H), Lemma 3 in [6] (see also [1]) shows that
∥∥uΓ,y∥∥2 = AΓK S N20 + O (N−2), (3.4)∥∥uΓ,y∥∥2∗2∗,K = AΓK S N20 + O (N), (3.5)
λ
∫
Ω
∣∣uΓ,y∣∣2  { c2 + O (N−2) if N  5,c2| ln| + O (2) if N = 4, (3.6)
for some positive constant c. Therefore (3.4)–(3.6) imply
Jλ,μ,K
(
πΓλ,μ,K
(
uΓ,y
))= 1
N
(‖uΓ,y‖2λ,μ
|uΓ,y|22∗,K
) N
2
 1
N
(‖uΓ,y‖2 − λ ∫Ω |uΓ,y|2
|uΓ,y|22∗,K
) N
2
<
1
N
AΓK S
N
2
0 .
Thus mΓλ,μ,K <
1
N AΓK S
N
2
0 . 
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Assume ι :G → Z/2 is a homomorphism with Γ = ker ι and Ω , K are G-invariant. Recall that a
sequence {un} ⊂ H10(Ω)ι satisfying
Jλ,μ,K (un) → c, J ′λ,μ,K (un) → 0
is called a ι-equivariant PS-sequence for Jλ,μ,K at c. We say that Jλ,μ,K satisﬁes (PS)ιc if every ι-
equivariant PS-sequence for Jλ,μ,K at c has a convergent subsequence. If ι ≡ 1, the ι-equivariant
PS-sequence is called Γ -invariant PS-sequence and (PS)ιc comes to (PS)
Γ
c . Cano and Clapp [6] gave a
complete description of all ι-equivariant PS-sequences for Jλ,0,K . The description of PS-sequences for
J0,μ,K (deﬁned in D1,2(RN )) and Jλ,μ,1 were given in [21] and [22], respectively. Here we describe
the ι-equivariant PS-sequences for Jλ,μ,K . The proof is postponed to Section 4.
Theorem 3.4. Let {un} ⊂ H10(Ω) be a ι-equivariant PS-sequence for Jλ,μ,K at c  0. Then there exist a so-
lution u of (Pιλ,μ,K ), m, l ∈ N, a closed subgroup Gi with ﬁnite index in G, sequences {yin} ⊂ Ω , {rin} ⊂ R+ ,
a solution u˜i0 of (P
∞
0,0,1) (∀i, 1 i m) and {R jn} ⊂ R+ , a solution u˜ jμ of (P∞0,μ,1) (∀ j, 1 j  l), such that
(i) Gyin = Gi , ∀n 1 and yin → yi as n → ∞, for 1 i m,
(ii) (rin)
−1 dist(yin, ∂Ω) → ∞ and (rin)−1|gyin − g′ yin| → ∞, as n → ∞, for all [g] = [g′] ∈ G/Gi , 1 
i m,
(iii) u˜i0(gx) = ι(g)u˜i0(x), for x ∈ RN , g ∈ Gi , 1 i m,
(iv) R jn → 0 as n → ∞ and u˜ jμ(gx) = ι(g)u˜ jμ(x), for x ∈ RN , g ∈ G, 1 j  l,
(v) un(x) = u(x)+∑mi=1∑[g]∈G/Gi (rin) 2−N2 K (yi) 2−N4 ι(g)u˜i0(g−1( x−gyinrin ))+∑lj=1(R jn) 2−N2 u˜ jμ( xR jn )+ o(1),
(vi) Jλ,μ,K (un) → Jλ,μ,K (u) + ∑mi=1( #(G/Gi)
K (yi)
N−2
2
) J∞0,0,1(u˜i0) +
∑l
j=1 J∞0,μ,1(u˜
j
μ), as n → ∞, where
J∞0,0,1(u) = 12
∫
RN
|∇u|2 − 12∗
∫
RN
|u|2∗ , J∞0,μ,1(u) = 12
∫
RN
(|∇u|2 −μ u2|x|2 )− 12∗
∫
RN
|u|2∗ are the energy
functionals for problems (P∞0,0,1) and (P∞0,μ,1), respectively.
This theorem induces the following which is important for us.
Corollary 3.5. Jλ,μ,K satisﬁes (PS)ιc at every c <min{#(G/Γ )N AΓK S
N
2
0 ,
#(G/Γ )
N S
N
2
μ }.
Proof. Assume that {un} ⊂ H10(Ω) is a ι-equivariant PS-sequence for Jλ,μ,K at c <min{#(G/Γ )N AΓK S
N
2
0 ,
#(G/Γ )
N S
N
2
μ }.
If ι ≡ 1, then G = Γ . If u˜0 is a nontrivial solution for (P∞0,0,1), we have J∞0,0,1(u˜0) S
N
2
0
N and if u˜μ
is a nontrivial solution for (P∞0,μ,1), we obtain J∞0,μ,1(u˜μ) 
S
N
2
μ
N . Since
#(G/Gi)
K (yi)
N−2
2
= #Γ yi
K (yi)
N−2
2
 AΓK ,
we can conclude m = 0, l = 0 in Theorem 3.4, which follows that {un} has a convergent subsequence
in H10(Ω).
If ι is an epimorphism, then #(G/Γ ) = 2. Moreover, u˜0 and u˜μ are sign-changing in this case,
and hence J∞0,0,1(u˜0) >
2S
N
2
0
N (see [24]) and J
∞
0,μ,1(u˜0) >
2S
N
2
μ
N . Noticing that
#(G/Gi)
K (yi)
N−2
2
 #(G/Γ )AΓK ,
we also can conclude m = 0, l = 0 in Theorem 3.4, and then {un} has a convergent subsequence in
H10(Ω). 
Now we can prove the main results.
Q. Guo, P. Niu / J. Differential Equations 245 (2008) 3974–3985 3981Proof of Theorem 2.1. For ι ≡ 1, we have G = Γ . Let {un} be a minimizing sequence for Jλ,μ,K on
N Γλ,μ,K . By Ekeland’s variational principle [20], we can assume {un} is a PS-sequence. Proposition 3.3
gives mΓλ,μ,K <
1
N AΓK S
N
2
0 . Hence Corollary 3.5 with (
S0
Sμ
)
N
2  1AΓK
implies that there exists u ∈ N Γλ,μ,K
such that Jλ,μ,K (u) = mΓλ,μ,K , and then ‖u‖2λ,μ < AΓK S
N
2
0 . Proposition 3.1 asserts that u  0 (or
−u  0). 
Proof of Theorem 2.2. If ι is an epimorphism, then #(G/Γ ) = 2. Proposition 3.3 gives mιλ,μ,K <
2
N AΓK S
N
2
0 . According to Corollary 3.5 and (
S0
Sμ
)
N
2  1AΓK
, there exists u ∈ N ιλ,μ,K (also −u) such
that Jλ,μ,K (u) = mιλ,μ,K and ‖u‖2λ,μ < 2AΓK S
N
2
0 . Proposition 3.2 implies that u (also −u) is (Γ,2)-
nodal. 
Remark 3.6. Since the problem (P∞0,μ,1) is not autonomous, it is diﬃcult to get more accurate esti-
mate of mΓλ,μ,K (m
ι
λ,μ,K ) in Proposition 3.3. Here we assume (
S0
Sμ
)
N
2  1AΓK
to assure the existence of
minimum for Jλ,μ,K on N Γλ,μ,K (N ιλ,μ,K ).
4. Proof of Theorem 3.4
In this section we prove Theorem 3.4 according to the lines of [21,23], see also [5,20,22,24,25]. Let
us denote by B(x, r) the ball in RN with center x and radius r.
Proof of Theorem 3.4. The proof is split into several steps.
Step 1. Since {un} ⊂ H10(Ω) is a ι-equivariant PS-sequence for Jλ,μ,K at c, we have {un} is bounded
in H10(Ω). Up to a subsequence, we can assume that there exists u ∈ H10(Ω) such that un ⇀ u in
H10(Ω) and un(x) → u(x) a.e. x ∈ Ω. From Lemma A.1, we obtain that J ′λ,μ,K (u) = 0 and {un − u} is a
ι-equivariant PS-sequence for J0,μ,K at c − Jλ,μ,K (u). Denote vn := un − u, then vn ⇀ 0.
Step 2. If vn → 0 in L2∗ (Ω), then the conclusion is clear.
If vn  0 in L2
∗
(Ω), let 0 < δ < S
N
2
0 (1− μ/μ)
N
2 such that
limsup
n→∞
∫
Ω
K (x)|vn|2∗ > δ.
Take Rn > 0, such that
∫
B(0,Rn)
K (x)|vn|2∗ = δ. Since Ω is bounded, Rn is bounded. Deﬁne wn(x) =
R
N−2
2
n vn(Rnx), then wn ∈ H10(RN )ι,‖wn‖ = ‖vn‖ and
∫
B(0,1) K (Rnx)|wn|2
∗ = δ. Up to a subsequence,
there exists w ∈ H10(RN )ι such that wn ⇀ w in H10(RN )ι,wn(x) → w(x) a.e. on RN . To continue we
distinguish two cases.
Step 3. w = 0. Since vn ⇀ 0, we have Rn → 0. Then from Lemma A.2, we infer that w is a solution
for (P∞0,μ,1), w ∈ H10(RN )ι and v˜n = vn − R
2−N
2
n w(
x
Rn
) is a ι-equivariant PS-sequence for J0,μ,K at
c − Jλ,μ,K (u) − J∞0,μ,1(w).
Step 4. w = 0. Let h ∈ C∞0 (B(0,1)). As in [21], we have
∫ |∇(wnh)|2 = o(1). Thus by Sobolev’s
inequality, for 0 < a < 1,
∫
B(0,a)
K (Rnx)w
2∗
n → 0. (4.1)
3982 Q. Guo, P. Niu / J. Differential Equations 245 (2008) 3974–3985Take 0 < δ′ < min{δ, S
N
2
0 (1 − μ/μ)
N
2 (maxΩ K )
2−N
2 }. There exist ξn ∈ RN with Rnξn ∈ Ω, r˜n > 0 such
that
sup
y∈RN
∫
B(y,r˜n)
K (Rnx)w
2∗
n =
∫
B(ξn,r˜n)
K (Rnx)w
2∗
n = δ′.
For closed subgroup G ′ of G , let ξG ′n be the orthogonal projection of ξn onto the ﬁxed point set
{x ∈ RN : gx = x, ∀g ∈ G ′}. As in Proposition 4 of [23], there is a closed subgroup G1 of G such that,
up to a subsequence,
(1) G1 has ﬁnite index in G ,
(2) G
ξG
1
n
= G1 for all n,
(3) (r˜n)−1|gξG1n − g′ξG1n | → ∞, as n → ∞, for all [g] = [g′] ∈ G/G1,
(4) (r˜n)−1|ξn − ξG1n | < C < ∞, ∀n.
Deﬁne y˜n := ξG1n , and let
V˜n(z) := r˜
N−2
2
n wn(r˜nz + y˜n).
We have V˜n(gz) = ι(g)V˜n(z), ∀g ∈ G1. Since
∫
|∇ V˜n|2 =
∫
|∇wn|2 =
∫
|∇vn|2,
∫
|V˜n|2∗ =
∫
|wn|2∗ =
∫
|vn|2∗ ,
up to a subsequence, one may assume V˜n ⇀ V in D1,2(RN ), V˜n → V a.e. on RN and V˜n → V in
L2loc(R
N ). Noting {vn} is a ι-equivariant PS-sequence for J0,μ,K , we want to prove V ≡ 0. On the
contrary, if V ≡ 0, then ∀z ∈ RN , h ∈ C∞0 (B(z,1)),
∫ ∣∣∇(V˜nh)∣∣2 = ∫ ∇(V˜n)∇(h2 V˜n)+ ∫ V˜ 2n |∇h|2
=
∫
∇(V˜n)∇
(
h2 V˜n
)+ o(1)
= μ
∫ h2( x−Rn y˜nRnr˜n )v2n
|x|2 +
∫
K (x)|vn|2∗h2
(
x− Rn y˜n
Rnr˜n
)
+ o(1)
 (μ/μ)
∫ ∣∣∣∣∇(vnh( x− Rn y˜nRnr˜n
))∣∣∣∣2 + ∫ K (x)|vn|2∗h2( x− Rn y˜nRnr˜n
)
+ o(1)
= (μ/μ)
∫ ∣∣∇(V˜nh)∣∣2 + ∫ K (Rnr˜nz + Rn y˜n)V˜ 2∗n h2 + o(1)
 (μ/μ)
∫ ∣∣∇(V˜nh)∣∣2 + (max
Ω
K
) N−2
N
(δ′)
2
N
( ∫
|hV˜n|2∗
) 2
2∗ + o(1)

(
μ/μ +
(
max K
) N−2
N
(δ′)
2
N
1
S
)∫ ∣∣∇(V˜nh)∣∣2 + o(1).
Ω 0
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∫ |∇(V˜nh)|2 → 0, and therefore V˜n → 0 in L2∗loc(RN ). On the other hand, since (r˜n)−1|ξn −
ξG
1
n | < C < ∞ for all n,
0< δ′ =
∫
B(ξn,r˜n)
K (Rnx)w
2∗
n 
∫
B( y˜n,r˜n(C+1))
K (Rnx)w
2∗
n =
∫
B(0,C+1)
K
(
Rn(r˜nz + y˜n)
)
V˜ 2
∗
n .
This is a contradiction. Therefore V ≡ 0.
Denote rn := Rnr˜n , yn := Rn y˜n . Then
V˜n(z) = r˜
N−2
2
n wn(r˜nz + y˜n) = (Rnr˜n) N−22 vn(Rnr˜nz + Rn y˜n) = r
N−2
2
n vn(rnz + yn).
Since Ω is bounded and wn ⇀ 0 in H10(R
N ), up to subsequences, r˜n → 0, rn → 0, yn → y ∈ Ω .
(4.1) implies | y˜n| > a > 0 and then |yn|rn → +∞. Now let us prove r−1n dist(yn, ∂Ω) → ∞.
In fact, if r−1n dist(yn, ∂Ω) is bounded, from that vn is a ι-equivariant PS-sequence for J0,μ,K and
vn ⇀ 0, noting
|yn|
rn
→ +∞, by Lemma A.3, we have V is a solution of −u = K (y)|u|2∗−2u in a
half-space, and then by Pohozaev’s identity, V ≡ 0. This is a contradiction. Therefore
r−1n dist(yn, ∂Ω) → ∞
and V˜ = K (y) N−24 V is a nontrivial solution of the limiting problem (P∞0,0,1), moreover, V˜ (gz) =
ι(g)V˜ (z), ∀z ∈ RN , g ∈ G1.
Step 5. Let ϕ ∈ C∞0 (RN ) be radially symmetric and such that 0 ϕ  1, ϕ ≡ 1 on B(0,1) and ϕ ≡ 0
outside of B(0,2). Set
4ρn =min
{
dist(yn, ∂Ω), |gyn − g′ yn|: [g] = [g′] ∈ G/G1
}
,
therefore r−1n ρn → ∞. Let us deﬁne
Wn(x) :=
∑
[g]∈G/G1
r
2−N
2
n K (y)
2−N
4 V˜
(
r−1n g−1(x− gyn)
)
ϕ
(
ρ−1n (x− gyn)
) ∈ H10(Ω).
We have Wn(gx) = ι(g)Wn(x), ∀g ∈ G , x ∈ Ω (see [23]). Now, deﬁne
Vn := vn − Wn ∈ H10(Ω)ι.
As in [24], we know that
Vn = vn −
∑
[g]∈G/G1
r
2−N
2
n K (y)
2−N
4 V˜
(
r−1n g−1(x− gyn)
)+ o(1).
Since |yn|rn → +∞, by Lemma A.4, we obtain {Vn} is a ι-equivariant PS-sequence for J0,μ,K at c −
Jλ,μ,K (u) − #(G/G1)
K (y)
N−2
2
J∞0,0,1(V˜ ).
Step 6. Arguing recursively, we end the proof. 
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Lemma A.1. Assume that {un} ⊂ H10(Ω) is a ι-equivariant PS-sequence for Jλ,μ,K at c, un ⇀ u in H10(Ω)
and un(x) → u(x) a.e. x ∈ Ω. Then J ′λ,μ,K (u) = 0 and {un − u} is a ι-equivariant PS-sequence for J0,μ,K at
c − Jλ,μ,K (u).
Proof. Since u(x) ∈ H10(Ω)ι and un − u → 0 in L2(Ω), Lemma A.2 in [21] gives the result desired. 
Lemma A.2. Assume that {vn} ⊂ H10(Ω) is a ι-equivariant PS-sequence for J0,μ,K at d. If there exists Rn → 0
such that wn(x) := R
N−2
2
n vn(Rnx) ⇀ w ∈ D1,2(RN ) and wn(x) → w(x) a.e., then w solves (P∞0,μ,1),
w ∈ H10(RN )ι and v˜n := vn − R
2−N
2
n w(
x
Rn
) is a ι-equivariant PS-sequence for J0,μ,K at d − J∞0,μ,1(w).
Proof. Lemma A.3 in [21] implies the statement. 
Lemma A.3. Let {vn} ⊂ H10(Ω) be a PS-sequence for J0,μ,K , vn ⇀ 0, V˜n(z) = r
N−2
2
n vn(rnz + yn) ⇀ V in
D1,2(RN ), V˜n → V a.e. on RN . If 0 < rn → 0, yn → y ∈ Ω , |yn|rn → +∞ and r−1n dist(yn, ∂Ω) → d < +∞,
then V is a solution of −u = K (y)|u|2∗−2u in HN := {(z1, . . . , zN ) ∈ RN : zN −d}.
Proof. Up to a rotation of RN , we have that the sets Ωn := {z ∈ RN : rnz + yn ∈ Ω} satisfy
∞⋂
k=1
( ∞⋃
n=k
Ωn
)
= HN .
Since {vn} ⊂ H10(Ω) is a PS-sequence for J0,μ,K and vn ⇀ 0, noticing
∫
Ωn
V˜nϕ
|x+ ynrn |2
= o(1), ∀ϕ ∈
D1,2(Ω), by scaling, we have
o(1) =
∫
Ωn
∇ V˜n∇ϕ − μ
∫
Ωn
V˜nϕ
|x+ ynrn |2
−
∫
Ωn
K (rnz + yn)|V˜n|2∗−2 V˜nϕ
=
∫
HN
∇V∇ϕ −
∫
HN
K (y)|V |2∗−2Vϕ + o(1).
Thus we end the proof. 
Lemma A.4. Assume that {vn} ⊂ H10(Ω) is a ι-equivariant PS-sequence for J0,μ,K at d, vn ⇀ 0, V˜n(z) :=
r
N−2
2
n vn(rnz + yn) ⇀ V in D1,2(RN ), V˜n → V a.e. on RN . Let V˜ = K (y) N−24 V and yn, Wn be deﬁned as
in the proof of Theorem 3.4. If 0 < rn → 0, yn → y ∈ Ω and r−1n |yn| → +∞, then Vn := vn − Wn is a
ι-equivariant PS-sequence for J0,μ,K at d − #(G/G1)
K (y)
N−2
2
J∞0,0,1(V˜ ).
Proof. Obviously, Vn ∈ H10(Ω)ι . Since
Vn = vn −
∑
[g]∈G/G1
r
2−N
2
n K (y)
2−N
4 V˜
(
r−1n g−1(x− gyn)
)+ o(1),
by the invariance of scaling and Brézis–Lieb’s Lemma, we have
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Ω
|∇Vn|2 =
∫
Ω
|∇vn|2 − #(G/G
1)
K (y)
N−2
2
∫
RN
|∇ V˜ |2 + o(1), (A.1)
∫
Ω
|Vn|2
|x|2 =
∫
Ω
|vn|2
|x|2 + o(1), (A.2)∫
Ω
K (x)|Vn|2∗ =
∫
Ω
K (x)|vn|2∗ − #(G/G
1)
K (y)
N−2
2
∫
RN
|V˜ |2∗ + o(1), (A.3)
for details see [21,23]. Therefore (A.1)–(A.3) give J0,μ,K (Vn) = d − #(G/G1)
K (y)
N−2
2
J∞0,0,1(V˜ ) + o(1).
A similar argument as Lemma A.4 in [21] shows that J ′0,μ,K (Vn) = o(1). 
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