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Abstract. The Turing machine can be used for rigorous study of the computation theory. In theory the Turing machine can
simulate modern computers, but the actual implementation would be very difficult. This paper proposes a framework of Turing
machine developing system. This developing system has been used successfully to implement a special Turing machine that is
capable of executing Java bytecode. Demonstrations of this paper have shown the effectiveness of adopting the Turing machine
for practical computation. In addition, the developing system can be applied to demonstrate the principle and concept of Turing
machines.
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1. Introduction
The Turing machine (TM) is an abstract model of computation. Research and teaching of the compu-
tation theory can be conducted in rigor by applying the concept of Turing machines. However, due to
the abstract nature, it is very difficult to deal with practical problems using TM. Theoretically, Turing
machines can be used to simulate modern computers, but an actual implementation of such simulation
is still not available.
There are several Turing machine simulation systems available on the Internet. For example,
the“Visual Automata Simulator” is a tool for simulating, visualizing and transforming finite state au-
tomata and Turing machines [1]. JFLAP is another package of graphical tools for realizing the basic
concepts of formal languages and automata theory [4]. It is also available in a CD bundled with the
textbook of Li [8]. VAS is another software package adopted in university courses. Software like these
usually provides a window interface and several interesting functions. However, their operation is only
restricted to small-scale examples.
Java is one of the most prevalent programming languages today [3,5]. After compilation of the source
code, corresponding class files will be generated which contain the Java bytecode. Any platform can
interpret the bytecode as long as a Java virtual machine (JVM) is installed on the platform. Although
JVM is not a real machine, its capability is comparable to a real computer [6].
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This paper proposes a framework of Turing machine developing system. This developing system has
been used successfully to implement a special Turing machine that is capable of executing Java bytecode.
The purpose of this system is to demonstrate the effectiveness of adopting Turing machines for practical
computation and allow the students to master the principles behind the Turing machine.
In Section 2, we discuss the TM developing system. The general definition of TM is first defined
clearly and then adjusted slightly to facilitate implementation. The transition function can be described
in parametric form and implemented by a constant time algorithm. Section 3 introduces a special TM
named TJ which is implemented using the TM developing system. It can execute the Java bytecode
successfully. Section 4 describes the execution environment of TJ. The last section concludes with the
summary and future works.
2. Turing machine developing system
2.1. The definition of the Turing machine
Although there exists many definitions of TM [1,2,7], they are actually very similar. All the TM
discussed in this paper are deterministic TM with a single two-way tape. We first give a definition of TM
which is basically following the notations of Hopcroft and Ullman [2].
Formally, a Turing machine can be defined as
T = (Q,Σ,Γ, δ, q0,#, F ),
where
– Q is a finite set of states.
– Γ is a finite set of tape symbols.
– # is the blank symbol which is a specific symbol in Γ.
– Σ is the set of input symbols which is a subset of Γ but not including #.
– q0 is the start state which is a specific state in Q.
– F is the final set which is a subset of Q. The states contained in F are called final states.
– δ is the transition function. Its domainD is included inQ×Γ and its co-domain is Γ×{L,R, S}×Q.
The co-domain can also be restricted in Γ× {L,R} ×Q while retaining the computing capability.
A Turing machine consists of a finite control and a tape. The finite control records the current state and
the tape consists of infinite number of cells. A read-write head is attached on the tape. At the beginning,
the state in the control is the start state q0. k (k  0) input symbols are placed on the tape and the rest of
the cell are blanks. At this time, the read-write head is pointing to the leftmost symbol.
The transition function is hard-wired inside the control. During each machine cycle, the control refers
to the current state q and the symbol a to decide the action. If (q, a) is not inside the domain of δ, the
TM halts. If δ(q, a) = (b,m, q′), the symbol inside the cell, which is pointed to by the read-write head,
will be changed to b. The read-write head will be shifted one cell to the left, one cell to the right, or not
moving, according to the L, R, or S value of m, respectively. At that moment, the state inside the control
will be changed to q′.
When the TM is being used for computation, input string will be placed on the tape before starting.
When the calculation comes to the stop state, the string on the tape will be the results of the computation.
If the state is not an ending state when the machine stops, the input string would be considered not legal.
Except calculation, TM can also be used for recognizing languages.
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2.2. Adjusting the definition of the Turing machine
There are many variations on the definitions of the Turing machine, including half-tape and multi-tape.
These variations did not change the computation capabilities of the TM, but only for the convenience
of description. Different definitions of TM can be simulated by each other. For the convenience of the
implementation, we made a minor modification on the definition too.
It is better to let a state of TM hold a finite amount of information [HU79]. This modification does not
actually change the definition but in fact make a partition on the state set. For example, when the set of
state Q = {q0, (q1, a), (q1, b), (q1, c), (q2, a), (q2, b), (q2, c), q3} includes eight actual states, Q can be
considered including only four abstract states q0, q1, q2, q3. Among them, q0 and q3 are actual states and
q1 and q2 are the tags of the state groups, which will become an actual state after given data-value a, b or
c. This mechanism provides great convenience for the design of the TM. This memorizing space, which
is included in the state, is termed register.
In order to allow TM to move faster, this research needs to adjust the co-domain of the transition
function. The domain D remains in Q× Γ but the transition function is changed to:
δ : D → Γ× {m|m is an integer,−M  m  M} ×Q
The constant M in the above equation must be specified before the TM is designed.
If, during a state q, the TM reads a symbol a and δ(q, a) = (b,m, q′), then, within the machine cycle,
the cell pointed to by the read-write head will be changed from a to b. The read-write head will be shifted
according to the value of m. If m is positive, it will be shifted m cells to the right. If m is negative, the
shift will be |m| to the left. The head will not move if m is equal to 0. At this time, the state is changed
to q′. The definition in the last subsection corresponding to setting the constant M to 1 and the symbols
L, S, R are −1, 0, and 1, respectively.
Practically, the adjustment of the range R can dramatically reduce the actual execution time of the
TM. However, theoretically it doesn’t alter the computation capabilities of the TM. For any integer m
between −M and M, the single operation δ(q, a) = (b,m, q′) in a machine cycle can be simulated with
m machine cycles which “moved one position each time.” As for the equation of m equals to 0, it can
be merged into another equation in which m not equals to 0.
2.3. Description of the transition function
When the domain D of the transition function is a finite set, the transition function can be described in
tabular form. This is the most common way of representing the transition functions in many text books.
However, this form is suitable only when the domain is not too large. When the domain is large, it is
better to use parametric form instead. A precise example is showing below.
Example 1 Inserting two empty spaces
Suppose a string is placed on the tape when the TM starts. The TM T1 will insert two empty spaces at
the position of the read-write head. The original symbols will be shifted to the right. Then, the read-write
head is being shifted back to the original position.
T1 = (Q,Σ,Γ, δ, q0,#, F ), in which, Σ = {a, b, c, . . . , z}, Γ = {#} ∪Σ,
Q = {start, park, ok} ∪ ({second, last} × Σ) ∪ ({write} × Σ2), q0 = start, F = {ok}.
The abstract states second and last are each allocated a register and the abstract state write is allocated
two registers. Each register is capable of storing 26 possible values in Σ. The combinations of the
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possible parameters that are defined in the transition function δ and their corresponding function values
are listed below:
δ(start, x) = (#, R, (second, x)), if x ∈ Σ (1)
= (x, S, ok), if x = # (2)
δ((second, r), x) = (#, R, (write, r, x)), if x ∈ Σ (3)
= (#, R, (last, r)), if x = # (4)
δ((write, r, s), x) = (r,R, (write, s, x)), if x ∈ Σ (5)
= (r,R, (last, s)), if x = # (6)
δ((last, r),#) = (r, L, park) (7)
δ(park, x) = (x,L, park), if x ∈ Σ (8)
= (#, L, ok), if x = # (9)
For the initial state start, the Eq. (2) represents reaching an empty space at the beginning. It means the
original input string is empty. Therefore, T1 enters to the final state ok directly. The Eq. (1) means that
T1 reads some symbol x at the beginning and, therefore, it writes empty space into the cell and enters
the state second. At the same time, the symbol x is stored into the register allocated for the state second.
In Eq. (3), T1 in state second also writes the second empty space into the cell and enters the state write.
At the same time, the recorded symbol r and the symbol x just read are stored into the registers of the
state write. The state write remembers the recently read symbols r and s. Using Eq. (5), T1 writes r into
the cell and stores s and the recently read symbol x into the registers. These operations are continued
until the first empty space after the string is read. At this time, using Eq. (6), T1 will write r into the cell
and enter the state last. The symbol s recorded earlier should also be stored into the register of the state
last. Using Eq. (4), if T1 in state second was reading an empty space at the first place, it should also
enter the state last this way.
State last will reach empty space definitely. In Eq. (7), T1 in state last writes the register value r into
the cell, moves left, and enters the state park which is going to stop the machine. Finally T1 in state
last will use Eqs (8) and (9) to continuously moving left to the start position. The following is a typical
history of execution in which the first column is the current state, the content of the tape is following the
semi-colon and the left bracket is representing the position of the read-write head.
start : # [a b c # # #
(second,a) : # # [b c # # #
(write,a,b) : # # # [c # # #
(write,b,c) : # # # a [# # #
(last,c) : # # # a b [# #
park : # # # a [b c #
park : # # # [a b c #
park : # # [# a b c #
ok : # [# # a b c # 
The input symbol set Σ in example 1 contains only 26 English alphabets. We can expand Σ to any
finite set. For example, we can define Σ to be the set of all Unicode (except empty space #). Like this
situation, using tabular form to describe the transition function is not practical. The parametric form
can be transferred to tabular form automatically, but the time complexity of the transformation can be
exponential. After transferring, the loading time before the TM execution can be exponential too.
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Theoretically, any transition function of the TM can be implemented with combinational circuits.
When the situation is not complicated, it usually can be described using mathematic formula such as
example 1. However, if the manipulation of the transition function is complicated, it is necessary to
describe with algorithms. Conceptually, the transition function is hard-wired in the control unit of the
TM. Therefore, this paper restricts the algorithm describing the transition function to be completed
within constant time using the tape of the TM.
2.4. The TM developing system
It is convenient to design a TM in Java and we have implemented a Java package tm which plays the
role of a TM developing system.
The package tm mainly includes following classes. The abstract class tm.AbsState is used to denote the
state of a TM. Its subclass tm.State represent the “real” state and its another subclass tm.AugmentedState
is equipped with a register array reg, where the method setReg is used to set the value of these regis-
ters.The class tm.Action is used to express the action a TM should take during a machine cycle. The
content of tm.Action includes the symbol to be written into the tape, the number of cells the read-write
head will move, and the next state of the TM. The class tm.DTM is used to represent an instance of TM.
It provides the method addSymbol to add new symbols to the symbol set Σ. Another method s is used to
produce non-final states and the method sf is used to produce final states. Furthermore, the method drive
is used to simulate the execution of the TM. The method nextAction is used to describe the transition
function δ of the TM. It should be overridden in a subclass to compute the instance of Action from the
current state and the symbol read at that time. A newly designed TM class should inherit from tm.DTM.
Then the designer can describe the necessary states and the transition function in the class.
Corresponding to the example 1 described previously, Turing machine T1 is described in the following
Java code. The instance of the class TmIns2R is ready to be executed in the help of the package tm.
class TmIns2R extends tm.DTM {
State OK, START, PARK; AugmentedState SECOND, WRITE, LAST;
public TmIns2R(String sigma) { // constructor
// use sigma to create type symbols, the detail is omitted.
OK= this.sf("ok"); START= this.s("start");
SECOND = new AugmentedState(this, "second", 1); // 1 register
WRITE = new AugmentedState(this, "write", 2); // 2 registers
LAST = new AugmentedState(this, "last", 1); // 1 register
PARK = this.s("park");
setStart(START);
}
public Action nextAction(AbsState q, ConSym x){
if(q==START) {
if(this.alphabetContains(x))
return new Action(sym_BL, _R, SECOND.setReg(x)); // Eq. (1)
if(x==AbsTM.sym_BL) return new Action(x, _S, OK); // Eq. (2)
}
else if(q==SECOND) { /* omitted */ } // Eq. (3), (4)
else if(q==WRITE) {
ConSym r= WRITE.reg[0], s=WRITE.reg[1];
if(this.alphabetContains(x)) {
return new Action(r,_R, WRITE.setReg(s, x)); // Eq. (5)
}
if(x==AbsTM.sym_BL) return new Action(r, _R, LAST.setReg(s)); // Eq. (6)
}
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else if(q==LAST) {
if(x==AbsTM.sym_BL) return new Action(LAST.reg[0],_L,PARK); // Eq. (7)
}
else if(q==PARK) { /* omitted */ } // Eq. (8), (9)
return null; // (q, x) not in the domain of the transistion function
}
}
Fig. 1. TJ tape. Fig. 2. System Configuration.
3. The Turing machine TJ
This section introduces the constructed Turing machine called TJ which can be used to simulate Java
virtual machine as well as execute the class file of Java. In the following, the constant M is set to 232 to
allow random access in the working space while simulating the JVM.
All the symbols used by TJ belong to the class AbsSym which contains subclasses ByteSym, I32Sym,
I64Sym, F32Sym and F64Sym representing the original type of byte, int, long, float, and double, respec-
tively. The symbol set of TJ consists of 28+232+264+232+264 possible symbols. Although it is huge,
it is still a finite set.
The tape of TJ is used to simulate the main memory. Each cell of the tape is corresponding to an
integer-numbered address. At the start the read-write head points to the cell of address 0. The addresses
of right-hand side cells are 1, 2, . . . and that of left-hand side cells are −1, −2, etc. According to the
specification, the main memory of JVM has only the addressing capability of 32 bits. Therefore, only
4G cells in the tape of TJ are used and the extra portions of the tape are reserved for peripherals.
The Java bytecode to be executed will be placed in the positive addressing area. In the right-hand side
of the bytecode are the heap area and the negative addressing area is the system stack. The configuration
is shown in Fig. 1.
In the state set of TJ, every state is equipped with at least six 32 bits registers named MAR, OP, IP, SP,
FP and AV.
The register MAR (memory address register) keeps the current address of the read-write head. When
the read-write head moves, the MAR will be increased or decreased according to the number of cells
moved right or left. The register OP (opcode) records the first byte of the currently interpreted JVM
instruction and the register IP (instruction pointer) records the address of the instruction. The register
SP (stack pointer) records the address of the top cell of the stack. The push command will decrease SP
by 1 and pop will increase it by 1. An invocated Java method requires a frame to record the parameters,
local variables and the return address. The register FP (frame pointer) is used to keep the address of
current frame. Register AV (available memory) saves the starting address of un-used heap memory. AV
will be needed for generating new objects. Except the six registers mentioned here, some extra registers
are allocated for special states to assist the interpretation of instructions.
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Fig. 3. A snapshot during system execution.
The states of TJ are used to interpret various bytecodes of JVM. With respect to the complexity
of the instructions, there are some special interpreting states. Currently, we have implemented all the
instruction set of JVM, except the instructions jsr, jsr_w, ret, athrow, which are used to process the
throw and catch mechanism.
Taking the bytecode instruction isub as an example. According to the specification [7], an integer y
will be first popped from the stack and then another integer x will be popped. At last, the difference x−y
is pushed back onto the stack. When TJ is simulating an isub instruction, several intermediate states will
be used. The register IP and MAR will be used first for moving the read-write head to the position of the
instruction. Then, the instruction code is moved into the register OP. It is followed by using the register
SP and MAR to move the read-write head to the top of the stack. An extra register still needed for saving
the subtrahend y took out from the stack. Finally, the value x at the top of the stack will be changed to
the difference x− y. The next instruction then will be simulated by the new value in the register IP.
4. The execution environment of TJ
Our system is implemented on the Java platform which consists of four major parts: (1) TM Simulator,
(2) TJ Loader, (3) JVM Simulator TJ and (4) GUI. The relation between these four parts is shown in
Fig. 2.
When the system is in function, the Java source file will be compiled, as the usual way, by Java
compiler and the class file containing bytecodes will be generated. The TJ Loader will load the class file
and convert it to an internal format before placing it on the tape of TJ. Then the TJ driven by the TM
Simulator can start the cycle of reading, interpreting and executing.
The interface of TJ allows system operation and observation. Figure 3 is a snapshot of the window
after system start-up. There are five areas on the window. The menu bar and the tool bar are on the top
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and the programming area is on the left. The TJ display area is located on the right and the console
window is at the bottom. Currently, our system only supports simple text I/O of JDK.
The tree structure is used in the programming area to show the class structure including fields, meth-
ods, constructors and subclasses. The JVM instructions are contained in methods and constructors. If
a JVM instruction is the destination of a jump instruction, there will be a green label in front of it to
indicate the address of it.
The current state of the TM, the accumulated number of read-write head moves and the accumulated
number of machine cycles are displayed in the top of the TJ display area. Several child windows can be
opened in the display area to observe different areas of the tape. Since contents of cells are displayed
horizontally, the tape is displayed vertically, with upward area representing the left-hand side of the tape
and the lower area represent the right-hand side. The arrow in the tape indicates the read-write head.
User can develop his/her own Java program and, after compilation, deliver the class file through the
interface to the TJ for execution. There are four built-in examples provided in the interface. They are (1)
simple output, (2) finding the maximum integer in an array, (3) bubble sort, and (4) a linked list. These
four examples can be loaded and executed directly from the menu.
5. Summary and future works
The Turing machine (TM) is an abstract model of computation. The research and teaching of the
computation theory are usually conducted on TM. Because of its simple structure, using TM to deal
with practical problems is very difficult.
In this paper, we first propose a modified definition of the TM, which includes the mechanism of
registers and the fast shifting mechanism. These modifications do not alter the computation capability of
TM. We introduce parametric description and constant-time algorithm to describe the transition function
of TM. A Java package tm is implemented which serves as a TM developing system.
We have used the developing system to implement a special TM named TJ which can interpret byte-
codes in a Java class file. Except for the instructions used to process the throw and catch mechanism, TJ
supports all the JVM instructions.
As a library to support practical programming, the execution environment of our system currently
supports only pure text I/O. Other supplementary functions will be implemented in the future. The
succeeding version will be implemented in C++ for higher execution efficiency.
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