Abstract-This tutorial surveys domains employing non-metric functions for effective similarity search, and methods for efficient non-metric similarity search in very large collections.
I. INTRODUCTION
Similarity search is a fundamental problem in many disciplines like multimedia databases, data mining, bioinformatics, computer vision, and pattern recognition, among others. The standard approach for implementing similarity search is to define a dissimilarity measure that satisfies the properties of a metric (strict positiveness, symmetry, and the triangle inequality), and then use it to query for similar objects in large data collections. The advantage of this approach is that there are many index structures (so-called metric access methods) that can be used to efficiently perform the queries. However, a recent survey [1] has shown that similarity measures not holding the metric properties have been widely used for contentbased retrieval, because these (usually) complex similarity measures are more effective, i.e., they return better results.
The goal of this tutorial is to provide an interdisciplinary overview of non-metric similarity measures and their applications, focusing on their usage with very large data collections. We start the tutorial presenting the basics of similarity search and the motivation for using non-metric similarity measures. Next, we present many general non-metric measures, that can be used in a wide variety of application domains, and several different research areas that share the necessity of efficient similarity search algorithms in non-metric spaces. Then, the efficiency issue will be addressed, describing the current state-of-the-art in non-metric indexing, both for general and specific non-metric measures. Finally, we end the tutorial with a summary of the current techniques for searching with non-metric measures in large data collections, remarking the current challenges for the database community on this topic.
II. OUTLINE

A. Introduction
The tutorial begins with an introduction to the topic of similarity measuring and search, with a focus on similarity spaces, the basics of similarity search [2] , [3] , and the topological properties [4] , [5] . It continues motivating the use of non-metric functions for similarity search. This part ends with a discussion of the design and implementation issues of similarity functions, and how to turn a similarity into a dissimilarity function.
B. Non-metric similarity functions and application domains
We continue the tutorial giving details for a wide variety of non-metric similarity functions. Non-metric functions are often more robust than metric distances and they may consider local similarity, leading to better effectiveness in the similarity search result. Also, a black-box algorithm that computes some similarity score for an specific application can rarely be proved to satisfy the metric properties.
1) Non-metric functions: We start describing generalpurpose non-metric measures such as Dynamic Partial Function [6] , [7] , Cosine measure and distance [8] , KullbackLeibler divergence, χ 2 distance [9] , Dynamic Time Warping Distance [10] , and Hausdorff Distance Variants [11] .
2) Application domains and examples: We discuss specific application domains where non-metric similarity have been successfully used, such as:
• Multimedia databases (e.g., images [12] , shapes [13] , [14] , [15] , [16] , audio [17] , [18] , [19] , [20] digital libraries [21] , and XML databases [22] ).
• Medical and scientific databases (imaging data [23] , [24] , [25] , time series [26] , [27] , [28] , [29] , and graph databases [30] , [31] , [32] ).
• Biological and chemical databases (Primary and tertiary structure of proteins [33] , [34] , [35] , [36] , [37] , and general molecules and compounds [38] , [39] ).
• Biometric databases (handwritten recognition [40] and face identification [41] ).
C. Efficient search in non-metric spaces
Although there have been many approaches developed addressing efficient (fast) similarity search, they mostly share the general lower-bounding concept. That is, instead of computing the exact distance δ, a tight lower-bound distance δ LB (δ LB (q, x) ≤ δ(q, x)) is computed and tried to filter the object x from the search. The crucial assumption here is the computation of δ LB is much cheaper than that of δ.
1) The Metric Case: Before we discuss the general case of non-metric similarity, we present the access methods for the metric case -the metric access methods (MAMs) [42] , [2] . Here, the similarity function is restricted to a metric distance δ, so that lower-bounding distance values are constructed by using precomputed distances to the so-called pivots (reference objects from database) and the metric postulates, especially the triangle inequality. We present the general principles of indexing metric spaces, including the ball-partitioning and hyperplane-partitioning schemes.
An important factor when indexing by MAMs is the distance (similarity) distribution within the metric dataset, which also determines its indexability. We present two indexability measures, the intrinsic dimensionality [42] and the ball-overlap factor [43] . High values of these measures indicate the dataset is poorly structured, so that efficient indexing and search is not possible due to lack of distinct clusters of similar objects.
2) Mapping: Most of the approaches to efficient non-metric search have been based on a kind of transformation of the nonmetric search problem into a metric one. The early approaches even treated the non-metric similarity as it would be a metric distance, turning thus an exact metric search technique into an approximate non-metric search technique. Among the early approaches, we name various embeddings into (Euclidean) vector spaces [44] , [45] , [46] , [47] , [48] , where the entire dataset is (expensively) transformed. The other, more recent methods, do not transform the dataset itself, as they rather transform the non-metric distance to become (behave as) a metric one. This could be done by modifying the distance function itself (as in the TriGen algorithm [43] ), or by relaxing the triangle inequality property (as in the Constant Shifting Embedding [49] ).
There also appeared approaches that completely abandoned the metric space paradigm, replacing it by a different one. For example, the fuzzy similarity approach [50] , [51] employed the power of fuzzy logic to efficiently search non-metric spaces. Similarly, the ptolemaic indexing [52] replaced the triangle inequality by the more powerful Ptolemy inequality, leading to efficient similarity search under an expensive distance function. Recently, a combinatorial framework for general similarity search was proposed [53] , where a "comparison oracle" is used instead of the distance function, while the lowerbounding is computed by the so-called disorder inequality.
3) General non-metric access methods: Furthermore, we present some pioneer access methods that natively provide general non-metric search. The early approaches were implemented as clustering and classification problems [54] , [55] , [7] , [56] . The QIC-M-tree [57] , on the other hand, allows to query using a non-metric distance on a metric index (the Mtree) constructed using a metric distance that lower-bounds the query distance. Recently, the NM-tree [58] combined the M-tree and the TriGen algorithm, allowing the user to set the retrieval precision at query time. The Local Constant Embedding [59] uses the constant shifting embedding together with a suitable clustering of the dataset into groups that allows a more effective lower-bounding in each group. 4) Distance-specific non-metric access methods: Besides the techniques designed to search by arbitrary non-metric distances, there was a number of techniques proposed, assuming a specific distance and/or data representation. The inverted file [60] is an example of a distance-specific index which efficiency is constrained by the usage of the cosine similarity and sparse query vectors. The inverted file was also an inspiration for the IGrid [61] , an index for non-metric L plike distances. In time series retrieval, the popular measures are the dynamic time warping distance and the longest common subsequence. Both measures are non-metric, while there have been techniques proposed for their efficient (metric) lowerbounding [62] , [63] . Finally, the area of bioinformatics is a huge repository of specific approaches to non-metric similarity search. In particular, FASTA [64] and BLAST [65] are popular techniques for non-metric similarity search in protein databases.
D. Conclusions
Non-metric similarity search is widely used in very different domains, spanning over many areas of interdisciplinary research. This includes multimedia databases, time series, medical, scientific, chemical and bioinformatic tasks, among others. As the similarity search problems have started to originate from more complex domains than before, the database community will have to take into consideration the non-metric case. In the following, we outline five challenges for future research in non-metric similarity indexing: 1) Scalability: Today, the common mean of non-metric searching is the sequential scan of the database. In the future, the lack of access methods could be a bottleneck for the domain experts, as the database sizes tend to increase even in domains that used to be not data intensive (e.g., protein engineering). Thus, it is necessary to design indexing techniques specifically designed to tackle with non-metric spaces.
2) Indexability: We have mentioned the indexability concepts related to metric spaces. Although a non-metric problem may be turned into a metric one and then use the metric indexability concepts, this might not be the best solution of the non-metric space analysis. One way to better analyze a non-metric space could be to combine multiple indexability concepts, each of them applicable to different mappings of the original problem (e.g., to metric/ptolemaic space or fuzzy logic).
3) Implementation Specificity: One approach to achieve efficient and scalable non-metric search is the design of madeto-measure access methods, where each method is designed specifically for a particular similarity function. The inverted file and the cosine measure are examples of this approach. While specific access methods cannot be reused for other similarity functions, it might turn out that this is the only solution within the restrictions given by the non-metric similarity search approach. 4) Efficiency vs. Effectiveness: Given the characteristics of searching in non-metric spaces, this may imply focusing the research on approximate and probabilistic techniques. These techniques, at least in the case of metric spaces, have been shown to give a good trade-off between efficiency and effectiveness regarding to similarity search. 5) Extensibility: Because of the simple assumptions on the syntax of pairwise similarity function, the mechanisms of similarity search might be applied also in contexts where the (dis)similarity function is interchangeable with another "syntactically compatible" aggregating/scoring function.
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