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Various classes of d.c. programs have been studied in the recent literature due to their
importance in applicative problems. In this paper we consider a branch and reduce
approach for solving a class of d.c. problems. Seven partitioning rules are analyzed
and some techniques aimed at improving the overall performance of the algorithm are
proposed. The results of a computational experience are provided in order to point out the
performance effectiveness of the proposed techniques.
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1. Introduction
The so-called d.c. programming is one of the main topics in the recent optimization literature. There is no need to recall
its relevance from both a theoretical and an applicative point of view (see for example [1–18] and references therein). In
this paper the following d.c. program is considered:
P :
min f (x) = c(x)−
k∑
i=1
gi(dTi x)
x ∈ X ⊆ Rn.
(1)
The set X is a polyhedron given by inequality constraints Ax ≤ b and/or equality constraints Aeqx = beq and/or box
constraints l ≤ x ≤ u, where A ∈ Rm×n, b ∈ Rm, l, u ∈ Rn, Aeq ∈ Rh×n, beq ∈ Rh, di ∈ Rn for all i = 1, . . . , k. The functions
c : Rn → R and gi : R→ R, i = 1, . . . , k, are convex and continuous. We also assume that there exists α˜, β˜ ∈ Rk such that
α˜i ≤ dTi x ≤ β˜i∀x ∈ X∀i = 1, . . . , k.
In [19] this class of problems have been computationally studied with a branch and bound approach, pointing out
the effectiveness of partitioning rules and of stack policies for managing the branches. In [20] this class of programs
have been approached by means of a branch and reduce method based on Lagrangian cuts. In [21] the particular case of
c(x) = 12xTQx + qTx, with q ∈ Rn and Q ∈ Rn×n symmetric and positive semi-definite, has been studied in the following
form (where dTi x = yi for all i = 1, . . . , k):
PQ :

min f (x) = 1
2
xTQx+ qTx−
k∑
i=1
gi(yi)
(x, y) ∈ X × Y ⊆ Rn × Rk
Y = {y ∈ Rk : yi = dTi x, x ∈ X}.
(2)
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The concave case Q = 0 of problem (2) has been also analyzed in [22].
The aimof this paper is to deepen on the study of the branch and reducemethod proposed in [20] by analyzing techniques
aimed to emphasize the effectiveness of the Lagrangian cuts. In particular, there are someopenproblems related to the resize
operations which deserve to be deepened on:
• how many resize operations have to be done in order to improve the performance of the method;
• how often the resize operations should be applied in order to decrease as much as possible the average CPU time.
In other words, we wonder which is the most profitable set of indices to be used for applying the resize operations and
whether they have to be applied to all of the evaluated subproblems or just to some of them.
Within this study, the role of seven different partitioning rules is also evaluated, pointing out that the ‘‘ω-subdivision’’
partitioning rule, commonly used in the literature, is not the better choice. Finally, for the sake of completeness the proposed
approach has been compared with the so-called ‘‘DCA’’ method by Le Thi Hoai An et al., which frequently appeared in the
recent literature (see for example [23–29,15]).
In Section 2 the branch and reduce approach is analyzed and described in details. In Section 3 the results of a deep
computational study are provided and discussed. In Section 4 the proposed branch and reduce method is compared with
the ‘‘DCA’’ one.
2. The general branch and bound approach
In this section the considered branch and bound approach is briefly described. The basic idea is to linearize the concave
part−∑ki=1 gi(dTi x) of f (x)with respect to the functions dTi x, i = 1, . . . , k (see for example [19,20,30,21]), and then to solve
the relaxed convex subproblem. Deeply speaking, given a pair of vectors α, β ∈ Rk, with α ≤ β , we denote with B(α, β)
the following set:
B(α, β) = {x ∈ Rn : α≤DTx≤β}
where D is the n × k matrix whose columns are the k vectors d1, . . . , dk. The concave part −∑ki=1 gi(dTi x) of f (x) can be
linearized over B(α, β) as follows:
fB(x) = c(x)−
k∑
i=1
[µi(dTi x− αi)+ gi(αi)] = c(x)− µT(DTx− α)−
k∑
i=1
gi(αi)
where for all i = 1, . . . , k it is:
µi =

gi(βi)− gi(αi)
βi − αi if αi < βi
0 if αi = βi.
Notice that fB(x) is an underestimation function for f (x) over the set B(α, β), so that the following relaxed convex
subproblem can be defined and used in the branch and bound scheme:
PB(α, β) :
{
min fB(x)
x ∈ X ∩ B(α, β). (3)
The following result provides an estimation of the error done by solving the relaxed problem.With this aim the next function
will be used:
ErrB(x) = f (x)− fB(x) = µT(DTx− α)−
k∑
i=1
[
gi(dTi x)− gi(αi)
]
.
Theorem 1. Let us consider problems P and PB(α, β) and let
x∗ = arg min
x∈X∩B(α,β)
{f (x)} and x = arg min
x∈X∩B(α,β)
{fB(x)}.
Then, fB(x) ≤ f (x∗) ≤ f (x), that is to say that 0 ≤ f (x∗)− fB(x) ≤ ErrB(x).
In order to proceed in the iterations of the branch and bound process it will be useful to consider the following further
error function:
ErrB(x, i) = µi(dTi x− αi)− (gi(dTi x)− gi(αi)).
Notice that it yields ErrB(x) =∑ki=1 ErrB(x, i).
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2.1. The main procedures
The following main procedure ‘‘DcBranch()’’ can be proposed. With this aim, let us denote with Aj, j = 1, . . . ,m, the j-th
row of matrix A.
Procedure DcBranch(inputs: P , DepthStep; outputs: Opt , OptVal)
fix the tolerance parameter  > 0;
initialize the global variables xopt := [] and UB := +∞;
initialize the stack;
determine the starting vectors α˜, β˜ ∈ Rk such that ∀i ∈ {1, . . . , k}:
α˜i = minx∈X {dTi x} and β˜i = maxx∈X {dTi x}
compute vj := minx∈X {Ajx}∀j ∈ {1, . . . ,m};
depth := 0;
Analyze (α˜, β˜, depth);
while the stack is nonempty do
(fB(xB), α, β, xB, r, X, depth) := Select();
if fB(xB) < UB and
∣∣∣UB−fB(xB)UB ∣∣∣ >  then
if depth is multiple of DepthStep then
(α, β) := Resize(α, β, I, X);
end if ;
α1 := α; β1 := β; α2 := α; β2 := β;
γ := Split(αr , βr); β1r := γ ; α2r := γ ;
Analyze(α1, β1, depth); Analyze(α2, β2, depth);
end if ;
end while;
Opt := xopt ; OptVal := UB;
end proc.
Notice that 2k linear programs are needed to determine the starting vectors α˜, β˜ ∈ Rk. The sub-procedure named
‘‘Select()’’ extracts from the stack the subproblem to be eventually branched. In [19] it has been shown that the way such
a stack is implemented greatly affects the overall performance of the algorithm. In this light, in [19] it is pointed out that a
priority stack, where problems having the smaller lower bound fB(xB) have the biggest priority, is an effective choice. The
sub-procedure named ‘‘Split()’’ determines a value γ ∈ (αr , βr)whichwill be used to divide B(α, β) in two hyper-rectangles
(this is a generalization of the so-called ‘‘rectangular partitioning method’’ [31,32]). We considered 7 different partitioning
rules based on the following values:
• γ1 := dTr xB;
• γ2 := αr+βr2 ;• γ3 := argmaxy∈[αr ,βr ]{µr(y− αr)− (gr(y)− gr(αr))}.
Specifically speaking, the value γ ∈ (αr , βr) provided within procedure ‘‘DcBranch()’’ by the sub-procedure ‘‘Split()’’ can
be computed as follows:
(p1) γ := γ1: this is the known ‘‘ω-subdivision process’’;
(p2) γ := γ2: this is the classical bisection;
(p3) γ := γ3: this is the value corresponding to the maximum error (see [7]);
(p4) γ := γ1+γ22 : the mean of γ1 and γ2;
(p5) γ := γ1+γ32 : the mean of γ1 and γ3;
(p6) γ := γ2+γ32 : the mean of γ2 and γ3;
(p7) γ := γ1+γ2+γ33 : the mean of γ1, γ2 and γ3.
Notice that in procedure ‘‘DcBranch()’’ there is another sub-procedure named ‘‘Resize()’’ which has been already proposed
in [20] in order to improve the performance of the branch and reduce method. This sub-procedure will be described in
Section 2.2. In [20] sub-procedure ‘‘Resize()’’ is executed for all the subproblems of the branch process. Unfortunately, such
a sub-procedure is quite expensive from a CPU time point of view, since various LPs have to be solved. In this light, we
want to deepen on the study of the computational performance of the proposed branch and reduce method by executing
sub-procedure ‘‘Resize()’’ only for the subproblems of the branch process having a depth which is multiple of the input
parameter DepthStep. This could allow to improve the overall CPU time needed to solve the problems. Notice that if
DepthStep = 1 then sub-procedure ‘‘Resize()’’ is executed for all subproblems, just like in [20]. Notice finally that the
calculus of the values vj, j ∈ {1, . . . ,m}, is needed by sub-procedure ‘‘CutRegion()’’ used within the forthcoming procedure
‘‘Analyze()’’. Procedure ‘‘Analyze()’’ studies the current relaxed subproblem, eventually improves the incumbent optimal
solution, determines the index r corresponding to themaximum error, and finally appends in the stack the obtained results.
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Procedure Analyze(inputs: α, β , depth)
determine the function fB(x) over B(α, β);
xB := argmin{PB};
if f (xB) < UB then
xopt := xB and UB := f (xB);
end if ;
if fB(xB) < UB and
∣∣∣UB−fB(xB)UB ∣∣∣ >  then
(α, β) := CutBounds(); update fB(x) over B(α, β);
X := CutRegion();
r := argmaxi=1,...,k{ErrB(xB, i)};
depth := depth+ 1;
Append (fB(xB), α, β, xB, r, X, depth);
end if ;
end proc.
The sub-procedure named ‘‘Append()’’ inserts into the stack the studied subproblem. Notice that, since fB(x) is an
underestimation function of f (x), there is no need to study the current relaxed subproblem in the case fB(xB) ≥ UB. For
the sake of convenience, the tolerance parameter  > 0 is also used, avoiding the study when
∣∣∣UB−fB(xB)UB ∣∣∣ ≤ . The point
xB := argmin{PB} can be determined by any of the known algorithms for convex programs, that is any algorithmwhich finds
an optimal local solution of a constrained problem. In order to decrease as fast as possible the error ErrB(xB), the eventual
branch operation is scheduled for the index r such that r = argmaxi=1,...,k{ErrB(xB, i)}. In this light, notice that condition∣∣∣UB−fB(xB)UB ∣∣∣ >  implies ErrB(xB, r) > 0 which yields αr < βr . This guarantees that a branch operation with respect to such
an index r is possible.
Notice that there are two sub-procedures named ‘‘CutBounds()’’ and ‘‘CutRegion()’’ which has been proposed in [20] in
order to improve the performance of the method by properly reducing the bounds α, β and the feasible region X by means
of the use of duality results. These sub-procedures will be described in details in Section 2.3.
Finally, it is worth recalling that a necessary condition for the convergence of a branch and bound algorithm is the
exhaustiveness of the subdivision process (see for all [11]). In order to guarantee such a convergence, either particular
subdivision criteria have to be chosen (see [7,11]) or a tolerance parameter  > 0 has to be used in order to get a solution
‘‘sufficiently close’’ to the optimum (see for example [33]). In this light, the tolerance parameter  > 0 is used in order to
guarantee the numerical convergence of the algorithm in reasonable time.
2.2. Resizing the bounds
As it has been described in Section 2.1, the solution method starts with the bounds α˜, β˜ ∈ Rk, computed by means of
the 2k linear programs α˜i = minx∈X {dTi x} and β˜i = maxx∈X {dTi x}, i = 1, . . . , k. Clearly, this starting vectors have the tightest
possible values with respect to the feasible region X .
Unfortunately, after some branch iterations the current bounds (α, β) are no more tight with respect to the considered
feasible region X ∩ B(α, β). This produces a ‘‘not good’’ underestimation function fB(x) and hence an error function ErrB(x)
‘‘too big’’. This affects the performance of the solution method since the branch iterations are stopped when the error
provided by the relaxed problems results to be sufficiently small. In this light, in order to improve the performance of the
algorithm we could periodically recalculate the values of (α, β)with respect to the considered feasible region X ∩ B(α, β).
Since this could be heavy from a computational point of view, we considered the opportunity to recalculate the values only
for a subset I of the indices, that is I ⊆ {1, . . . , k}.
In other words, the sub-procedure call (α, β) := Resize(α, β, I, X) just recalculates for all i ∈ I the values:
αi = min
x∈X∩B(α,β)
{dTi x} and βi = maxx∈X∩B(α,β){d
T
i x}.
Various subsets I of indices have been considered in a computational test in order to determine the better choice. The
obtained computational results will be described in Section 3.
2.3. Lagrangian cuts
In [20] it has been shown how to improve the performance of this method by means of the use of a reduction technique
based on duality results. Such a technique has been already used in [22,34] and is based on known results by Rockafellar [35]
and by Minoux [36]. In this light, the following theorem has been proved in [20]. Notice that an inequality constraint is
defined a ‘‘valid cut’’ if it does not exclude any solutions with values smaller than the incumbent upper bound UB.
Theorem 2. Consider Problem P and its convex relaxation PB(α, β), described in (1) and (3), respectively. Let xB be the optimal
solution of PB(α, β) with value fB(xB). Let also UB, UB ≥ fB(xB), be the value of the current incumbent optimal solution xopt .
496 R. Cambini, F. Salvi / Journal of Computational and Applied Mathematics 233 (2009) 492–501
Then, the following valid cuts hold for the active inequality constraints corresponding to xB and having a strictly negative K-K-T
multiplier:
Active Constraint K-K-T Multiplier Indices Valid cut
1. dTi x− βi ≤ 0 µi < 0 i = 1, . . . , k dTi x ≥ βi + UB−fB(xB)µi
2. αi − dTi x ≤ 0 λi < 0 i = 1, . . . , k dTi x ≤ αi − UB−fB(xB)λi
3. Aix− bi ≤ 0 µi < 0 i = 1, . . . ,m ATi x ≥ bi + UB−fB(xB)µi
4. vi − Aix ≤ 0 λi < 0 i = 1, . . . ,m Aix ≤ vi − UB−fB(xB)λi
5. eTi x− ui ≤ 0 µi < 0 i = 1, . . . , n eTi x ≥ ui + UB−fB(xB)µi
6. li − eTi x ≤ 0 λi < 0 i = 1, . . . , n eTi x ≤ li − UB−fB(xB)λi
The previous theorem suggests some valid inequalities which could be helpful in improving the algorithm performance
by cutting off an ‘‘useless’’ part of the feasible region. With this aim, the convex subproblems PB(α, β) have to be solved
with an algorithm providing both the optimal solution and the corresponding K-K-T multipliers (such a kind of algorithms
have been called ‘‘dual-adequate’’ in [34]).
As it has been shown, these cuts can be applied to the bounds αi ≤ dTi x ≤ βi, i = 1, . . . , k, thus improving the convex
relaxation function fB(x) and the related error function ErrB(x). They can also be used in reducing the feasible region X , that
is to say the constraints v ≤ Ax ≤ b and l ≤ x ≤ u; this does not affect the error by itself, but it improves the effectiveness
of the ‘‘Resize()’’ optional sub-procedure. These cuts are concretely described in the following sub-procedures ‘‘CutBounds()’’
and ‘‘CutRegion()’’. Notice that the use of ‘‘CutRegion()’’ sub-procedure requires in procedure ‘‘DcBranch()’’ the computation
of the preliminary values vj := minx∈X {Ajx}∀j ∈ {1, . . . ,m}. Notice finally that many solvers automatically provides the
K-K-T multipliers corresponding to the optimal solution, making the calculus of the described cuts extremely efficient.
Procedure CutBounds(outputs: α, β)
for all i ∈ {1, . . . , k}do
let λi be the KKT multiplier corresponding to dTi x ≤ βi;
if λi < 0 then set αi := max{αi, βi + UB−fB(xB)λi }end if ;
let µi be the KKT multiplier corresponding to dTi x ≥ αi;
ifµi < 0 then set βi := min{βi, αi − UB−fB(xB)µi }end if ;
end for;
end proc.
Procedure CutRegion(outputs: X)
for all i ∈ {1, . . . ,m}do
let λi be the KKT multiplier corresponding to Aix ≤ bi;
if λi < 0 then set li := max{vi, bi + UB−fB(xB)λi }end if ;
let µi be the KKT multiplier corresponding to Aix ≥ vi;
ifµi < 0 then set bi := min{bi, vi − UB−fB(xB)µi }end if ;
end for;
for all i ∈ {1, . . . , n}do
let λi be the KKT multiplier corresponding to xi ≤ ui;
if λi < 0 then set li := max{li, ui + UB−fB(xB)λi }end if ;
let µi be the KKT multiplier corresponding to xi ≥ li;
ifµi < 0 then set ui := min{ui, li − UB−fB(xB)µi }end if ;
end for;
end proc.
3. Computational results
The procedures described in the previous section have been implemented in order to study their concrete effectiveness.
This has been done in a MatLab R2009a environment on a computer having 6 Gb RAM and two Xeon dual core processors
at 2.66 GHz. A wide computational test have been performed. Clearly, the overall CPU time needed to perform the test
increases with the dimension of the solved problems and with the number of random problems generated for the various
instances. For this very reason, in order to obtain the computational results in a reasonable time (less than 300 CPU hours
for each of the four available CPU cores), we considered problems with n = 10 variables, m = 10 inequality constraints,
box constraints l ≤ x ≤ u and no equality constraints. For the sake of convenience, we considered the class of functions
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Table 1
Average number of relaxed subproblems solved (n = m = 10).
δ k DS Resize p1 p2 p3 p4 p5 p6 p7
1 6 1 2nd 106.65 71.882 72.01 69.147 69.108 72.02 69.294
1 6 1 2nd–3rd 76.02 57.363 57.294 55.922 55.922 57.412 55.098
1 6 1 2nd–4th 65.363 50.696 50.657 48.882 48.873 50.696 48.363
1 6 1 2nd–5th 60.804 47.333 47.412 44.843 44.833 47.324 45.324
1 6 1 1st–kth 57.549 45.902 45.98 44.245 44.245 45.961 44.157
1 6 2 2nd 142.37 88.314 88.382 84.088 84.039 88.412 85.118
1 6 2 2nd–3rd 110.85 73.167 73.314 70.333 70.412 73.225 71.118
1 6 2 2nd–4th 94.471 64.833 64.833 62.363 62.304 64.824 62.775
1 6 2 2nd–5th 90.578 61.147 61.363 58.824 58.735 61.314 59.029
1 6 2 1st–kth 86.088 59.48 59.52 57.863 57.971 59.588 57.902
1 9 1 2nd 455.55 194.13 193.73 198.68 198.65 193.93 193.63
1 9 1 2nd–3rd 268.96 139.86 139.82 143.81 143.76 139.97 140.4
1 9 1 2nd–4th 192.36 116.62 116.65 117.13 117.12 116.63 116.69
1 9 1 2nd–5th 159.47 102.51 102.43 102.45 102.47 102.35 103.08
1 9 1 1st–kth 125.06 84.333 84.441 83.765 83.755 84.294 83.343
1 9 2 2nd 723.59 251.48 251.25 257.31 257.17 251.73 251.74
1 9 2 2nd–3rd 459.76 194.62 194.64 198.54 198.65 194.77 193.88
1 9 2 2nd–4th 339.51 162.8 162.65 166 165.96 162.75 162.17
1 9 2 2nd–5th 280.52 141.66 141.55 145.73 145.9 141.65 142.75
1 9 2 1st–kth 220.32 115.89 115.92 119.26 119.34 115.75 118.15
1 12 1 2nd 1332.9 348.79 348.75 376.89 376.99 348.75 358.7
1 12 1 2nd–3rd 646.56 240.76 240.92 257.49 257.62 240.85 249.94
1 12 1 2nd–4nd 433 191.38 191.37 200.7 200.5 191.28 195.48
1 12 1 2nd–5nd 324.69 164.95 165.38 171.23 171.51 164.89 166.27
1 12 1 1st–knd 185.9 112.92 113.05 116.2 116.26 113.04 113.29
1 12 2 2nd 2556.8 477.17 477.76 516.79 517.34 477.82 491.94
1 12 2 2nd–3rd 1346.5 350.89 350.43 380.7 380.78 350.48 360.36
1 12 2 2nd–4nd 899.97 283.71 283.99 305.54 305.3 283.6 294.5
1 12 2 2nd–5nd 661.12 241.09 241.09 260.62 260.56 241.13 250.
1 12 2 1st–knd 359.1 160.77 160.76 171.43 171.33 160.92 166.2
2 6 1 2nd 56.822 42.248 36.109 40.297 35.03 38.812 37.733
2 6 1 2nd–3rd 39.208 33.861 28.208 31.812 28.109 30.851 30.129
2 6 1 2nd–4th 32.465 29.842 24.95 27.337 24.545 27.366 26.614
2 6 1 2nd–5th 30.287 27.95 23.406 25.594 22.97 25.673 24.861
2 6 1 1st–kth 29.168 26.861 22.812 24.901 22.663 25.04 24.178
2 6 2 2nd 78.149 53.356 44.614 50.178 42.941 49.188 46.307
2 6 2 2nd–3rd 56.545 43.317 36.139 40.475 35.495 39.713 37.723
2 6 2 2nd–4th 48.881 37.327 32.653 36.04 31.584 35.188 34.149
2 6 2 2nd–5th 46.624 34.881 30.287 33.465 29.485 32.376 31.733
2 6 2 1st–kth 44.158 34.069 29.574 32.98 29.475 31.495 31.337
2 9 1 2nd 189.56 82.455 68.723 83.347 71.98 74.822 75.208
2 9 1 2nd–3rd 106.64 59.762 50.495 58.564 51.208 55 54.455
2 9 1 2nd–4th 74.376 49.515 42.297 47.465 42.416 46.149 44.851
2 9 1 2nd–5th 60.644 43.901 37.416 41.822 37.653 40.941 39.891
2 9 1 1st–kth 47.05 36.832 31.059 34.307 31.436 34.248 32.485
2 9 2 2nd 334.19 110.56 92.426 113.24 93.04 100.78 99.545
2 9 2 2nd–3rd 192.26 83.554 70.495 83.485 71.178 75.743 76.584
2 9 2 2nd–4th 140.05 68.792 58.099 69.178 59.762 63.03 63.366
2 9 2 2nd–5th 108.19 60.238 51.644 59.782 52.327 56.218 55.842
2 9 2 1st–kth 82.238 50.099 43.03 48.376 43.891 46.327 44.881
2 12 1 2nd 629.94 175.54 135.09 184.67 145.56 151.32 156.36
2 12 1 2nd–3rd 279.05 116.65 92.238 116.71 96.713 102.23 104.12
2 12 1 2nd–4th 173.2 91.604 74.208 90.139 76.356 82.297 82.168
2 12 1 2nd–5th 123.87 78.792 63.842 74.96 64.347 71.149 69.396
2 12 1 1st–kth 69.644 56.03 45.455 50.95 44.446 49.475 47.356
2 12 2 2nd 1388.5 248 191.94 267.68 203.05 212.08 223.61
2 12 2 2nd–3rd 648.9 171.82 133.98 183.98 144.34 150.43 156.81
2 12 2 2nd–4th 389.48 137.41 111.37 143.1 116.04 120.83 125.08
2 12 2 2nd–5th 271.56 116.53 94.861 116.08 97.337 104.92 104.92
2 12 2 1st–kth 125.46 76.356 63.693 74.604 65.257 70.495 67.436
f (x) = 12xTQx + qTx −
∑k
i=1 λi(d
T
i x + d0i )2δ , with δ ≥ 1 integer and Q ∈ Rn×n symmetric and positive semi-definite. The
problems have been randomly generated; in particular, matrices and vectors A ∈ Rm×n, Q ∈ Rn×n, b ∈ Rm, q, l, u ∈ Rn,
di ∈ Rn, λi > 0, d0i ∈ R, i = 1, . . . , k, have been generated with components in the interval [−10, 10] by using the ‘‘randi()’’
MatLab function (integers numbers generated with uniform distribution). Within the procedures, the problems have been
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solved with the ‘‘linprog()’’, ‘‘quadprog()’’ and ‘‘fmincon()’’ MatLab functions which provide both the optimal solution and
the K-K-Tmultipliers. For the various instances 100 randomly generated problems have been solved (this amount of random
problems guarantees stable average results, in other words they are essentially the same as the partial ones obtained with
the first 50 random problems). The average numbers of relaxed problems solved and the average CPU time needed to solve
the problems are given as results of the test in Tables 1 and 2, respectively. The two tables are organized as follows:
• the first column δ tells the used objective function;
• the second column ‘‘k’’ denotes the considered value of k ∈ {6, 9, 12};
• the third column ‘‘DS’’ provides the used value of DepthStep;
• the fourth column ‘‘Resize’’ concerns the use of sub-procedure ‘‘Resize()’’; ‘‘2nd’’ means that sub-procedure ‘‘Resize()’’
is used with I given by just the index i corresponding to the second biggest error ErrB(x, j), j = 1, . . . , k; ‘‘1st–kth’’
means that the set I is composed by all of the k indices 1, . . . , k; ‘‘2nd–5th’’ means that the set I is made by 4 indices
corresponding to the errors ErrB(x, j), j = 1, . . . , k, from the second biggest one to the fifth biggest one; the other cases
are analogous;
• Columns 5–11 report the use of the 7 partitioning rules p1–p7.
In each row the better performance is emphasized in bold, while the worst performance is expressed in italics. Notice
that in [20] it has been already shown that it is completely useless to apply the ‘‘Resize()’’ sub-procedure with I containing
the index i corresponding to the biggest error ErrB(x, j), j = 1, . . . , k. For this very reason in the cases I 6= {1, . . . , k} we
start from the index giving the second biggest error.
It is worth to point out the following obtained computational results:
• the ‘‘ω-subdivision’’ process p1 proposed and used in [22,21] is generally the worst partitioning rule from both the
average number of iterations and the average CPU time point of view;
• the use of DepthStep = 2 provides results worse than the corresponding ones having DepthStep = 1 from both the
average number of iterations and the average CPU time points of view; in other words, it is always better to apply
sub-procedure ‘‘Resize()’’ to all of the subproblems solved within the branch process;
• regarding the CPU time performances, in the case δ = 1 and k = 6, 9 the partitioning rule p4 is the one providing the
best results, in the case δ = 1 and k = 12 the best results are given by the partitioning rule p2, while for δ = 2 the
partitioning rule p5 results to be the best choice;
• in the case k = 6 the ‘‘Resize’’ operations giving the best performances are the ones with I = {2, 3}, in the case k = 9 we
should choose I = {2, 3, 4}, while for k = 12 it seems that the best results are obtained with I = {2, 3, 4, 5}; in other
words, as bigger is the value of k as more ‘‘Resize’’ operations should be done to improve the performance of the branch
and reduce method.
4. The DCA approach
In the recent literature a solution algorithm for d.c. problems have been proposed by L.T. Hoai An and T.Q. Phong (see
for all [23,25,27]). Many papers dealing with such an algorithm appeared in the literature of global optimization from both
a theoretical and an applicative point of view [23–27,37,28,29]. The interest of the literature of global optimization in that
algorithm deserves a comparison with the branch and reduce approach proposed in this paper, taking into account that the
so-called ‘‘DCA’’ method guarantees that just a local optimum is found.
The ‘‘DCA’’ method deals with a general unconstrained d.c. optimization problem having an objective function of the kind
f (x) = c(x) − g(x), with c and g convex functions. Constrained problems are suggested to be managed by adding in the
objective function a proper penalty function. The method is based on conjugacy and duality theory of d.c. programming.
Such a general method can be specified for the class of programs considered in this paper as described in the following
procedure ‘‘DCA()’’.
Procedure DCA(inputs: P; outputs: Opt , OptVal)
fix the tolerance parameter  > 0;
determine the starting vectors α˜, β˜ ∈ Rk such that ∀i ∈ {1, . . . , k}:
α˜i = minx∈X {dTi x} and β˜i = maxx∈X {dTi x}
determine a starting feasible point x0 and set t := 0;
repeat
t := t + 1;
choosew ∈ ∂g(xt−1) and set xt := argminx∈X {c(x)− wTx}
until ‖x
t−xt−1‖
‖xt−1‖ ≤  or |f (x
t )−f (xt−1)|
|f (xt−1)| ≤ 
Opt := xt and OptVal := f (xt);
end proc.
Notice that in the case g(x) is differentiable then ∂g(xt−1) = {∇g(xt−1)} and hence in procedure ‘‘DCA()’’ we have
w = ∇g(xt−1).
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Table 2
Average CPU time spent (n = m = 10).
δ k DS Resize p1 p2 p3 p4 p5 p6 p7
1 6 1 2nd 5.5847 4.0974 4.2001 3.7992 3.8882 4.2005 3.9454
1 6 1 2nd–3rd 4.881 3.8976 3.9675 3.6873 3.7602 3.9742 3.7651
1 6 1 2nd–4th 4.9455 4.0117 4.0719 3.7637 3.8217 4.072 3.8242
1 6 1 2nd–5th 5.2884 4.2217 4.2839 3.9197 3.9686 4.2728 4.0303
1 6 1 2nd–kth 6.3325 4.8745 4.9345 4.7285 4.7746 4.9354 4.7643
1 6 2 2nd 6.6874 4.5625 4.691 4.1604 4.2663 4.6927 4.407
1 6 2 2nd–3rd 6.0268 4.2652 4.3682 3.9382 4.03 4.3628 4.1272
1 6 2 2nd–4th 5.7903 4.18 4.267 3.8873 3.9606 4.2641 4.0498
1 6 2 2nd–5th 6.1535 4.3167 4.4089 4.0349 4.1002 4.4078 4.1759
1 6 2 1st–kth 7.1052 4.6839 4.7605 4.5914 4.6612 4.773 4.6498
1 9 1 2nd 25.344 11.474 11.712 11.22 11.478 11.723 11.366
1 9 1 2nd–3rd 18.248 9.8361 10.014 9.7847 9.9557 10.019 9.8773
1 9 1 2nd–4th 15.323 9.5301 9.6789 9.3489 9.495 9.6824 9.5766
1 9 1 2nd–5th 14.615 9.5404 9.666 9.3169 9.4375 9.652 9.5743
1 9 1 1st–kth 18.996 12.101 12.213 12.072 12.166 12.185 12.096
1 9 2 2nd 36.232 13.478 13.822 13.162 13.495 13.854 13.466
1 9 2 2nd–3rd 26.667 11.721 11.984 11.499 11.764 11.995 11.61
1 9 2 2nd–4th 22.356 10.893 11.102 10.788 10.993 11.105 10.868
1 9 2 2nd–5th 20.703 10.37 10.554 10.481 10.678 10.566 10.519
1 9 2 1st–kth 24.99 11.803 11.955 12.197 12.346 11.927 12.221
1 12 1 2nd 82.087 21.862 22.334 22.649 23.118 22.31 22.382
1 12 1 2nd–3rd 47.964 17.939 18.287 18.47 18.799 18.277 18.556
1 12 1 2nd–4th 37.422 16.486 16.684 16.818 17.048 16.692 16.777
1 12 1 2nd–5th 31.884 16.028 16.279 16.27 16.505 16.237 16.162
1 12 1 1st–kth 36.667 20.497 20.649 21.326 21.478 20.668 20.876
1 12 2 2nd 142.01 27.275 28.005 28.161 28.884 28.011 27.978
1 12 2 2nd–3rd 86.032 22.432 22.877 23.267 23.781 22.894 22.878
1 12 2 2nd–4th 65.22 20.092 20.508 20.83 21.196 20.448 20.748
1 12 2 2nd–5th 53.201 18.758 19.079 19.639 19.966 19.082 19.362
1 12 2 1st–kth 52.941 20.275 20.459 21.871 22.053 20.468 21.226
2 6 1 2nd 2.8218 2.2507 2.0962 2.1083 1.9447 2.1902 2.0898
2 6 1 2nd–3rd 2.4396 2.1977 1.9486 2.0418 1.8881 2.0912 2.0156
2 6 1 2nd–4th 2.3906 2.2795 2.0036 2.062 1.9237 2.1727 2.0688
2 6 1 2nd–5th 2.5763 2.4678 2.1496 2.2131 2.0531 2.3233 2.2133
2 6 1 1st–kth 3.1541 2.7588 2.4182 2.5963 2.4186 2.6418 2.5615
2 6 2 2nd 3.4413 2.5352 2.3163 2.3268 2.1257 2.4844 2.3033
2 6 2 2nd–3rd 2.9346 2.3541 2.1255 2.1644 2.0156 2.284 2.1217
2 6 2 2nd–4th 2.8988 2.2649 2.1126 2.1666 1.9912 2.2328 2.1358
2 6 2 2nd–5th 3.1006 2.3361 2.1381 2.214 2.0361 2.2821 2.196
2 6 2 1st–kth 3.6093 2.5771 2.3415 2.5144 2.3221 2.4695 2.4333
2 9 1 2nd 9.9567 4.4837 4.0412 4.4406 4.0482 4.2694 4.2402
2 9 1 2nd–3rd 6.9165 3.9911 3.5962 3.8382 3.5104 3.8125 3.7411
2 9 1 2nd–4th 5.7203 3.8642 3.4819 3.6893 3.3897 3.7203 3.5801
2 9 1 2nd–5th 5.3985 3.9317 3.5034 3.7062 3.4333 3.7837 3.6373
2 9 1 1st–kth 7.054 5.1046 4.4187 4.8319 4.5051 4.8372 4.6117
2 9 2 2nd 15.829 5.4272 4.9133 5.3604 4.6634 5.2322 5.0237
2 9 2 2nd–3rd 10.574 4.6623 4.2061 4.5441 4.0931 4.4553 4.3985
2 9 2 2nd–4th 8.8688 4.2894 3.8911 4.2732 3.8676 4.1473 4.1024
2 9 2 2nd–5th 7.6875 4.1433 3.8198 4.1099 3.7614 4.06 4.0066
2 9 2 1st–kth 9.1457 4.8909 4.3691 4.7529 4.4386 4.6627 4.5094
2 12 1 2nd 36.703 9.9843 8.2689 10.161 8.475 8.9937 9.0687
2 12 1 2nd–3rd 19.629 7.9846 6.7937 7.8294 6.8166 7.2766 7.3052
2 12 1 2nd–4th 14.239 7.3176 6.3354 7.1088 6.2964 6.7785 6.7131
2 12 1 2nd–5th 11.63 7.2259 6.1442 6.8303 6.032 6.7014 6.4704
2 12 1 1st–kth 13.365 9.8299 8.1345 9.063 7.9837 8.804 8.4608
2 12 2 1st 73.241 12.519 10.636 13.13 10.588 11.392 11.73
2 12 2 2nd 39.219 9.7982 8.3079 10.311 8.5192 9.0356 9.268
2 12 2 2nd–4th 26.716 8.8162 7.66 9.0695 7.6746 8.093 8.2472
2 12 2 2nd–5th 20.672 8.2657 7.1424 8.1004 7.1153 7.7425 7.6622
2 12 2 1st–kth 17.493 9.0515 7.8642 8.9508 7.9731 8.6053 8.1647
Procedure ‘‘DCA()’’ has been computationally compared with the previously proposed procedure ‘‘DcBranch()’’ which
determines, as it has been shown in Section 2.1, the global minimum. Since ‘‘DCA()’’ guarantees just a local optimum, it
has been compared also with the ‘‘fmincon()’’ MatLab function (which attempts to find a local minimum for a constrained
nonlinear multivariable problem by means of a gradient-based method).
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Table 3
Comparison of ‘‘DcBranch()’’ and ‘‘DCA()’’ procedures.
% Global optima Average CPU time (s)
‘‘DcBranch()’’ 100 8.8029
‘‘DCA1()’’ 57.16 0.0919
‘‘DCA2()’’ 57.16 0.0432
‘‘fmincon()’’ 52.04 0.0431
Obviously, the overall CPU time needed to complete such a kind of computational test is much less than the one required
by the test in Section 3. For this very reason, we have been able to consider problems with larger dimension and to solve a
greater number of randomly generated problems, obtaining the results in just 15 CPUhours for each of the four available CPU
cores. Specifically speaking, we considered problems with n = 15 variables,m = 15 inequality constraints, box constraints
l ≤ x ≤ u, no equality constraints and objective function f (x) = 12xTQx + qTx −
∑k
i=1 λi(d
T
i x + d0i )4, with k = 10 and
Q ∈ Rn×n symmetric and positive semi-definite. The problems have been randomly generated as described in Section 3.
For the various instances 5000 random problems have been solved (this number is much more than sufficient to obtain
useful results, in fact the partial ones obtained with the first 1000 random problems are essentially the same). The average
CPU time needed to solve the problems and the percentage of correct global optima found are given as results of the test in
Table 3. Notice that we considered two different implementations for ‘‘DCA()’’ procedure. In the first one, named ‘‘DCA1’’ the
vector w = ∇g(xt−1) is computed numerically, while in ‘‘DCA2’’ it is computed as w = ∑ki=1 4λi(dTi xt−1 + d0i )3di. Finally,
notice that in this test we used the partitioning rule p5 within procedure ‘‘DcBranch()’’, since it seemed to be the fastest one
for this value of k.
All of the procedures considered in the computational test produced as a result a feasible local optima. In 100% of the
cases the result given by ‘‘DcBranch()’’ was also the global minimum (and this is guaranteed by the theoretical results), while
the global optimality has been given by the other procedures in just the 52%–57% of the cases. Clearly, this is payed with the
consumption of CPU time, which is much higher for ‘‘DcBranch()’’ procedure than for the others.
5. Conclusions
In this work a branch and reduce algorithm for solving a class of low rank d.c. programs is presented. A deep computa-
tional study is provided to analyze the performance of the method. In particular, it has been shown that the effectiveness of
the ‘‘Lagrangian Cuts’’ is amplified by applying resize operations to all of the evaluated subproblems. To further improve the
performance, as bigger is the number k of concave functions gi as bigger should be the number of resize operations. Regard-
ing to the partitioning rules, the commonly used ‘‘ω-subdivision’’ should be avoided. It has been also pointed out that the
method guarantees that the global minimum is found, while other approaches proposed in the literature result to be faster
but guarantee just the local optimality. Future developments of this research topic could lie in improving the performance
of the proposed branch and reducemethod. This could be done either by using new acceleration devices or by improving the
d.c. representation of the objective function. (This could provide an error function with smaller values and hence a smaller
number of relaxed subproblems to be solved.)
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