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Concavity properties prevent the existence of significant landscapes in energy surfaces obtained
by strict constrained energy minimizations. The inherent contradiction is due to fluctuations of
collective coordinates. A solution to those fluctuations is given.
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The concept of collective coordinates [1] has been of
central importance in atomic, molecular, and nuclear
physics. Its goal has been to generate models involving
far less degrees of freedom than the true number, 3A, as
needed for a microscopic description of a system of A par-
ticles. Often, its dynamics can be compressed into slow
motions of a few collective degrees of freedom B, while
the other, faster, degrees can be averaged out. Also, for
identical particles at least, such collective degrees can
be one-body operators, B =
∑A
i=1 β(ri,pi, σi, τi), where
ri,pi, σi, τi refer to the position, momentum, spin, and
if necessary isospin, respectively, of particle i. The sum-
mation over i provides, intuitively at least, a motivation
for more inertia in B than in the individual degrees βi.
The concept of energy surfaces [2] has been as impor-
tant. Given a “coordinate-like” collective operator B and
its expectation value b ≡ 〈B〉, most collective models (in
a theory of nuclear fission or fusion, for example) accept
that there exists an energy function, e(b), and an inertia
parameter, µ(b), that drive the collective dynamics. Key-
words such as “saddles”, “barriers”, etc., flourish [2, 3].
Simultaneously, it is often assumed that the function,
e(b), results from an energy minimization under con-
straint. Namely, while the system evolves through vari-
ous values of b, it is believed to tune its energy to achieve
a (local) minimum. This aspect of finding e(b) is central
to many fields of physics. To illustrate, consider a Hamil-
tonian, H =
∑
i Ti+
∑
i<j Vij , where T and V denote the
usual kinetic and interaction operators. Given a trial set
of density operators, D, in many-body space, normalized
by TrD = 1, a prescription for e(b) often reads,
e(b) = inf
D⇒b
Tr {HD} , (1)
where Tr is a trace in the many-body space for the A
particles. The constraint, D ⇒ b, enforces Tr {BD} = b.
There are theories which do not use, a priori, an ax-
iom of energy minimization for the “fast” degrees. Time-
dependent Hartree-Fock (HF) [4] trajectories, general-
izations with pairing, adiabatic versions [5], often show
collective motions. Equations of motion [6] and/or a
maximum decoupling [7] of “longitudinal” from “trans-
verse” degrees, have also shown significant successes in
the search for collective degrees, at the cost, however,
of imposing a one-body nature of both collective coor-
dinates and momenta and accepting state-dependence of
these operators. Such approaches define an energy sur-
face once trajectories of wave functions in many-body
spaces have been calculated. But they are not the sub-
ject of the present analysis. Herein, we focus on fixed op-
erators constraining strict energy minimizations within a
fixed basis for single-particle and many-body states.
Ideally, to properly define a function e(b) of the collec-
tive coordinate, one should first diagonalize B within the
space provided by the many-body states available for cal-
culations. The resulting spectrum of B is assumed to be
continuous, or at least have a high density for that cho-
sen trial space. Then, for each eigenvalue, b, one should
find the ground state eigenvalue, e(b), of the projection
of H into that eigensubspace labeled by b.
In practice, however, one traditionally settles for a di-
agonalization of the constrained operator, H ≡ H − λB,
where λ is a Lagrange multiplier, or at least for a
minimization of 〈H〉 . Concomitantly, B is assumed to
have both upper and lower bounds, or, at least, that
the constrained Hamiltonian, H, always has a ground
state. This returns the “free energy”, ε(λ) ≡ 〈H〉. The
label b is no longer an eigenvalue but just an average
value, b = 〈B〉. A standard Legendre transform of 〈H〉
then yields the “energy surface”, e(b). Well known
properties of this process are, dε/dλ = −Tr{BD} = −b,
and, de/db = λ. However we show in this work that
constrained variation in a quantum system without
additional precautions can raise at least two problems,
namely: i) there is a link between strict minimization
and curvature properties of e(b); and, moreover, ii) the
usual interpretation of the parameter b as a well-defined
coordinate for a collective model can be negated by
non-negligible fluctuations.
Theorem linking strict minimization and concavity:
Before proving the theorem, we must recall that, with
2Hartree-Fock (HF) and Hartree-Bogoliubov (HB) ap-
proximations, both concave and convex branches were
obtained for e(b) by replacing the constraint term,
−λ 〈B〉, in 〈H〉 by either −λ′ 〈B〉 + µ 〈B〉2 /2, [8], or
−C (〈B〉 − µ)
2
/2, [3], with adjustable values of λ′, C,
and µ. However, both methods, while stabilizing the
numerical procedure, amount to use an effective La-
grange multiplier, namely λeff = λ − 〈B〉µ and λeff =
C (〈B〉 − µ), respectively. We shall, therefore, stick to
the generic form, H − λB, in the following.
Consider a solution branch D(λ), expanding up to sec-
ond order, and assuming that the manifold of solutions
is suitably analytic,
D(λ+dλ) = D(λ)+dλ(dD/dλ)+(dλ2/2)(d2D/dλ2). (2)
The stationarity and minimality of Tr {HD} with respect
to any variation of D, and in particular w.r.t. that vari-
ation, D(λ + dλ)−D(λ), induce,
Tr {HdD/dλ} = 0,
Tr
{
Hd2D/dλ2
}
≥ 0. (3)
The free energy ε is also stationary for D(λ + dλ), but
the Hamiltonian is now, H(λ)−Bdλ, and the derivative
of the state is, dD/dλ + dλ(d2D/dλ2) +O(dλ2), hence,
Tr
{
(H−Bdλ)
[
dD/dλ+ dλ(d2D/dλ2) +O(dλ2)
]}
= 0.
(4)
The zeroth order of this, Eq. (4), is, Tr {HdD/dλ}. It
vanishes, because of the first of Eqs. (3). The first order,
once divided by dλ, gives,
− Tr {BdD/dλ} = −Tr
{
Hd2D/dλ2
}
. (5)
The left-hand side of Eq. (5) is nothing but the the sec-
ond derivative, d2ε/dλ2. The right-hand side is semi-
negative-definite, because of the second of Eqs. (3).
Hence, the plot of ε(λ) is a convex curve and the plot
of its Legendre transform, e(b), is concave. (Other au-
thors may have the opposite sign convention of the second
derivative to define concavity versus convexity.) With
our sign convention [9], strict minimization necessarily
induces concavity, and any convex branch means that the
“fast” degrees of freedom are not in a minimal energy.
It is important to note that this proof does not assume
any specification of D(λ), whether it is constructed
either from exact or approximate eigenstates of H.
Therefore strict minimization can only return concave
functions e(b). Maxima are impossible. In the general-
ization where several collective operators B1, . . . , BN ,
are involved, concavity stills holds, so saddles are also
excluded. Hence, only an absolute minimum is possible.
(However, we shall show below how to overcome the
paradox: by keeping constant the fluctuations of the
collective coordinate(s), one can deviate from concavity,
and more important, validate a constant quality of the
representaion provided by branches D(λ).)
Same theorem, for diagonalizations:
Let ψ(λ) be the ground state of H. (For the sake of
simplicity, we assume that there is no degeneracy.) The
corresponding eigenvalue, ε(λ), is stationary with respect
to variations of ψ, among which is the “online” variation,
dλ (dψ/dλ), leading to the well-known first derivative,
dε/dλ = −b ≡ −〈ψ |B|ψ〉. Consider the projectors P =
|ψ〉 〈ψ| and Q = 1 − P. Brillouin-Wigner theory yields
the first derivative of ψ, viz.
d |ψ〉
dλ
= −
Q
ε−QHQ
B |ψ〉 . (6)
This provides the second derivative of ε,
−
db
dλ
≡ −
d
dλ
〈ψ |B|ψ〉 = 2
〈
ψ
∣∣∣∣B Qε−QHQB
∣∣∣∣ψ
〉
. (7)
Since the operator (ε−QHQ) is clearly negative-definite,
the eigenvalue, ε, is a convex function of λ. It is
trivial to prove that the same convexity holds for the
ground state eigenvalue ε(λ1, . . . , λN ) if several con-
straints, B1, . . . , BN , are used. If, moreover, a tem-
perature T is introduced, the thermal state, D =
exp [−H/T ]/Tr exp [−H/T ] , replaces the ground state
projector, |ψ(λ1, . . . , λN )〉 〈ψ(λ1, . . . , λN )| , and the free
energy, ε(λ1, . . . , λN ;T ), also contains the entropy con-
tribution, −TS, where S = −Tr {D lnD}. A proof of the
convexity of the exact ε(λ1, . . . , λN ;T ) is also easy [10].
At T = 0, the usual Legendre transform expresses the
energy, e ≡ 〈ψ |H |ψ〉, in terms of the constraint value(s)
rather than the Lagrange multiplier(s). For simplicity,
consider one constraint only; the generalization to N > 1
is easy. Since e ≡ ε + λb, then de/db = λ, a familiar re-
sult for conjugate variables. Furthermore, the second
derivative, d2e/db2, reads, dλ/db = 1/(db/dλ). From
Eq. (7), the derivative, db/dλ, is positive-definite. Ac-
cordingly, e is a concave function of b. Now, if T > 0, the
Legendre transform instead generates a reduced free en-
ergy, η ≡ (e − TS), a concave function of the constraint
value(s). An additional Legendre transform returns e
alone, as a concave function of the constraint(s) and S.
Let b− and b+ be the lowest and highest eigenvalues
of B. When λ runs from −∞ to +∞, then b spans the
interval, [b−, b+]. There is no room for a junction with
convex branches under technical modifications as used
by [3, 8]. For every exact diagonalization of H, or exact
partition function, concavity sets a one-to-one mapping
between b in this interval and λ. More generally, with ex-
act calculations, there is a one-to-one mapping between
the set of Lagrange multipliers, {λ1, . . . , λN} , and that
of obtained values, {b1, . . . , bN}, of the constraints. Con-
cavity, in the whole obtained domain of constraint values,
imposes a poor landscape: there is one valley only.
We tested this surprising result with several dozens of
numerical cases, where we used random matrices for H
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FIG. 1. Toy model, 1-D potential, full curve. Tunnel effect of
constrained eigenstate under left barrier, dashed curve. Same
effect under right barrier, dotted curve.
and B, with various dimensions. As an obvious precau-
tion, we eliminated those very rare cases where both H
and B turned out, by chance, to be block matrices with
the same block structure; such cases allow level cross-
ings and degeneracies. Then every remaining situation,
without any exception, confirmed the concavity theorem.
Such a paradox of energy concavity even in the pres-
ence of a “wavy” potential can be understood from, for
instance, Fig. 1. A toy, one-dimensional, Hamiltonian,
h = −d2/dr2 + v(r)− λr, with a double hump potential,
v = (r − 1/5)6/5000 exp(−r2/12) + (r/12)6/8, shown as
a full curve presented in Fig. 1, is diagonalized in a sub-
space spanned by shifted Gaussians. While the eigen-
state, ψλ(r), is made of a single wave-packet when the
average value, 〈r〉 ≡ 〈ψλ |r|ψλ〉 , sits near a minimum
of v, a striking tunnel effect occurs when 〈r〉 sits near
a maximum of v. There ψ shows two connected pack-
ets, one at each side of the barrier, inducing a lower-
ing of the energy. Such a bimodal (even multimodal in
the extreme cases we tested) situation makes a very bad
probing of the barrier. When tunnel effects occur, fluctu-
ations, ∆r =
√
〈r2〉 − 〈r〉
2
, are dramatically larger than
when a unique packet sits in a valley. The collective label,
〈r〉 in our case, is misleading. Although H was exactly
diagonalized, constrained variation generated a bad qual-
ity representation of v(r). Fig. 2 illustrates how big the
error bar on 〈r〉 can become.
A trivial way to prevent fluctuations from arbitrarily
varying is to introduce a double constraint via the
square, B2, of the initial constraint operator and adjust
the second Lagrange multiplier so that the fluctuation,
∆b ≡
√
〈B2〉 − 〈B〉
2
, remains small, or at least, for a
stable quality of the representation, reasonably con-
stant. Again with 1-D toy Hamiltonians of the form,
h′ = −d2/dr2 + v(r) − λ1r + λ2r
2, or, equivalently,
h′ = −d2/dr2 + v(r) + λ2(r − λ1)
2, we tuned λ2 into
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FIG. 2. The fluctuation, 〈ψ|r2|ψ〉 − 〈ψ|r|ψ〉2, increases when
the constrained eigenstate delocalizes into two wave packets.
a function λ2(λ1) to enforce a unimodal situation with
∆r kept constant when 〈r〉 evolves. Concavity is then
“defeated”. A sharp probe of the barrier can be found.
Same theorem, for constrained HF calculations:
Consider, now, energy surfaces obtained from approxi-
mations. Typically, the minimization could be estimated
from a HF or HB calculation, at zero or finite T . Trial
states used in such methods span a nonlinear manifold;
indeed, a sum of two determinants is usually not a de-
terminant. Let D(λ) denote one A-body density opera-
tor where, within such nonlinear approximations, a min-
imum of Tr {HD} or of (Tr {HD} − TS) is reached. Let
ε(λ) denote this minimum value. It may be degenerate,
but, in any case, it is stationary for arbitrary variations
δD within the set of trial states. Accordingly, the first
derivative again reads, dε/dλ = −b ≡ −Tr {BD}. Then,
if a Legendre transform holds, defining η ≡ ε + λb in
terms of b, the same argument that was used for the ex-
act case again yields, dη/db = λ. With N constraints,
the gradient of η in the domain spanned by {b1, . . . , bN}
is the vector {λ1, . . . , λN}.
To discuss second derivatives, consider, for instance,
HF calculations, where A-body density operators are
dyadics of determinants, D = |φ〉 〈φ|. Norm-conserving
variations of an HF solution, φ, can be parametrized as,
|δφ〉 = exp(iXδα) |φ〉 , with X an arbitrary particle-hole
Hermitian operator, and δα an infinitesimal coefficient.
Under such a variation in the neighborhood of an HF so-
lution, the first and second order variations of the free
energy, ε ≡ Tr {H exp(iXδα)D exp(−iXδα)}, read,
δε = iδαTr {[H, X ]D} = 0, (8)
and
δ2ε = −
(
δα2/2
)
Tr {[[H, X ] , X ]D} ≥ 0, (9)
respectively. If D is an HF solution, the first order van-
ishes ∀X. Since only those solutions that give minima
4are retained, the second order variation of ε is semi-
positive-definite, ∀X again. Now, when H receives the
variation, −Bdλ, there exists a particle-hole operator,
Y , a special value of X , that, with a coefficient dλ, ac-
counts for the modification of the solution. This reads
|Φ〉 = exp(iY dλ) |φ〉 . Simultaneously, those particle-hole
operators that refer to this new Slater determinant Φ be-
come X = exp(iY dλ)X exp(−iY dλ). The new energy is
thus,
E = Tr {exp(−iY dλ)(H −Bdλ) exp(iY dλ)D} . (10)
The stationarity condition, Eq. (8), becomes,
0 = Tr {exp(−iY dλ) [(H−Bdλ),X ] exp(iY dλ)D}
= Tr {[exp(−iY dλ)(H− Bdλ) exp(iY dλ), X ]D} .
(11)
The zeroth order in dλ of this, Eq. (11), reads,
Tr {[H, X ]D}, and vanishes ∀X , because of Eq. (8).
Then the first order in dλ gives, again ∀X ,
Tr {[B,X ]D} = iTr {[[H, Y ] , X ]D} . (12)
The second derivative is,
d2ε/dλ2 = −(d/dλ)Tr {exp(−iY dλ)B exp(iY dλ)D}
= −iTr {[B, Y ]D} . (13)
Upon taking advantage of Eq. (12), for Y as a special
case of X, this becomes,
d2ε/dλ2 = Tr {[[H, Y ] , Y ]D} , (14)
the right-hand side of which is semi-negative-definite, see
Eq. (9). The solution branch obtained when λ runs is,
therefore, convex. Its Legendre transform is concave.
The zoo of stationary (not necessarily everywhere min-
imizing) solutions of approximate methods may be rich
enough to accommodate inflections, where the curvature,
Tr
{
Hd2D/dλ2
}
, can change sign. This makes a paradox:
would non-linear approximations generate a more flexi-
ble, physical tool than exact solutions? “Phase transi-
tions”, a somewhat incorrect wording for a finite system,
are sometimes advocated to accept continuing branches
of energy minima into metastable branches. But this def-
initely means dropping the axiom of strict energy min-
imization to freeze fast degrees. This need for excited
solutions in constrained mean field calculations, namely
two solutions for the same value of λ to describe both
sides of an inflection point of the barrier, is well known
and used. See in particular [3], where a tangent parabola
rather than a tangent straight line (that with slope λ) is
used to explore the energy surface.
Besides the dropping of the “fast degree minimization
hypothesis” one should again wonder whether such mean
field solutions, whether in concave or convex branches,
might be vitiated by large error bars for b. The following
solvable models give a preliminary answer.
Consider N identical, 1-D fermions with Hamiltonian,
H =
N∑
i=1
p2i /(2m) +Mω
2R2/2 +
N∑
i>j=1
vij , (15)
where R =
∑
i ri/N is the center-of-mass (c.m.) position,
pi, ri,m denote the single particle momentum, position
and mass, respectively, of each fermion, and M = Nm is
the total mass. The c.m. momentum is, P =
∑
i pi. We
use a system of units such that ~ = m = ω = 1, where
ω denotes the frequency of the c.m. harmonic trap. The
interaction, v, is set as Galilean invariant and so is the
sum, V =
∑
i>j vij . In the following, v is taken as a spin
and isospin independent and local force, vij = v(|ri−rj |).
The collective operator we choose to constrain H is a
half sum of “inertia” (mass weighted square radii), B =∑N
i=1mr
2
i /2. The constrained Hamiltonian then reads,
H =
∑
i
p2i /(2m) +Mω
2R2/2 +
∑
i>j
vij − λ
∑
i
mr2i /2.
(16)
Let ξ1 = r2 − r1, ξ2 = r3 − (r1 + r2)/2, ..., ξN−1 =
rN−(r1+r2+· · ·+rN−1)/(N−1) denote the usual Jacobi
coordinates with Πα and µα, α = 1, . . . , (N−1), the cor-
responding momenta and reduced masses. In this Jacobi
representation the constraint becomes, B = MR2/2 +∑
α µαξ
2
α/2. Accordingly, the constrained Hamiltonian
decouples as a sum of a cm harmonic oscillator,
Hc.m. =
P 2
(2M)
+
1
2
MΩ2R2, Ω2 = ω2 − λ, (17)
provided λ < ω2, and an internal operator,
Hint =
∑
α
[
Π2α/(2µα)− λµαξ
2
α/2
]
+ V. (18)
With the present power of computers and present experi-
ence with Faddeev and Faddeev-Yakubovsky equations,
this choice of H and B, with its ability to decouple, pro-
vides soluble models with, typically, N = 2, 3, 4. (Decou-
pling also occurs if B is a quadrupole operator.) Exact
solutions can thus be compared with mean field approx-
imations and validate, or invalidate, the latter. In the
present work, however, we are not interested in the com-
parison, but just in properties of the mean field solutions
as regards B.
For this, as long as N does not exceed 4, we assume
that the Pauli principle is taken care of by spins and
isospins, understood in the following, and that the space
part of the mean field approximation is a product, φ =∏
i ϕ(ri), of identical, real and positive parity orbitals.
The corresponding Hartree equation reads,[
p2
2m
+ Λr2 + u(r)
]
ϕ(r) = εspϕ(r), (19)
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FIG. 3. An interaction giving multimodal Hartree solutions
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FIG. 4. Dashes, Hartree orbital ϕ(r) if N = 2, λ = .47 for
the interaction shown in Fig. 3. Dots, the same for λ = .55.
with u(r) = (N − 1)
∫∞
−∞
v(r − s)[ϕ(s)]2 and Λ =
Mω2/(2N2) − λm/2. The term, Mω2/(2N2), clearly
comes from the c.m. trap. The same trap induces a
two-body operator,Mω2
∑
i6=j rirj/(2N
2), which cannot
contribute to the Hartree potential, u, since every dipole
moment, 〈rj〉, identically vanishes here.
Once ϕ and εsp are found, one obtains the free
energy, εHart = 〈H〉 = Nεsp − N 〈ϕ |u|ϕ〉 /2,
then the value of the constraint, 〈B〉
Hart
=
Nm
〈
ϕ
∣∣r2∣∣ϕ〉 /2, and the square fluctuation,
(∆B)2Hart = Nm
2
(〈
ϕ
∣∣r4∣∣ϕ〉− 〈ϕ ∣∣r2∣∣ϕ〉2) /4. The
physical energy, eHart(b), in this Hartree approximation,
clearly obtains by adding λ〈B〉Hart to εHart.
We show now, among many cases we studied, Hartree
results when vij = −2[exp(−2(ri−rj+8)
2)+exp(−2(ri−
rj − 8)
2) + 2 exp(−2(ri − rj + 4)
2) + 2 exp(−2(ri − rj −
4)2) + exp(−2(ri − rj)
2)], see Fig. 3.
The results shown in Figs. 4-5 correspond to N = 2.
Similar results hold with N = 3, 4. Orbitals ϕ are ex-
panded in the first 11 even states of the standard har-
monic oscillator. The only difference between the two
orbitals shown in Fig. 4 is the value of λ. Both or-
bitals, and many other ones, when λ runs, show a bi-
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FIG. 5. Error bar ∆b as a function of 〈B〉.
modal structure, their left-hand-side and right-hand-side
bumps being equivalent with respect to the even observ-
able, B ∝ r2. Whether N = 2, 3, or 4, we found many
cases where the value of 〈B〉 has nothing to do with the
positions of the peaks of ϕ. The bad quality induced
by the corresponding error bars is illustrated by Fig. 5.
Therefore, little trust is available for the energy curve
e(b) that results from this model.
The present work shows that concavity, piecewise at
least, is a major property of any energy surface ob-
tained by a strict minimization of the energy under con-
straint(s). If an energy landscape with “mountains” and
“saddles” is needed, this concavity contradicts the in-
tuition that energy transits through local minima. The
success of collective models that use a non-trivial land-
scape is too strong to be rejected as physically and/or
mathematically unsound, but its validation likely relates
to other methods such as, resonating group methods [11],
generator coordinate (GC) ones [12], Born-Oppenheimer
approximations, influence functionals [13], deconvolu-
tions of wave packets in collective coordinate spaces [14],
etc. In particular, one might argue that, while individ-
ual exact states ψλ or mean-field ones φλ may carry bad
error bars for the observable b, such states may still pro-
vide a good global basis for a GC calculation. But then
the physics lies as much in non diagonal elenents H(b, b′)
and N(b, b′) of the GC energy and overlap kernels, re-
spectively, than in the diagonal, e(b) ≡ H(b, b).
Even so, except for anharmonic vibrations, where
one valley is sufficient, one has to justify why convex
branches, namely metastability, can be as important as
energy strict minimization.
Because of kinetic energy terms, which enforce delo-
calizations, a full H is often not well suited to ensure
a good localization of B’s, a necessary condition for the
exploration of an energy surface parametrized by b’s. Re-
call that, in the Born-Oppenheimer treatment of the hy-
drogen molecule, the proton kinetic energy operator is
initially removed from the Hamiltonian, allowing the col-
6lective coordinate, namely the interproton distance, to
be frozen as a zero width parameter. Most often in nu-
clear, atomic and molecular physics, such a removal is
not available. Hence, “dangerous consequences”. This
was illustrated by Fig. 2, from the toy Hamiltonian in-
troduced at the stage of Fig. 1. The growth of fluctua-
tions due to tunnel effects is spectacular. Fortunately, if
one forces the constrained eigenstate to retain a constant
width ∆r while 〈r〉 runs, concavity is lost at the profit of
a reconstruction of the potential shape. Note, however,
that the reconstruction is not exact; convolution effects
and zero-point kinetic energies still slightly pollute the
observed “potential”.
We believe that the technical devices used with success
in [3, 8] demand a further investigation of the solutions
they generated. A hunt for dangerous, multimodal solu-
tions would make a useful precaution. Since fluctuations
are important at “phase transitions”, collective opera-
tors have to be completed by their own squares, namely
in combinations of the form, K = H − λB + µ(λ)B2,
with µ(λ) adjusted to avoid wild variations of ∆b . Such
operators K govern both a constraint and its fluctua-
tion, but obviously differ from a double constraint form,
H = H − λ1B + λ2B
2, with two independent param-
eters, λ1, λ2. The second derivative, d
2ε/dλ2 contains
additional terms due to dµ/dλ and d2µ/dλ2, hence a
one-dimensional path with non concave structures can be
induced by K inside that concave two-dimensional land-
scape due to H.
In theories using, partly at least, liquid drop mod-
els, see [15] for instance, labels b are purely classical.
Such theories are thus safe from the present warnings.
But many other energy surfaces used in realistic situa-
tions come from mean-field constrained calculations. It
remains to be tested whether their solutions, stable or
metastable, carry a mechanism that diminishes the fluc-
tuation of collective degrees of freedom. This mechanism,
if it exists, deserves investigation. We conclude that a re-
view of landscapes obtained by constrained HF or HB is
in order, to analyze the role of collective coordinate fluc-
tuations. It is clear that such surfaces deserve corrections
because of likely variable widths ∆b of their collective ob-
servables, and also, obviously, because convolution effects
and zero-point energies must be subtracted.
To summarize, we found both a negative and a pos-
itive result. On the one hand, concavity prevents the
emergence of energy landscapes if constrained strict min-
imizations are used with fixed operators B and fixed trial
spaces. Moreover, unacceptable error bars ∆b can viti-
ate the meaning of collective labels. On the other hand,
given the same fixed operators and trial spaces, a mod-
est deviation from fixed constraints, namely adjustable
combinations of B and B2, commuting operators indeed,
allows an analysis “at fluctuations under control”, with
unimodal probes of landscapes and a controlled quality
of the collective representation. A puzzling question is
raised: is the good quality of constrained mean field so-
lutions in the literature the result of a “self damping” of
collective coordinate fluctuations? Are multimodal situ-
ations actually blocked when nuclear mass increases?
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