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RECONSTRUCCIÓN DE LA CURVA DE CARGA ELÉCTRICA 
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La respuesta a la demanda (DR), busca 
proporcionar un servicio de calidad, que 
permita reducir significativamente los 
costos y garantizar a su vez la seguridad 
de la red. Por lo tanto, es necesario 
realizar una adecuada estimación de la 
curva de demanda, considerando que se 
tiene implementado un sistema de 
medición inteligente para la obtención de 
los datos de demanda.  
Dentro de una infraestructura de 
medición avanzada (AMI), existe la 
posibilidad de que se den fallas o ataques 
maliciosos que interrumpan el 
intercambio de información entre la 
empresa eléctrica y los usuarios finales, 
causando que se pierdan datos y no se 
tenga la información completa de los 
perfiles de demanda. En este artículo se 
presentan técnicas que permiten 
reconstruir la curva de demanda con una 
mínima cantidad de datos, para esto se 
realiza un análisis comparativo entre 
diferentes algoritmos que utilizan un 
modelo matemático matricial, basado en 
la teoría de sensado comprimido. 
Además, para saber cuál es la mejor 
opción, se realiza un cálculo del error de 
reconstrucción mediante un porcentaje de 
la diferencia cuadrática media, 
considerando la señal original y la señal 
reconstruida. 
 
Palabras Clave: Sensado comprimido, 
respuesta a la demanda, previsión de la 
The demand response (DR), search to 
provide quality service, that allows to 
reduce significantly the costs and to 
guarantee the security of the network. 
Therefore, it is necessary to make an 
adequate estimate of the load curve, 
considering that an intelligent 
measurement system has been 
implemented to obtain the demand data. 
In an Advanced Measurement 
Infrastructure (AMI), there is the 
possibility of failures or malicious attacks 
that may disrupt the exchange of 
information between the electrical 
company and end users, causing the loss 
of data and hasn't complete information 
of load profiles. In this article presents 
techniques that allow the reconstruction 
of the load curve with a minimum 
amount of data. For this, a comparative 
analysis is performed between different 
algorithms that use a matrix mathematical 
model, based on the compressed sensing 
theory. In addition, to know which is the 
best option, a reconstruction error 
calculation is performed using a 
percentage of the mean square difference, 
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Los sistemas eléctricos se han 
desarrollado tradicionalmente 
alrededor de las centrales de 
generación de energía, concentrado 
dicha generación en grandes unidades 
de producción, esto se ha centralizado 
impidiendo que se incluyan nuevas 
tecnologías como es el caso de 
energías renovables y de respuesta a la 
demanda (DR). En los últimos años 
han existido cambios en las 
regulaciones dentro de los diferentes 
mercados energéticos, que han 
permitido el surgimiento de estas 
tecnologías, especialmente de la DR, 
que considera dos temas muy 
importantes como son la predicción de 
la demanda y la reconstrucción de la 
curva de demanda [1]. Por lo que se 
busca realizar un análisis de 
reconstrucción de señales, que permita 
recuperar la curva de demanda de 
consumo residencial-comercial. 
 
Dentro de los mercados energéticos 
actuales la respuesta a la demanda 
tiene un papel importante, cuyo 
objetivo es mantener el equilibrio 
entre la oferta y la demanda. Es 
básicamente un acto de equilibrio 
constante pero considerando que se 
puede tener flexibilidad en la carga, en 
lugar de ajustar únicamente la 
generación de energía [2], [3]. Es 
decir, se centra en los usuarios finales 
con el objetivo de reducir la demanda 
máxima y llegar a entender a los 
usuarios que participan en los 
esquemas de respuesta a la demanda, 
es importante para realizar un buen 
diseño, tener una adecuada operación 
de los mercados eléctricos y para la 
toma de decisiones de inversión donde 
se considera la capacidad de 
generación de electricidad, la 
infraestructura de la red y la 
flexibilidad del sistema [4]–[6]. Cabe 
mencionar que los esquemas de 
respuesta a la demanda pueden llegar a 
mejorar significativamente la 
eficiencia de las centrales de 
generación, reducir los costos y la 
contaminación en el sistema de 
energía eléctrica, garantizando a su 
vez la seguridad de la red [3], [7]. 
Todos estos beneficios hacen que los 
esquemas de DR sean más utilizados 
en los sistemas eléctricos actuales, 
pero se debe considerar que cuando se 
implementa un programa de DR se 
busca que sea exitoso, por tal motivo 
tiene que mejorar las características de 
la curva de demanda. Además estos 
programas tienen que ser aceptados y 
recibidos de buena manera por los 
usuarios debido a que ellos son los 
principales involucrados [8].  
 
La curva de demanda se considera 
muy importante en la DR, porque 
muestra el patrón de consumo de 
energía eléctrica por parte de los 
usuarios. La demanda puede llegar a 
variar en el día, en la semana y en el 
mes, pero generalmente la evolución 
de la curva de demanda se considera 
por cada hora y esta suele seguir un 
patrón diario regular y predecible, que 
junto con los datos de las curvas de 
demanda históricas permiten saber el 
comportamiento de la demanda de los 
usuarios, para realizar una adecuada 
reconstrucción cuando se tiene un 
número limitado de datos [5], [9]. En 
los programas de respuesta a la 
demanda también se busca realizar la 
predicción de esta curva, para poder 
hacer un adecuado despacho 
económico y mejorar el uso de los 
recursos energéticos [10]. La 
predicción de la demanda se conoce 
como la información de la carga que 
se espera en un determinado periodo 
de tiempo, requiriendo una cantidad 
considerable de parámetros que son 
establecidos de acuerdo con la 
operación del sistema. Dicha 
predicción se considera esencial al 




los sistemas eléctricos y esto se ve 
reflejado en el impacto tanto técnico 
como económico, es decir realizar un 
adecuado pronóstico de la demanda 
permite tener una correcta operación 
del sistema [11]. Para los programas 
de DR que se basan en la 
reconstrucción de la curva de demanda 
se necesita de la implementación de 
medición inteligente, porque los 
medidores de energía eléctrica 
convencionales que se utilizaban antes 
eran generalmente analógicos y 
únicamente podían registrar una 
cantidad total de información sin 
comunicación en tiempo real con el 
operador de la red [3], [12]. Mientras 
que la medición inteligente introduce 
una nueva tecnología, que permite 
realizar una medición horaria del 
consumo de electricidad a cada uno de 
los usuarios de manera individual, 
adquiriendo una gran cantidad de 
datos que pueden ser utilizados para 
tener una idea clara de los perfiles de 
la demanda [13], [14]. Por esto, en 
este trabajo se asume que se tiene una 
red de distribución eléctrica, la cual 
cuenta con medición inteligente, 
haciendo que el sistema sea más 
sensible y permita tener una 
comunicación en tiempo real. 
Esta tecnología de medición 
inteligente, implementada en un 
sistema de distribución de energía 
eléctrica provee muchas ventajas, pero 
también puede presentar algunos 
problemas como en la adquisición de 
datos o en el muestreo, que incluso 
puede llegar a ser costoso. Además en 
algunos casos se puede tener 
insuficientes datos que permitan 
obtener una información significativa 
para la construcción de la curva de 
demanda, esto suele suceder por 
efectos como errores en la 
comunicación o ataques maliciosos 
que son perjudiciales para el sistema 
eléctrico [15], [16]. Por estas razones, 
este trabajo propone aplicar los 
conceptos de sensado comprimido 
(CS) y reconstrucción de señales 
dispersas (sparse) sobre la curva de 
demanda de un consumidor eléctrico 
residencial-comercial, utilizando 
diferentes métodos y el menor número 
de muestras.  
 
Cabe mencionar que la teoría de 
sensado comprimido se creó varios 
años atrás y se desarrolló en primera 
instancia como una propuesta que se 
centraba en el reconocimiento de 
imágenes [17]. Posteriormente el CS 
se utilizó también para la 
reconstrucción de señales, pero esta 
teoría demanda que dichas señales 
tengan características de una señal 
dispersa (sparse), es decir que posean 
solo algunos elementos distintos de 
cero. En este sentido, debido a que 
muy pocas señales poseen la 
característica de sparse, para la 
reconstrucción de una señal, se 
aprovecha el concepto de señal 
comprimible. Esto quiere decir, que si 
una señal en algún dominio posee 
características sparse es posible 
reconstruirla. Cabe recalcar que, 
cuando se habla de un dominio se 
refiere a una base vectorial en la cual 
la señal puede ser proyectada 
(cualquier transformada) [18], [19]. 
Todo esto aspectos mencionados 
permiten que la teoría de CS se utilice 
junto con la adquisición y 
procesamiento de señales para la 
reconstrucción de las mismas, es decir 
permite realizar la recuperación de 
señales mediante una representación 
dispersa de datos a partir de 
información limitada, por tal motivo 
se ha llegado a utilizar con diferentes 
clases de datos y en múltiples 
aplicaciones como es el caso de la 
reconstrucción de curvas de demanda 
en el sector eléctrico [17].  
 
La DR puede presentar algunos 




muestreo de datos, especialmente 
cuando se tiene escenarios con alta 
cantidad de usuarios, pero el principal 
problema que se debe considerar son 
los altos costos por comunicación. 
Esto se refiere al transporte de datos, 
ya que, transmitir los datos 
muestreados con intervalos de tiempo 
muy cortos, implica saturar el canal de 
comunicación y por lo tanto se debe 
tener un canal dedicado. Razón por la 
cual el CS puede llegar a cambiar en 
cierta manera la problemática centrada 
en la transmisión de los datos, debido 
a que la clave de esta teoría es 
muestrear normalmente, comprimir y 
liberar el canal de comunicación, para 
posteriormente en el centro de acopio 
de información recuperar la curva de 
demanda que fue transmitida usando 
pocas muestras [20], [21].  
 
En los sistemas eléctricos y 
especialmente en el campo de DR 
conocer el comportamiento exacto de 
la curva de demanda a pesar de no 
tener el cien por ciento de los datos 
representa tener una mayor seguridad, 
que se ve reflejada en la reducción de 
los gastos en electricidad y alivio de 
los picos de demanda mediante un 
adecuado despacho de energía [22]. 
Por esto el CS toma un valor 
significativo al reducir el número de 
mediciones requeridas utilizando la 
información que se pueda disponer en 
un momento dado, para realizar una 
adecuada reconstrucción de la curva 
de demanda residencial-comercial. 
Una de las opciones para poder 
realizar esto es mediante compressed 
learning, que se refiere a tener dentro 
de los esquemas de DR la capacidad 
de leer o identificar los datos más 
básicos sobre la señal comprimida. En 
general la teoría de CS propone 
algoritmos de reconstrucción que 
utilizan cinco diferentes técnicas como 
son: búsqueda codiciosa, relajación 
convexa, métodos bayesianos, 
optimización no convexa y fuerza 
bruta [17], [23]. Todas estas técnicas 
permiten tener menores tasas de 
muestreo, pero en este trabajo los 
algoritmos utilizados se basan 
únicamente en la búsqueda codiciosa y 
la relajación convexa.  
 
El CS básicamente se presenta 
mediante un modelo estándar cuyo 
objetivo matemático es resolver un 
sistema de ecuaciones matriciales, que 
permita recuperar o aproximar lo 
mejor posible una señal [24]. La 
principal ventaja de esto es que no 
depende del ancho de banda de las 
señales, sino de la cantidad de 
información que estas posean. Esta 
teoría considera como principales 
parámetros la señal y un diccionario. 
La señal original es donde se 
encuentran los datos obtenidos de las 
mediciones, mientras que el 
diccionario es una matriz dentro de la 
cual se encuentran los conjuntos 
finitos de señales, que permiten 
realizar la comparación y recuperación 
de la señal original. Para la selección 
de dichas señales que conforman el 
diccionario se debe considerar la 
aplicación en la que se va a utilizar, 
además es necesario conocer el 
comportamiento de la señal que se 
quiera reconstruir y el algoritmo a 
utilizar [25], [26]. Lo que busca este 
modelo presentado es encontrar en el 
diccionario el conjunto de coeficientes 
que permitan reconstruir o aproximar 
lo mejor posible a la señal, por lo 
tanto, es muy importante conocer el 
comportamiento de las curvas de 
demanda históricas [27].  
De aquí en adelante el artículo se 
estructura de la siguiente manera: la 
sección II desarrolla el tema 
correspondiente a la previsión de la 
demanda eléctrica residencial-
comercial, la sección III explica la 
formulación del problema, en la 




los resultados en los métodos 
utilizados para la reconstrucción de 
curva de demanda, finalmente en la 
sección V se expresan las conclusiones 
de este trabajo. 
 




2.1 Curva de demanda eléctrica 
residencial-comercial 
Cuando se habla de la predicción de la 
demanda en los sistemas de distribución 
de energía, se suele tratar de mejorar la 
forma de la curva de demanda mediante 
alteraciones en los patrones de consumo 
de energía de los usuarios, pero este 
trabajo únicamente se centra en la 
reconstrucción de esta curva, 
considerando  especialmente la 
demanda de los usuarios residenciales y 
comerciales [28]. Las curvas de 
demanda tienen diferentes formas que 
dependen de los escenarios 
considerados y de cada uno de los tipos 
de usuarios, pero todas estas curvas 
pueden ser reconstruidas a partir de una 
cierta cantidad de datos. En el sector 
comercial los aparatos y dispositivos 
poseen índices de consumo más 
elevados que en el sector residencial 
[28]. Esta demanda comercial varía 
dependiendo del tipo de carga que se 
utilice, como pueden ser motorizadas o 
en algunos casos más resistivas, pero 
generalmente tienen patrones de 
consumo establecidos que no varían 
mucho, es decir las cargas comerciales 
son predecibles por lo que esta curva 
puede ser reconstruida con una gran 
precisión [29]. Mientras que la 
reconstrucción de la curva de demanda 
en el sector residencial es una tarea un 
poco más complicada, debido a que se 
debe considerar los diferentes ciclos 
diurnos, semanales y anuales que 
existen en las series de datos obtenidos 
mediante medición inteligente. Es 
necesario definir algunas características 
generales con respecto a la demanda 
residencial donde muchas de ellas 
dependen de cada residencia, como es el 
tamaño de la casa, el nivel de ocupación 
y el comportamiento en el uso de 
diferentes aparatos, debido a que la 
utilización aleatoria de los aparatos por 
parte de los usuarios causa 
fluctuaciones [11], [30]. Por esto se 
puede decir incluso que si algunos 
usuarios residenciales tuvieran las 
mismas características generales, existe 
la posibilidad de que sus curvas de 
demanda sean diferentes [31]. Hay 
diferentes modelos utilizados para el 
pronóstico y para realizar 
reconstrucciones de la curva de 
demanda, pero su aplicación y 
resultados varía dependiendo el tipo de 
usuarios, como pueden ser 
residenciales, comerciales o 
industriales. Cuando se trata de 
demanda residencial los estudios son 
más reducidos por su complejidad, 
debido a que las curvas de demanda 
residenciales son más estocásticas y 
dinámicas por el comportamiento 
aleatorio que presentan los 
consumidores, es decir que estas curvas 
de carga se encuentran sometidas al azar 
y los datos pueden variar mucho 
dependiendo el comportamiento de los 
usuarios [11], [32]. En la demanda, el 
comportamiento de los seres humanos 
tiene tanta influencia, que incluso dos 
casas que tengan el mismo consumo de 
energía diario tienen la posibilidad de 
no poseer una curva de demanda similar 
[31].  
 
Múltiples trabajos de investigación han 
desarrollado modelos que permiten 
reconstruir la curva de demanda con 
diferentes enfoques, para realizar DR y 
para diferentes aplicaciones en redes 
inteligentes. Tradicionalmente esto se 
ha realizado mediante modelos de curva 
de demanda agregados, donde la 




campo para utilizarlos en modelos 
matemáticos polinomiales, lineales y 
exponenciales junto con el método de 
mínimos cuadrados [30], [33]. Mientras 
que en otras ocasiones se utilizaba 
también el modelo ZIP, el cual es un 
método cuya principal aplicación ha 
sido para realizar representaciones que 
permitan analizar la relación de la 
tensión y la potencia en las curvas de 
demanda [29], [33].  
Frecuentemente para la estimación y 
reconstrucción de los perfiles de la 
curva de demanda se ha utilizado el 
método ascendente o el descendente 
[34]. Siendo este último un método más 
general con un enfoque de arriba hacia 
abajo, que no distingue el consumo de 
energía por parte de los usuarios finales. 
Se lo ha utilizado para determinar los 
efectos que se tienen sobre el consumo 
de energía, porque permite realizar 
análisis de las variaciones a largo plazo 
[34]. Mientras que por otro lado el 
método ascendente sigue un enfoque de 
abajo hacia arriba, el cual utiliza un 
proceso de extracción de Montecarlo 
(MC), y para que este pueda ser 
aplicado se debe conocer algunas 
características socioeconómicas y 
demográficas de los consumidores [35], 
[36]. Además en el método ascendente 
hay que considerar que ha sido aplicado 
realizando mediciones de energía en el 
campo, donde los intervalos de tiempo 
estaban entre los 15 minutos o más [36].  
Existe también un modelo creado a 
partir de la combinación de los dos 
métodos tradicionales (ascendente y 
descendente), el cual fue creado con los 
propósitos de realizar una adecuada 
planificación y evaluación de las 
operaciones en redes de bajo voltaje. A 
este método se lo conoce como modelo 
de curva de demanda sintético, cuyo 
objetivo es simular de manera realista 
las curvas de demanda para los 
diferentes clientes, especialmente 
residenciales considerando como 
principales variables el número de 
personas residentes en cada hogar y los 
patrones de disponibilidad [36]. Este es 
un método más reciente, que ha tenido 
una buena acogida porque permite 
realizar análisis de tendencia dentro de 
las curvas de demanda, pero no se ha 
utilizado mucho en la predicción de 
demanda máxima. 
Otro de los nuevos modelos para la 
reconstrucción de la curva de demanda 
en sistemas eléctricos de bajo voltaje es 
el que combina Cadenas de Markov y 
Monte Carlo (MCMC). Este considera 
diferentes parámetros de la carga, por lo 
que es capaz de reproducir las 
características eléctricas detalladas de 
los usuarios residenciales, es decir 
puede representar cambios que se 
producen en la curva de demanda por el 
comportamiento cambiante de los 
usuarios, lo cual es difícil de determinar 
utilizando técnicas de modelado de 
demanda tradicionales [30]. Los 
modelos de la curva de demanda 
obtenidos mediante este método tienen 
una gran precisión y pueden llegar a 
pronosticar la variación en el perfil de 
demanda, además de proporcionar 
información más detallada sobre las 
variaciones a corto y largo plazo [30]. 
Para este trabajo se han descartado los 
métodos anteriores porque requieren 
utilizar diferentes variables y se debe 
considerar características en el 
comportamiento de los usuarios. 
Además, los métodos tradicionales 
ascendente y descendente requieren un 
sistema de medición en el campo. El 
modelo ZIP y el método de curva de 
demanda sintético a pesar de que no 
necesitan realizar las mediciones en el 
campo, no han sido muy utilizados para 
realizar la predicción de la curva de 
demanda sino para análisis a corto y 
largo plazo. Mientras que el método 
MCMC es uno de los más completos y 
precisos, con la capacidad de reproducir 
con gran detalle las curvas de demanda 




necesita una considerable cantidad de 
datos.  
Estas son las principales razones por las 
que en el trabajo se utiliza diferentes 
métodos basados en la teoría de sensado 
comprimido, que básicamente permiten 
tener una menor cantidad de datos. Al 
analizar y revisar los datos de las curvas 
de demanda residenciales y comerciales 
históricas, se han encontrado algunas 
tendencias en su comportamiento, que 
han hecho posible la utilización de esta 
teoría, porque estas tendencias permiten 
realizar una selección adecuada de los 
diccionarios requeridos para realizar la 
reconstrucción de la curva de demanda, 
permitiendo tener una mejora 
significativa en la previsión de la 
demanda a corto plazo [11]. 
 
2.2 Señal de recuperación 
mediante normas de aproximación 
La teoría de sensado comprimido se 
desarrolla en torno a vectores y 
matrices, por lo que se debe conocer las 
diferentes normas de aproximación de 
vectores (lp) que existen. Estas son 
representadas por lo que es un conjunto 
de normas y pseudonormas, donde p 
puede llegar a tomar valores de 1, 2 y ∞ 
[37].  
La norma l2 ha tenido resultados un 
poco insatisfactorios con aquellas 
señales que no son dispersas [38]. Pero 
la norma l1 es muy utilizada dentro de la 
teoría de CS, porque puede llegar a 
recuperar señales dispersas y 
aproximarlas con un error muy bajo 
[25], [39]. En general la minimización 
mediante normas de aproximación es 
una buena opción, debido a que 
proporciona resultados precisos.  
 
En el trabajo se considera la norma l1 y 
l2, para realizar la aproximación de los 
vectores, que permitan recuperar o 
reconstruir la señal de la curva de 
demanda residencial-comercial. La 
norma utilizada va a depender de cada 
uno de los problemas de optimización 
para reducir el error en la 
reconstrucción, considerados más 
adelante. 
Para realizar el cálculo de los errores en 
todos los métodos se consideran las dos 
normas tanto la l1 como l2 que se 
encuentran en las ecuaciones (15) y (16) 
respectivamente. Las fórmulas 
generales que corresponden a cada una 
de las normas se muestran a 
continuación, donde V representa al 
vector que se quiere aproximar. 
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2.3 Descripción del sensado 
comprimido 
Para empezar a entender y expresar el 
problema matemático de esta teoría se 
tiene la figura 1, que describe el proceso 
del modelo estándar de sensado 
comprimido, el cual propone la 
posibilidad de recuperar una señal 
considerando que se tiene una cantidad 
reducida de datos. Se debe recalcar que 
es necesario conocer siempre algo de 
información de la señal que se quiere 










y = Φ * x 
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y = θ * z 
Reconstrucción de la Señal
 
Figura 1.  Modelo estándar de sensado 
comprimido. 
Al ser necesario conocer algo de la 
señal para la reconstrucción se debe 
tener una cierta cantidad de datos, los 
cuales se encuentra dentro del vector x 
que básicamente representa a una señal 
que se desea reconstruir, es la señal de 
interés donde se encuentran los datos 
obtenidos de las mediciones [40], [41]. 
Este parámetro se llama vector de 
dispersión y está constituido como un 
vector columna (Nx1) que contiene los 
datos de las diferentes mediciones 
realizadas a los usuarios, teniendo en 
cuenta que dichos datos pertenecen a los 
números reales (xϵ N) [25], [27], [37]. 
Además, se asume que este parámetro 
es una señal dispersa unidimensional 
que contiene una cierta cantidad de 
datos, pero no el cien por ciento de 
ellos. Dentro de x se desea tener un 
menor número de coeficientes con valor 
nulo, es decir que estos sean distintos de 
cero [17], [27], [40], [42]–[44].  
Existe otro vector columna (Nx1), que 
es z cuyos coeficientes pertenecen a los 
números reales (zϵ N). También se lo 
conoce como vector de productos 
inertes y prácticamente junto con x 
vienen a ser una representación 
equivalente de la misma señal [40]. 
Considerando que es bastante difícil 
encontrar una señal dispersa, 
especialmente en el dominio del tiempo 
se utiliza el vector de coeficientes z con 
una base vectorial adecuada que viene 
dada por el diccionario Ψ, al cual se la 
conoce como una matriz (NxN) de 
representación, que generalmente esta 
predeterminada con una base conocida. 
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En general el proceso de sensado 
comprimido afirma que las 
proyecciones que se tienen de la señal 
pueden ser descritas en el modelo 
estándar presentado en la ecuación (6) y 
(7). Como resultado de estas ecuaciones 
se encuentra y conocido como vector de 
observación, que es la señal ideal que 
busca ser reconstruida mediante una 
muestra de datos obtenida de las 
mediciones que se encuentran en el 
vector x. Básicamente y contiene toda la 
información importante con respecto a 
la señal x. El parámetro y es un vector 
columna (Mx1), cuyos elementos 
pertenecen a los números reales (yϵ M) 
[37], [45].  
Uno de los elementos más importantes 
dentro de la teoría de sensado 
comprimido y que antes se mencionó es 
el diccionario Ψ, el cual influye de una 
manera directa en la reconstrucción de 
la señal, además este describe las 
operaciones conjuntas de 
diversificación y sub-muestreo [18]. Es 
decir es una matriz de longitud (MxN), 




columna cero, básicamente esta matriz 
es un conjunto finito de señales 
independientes e idénticamente 
distribuidas, las cuales dependen del 
comportamiento de la señal original a la 
cual se quiere reconstruir, por lo que es 
muy importante conocer las curvas de 
demanda históricas [37], [40]. 
Considerando que el diccionario es una 
matriz (MxN), es decir no es una matriz 
cuadrada se debe utilizar los conceptos 
de matriz pseudoinversa para poder 
operar. Además, hay que tener en 
cuenta que generalmente las mediciones 
no son adaptativas, por lo tanto, Ψ es 
fijada con anterioridad y no depende de 
las mediciones adquiridas.  
Para recuperar una señal, además del 
diccionario se debe considerar Φ 
conocida como una matriz de detección 
o medición (MxN), que proyecta a Ψ en 
un espacio n-dimensional, esto se 
refiere a que prácticamente adapta las 
señales del diccionario en función de N 
que es la longitud del vector de 
dispersión que contiene la señal a 
reconstruir [41], [46], [47].  
En la ecuación (7), se tiene Θ=ΦΨ, que 
se conoce como una matriz de 
reconstrucción de la señal, esta tiene 
una longitud (MxN) y básicamente es el 
resultado matricial entre el diccionario y 
la matriz de detección [48]. La matiz Θ 
es la encargada de mantener la 
propiedad de restricción isométrica 
(RIP), siendo esta una de las 
herramientas más utilizadas en los 
algoritmos que se basan en la teoría de 
sensado comprimido [38]. 
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                                (7) 
  
Los diferentes algoritmos de 
reconstrucción utilizados en CS buscan 
resolver el modelo estándar de las 
ecuaciones (6) y (7), teniendo en cuenta 
que la solución que se obtiene es 
dispersa se utilizan las normas de 
aproximación para realizar una 
minimización, a partir de la cual  ̂ se 
puede considerar como una solución 
[38], [49]. Las normas de aproximación 
(lp) utilizadas en este argumento 
mínimo varían dependido el método 
utilizado. 
 
 ̂         ‖ ‖               (8) 
 
Por lo tanto, el CS, puede definirse 
como un método que mantiene la 
estructura de la señal, debido a las 
múltiples proyecciones que se realizan a 
través de un proceso iterativo o de un 
proceso de optimización. 
 
2.4 Métodos utilizados 
1) Least squares (LS): Se considera uno 
de los primeros algoritmos utilizados 
para realizar reconstrucción de señales, 
se lo ha implementado en múltiples 
aplicaciones con señales que poseen un 
número limitado de datos y sus 
resultados muchas veces se han 
considerado inadecuados cuando las 
señales son demasiado dispersas [50]. 
Es un método clásico que cuenta con 
algunas variaciones y básicamente 
busca encontrar una respuesta a través 
de la resolución de mínimos cuadrados. 
En este caso se lo utiliza junto con la 
teoría de sensado comprimido, porque a 
diferencia de los métodos de muestreo 
tradicionales el CS mejora la eficiencia 
en la adquisición de señales dispersas, 
además de mejorar considerablemente 
la tasa de convergencia del algoritmo, 
es decir es exponencialmente más 
rápido [25], [41].   
El algoritmo LS recupera señales 
usando la técnica de CS búsqueda 
codiciosa, que consiste en 
aproximaciones sucesivas de la señal 
mediante un algoritmo iterativo. Se 
utiliza el modelo estándar de sensado 
comprimido de la ecuación (6) y (7), 
que se lo resuelve con un proceso de 
mínimos cuadrados para calcular los 




encuentran dentro del vector z como una 
señal dispersa. Es decir, como se 
mencionó anteriormente es un algoritmo 
iterativo que resuelve el problema de 
reconstrucción encontrando la respuesta 
paso a paso, donde primero selecciona 
los coeficientes z con características 
adecuadas de una forma consistente, 
incluso cuando el tamaño de la muestra 
se acerca al infinito [51]. A 
continuación, para llegar a obtener una 
recuperación aproximada de la señal se 
utiliza la ecuación (9), donde la 
respuesta se encuentra dentro del vector 
 ̂ y el problema principal es encontrar 
un minimizador local basándose en la 
norma de aproximación l2.  
 
 ̂         ‖ ‖                  (9) 
 
Debido a que los diccionarios no están 
constituidos como una matriz cuadrada 
se utiliza el concepto de matriz 
pseudoinversa que se encuentran en 
(10) y permiten llegar a una solución 
[38].  
 
 ̂    (   )               (10) 
 
Además, se debe considerar que la 
solución  ̂ por lo general no será 
dispersa y tendrá muchos elementos 
distintos de cero, pero se puede forzar 
su dispersión teniendo en cuenta que 
esto aumenta el error en la 
reconstrucción de la señal. 
 
2) Basis pursuit (BP): Es un algoritmo 
que se ha utilizado en múltiples 
aplicaciones en el área de ingeniería, 
especialmente en la restauración de 
imágenes y señales. En comparación 
con el matching pursuit (MP), el basis 
pursuit permite trabajar con señales 
cuyos datos presenten ruido, haciendo 
posible recuperar señales mucho más 
dispersas de manera estable [52]. La 
principal diferencia que se tienen es que 
el MP es un algoritmo iterativo al cual 
se le aplica una regla simple 
repetidamente, mientras que el BP es un 
algoritmo basado en la técnica de 
relajación convexa y no es un método 
codicioso [52], [53]. 
Este es un método de optimización 
convexa que al igual que el método de 
LS, parte del modelo de CS que se 
encuentra en las ecuaciones (6) y (7), 
donde se descompone una señal en una 
superposición optima de elementos que 
pertenecen al diccionario. Es decir, es 
un método que busca optimizar una 
variable, en este caso viene a ser el 
vector x que contiene a la señal. Para 
esto mediante una minimización 
utilizando la norma de aproximación l1 
que se muestra en la ecuación (1), se 
trata de resolver una ecuación lineal y 
encontrar la solución más pequeña de 
coeficientes para el vector z [54], [55]. 
Una vez que se ha encontrado el vector 
de coeficientes z que corresponda a los 
elementos del vector y, se puede 
proceder a recuperar la señal original 
mediante el argumento mínimo de la 
ecuación (11), que también se basa en la 
norma l1 para el caso del basis pursuit. 
 
 ̂         ‖ ‖               (11) 
 
3) Orthogonal matching pursuit (OMP): 
Este es un algoritmo que utiliza la teoría 
de sensado comprimido, por lo que su 
principal aplicación es para realizar 
recuperación de señales. Básicamente es 
un método de optimización iterativo que 
se deriva de una versión no ortogonal 
que es el matching pursuit (MP). El 
OMP se considera confiable y se utiliza 
por su simplicidad y rápida 
implementación. Además, se ha 
comprobado que su rendimiento es 
altamente competitivo en la 
reconstrucción de señales dispersas y 
semidispersas [56].  
El método orthogonal matching pursuit 
parte de las ecuaciones (6) y (7) bajo las 
condiciones de la propiedad de 
restricción isométrica y la propiedad de 




permiten garantizar una recuperación 
adecuada de la señal dispersa x [43], 
[56], [57]. La primera propiedad postula 
que para poder reconstruir la señal, la 
constante RIP δk+1 de la matriz Φ debe 
cumplir con la condición que se 
encuentra definida en (12), donde k 
representa dentro de la señal dispersa el 
número de elementos que son distintos 
de cero [56]. 
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                         (12) 
 
Otra condición por cumplir es la 
propiedad de incoherencia mutua que se 
encuentra definida en (13). Donde μ es 
la incoherencia mutua que debe ser 
pequeña, es decir lo menor posible 
considerando que ϕi  y ϕj representan a 
las columnas y filas de Φ 
respectivamente, a las cuales también se 
las conoce como átomos [44], [57], 
[58]. 
 
        |〈     〉|                (13) 
 
La recuperación de la señal original x se 
realiza a partir del vector y, donde la 
complejidad puede variar dependiendo 
de las dimensiones de los vectores. En 
este método para la reconstrucción de la 
señal se debe encontrar una señal  ̂ que 
permita minimizar el error entre y y Φ 
mediante la ecuación (14). 
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Básicamente el algoritmo OMP es 
iterativo y permite tener una mejor 
recuperación de las señales cuando el 
número de mediciones es casi 
proporcional al nivel de dispersión [59]. 
El proceso que sigue este algoritmo 
consiste en seleccionar en cada paso una 
columna de Φ, para saber cual tiene 
mayor similitud con los residuos 
actuales. Posteriormente agrega dicha 
columna a las seleccionadas, 
permitiendo de esta manera conservar el 
nivel de dispersión en el vector de 
entrada e identificar un elemento de 
soporte [56]. Es decir obtiene un 
residuo r entre el vector que contiene a 
la señal y y su aproximación parcial, 
este residuo se actualiza y lo vuelve a 
comparar hasta llegar a un número 
máximo de iteraciones [58], [60]. En 
cada iteración que se realiza el 
algoritmo selecciona la opción optima a 
nivel local entre un conjunto de posibles 
soluciones, esperando encontrar al final 
la solución óptima global. 
 
3. Formulación del Problema 
en la Reconstrucción de la 
Curva de Demanda Eléctrica 
Para la formulación del problema se 
considera una red de distribución 
eléctrica, donde se tiene implementado 
un sistema de medición inteligente que 
permita adquirir una gran cantidad de 
datos de un conjunto de N usuarios 
residenciales y comerciales. Los datos 
obtenidos se ven representados en 
graficas de curva de demanda que 
muestran su comportamiento.  
Partiendo del hecho de que la teoría de 
sensado comprimido basada en 
compresión temporal permite 
reconstruir señales a partir de un 
número limitado de datos, es necesario 
conocer las formas que podrían llegar a 
tener dichas señales, por lo que realizar 
un análisis a las curvas de demanda 
históricas se considera importante para 
obtener una adecuada econstrucción. En 
este trabajo se utiliza tres curvas de 
demanda diferentes que se encuentran 
representadas en la figura 2, 3 y 4. Cada 
figura posee cuatro curvas, las cueles 
muestran el comportamiento de cada 
una de las curvas de demanda en 
diferentes días del mes. Los días que se 
han considerado son 1, 10, 20 y 30.   
La primera corresponde a un sector 
residencial-comercial perteneciente a un 
municipio de Colombia, que se 




los datos de esta curva se realizaron 96 
mediciones al día, durante un periodo 
de 1 mes.  
 
 
Figura 2.  Primera curva de demanda (residencial-
comercial).  
La segunda curva de demanda 
representa la demanda de un sector 
únicamente residencial de la ciudad de 
Quito en Ecuador, esta contiene 98 
mediaciones realizadas cada día durante 
un periodo de 1 mes. Al igual que en la 
curva de carga anterior se consideran 
los mismos días del mes para 
representar su comportamiento en la 
figura 3. 
 
Figura 3.  Segunda curva de demanda 
(residencial).  
 
Finalmente, la tercera curva de demanda 
es una data de demanda residencial de 
Matlab, la cual ha sido elegida por el 
número de datos que posee, tiene 1440 
datos obtenidos de mediciones 
realizadas cada minuto durante 24 horas 
y de igual manera estas fueron 
consideradas en un periodo de tiempo 
de 1 mes. El comportamiento de esta 
curva es un poco diferente al de las dos 
anteriores y se ve representado en la 
figura 4, donde se muestra las 
variaciones de la demanda en la curva, 
en diferentes días del mes. 
 
 
Figura 4.  Tercera curva de demanda (residencial).  
 
Cuando se habla de señales de consumo 
de energía eléctrica, es necesario tener 
presente que estas no son señales 
dispersas, por lo que se debe 
implementar una base para que sea 
posible reconstruir la señal con el 
mínimo error. Esto se refiere a 
implementar un diccionario, pero se 
debe considerar que los diccionarios 
utilizados en la recuperación de 
imágenes son muy diferentes, debido a 
que suelen ser creados de manera 
aleatoria. Mientras que, para definir un 
diccionario para la reconstrucción de 
señales, se debe considerar el 
comportamiento de dichas señales, por 
lo que la naturaleza de estas curvas de 
demanda es determinante en la 
selección del tipo de diccionario a 
utilizar. Esta es la razón por la que se 
analizan los datos de los consumidores 
en las curvas de demanda de las figuras 
2, 3 y 4, donde a pesar de tener 
diferentes características se puede 
apreciar algunas similitudes en su 
comportamiento, que permiten 
determinar la utilización de dos tipos de 
diccionarios basados en señales 
wavelets. Estos diccionarios o también 
conocidos como matrices de medición 
son invariantes e independientes de la 
señal x y para este análisis están 




mientras mayor es el número de señales 
que poseen los diccionarios mejor es la 
reconstrucción. Además, es importante 
aclarar que para la creación de estos 
diccionarios se utiliza la matriz Φ, que 
permite realizar una proyección del 
diccionario en un espacio n-
dimensional, es decir hace que el 
tamaño de las señales que se encuentran 
dentro el diccionario sean consistentes 
con los tamaños indicados en las 
ecuaciones. Las señales wavelets 
utilizadas en cada uno de los 
diccionarios, se seleccionaron con la 
finalidad de que sus características se 
asemejan a las características de las 
diferentes curvas de demanda 
residenciales y comerciales, 
permitiendo que los diccionarios sean 
más estables para que no afecten el 
proceso de reconstrucción. 
  
El primer diccionario, como se 
mencionó anteriormente está 
conformado por seis señales las cuales 
se encuentran dentro de las columnas de 
Ψ y están representadas en la figura 5. 
Este diccionario está basado en las 
wavelets symlet4 y coif4, donde se 
considera diferentes escalamientos de 
estas funciones que se muestran en a), 
b), c), d) y e). Además, basándose en la 
correlación que poseen las señales se 
complementa el diccionario con una 
señal sinusoidal f). 
 
 
Figura 5.  Primer diccionario (señales utilizadas).  
 
La figura 6 es una representación 
gráfica del segundo diccionario y es 
similar al anterior, debido a que también 
está compuesto por seis señales, pero 
este se basa en las funciones wavelets 
daubechies3 y bior1.5, donde de igual 
manera se consideran cinco 
escalamientos de las señales, que se 
encuentran representados en a), b), c), 
d) y e). Por último, la señal que se 
encuentra en f) es un coseno, que se ha 
seleccionado considerando el 
comportamiento y la tendencia de las 
curvas de demanda para hacer al 
diccionario más estable.  
 
 
Figura 6.  Segundo diccionario (señales utilizadas).  
 
En este sentido, se busca reconstruir 
diferentes curvas de demanda mediante 
la teoría de sensado comprimido, donde 
se debe seleccionar algunas señales 
cuyo comportamiento se asemejen al de 
la señal original. Todas estas señales 
seleccionadas formarán parte de 
diferentes diccionarios que van a 
permitir realizar la reconstruir.  
El objetivo es minimizar el error en la 
reconstrucción y encontrar el porcentaje 
mínimo de muestras que puede tener 
una señal eléctrica de demanda, para 
que sea reconstruida de manera exitosa. 
A continuación, se muestra una tabla 
que contiene las diferentes variables 
utilizadas. 
 


































Conjunto de números reales 
Número de mediciones de la señal  
Número de elementos a la salida del CS 
Vector de dispersión, señal original 
Vector de observación, Señal ideal a 
reconstruir, salida del CS 
Vector de coeficientes o productos 
inertes 
Matriz de representación, diccionario 
Matriz de detección o medición  
La i-ésima columna para la matriz de 
detección 
La i-ésima fila para la matriz de 
detección 
Matriz de reconstrucción de la señal 
Señal obtenida, solución recuperada 
Número de elementos distintos de cero 
Error de reconstrucción 
Constante de la propiedad RIP 
Valor de la propiedad de incoherencia 
mutua 
Matriz de almacenamiento de los índices de 
los átomos de Φ 




Para la resolución del problema se 
utilizan tres métodos basados en CS y a 
continuación se detallan cada uno de los 
algoritmos utilizadas en el modelo. 
 
 
1) Algoritmo 1: Least squares (LS) 
 
Algoritmo 1: Least squares (LS) 
 
Paso 1 
Definir variables de entrada.             
   X → Señal original con el 100% de datos 
   Ψ → Diccionario (señales)  
   P → Porcentaje de toma de muestras 
Paso 2 
Inicializar variables. 
h = 0 → Contador de iteraciones 
r0
 
= y → Vector residuo 
 Paso 3 
   x → Reducir la señal original X en función 
de 
           porcentaje P 
Paso 4 
for h ϵ [1,2,3…, n] do 
Calcular posición:          
|      |
‖  ‖
 
Almacenar índices:                *  + 
Almacenar coeficientes:           *   + 
   
 
 






Solución aparente:           ‖ ‖   
end for  
Paso 5 
Calcular el error mediante normas de  
aproximación usando (15) y (16). 
Paso 6 
Salida:  ̂       Ψz 
 
 
2) Algoritmo 2: Basis pursuit (BP) 
 
Algoritmo 2: Basis pursuit (BP) 
 
Paso 1 
Definir variables de entrada.             
   X → Señal original con el 100% de datos 
   Ψ → Diccionario (señales)  
   P → Porcentaje de toma de muestras 
Paso 2 
Inicializar variables. 
h = 0 → Contador de iteraciones 
r0
 
= y → Vector residuo 
 Paso 3 
   x → Reducir la señal original X en función 
de 
           porcentaje P 
Paso 4 
for h ϵ [1,2,3…, n] do 
Calcular posición:          
|      |
‖  ‖
 
Almacenar índices:                *  + 
Almacenar coeficientes:           *   + 
   
 
 






Aproximar z usando (1) 
Estimación de la señal usando (11) 
Solución aparente:           ‖ ‖   
end for  
Paso 5 
Calcular el error mediante normas de  
aproximación usando (15) y (16). 
Paso 6 
Salida:  ̂       Ψz 
 
 
3) Algoritmo 3: Orthogonal matching 
pursuit (OMP) 
 
Algoritmo 3: Orthogonal matching pursuit 
(OMP) 
 
 Paso 1 
Definir variables de entrada.             
   X → Señal original con el 100% de datos 
   Ψ → Diccionario (señales)  






h = 0 → Contador de iteraciones 
r0
 
= y → Vector residuo 
 Paso 3 
   x → Reducir la señal original X en función 
de 
           porcentaje P 
Paso 4 
for h ϵ [1,2,3…, n] do 
Calcular posición:          
|      |
‖  ‖
 
Almacenar índices:                *  + 
Almacenar coeficientes:           *   + 
   
 
 
Solución aparente:        ̂‖  ∑  ̂   ‖  
 
Aproximar:  ̂        
Actualizar:        ̂ 
end for  
Paso 5 
Calcular el error mediante normas de  
aproximación usando (15) y (16). 
Paso 6 
Salida:  ̂     (   )     
  
 
4. Análisis de Resultados 
Para el análisis de resultados se 
recuerda que se utilizan curvas de 
demanda con datos reales, a los cuales 
se aplican diferentes diccionarios en los 
tres algoritmos de reconstrucción 
indicados anteriormente. Se definió una 
métrica principal para analizar el 
rendimiento de la teoría de sensado 
comprimido en cada uno de los casos, 
donde se cuantifica el error entre la 
señal original y la señal reconstruida. 
Para esto se utiliza el porcentaje de 
diferencia cuadrática media, basado en 
la norma l1 y l2 que se menciona 
anteriormente y se encuentran 
desarrolladas en (15) y (16) 
respectivamente.  
 
    
∑ ( ( )  ̂( ))    
∑  ( )    
       (15) 
  
    √
∑ ( ( )  ̂( ))     
∑  ( )     
      (16) 
 
A partir de esto el análisis de los 
resultados se lo estructura en tres casos 
de estudio, considerando en cada caso 
una curva de demanda diferente. 
 
4.1 Caso 1 (primera curva de 
demanda) 
En este primer caso tenemos la curva de 
demanda residencial-comercial que 
corresponde a un municipio de 
Colombia. Las gráficas que se muestran 
a continuación son los resultados 
obtenidos, utilizando el primer y 
segundo diccionario en cada uno de los 
algoritmos. 
En la figura 7 y 10 se puede apreciar el 
error obtenido en la reconstrucción de la 
señal, donde los dos métodos utilizados 
para el cálculo del error presentan 
valores muy similares cuyo 
comportamiento es descendente a 
medida que el número de muestras 
aumenta. Comparando estas dos figuras 
se puede evidenciar que los resultados 
obtenidos con el primer y segundo 
diccionario tienen algunas similitudes, 
especialmente cuando se utiliza el 
algoritmo OMP, pero al considerar 
todos los algoritmos el segundo 
diccionario que contiene las señales 
antes mencionadas es el que permite 
reconstruir la curva de demanda con un 
menor error.  
 
 
Figura 7.  Error de reconstrucción en la primera 
curva de demanda utilizando el primer diccionario. 
a) Error utilizando la norma l1. b) Error utilizando 
la norma l2. 
 
Cabe mencionar que todas las tablas que 
se encuentran a continuación (Tabla 2, 
3, 4, 5, 6 y 7) contienen los errores de 
reconstrucción correspondientes a cada 




norma l1 y l2 para cada uno de los 
algoritmos utilizados. Estos errores se 
han calculado considerando diferentes 
porcentajes de compresión de la señal, 
los cuales se encuentran en la primera 
columna en el lado izquierdo de la tabla 
y dichos porcentajes van desde un 5% 
de compresión de la señal original hasta 
un 100%. 
 
Tabla 2.  Valores del error de reconstrucción en la 
primera curva de demanda utilizando el primer 
diccionario. 























































































































































De los tres métodos utilizados el que 
mejor reconstruye la curva de demanda 
en este caso es el OMP, mostrando un 
error muy bajo donde al tener un 25% 
de los datos de la señal original el error 
se encuentra entre el 4,25% y 5,56%. 
Mientras que el BP con la misma 
cantidad de datos muestra un error del 
50,71% al 68,46% y por último el LS 
presenta un error en la reconstrucción 
incluso mayor, el cual se encuentra 
entre el 78,42% y 87,63% dependiendo 
del diccionario que se utilice. La figura 
8 y la figura 11 contienen la 
reconstrucción de la curva de demanda, 
en estas se muestra un rendimiento 
variable el cual depende de los 
diccionarios, pero principalmente de 
cada uno de los métodos. Claramente se 
puede apreciar que el algoritmo 
orthogonal matching pursuit 
reconstruye muy bien la señal con un 
error muy bajo, donde la forma de la 
señal reconstruida es muy similar a la 
señal original, incluso con un número 
muy reducido de muestras de hasta un 
25% o 30%.  
 
 
Figura 8.  Reconstrucción de la primera curva de 
demanda utilizando diferentes algoritmos y el 
primer diccionario. a) Reconstrucción con el 30% 
de datos. b) Reconstrucción con el 60% de datos. c) 
Reconstrucción con el 90% de datos. 
 
Para poder comprobar cada uno de los 
métodos, en la columna izquierda de las 
figuras 9 y 12 se muestran graficas en 
tres dimensiones que permiten 
visualizar de mejor manera la variación 
en la reconstrucción de curva de 
demanda y en la columna derecha de 
estas figuras podemos verificar los 
resultados de las señales dispersas en 




reconstrucción. Además, en estas 
graficas que corresponden al primer 
caso se observa que el algoritmo least 
squares es el menos eficiente, donde los 
errores de reconstrucción son muy 
grandes por lo que las señales obtenidas 
tienen muy poca similitud con la señal 
original. Incluso cuando se utiliza el 
método de LS con el 90% de los datos 
el error en la reconstrucción esta entre 
el 22,80% y 39,75%.  
 
 
Figura 9.  Salida de la señal y reconstrucción de la 
primera curva de demanda (3D) utilizando 
diferentes algoritmos y el primer diccionario.   a) 
Reconstrucción y salida de la señal con el 30% de 
datos. b) Reconstrucción y salida de la señal con el 
60% de datos. c) Reconstrucción y salida de la 
señal con el 90% de datos. 
 
 
Figura 10.  Error de reconstrucción en la primera 
curva de demanda utilizando el segundo 
diccionario. a) Error utilizando la norma l1. b) Error 
utilizando la norma l2. 
 
Tabla 3.  Valores del error de reconstrucción en la 
primera curva de demanda utilizando el segundo 
diccionario. 






























































































































































Figura 11. Reconstrucción de la primera curva de 
demanda utilizando diferentes algoritmos y el 
segundo diccionario. a) Reconstrucción con el 30% 
de datos. b) Reconstrucción con el 60% de datos. c) 
Reconstrucción con el 90% de datos. 
 
 
Figura 12.  Salida de la señal y reconstrucción de 
la primera curva de demanda (3D) utilizando 
diferentes algoritmos y el segundo diccionario.   a) 
Reconstrucción y salida de la señal con el 30% de 
datos. b) Reconstrucción y salida de la señal con el 
60% de datos. c) Reconstrucción y salida de la 
señal con el 90% de datos. 
4.2 Caso 2 (segunda curva de 
demanda) 
En este caso los resultados obtenidos 
corresponden a la curva de demanda de 
la ciudad de Quito en Ecuador. Al igual 
que el caso anterior se analiza los 
errores obtenidos por cada método y 
con cada uno de los diccionarios. Estos 
resultados se encuentran en las figuras 
13 y 16, donde los errores obtenidos 
mediante la norma l1 y l2 son muy 
similares, destacando que los errores del 
algoritmo basis pursuit presentan un 
comportamiento menos estable. 
Utilizando los tres algoritmos antes 
mencionados para realizar la 
reconstrucción de esta curva de 
demanda, se han obtenido mejores 
resultados que en el caso anterior. Al 
considerar el 25% de los datos de la 
curva de demanda original, los errores 




entre el 0,97% y 1,63%. Los errores del 
BP con la misma cantidad de datos son 
mayores, estando entre 24,66% y 53%, 
mientras que el LS presenta un error 
entre el 77,93% y 90,98% dependiendo 
de los diccionarios utilizados. 
 
 
Figura 13.  Error de reconstrucción en la segunda 
curva de demanda utilizando el primer diccionario. 
a) Error utilizando la norma l1. b) Error utilizando 
la norma l2. 
Tabla 4.  Valores del error de reconstrucción en la 
segunda curva de demanda utilizando el primer 
diccionario. 




























































































































































La segunda curva de demanda a pesar 
de contar con casi la misma cantidad de 
datos que la curva del primer caso, 
muestra un error de reconstrucción 
considerablemente menor. Esto se 
puede comprobar en las señales 
recuperadas de las figuras 14 y 17, 
donde se evidencia que esto ocurre 
porque en este caso la señal tiene menos 
variaciones y hace que tenga un 
comportamiento más estable, 
permitiendo que los diferentes 
diccionarios utilizados en los algoritmos 
reconstruyan la curva de demanda con 
mayor precisión.  
Cuando el valor de la muestra obtenida 
de la señal original llega a ser muy 
pequeño menor del 20%, los algoritmos 
clásicos de LS y BP son los menos 
recomendados, pero el algoritmo OMP 
puede llegar a ser la mejor opción para 
recuperar la señal mostrando un mejor 




Figura 14.  Reconstrucción de la segunda curva de 
demanda utilizando diferentes algoritmos y el 
primer diccionario. a) Reconstrucción con el 30% 
de datos. b) Reconstrucción con el 60% de datos. c) 
Reconstrucción con el 90% de datos. 
Como la figura 16 y la figura 18 




dimensiones, se puede verificar que 
para los tres algoritmos aplicados, el 
diccionario que posee un mejor 
rendimiento es el segundo. Como se 
mencionó anteriormente los errores 
obtenidos por el método OMP son muy 
bajos, pero al utilizar el segundo 
diccionario los resultados son muy 
buenos con valores inferiores al 1% 
cuando se tiene el 25% o 30% de datos. 
En la columna derecha de las gráficas se 
puede ver el comportamiento que 
presentan las señales dispersas en cada 
algoritmo, donde el menos estable es 
least squares con lo que se comprueba 
su bajo rendimiento. Por otro lado, el 
algoritmo basis pursuit tiene un 
comportamiento de la señal un poco 
uniforme, pero sin llegar a estabilizarse 
por completo, mientras que orthogonal 
matching pursuit es inestable en un 
principio llegando a estabilizarse por 
completo para obtener mejores 
resultados. 
    
Figura 15.  Salida de la señal y reconstrucción de 
la segunda curva de demanda (3D) utilizando 
diferentes algoritmos y el primer diccionario.   a) 
Reconstrucción y salida de la señal con el 30% de 
datos. b) Reconstrucción y salida de la señal con el 
60% de datos. c) Reconstrucción y salida de la 
señal con el 90% de datos. 
 
 
Figura 16.  Error de reconstrucción en la segunda 
curva de demanda utilizando el segundo 
diccionario. a) Error utilizando la norma l1. b) Error 
utilizando la norma l2. 
Tabla 5.  Valores del error de reconstrucción en la 
segunda curva de demanda utilizando el segundo 
diccionario. 
































































































































































Figura 17.  Reconstrucción de la segunda curva de 
demanda utilizando diferentes algoritmos y el 
segundo diccionario. a) Reconstrucción con el 30% 
de datos. b) Reconstrucción con el 60% de datos. c) 
Reconstrucción con el 90% de datos. 
 
 
Figura 18.  Salida de la señal y reconstrucción de 
la segunda curva de demanda (3D) utilizando 
diferentes algoritmos y el segundo diccionario.   a) 
Reconstrucción y salida de la señal con el 30% de 
datos. b) Reconstrucción y salida de la señal con el 
60% de datos. c) Reconstrucción y salida de la 
señal con el 90% de datos. 
4.3 Caso 3 (tercera curva de 
demanda) 
Finalmente, en el tercer caso de análisis 
se utiliza la curva de demanda obtenida 
de Matlab, que pertenece a una 
demanda residencial con una gran 
cantidad de datos.  
Los métodos utilizados para el cálculo 
de los errores son los dos mencionados 
anteriormente, donde los resultados 
obtenidos por el primer método (l1) son 
muy parecido en su comportamiento a 
los obtenidos por el segundo método (l2) 
y se muestran en la figura 19 y 22.  Para 
poder comparar y analizar los resultados 
de los errores en la reconstrucción, se 
considera al igual que en los dos casos 
anteriores un 25% de datos o 
mediciones de la señal original, donde 
el algoritmo OMP presenta una gran 
diferencia con un error que se encuentra 
entre el 41,15% y 81,63%. El BP ha 




reconstruir la curva de demanda con un 
error que esta entre 6,35% y 7,75%, 
considerando la misma cantidad de 
muestras. Mientras que LS continúa 
teniendo errores bastante elevados que 
se encuentran entre 69,23% y 87,19%. 
 
 
Figura 19.  Error de reconstrucción en la tercera 
curva de demanda utilizando el primer diccionario. 
a) Error utilizando la norma l1. b) Error utilizando 
la norma l2. 
Tabla 6.  Valores del error de reconstrucción en la 
tercera curva de demanda utilizando el primer 
diccionario. 























































































































































Cuando hablamos de la reconstrucción 
de señales es necesario identificar 
correctamente el porcentaje de error 
permitido de acuerdo con cada 
aplicación. Por esto en la figura 20 y 23 
se comparan las señales reconstruidas 
por cada algoritmo con la original, 
verificando que a medida que el 
porcentaje de datos disminuye el error 
aumenta en cada caso. Pero a pesar de 
esto se puede observar que para una 
curva de demanda que posee una gran 
cantidad de datos, la mejor opción es el 
algoritmo basis pursuit que ofrece un 
alto rendimiento incluso mejor que 
OMP con errores inferiores al 10% para 




Figura 20.  Reconstrucción de la tercera curva de 
demanda utilizando diferentes algoritmos y el 
primer diccionario. a) Reconstrucción con el 30% 
de datos. b) Reconstrucción con el 60% de datos. c) 
Reconstrucción con el 90% de datos. 
 
La columna derecha de las figuras 21 y 
24 nos permite comprobar que el 
algoritmo que posee un menor 
rendimiento es el clásico least square, 
donde el comportamiento de la señal 




el proceso. Incluso esto se comprueba 
en las señales reconstruidas mostradas 
en la columna izquierda, donde este 
algoritmo reconstruye la curva de 
demanda con una gran cantidad de 
variaciones y ruido. 
También es un poco difícil percibir 
diferencias que se tienen en la 
reconstrucción al utilizar los dos 
diccionarios propuestos debido a que 
esta es mínima. Básicamente en este 
caso depende de cada uno de los 
algoritmos. En BP el primer diccionario 
nos ofrece un mejor rendimiento y 
permite tener una reconstrucción de la 
señal con errores un poco más bajos. 
Mientras que para los algoritmos OMP 
y LS el segundo diccionario es la mejor 




Figura 21.  Salida de la señal y reconstrucción de 
la tercera curva de demanda (3D) utilizando 
diferentes algoritmos y el primer diccionario.   a) 
Reconstrucción y salida de la señal con el 30% de 
datos. b) Reconstrucción y salida de la señal con el 
60% de datos. c) Reconstrucción y salida de la 
señal con el 90% de datos. 
 
 
Figura 22.  Error de reconstrucción en la tercera 
curva de demanda utilizando el segundo 
diccionario. a) Error utilizando la norma l1. b) Error 
utilizando la norma l2. 
Tabla 7. Valores del error de reconstrucción en la 
tercera curva de demanda utilizando el segundo 
diccionario. 




























































































































































Figura 23.  Reconstrucción de la tercera curva de 
demanda utilizando diferentes algoritmos y el 
segundo diccionario. a) Reconstrucción con el 30% 
de datos. b) Reconstrucción con el 60% de datos. c) 
Reconstrucción con el 90% de datos. 
 
 
Figura 24.  Salida de la señal y reconstrucción de 
la tercera curva de demanda (3D) utilizando 
diferentes algoritmos y el segundo diccionario.   a) 
Reconstrucción y salida de la señal con el 30% de 
datos. b) Reconstrucción y salida de la señal con el 
60% de datos. c) Reconstrucción y salida de la 
señal con el 90% de datos. 
 
5. Conclusiones 
Este trabajo muestra el comportamiento 
de la aplicación de diversos algoritmos 
en la reconstrucción de la curva de 
demanda eléctrica utilizando diferentes 
métodos basados en una técnica de 
reconstrucción dispersa, es decir se 
realiza una reducción a la señal original 
para encontrar una reconstrucción 
optima, buscando siempre llegar a un 
mínimo error. Al utilizar tres diferentes 
curvas de demanda se ha podido 
contrastar los resultados de las 
reconstrucciones y se debe mencionar 
que los resultados obtenidos son muy 
similares en las dos primeras curvas, 
pero en la tercera curva los resultados 
varían ligeramente debido al gran 
número de datos que contiene esta 




Cuando se realiza la reconstrucción de 
señales es necesario conocer su 
naturaleza y el comportamiento, como 
es el caso de las señales de consumo 
eléctrico. Esto permite realizar la 
selección de los diccionarios, los cuales 
pueden estar conformados por un 
mínimo de dos señales, pero mientras 
mayor sea el número de señales que 
estos contengan mejor será la 
reconstrucción. 
Los errores calculados nos ayudan a 
verificar la reconstrucción de la curva 
de demanda y depende del porcentaje de 
compresión de la señal original. Esto se 
refiere a que su comportamiento es 
inverso al número de muestras, donde 
mientras menor sea la cantidad de datos 
mayor será el error en la reconstrucción. 
Por tal motivo, al analizar los resultados 
el porcentaje de compresión adecuado 
es del 30%, porque con esta cantidad de 
muestras se puede reconstruir con 
precisión las diferentes curvas de 
demanda minimizando el error, pero 
este porcentaje de compresión puede 
variar hasta un 15% menos dependiendo 
el caso a analizar. 
Para poder establecer un porcentaje 
máximo de error permitido se debe 
realizar un estudio previo de DR, pero 
acogiéndonos a los resultados obtenidos 
en la aplicación de reconstrucción de 
curva de demanda, el porcentaje de 
error que se puede considerar adecuado 
se encuentra en un rango del 25% al 
30%, con lo cual la señal reconstruida 
todavía es muy similar a la señal 
original y podría llegar a ser utilizada 
para realizar respuesta a la demanda. 
Este error varía dependiendo los 
métodos basados en CS que se utilicen 
y en este trabajo se verifica que el 
algoritmo OMP es el que tienen un 
mejor rendimiento, obteniendo errores 
inferiores al 25% cuando se tiene hasta 
15% de sus muestras, esto lo hace ideal 
para ser utilizado con curvas de 
demanda que posean una cantidad 
medianamente grande de datos. 
Mientras que el algoritmo BP ha 
demostrado tener un mejor rendimiento 
únicamente cuando se lo utiliza con 
curvas de demanda que tengan una gran 
cantidad de datos, cumpliendo con 
errores inferiores al 25% cuando se 
tienen hasta un 10% de mediciones. 
Además, a diferencia de otros métodos 
utilizados para la reconstrucción de 
curvas de demanda, el modelo 
propuesto no requiere de una gran 
cantidad de parámetros, sino 
únicamente realizar una adecuada 
selección del diccionario y contar con 
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