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LUIS Ð Ein natrlichsprachliches, universitres
Informationssystem







Noch Mitte der 90er-Jahre war eine Studentin der Universitt Zrich gentigt, den (u. U.
weiten Weg) ins Hauptgebude der Universitt auf sich zu nehmen, wenn sie erfahren
wollte, in welchem Gebude und Raum eine Vorlesung stattfand. Dort kmpfte sie dann
mit ihren Leidensgenossinnen und -genossen vor dem schwarzen Brett um einen Platz
mit Sicht auf dasselbe Ð um vielleicht zu erfahren, dass sie noch gar nicht htte anzurei-
sen brauchen, weil ihre Vorlesungen erst in der kommenden Woche begannen.
Heute ist das zum Glck anders Ð Internet sei Dank. Die Studentin kann auf der Home-
page der Universitt das Online-Vorlesungsverzeichnis abrufen, dem auch kurzfristig
bekannt werdende Informationen wie die Raumverteilungen bequem von zu Hause aus
entnommen werden knnen. Mit dem elektronischen Publizieren des Vorlesungsver-
zeichnisses kommt man den Studierenden einen Schritt entgegen Ð doch von einem
umfassenden Informationssystem kann noch nicht die Rede sein. Die Homepage der
Universitt Zrich enthlt denn auch ergnzend ein breites, aber sehr heterogenes Ange-
bot: Angefangen bei Informationen der Dekanate, Fakultten und Beratungsstellen ber
das E-Mail- und Telefonverzeichnis, Gebude- und Lageplne, bis hin zur beliebten
Rubrik âUniversitres LebenÔ, wo Studierende erfahren, wie sie in Zrich ein Zimmer
mieten knnen, welche speziellen Einkaufsmglichkeiten ihnen geboten werden usw.
Auch eine FAQ, eine Sammlung hufig gestellter Fragen zum Studienbetrieb, steht auf
dem WWW zur Verfgung.1 Dort knnen Antworten gefunden werden auf Fragen wie:
ãWie kann ich mich immatrikulieren?Ó, ãWie hoch sind die Semestergebhren?Ó, ãKann
ich mit einem auslndischen Vorbildungsausweis an der Universitt Zrich studieren?Ó.
In der FAQ kann sich der informationsbedrftige Student von Link zu Link bis zu seiner
Frage durchklicken und erhlt dort die Antwort Ð sofern er zuvor seine Frage auch wirk-
lich gefunden hat. Und da liegt die Schwierigkeit: Wer seine Frage in der baumartig
aufgebauten FAQ nicht findet, kommt auch zu keiner Antwort. Um diesem Dilemma
Abhilfe zu schaffen, haben wir, die Computerlinguistik-Gruppe der Universitt Zrich,
                                                           
1 Online abrufbar unter: http://www.ifi.unizh.ch/CL/UIS/Kanzlei/FAQ.
das webbasierte Projekt Little University Information System, kurz LUIS2, ins Leben
gerufen.
2 Die organisatorische Seite von LUIS
2.1 LUIS Ð Ein natrlichsprachlicher Informationszugang
LUIS ist ein stichwortbasiertes Passagenretrieval-System, das natrlichsprachliche An-
fragen entgegennimmt und als ãAntwortÒ Textstellen liefert, die mglichst gut zur Frage
passen. Natrlichsprachlich heisst, dass die Frage in den gleichen Worten formuliert
wird, wie man sie auch einem Menschen gegenber formulieren wrde. Der Vorteil des
natrlichsprachlichen Ansatzes besteht darin, dass die Benutzer weder schwerfllige
Stichwort-Recherchen mit Booleschen Operatoren, noch komplizierte Datenbank-
Abfragesprachen wie SQL beherrschen mssen. Die Fragen knnen in vollstndigen
natrlichsprachlichen Stzen gestellt werden, so wie das der menschlichen Kommunika-
tion entspricht. LUIS ist verwandt mit Systemen wie FAQ-Finder [Bu97] und AskJee-
ves3.
2.2 Die Wissensbasis von LUIS
Drei Datenbasen dienen als Quellen, denen LUIS die Antwort-Textstellen entnimmt:
Zum einen die bereits erwhnte FAQ, des Weiteren ein Glossar namens Von A bis Z4,
das studiumsspezifische Begriffe (Auslandsemester, Stipendienberatung, Zulassungsbe-
dingungen usw.) erlutert, und eine Sammlung von Web-Seiten, vorwiegend der Univer-
sitt Zrich, aber auch anderer frs Studium wichtiger Institutionen (z.B. Berufs- und
Studienberatung). Die Erstellung und Pflege dieser Datenbasen ist ein wichtiger Aufga-
benbereich, um die Funktionstchtigkeit und Ntzlichkeit von LUIS zu gewhrleisten.
2.2.1 Die FAQ
Die FAQ erstellten wir mit Hilfe der Verwaltungsmitarbeitenden der Universittskanzlei
(Studentensekretariat). Diese notierten die hufigsten Fragen, die die Studierenden an sie
herantrugen, und deren Antworten. Dann sortierten wir die Fragen nach Themengebieten
(Auditor-Status, Urlaubâ Immatrikulation usw.). In einer spteren Phase erweiterten wir
die Frage-Antwort-Sammlung mit Fragen zu Stipendien, zum Informatik-Angebot der
Universitt, zum Studieren mit Behinderung u.a.m. Weitere Fragen konnten dank einem
Modul Neue Fragen ermittelt werden, das den Benutzenden seit Bestehen der FAQ er-
mglicht, online Fragen zu stellen, die in der FAQ nicht vorhanden sind, und nach zwei
bis drei Tagen von einer Mitarbeiterin der Kanzlei via E-Mail beantwortet zu erhalten. In
einer Log-Datei wurden diese neuen Fragen seit Projektbeginn gesammelt und konnten
bei der FAQ-Erweiterung genutzt werden. Das Themenspektrum verlangte die Kontakt-
aufnahme mit verschiedenen Beratungsstellen: Zur Kanzlei kamen die Stipendienbera-
                                                           
2 Online abrufbar unter: http://www.ifi.unizh.ch/CL/UIS/LUIS
3 Online abrufbar unter: http://www.askjeeves.com
4 Online einsehbar unter: http://www.ifi.unizh.ch/CL/UIS/Studienfuehrer/VonAbisZ
tung, die Informatikdienste, der Beratungsdienst fr Behinderte und die Rektorenkonfe-
renz der Schweizer Universitten hinzu. Obwohl weitere Stellen der Universitt Zrich
Beratungen anbieten, schlugen sich nur diese vier in der FAQ-Erweiterung nieder. Viele
zogen wir auf Grund ihrer Thematik nicht in Betracht (bspw. Medizinische Aidsbera-
tung: zu klein und zu spezifisch ist dieser Themenbereich). Andere begrndeten auf
unsere Anfrage ihre Absage damit, dass die Fragen, mit denen Studierende an sie heran-
treten, nur individuell beantwortet werden knnten (bspw. Psychologische Beratungs-
stelle). Leider gab es auch eine Beratungsstelle, die vor der Arbeit zurckschreckte, die
eine Aufstellung der hufigsten Fragen mit sich gebracht htte Ð nicht einmal, als wir
selbst einige Fragen und Antworten zusammenstellten und um Kontrolle baten, waren
die Mitarbeitenden der betreffenden Beratungsstelle zur Zusammenarbeit bereit.
2.2.2  Das Glossar Von A bis Z
Erfreulicher zeigt sich die Zusammenarbeit mit der Berufs- und Studienberatung, die uns
das von ihr erarbeitete Glossar mit rund 80 Begriffen und Erluterungen (von A wie
Akademischer Sportverband bis Z wie Zulassungsbedingungen) zur Verfgung stellt.
Wir erhielten es in elektronischer5 Form und bereiteten es so auf, dass via WWW die
einzelnen Stichworte abgefragt werden knnen. Wichtig fr LUIS war jedoch, dass wir
das Glossar als Datenbasis zur Beantwortung von Fragen verwenden durften.
2.2.3  Weitere Web-Seiten
Die letzte Datenbasis, eine Hundertschaft von Web-Seiten der Universitt und von ver-
wandten relevanten Sites, war in ihrer Erstellung nicht minder aufwndig als die FAQ.
Auch die Pflege derselben erfordert viel Zeit: Etwa halbjhrlich muss das universitre
Web auf neue, fr LUIS brauchbare Seiten hin durchforstet werden. Die Meldung von
ãtotenÒ Web-Seiten konnten wir automatisieren, eine automatische Kontrolle ãtoterÒ
Links in der FAQ und dem Glossar wird nchstens realisiert. Doch nicht nur Links ms-
sen auf ihre Aktualitt geprft werden, auch muss bei der FAQ und dem Glossar dafr
gesorgt werden, dass der Inhalt immer dem neuesten Stand entspricht. Diese Aufgabe
knnen wir nicht selbst erfllen, sondern sind auf die Zusammenarbeit mit den invol-
vierten Beratungsstellen angewiesen. Es gilt somit, den Kontakt zu pflegen und diese zu
bitten, uns nderungen zu melden, die sich auf unsere Datenbasen auswirken.
Wichtig ist, dass die informationstragenden Stellen sehen, dass ihre Beitrge zgig in das
web-basierte Informationsangebot eingearbeitet werden und sich dadurch fr sie eine
Arbeitserleichterung ergibt. Ziel ist es, die Verwaltungs- und Beratungsstellen der Uni-
versitt bei der Beantwortung repetitiver Fragen zu entlasten. Wir erhalten insbesondere
von der Kanzlei die Rckmeldung, dass unser Angebot eine hochwillkommene und
effiziente Entlastung bringt und die Studierenden besser informiert den Auskunftschalter
aufsuchen.
                                                           
5 Zuvor war das Glossar nur in gedruckter Form verfgbar im Studienfhrer, einer Informationsschrift der
Studien- und Berufsberatung.
3 Die technische Seite von LUIS
Mit LUIS haben wir einen funktionierenden Prototypen erstellt, der letztlich zu einem
Passagenretrieval-System erweitert werden soll, welches eine vertiefte syntaktische und
semantische Analyse vornimmt. Der Ansatz lehnt sich an die Antwortextraktions-
Systeme [Mo00] an, die in unserer Gruppe fr die englische Sprache entwickelt wurden.
Die folgende System-bersicht beschreibt die Architektur von LUIS und das Zusam-
menspiel der verschiedenen Komponenten. Der Fokus wird dabei auf die linguistische





















Abbildung 1: Architektur von LUIS
3.1 berblick
Abbildung 1 zeigt den Ablauf und die Komponenten von LUIS. Ein wichtiges Merkmal
ist die transparente und einheitliche linguistische Verarbeitung sowohl der Informations-
texte wie der Anfragen, die von den Benutzenden gestellt werden. Die grosse Menge an
Informationstexten kann dabei offline verarbeitet werden, im Gegensatz dazu wird jede
Anfrage online verarbeitet. Da es sich dabei um einzelne Stze handelt, bleibt die Verar-
beitungszeit im Rahmen interaktiv nutzbarer Anwendungen. Der Suchprozess selbst
muss selbstverstndlich ebenfalls online erfolgen und liefert als Resultat eine nach Rele-
vanz geordnete Liste von Passagen, welche die erfragte Information enthlt. Die Infor-
mationstexte erfahren im Wesentlichen die gleiche Verarbeitung wie eine Anfrage. In
der Folge gehen wir auf den typischen Ablauf beim Beantworten einer Frage durch das
System ein.
3.2 Linguistische Verarbeitung
3.2.1 Tokenisierung und Preprocessing
Die Aufgabe dieser Verarbeitungsstufen ist es, aus einem Strom von einzelnen Zeichen-
kodes Wortformen und spezifische Texteinheiten (Adressen, Datums- und Zeitabgaben
usw.) zu bilden, Stze und Abschnitte zu segmentieren sowie berschriften zu erkennen.
Obwohl die Informationstexte im HTML-Format vorliegen Ð im Gegensatz zur Anfrage,
die als Reintext eingetippt wird Ð muss sich der Tokenizer nicht mehr mit der Kodierung
und Struktur von HTML-Dokumenten beschftigen. Diese werden in einer Vorverar-
beitung zu einem ãflachenÒ Format normalisiert, wo von der Dokumentstruktur nur noch
die Abschnitts- und berschriftssegmentierung bleibt.
Wegen der Mehrdeutigkeit von Punktzeichen (Satzendepunkt und/oder Abkrzungs-
punkt, Auslassungspunkt) wird dem ersten Tokenisieren ein Preprocessing nachge-
schaltet, das auf Grund von Abkrzungslisten Punktzeichen desambiguieren kann. Die
Abkrzung âusw.Õ wrde vom Tokenizer nicht als eine Wortform erkannt, sondern in
âuswÔ und â.Ô aufgeteilt. Das Preprocessing-Modul fasst diese beiden Teile zusammen
und expandiert die Abkrzung gleichzeitig, damit bei der Suche die Erwhnung von
âdipl.Ô und âdiplomiertÔ in Zusammenhang gebracht werden kann.
Daneben erkennt, markiert und normalisiert das Preprocessing spezifische Texteinheiten
wie Datums-, Zeit- und Whrungsangaben, E-Mail-Adressen, Telefon- und Faxnummern
usw. Bei der spteren Suche werden solche Texteinheiten analog zu Fragewrtern wie
âWasÔ, âWannÕ, âWoÕ und âWievielÕ behandelt. Das Fragewort âWannÕ wird als unspezi-
fizierte Datumsangabe reprsentiert.
Das Preprocessing basiert auf einem Pattern-Matching-Ansatz, der diverse gelochte
Formraster zur Verfgung stellt und prft, ob die Lcken mit den erkannten Tokens
korrekt gefllt werden knnen. Fr die Raster ist ein eigenes Textformat6 entwickelt
worden, damit das Ergnzen oder Modifizieren dieser Muster ohne Programmierkennt-
nisse erfolgen kann. Die entsprechenden Programm-Stckchen werden automatisch aus
dem Format erzeugt.
                                                           
6 Das Format ist von Toni Arnold, dem Hauptprogrammierer von LUIS, entwickelt und implementiert worden.
3.2.2 Lemmatisierung
Die beim Tokenisieren erkannten Wortformen werden im nchsten Schritt lemmatisiert.
Wir verwenden dafr das kommerziell erhltliche Morphologieanalyse-Programm Gert-
wol, das Wortformen auf die Stammform (Lemma) und die entsprechenden morphosyn-
taktischen Merkmale reduziert. Die Stammform enthlt Informationen ber Prfigierung
und Suffigierung, zudem werden Komposita erkannt und die Kompositionsgrenzen mar-
kiert.
Obwohl Gertwol Ð insbesondere dank der Kompositionsanalyse Ð eine gute Abdeckung
erreicht, waren wichtige Fachtermini, die in den Texten der Universittsadministration
vorkommen, fr Gertwol nicht analysierbar. Um diese Lcken aufzufllen, haben wir
manuell ein universittsspezifisches Lexikon erstellt, das mit dem gleichen Format wie
Gertwol operiert.
Zweck der Lemmatisierung ist es, dass bei der Suche Erwhnungen des gleichen Inhalts
in unterschiedlichen Wortformen (âimmatrikuliertÔ vs. âimmatrikulierenÔ) entdeckt wer-
den. In einem weiteren Schritt planen wir, nominalisierte Verben in Bezug zu deren
verbalen Formen zu bringen (âImmatrikulationÔ vs. âimmatrikuliertÔ). Bereits realisiert,
d.h. bei der Suche bercksichtigt, ist die Kompositionsauflsung, so dass der Wortteil
âDiplomÔ in âDiplomprfungÔ auffindbar ist.
3.2.3  Wortartenbestimmung
Die Verarbeitung mit Gertwol liefert fr jede Wortform immer dieselben Analysen Ð
meist sind es mehrere verschiedene. Bei der Wortartenbestimmung mit einem statisti-
schen Tagger hingegen nimmt man Bezug auf den konkret vorhandenen Satz und dessen
Wortfolge und liefert die dazu am wahrscheinlichsten passenden Wortarten zurck. Die
Wortartenbestimmung kann deshalb bis zu einem gewissen Grad die von Gertwol gelie-
ferten Ergebnisse desambiguieren Ð z.B. die unwahrscheinlichere Lesart von âeinenÔ als
Verb von der Verwendung als unbestimmter Artikel.
Fr LUIS verwenden wir den TreeTagger7. Damit ein statistischer Tagger verwendet
werden kann, muss er zuerst ber einem geeignet annotierten Korpus trainiert werden
[VS98]. Wir haben ein fr unseren Anwendungsbereich typisches Textkorpus mit gut
80Ô000 Wortformen zusammengestellt und die Wortarteninformation manuell eingefgt
bzw. korrigiert. Bei den Wortarten haben wir uns mglichst nah an das STTS (Stuttgart-
Tbingen-Tagset) gehalten, das fr das Deutsche am weitesten verbreitet ist. Damit
knnen wir nun eine automatische Wortartenbestimmung machen, die den Eigenheiten
unserer Texte angepasst ist und hinreichend robust luft.
Mit Hilfe der Wortartenbestimmung ist es mglich, abgetrennte Verbprfixe, die oft mit
Prpositionen formgleich sind, in die Verblemmas zu integrieren. So kann der ober-
flchliche Unterschied zwischen âmeldet anÔ und âanmeldetÔ aufgehoben werden.
3.2.4 Synonymbestimmung
Damit die Ausbeute (recall) bei der Suche nicht zu klein ist, d.h. damit gengend rele-
vante Passagen von LUIS zurckgeliefert werden, haben wir die Bestimmung von syn-
onymen Lemmas eingebaut. Fr den englischen Sprachraum wird in der Computerlin-
guistik fr die Lsung diese Problems meist (vgl. etwa [VH00]) auf den elektronisch
                                                           
7 Detaillierte Informationen ber den TreeTagger sind erhltlich unter:
http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/DecisionTreeTagger-de.html
verfgbaren WordNet-Thesaurus8 zurckgegriffen. Der Ansatz von WordNet wurde
mittlerweile auf viele europische Sprachen portiert (EuroWordNet, siehe [Vo98]), im
Rahmen des GermaNet-Projekts [HF97] ist an der Universitt Tbingen auch ein The-
saurus fr die deutsche Sprache entstanden .
Leider sind die allgemeinen Synonymbeziehungen von Nomen, wie sie im GermaNet
erscheinen, ungeeignet fr unsere Zwecke. Viele Eintrge fehlen, die in unserem An-
wendungsbereich relevant sind, oder die Synonymklassen sind zu gross fr unsere spezi-
fischen Bedrfnisse. Deshalb haben wir einen anwendungsspezifischen Thesaurus (Uni-
Net) erstellt mit gut 20Ô000 Eintrgen, der Synonym- und Hyponymbeziehungen fr
universittsspezifische Termini einhlt; so ist z.B. die Information, dass sich die Wrter
âStudentenausweisÔ. âLegitimationskarteÔ und âLegiÔ auf die gleiche Sache beziehen, im
UniNet festgehalten. Im Aufbau, Format und der gewhlten Struktur folgt das UniNet
dabei dem Beispiel von WordNet bzw. GermaNet und kann problemlos integriert wer-
den.
Die Verben sind weniger anwendungsgebunden und fr deren Synonymiebeziehungen
greifen wir auf die Daten von GermaNet zurck.
3.2.5  Stichwortfilterung
In der Wissensbasis werden letztlich neben den Textsegmentierungsinformationen (St-
ze, Abschnitte, Kapitel, berschriften) nur Informationen im Zusammenhang mit inhalt-
tragenden Lemmas (Nomen, Verben und Adjektive) eingetragen, sowie die spezifischen
Texteinheiten.
Um den Benutzenden wenig aussagekrftige Antwortstellen zu ersparen, werden be-
stimmte Stichworte in einer Stoppwortliste aufgesammelt, so dass deren Eintrge spter
beim Suchprozess gezielt ignoriert werden knnen. Wir gehen davon aus, dass die Hu-
figkeit eines Wortes umgekehrt proportional zu seinem Informationsgehalt steht. Falls
ein Wort in den von uns durchsuchten Texten hufiger vorkommt als ein bestimmter
Grenzwert, findet es automatisch Eingang in die Stoppwortliste. Da einzelne Wrter
(âimmatrikulierenÔ) zwar hufig vorkommen, aber in unserem Anwendungsbereich
trotzdem stark inhaltstragend sind, werden diese manuell in eine Antistoppwortliste
eingetragen und nie herausgefiltert.
3.3  Der Suchprozess
Jede Anfrage wird der gleichen linguistischen Verarbeitung unterzogen wie die Infor-
mationstexte. D.h. sie wird auf ihre in der Verarbeitung gewonnenen inhaltstragenden
Stichwrter und spezifischen Texteinheiten reduziert, welche unter dem Begriff Suchset
zusammengefasst sind. Beim Suchprozess geht es darum, mglichst kleine Textstellen
zu finden, die zu diesem Suchset passen.
3.3.1 Erstellung der Suchdatenbasen
Um die Effizienz zu erhhen, wird eine zweistufige Suchstrategie verwendet. In einer
ersten Stufe wird die ganze Wissensbasis auf die Elemente im Suchset durchsucht und
die gefundenen Stellen werden in kleineren Subdatenbasen abgelegt. Ziel dieses Vor-
gangs ist es, nur diejenigen Datenstze der Wissensbasis in einem zweiten Schritt weiter
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zu bearbeiten, in denen die gesuchten Begriffe auch vorkommen. Es werden parallel vier
Subdatenbasen aus den jeweils relevanten Textstellen erstellt. Der ersten Subdatenbasis
liegt ein Suchset zugrunde, das alle in der Anfrage vorkommenden Wrter (ohne Syn-
onyme und Kompositazerlegung) beinhaltet. Die zweite Subdatenbasis enthlt Textstel-
len mit nominalen Synonymen aus dem UniNet-Thesaurus. Ein Beispiel wren die syn-
onymen Nomen âStudentenausweisÕ und âLegitimationskarteÔ. Die dritte Subdatenbasis
wird erzeugt auf Grund der verbalen Synonyme aus GermaNet. Die vierte Subdatenbasis
bercksichtigt die Bestandteile von nominalen Komposita in der Frage.
3.3.2 Antwort-Lokalisation
Der LUIS-Suchstrategie liegen zwei Prinzipien zugrunde. Das Verfahren kann am ber-
sichtlichsten in einem dreidimensionalen Koordinatensystem dargestellt werden (siehe
Abbildung 2).
• Abnehmende Relevanz: Je weiter sich die Suche vom Ursprung des Koordinatensy-
stems entfernt Ð das die ãperfekte LsungÒ symbolisiert Ð desto weniger aussage-
krftig sind die gefundenen Resultate. Dieses Prinzip gilt fr alle drei Vektoren.
• Best-Bet-Strategie: Sobald die Anforderungen einer Suchkombination vollstndig
erfllt sind, d.h. mindestens eine Textpassage gefunden wurde, in der alle Suchaus-
drcke vorhanden sind, wird die Suche beendet.
3.3.3  Merkmalsdefinitionen des LUIS-Suchuniversums














  (abnehmende Relevanz)
z : Suchart
(abnehmende Relevanz)
Ursprung: Ort der perfekten Antwort
Abbildung 2: Suchuniversum von LUIS
• Vektor X definiert das Merkmal der Suchdichte innerhalb der erstellten Subdatenba-
sen. LUIS kennt die Mglichkeit, beim Scheitern einer ersten Suche die Inhalte der
Suchsets zu variieren. Vorgegeben sind jeweils drei Szenarien. Zuerst wird versucht,
mit allen Suchwrtern ein Resultat innerhalb der Subdatenbasen zu erzielen; schei-
tert dies, dann werden neue Suchsets erzeugt, die nur noch die Nomen der gefilter-
ten Suchwrter bercksichtigen; scheitert dies erneut, werden aufgrund der eruierten
Hufigkeit der gefilterten Suchwrter nur noch die seltensten Suchwrter im Such-
set belassen, und nur noch mit diesen wird ein weiterer Versuch unternommen.
• Vektor Y steht fr das Merkmal des Suchraums. Werden alle Ausdrcke eines Such-
sets in einem Satz gefunden, dann wird das Suchresultat als relevanter eingestuft als
wenn die gesuchten Ausdrcke in einem Paragraphen oder sogar nur in einem Ka-
pitel verstreut gefunden werden.
• Vektor Z steht fr das Merkmal der Sucharten und nimmt dabei implizit eine Ge-
wichtung der einzelnen Sucharten vor. Die Ergebnisse einer Suche mit einem Such-
set, das die ursprnglich in der Ausgangsfrage vorgefundenen und spter als Such-
wrter gefilterten Ausdrcke enthlt, werden als relevanter eingestuft als eine
Suche, die zustzlich synonyme Ausdrcke verwendet. Dahinter rangieren noch die
Sucharten, bei denen die Entfernung der Stoppwrter einerseits und die Suche auf-
grund von Komposita andererseits versucht wird.
Aufgrund der genannten Merkmale und Prinzipien lsst sich die Suchstrategie zusam-
menstellen. Es knnen verschiedene Kombinationen aus den drei Merkmalsbereichen fr
die Definitionen von Suchsets hintereinander implementiert werden, wobei zwingend
aus den ersten beiden Merkmalsbereichen (X, Y) je ein Merkmal gewhlt werden muss.
Das Einbeziehen der dritten Dimension (Z) ist optional. Je weniger Raum im Koordina-
tensystem belegt wird, desto aussagekrftiger fallen die Ergebnisse aus. Die Reihenfolge
der gewhlten Definitionen fr die Suchsets Ð sprich die Suchstrategie Ð lsst sich ber
einer Liste ohne Programmierkenntnisse steuern und anpassen.
3.3.4  Sortierung und Gewichtung der gefundenen Passagen
LUIS kennt drei Sortierkriterien. Zuerst wird anhand der Anzahl Treffer innerhalb eines
gegebenen Quelldokuments eine erste Rangliste erstellt.9 In einem zweiten Schritt wer-
den Textstellen, die aus den FAQ- und Glossar-Datenbasen stammen, bei gleicher An-
zahl Treffer nach vorne gerckt. Dieser Gewichtung liegt die Idee zu Grunde, dass im
Vergleich zu anderen verfgbaren Quellen in den erwhnten Dokumentsammlungen die
konziseren Informationen enthalten sind. Drittens werden Treffer, die in Kapitelber-
schriften enthalten sind, nach vorne gerckt.
3.4 WWW-Anbindung
Die Kernmodule von LUIS Ð die linguistische Verarbeitung und der Suchprozess Ð wur-
den in der logischen Programmiersprache Prolog10 implementiert. Der Weg vom Ab-
schicken der Anfrage aus der WWW-Schnittstelle bis zum Kernmodul sowie die Anzei-
                                                           
9 Dabei werden Treffer im ganzen gefundenen Quelldokument gezhlt, d.h. hier werden die Parameter Satz,
Paragraph und Kapitel nicht unterschieden.
10 Informationen ber das von uns verwendete Prolog sind erhltlich unter: http://www.sics.se/sicstus.html.
ge der Resultate bernehmen Perl-Skripte (cgi-Schnittstelle). Die gefundenen Textpas-
sagen werden nicht isoliert angezeigt, sondern im Dokument angesprungen und farblich
markiert. Dies bedingt, dass wir fr alle Informationstexte lokale Kopien unterhalten.
Damit diese Kopien mit den sich stndig verndernden Daten auf dem Web synchroni-
siert sind, wird jede Nacht automatisch eine aktuelle Wissensbasis erzeugt.
4 Zusammenfassung und Ausblick
Die Antworten von LUIS sind im Vergleich zu den herkmmlichen, nur mit nackten
Stichworten operierenden Suchmaschinen differenzierter und qualitativ besser. Die er-
hhte Przision ist einerseits in den ausgesuchten Wissensquellen begrndet und an-
dererseits in der linguistischen Verarbeitungstiefe (Reduktion auf Grundformen und
Synonymgewinnung durch den UniNet-Thesaurus).
LUIS ist kein Dokumentenretrievalsystem wie herkmmliche Suchmaschinen, sondern
ein Antwort-Extraktionssystem, das innerhalb eines Dokumentes die relevanten Stellen
markiert und somit eine schnelle Orientierung des Benutzers erlaubt.
Jedoch stsst man auch mit LUIS an die Grenzen, die einem im Kern stichwortbasiert
operierenden Systems gesetzt sind.11 Trotz des Einsatzes spezifischer Thesauri sind die
Resultate von den gewhlten Wrtern in der Frage abhngig und weniger vom erfragten
Inhalt. Dies bedeutet, dass die Benutzenden bessere Resultate erhalten, wenn ihre Anfra-
gen nahe an der verwendeten Sprache in den Informationstexten ist.
Fr eine Weiterentwicklung wnschenswert wre die Integration von Modulen, die auf
semantisch-logischen Problemlsungen basieren und sowohl den Kontext in der Wis-
sensbasis als auch den Inhalt eines Fragesatzes analysieren und entsprechend verarbeiten
knnten, wie das im Projekt ExtrAns realisiert ist [Mo00].
Eine Implementierung auf Grund der Erfassung von Fragentypologien und die Erarbei-
tung von logischen Formeln hierzu wren interessante Anstze, die aufwndig und an-
spruchvoll zu verwirklichen sind. Gerade fr Systeme aber, die einen expliziten The-
menbereich haben wie LUIS, wre ein solcher Ansatz ntzlich.
Bisher jedoch hat sich der kombinierte Einsatz von unseren Systemen mit zunehmendem
Grad an Flexibilitt bewhrt. Ein Benutzer sucht in einem ersten Schritt Informationen
im festen Format der FAQ und des Glossars Von A bis Z. Wird er nicht fndig, so kann
er seine Frage an LUIS stellen. Wenn LUIS keine Antwortstelle lokalisieren kann, gibt
es die bedeutungstragenden Wrter der Anfrage an die allgemeine Suchmaschine der
Universitt Zrich weiter. Obwohl das Fernziel natrlich darin besteht, mglichst viele
Anfragen von LUIS in korrekter Weise beantworten zu lassen, erlaubt die aktuelle Hy-
brid-Lsung bereits eine grosse Entlastung der Universittsadministration zu ver-
gleichsweise geringen Kosten. Abfragen sind von jedem ans Internet angeschlossenen
Computer mglich, zustzlich knnen sie auch an Info-Sulen gettigt werden, die an
ausgewhlten Standorten innerhalb der Universitt Zrich aufgestellt sind.
Die Weiterentwicklung von LUIS soll nun vor allem diejenigen linguistischen Verfahren
einbeziehen, die derzeit in der Computerlinguistik-Gruppe entwickelt werden. Dazu
                                                           
11 Vergleiche mit herkmmlichen Suchmaschinen im WWW sind nur bedingt aussagekrftig, weil die Grs-
senordnungen ganz anders sind. Suchmaschinen, wie z.B. http://www.search.ch, die auf Suchanfragen Tausen-
de von Treffern orten, sind fr gezielte Suchen nur beschrnkt brauchbar. Vergleiche hierzu auch die offizielle
Suchmaschine der Universitt Zrich: http://www.search.unizh.ch.
gehrt die automatische Erkennung von Phrasen (Nominal- und Prpositionalphrasen)
und Teilstzen (clauses). Durch diese verbesserte Strukturierung der Texte erwarten wir
eine weitere Erhhung der Przision.
Darber hinaus sind wir an Praxiserfahrungen interessiert und bieten LUIS zur Portie-
rung an andere Hochschulen an.
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