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Abstract
The Surface Light Field is a function that assigns a color value to each
ray emanating from every point on a surface. It is acquired under
fixed lighting conditions and allows the rendering of scenes with view-
dependent effects, such as highly specular objects in arbitrary complex
lighting environments.
In this thesis we present a new approach for estimating surface
light fields of real-world objects from video sequences acquired under
fixed and unknown lighting conditions. The proposed method is based
on the separation of the two main components of the object’s surface
appearance. The diffuse component is modeled as RGB color. The
specular component is approximated by means of a parametric model,
function of the viewing direction.
The reconstruction of the surface appearance exploits standard tex-
ture mapping techniques and allows a real-time photorealistic visual-
ization of the object from arbitrary points of view.
i

Contents
1 Introduction 1
1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Application areas . . . . . . . . . . . . . . . . . . . . . 4
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Related Work 7
2.1 Light Field and Lumigraph . . . . . . . . . . . . . . . . 8
2.2 Surface Light Field . . . . . . . . . . . . . . . . . . . . 11
2.3 Eigen-Texture Method . . . . . . . . . . . . . . . . . . 14
2.4 View-Dependent Texture Mapping . . . . . . . . . . . 15
2.5 Polynomial Texture Map . . . . . . . . . . . . . . . . . 18
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 Background 23
3.1 Dichromatic Reflection Model . . . . . . . . . . . . . . 24
3.2 Spherical Harmonics . . . . . . . . . . . . . . . . . . . 26
3.3 Hemispherical Harmonics . . . . . . . . . . . . . . . . . 31
3.4 Video Registration . . . . . . . . . . . . . . . . . . . . 33
4 Surface Light Field Estimation 37
4.1 System Overview . . . . . . . . . . . . . . . . . . . . . 38
4.2 Video Registration and Samples Projection . . . . . . . 41
4.3 Light sources . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Diffuse Color . . . . . . . . . . . . . . . . . . . . . . . 45
4.5 Specular Component Modeling . . . . . . . . . . . . . . 49
4.6 Compression . . . . . . . . . . . . . . . . . . . . . . . . 53
4.7 Rendering . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.8 Implementation . . . . . . . . . . . . . . . . . . . . . . 56
4.8.1 Estimation . . . . . . . . . . . . . . . . . . . . . 56
4.8.2 Rendering . . . . . . . . . . . . . . . . . . . . . 60
4.8.3 External Libraries . . . . . . . . . . . . . . . . . 61
iii
5 Results 63
5.1 Error Metrics . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Gnome . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Dwarf . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 Buddha . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6 Conclusions 95
6.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . 96
List of Figures 101
Bibliography 105
Chapter 1
Introduction
Photorealistic rendering of the surface appearance of real-world objects
is one of the main challenges in computer graphics.
The traditional model-based rendering approach consists of three
steps: the production of the 3D geometric model of the object using 3D
modeling tools or 3D scanning data; the description of the properties
of the object surface using analytic reflection models, texture maps,
bump maps and so on; the computation of the interaction between the
lighting environment and the object. Achieving realism by deriving a
model that expresses accurately this interaction, is not trivial.
The close coupling of computer graphics and computer vision tech-
niques has brought image-based rendering approaches to gain consid-
erably attention in the graphics community. One of the major benefits
of these techniques is the ability to create realistic renderings of a wide
variety of physical surfaces (including anisotropic ones) with complex
reflectance behavior, without passing through intricate reflection mod-
els.
One of the main difference is that geometric modeling needs a huge
amount of primitives and complex reflection models to describe phe-
nomena like hair or fur, while the image-based rendering approach sim-
ply takes a picture of the object and all the materials are implicitly
captured.
Pure image-based approaches use just photographs, as opposed to
polygons, as modeling and rendering primitives. Samples of the envi-
ronment are captured as sets of images (or video sequences) from dif-
ferent points of view and resampled during rendering time to generate
novel images. In this case, no 3D modeling is required and the render-
ing process is not affected by scene complexity. Thus, since computa-
tional complexity is related to pixels, rendering time is not bounded
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by the size of the model. Nevertheless, image-based techniques have
some drawbacks in term of data complexity if we need to increase the
accuracy of the system.
In order to exploit the advantages of both methods, several hybrid
solutions have been proposed. The main idea is to combine acquired
photos with some geometric information to synthesize new views of
the scene. The amount of geometric information employed varies from
depth maps to reasonably detailed polygonal meshes. With a broad
spectrum of possibilities, hybrid approaches are prevalent among the
image-based techniques.
Over the years, different image-based rendering approaches have
been proposed to capture the appearance of global illumination ef-
fects in static scenes and to produce photorealistic images of real-world
objects. One of the most successful pure image-based techniques is
represented by the Light Field Rendering [1].
The light field is a function that describes, for any given point, the
amount of radiance perceived in every direction in free space. Light
fields have many advantages: the ability to capture arbitrary complex
illumination environments; the independence of scene geometric com-
plexity for rendering time; the possibility to be captured for isolated
real-world objects and scenes. However, light fields present also a num-
ber of drawbacks: the synthesis of novel views is restricted to certain
regions of space; the finite angular resolution leads to depth of field
effects (like blurring); the distance from the image plane affects the
focus of the objects; the storage requirements are very large.
In order to address some of these limitations, in the Lumigraph
system [2] an approximate geometry is used during rendering time to
perform depth correction, thus reducing the amount of blurring in the
final images and allowing the camera to be placed in any region outside
the object surface. However, a fine sampling of orientation space is
required to capture detailed surface reflectance effects, leading to an
explosion in memory requirements.
In this thesis we will focus on the Surface Light Field, a hybrid
image-based representation of view-dependent and spatially-varying
appearance over the surface of an object. The term surface light field
was first coined by Miller et al. [3] and defined as a function that as-
signs a color value to each ray emanating from every point on a surface.
This function captures the scene only at a fixed lighting condition.
We propose a new representation of surface light fields for medium
resolution 3D geometry, suitable for rendering on existing graphics
hardware. It is constructed by acquiring images of an object under
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fixed lighting conditions, while varying camera position. A surface light
field encodes sufficient information to allow the generation of realistic
images of the object from arbitrary viewpoints.
The proposed representation is based on the idea of separating the
diffuse and specular components of the surface appearance of an object.
This idea is mathematically supported by the Dichromatic Reflection
Model [4], which allows to express the color at a point as the sum of its
diffuse and specular terms. Since under fixed lighting conditions the
diffuse component is view independent, it is stored just as a standard
RGB texture. On the other hand, the specular component is approx-
imated by means of a parametric polynomial model, function of the
viewing direction. Coefficients of this model are stored for each point
of the surface and used to reconstruct the specular term from arbitrary
camera positions. This representation enables the reconstruction of
complex photorealistic view-dependent illumination of real-world ob-
jects. Surface texture, rapid variation in specularity and global effects
are all correctly represented.
We have developed a complete and robust pipeline to capture, com-
press and display surface light fields by means of an image-based repre-
sentation of view-dependent effects (such as specularity) and spatially-
varying appearance. The input is a video acquired under fixed and
unknown lighting conditions moving a video camera around the ob-
ject, and a triangular mesh of the object itself. After a preprocessing
step needed to align each video frame over the mesh, the target is the
estimation and compression of a surface light field able to accurately
approximate the interaction between the object surface and the lighting
environment in which the video sequences were captured. New images
of the object can be generated at interactive frame rates, independently
of the illumination complexity, allowing the unconstrained exploration
of static scenes shaded with the global illumination effects encapsu-
lated in the surface light field. View-dependent effects and variations
due to surface self-shadowing and inter-reflections are correctly repro-
duced. Furthermore, since coefficients are estimated independently for
each point, different spatially-varying materials can be properly repre-
sented.
1.1 Objectives
The aim of this project is to define a new representation of surface
light fields and to build up a system that enables the capture of out-
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going radiance under fixed illumination conditions. The radiance data
is sampled from video sequences and a compressed representation is
constructed allowing interactive rendering on a modern graphics card.
The proposed solution has several advantages:
• a simple acquisition step, due to the use of a standard video
camera in fixed lighting conditions;
• it is completely automatic;
• it takes advantage of a medium resolution 3D model, produced by
3D scanning techniques, that allows to manage in a more accurate
way the shading effects and the occlusions;
• it allows to acquire and reproduce different types of material,
without prior knowledge of their reflectance features;
• it is based on a very simple and general reflection model;
• it allows to generate a plausible reflectance for each point of the
surface even if the acquired color samples have a bad distribution
on the visible hemisphere.
1.2 Application areas
The techniques presented in this thesis can be applied in any applica-
tion where a photorealistic representation of an object has to be placed
within virtual or real-world environments. Examples are movie special
effects, computer games, product commercials etc.
Another area where renderings of objects with captured real world
illumination is useful, is augmented reality. Here computer graphics
renderings are placed into real world scenes. These applications range
from industrial design processes to computer games and so on.
Especially in domains such as virtual museums our approach could
be useful in order to offer realistic interactive experiences. Antique
items, sculptures, bronzes, vases etc, and their appearance in a museum
could be easily captured by our surface light field representation. This
representation enables the reconstruction of the surface appearance of
these objects exactly as it was under the lighting environment of the
real museum. It allows also an interactive 3D navigation around the
object without constraints.
The proposed algorithms are virtually useful in any imaging appli-
cation. This because the approach is able to capture a wide variation
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of the illumination conditions in the scene, reproducing effects of spec-
ular reflections and dark shadows simultaneously. This feature makes
sure that a plausible reconstruction can be produced regardless of the
illumination complexity.
1.3 Outline
In Chapter 2 we will present some of the previous works available in
literature. On the one hand, this technical review covers the state-of-
the-art of the image-based approaches for reconstructing the surface
appearance of an object with fixed lighting conditions. On the other,
it introduces the Polynomial Texture Mapping technique [5], which
presents some similarities with our method.
Chapter 3 covers essential background material. It includes a de-
scription of the Dichromatic Reflection Model and presents two polyno-
mial models suitable for approximating hemispherical functions, which
we will use to reconstruct the specular component of the surface ap-
pearance. The chapter ends by providing a brief introduction to the
registration method used for video-to-geometry alignment.
Chapter 4 discusses the approach proposed in this thesis for acquir-
ing and representing surface light fields, giving also some details about
its implementation. The method consists of five phases:
• Video to 3D geometry registration and samples projection (sec-
tion 4.2)
• Estimation of the position of the main light sources (section 4.3)
• Estimation of the diffuse color (section 4.4)
• Fitting of a parametric model to approximate the specular com-
ponent (section 4.5)
• Compression and storing (section 4.6)
In Chapter 5 the obtained results are analyzed. We will provide
some test cases for the method to highlight its potential. Using a per-
ceived fidelity measure, the Structural SIMilarity (SSIM) index [6], and
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a standard distortion metric, the Mean Squared Error (MSE), we will
compare the original images of the video with the reconstructions ob-
tained by our approach.
Finally, Chapter 6 describes the conclusions of this study and dis-
cusses directions for future work. We will analyze the main contribu-
tions, outlining possible developments and extensions of the proposed
technique.
Chapter 2
Related Work
Realistic simulation of the illumination in a scene is mathematically
supported by the rendering equation [7]. One parameter of this equa-
tion is represented by the Bidirectional Scattering Distribution Func-
tion (BSDF). The BSDF is a function that describes optical material
properties by giving a description of the interaction between lights and
surfaces. Mathematically, it is a probability density function that de-
termines the probability of light to scatter over a surface in a particular
direction. In practice, a precise analytic form of this function is not
known, so models, which try to approximate it, are used instead.
The BSDF can be separated in a combination of two other func-
tions: the Bidirectional Reflectance Distribution Function (BRDF) and
the Bidirectional Transmittance Distribution Function (BTDF). The
BRDF was first defined by Nicomedus et al. [8] and a corresponding
representation has been made for transmitted scattering as well [9].
The BRDF characterizes the color of a surface as a function of
incident light (θi, φi) and view direction (θe, φe). It is a fundamental
radiometric measure of reflectance, and accordingly computer graphics
try to exploit it to produce photorealistic rendering of synthetic scenes.
In case of opaque objects, the rendering equation is written by only
including the BRDF. Thus, effects such as subsurface scattering are
not captured. However, solving the rendering equation remains too
computationally expensive. Various assumptions have been proposed
to simplify the equation and solve it in a reasonable amount of time.
As computational power increases, these assumptions can be relaxed
and refined, thus producing better and more realistic results.
An effective approach to bridge the gap between realism and in-
teractivity is image-based rendering. Image-based techniques avoids
solving the rendering equation during interactive rendering by sam-
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pling existing photographs or images. These images can be thought of
as maps storing information about the illumination in the scene.
This chapter discusses the state-of-the-art of image-based appear-
ance reconstruction with fixed global illumination considered during
the analysis and design phase of this project.
The definition of the plenoptic function is at the heart of image-
based rendering theory (see [10] for details). The plenoptic function
describes a 3D environment by defining the amount of radiance emitted
from every space location towards every possible direction. Due to its
seven dimensions, it is almost impracticable to describe it explicitly. In
this chapter, we describe how Light Field and Lumigraph techniques
approximate it by keeping a discretized data set of its huge range of
values.
We then discuss the Surface Light Field, an alternative approach
that samples the plenotic function directly on the surface of an object.
Finally, two related techniques for reconstructing the color of an
object at novel view directions are analyzed.
The chapter ends introducing the Polynomial Texture Maps. These
maps are the result of a technique which is opposite with respect to
the other approaches analyzed in the chapter. Actually, the polyno-
mial texture mapping is an image-based technique for modeling the
dependence of luminance on light direction rather than view direction.
We include it here because a polynomial texture map (as our represen-
tation of the surface light field) represents a different form of texture
mapping, in which coefficients of a parametric polynomial model are
stored per texel and used to reconstruct the object surface color.
2.1 Light Field and Lumigraph
The plenoptic function is a 7D function that models a 3D environment
by recording the light rays at every 3D spatial position (Vx, Vy, Vz), to-
wards every possible 2D direction (θ, φ), over any range of wavelengths
(λ), at any time (t):
p (Vx, Vy, Vz, θ, φ, λ, t) (2.1)
As highlighted by Adelson and Bergen [10], the world is made of
three-dimensional objects, but these objects do not communicate their
properties directly to an observer. Rather, the objects fill the space
around them with the pattern of light rays that constitutes the plenoptic
function, and the observer takes samples from this function. Therefore,
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image-based rendering can be thought of as a process of two stages:
in the first stage, samples are taken from a given continuous plenoptic
function that describe a scene; in the second one, the plenoptic function
is reconstructed by means of the captured samples.
Due to its seven dimensions, certain assumptions are made to reduce
the sample data size while keeping reasonable rendering quality.
Both Light Field [1] and the Lumigraph [2] ignore the wavelength
and time dimensions and assume that radiance does not change along
a line in free space.
The light field is a function that describes, for any given point, the
radiance perceived in a particular direction in free space. Light field
and lumigraph rendering create novel views of a scene by resampling
a set of images representing a discrete slice of the plenoptic function,
independently from geometric and illumination complexity of the scene.
In these representations, a ray is parameterized by its intersections with
two parallel planes, a structure known as a light slab [1] and depicted
in Figure 2.1.
v
u
s
t
L(u, v, s, t) 
camera plane
focal plane
Figure 2.1: The light slab representation. A light ray is parameterized
by its intersections with two parallel planes.
Given the light slab model, one can generate an arbitrary new image
coloring each pixel with the appropriate value L(u, v, s, t). On the
other hand, given some arbitrary image and the camera position and
orientation, each pixel can be considered as a sample (u, v, s, t) of the
light field to be used to construct the model.
Conceptually, the rendering of novel views is illustrated in Figure
2.2. For each pixel of the novel view, the intersections of the corre-
sponding viewing ray with the uv plane (camera plane) and the st
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u
v
(s,t)
Camera center
Image plane
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(u,v)
Figure 2.2: Light Field rendering. Relationship between the light slab
and a pixel in an arbitrary image. (Figure taken from [2])
plane (focal plane) are computed. The transformations of coordinates
from the image plane to the camera and focal planes are planar pro-
jective transformations and, therefore, can be efficiently implemented
using GPU resources. The (u, v) coordinates of the intersection with
the camera plane are used to select the image(s) to be used for resam-
pling; the (s, t) coordinates of the intersection with the focal plane are
used to select the actual pixel(s) from the selected image(s).
The resampling process is required to deal with the lack of data.
Actually, there are only a finite number of samples of the light field,
and therefore the chances that a needed (u, v, s, t) sample matches ex-
actly any of the stored samples are low. The resampling strategy can
range from nearest neighbors to quadrilinear interpolation. The sim-
plest method is to select the light field sample that is the nearest to
the needed (u, v, s, t) coordinate. Since many pixels will be mapped to
the same (u, v, s, t) coordinate, a mosaic effect is very likely. A more
accurate approach is to apply a bilinear interpolation between the col-
ors of the four nearest known neighbors of the coordinate, either in the
(u, v) plane or the (s, t) plane. A quadrilinear interpolation can also be
performed to achieve better results. It selects the 16 closest samples in
the 4D space (u, v, s, t) and linearly interpolates between them.
Since the transformation from image coordinates (x, y) to the (u, v)
and (s, t) coordinates is a simple projective map, the expanse of tracing
a ray for each pixel can be avoided by reconstructing images using
texture mapping operations. Thus, the transformation from (x, y) to
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(u, v, s, t) is reduced essentially to two texture coordinates calculations
per ray.
Figure 2.3: Lion. Example images from a light field. (Figure taken
from [1])
Figure 2.3 shows two images rendered with the light field approach
[1].
When constructed from observations of an object made from several
viewpoints, light field and lumigraph rendering can obtain realistic im-
ages with view-dependent effects, such as highlights. However, the large
number of images required to avoid excessive blurring (due to the inter-
polation step performed during the resampling) significantly increases
the storage requirements. In the Lumigraph system, an approximate
geometry can be used during rendering time to perform depth correc-
tion [2], thus reducing the amount of blurring in the final images.
2.2 Surface Light Field
An alternative representation model for light fields, the Surface Light
Field, was first introduced by Miller et al. [3] and then further studied
by Wood et al. [11].
According to Wood et al. [11] a surface light field assigns a color
to each ray originating on a surface. Thus, surface light fields allow
the rendering of images with view-dependent effects, such as highly
specular objects in arbitrary complex lighting environments. Inter-
reflection and shadowing as well are correctly represented. However,
the computational cost of rendering an image is no longer proportional
to its size, but it depends also on the geometric complexity of the scene.
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Miller et al. [3] sample the light field on a parametric surface di-
rectly.
D
N Tv
P(U,V) Tu
Figure 2.4: Parameterization of the surface light field. (Figure taken
from [3])
They model a surface light field through a four-dimensional func-
tion parameterized as follows. As shown in Figure 2.4, the first two
parameters (U, V ) define a point P on the surface. The other two pa-
rameters (S, T ) represent the two orientation angles defining the view
direction D, as defined in equation (2.2).
s = 2S − 1
t = 2T − 1
n =
√
1− s2 − t2
D = sTu + tTv + nN
(2.2)
A non-linear mapping is applied to map the (S, T ) coordinates to
the spherical coordinates of the view direction D.
Given a novel camera position, rendering is done by computing the
(S, T ) values for each texel (U, V ) through the equation (2.2) and then
indexing the surface light field using (U, V, S, T ) to extract the color
value.
In practice the surface light field is approximated retrieving (S, T )
only at the vertices of a finite resolution mesh. Therefore the S and
T values in the interior of the polygon are computed by barycentric
interpolation.
Wood et al. [11] take a more general approach to approximate a
surface light field. In particular, they propose algorithms for acquiring,
estimating, compressing, rendering and editing surface light fields.
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Their construction method use both photographs and range scan-
ning data.
K0 M
n
LiBase mesh Scanned geometry
Lumisphere
ui ϕ(ui)
ϕ
Figure 2.5: Representation of the surface light field. (Figure taken from
[11])
The surface light field is described as a function
L : K0 × S2 → RGB (2.3)
where K0 is a triangular mesh with a small number of faces, called base
mesh, and S2 denotes the sphere of unit vectors in R3. The object’s
surface M is parameterized through a function ϕ
ϕ : K0 →M ⊂ R2 (2.4)
Therefore, given a point u of the base mesh K0, the radiance leaving
the surface point ϕ(u) in direction ω is L(u, ω).
They make the assumption that L(u, ω) is piecewise linear in ω
and further define a piecewise-linear RGB-valued function, called lumi-
sphere, Li
Li ≡ L(ui, ω) (2.5)
which approximates the radiance values of a base mesh point ui in every
ω direction. In this way, the surface light field can be thought of as
a texture map which assigns a lumisphere instead of a single color to
each texel.
The estimation process starts with the construction, for each point
on the base mesh, of a data lumisphere, a set of radiance samples along
different directions captured in hundreds of images of the scene. The
second step consists of resampling the data lumisphere into a piecewise-
linear lumisphere independently for each point of the base mesh K0.
Rendering surface light field is as straightforward as tracing each
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incoming ray ω from the camera position onto the surface point ϕ(ui),
corresponding to a point ui ∈ K0, and obtain its radiance L(ui, ω).
2.3 Eigen-Texture Method
The Eigen-Texture Method was proposed by Nishino et al. [12]. The
input data consists of a set of images representing an object and its
3D geometry model. The method aligns and projects the color values
in the input images onto the 3D surface of the object model and then
compresses those appearances in the 2D coordinate system defined on
the object surface.
Figure 2.6: The capturing system of the eigen-texture method. (Figure
taken from [12])
As shown in Figure 2.6, the sequence of images is taken by rotating
the object in a circular path (i.e. color samples are taken from various
different viewpoints), with a single point light source.
Each image is divided into small triangle patches normalized to have
the same predetermined shape. Patches related to the same surface
area are then collected into a structure compressed through principle
component analysis.
As the name suggests, the final texture is accomplished in an eigen-
structure decomposition framework. To obtain a novel view, the eigen-
texture method interpolates in the eigen-space of the basis images. This
is more efficient than interpolating directly in the image space, allowing
real time rendering.
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Figure 2.7: Interpolation in eigen-space. Side by side comparison of
input images and rendered images. (Figure taken from [12])
The eigen-texture method is mostly an image-sequence compression
method, and it is not a general view-dependent texture representation.
It only allows synthesis of novel views on the path connected by a pair
of close images. Another drawback comes out when interpolating the
appearance of highly specular objects. In this case, the highlights will
not vary smoothly in close images. This is due to the linear interpola-
tion in eigen-space of the specular reflection (Figure 2.7).
2.4 View-Dependent Texture Mapping
View-Dependent Texture Mapping was first introduced by Debevec et
al. [13] in off-line rendering context, and extended to real-time in [14].
The authors presented a new approach for modeling and rendering
existing architectural scenes from a sparse set of photographs, combin-
ing both geometry-based and image-based techniques. This approach
includes a method of compositing multiple views of a scene to create
realistic renderings. The main goal of view-dependent texture mapping
is to obtain novel views of a scene while only using a set of reference
photographs (reference viewpoints) and a simplified mesh of the scene
geometry.
Unlike traditional texture-mapping, in which a single static image
is used to color in each face of the model, view-dependent texture map-
ping interpolates between the available photographs of the scene de-
pending on the user’s point of view.
Figure 2.8 shows two different images mapped onto the model and
16 CHAPTER 2. RELATED WORK
Figure 2.8: Photographs blending. The process of assembling projected
images to form a composite rendering. (Figure taken from [13])
rendered from a novel viewpoint.
The mesh of the architectural building is constructed by-hand from
photographs. During rendering photographs are mapped to it.
Since each reference image contains only a piece of the model, it
is necessary to use multiple photographs in order to render the entire
model from a novel point of view. Furthermore, a point can be seen
from more than one reference viewpoint, therefore the render has to
decide which image (or combination of images) to use.
Another issue is represented by the fact that neighboring rendered
pixels may be sampled from different original photographs, producing
visible discontinuities in the surface color. To avoid this problem, image
samples are blended using weighted average of colors. As shown in
Figure 2.9, the weighting function is based on the angle among the
reference viewpoints and the virtual viewpoint.
Weights are computed for every pixel in the rendered image. How-
ever, since the weighting function is smooth across neighboring primi-
tives, it is not generally necessary to compute it at every pixel of every
face of the model. For example, using a single weight for each face of
the model, computed at the face’s center, produces acceptable results.
By recursively subdividing large faces, the results are visually indistin-
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view 1 view 2
novel view
model a¹
a²
Figure 2.9: Weighting function. The weighting function used in view-
dependent texture mapping. The weights w1 and w2 are inversely pro-
portional to the magnitude of angles a1 and a2.
guishable from the case where a unique weight is computed for every
pixel.
Figure 2.10: View-Dependent Texture Mapping. Synthetic images of
a high school building generated by view-dependent texture mapping.
(Figure taken from [13])
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2.5 Polynomial Texture Map
The Polynomial Texture Mapping was introduced by Malzbender et
al. [5] as a new form of texture mapping to produce increased pho-
torealism. A polynomial texture map (PTM) stores coefficients of a
biquadratic polynomial in each texel and allows to reconstruct the ob-
ject surface color under varying lighting conditions.
Figure 2.11: Side by side comparison of polynomial texture mapping
and conventional texture mapping varying lighting conditions. (Figure
taken from [5])
Traditional texture mapping techniques are used to give the im-
pression of geometric detail whereas a modeling approach would be too
complex or would lead to rendering inefficiency. As shown in Figure
2.11, however, if lighting in the virtual environment is different from
the lighting the texture was captured under, the resulting rendering
will appear unrealistic.
The polynomial texture mapping is an image-based technique for
modeling the dependence of luminance on light direction per texel that
requires no modeling of complex geometry and is able to obtain re-
lightable images in which variations due to surface self-shadowing and
inter-reflections are correctly captured.
Usually, about 40 to 50 images of an object under illumination
from different known directions are taken as input data. While varying
the incoming light direction, the view direction is kept fixed between
images.
A key aspect in the generation of PTMs is the redundancy among
the input images. Varying the light direction, the chromaticity of a
pixel is fairly constant, while the luminance varies. Malzbender et
al. [5] take advantage of this redundancy by computing an unscaled
base color (Rn, Gn, Bn) to which the modulated luminance value is
multiplied.
As mentioned above, the radiance is modulated using a biquadratic
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polynomial per texel:
L(u, v; lu, lv) = a0(u, v)l2u + a1(u, v)l2v + a2(u, v)lulv+
a3(u, v)lu + a4(u, v)lv + a5(u, v)
(2.6)
where (lu, lv) are projections of the normalized light vector into the
local texture coordinate system (u, v) and L is the resultant surface
luminance at that coordinate.
For each texel, coefficients (a0, a5) are fit to the input photographs
and stored as the polynomial texture map. Given N + 1 images, the
best fit is computed by minimizing the least square error using Singular
Value Decomposition (SVD) to solve the following system of equations:
l2u0 l
2
v0 lu0lv0 lu0 lv0 1
l2u1 l
2
v1 lu1lv1 lu1 lv1 1
...
...
...
...
...
...
l2ui l
2
vi luilvi lui lvi 1
...
...
...
...
...
...
l2uN l
2
vN luN lvN luN lvN 1


a0
a1
...
a5
 =

L0
L1
...
Li
...
LN

(2.7)
Rendering is just a matter of evaluating the polynomial function for
each pixel with the desired light direction, obtaining the approximated
luminance and then multiplying this value to the unscaled color per
texel (Rn, Gn, Bn):
R(u, v) = L(u, v)Rn(u, v)
G(u, v) = L(u, v)Gn(u, v)
B(u, v) = L(u, v)Bn(u, v)
(2.8)
The results of the fitting operation described above are six floating-
point coefficients per texel.
To speed up the evaluation of the polynomial and to obtain a more
compact storing, the coefficients are stored as 8 bit integers together
with six six scale (λ) and bias (Ω) values, one for each coefficient level.
The scale and bias values are applied to the stored 8 bit coefficients,
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Figure 2.12: Specular Enhancement. (A) Original photograph. (B)
Reconstruction from PTM. (C) Computed by extracting surface nor-
mals and applying a specular lighting direction model per pixel. (D)
Highlights computed in (C) added in (B). (Figure taken from [5])
a′i, to recover the original floating point values ai:
ai = λ(a
′
i − Ω) (2.9)
Novel images under different lighting conditions and various effects
can be obtained by relighting images using a new light direction, by
computing surface normals (extracted from the coefficients themselves)
and modifying the reflectance properties in order to enhance contrast
(Figure 2.12), or by light source extrapolation.
Furthermore, since the polynomial is independent for each texel,
material properties can vary across the surface, allowing the represen-
tation of different materials through a single texture map.
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2.6 Summary
We have discussed the state-of-the-art of image-based appearance re-
construction under fixed lighting conditions. Certainly, light field ren-
dering and lumigraph are the most general approaches, with a strong
theoretical basis.
The light field rendering is a completely pure image-based tech-
nique. This introduce some drawbacks such as depth of field effects
due to the finite angular resolution. In order to reduce the blurring ef-
fect in the final images, the lumigraph system exploits an approximate
geometry to perform depth correction. The surface light field technique
goes a step forward by directly sampling the light field onto the surface
of a 3D model of the target object.
On the other side, the eigen-texture and the view-dependent tex-
ture mapping techniques can be considered a sort of tricks to obtain
results close to the light-field based approaches. However, these systems
achieve results less realistic and present some limitations. In particular,
the eigen-texture method fails to capture rapid variation in specularity,
and furthermore the synthesis of novel views is restricted to the path
among the input images. On the other hand, the view-dependent tex-
ture mapping is unable to capture detailed surface reflectance effects
because of the sparse sampling of orientation space for each surface
point. Obviously, a finer sampling would produce better results, but at
the same time would lead to an explosion in memory requirements.
Finally, the Polynomial Texture Mapping technique is a different
approach that produces only a 2D result, meaning that it provides
images of the object from a fixed point of view. The novel images are
obtained by varying the light source direction rather than the camera
position.
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Chapter 3
Background
In this chapter, background material concerning the work is given.
The representation of the surface light field proposed in this the-
sis is based on the separation of the main components of the surface
appearance of an object: the diffuse term and the specular term. The
idea of separating the diffuse and specular terms was first suggested by
Barrow and Tenenbaum [15].
As shown in Figure 3.1, the albedo or diffuse reflection corresponds
to the component of light (almost) uniformly reflected from a surface
at multiple angles. An ideal diffuse surface follows the Lambert’s Law,
which states that the object will have uniform reflection of light with
no directional dependence for the viewer.
On the other side, the specular component is responsible for sharp
mirror-like reflection from a surface. It describes the amount of re-
flected light from the surface and depends strongly on the observer
position and the incident light direction. In case of perfect specu-
lar reflection, light from a single incoming direction is reflected into a
single outgoing direction, for example a mirror. However, for objects
which are not perfect mirrors, we can still observe a certain amount of
reflected light even if we are slightly apart from that direction. There-
fore, specularities do not only form a sharp line of reflection, but also
form a lobe distribution. The amplitude of the lobe depends on the
surface material properties.
In our system, while the estimation of the diffuse component re-
sults in a simple RGB texture, modeling the specular component at
each point for any view direction is not so simple. The strong depen-
dence on the observer position and the incident light direction of the
specular term requires a suitable model for approximating hemispher-
ical functions.
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diﬀuse reﬂection
specular reﬂection
incident light
surface normal
Figure 3.1: Diffuse and specular reflection from a surface.
The chapter proceeds by describing the Dichromatic Reflection Model,
a mathematical model of reflectance able to express the light reflected
from a surface as the sum of the diffuse and specular components.
Then, we provide a description of two different models able to ap-
proximate hemispherical functions, Spherical Harmonics and Hemipher-
ical Harmonics.
Finally, a brief introduction to the registration method used to align
the frames of the video to the triangular mesh received in input is given.
3.1 Dichromatic Reflection Model
Shafer [4] proposed a simple mathematical model of reflectance called
the Dichromatic Reflection Model. This model provides two observa-
tions about reflected light, as expressed by the two parts of the following
equation:
L(θi, φi, θe, φe, λ) = Ls(θi, φi, θe, φe, λ) +
Ld(θi, φi, θe, φe, λ)
= ms(θi, φi, θe, φe)cs(λ) +
md(θi, φi, θe, φe)cd(λ)
(3.1)
• the first part says that the total radiance L of the reflected light
is the sum of two independent parts: the specular component Ls
of the light reflected and the diffuse component Ld of the light
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reflected from the surface.
• the second part says that each of these components can be de-
composed into two parts:
– composition - a relative spectral power distribution c{s|d}
which depends only on wavelength λ
– magnitude - a geometric scale factor m{s|d} which depends
only on geometry and is independent of wavelength λ
Intuitively, the dichromatic reflection model states that there are
two independent reflection processes, and each one has a characteristic
color whose magnitude varies with the directions of illumination and
view.
C
Cs
d
G
R
B
CL
m
m
s
d
Figure 3.2: The pixel values lie on a parallelogram in color space.
Considering a specific point on a surface, once incident light (θi, φi)
and view direction (θe, φe) are determined, the magnitudes ms and md
can be considered as scalars. So, the dichromatic reflection model may
be rewritten at a specific point as:
L(λ) = ms cs(λ) +md cd(λ) (3.2)
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Now, computing independent values per color channel for the compo-
sition components, we obtain:
CL = ms Cs +md Cd (3.3)
where CL ∈ RGB is the color measured and C{s|d} ∈ RGB are the
specular and diffuse reflection of the point material. Assuming that
m{s|d} ∈ [0, 1] without loss of generality, we see that the pixel values
CL must lie within a parallelogram in color space, bounded by the
colors Cs and Cd of the specular and diffuse reflection of the surface
(Figure 3.2).
However, in the context of surface light fields, since we are under
fixed lighting conditions, the diffuse component of the light reflected
from a surface is view independent. Therefore, eq. (3.3) becomes:
CL = ms Cs + Cd (3.4)
3.2 Spherical Harmonics
Spherical Harmonics are a mathematical tool analogous to the Fourier
transform but defined across the surface of a sphere [16].
Traditionally, the spherical harmonic functions are defined on imag-
inary numbers but in this context we are only interested in approxi-
mating real functions over the sphere. Therefore, when we refer to
a spherical harmonic function we will only be talking about the Real
Spherical Harmonic functions.
As the Fourier transform allows to break a signal into its component
sine waves, spherical harmonics are a collection of orthonormal basis
functions that allow you to take a function f and decompose it into a
linear combination of basis functions.
Orthonormal basis polynomials are a family of polynomials that
present an intriguing property:∫ 1
−1
Pm(x)Pn(x) dx =
{
0 if m 6= n
1 otherwise
(3.5)
that is, when you integrate the product of any of two of them, if they
are the same you get 1 and if they are different you get 0. Intuitively,
they are functions that do not overlap each other while still occupying
the same space.
One of the most interesting families of orthonormal polynomials are
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P22(x)
P21(x)
P20(x)
P10(x)
P11(x)
P00(x)
–1
1
2
3
–1 –0.8 –0.6 –0.4 –0.2 0.2 0.4 0.6 0.8 1
Figure 3.3: The first six associated Legendre polynomials. (Figure
taken from [16])
the Legendre polynomials, specifically the Associated Legendre Polyno-
mials. This family is at the heart of spherical harmonics.
Conventionally represented by the symbol Pml , the associated Leg-
endre polynomials are real-valued and defined over the range [−1, 1].
The family has two arguments l and m which are constrained by
l ∈ N ∪ {0} and m ∈ [0, l]. The l argument is used as the band index
to break the family of polynomials into bands of functions resulting in
a total of (l + 1)l polynomials for a l-th band series.
Inside a band the polynomials are orthogonal with respect to a
constant term and between bands they are orthogonal with a different
constant.
For a better understanding the first six functions are shown in Fig-
ure 3.3.
The associated Legendre polynomials can be defined using a set of
recurrence relations
Pmm (x) = (−1)m(2m− 1)!!(1− x2)m/2
Pmm+1(x) = x(2m+ 1)P
m
m (x)
(1−m)Pml (x) = x(2l − 1)Pml−1(x)− (l +m− 1)Pml−2(x)
(3.6)
When working with spherical functions it is convenient to use spher-
ical polar coordinates instead of the Cartesian ones. The spherical co-
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ordinate system is defined by two angles θ and φ, whereas φ ∈ [0, 2pi] is
the azimuthal angle in the xz-plane, while θ ∈ [0, pi] denotes the polar
angle from the y-axis.
For a point that lies on a unit sphere and therefore has normalized
coordinates (x, y, z), the corresponding spherical coordinates can be
expressed as:
θ = arccos (y)
φ = arctan
(z
x
)
+ pi
(3.7)
and analogously the inverse relations as:
x = sin θ cos(φ− pi)
y = cos θ
z = sin θ sin(φ− pi)
(3.8)
The spherical harmonic function is in general represented by the
symbol yml and defined as:
yml (θ, φ) =

√
2Kml cos(mφ)P
m
l (cos θ), m > 0
√
2Kml sin(−mφ)P−ml (cos θ), m < 0
K0l P
0
l (cos θ), m = 0
(3.9)
where l ∈ N∪{0} and m ∈ [−l, l], P stands for the associated Legendre
polynomial and K is just a scaling factor to normalize the functions:
Kml =
√
(2l + 1)
4pi
(l − |m|)!
(l + |m|)! (3.10)
The parameters l and m are defined slightly differently from the Leg-
endre polynomials. In order to generate all the spherical harmonic
functions m must take signed integer values from −l to l.
Spherical harmonics are orthogonal over [0, pi]× [0, 2pi) with respect
to both l and m.
Figure 3.4 depicts the first five spherical harmonic bands plotted as
spherical functions.
To reconstruct the n-th band approximation f˜ of a function f de-
fined over the surface of a sphere, one has to compute the scaled sum
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Figure 3.4: The first five spherical harmonic bands plotted as unsigned
spherical functions by distance from the origin and by color on a unit
sphere. (Figure taken from [16])
of the corresponding spherical harmonic functions:
f˜(θ, φ) =
n−1∑
l=0
l∑
m=−l
cml y
m
l (θ, φ) (3.11)
where cml terms represent the spherical harmonic coefficients, obtained
working out how much the function f is like the basis functions yml (i.e.
integrating the product of the function f and the spherical harmonic
functions yml over the sphere S):
cml =
∫
s∈S
f(s)yml (s) ds (3.12)
Given a set of N sample points xi uniformly distributed over the
sphere S, we can approximate the integral in equation (3.12) using
Monte Carlo Integration:∫
s∈S
f(s)yml (s) ds ≈
4pi
N
N∑
i=1
f(xi)y
m
l (xi) (3.13)
(since the probability for a uniform distribution of samples on the sur-
face of a unit sphere is the constant 1/4pi).
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Some examples of band-limited spherical harmonic approximations can
be seen in Figure 3.5.
Figure 3.5: Spherical harmonic projections of functions with increasing
order of approximation (n denotes the number of used bands). (Figure
taken from [16])
Spherical harmonic functions have several important properties. As
said before, these functions form an orthonormal basis, meaning that
if we integrate yiyj for any pair of i and j, the calculation will return
1 if i = j and 0 if i 6= j. To underline the importance of this property
consider having two functions expressed in terms of spherical harmonics
(e.g. incident light function and transfer function)
I(s) ≈
n−1∑
l=0
l∑
m=−l
aml y
m
l (θ, φ)
and
T (s) ≈
n−1∑
l=0
l∑
m=−l
bml y
m
l (θ, φ)
where aml and b
m
l terms represent the spherical harmonic coefficients
for functions I(s) and T (s) respectively. The evaluation of the integral
of the product (e.g. the exiting radiance)
L(s) =
∫
s∈S
I(s)T (s) ds
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can be reduced to a dot product of the spherical harmonic coefficients
L(s) ≈
n−1∑
l=0
l∑
m=−l
aml b
m
l y
m
l (s)
This can be easily computed in fragment or vertex shaders of mod-
ern graphic cards at an incredible fast rate, placing the spherical har-
monics as an optimal candidate for approximating the Rendering Equa-
tion in real time applications.
The spherical harmonic functions satisfy also a very critical prop-
erty called rotational invariance. Let g be a copy of f rotated by an
arbitrary rotation R over the unit sphere, then it is true that:
g(s) = f(R(s)) (3.14)
In other words, rotating one between the function or the input will give
you the same result.
Spherical harmonics play an important role in many computer graph-
ics applications, such as light transport simulations, BRDF representa-
tions, modeling light source emission, indirect lighting, image relighting
and recognition of 3D shapes.
3.3 Hemispherical Harmonics
Gautron et al. [17] presented the Hemispherical Harmonics, a hemi-
spherical basis that ensures a more accurate representation of hemi-
spherical functions compared to spherical harmonics basis.
Modeling the interaction between light and objects in a scene is
a crucial requisite for photorealistic rendering and global illumination
techniques. This interaction usually rely on models defined over hemi-
spherical domains. In computer graphics, efficient and accurate ap-
proximations of these hemispherical functions are a primary objective.
During the years, several basis functions defined over spheres (such
as spherical harmonics) have been adapted to represent hemispherical
functions. However, a large number of coefficients is required to over-
come the discontinuities in the spherical domain at the boundary of
the hemisphere introduced by these functions.
Hemispherical harmonics can approximate functions over the hemi-
sphere using fewer coefficients than spherical harmonics. For instance,
n-th order hemispherical harmonics should in theory have only slightly
higher errors than (n+1)-th order spherical harmonics for representing
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functions over the hemisphere.
Gautron et al. [17] derive a hemispherical basis as an adapted ver-
sion of spherical harmonics by shifting the associated Legendre poly-
nomials.
Shifting can be defined as a linear transformation of x to k1x+ k2,
where k1 6= 0. If a set of polynomials {pl(x)} are orthonormal over an
interval [a, b], then the polynomials {(sign k1)l
√|k1| pl(k1x + k2)} are
orthonormal over the interval [a−k2
k1
, b−k2
k1
] and are said to be the shifted
version of {pl(x)}.
Using the linear transformation of x to 2x − 1 they get shifted
associated Legendre polynomials over the interval x ∈ [0, 1]:
P˜ml (x) = P
m
l (2x− 1) (3.15)
Replacing the argument x with cos θ gives the functions {P˜ml (cos θ)}
that are defined in the interval θ ∈ [0, pi
2
]
In the same way that spherical harmonics are constructed from
the associated Legendre polynomials, the hemispherical basis functions
{Hml (θ, φ)} are constructed from shifted associated Legendre polyno-
mials as:
Hml (θ, φ) =

√
2K˜ml cos(mφ)P˜
m
l (cos θ), m > 0
√
2K˜ml sin(−mφ)P˜−ml (cos θ), m < 0
K˜0l P˜
0
l (cos θ), m = 0
(3.16)
with the following normalization value:
K˜ml =
√
(2l + 1)
2pi
(l − |m|)!
(l + |m|)! (3.17)
Hemispherical harmonics are orthogonal over [0, pi
2
] × [0, 2pi) with
respect to both l and m.
In Figure 3.6, 3D plots of the first few hemispherical harmonic func-
tions are shown.
The [0, pi
2
] × [0, 2pi) domain of hemispherical harmonic basis makes
them ideal for representing hemispherical functions such as BRDFs and
radiance functions around surface points.
In their work, Gautron et al. [17] show an accuracy comparison be-
tween hemispherical harmonics representation and previous methods
for approximating BRDFs and a Phong Lobe. They estimate the accu-
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(b) |H−11 | (c) |H01 | (d) |H11 |
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Figure 3.6: Plots of the first three hemispherical harmonic bands. (Fig-
ure taken from [17])
racy by computing the fraction of the total energy captured for a given
number of coefficient. As depicted in Figure 3.7, the comparison high-
lights how hemispherical harmonics outperform spherical harmonics for
representing hemispherical functions.
3.4 Video Registration
The registration of video sequences of a real object over a dense tri-
angular mesh is the combination of two different problems: camera
tracking and image-to-geometry registration. The purpose of camera
tracking is to recover the motion of the camera through the detection
and tracking of salient 2D features and their trajectories in the video
sequence. On the other side, the registration of 2D images with a 3D
model allows to align one or more images of an object taken at different
times and from different viewpoints to the geometry of the object itself.
An accurate registration of the video on the 3D model could be used
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Figure 3.7: Accuracy versus number of coefficients for approximation of
a Phong Lobe using hemispherical harmonics and spherical harmonics.
(Figure taken from [17])
for a number of interesting applications (color transfer, estimation of
reflectance properties, recording of appearance-varying scenes).
Figure 3.8: (Top-Left) Video frame. (Top-Right) Rendering of the 3D
model with normal map and ambient occlusion. (Bottom-Left) Gradi-
ent map of the frame. (Bottom-Right) Gradient map of the rendering.
(Figure taken from [18])
Palma et al. [18] presented an efficient and solid method for the
registration of a video sequence of a real object over its dense digi-
tal representation, taking advantage of the redundancy and the high
frame-to-frame coherence of the video. Their solution is based on two
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different approaches: feature-based registration by KLT video tracking,
and statistic-based registration by maximizing the Mutual Information
between the gradient of the frame and the gradient of the rendering of
the 3D model with some illumination related properties, such as surface
normals and ambient occlusion (Figure 3.8). While the first approach
allows a fast registration of short sequences with simple camera move-
ments, the mutual information is used to correct the drift problem that
KLT tracker produces over long sequences.
The input of the algorithm is represented by a video sequence of
the object acquired with constant zoom and a dense triangular mesh
of this object. In the first instance, for each frame it computes the
extrinsic parameters associated with the position and orientation of
the camera in the scene. The extrinsic parameters define the rota-
tion matrix and the translation vector that are needed to transform
the camera coordinate system into the world coordinate system. The
intrinsic parameters related to the internal characteristics of the cam-
era, are assumed as being pre-determined (except for the focal length
and the lens radial distortion which are estimated using only a single
frame).
The registration process proceeds in an incremental manner: to
align the i-th frame, it starts from the registration of the (i − 1)-th
frame. From the camera parameters of the previous frame and the 2D
features tracking information, a set S of 2D-3D correspondences 〈m,M〉
are extracted to solve a non-linear least square problem to compute
the camera pose with the Levenberg-Marquardt algorithm [19]. Given
this set, the quality of the registration is measured with the following
alignment error E:
E =
1
|S|
∑
〈m,M〉
d(M,P−1m) (3.18)
where the function d computes the geometric distance between the 3D
point assigned to the 2D features by the previous frame and the 3D
point computed by backward projection of the 2D features with the
estimated camera onto the 3D model.
If the alignment error E is above an adaptive threshold, the regis-
tration by mutual information is applied. The mutual information is
a measure that quantifies the information shared by two random vari-
ables. It is defined in terms of entropy or joint probability.
In order to reduce the alignment error E, an iterative optimization
algorithm is applied. At each iteration, given the current camera pa-
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Figure 3.9: Registration results obtained in the synthetic sequence with
KLT (Left) and KLT + Mutual Information (Right). (Figure taken
from [18])
rameters, a rendering of the 3D model is generated and the mutual
information between the image gradient of the rendering and the im-
age gradient of the frame is computed. The algorithm updates the
camera parameters until the registration is achieved.
The final task is to update the set of 2D-3D correspondences with
the new 2D features of the current frame which were not detected in
the previous frame.
For each frame this process is iterated until the set of 2D-3D corre-
spondences is updated with the addition of the new 2D features.
Chapter 4
Surface Light Field
Estimation
In this chapter, the proposed method to estimate, compress and display
a surface light field is discussed in detail.
The input of the system (Figure 4.1) is a video sequence acquired
by moving a camera around a target object, under fixed and unknown
lighting conditions. A 3D model of the object is also given, as well
as an associated texture parameterization, which defines the mapping
between a surface point p(x, y, z) and a location (u, v) in a bitmap.
Each frame of the video captures a view of the object from a different
camera pose. This allows to record a dense sampling of the interaction
lights-surface along the path followed by the camera, which is crucial
for the surface light field estimation.
The goal is to provide a representation of the surface light field
based on the dichromatic reflection model, and therefore to define a
technique that allows to capture and reproduce all the lighting effects
visible in the video.
Separating the diffuse and specular components of the surface ap-
pearance allows to split the estimation process into two phases. For
the approximation of the diffuse component we propose an experimen-
tal method which performs a resampling strategy. As a preprocessing
step, the position of the main lights in the scene is estimated. These are
needed in order to discard all the samples that could adversely affect
the estimate of the diffuse color.
On the other side, the specular component is modeled by computing
the best fit to a parametric polynomial model. The resulting coefficients
together with the diffuse texture allow the real-time reconstruction of
the object’s surface appearance as a function of the viewing direction.
37
38 CHAPTER 4. SURFACE LIGHT FIELD ESTIMATION
(a) Video acquisition
(b) Mesh + Texture Parameterization
Figure 4.1: The input of the system is a video sequence acquired by
moving a camera around a target object (a) and a 3D model of the
object with an associated texture parameterization, which defines the
mapping between a surface point p(x, y, z) and a location (u, v) in a
bitmap (b).
Finally, the diffuse color is stored as a 2D texture RGB, while the
coefficients of the specular component are compressed using a standard
quantization technique.
4.1 System Overview
The estimation process is organized as depicted in Figure 4.2. It con-
sists of five phases:
• Video to 3D geometry registration and samples projection (sec-
tion 4.2)
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Figure 4.2: The surface light field estimation process.
• Estimation of the position of the main light sources (section 4.3)
• Estimation of the diffuse color (section 4.4)
• Fitting of a parametric model to approximate the specular com-
ponent (section 4.5)
• Compression and storing (section 4.6)
Once a video sequence moving the camera around the target object
is recorded and a triangular mesh is obtained by common 3D scanning
techniques, the registration of the video over the triangular mesh takes
place. The recovered camera projection matrices allow to extract for
each texel (u, v) the set of color samples Su,v = {I(j)u,v ∈ RGB} projected
by each frame j (Figure 4.3). This data is then used in the next three
phases.
Figure 4.3: Projection of a color sample of a frame j onto the texture
parameterization at a location (u, v).
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The estimation of the position of the main light sources is performed
through an accumulation approach based on the detection of the color
samples that could present a specular behavior.
(a) Diffuse Texture
(b) 3D Texture
Figure 4.4: The output of the whole process are two texture maps: a
standard 2D texture RGB that stores the diffuse color, and a 3D texture
that contains, for each texel (u, v), n coefficients {xi} of a model able
to capture the specular behavior (b).
Since we adopt the dichromatic reflection model, the approximation
of the surface light field is then split into two stages: the diffuse color
estimation and the specular component modeling.
The light sources estimated are used to approximate the object’s
diffuse color with a novel experimental algorithm. For each texel (u, v),
the color samples are filtered to discard possible specularities. Finally,
a weighted average of the remaining samples is computed.
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To approximate the specular component of the object surface, we
fit a parametric model to the input data. For each texel (u, v) indepen-
dently, we compute the best fit by minimizing the least square error
using Singular Value Decomposition (SVD) to solve a weighted system
of linear equations. We have analyzed and compared three different
models based on spherical harmonics, hemispherical harmonics and a
biquadratic polynomial.
The output of the whole process are two texture maps (Figure 4.4).
One stores the diffuse color as RGB values. The latter stores coefficients
of a model able to capture the specular behavior.
The constructed texture maps represent a compression of a sur-
face light field for the target object and allow the generation of novel
photorealistic images of the object from arbitrary camera positions.
In the following sections, we discuss each of the stages in detail.
4.2 Video Registration and Samples Pro-
jection
Using the video registration method proposed by Palma et al. [18], the
intrinsic and extrinsic camera parameters are recovered for each frame
and the video is aligned on the 3D model.
The retrieved camera parameters allow to define the camera projec-
tion matrices, which are used to project the pixel colors onto the texture
parameterization of the triangular mesh. Adopting homogeneous coor-
dinates, the mapping from a 2D position in pixel coordinates (u, v) to
a 3D position in world coordinates (x, y, z) is defined by the following
equation: 
u
v
1
 = K [ R | t ]

xw
yw
zw
1
 (4.1)
where K is the matrix containing the intrinsic camera parameters and
R and t are respectively the rotation matrix and the translation vector
defined by the extrinsic camera parameters.
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The instrinsic matrix is a 3× 3 matrix
K =

αx s u0
0 αy v0
0 0 1
 (4.2)
where the coefficients
αx = f ·mx
and
αy = f ·my
represent the focal length in terms of pixels (mx and my are the scale
factors known from the image resolution and CCD dimensions); s repre-
sents the skew parameter between the x and the y axis, and is assumed
to be 0; u0 and v0 represent the principal point coordinates, which are
set as the center of the image.
The extrinsic matrix
M =
[
R | t ]
is a 4×4 matrix defined in terms of the Euler angles (θx, θy, θz) and the
translation vector (tx, ty, tz) that are needed to transform the camera
coordinate system into the world coordinate system.
The camera projection matrices are used also to recover the normal
and 3D position in object space of the surface point mapped to each
texel (u, v).
The result of the registration process allows us to compute for each
color sample a quality value q
(j)
u,v equals to the product of three measures
normalized in the range [0, 1]:
• the distance in image space from the nearest depth discontinu-
ity (it allows to penalize the wrong color sample due to small
misalignment)
• the depth of the texel in camera space (it allows to assign a higher
quality when the surface point is closer to the camera)
• the angle between the view direction and the surface normal
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4.3 Light sources
As a preprocessing step, an environment map for the captured scene is
constructed. This map is then used to estimate roughly the position
of the main light sources in the scene. It is constructed through an
accumulation approach based on the detection of the color samples
that could present a specular behavior.
The idea is to identify the set of samples having a high luminance
value and approximate, as accurately as possible, the light source di-
rections that may have caused these highlights.
Algorithm 4.3.1: LightSources()
comment: Estimate the position of the light sources in the environment
envMap← {}
for each frame j
do

I{Irgb, ~v, ~n} ← ProjectFrame(j)
for each (Irgb, ~v, ~n) ∈ I
do

l← Lum(Irgb)
if l > t
then

~r ← 2 ∗ (~v · ~n) ∗ ~n− ~v
(φ, θ)← ToSpherical(~r)
envMap(φ, θ) = envMap(θ, φ) + 1
lightSources← K-Means(envMap)
Given the desired width w and height h of the map, the algorithm
proceeds as follows (psuedocode is given in algorithm 4.3.1):
• for each frame every color sample Irgb = {cr, cg, cb} is projected
onto the texture parameterization of the triangular mesh;
• the luminance of the color sample Irgb is computed using the
following equation:
l = 0.2126 · cr + 0.7152 · cg + 0.0722 · cb; (4.3)
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Figure 4.5: An example of an estimated environment map.
• if the computed luminance l is greater than a threshold value t,
the sample is selected as a possible specular sample Srgb, other-
wise it is discarded; from our experiments a good value for t is
0.98;
• given a specular sample Srgb, the associated direction of the re-
flected ray ~r in object space is computed by mirror reflection of
the view vector ~v with respect to the surface normal ~n using the
equation:
~r = 2 ∗ (~v · ~n) ∗ ~n− ~v (4.4)
where (~v · ~n) is the dot product;
• the vector ~r is then converted to spherical coordinates (θ, φ) (us-
ing eq. (3.7)) and mapped onto the environment map at a point
p(xφ, yθ):
xφ =
φ · w
2pi
yθ =
θ · h
pi
whose value works as an accumulator and thus is incremented.
Finally, the environment map is normalized in the range [0, 1].
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An example is depicted in Figure 4.5; as you can see, the base map
gives us some clues about the position of the main light sources in
the scene. The accumulation of the mirror reflections of the specular
samples forms clouds of points, whose spherical coordinates are known:
θ =
yθ · pi
h
φ =
xφ · 2pi
w
If we think of these clouds as clusters, a simple clustering strategy can
be applied to determine the centroid ck(xφ, yθ) of each cloud k. The
number of clusters is determined by identifying the connected regions
of pixels in the map.
We have chosen the K-Means clustering algorithm [20], mostly for
its simplicity and low computational complexity.
The spherical coordinates of each point are converted back to Carte-
sian ones using eq. (3.8). The centroids are initialized randomly among
the whole K-Means input set. The algorithm proceeds by minimizing
the sum of euclidean distance between each data point and its cluster
center (centroid).
The final computed centroids are an approximation of the light
source directions ~lk(x, y, z) in the scene.
4.4 Diffuse Color
The light source directions estimated in the previous step are then
used to approximate the diffuse color of the object surface. The albedo
represents the base color of an object. It determines the essential color
that the object reveals under pure white light and is perceived as the
color of the object itself.
In order to obtain a result as smooth as possible, the process of
recovering the diffuse color for the target object from video sequences
must deal with two important issues:
• inhomogeneous lighting, noise and errors due to misalignment can
produce artifacts and inconsistencies in the surface of the object
when pictured from different angles, resulting in visible texture
discontinuities;
• identifying and removing highlights can be problematic, espe-
cially if for a given point the video contains mostly specular sam-
ples.
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Our method is able to address both issues by performing a resam-
pling strategy. Potential specularities are identified and discarded. A
weighted mean is then computed to obtain the diffuse texture.
Algorithm 4.4.1: DiffuseColor(u, v, Su,v, Qu,v, p, ~n)
comment: Estimate the diffuse color of the texel (u, v)
S˜u,v ← {}
Ŝu,v ← {}
Su,v ← Sort(Su,v)
Su,v ← FilterLowLum(Su,v, pt)
for each lk ∈ L
do

~sk ← 2 ∗ (~lk · ~n) ∗ ~n−~lk
for j ← 1 to N
do

~v(j) ← c(j)−p‖c(j)−p‖
α← acos(~v(j) · ~sk)
if α ≥ θt
then Insert(S˜u,v, I
(j)
u,v)
µu,v ←WeightedMeanLum(S˜u,v, Qu,v)
σ2u,v ←WeightedLumVariance(S˜u,v, Qu,v)
tu,v ← µu,v + σ2u,v
for each I
(j)
u,v ∈ S˜u,v
do
{
if Lum(I
(j)
u,v) < tu,v
then Insert(Ŝu,v, I
(j)
u,v)
Du,v ←WeightedMeanColor(Ŝu,v, Qu,v)
We estimate the diffuse color of a texel (u, v) by performing a three-
step algorithm (psuedocode is given in algorithm 4.4.1). We start from
the set of color samples Su,v = {I(j)u,v ∈ RGB} projected by each frame
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j, the set Qu,v = {q(j)u,v ∈ [0, 1]} containing the quality of each sample,
its corresponding surface 3D position p and normal ~n, and the set of
light directions L = {~lk(x, y, z)}.
In the first step, samples are sorted by their luminance value (com-
puted using eq. (4.3)) in ascending order. A small percentage pt of
the samples having the lowest luminance are then excluded. In our
experiments a typical value for pt is 15%.
In the second step, we have to discard all the color samples with
a higher probability to present a specular behavior. Knowing that a
specularity occurs when the viewing direction is aligned with the mirror
reflection of the light source direction, the idea is to determine which
samples appear close to this direction and discard them.
Each light ~lk is reflected with respect to the surface normal ~n to
estimate the specular reflection direction ~sk:
~sk = 2 ∗ (~lk · ~n) ∗ ~n−~lk (4.5)
Then, for each frame we retrieve the view direction pointing to the
surface point p as:
~v(j) =
c(j) − p
‖c(j) − p‖ (4.6)
where c(j) is the camera position for the frame j.
All the color samples having an angle among the corresponding view
direction ~v and the specular reflection direction ~sk lesser than a given
threshold θt are discarded, as depicted in Figure 4.6. After several
experiments, we have found θt =
pi
12
to be a proper value.
At this point, the set S˜u,v of the remaining samples is used to com-
pute a threshold tu,v:
tu,v = µu,v + σ
2
u,v (4.7)
where µu,v and σu,v are the weighted mean and the weighted average
deviation with the quality q
(j)
u,v (section 4.2):
µu,v =
∑
I
(j)
u,v∈S˜u,v
q(j)u,v Lum (I
(j)
u,v)
∑
I
(j)
u,v∈S˜u,v
q(j)u,v
(4.8)
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angle
luminance
Figure 4.6: A histogram that summarizes the resampling process. Sam-
ples that fall within the interval [−θt, θt] from the direction of the spec-
ular reflection ~sk are discarded.
σ2u,v =
∑
I
(j)
u,v∈S˜u,v
q(j)u,v (Lum (I
(j)
u,v)− µu,v)2
∑
I
(j)
u,v∈S˜u,v
q(j)u,v
(4.9)
where Lum (I
(j)
u,v) is a function that returns the luminance value of an
RGB sample I
(j)
u,v .
Finally, the diffuse color Du,v is computed as the weighted average
of the color samples with a luminance value lower than the threshold
tu,v:
Du,v =
∑
I
(j)
u,v∈Ŝu,v
q(j)u,v I
(j)
u,v
∑
I
(j)
u,v∈Ŝu,v
q(j)u,v
(4.10)
where Ŝu,v = {I(j)u,v ∈ S˜u,v | Lum (I(j)u,v) < tu,v}.
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4.5 Specular Component Modeling
Once an estimate of the diffuse color is properly mapped onto the trian-
gular mesh, we can start the approximation of the specular component.
The idea is to use the residual images obtained by the difference
between the color samples and the diffuse color for building up a para-
metric model of the specular reflections captured in the video sequences.
Specularities depend on the relative position of object, lights and
camera. Our goal is to hold the light sources position constant while
modeling the viewing direction dependence. For each texel (u, v) and
its corresponding surface point p(x0, y0, z0) we try to capture this de-
pendence by fitting it to a mathematical model.
Three different models have been studied: spherical harmonics,
hemispherical harmonics and a biquadratic polynomial.
We can think of each frame of the video sequence as a discrete sam-
ple of the surface light field function S, describing for every direction
(θ, φ) the radiance leaving the object surface.
As we saw in the previous chapter, both spherical harmonics and
hemispherical harmonics are a collection of orthonormal functions suit-
able for decomposing hemispherical functions into a linear combination
of basis polynomials. To reconstruct the N -th band approximation S˜ of
the function S, we have to compute the scaled sum of the corresponding
harmonic functions:
S˜(θ, φ) =
N−1∑
l=0
l∑
m=−l
xml h
m
l (θ, φ) =
n∑
i=1
xihi(θ, φ)
where h refers to the actual basis used, and n = N2 is the total number
of the harmonic coefficients xi, obtained working out how much the
function S is like the basis functions hi (i.e. integrating the product of
the function S and the n harmonic functions hi over the unit sphere
Ω in case of spherical harmonics or the unit hemisphere Ω+ in case of
hemispherical harmonics):
xi =
∫
S(s)yi(s) ds
Given the set of M sample directions (θj, φj) distributed over the
hemisphere Ω+ and the corresponding color samples I
(j)
u,v projected from
the video sequence for each texel (u, v), we can approximate the integral
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in previous equation using Monte Carlo Integration as:
1
M
M∑
j=1
w(j) S(θj, φj) yi(θj, φj) = 1
M
M∑
j=1
w(j) Lum(I(j)u,v) yi(θj, φj)
where w(j) represents a weighting function for each sample j and is
equals to the reciprocal of its probability.
The biquadratic polynomial proposed in [5] to model the depen-
dence of luminance on light direction, can be used as well.
Given the projections (du, dv) of the view direction vector into the
local texture coordinate system (u, v), the resultant surface luminance
S at that coordinate can be modulated as
S(u, v; du, dv) ≈ x0(u, v)d2u + x1(u, v)d2v + x2(u, v)dudv+
x3(u, v)du + x4(u, v)dv + x5(u, v)
(4.11)
Therefore, to approximate the specular component of the dichro-
matic reflection model, for each texel (u, v) independently we obtain
the n coefficients xi by computing the best fit to the residual between
the color samples {I(j)u,v} and the diffuse color Du,v using Singular Value
Decomposition.
The algorithm proceeds as follows (psuedocode is given in algorithm
4.5.1).
Up to now, for each texel (u, v), we have retrieved the set of color
samples Su,v = {I(j)u,v ∈ RGB}, the set Qu,v = {q(j)u,v ∈ [0, 1]} contain-
ing the quality of each sample, the 3D position p and normal ~n of
the corresponding surface point p(x0, y0, z0), by means of the camera
projection matrices recovered at the registration phase (section 4.2).
Furthermore, an estimate of the diffuse color Du,v has been computed
using the algorithm 4.4.1.
In this step, for each texel (u, v), we compute independently the best
fit to the chosen model. A system of linear equations is constructed:
Ax = b (4.12)
where A is an m× n matrix, x is a column vector with n entries, and
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Algorithm 4.5.1: Fitting(u, v, Su,v, Qu,v, p, ~n,Du,v)
comment: Fit the model for the texel (u, v)
A← {}
b← {}
Cu,v ← {}
k ← 0
dl← Lum(Du,v)
for each I
(j)
u,v ∈ Su,v
do

~v
(j)
loc ← ToLocalSpace(c(j) − p, ~n)
A[k]←ModelCoeffs(~v(j)loc) ∗
√
q
(j)
u,v
b[k]← (Lum(I(j)u,v)− dl) ∗
√
q
(j)
u,v
k ← k + 1
x← SVD(A, b)
Insert(Cu,v, x)
comment: Cu,v now contains the computed coefficients
b is a column vector with m entries:
a11u,v a
12
u,v . . . a
1n
u,v
a21u,v a
22
u,v . . . a
2n
u,v
...
...
. . .
...
aj1u,v a
j2
u,v . . . a
jn
u,v
...
...
. . .
...
am1u,v a
m2
u,v . . . a
mn
u,v


x1
x2
...
xi
...
xn

=

∆L1
∆L2
...
∆Lj
...
∆Lm

(4.13)
• A contains the n model coefficients for each sample j of the texel
(u, v); for spherical and hemispherical harmonics, {ajiu,v} are cal-
culated by converting the associated viewing direction in spheri-
cal coordinates and computing equations (3.9) and (3.16) respec-
tively. On the other hand, for the biquadratic polynomial, {ajiu,v}
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are calculated as:
aj0u,v = d
2
u
aj1u,v = d
2
v
aj2u,v = dudv
aj3u,v = du
aj4u,v = dv
aj5u,v = 1
where (du, dv) are projections of the normalized viewing vector of
the sample j into the local texture coordinate system (u, v).
• b includes the difference in luminance between the sample j and
the estimated diffuse color Du,v
• x represents the solution of the system, namely the vector of the
computed coefficients for the texel (u, v)
In order to compute the model coefficients {ajiu,v} for the sample j
of the texel (u, v), the associated view direction v(j), given by
~v(j) =
c(j) − p
‖c(j) − p‖ (4.14)
where c(j) is the camera position for the frame j, must be transformed
into the local coordinate system of the surface point p. This coordi-
nate system varies over the object, and it assumes that each point p
is at (0, 0, 0) and that the surface normal ~nloc at each point is (0, 1, 0).
Therefore, a rotation matrix must be defined in order to transform ~v(j)
into ~v
(j)
loc .
Since we want the normal ~n(x~n, y~n, z~n) in the local coordinate sys-
tem as
~nloc(0, 1, 0)
the rotation angle θ is given by the dot product
~nloc · ~n = (0, 1, 0) · (x~n, y~n, z~n) = y~n
while the axis of rotation is defined by the cross product
~nloc × ~n = (0, 1, 0)× (x~n, y~n, z~n) = (z~n, 0,−x~n)
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Given the direction ~v
(j)
loc , the coefficients {ajiu,v} are computed ac-
cording to the chosen model as reported earlier.
The elements {∆Lj} of the vector b are represented by the differ-
ence in luminance between the sample j and the estimated diffuse color
Du,v:
∆Lj = Lum (I(j)u,v)− Lum (Du,v) (4.15)
This value is clamped in the range [0, 1]. A ∆Lj greater than 0 rep-
resents a positive variation in luminance from the basic diffuse color,
namely a specular sample.
The Singular Value Decomposition (SVD) is used to solve the sys-
tem of linear equations. In practice, we exploit the quality information
q
(j)
u,v related to each sample j as weight to compute the weighted least
square solution of the system:
minx ‖
√
Q(Ax− b)‖2
Q =

q
(1)
u,v 0 . . . 0
0 q
(2)
u,v . . . 0
...
...
. . .
...
0 0 . . . q
(m)
u,v

(4.16)
where Q is a diagonal matrix containing the weights q
(j)
u,v.
The weighted least square solution allows to reduce the influence
of a combination of mis-registrations of the geometry, errors in camera
tracking and artifacts in the video images, which can alter the realism
of the result.
Finally, the computed coefficients Cu,v = {x1, x2, . . . , xn} are stored
into a binary file.
4.6 Compression
The output of the system are two texture maps, one defining the diffuse
color of each texel (u, v) as an RGB value, and the other defining the
coefficients {Cu,v} used to reconstruct the view-dependent appearance
of the object surface (the specularities) as a function of the view di-
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rection. The latter contains n layers of floating-point coefficients. The
value of n depends on the model used and on the desired quality.
To compress the map of coefficients {Cu,v}, we use the same ap-
proach of Polynomial Texture Maps. We compute and store n scale
(λi) and bias (Ωi) values, one for each layer i of coefficients. This
allows us to store the coefficients as 8-bit integers, thus achieving a
compression factor of 4 on the overall storage requirements.
For each layer i we compute the maximum and minimum values
(Maxi,Mini) and then we save the corresponding scale (λi) and bias
(Ωi) values as:
λi = Maxi −Mini
Ωi = Mini
(4.17)
During compression these values are applied to the floating-point coef-
ficients x
(i)
u,v, to obtain the 8-bit integers x̂
(i)
u,v:
x̂(i)u,v =
x
(i)
u,v − Ωi
λi
(4.18)
and analogously the inverse relation:
x(i)u,v = x̂
(i)
u,vλi + Ωi (4.19)
is used for decompression.
This is a lossy compression technique based on the quantization of
the coefficients in 256 values. The compressed texture can be used for
most applications and will produce images in general free from visible
artifacts, but there’s no guarantee on the absolute value of the error
on each pixel. In particular, some problems have been observed as the
number of coefficients increases, since typically the order of magnitude
of the range of coefficient values increases as well.
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4.7 Rendering
The rendering process is straightforward. Each pixel in the image plane
of the camera defines an incoming ray in some direction ~v. Suppose
the ray intersect the mesh at a point p. The corresponding texture co-
ordinates (u, v) are known. The adopted dichromatic reflection model
allows to provide an additive representation of the object surface ap-
pearance. Given the surface light field texture map T and the current
observer position c, the color of p is given by
Color(p) = Du,v + Is ·
n∑
i=1
aixi (4.20)
where
• Du,v is the diffuse color of the texel (u, v);
• ai ∈ Au,v are the coefficients of the model, computed for the
the current view direction in the local coordinate system of p.
In particular, for spherical and hemispherical harmonics, ai are
calculated by converting the viewing direction in spherical coordi-
nates and computing equations (3.9) and (3.16) respectively. On
the other hand, for the biquadratic polynomial, ai are calculated
as:
a0 = d
2
u
a1 = d
2
v
a2 = dudv
a3 = du
a4 = dv
a5 = 1
where (du, dv) are projections of the normalized viewing vector
into the local texture coordinate system (u, v);
• xi ∈ Cu,v are the coefficients retrieved from the texture map T ;
• Is is a user-defined parameter to change the intensity of the spec-
ularity (the default value is 1.0). It allows the user to enhance
the highlights as desired.
The summation term in the formula above allows to reconstruct the
specular component of the surface point for the current view direction.
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Algorithm 4.7.1: Render(p, c, T )
comment: Redering
Su,v ← 0
Cu,v ← {}
Au,v ← {}
(u, v)← TextureCoords(p)
Du,v ← DiffuseColor(T, u, v)
Cu,v ← SpecularCoeffs(T, u, v)
~vloc ← ToLocalSpace(c− p, ~n)
Au,v ←ModelCoeffs(~vloc)
for i← 1 to n
do Su,v ← Su,v + Au,v[i] ∗ Cu,v[i]
Color ← Du,v + Su,v
4.8 Implementation
In this section we briefly give some details about the implementation
of the software and the external libraries used.
The major contribution of this thesis is a framework for acquisi-
tion, estimation and compression of a novel representation of surface
light fields. We have developed also an interactive software viewer that
proves how unconstrained walking through and photorealistic images
of an object can be obtained with our representation at real-time rates.
The system is written in C++, based on Qt for the user interface
and on OpenGL for rendering. To solve the system of linear equations
(eq. (4.13)) the Eigen library has been chosen for its simplicity and
performance [21]. The VCG library has been exploited for triangle
mesh management. Finally, to speed up the estimation process, some
parallelization has been applied through the OpenMP library.
4.8.1 Estimation
Constructing a surface light field is certainly a time-consuming and
tedious process. The required amount of data to represent complex re-
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flectance properties is quite large, often dozens of gigabytes are needed.
Considering the huge size of the input data, we have structured the
estimation process as depicted in Figure 4.7.
Samples 
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Component
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Compression
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 {D          u,v }   i
Figure 4.7: The surface light field estimation process.
The texture-space of the spatial maps produced as output is subdi-
vided into tiles (Figure 4.8), whose size is parametric with respect to
the available memory and the number of frames of the video sequence.
Each tile Ti is identified by the texel bottom-left and top-right coor-
Figure 4.8: Subdivision of the texture space into tiles. Each tile
Ti is identified by the texel bottom-left and top-right coordinates
{(ul, vl), (ur, vr)}.
58 CHAPTER 4. SURFACE LIGHT FIELD ESTIMATION
dinates {(ul, vl), (ur, vr)}, and is processed by performing a four-step
algorithm:
• in the first stage, for each texel (u, v) in the tile Ti, the set of color
samples Su,v = {I(j)u,v ∈ RGB}, the set Qu,v = {q(j)u,v ∈ [0, 1]} con-
taining the quality of each sample, the 3D position p and normal
~n of the corresponding surface point p(x0, y0, z0) are retrieved
• this data is then used in the second stage to compute an approx-
imation of the diffuse color Du,v for the texels in Ti
• both the diffuse colors {Du,v}i and the data projected from the
video are needed to compute the best fit of the model in the third
stage
• finally, the computed coefficients Ci for the current tile Ti are
compressed and stored into a binary file representing the com-
pression of the surface light field
The projection of the set of color samples Su,v for each texel (u, v) in
the tile Ti, performed in the first step of the algorithm, is implemented
in GPU using the camera projection matrices (eq. (4.1)) recovered at
the registration phase (section 4.2).
An estimate of the diffuse color for each texel (u, v) in Ti is then
obtained in the second stage by applying the resampling strategy pre-
sented in section 4.4. The parameters pt and θt, representing respec-
tively the percentage of samples having the lowest luminance to be dis-
carded and the angle threshold used to identify the specular samples,
are set by the user according to the specific acquisition environment
and his personal experience. The diffuse color is saved into a standard
2D texture RGB using the PNG format.
The third stage computes the best fit of the model for each texel
(u, v) independently; a weighted system of linear equations S is con-
structed using the projected data. The Eigen library is used to solve S
by applying the Singular Value Decomposition (SVD).
Each of the models presented in section 4.5 requires a dense sam-
pling over the hemisphere surrounding every surface point to accu-
rately capture the light-surface interaction and avoid banding effects.
As shown in Figure 4.9, this is not our case. We have a dense sampling
only in the path followed by the camera during the video sequence. The
other areas of the hemisphere are not covered.
In order to avoid banding effects due to unsampled regions, since our
goal is to correctly capture the behavior visible in the video sequence,
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Figure 4.9: Sample distribution over the hemisphere surrounding a
surface point p(x0, y0, z0). The view direction corresponding to each
sample is projected onto the local coordinate system of the point. In
this space, the point has normal ~nloc(0, 1, 0).
x
z
Figure 4.10: Sample distribution over the hemisphere surrounding a
surface point p(x0, y0, z0) projected onto a plane.
we have decided to evenly distribute a basic value in the areas of the
hemisphere not covered by the video. This value is represented by
the diffuse color of the texel estimated in the previous step. Therefore,
where there’s no data we assume no specular behavior. This is required
to allow the model to accurately interpolate between samples in every
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region of the hemisphere, thus producing visually realistic results.
Finally, compression takes place and coefficients are stored into a
binary file.
4.8.2 Rendering
The rendering algorithm use the OpenGL Shading Language (GLSL)
to alter the vertex- and fragment-processing stages of the graphics
pipeline. The surface light field representation is loaded into the GPU
internal memory as a 3D texture for the specular component, plus a
standard 2D texture RGB containing the diffuse color. The layer i of
the 3D texture contains the layer i of the coefficients {Cu,v}.
Given the observer position, the vertex-shader transforms the cur-
rent view direction in the local coordinate system of the vertex, and
computes the coefficients ai of the model associated with the surface
light field (function getModelCoeffs). These coefficients are then inter-
polated across the primitive and received by the fragment-shader. Once
the diffuse color Du,v and the n coefficients xi are retrieved from the
GPU memory, the color of the fragment is computed using eq. (4.20).
A simplified version of the GLSL implementation of vertex and
fragment shaders is shown below.
Source Code 1 Vertex Shader
1 out vec2 texCoord;
2 out float modelCoeffs[N_COEFF];
3
4 void main()
5 {
6 texCoord = gl_MultiTexCoord0.xy;
7
8 vec3 normal = normalize (gl_NormalMatrix * gl_Normal);
9 vec4 eyePos = gl_ModelViewMatrix * gl_Vertex;
10 vec3 viewDir = normalize (-eyePos.xyz);
11
12 mat3 m = localSpaceMatrix (normal);
13 vec3 localViewDir = normalize (m * viewDir);
14
15 getModelCoeffs (localViewDir, modelCoeffs);
16
17 gl_Position = ftransform();
18 }
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Source Code 2 Fragment Shader
1 uniform sampler2DArray Coeffs;
2 uniform sampler2D DiffuseTexture;
3 uniform float intensity;
4 in vec2 texCoord;
5 in float modelCoeffs[N_COEFF];
6
7 void main()
8 {
9 vec4 color = texture (DiffuseTexture, texCoord).rgba;
10 float specular = 0;
11
12 for (int i = 0; i < N_COEFF; i++)
13 {
14 vec3 t = vec3 (texCoord, i);
15 specular += texture (Coeffs, t).r * modelCoeffs[i];
16 }
17 color.rgb += intensity * specular;
18 gl_FragColor = clamp (color, vec4 (0.0), vec4 (1.0));
19 }
4.8.3 External Libraries
Qt The Qt library [22] has been used to implement the interface of
the system. Qt is a cross-platform application and UI framework for
developing C++ applications for desktop, mobile, and embedded oper-
ating systems. Qt uses a special code generator (called the Meta Object
Compiler, or moc) together with several macros that enrich the C++
language. The framework includes non-GUI features such as thread
management, XML parsing, file handling, SQL and network support.
The QtOpenGL module contains classes that enable the use of OpenGL
in rendering 3D graphics.
VCG Lib The VCG Lib [23], developed at the Visual Computing Lab
of ISTI - CNR (Pisa), has been exploited for triangle mesh manage-
ment. It is a C++ template library for 3D mesh processing. It provides
all kinds of algorithms for managing point clouds, edge meshes, triangle
meshes and tetrahedral meshes.
OpenGL The graphics library used for visualization is OpenGL [24].
OpenGL, or Open Graphics Library, is a hardware-independent graph-
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ics API for writing interactive 2D and 3D graphics applications. Im-
plementations are available on many window systems, including X and
Windows.
OpenGL is organized as a state machine. Programmers can control
the state by executing commands that modify OpenGL internal state
variables. Its low-level design allows applications to have real freedom
for implementing novel rendering algorithms.
Starting from version 2.0, it includes the OpenGL Shading Lan-
guage (GLSL) [25], that is a high-level C-like shading language for
OpenGL. It gives developers more direct control of the graphics pipeline
by providing fragment- and vertex-shaders. GLSL allows to implement
customized rendering algorithms that cannot be achieved using the
classic rendering pipeline.
Eigen Eigen [26] is a C++ template library for linear algebra: matri-
ces, vectors, numerical solvers, and related algorithms. We have used
it to solve the system of linear equations by applying Singular Value
Decomposition.
OpenMP To speed up the estimation process, some parallelization
has been applied through the OpenMP library. OpenMP [27] is an API
for multi-platform shared-memory parallel programming in C/C++
and Fortran. OpenMP provides a portable, scalable model for devel-
opers of shared memory parallel applications. It consists of a set of
compiler directives and functions able to influence the run-time behav-
ior of the program.
Chapter 5
Results
In order to evaluate and compare the techniques described in the pre-
vious chapters, several tests have been performed.
We have acquired the video sequences by moving a LDR camera
around the target object. Each video has been acquired under a dif-
ferent lighting environment. Three different objects have been used as
video subjects. To illuminate the object we have placed three point-
light sources in fixed positions. The 3D geometry of the object has
been acquired with the 3D laser scanner Konica Minolta VI-910 and
further simplified to a medium resolution to allow the texture param-
eterization.
As reported earlier, to reconstruct the specular component of the
object surface appearance, three different models have been analyzed.
These are based respectively on spherical harmonics (SH), hemispher-
ical harmonics (HSH) and a biquadratic polynomial (BPOL).
All tests have been performed on a notebook HP Pavilion dv5-
1144el with a 2.53 Ghz Intel Core2 Duo Processor T9400, 4 GB of
RAM and an NVIDIA GeForce 9600M GT (512 MB), running Debian
GNU/Linux 6.0.4.
In the following sections, after a brief description of error metrics
used to evaluate the results, the reconstructions of the object appear-
ance are examined. For each object, we report data related to the
acquired video and we include the obtained performance for estimating
and rendering the surface light field, with respect to execution time and
memory usage. Furthermore, we show and discuss the diffuse texture
estimated and the reconstructions obtained with the three models. A
table that summarizes the error with respect to the original images is
also reported. It includes as well the error between the original images
and the diffuse texture alone, in order to highlight the improvement
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introduced by adding the specular term.
5.1 Error Metrics
The difference between the input video images and the renderings pro-
duced by our representation of the surface light field can be described
both qualitatively and quantitatively. A qualitative evaluation is based
upon observations made by the human eye and, obviously, tends to be
subjective. On the other side, a more objective evaluation is given by
quantitative measures.
The metrics used to measure image fidelity can be divided into two
main categories: distortion metrics and perceived fidelity metrics. Dis-
tortion metrics describe a mathematically measurable physical change
in intensity, color or noise between images. Fidelity metrics, on the
other hand, try to describe mathematically the perceived difference
between images by using models of human vision and perception.
In order to compare the original images with the obtained render-
ings, we use two different metrics: the Mean Squared Error (MSE), a
distortion metric, and the Structural SIMilarity (SSIM) index, a per-
ceived fidelity measure.
The Mean Squared Error is a statistical measure to quantify the
difference between values. It corresponds to the average squared dif-
ference between the actual observations and the values derived by the
model.
Although inaccurate in predicting perceived distortion, MSE is per-
haps the most widely used measure of fidelity in image processing.
Given two images A and B, and their respective pixel values {a1, a2,
. . . , ai, . . . , aN} and {b1, b2, . . . , bi, . . . , bN}, the MSE is computed as:
MSE (A,B) =
1
N
N∑
i=1
(ai − bi)2 (5.1)
The squared difference mitigates small errors between two pixels but
penalizes large ones.
On the other hand, the Structural Similarity approach is based on
the observation that images usually present strong neighbor depen-
dencies, which give significant information about the structure of the
objects in the scene.
The main idea underlying the SSIM method is that the human
visual system is very sensitive to the structural distortions and tends
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to automatically compensate for the nonstructural ones.
The SSIM concepts were formally specified in [6]. Given two im-
ages to be compared and two local patches x and y taken from the
same image location, the local SSIM score measures the similarities
between the two patches with respect to three different components:
the luminance comparison l(x, y), the contrast comparison c(x, y), and
the similarity of the patch structures s(x, y). These values are then
combined together to form the local SSIM as
SSIM (x, y) = l(x, y) · c(x, y) · s(x, y) =
(
µxµy + C1
µ2x + µ
2
y + C1
)
·(
2σxσy + C2
σ2x + σ
2
y + C2
)
·
(
σxy + C3
σxσy + C3
) (5.2)
where (µx, µy) and (σx, σy) are, respectively, the sample means and
standard deviations of x and y, and σxy is the sample cross correlation
of x and y after removing their means. In order to avoid numerical
instability, small positive constants C1, C2, and C3 are used.
The SSIM score is computed locally moving a sliding window patch-
by-patch across the image. The SSIM index of the entire image is finally
computed by simply averaging the SSIM scores across the image.
As the original paper, we use an 11x11 circular-symmetric Gaussian
sliding window with standard deviation of 1.5 samples.
Both MSE and SSIM measures are computed in the RGB color
space by averaging the value calculated for each channel.
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5.2 Gnome
The first test case is a little ceramic statuette of a gnome. It is painted
with two different types of paint having different reflection character-
istics. A high specular painting with small sharp specularities on the
hat, and a diffuse painting with several albedo changes on the body.
Video Length: 2092 frames
Frame Resolution: 1960x1080
Triangular Mesh: 100972 vertices and 182020 faces
Texture Resolution: 2048x2048
Estimation Time: About 3 hours
Rendering
FPS Memory
BPOL 42.5 40 MB
HSH2 42.8 32 MB
HSH3 33.5 52 MB
HSH4 18.5 80 MB
SH3 24.0 52 MB
SH4 15.1 80 MB
SH5 10.0 116 MB
Table 5.1: Frame per second (FPS) and memory usage for the rendering
process.
As shown in Figure 5.1, we have selected two frames to compare
the original images with the synthesized ones.
Diffuse Color The diffuse color estimated is shown in Figure 5.2.
The retrieved diffuse color does not present discontinuities and ar-
tifacts, and it includes the object self-shadowing effects.
All the highlights have been successfully removed. However, some
blurred specular trails are visible across the hat.
The texture presents also some black regions, which are due to
insufficient number of samples.
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Surface Light Field Reconstruction The renderings obtained by
our reconstruction approach are depicted in the next pages.
Figure 5.3 shows the poor efficacy of the biquadratic polynomial
model in capturing sharp specular effects. This limitation is due to the
low flexibility of the model to represent a wide variation in radiance. All
the sharp specularities appear very smooth and are spread throughout
the surface resulting in a disturbing unrealistic appearance.
The results improve with the hemisperical harmonics reconstruc-
tion, as depicted in Figures 5.4 and 5.5. A higher number of bands
produces sharper and brighter highlights.
Figures 5.6 and 5.7 show the approximations achieved through the
spherical harmonics model. Especially, the renderings obtained with a
5-th order representation of the surface light field are the closest to the
original images.
Both spherical and hemispherical harmonics models behave quite
well even in the back of the object. However, since here specularities
appear always in areas near to depth discontinuities and borders, the
low quality assigned to these samples during the fitting procedure con-
tributes to produce a smoothing effect even with the 4-th and 5-th order
approximations. Certainly, high orders would produce better results,
at the cost of increased rendering time.
Finally, Figure 5.8 shows a rendering obtained with a different value
for the light intensity Is in the rendering formula (eq. (4.20)).
MSE SSIM
Frame 0 Frame 1266 Frame 0 Frame 1266
diffuse 0.003089 0.005061 76.533% 69.449%
BPOL 0.002947 0.001344 77.190% 75.239%
HSH2 0.003059 0.001472 76.879% 74.677%
HSH3 0.002661 0.001017 78.211% 76.585%
HSH4 0.002543 0.000843 79.024% 77.915%
SH3 0.002695 0.001088 78.099% 76.311%
SH4 0.002581 0.000908 78.673% 77.023%
SH5 0.002515 0.000883 79.232% 77.549%
Table 5.2: MSE and SSIM values for the reconstructions.
The qualitative observations made for the renderings are confirmed
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by Table 5.2, which summarizes the error of the reconstructions and
where you can notice the trend towards higher accuracy for both hemi-
spherical and spherical harmonics models.
For the Frame 0, the BPOL and HSH2 reconstructions show a
slightly lower error with respect to the diffuse texture alone. This
is due to the fact that the original image is almost exclusively charac-
terized by sharp specularities, which are difficult to capture with few
coefficients.
On the other hand, the reconstructions of the Frame 1266 obtain
a significant improvement even with few coefficients. Actually, the
shadow visible in the diffuse texture on the left of the statuette disap-
pears by adding the specular term of the representation.
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(a) Frame 0 (b) Frame 1266
Figure 5.1: Gnome.
specular
trails
black
region
black
region
(a) Frame 0 (b) Frame 1266
Figure 5.2: Gnome Diffuse Color. All the highlights have been success-
fully removed. Still some blurred specular trails are visible across the
hat. Black regions are due to an insufficient number of samples.
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(a) Original (b) BPOL
(c) Original (d) BPOL
Figure 5.3: Gnome - Frame 0 and Frame 1266. Biquadratic polyno-
mial reconstructions. The renderings show the major drawback of this
model: all the sharp specularities appear very smooth and are spread
throughout the surface. On the other hand, the low specular behavior
is correctly captured.
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(a) Original (b) HSH2
(c) HSH3 (d) HSH4
Figure 5.4: Gnome - Frame 0. Hemispherical Harmonics reconstruction
using 2, 3 and 4 bands respectively. The rendering obtained with the 2-
nd order approximation presents results very similar to the biquadratic
polynomial. The reconstructions with 3 and 4 bands produce highlights
substantially sharper.
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(a) Original (b) HSH2
(c) HSH3 (d) HSH4
Figure 5.5: Gnome - Frame 1266. Hemispherical Harmonics recon-
struction using 2, 3 and 4 bands respectively. The hemispherical har-
monics model behaves quite well even in the back of the object. How-
ever, since here specularities are always present in areas near to depth
discontinuities and borders, the low quality assigned to these samples
contributes to produce a smoothing effect even with the 4-th order
approximation.
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(a) Original (b) SH3
(c) SH4 (d) SH5
Figure 5.6: Gnome - Frame 0. Spherical Harmonics reconstruction
using 3, 4 and 5 bands respectively. The same observations made for
hemispherical harmonics hold for the spherical harmonics model. The
3-rd order reconstruction is quite similar to Figure 5.3b. The 5-th order
approximation certainly gives the best result.
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(a) Original (b) SH3
(c) SH4 (d) SH5
Figure 5.7: Gnome - Frame 1266. Spherical Harmonics reconstruction
using 3, 4 and 5 bands respectively. These show how the smoothing
effect on specularities gradually disappear by increasing the number of
bands.
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(a) Original (b) SH5 Enhanced
Figure 5.8: Gnome. Intensity Enhancement. Rendering obtained with
a 5-th order spherical harmonics approximation and light intensity Is =
1.6.
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5.3 Dwarf
The second object is a terracotta-statue of a dwarf. It is about 5
times bigger than the gnome statuette and presents several reflective
behaviors with different degree of specularity.
Video Length: 3381 frames
Frame Resolution: 1960x1080
Triangular Mesh: 142786 vertices and 261138 faces
Texture Resolution: 2048x2048
Estimation Time: About 3.5 hours
Rendering
FPS Memory
BPOL 33.0 40 MB
HSH2 32.9 32 MB
HSH3 25.6 52 MB
HSH4 15.3 80 MB
SH3 19.2 52 MB
SH4 12.1 80 MB
SH5 08.0 116 MB
Table 5.3: Frame per second (FPS) and memory usage for the rendering
process.
In Figure 5.9, we show two frames used to compare the original
images with the synthesized ones.
Diffuse Color The diffuse color estimated is depicted in Figure 5.10.
Except for some smooth highlight trails spread throughout the sur-
face, all the specularities disappear. The artifacts and discontinuities
due to inhomogeneous lighting in the video for neighboring pixels are
successfully removed. Furthermore, the captured self-shadowing en-
hance realism.
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Surface Light Field Reconstruction The renderings obtained by
our reconstruction approach are shown in the next pages.
In Figure 5.11 you can see again how the biquadratic polynomial
fails to model in an appropriate way the specular component of the
reflection.
The hemispherical harmonics approximations, depicted in Figures
5.12 and 5.13, capture most of the features of the input data, but
the highlights are less bright. However, an increase of the number of
coefficients results in a trend toward sharper specularities.
Figures 5.14 and 5.15 show the reconstructions achieved through
the spherical harmonics model. Not surprisingly, the 5-th order rep-
resentations exhibit the most accurate results. However, even 5 bands
are unable to capture the highlight at the top of the nanolo’s head vis-
ible in frame 0. Actually, in our setup it is difficult to capture extreme
angles due to the projection step. Small errors in the mesh or camera
pose estimate lead to assign a low quality to these points, which are
crucial for representing the highlights that occur at extreme grazing
angles.
Finally, another example of intensity enhancement of the specu-
lar component is shown in Figure 5.16. An enhancement in intensity
reflects a visually greater fidelity.
MSE SSIM
Frame 0 Frame 592 Frame 0 Frame 592
diffuse 0.003075 0.003149 85.187% 87.086%
BPOL 0.001848 0.002028 87.138% 87.830%
HSH2 0.002027 0.002246 87.169% 87.295%
HSH3 0.001259 0.001616 88.365% 88.264%
HSH4 0.001020 0.001188 89.040% 89.205%
SH3 0.001317 0.001764 87.905% 88.234%
SH4 0.001066 0.001434 88.478% 88.962%
SH5 0.000932 0.001238 88.818% 89.462%
Table 5.4: MSE and SSIM values for the reconstructions.
As you can see in Table 5.4, for both hemispherical and spheri-
cal harmonics the MSE and SSIM measures improve as the number
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of bands increases. Compared to the gnome subject, the results ob-
tained show a higher accuracy. This is due both to the greater number
of frames (and therefore of samples) and to the characteristics of the
object surface.
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(a) Frame 0 (b) Frame 592
Figure 5.9: Dwarf.
(a) Frame 0 (b) Frame 592
Figure 5.10: Dwarf Diffuse Color. Except for some smooth highlight
trails spread throughout the surface, all the specularities disappear.
No texture discontinuities or artifacts are present. The captured self-
shadowing enhance realism.
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(a) Original (b) BPOL
(c) Original (d) BPOL
Figure 5.11: Dwarf - Frame 0 and Frame 592. Biquadratic polynomial
reconstructions. The low flexibility of the model is reflected in a very
smooth appearance of specularities.
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(a) Original (b) HSH2
(c) HSH3 (d) HSH4
Figure 5.12: Dwarf - Frame 0. Hemispherical Harmonics reconstruc-
tion using 2, 3 and 4 bands respectively. The representations capture
most of the features of the input data, but the highlights are less bright.
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(a) Original (b) HSH2
(c) HSH3 (d) HSH4
Figure 5.13: Dwarf - Frame 592. Hemispherical Harmonics reconstruc-
tion using 2, 3 and 4 bands respectively. The rendering obtained with
the 2-nd order approximation presents results very similar to the bi-
quadratic polynomial. The 3-rd and 4-th order approximations give
better results.
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(a) Original (b) SH3
(c) SH4 (d) SH5
Figure 5.14: Dwarf - Frame 0. Spherical Harmonics reconstruction
using 3, 4 and 5 bands respectively. Not surprisingly, an increase in
number of bands produces sharper and brighter highlights.
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(a) Original (b) SH3
(c) SH4 (d) SH5
Figure 5.15: Dwarf - Frame 592. Spherical Harmonics reconstruction
using 3, 4 and 5 bands respectively. The renderings show that lower
orders of approximation correspond to lower fidelity results.
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(a) Original (b) SH5 Enhanced
Figure 5.16: Dwarf. Intensity Enhancement. Rendering obtained with
a 5-th order spherical harmonics approximation and intensity Is = 1.6.
An enhancement in light intensity produces a more accurate result.
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5.4 Buddha
The third object is a small statuette of a buddha, painted with acrylic
coatings. The gold paint presents a high reflective behavior. On the
other side, the dark-red paint shows smoother reflections, while the
black one is quite diffuse.
Video Length: 2413 frames
Frame Resolution: 1960x1080
Triangular Mesh: 143050 vertices and 262385 faces
Texture Resolution: 2048x2048
Estimation Time: About 3.2 hours
Rendering
FPS Memory
BPOL 33.9 40 MB
HSH2 32.9 32 MB
HSH3 26.4 52 MB
HSH4 18.8 80 MB
SH3 19.9 52 MB
SH4 12.2 80 MB
SH5 08.3 116 MB
Table 5.5: Frame per second (FPS) and memory usage for the rendering
process.
Again, we have selected two frames to compare the original images
with the synthesized ones (Figure 5.17).
Diffuse Color Figure 5.18 shows the diffuse color estimated. It
proves once again the effectiveness of the algorithm.
Artifacts and specularities have been correctly removed, resulting
in a texture with no discontinuities.
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Surface Light Field Reconstruction The next pages include the
renderings produced by our reconstruction approach.
Figure 5.19 reports the results obtained with the biquadratic poly-
nomial model. Even if specularities appear more blurry than the orig-
inal images, the improvements introduced by the specular component,
compared to the diffuse texture alone, are evident.
The hemispherical harmonics reconstructions (Figures 5.20 and 5.21)
are closer to the original images, especially the 3-rd and 4-th order ap-
proximations look very realistic.
The same can be said for the reconstructions obtained with spherical
harmonics (Figures 5.22 and 5.23). An increase of the number of bands
produces brighter and sharper highlights.
MSE SSIM
Frame 41 Frame 2080 Frame 41 Frame 2080
diffuse 0.005171 0.005666 83.247% 79.546%
BPOL 0.002008 0.002601 85.525% 83.282%
HSH2 0.002035 0.002728 85.890% 83.788%
HSH3 0.001572 0.001972 87.087% 85.948%
HSH4 0.001295 0.001538 87.835% 87.322%
SH3 0.001783 0.002237 85.830% 84.402%
SH4 0.001505 0.001788 86.624% 85.650%
SH5 0.001374 0.001635 86.897% 86.178%
Table 5.6: MSE and SSIM values for the reconstructions.
Table 5.6 summarizes the comparison between the original images
and our reconstructions with the two metrics, MSE and SSIM. Cer-
tainly, the hemispherical harmonics model gives the best results.
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(a) Frame 41 (b) Frame 2080
Figure 5.17: Buddha.
(a) Frame 41 (b) Frame 2080
Figure 5.18: Buddha Diffuse Color. The texture does not contain dis-
continuities. The only highlight trail no completely removed is the one
in the right foot.
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(a) Original (b) BPOL
(c) Original (d) BPOL
Figure 5.19: Buddha - Frame 41 and Frame 2080. Biquadratic poly-
nomial reconstructions. The reflections on the gold paint are correctly
captured, however specularities appear very smooth.
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(a) Original (b) HSH2
(c) HSH3 (d) HSH4
Figure 5.20: Buddha - Frame 41. Hemispherical Harmonics recon-
struction using 2, 3 and 4 bands respectively. The rendering with the
2-nd order approximation is very similar to the biquadratic polynomial
one. Increasing the number of bands, highlights get brighter.
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(a) Original (b) HSH2
(c) HSH3 (d) HSH4
Figure 5.21: Buddha - Frame 2080. Hemispherical Harmonics recon-
struction using 2, 3 and 4 bands respectively. You can see how the
rendering with the 4-th order approximation appears very close to the
original image.
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(a) Original (b) SH3
(c) SH4 (d) SH5
Figure 5.22: Buddha - Frame 41. Spherical Harmonics reconstruction
using 3, 4 and 5 bands respectively. The low-order reconstruction leads
to more blurry specularities.
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(a) Original (b) SH3
(c) SH4 (d) SH5
Figure 5.23: Buddha - Frame 2080. Spherical Harmonics reconstruc-
tion using 3, 4 and 5 bands respectively. Highlights become increasingly
sharper, as the number of bands grows.
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(a) Original (b) SH5 Enhanced
Figure 5.24: Buddha. Intensity Enhancement. Rendering obtained
with a 4-th order hemispherical harmonics approximation and intensity
Is = 1.2. A little enhancement of the light intensity parameter produces
specularities closer to the original image.
Chapter 6
Conclusions
We have presented and developed a complete framework for acquiring,
compressing and rendering surface light fields of real-world objects.
The work has been entirely carried out at the Visual Computing
Lab of ISTI - CNR (Pisa).
The input of the system is a video sequence acquired moving a
camera around the target object, under fixed and unknown lighting
conditions, and a 3D model of the object itself. Each frame of the
video captures a view of the object from a different camera pose.
Starting from the registration of the video over the triangular mesh
and the recovered camera projection matrices, the system is able to:
• extract the set of color samples projected by each frame;
• estimate the position of the main light sources by means of an ac-
cumulation approach based on the detection of the color samples
that could present specular behavior;
• approximate the diffuse color of the object surface through a re-
sampling strategy that allows to discard all the specular samples;
• capture the view-dependent effects using the residual images ob-
tained by the difference between the color samples and the diffuse
color to compute the best fit to a parametric model, function of
the viewing direction.
The method accurately captures and reproduces the interaction be-
tween the object surface and the lighting environment in which the
video was captured. It takes advantage of an image-based representa-
tion of view-dependent effects and spatially varying appearance. This
representation is based on the separation of the diffuse and specular
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components of the color. The diffuse term is modeled as RGB value.
The specular component is captured by means of a parametric model
able to approximate hemispherical functions.
The proposed technique represents a different form of texture map-
ping, in which coefficients of a polynomial model are stored per texel
and allow the reconstruction of the object surface appearance from any
camera position. Novel images of the object can be obtained at inter-
active frame rates from arbitrary points of view and regardless of the
illumination complexity, allowing an unconstrained 3D navigation.
There are several advantages compared to related approaches:
• the use of a standard video camera in fixed lighting conditions
simplifies the acquisition step;
• the medium resolution 3D model allows to manage in a more
accurate way the shading effects and the occlusions;
• the method is based on the dichromatic reflection model, a very
simple and general model able to separate the diffuse and specular
components of the surface appearance that allows to estimate a
plausible appearance even if the distribution of the original color
samples in the visible hemisphere is not good.
It is worth to point out that our method does not assume any re-
flectance model and does not require any analysis of the surface prop-
erties. Therefore, it can be applied to objects with rough surfaces and
spatially varying materials; a scenario which is difficult to manage with
model-based methods.
6.1 Future Work
There are a number of directions for future work based on this research.
In this section we describe some possibilities.
One is the investigation of other spherical basis functions such as
Spherical Wavelets or Splines defined on the sphere or any other model
suitable for approximating hemispherical functions. It would be inter-
esting to compare them all within various acquisition environments and
with objects having different optical properties.
Certainly, the improvement of the performance of both rendering
and estimation processes is a major challenge. We identify two main
directions. As we store coefficients per texel, we could investigate the
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possibility to fit model coefficients in a per-vertex manner, in order to
decrease computation time and reduce the load of the fragment shader.
Furthermore, tests with low resolution meshes could be done, since
surface light fields (as bump maps) suggest more geometric details than
is actually present. However, a different registration strategy would be
required, since even small misalignment errors can dramatically affect
the reconstruction quality.
The second direction could be the study of new compression tech-
niques able to reduce memory requirements while keeping the random
access property and ensuring interactive frame rates. In particular, we
could try to exploit the redundancy of the reflectance over the surface
to construct clusters of coefficients and associate each texel to one of
them.
Finally, the capture system could be improved. The optimal capture
process would acquire radiance data from every direction at every point
on the surface. Obviously, this is impossible, not only because of the
huge amount of data that this would require, but because points are
often occluded from certain viewpoints. Given the triangular mesh
of the object, we could think of a computer aided procedure able to
generate the best path to be followed by the video camera in order to
obtain a sampling distribution as uniform as possible.
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