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EVERY SYMPLECTIC TORIC ORBIFOLD IS A CENTERED
REDUCTION OF A CARTESIAN PRODUCT OF WEIGHTED
PROJECTIVE SPACES
ALEKSANDRA MARINKOVIC´ AND MILENA PABINIAK
Abstract. We prove that every symplectic toric orbifold is a centered re-
duction of a Cartesian product of weighted projective spaces. A theorem of
Abreu and Macarini shows that if the level set of the reduction passes through
a non-displaceable set then the image of this set in the reduced space is also
non-displaceable. Using this result we re-prove that every symplectic toric
orbifold contains a non-displaceable fiber and we identify this fiber.
1. Introduction
A symplectic toric manifold (orbifold) is a symplectic manifold (orbifold)
(M, ω) equipped with an effective Hamiltonian action of a torus T , with dimM =
2dimT . Each symplectic toric orbifold has an associated moment map, µ :M→ t∗,
to the dual of the Lie algebra of T , which is unique up to translation.
If M is compact then the image of µ is a compact convex polytope in t∗, the
convex hull of the images of the fixed points of the action (Atiyah [2], Guillemin,
Sternberg [10]). Moreover, the polytope is Delzant, i.e. it is simple, rational and
smooth (see Section 2 for precise definitions). Delzant in [6] proved that compact
symplectic toric manifolds, up to equivariant symplectomorphism (definition in Sec-
tion 2), are classified by their moment map images, up to translation in t∗. In the
proof he uses the data encoded in the moment polytope to show that every such
manifold can be obtained from Cd, with the standard symplectic structure, by a
symplectic reduction (for some d ∈ N). This result was generalized to compact
symplectic toric orbifolds by Lerman and Tolman [14]. Compact symplectic toric
orbifolds (up to equivariant symplectomorphism) can be classified by compact, con-
vex, rational and simple polytopes (not necessarily smooth) with positive integers
attached to each facet (up to translation, keeping labels fixed). We will call a con-
vex rational polytope with positive integer labels attached to each facet a labeled
polytope. Compact symplectic toric orbifolds are also symplectic reductions of
Cd.
Thanks to the above correspondence between labeled polytopes and symplectic
toric orbifolds we can study the combinatorial properties of polytopes in order to
obtain some geometric information about the associated toric orbifolds. Note that
t
∗ is isomorphic (though not canonically) to Rn, where n denotes the dimension of
T . In Section 2 we specify an identification of t∗ with Rn that we use throughout
the paper. This allows us to think about µ(M) as a subset of Rn. Every convex
rational polytope is an intersection of some number of half spaces, and it can be
uniquely written as ∆ =
⋂d
i=1{x ∈ R
n|〈x,wi〉 ≤ li}, where d is the number of
facets, li are real numbers, and the vectors wi ∈ Z
n are primitive outward normals
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to the facets of the polytope. We denote by 〈·, ·〉 : Rn × Rn → R the standard
inner product. Moreover, if ∆ is a labeled polytope, then the labels ai ∈ N can be
incorporated in the description of the polytope by presenting the above half spaces
as {x ∈ Rn|〈x, aiwi〉 ≤ aili}. Hence, every convex rational labeled polytope can be
uniquely presented as
∆ =
d⋂
i=1
{x ∈ Rn|〈x, vi〉 ≤ λi},
where vi = aiwi and wi is the primitive outward normal, λi = ai li and ai ∈ N is
the label on the corresponding facet. Therefore the polytope has a trivial labeling
(all labels equal to 1) if and only if all the vi’s are primitive. We say that a labeled
polytope is monotone if λi = λ for every i = 1, . . . , d. Note that changing the
labels may change monotonicity (see Figure 1).
In Section 2, motivated by the work of Reid [18] and the toric minimal model
program of Gonzales andWoodward [9], we define a procedure of shrinking a labeled
polytope ∆ ⊂ Rn to a point. The idea is to move each facet of ∆ inward by
reducing each λi by the same amount. As a result we either get a point or a
lower dimensional polytope. In the second case we carry on shrinking this lower
dimensional polytope, and continue till we get to a point. We denote by M + 1
the number of “dimension drops” that occur while shrinking. The Lagrangian
torus fiber which is the preimage (under the moment map) of the final point of the
shrinking procedure is called the central fiber. Note that this definition does not
depend on the choice of identification t∗ ∼= Rn. If this final point is the origin, the
polytope is called centered at the origin. Note that every monotone polytope is
centered at the origin and that any polytope can be made centered at the origin by
an appropriate translation (adding a constant to the chosen moment map). Thus we
will always assume that the moment map image µ(M) = ∆ is a polytope centered
at the origin. With this assumption the central fiber is µ−1(0), the preimage of the
origin 0.
We are ready to state the first theorem.
Theorem 1.1. Every (compact, convex, rational) centered at the origin, labeled
polytope is an intersection of (compact, convex, rational) monotone labeled poly-
topes in one of the following ways:
∆ =
N⋂
k=0
∆˜nk (1.1)
if M = 0 or
∆ =
N⋂
k=0
∆˜nk ∩
M⋂
j=1
(∆˜k1+···+kj × Rn−(k1+···+kj)) (1.2)
ifM > 0, where dim ∆˜nk = dim∆ = n, for every k ∈ {0, . . . , N}, and dim ∆˜
k1+···+kj =
k1 + · · ·+ kj for every j ∈ {1, . . . ,M}.
We obtain the information needed to construct the polytopes ∆˜nk , ∆˜
l in Theorem
1.1 by analyzing how the face structure of ∆ changes while shrinking.
Remark 1.2. ∆ being smooth or simple does not imply that the polytopes on the
right hand side of (1.1) and (1.2) are either smooth or simple. See Examples 3.5
and 3.6.
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In our next result we use purely combinatorial Theorem 1.1 to present each sym-
plectic toric orbifold as a “centered” reduction of a product of weighted projective
spaces, as we now explain.
A weighted projective space CP(m1, . . . ,md), with (m1, . . . ,md) ∈ Z
d
+ coprime,
is a toric symplectic orbifold that is a symplectic reduction of (Cd, i2
∑d
k=1 dzk∧dz¯k)
with respect to a circle action: t ∗ (z1, . . . , zd) → (tm1z1, . . . , tmdzd). There is a
toric T d−1 action on CP(m1, . . . ,md), namely the residual action coming from the
standard T d−action on Cd. When at least one of the weights mj is equal to 1 (say
md = 1), then the corresponding polytope (centered at the origin) is
P =
d−1⋂
i=1
{x ∈ Rd−1| 〈x,−ei〉 ≤ λ} ∩ {x ∈ R
d−1| 〈x, (m1, . . . ,md−1)〉 ≤ λ}
where ei, i ∈ {1, . . . , d− 1} are coordinate vectors and λ is a positive real number
responsible for rescaling the symplectic form. If all the weights are trivial, i.e.
m1 = . . . = md = 1 we obtain a toric symplectic manifold CP
d−1. The central fiber
of CP(m1, . . . ,md) is
T0 = {[z1, . . . , zd] ∈ CP(m1, . . . ,md)| |z1|
2 = · · · = |zd|
2}.
The central fiber in a Cartesian product of weighted projective spaces is the product
of the central torus fibers of each weighted projective space.
Definition 1.3. A reduction of a Cartesian product of weighted projective spaces
is called a centered reduction if it goes through the central torus fiber of the
product.
Any symplectic toric orbifold can be presented as a symplectic reduction of one
weighted projective space, but this reduction is not necessarily centered (see Propo-
sition 4.3). It is worth looking for a centered reduction because often important
symplectic information, for example, non-displaceability (see [1, Corollary 3.4(i)]),
or quasimorphisms (see [3, Theorem 1.1]), is preserved under centered reduction.
Our second result is the following.
Theorem 1.4. Every compact symplectic toric orbifold is a centered reduction of
a Cartesian product of weighted projective spaces.
The idea of the proof is to use the presentation of the corresponding labeled
polytope described in Theorem 1.1. The number of monotone polytopes in the
presentation will be the number of weighted projective spaces in the Cartesian
product.
We use a centered reduction as a tool to prove the existence of a non-displaceable
torus fiber in a reduced space. A Lagrangian submanifold L in a symplectic manifold
M is non-displaceable if for every Hamiltonian diffeomorphism ϕ : M→M we
have ϕ(L)∩L 6= ∅. In [1, Corollary 3.4(i)], Abreu and Macarini prove that ifM is a
symplectic reductionM := Φ−1(a)/T k and Φ−1(a) contains a non-displaceable T k-
invariant set then the image of this non-displaceable set is non-displaceable in the
reduced spaceM. The central fiber of the Cartesian product of weighted projective
spaces is non-displaceable ([5], [9]; see also Section 4.2). Therefore we obtain the
following result.
Theorem 1.5. For every compact symplectic toric orbifold its central fiber is non-
displaceable.
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The above fact is already known (see the works of Fukaya-Oh-Ohta-Ono [7], [8]
using vanishing of Lagrangian Floer cohomology, and the works of E. Gonzales
and C. Woodward [22], [21], [9], using quasimap Floer cohomology). Our proof of
Theorem 1.5 does not involve any calculation in Floer cohomology (though it uses
the non-trivial fact that the central torus fiber of a weighted projective space is
non-displaceable).
We finish the paper with another application of Theorem 1.1. Combinatorial
analysis of the moment polytopes of symplectic toric manifolds, done in the proof
of Theorem 1.1, allows us to give some lower and upper bounds on the Gromov
width of these manifolds (see Section 5 for precise definitions and results).
Organization. In Section 2, we describe the shrinking procedure. We use this
procedure to prove Theorem 1.1 in Section 3. Section 4 contains a description of
properties of centered reduction and the proof of Theorem 1.4. As a corollary of
this Theorem we prove non-displaceability of the central fiber in every compact
symplectic toric orbifold. Application of Theorem 1.1 to the questions about the
Gromov width is described in Section 5.
Acknowledgements. We would like to thank Professor Miguel Abreu who
suggested this problem to us, and to Strom Borman, Felix Schlenk, Kristin Shaw
and Benjamin Assarf for helpful discussions. Moreover we thank the anonymous
referees for their comments which have improved an earlier version of this paper.
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SFRH/BPD/87791/2012 (Pabiniak); projects PTDC/MAT/117762/2010 (Marinkovic´
and Pabiniak) and EXCL/MAT-GEO/0222/2012 (Pabiniak).
2. Shrinking procedure
In this section we study labeled polytopes by analyzing their behavior during a
procedure of “shrinking”, defined below. A polytope is called:
• simple if there are n edges meeting at each vertex V ,
• rational if all the edges meeting at a vertex V are of the form V + tνi, t ≥ 0
where νi ∈ t∗Z are primitive integral vectors
• smooth if for each vertex, the corresponding νi, i = 1, . . . , n form a Z− basis of
t
∗
Z
.
Convex polytopes satisfying the above three conditions are called Delzant poly-
topes. These polytopes classify symplectic toric manifolds in the following sense.
Moment map image of a symplectic manifolds equipped with a toric T action gives
a Delzant polytope in t∗. Two such manifolds, M1 and M2, are called equiv-
ariantly symplectomorphic if there exists a symplectomorphism φ : M1 →M2
such that φ(t · x) = t · (φ(x)) for all t ∈ T and all x ∈M1. The moment map gives
a bijection between symplectic manifolds with a toric T action, up to equivariant
symplectomorphism, and the set of Delzant polytopes in t∗, up to translation ([6]).
To simplify the notation we will now fix an identification of t∗ with Rn and work
in Rn, n = dimT .
Conventions: Fix any splitting, T ∼= (S1)n, of the torus acting and let S1 =
R/2πZ, i.e. the exponential map exp: Lie(S1) ∼= R → S1 is given by t 7→ eit.
Choosing a different splitting of the torus T into a product of circles corresponds to
applying a ±SL(n,Z) transformation to Rn. Changing the convention to S1 ∼= R/Z
would result in rescaling by a factor of 2π. With the identification t∗ ∼= Rn fixed
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we can now assign to each compact symplectic toric orbifold M a labeled, rational
and simple polytope ∆ ⊂ Rn being the moment map image. If M is smooth then
∆ is also smooth. As a moment map is unique only up to translation, this polytope
is also unique only up to translation. We later specify a choice of moment map,
making the associated polytope unique. See Remark 2.3.
Let
∆ =
d⋂
i=1
{x ∈ Rn|〈x, vi〉 ≤ λi} (2.1)
be a labeled n-dimensional polytope with d facets. That is, each vector vi, i =
1, . . . , d does not need to be primitive but may be an ai multiple of a primitive
vector wi, for some positive integer ai.
Following the ideas in [9] and [18] we define a purely combinatorial procedure of
shrinking a convex polytope. The idea is to shrink the polytope continuously by
moving each facet inward with the same speed, that is by reducing each λi by t at
the time t till we get to one point. It might happen after some time of shrinking
that some half-spaces intersect only in a lower dimensional Rk and if we move them
a tiny bit more we obtain an empty set of intersections. If this happens we stop
moving these facets and carry on moving the remaining ones. Below is the precise
definition. For any t > 0 let
Hti := {x ∈ R
n | 〈x, vi〉 = λi − t}, h
t
i := {x ∈ R
n | 〈x, vi〉 ≤ λi − t}.
For t > 0 small enough the set
∆t := {x ∈ Rn | 〈x, vi〉 ≤ λi − t; i = 1, . . . , d}
is an n-dimensional polytope. Let t1 be the smallest t for which dim∆
t = n−k1 < n.
If k1 = n then ∆
t1 is a point and we stop the shrinking prodecure. Suppose
k1 < n. That means that there exists an orthogonal splitting R
n = Rk1 × Rn−k1
and a point p ∈ Rn such that ∆t1 ⊂ p + {0} × Rn−k1 . We can take p such that
p+ {0} ×Bn−k1(δ) ⊂ ∆t1 for some small δ > 0. Define
D1 := {i ∈ {1, . . . , d} |∆
t1 ⊂ Ht1i }.
Lemma 2.1. D1 is a non-empty set and for every i ∈ D1, vi ∈ Rk1 × {0}.
Proof. If ∆t1 is a point, i.e. if k1 = n the claim is obvious. Assume that k1 < n.
Note that then there exists i such that 〈p, vi〉 = λi−t1, i.e. p ∈ H
t1
i . Indeed, suppose
not and take any 0 6= v ∈ Rk1 ×{0} and any i ∈ {1, . . . , d}. As p /∈ Ht1i but p ∈ h
t1
i
there exists some εi > 0 such that p+ εiv ∈ h
t1
i . Let ε := min{ε1, . . . , εd}. Then
p+ εv ∈ ∆t1 ⊂ p+ {0} × Rn−k1
though p+ εv /∈ p+ {0} × Rn−k1 . Contradiction.
Take any i such that p ∈ Ht1i and any w ∈ {0} × B
n−k1(δ). Then p+ w, p − w ∈
∆t1 ⊂ ht1i , so 〈p + w, vi〉, 〈p − w, vi〉 ≤ λi − t1. This implies 〈w, vi〉, 〈−w, vi〉 ≤
λi − t1 − 〈p, vi〉 = 0 and therefore 〈w, vi〉 = 0 for any w ∈ {0} × Bn−k1(δ). We
conclude that vi ∈ Rk1 × {0} and thus for any q ∈ ∆t1 ⊂ {0} × Rn−k1 we have
〈q, vi〉 = 〈p, vi〉 = λi − t1. This proves that ∆t1 ⊂ H
t1
i . 
From the moment t1 we shrink only the facets fi with i ∈ {1, . . . , d} \ D1 and
proceed similarly. Let t2 < · · · < tM+1 be the times when dimension drops while
6 A. MARINKOVIC´ AND MILENA PABINIAK
Figure 1. Two labeled polytopes that differ only by labels: mono-
tone and centered (on the left), neither monotone nor centered (on
the right).
shrinking and let kj denote the value by which dimension drops at a time tj . At
the time tM+1 our polytope has shrunk to a single point. We define non-empty sets
Ds := {i ∈ {1, . . . , d} \ (D1 ∪ . . . ∪ Ds−1) |∆
ts ⊂ Htsi }, s = 1, . . .M + 1.
Therefore for t ∈ (tj , tj+1] we have
∆t := {x ∈ Rn | 〈x, vi〉 ≤ λi − t, i ∈ {1, . . . , d} \ (D1 ∪ . . . ∪ Dj),
〈x, vi〉 = λi − ts i ∈ Ds, s = 1, . . . , j}.
Hence, dim∆t = n − (k1 + . . . + kj) for some k1, . . . , kM ≥ 1, and kM+1 =
n− (k1 + . . .+ kM ) ≥ 1.
Definition 2.2. A labeled polytope is called centered at the origin if a single
point obtained at the end of the shrinking procedure is the origin.
By changing the labels of a centered polytope we may obtain a polytope that is
not centered (see Figure 1). Note that, if ∆ is centered polytope, then for every
j ∈ {1, . . . ,M + 1} we have
Dj = {i ∈ {1, . . . , d}|λi = tj}.
Remark 2.3. Every labeled polytope can be translated by a vector to a centered
position. This does not change the corresponding orbifold, as the moment map is
defined up to translation. Therefore from now on we always choose the moment
map µ for which µ(M) = ∆ is centered at the origin. With this assumption the
central fiber is the preimage (under the moment map) of 0.
There exists an orthogonal splitting Rn = Rk1 × . . . × RkM+1 such that for any
j = 1, . . . ,M + 1 the polytope ∆tj ⊂ {0} × Rkj+1 × . . .× RkM+1 . Let
πj : R
n → Rkj+1 × . . .× RkM+1 = Rn−(k1+...+kj),
π⊥j : R
n → Rk1 × . . .× Rkj (2.2)
be orthogonal projections. Then, πj(vi) = 0, for every i ∈ D1 ∪ · · · ∪ Dj . We view
∆tj as a full dimensional polytope in Rn−(k1+...+kj) with normals πj(vi) for some
set of i’s in {1, . . . , d} \ (D1 ∪ . . . ∪ Dj)}. Note that even if vi was primitive πj(vi)
does not need to be. This means that during the shrinking procedure the labels
may change at the time when the polytope’s dimension drops and this can happen
only then. In particular, if the original polytope ∆ has a trivial labeling, then ∆t
may not have a trivial labeling.
CENTERED REDUCTION 7
Figure 2. Example 2.4
2.1. Examples. Below we give some explicit examples of the shrinking procedure.
During this procedure two types of events can occur and change the combinatorial
type of the polytope. The first one is the dimension drop already described above.
The other event is what could be called “disappearing” of facets. It occurs when
the inequality 〈x, vi〉 ≤ λi − t for some i becomes superfluous, that is, it is already
implied by other inequalities defining ∆t. Note that the combinatorial type of a
monotone polytope does not change during the shrinking porcedure, until we shrink
to the point.
Example 2.4. Here is an example of a simple polytope with a trivial labeling,
having only one dimension drop (Figure 2).
∆ = {x ∈ R2|〈x, (0,±1)〉 ≤ 3, 〈x, (−1, 0)〉 ≤ 3, 〈x, (1,±1)〉 ≤ 3, 〈x, (2, 1)〉 ≤ 4}.
At the time t = 2 inequality 〈x, (2, 1)〉 ≤ 4 − t becomes superfluous and the face
structure of polytope ∆t is changing. We obtain a monotone polytope ∆2. The
original polytope shrinks to zero in the time t1 = 3.
Example 2.5. Here is an example of a simple polytope with a trivial labeling,
having two dimension drops (Figure 3).
∆ = {x ∈ R3|〈x, (0, 0,±1)〉 ≤ 1, 〈x, (±1, 0, 1)〉 ≤ 2, 〈x, (0,±1, 1)〉 ≤ 2}.
At the time t1 = 1 the polytope’s dimension drops by 1 and we obtain a monotone
polytope. The original polytope shrinks to zero in the time t2 = 2.
Example 2.6. This example shows that the order in which facets disappear does
not imply any inequalities between the corresponding coefficients λ’s.
∆ = {x ∈ R2|〈x,±(1, 0)〉 ≤ 4, 〈x,±(0, 1)〉 ≤ 4, 〈x, (1, 1)〉 ≤ 6, 〈x, (−1, 1)〉 ≤ 7,
〈x, (−2,−3)〉 ≤ 12}.
At the time t = 1 inequality 〈x, (−1, 1)〉 ≤ 7 − t becomes superfluous. At the time
t = 2 inequalities 〈x, (1, 1)〉 ≤ 6 − t and 〈x, (−2,−3)〉 ≤ 12− t become superfluous
and we obtain a monotone polytope. The original polytope shrinks to zero in time
t1 = 4. See Figure 4.
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Figure 3. Example 2.5
1
1
4
 4
  4
t ime t = 0
after t ime t = 1
after t ime t = 2
Figure 4. Example 2.6
Example 2.7. The following example shows that between two dimension drops
some facets may “disappear” as well.
∆ = {x ∈ R2|〈x,±(1, 0, 0)〉 ≤ 4, 〈x,±(0, 1, 0)〉 ≤ 3, 〈x, (1, 1, 0)〉 ≤ 5, 〈x,±(0, 0, 1)〉 ≤ 1}
At the time t1 = 1 the dimension drops by 1. At the time t = 2 one facet disappears,
and at the time t2 = 3 the dimension drops again and we obtain a monotone
polytope. The original polytope shrinks to zero in the time t3 = 4. See Figure 5.
The labeling of facets may change but only at the moments of a dimension drop.
The reason is that at that moment the facet normals change from w to π(w), where
π is some orthogonal projection. Even if w was primitive, π(w) does not need to
be, and therefore the label on the corresponding facet may change. Due to this
change of labeling some facets “move” slower during the shrinking than expected.
As a result, a facet that may seem to disappear at the moment of a dimension drop
in fact carries a relevant information. This is why in the shrinking procedure we
keep track of all the inequalities. Here is an example of this type of a situation.
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Figure 5. Example 2.7
− 6 − 4 43
t = 0
t = 2 t = 5
H 23
H 53
H 24H
5
4 H
4
4
H 43
t = 4
Figure 6. Example 2.8.
Example 2.8. Consider a simple, rational, but not smooth polytope
∆ = {x ∈ R2|〈x,±(0, 1)〉 ≤ 2, 〈x, (1, 1)〉 ≤ 6, 〈x, (2,−1)〉 ≤ 8, 〈x, (−1, 0)〉 ≤ 6}.
Note that at the time t = 1 one facet seems to “disappear” as the inequality
〈x, (1, 1)〉 ≤ 6−t is implied by other inequalities. However, the information encoded
in that facet will become relevant after the time t = 4. At the time t = 2 the
dimension drops by 1. The resulting one-dimensional polytope is given by the half
spaces
h23 = {x ∈ R|〈x, 1〉 ≤ 4}, h
2
4 = {x ∈ R|〈x, 2〉 ≤ 6}, h
2
5 = {x ∈ R|〈x,−1〉 ≤ 4}.
It is smooth and has a non-trivial labeling. At the time t = 4 hyperplanes H43 and
H44 meet and then, from the time t = 4 the inequality 〈x, 2〉 ≤ 8 − t is implied by
the inequality 〈x, 1〉 ≤ 6 − t for every t ≥ 4. That is, the facet f4 disappears at
the time t = 4 and we obtain a monotone polytope defined by facets with a trivial
labeling. The original polytope shrinks to zero in the time t2 = 6. See Figure 6.
3. Proof of Theorem 1.1.
In this section we prove Theorem 1.1. We start by analyzing changes in the facet
structure of ∆ that happen during the shrinking procedure and use this information
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to define the polytopes appearing in Theorem 1.1. Then we show that the sets
defined in this way are indeed compact polytopes. At the last step we prove the
equality of the sets claimed in Theorem 1.1.
Let M +1 ≥ 1 be the number of dimension drops. That is, there are times t1 <
· · · < tM < tM+1 when the dimension drops by k1, . . . , kM , kM+1 ≥ 1 respectively,
and k1 + · · · + kM + kM+1 = n. At the time tM+1 we get a degenerate polytope
∆tM+1 = {0}.
Lemma 3.1. For each j ∈ {1, . . . ,M + 1} and k ∈ {1, . . . , d}\(D1 ∪ · · · ∪ DM+1)
we have tj < λk.
Proof. Assume that for some j ∈ {1, . . . ,M + 1} and some k ∈ {1, . . . , d}\(D1 ∪
· · · ∪ DM+1) we have λk ≤ tj . As k /∈ Dj we have λk 6= tj , so λk < tj . That means
that during the shrinking procedure the hyperpalne Hk meets the origin before a
time tj . Therefore {0} /∈ h
tj
k and thus {0} /∈ ∆
tj . This contradicts the assumption
that ∆ is centered. 
Let N ≥ 0 be the number of different λi’s with i ∈ {1, . . . , d}\(D1∪· · ·∪DM+1),
that is with λi > tM+1. Assume that λj1 < · · · < λjN . We put the indices of these
facets into groups
Ik = {i ∈ {1, . . . , d}| λi = λjk}, k = 1, . . . , N, I0 = ∅.
Recall the notation from Section 2,
Dj = {i ∈ {1, . . . , d}|λi = tj}, j = 1, ...,M + 1.
According to Lemma 3.1 we have t1 < · · · < tM+1 < λj1 < · · · < λjN so all the sets
Ik and Dj are disjoint. Recall also the projections π⊥j from equation (2.2).
Definition 3.2. We define
∆˜n0 =
⋂
i∈D1∪···∪DM+1
{x ∈ Rn| 〈x, vi〉 ≤ tM+1},
∆˜nk =
⋂
i∈D1∪···∪DM+1∪Ik
{x ∈ Rn| 〈x, vi〉 ≤ λjk},
∆˜k1+···+kj =
⋂
i∈D1∪···∪Dj
{y ∈ R(k1+···+kj)| 〈y, π⊥j (vi)〉 ≤ tj}
(3.1)
for k = 1, . . . , N and j = 1, . . . ,M.
All the polytopes defined above are decorated by ˜ to distinguish them from
the polytopes ∆t appearing in the shrinking procedure. The upper index indicates
the dimension of the polytope. Note that if ∆ has a trivial labeling, then every
polytope in 3.1 has a trivial labeling.
The above sets are convex as being intersections of half spaces. However, it is
not immediately clear if they are compact.
Lemma 3.3. For any j = 1, . . . ,M + 1 and any a > 0 the polytope
P = Pj(a) := {x ∈ R
k1+...+kj | 〈x, π⊥j (vi)〉 < a, i ∈ D1 ∪ . . . ∪ Dj}
is compact.
If j = M + 1 the map π⊥M+1 is simply the identity.
CENTERED REDUCTION 11
Proof. Suppose the claim is false, that is, suppose there exists a non-zero vector v ∈
Rk1+...+kj such that nv ∈ P for any n ∈ N. This means that for all i ∈ D1∪ . . .∪Dj
and all n ∈ N, 〈n v, π⊥j (vi)〉 ≤ a, so 〈v, π
⊥
j (vi)〉 ≤ 0. Let
v′ = (v, 0) ∈ Rk1+...+kj × Rkj+1+...+kM+1 .
It follows that v′ /∈ ∆tj ⊂ {0} × Rkj+1+...+kM+1 while 〈v′, vi〉 ≤ 0 for all i ∈
D1 ∪ . . . ∪ Dj , i.e. v′ ∈
⋂j
l=1
⋂
i∈Dl
htli . This would lead to a contradiction if
{1, . . . , d} = D1∪ . . .∪Dj . Assume now that {1, . . . , d}\D1∪ . . .∪Dj is non-empty.
For any ε > 0 we have εv′ /∈ ∆tj whereas εv′ ∈
⋂j
l=1
⋂
i∈Dl
htli , so there must exist
iε ∈ {1, . . . , d} \ (D1 ∪ . . . ∪ Dj) such that εv
′ /∈ h
tj
iε
. In particular, there exists
some i0 ∈ {1, . . . , d} \ (D1 ∪ . . . ∪ Dj) such that for every sufficiently small ε > 0
we have εv′ /∈ h
tj
i0
. Since 0 ∈ h
tj
i0
, that would imply 0 ∈ H
tj
i0
which means that
vi0 ∈ R
k1+...+kj × {0} and i0 ∈ Dj . Contradiction. 
Lemma 3.4. The polytopes ∆˜nk and ∆˜
k1+...+kj given by (3.1) are compact.
Proof. The polytopes ∆˜k1+...+kj and ∆˜n0 are compact due to Lemma 3.3. The
polytope ∆˜nk is contained in (λjk / tM+1) ∆˜
n
0 , i.e. in the polytope ∆˜
n
0 that is rescaled
by (λjk / tM+1). Therefore it is also compact. 
Now that we know that the sets defined in 3.2 are in fact compact polytopes we
are ready to prove the Theorem 1.1.
Proof. (of Theorem 1.1 ) We need to show that
∆ =
N⋂
k=0
∆˜nk , if M = 0
and
∆ =
N⋂
k=0
∆˜nk ∩
M⋂
j=1
(∆˜k1+···+kj × Rn−(k1+···+kj)), if M ≥ 1.
We start with proving inclusion ”⊂” for both cases. For every k = 1, . . . , N and
any i ∈ Dj we have λi = tj < λjk . Hence,
∆ ⊂
⋂
i∈D1∪···∪DM+1
{x ∈ Rn|〈x, vi〉 ≤ λi} ∩
⋂
i∈Ik
{x ∈ Rn|〈x, vi〉 ≤ λjk}
⊂
⋂
i∈D1∪···∪DM+1∪Ik
{x ∈ Rn|〈x, vi〉 ≤ λjk} = ∆˜
n
k .
Furthermore, since t1 < . . . < tM+1 it holds:
∆ ⊂
⋂
i∈D1∪···∪DM+1
{x ∈ Rn|〈x, vi〉 ≤ λi = ti}
⊂
⋂
i∈D1∪···∪DM+1
{x ∈ Rn|〈x, vi〉 ≤ tM+1} = ∆˜
n
0 .
Recall that, if M ≥ 1, for any j ∈ {1, . . . ,M} and any i ∈ D1 ∪ · · · ∪ Dj we have
πj(vi) = 0 and therefore
〈x, vi〉 = 〈π
⊥
j (x), π
⊥
j (vi)〉+ 〈πj(x), πj(vi)〉 = 〈π
⊥
j (x), π
⊥
j (vi)〉.
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Figure 7. Example 3.5
Thus for any j ∈ {1, . . . ,M} we have
∆ ⊂
⋂
i∈D1∪···∪Dj
{x ∈ Rn|〈x, vi〉 ≤ ti} ⊂
⋂
i∈D1∪···∪Dj
{x ∈ Rn|〈x, vi〉 ≤ tj}
=
⋂
i∈D1∪···∪Dj
{x ∈ Rn|〈π⊥j (x), π
⊥
j (vi)〉 ≤ tj}
=
⋂
i∈D1∪···∪Dj
{y ∈ R(k1+···+kj)|〈y, π⊥j (vi)〉 ≤ tj} × R
n−(k1+···+kj)
= ∆˜k1+...+kj × Rn−(k1+···+kj).
This proves one inclusion. To prove the other one, take an arbitrary x in the inter-
section on the right. Let i ∈ {1, . . . , d} be an arbitrary index. Since {1, . . . , d} =
I1 ∪ · · · ∪ IN ∪ D1 ∪ · · · ∪ DM+1, it follows either i ∈ Ik, for some k ∈ {1, . . . , N}
or i ∈ Dj , for some j ∈ {1, . . . ,M + 1}. If i ∈ Ik, since x ∈ ∆˜nk ⊂
⋂
i∈Ik
{x ∈
Rn|〈x, vi〉 ≤ λi = λjk}, we have 〈x, vi〉 ≤ λi. Similarly if i ∈ DM+1. Since x ∈ ∆˜
n
0 ⊂⋂
i∈DM+1
{x ∈ Rn|〈x, vi〉 ≤ λi = tM+1}, we have 〈x, vi〉 ≤ λi. If M ≥ 1 and i ∈
Dj , j ∈ {1, . . . ,M}, since x = (π⊥j (x), πj(x)) ∈ ∆˜
k1+···+kj × Rn−(k1+···+kj), it fol-
lows 〈π⊥j (x), π
⊥
j (vi)〉 ≤ λi = tj . But πj(vi) = 0 hence 〈x, vi〉Rn = 〈π
⊥
j (x), π
⊥
j (vi)〉 ≤
λi = tj . Since index i ∈ {1, . . . , d} was arbitrary, we proved x ∈ ∆. 
Example 3.5. We apply the above construction to the polytope ∆ given in Ex-
ample 2.4. We have M = 0 and N = 1. Therefore ∆ =
⋂1
k=0 ∆˜
2
k, where DM+1 =
(D1) = {1, 2, 3, 4, 5}, I1 = {6} and
∆˜20 = {x ∈ R
2|〈x, (−1, 0)〉 ≤ 3, 〈x,±(0, 1)〉 ≤ 3, 〈x, (1,±1)〉 ≤ 3},
∆˜21 = {x ∈ R
2|〈x, (−1, 0)〉 ≤ 4, 〈x,±(0, 1)〉 ≤ 4, 〈x, (1,±1)〉 ≤ 4,
〈x, (2, 1)〉 ≤ 4}.
Note that the polytope ∆˜20 is simple but it is not smooth, whereas the polytope ∆˜
2
1
is simple and smooth (see Figure 7).
Example 3.6. The polytope ∆ in Example 2.5 has M = 1 and N = 0. Therefore
∆ = ∆˜30 ∩ (∆˜
1 × R2), where
∆˜30 = {x ∈ R
3|〈x, (±1, 0, 1)〉 ≤ 2, 〈x, (0,±1, 1)〉 ≤ 2, 〈x, (0, , 0,±1)〉 ≤ 2},
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Figure 8. Example 3.6
Figure 9. Example 3.7
∆˜1 = {z ∈ R|〈z,±1〉 ≤ 1}.
The polytope ∆30 is neither simple nor smooth, whereas the polytope ∆
1 is smooth
and simple (see Figure 8).
Example 3.7. The polytope ∆ given in Example 2.8 has M = 1 and N = 1.
Therefore ∆ =
⋂1
k=0 ∆˜
2
k ∩ (∆˜
1×R), where D1 = {1, 2}, D2 = {3, 5} and I1 = {4}.
Hence
∆˜1 = {y ∈ R|〈y,±1〉 ≤ 2},
∆˜20 = {x ∈ R
2|〈x,±(0, 1)〉 ≤ 6, 〈x, (1, 1)〉 ≤ 6, 〈x, (−1, 0)〉 ≤ 6},
∆˜21 = {x ∈ R
2|〈x,±(0, 1)〉 ≤ 8, 〈x, (1, 1)〉 ≤ 8, 〈x, (−1, 0)〉 ≤ 8, 〈x, (2,−1)〉 ≤ 8}
See Figure 9. All the polytopes that define the intersection are simple but not
necessarily smooth (∆˜21 is not smooth).
4. Centered symplectic reduction
In Sections 1 and 2 we explained how a compact symplectic toric orbifoldM2n,
with T = (S1)n torus action, is determined by a simple, labeled polytope, centered
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at the origin
µ(M) = ∆ =
d⋂
i=1
{x ∈ Rn|〈x, vi〉 ≤ λi}, (4.1)
where vi = ai ·wi, wi is the primitive outward normal to the i-th facet and ai ∈ Z+
is the label on that facet. Lerman and Tolman in [14] showed that the orbifold
M can be obtained as a symplectic reduction of (Cd, i2
∑
dzk ∧ dz¯k) with respect
to the (not necessarily connected) subgroup K ⊂ T d, the kernel of the map from
T d = Rd/(2πZ)d to T n = tn/tn
Z
= Rn/(2πZ)n induced by the linear map given by
π(ei) = vi, i ∈ {1, . . . , d} (4.2)
(so Lie (K) = ker(π) ⊂ Lie(T d) ∼= Rd). Precisely, the standard action of the torus
T d on (Cd, i2
∑
dzk ∧ dz¯k)
(t1, . . . , td) ∗ (z1, . . . , zd) 7−→ (t1z1, . . . , tdzd)
is a Hamiltonian action whose moment map is of the form
(z1, . . . , zd) 7→ −
1
2
(|z1|
2, . . . , |zd|
2) + const
for some constant (recall that we use the convention S1 = R/2πZ). Following the
convention in [14] we choose Φ: Cd → Rd given by
Φ(z1, . . . , zd) = −
1
2
(|z1|
2, . . . , |zd|
2) + (λ1, . . . , λd) (4.3)
as a moment map. The induced action of the subgroup K ⊂ T d on Cd is Hamil-
tonian, with a moment map ι∗ ◦Φ, where ι : Lie(K)→ Lie(T d) is the map induced
by inclusion K →֒ T d. The orbifold M is the quotient of the level (ι∗ ◦Φ)−1(0) by
the group K and the toric action on it is the action of the residual, n-dimensional
torus T d/K. Let p : (ι∗ ◦ Φ)−1(0) → M denote the quotient map. As the ker-
nel of ι∗ : Lie(T d)∗ → Lie(K)∗ is naturally isomorphic to Lie(T d/K)∗ we can
view Φ|(ι∗◦Φ)−1(0) as a map to Lie(T
d/K)∗ and uniquely define a moment map
ΦT : M → Lie(T d/K)∗ for the residual T d/K action on M by ΦT ◦ p = Φ on
(ι∗ ◦ Φ)−1(0). If we choose an appropriate identification of T d/K with T , then
the polytope ΦT (M) ⊂ Lie(T d/K)∗ ∼= t∗ ∼= Rn is exactly ∆ we started with, see
[14]). (Otherwise we would obtain a polytope that differs from ∆ by an ±SL(n,Z)
transformation.) One interesting property of polytopes that we will use later is
contained in the following lemma.
Lemma 4.1. Let P =
⋂d
i=1{x ∈ R
n|〈x, vi〉 ≤ λi} be a compact convex rational
(not necessarily simple) labeled polytope. Then, there are coprime mi ∈ Z+ such
that
∑d
i=1mivi = 0.
Proof. Since P is compact, its associated fan is the whole Rn. Take the integral
vector v := v1+ · · ·+vd. There exists a vertex V of P such that the vector v belongs
to the cone CV of the fan of P . Let IV be the set of indices of facets meeting at V .
As v is integral and ∆ is rational, it follows that v1+ · · ·+ vd =
∑
i∈IV
pi
qi
(−vi), for
some pi
qi
∈ Q+∪{0}. Multiplying the above equation by the least common multiple
of denominators qi, i ∈ IV , we obtain the desired equation. 
Remark 4.2. Solution to Minkowski problem for polytopes provides an example
of mi ∈ R+, i = 1, . . . , d satisfying condition
∑d
i=1mivi = 0 of Lemma 4.1. For
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any compact convex rational (not labeled) polytope with unit normals v1, . . . , vd
one has 0 =
∑d
i=1mi vi where mi is the Euclidean area of the i−th facet. This
implies that if v1, . . . , vd are primitive normals then one can take mi to be the
symplectic area of the i-th facet. For more details see for example a recent work of
[11] reproving solution to Minkowski problem for polytopes, or references therein.
In [1, Section 4.3] Abreu and Macarini show that every symplectic toric man-
ifold corresponding to a monotone Delzant polytope is a centered reduction of a
weighted projective space CP(1,m2, . . . ,md). We generalize this result and prove
the following theorem.
Proposition 4.3. Every compact symplectic toric orbifold is a symplectic reduc-
tion of a weighted projective space. Moreover, if the orbifold corresponds to a
monotone labeled polytope then the reduction is centered.
Proof. Let a compact symplectic toric orbifoldM correspond to a labeled polytope
∆ given by (4.1). As before, we denote byK the subgroup of T d for which Lie(K) =
kerπ, where π is given by (4.2). Let K1 be a circle in T
d given by the image of the
inclusion t →֒ (tm1 , . . . , tmd), where m1, . . . ,md ∈ Z+ are from Lemma 4.1. Then
K1 is also a subtorus of K. Let K2 ⊂ T d be a subgroup such that K = K1 ×K2.
Reduce (Cd, i2
∑
dzk∧dz¯k) in two stages. First reduce with respect to the subtorus
K1 ⊂ K and obtain a weighted projective space CP(m1, . . . ,md). Then reduce
CP(m1, . . . ,md) with respect to K2. Reducing (C
d, i2
∑
dzk ∧ dz¯k) with respect to
K is equivalent to reducing CP(m1, . . . ,md) with respect to K2. Therefore, the
orbifold M is a reduction of CP(m1, . . . ,md).
Assume now that ∆ is monotone, i.e λi = λ. As before, (equation (4.3)), we take
Φ(z1, . . . , zd) = −
1
2
(|z1|
2, . . . , |zd|
2) + (λ, . . . , λ)
as a moment map for the standard T d-action on Cd. Let ιj : Lie(Kj)→ Rd be the
map induced by inclusion Kj →֒ T d, j ∈ {1, 2}. Then ι∗1 ◦ Φ is a moment map for
the K1 action on C
d. Let
p1 : (ι
∗
1 ◦ Φ)
−1(0)→ (ι∗1 ◦ Φ)
−1(0)/K1 = CP(m1, . . . ,md)
be the quotient map. For a moment map for K2 action on CP(m1, . . . ,md) take
the unique map µ2 : CP(m1, . . . ,md)→ Lie(K2)
∗ that makes the following diagram
commutative
Cd ⊇ (ι∗1 ◦ Φ)
−1 Φ //
p1

Rd
ι∗2

CP(m1, . . . ,md) µ2
// Lie(K2)
∗
i.e. µ2 ◦ p1 = ι∗2 ◦ Φ on (ι
∗
1 ◦ Φ)
−1(0). The orbifold M is the quotient µ−12 (0)/K2.
The central torus fiber of CP(m1, . . . ,md) is given by
T0 = {[z1, . . . , zd] ∈ CP(m1, . . . ,md)| |z1|
2 = · · · = |zd|
2 = 2λ}.
In order to prove that the reduction M = CP(m1, . . . ,md)//K2 is a centered
reduction, we have to show that the central torus fiber T0 is contained in the level
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µ−12 (0). Let ([z1, . . . , zd]) ∈ T0 be an arbitrary point. Then we have that
µ2([z1, . . . , zd]) = µ2(p1(z1, . . . , zd)) = ι
∗
2(Φ(z1, . . . , zd))
= ι∗2(−
1
2
(2λ, . . . , 2λ) + (λ, . . . , λ)) = ι∗2(0) = 0.
The above computation shows how the monotonicity of ∆ implies that the reduction
is centered. 
Now we are ready to prove the second main theorem in this paper.
4.1. Proof of Theorem 1.4. Let M be a compact symplectic toric orbifold. In
this subsection we prove Theorem 1.4 saying that M is a centered reduction of a
Cartesian product of weighted projective spaces.
Proof. Let ∆ be a labeled polytope corresponding toM via [14]. We can assume ∆
is centered (as translation does not change the orbifold). Theorem 1.1 implies that
the polytope ∆ can be presented as (1.1) or (1.2). Without a loss of generality we
assume that ∆ = ∆˜1 ∩ ∆˜2 or ∆ = ∆˜1 ∩ (∆˜k × Rn−k), where ∆˜j =
⋂dj
i=1{x ∈
Rn| 〈x, vj,i〉 ≤ λj}, j ∈ {1, 2} and ∆˜
k =
⋂d2
i=1{y ∈ R
k| 〈y, π⊥j (v2,i)〉 ≤ λ2}
are monotone compact labeled polytopes and in the second case we have v2,i =
(π⊥j (v2,i), 0) ∈ R
n (see Section 3 for details). Therefore
{y ∈ Rk| 〈y, π⊥j (v2,i)〉 ≤ λ2} × R
n−k = {x ∈ Rn| 〈x, v2,i〉 ≤ λ2}.
Hence, in both cases polytope ∆ is written as an intersection of d = d1 + d2 half
spaces (though ∆ may have less than d facets)
∆ =
2⋂
j=1
dj⋂
i=1
{x ∈ Rn| 〈x, vj,i〉 ≤ λj}.
Following the work of Lerman and Tolman we conclude that the orbifold M is a
symplectic reduction of (Cd, i2
∑
dzk ∧ dz¯k) with respect to the subgroup K ⊂ T d,
where Lie (K) = ker(π) and π : Rd → Rn is the linear map given by
π(ei) = v1,i, i ∈ {1, . . . , d1}, π(ed1+i) = v2,i, i ∈ {1, . . . , d2}.
As before, we take Φ: Cd → Rd given by
Φ(z1, . . . , zd) = −
1
2
(|z1|
2, . . . , |zd|
2) + (λ1, . . . , λ1︸ ︷︷ ︸
d1
, λ2, . . . , λ2︸ ︷︷ ︸
d2
)
as a moment map (compare with equation (4.3)). We split the group K into three
subgroups K = K1 ×K2 ×K3. K1 and K2 are circles that include into T d in the
following ways (respectively)
t →֒ (tm1,1 , . . . , tm1,d1 , 1, . . . , 1) and t →֒ (1, . . . , 1, tm2,1 , . . . , tm2,d2 ),
where mk,i ∈ N, i ∈ {1, . . . , dk} are the constants from Lemma 4.1 such that∑dk
i=1mk,ivk,i = 0, for k ∈ {1, 2}. K3 is any choice of complementary group. We
perform the reduction by K in three stages. First we reduce by K1 and K2 to
obtain CP(m1,1, . . . ,m1,d1)× CP(m2,1, . . . ,m2,d2) and then reduce it by K3. Note
that we are not performing reductions prescribed by polytopes ∆˜1, ∆˜2. These
polytopes may not be simple. We are just using the information encoded in these
polytopes to divide the reduction prescribed by a simple polytope ∆ into stages.
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Here are the details. Let ιj : Lie(Kj) → Lie(T d) be the map induced by in-
clusion Kj → T d, for j ∈ {1, 2, 3}. Then ι∗1 ◦ Φ is a moment map correspond-
ing to Hamiltonian action of the circle K1 on C
d. CP(m1,1, . . . ,m1,d1) × C
d2 is
a quotient of the level (ι∗1 ◦ Φ)
−1(0) by the circle K1. Let p1 : (ι
∗
1 ◦ Φ)
−1(0) →
CP(m1,1, . . . ,m1,d1) × C
d2 be the quotient map. As a moment map for the K2
action on CP(m1,1, . . . ,m1,d1) × C
d2 take µ2 which satisfies µ2 ◦ p1 = ι∗2 ◦ Φ on
(ι∗1 ◦ Φ)
−1(0). This way we obtain CP(m1,1, . . . ,m1,d1) × CP(m2,1, . . . ,m2,d2) as a
quotient of the level µ−12 (0) by the circle K2. Call the quotient map p2 : µ
−1
2 (0)→
CP(m1,1, . . . ,m1,d1) × CP(m2,1, . . . ,m2,d2). Finally, as a moment map for K3 ac-
tion take µ3 : CP(m1,1, . . . ,m1,d1) × CP(m2,1, . . . ,m2,d2) → (LieK3)
∗ such that
µ3 ◦ p2 ◦ p1 = ι
∗
3 ◦ Φ on the intersection (ι
∗
1 ◦ Φ)
−1(0) ∩ (ι∗2 ◦ Φ)
−1(0). M is
the quotient of the level µ−13 (0) by the group K3. The central torus fiber of
CP(m1,1, . . . ,m1,d1)× CP(m2,1, . . . ,m2,d2) is T0,1 × T0,2, where
T0,j = {[z1, . . . , zdj ] ∈ CP(mj,1, . . . ,mj,dj)| |z1|
2 = · · · = |zdj |
2 = 2λj},
j ∈ {1, 2}. In order to prove that this reduction is centered, we have to show that
T0,1 × T0,2 ⊆ µ
−1
3 (0). Let ([z
1
1 , . . . , z
1
d1
], [z21 , . . . , z
2
d2
]) ∈ T0,1 × T0,2 be an arbitrary
point. Then
µ3([z
1
1 , . . . , z
1
d1
], [z21 , . . . , z
2
d2
]) = µ3(p2 ◦ p1(z
1
1 , . . . , z
1
d1
, z21 , . . . , z
2
d2
))
= ι∗3(Φ(z
1
1 , . . . , z
1
d1
, z21 , . . . , z
2
d2
))
= ι∗3(−
1
2
(2λ1, . . . , 2λ1, 2λ2, . . . , 2λ2) + (λ1, . . . , λ1, λ2, . . . , λ2))
= ι∗3(0) = 0.

Remark 4.4. The image of the central fiber of the product of weighted projec-
tive spaces under the projection p3 : µ
−1
3 (0) → M is exactly the central fiber
of M. Indeed, as explained in the beginning of this section, the moment map
ΦT for the action of the residual torus T
d/K on M satisfies ΦT ◦ p = Φ on
(ι∗ ◦Φ)−1(0), where p = p3 ◦ p2 ◦ p1 : (ι∗ ◦Φ)−1(0)→M is the projection. For any
p3([z
1
1 , . . . , z
1
d1
], [z21 , . . . , z
2
d2
]) ∈ p3(T0,1 × T0,2) ⊂M it holds that
ΦT ( p3([z
1
1 , . . . , z
1
d1
], [z21 , . . . , z
2
d2
]) ) = ΦT (p(z
1
1 , . . . , z
1
d1
, z21 , . . . , z
2
d2
))
= Φ(z11 , . . . , z
1
d1
, z21 , . . . , z
2
d2
) = 0.
4.2. Non-displaceability and Proof of Theorem 1.5. Let M be a compact
toric symplectic orbifold and µ be a choice of moment map. Adding a constant to
µ if necessary, we can assume that the moment map image ∆ = µ(M) is a polytope
centered at the origin. A Lagrangian submanifold L ⊂M is non-displaceable if
for every Hamiltonian diffeomorphism ϕ : M→M we have ϕ(L)∩L 6= ∅. For each
point p ∈ int∆ the level µ−1(p) is a Lagrangian submanifold of M, because the
action of the torus is free on the set that maps under the moment map µ to int∆.
The goal of this section is to prove Theorem 1.5 saying that the central torus fiber,
µ−1(0), is a non-displaceable Lagrangian.
Proof. Abreu and Macarini in [1, Corollary 3.4 (i)] showed that if M is a sym-
plectic reduction of M˜ and a Lagrangian torus fiber T ⊂ M is a quotient of the
corresponding fiber T˜ ⊂ M˜, where T˜ is non-displaceable, then T ⊂ M is also
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non-displaceable. Even though Abreu and Macarini work in the setting of smooth
toric manifolds, their result generalizes to toric orbifolds.
According to Theorem 1.4, M is a centered symplectic reduction of a Cartesian
product of M +N weighted projective spaces.
The central torus fiber T0 of a weighted projective space CP(m1,m2 . . . ,md) is
a non-displaceable Lagrangian torus fiber (for CP(1,m2, . . . ,md) by the result of
Cho-Poddar [5] ; by Gonzales-Woodward [9] in the general case). Moreover from
the work of Woodward, [22], it follows that T 10 × · · · × T
M+N
0 is a non-displaceable
Lagrangian torus fiber of a Cartesian product ofM+N weighted projective spaces.
(Though not explicitly, the paper implies that the appropriate version of Floer
homology group for T 10 × T
2
0 in CP1 × CP2 is a tensor product of Floer homology
groups for T j0 in CPj which are non-zero.) Hence, the quotient of the level T
1
0 ×· · ·×
TM+N0 is a non-displaceable Lagrangian torus fiber in a compact symplectic toric
orbifold M. This quotient is exactly the central fiber of M (see Remark 4.4). 
5. Connections with Gromov width
In this Section we explain how Theorem 1.1 implies some results about the
Gromov width of symplectic toric manifolds. In 1985 Mikhail Gromov proved his
famous Non-squeezing Theorem saying that a ball B2n(r) of a radius r, in a symplec-
tic vector space R2n with the usual symplectic structure, cannot be symplectically
embedded into B2(R)× R2n−2 ⊂ R2n unless r ≤ R. This motivated the definition
of an invariant called the Gromov width. Consider the ball of capacity a
B2na =
{
z ∈ Cn
∣∣∣ π
n∑
i=1
|zi|
2 < a
}
⊂ R2n,
with the standard symplectic form ωstd =
∑
dxj ∧ dyj inherited from R2n. The
Gromov width of a 2n-dimensional symplectic manifold (M, ω) is the supremum
of the set of a’s such that B2na can be symplectically embedded in (M, ω). It follows
from Darboux Theorem that the Gromov width is positive unless M is a point.
If the manifold (M, ω) is equipped with a Hamiltonian action of a torus T,
one can use this action to construct explicit embeddings of balls and therefore to
calculate the Gromov width. Many such constructions were developed by various
authors (see for example: Karshon and Tolman [12] for not necessarily toric actions
and [20], [19], [13] for toric ones). In what follows we use the result of Latschev,
McDuff and Schlenk, [13, Lemma 4.1], presented here as Proposition 5.1. As we are
to calculate a numerical invariant, a way of identifying the Lie algebra of S1 with
the real line R is important. Recall from Section 2 that for us S1 = R/2πZ. With
this convention the moment map for the standard S1 action on C by rotating with
speed 1 is given (up to a translation by a constant) by z 7→ − 12 |z|
2. Define
♦n(a) :=

(x1, . . . , xn) ∈ Rn(x) |
n∑
j=1
|xj | <
a
2

 ⊂ Rn(x).
IfM2n is toric, µ is the associated moment map and ♦(a) ⊂ Intµ(M) is a subset of
the interior of the moment map image, then a subset of µ−1(♦n(a)) ∼= ♦n(a)× T n
is symplectomorphic to ♦n(a) × (0, 2π)n ⊂ Rn(x) × Rn(y) with the symplectic
structure induced from the standard one on Rn(x) × Rn(y). Below we present a
result of Latschev, McDuff and Schlenk, [13, Lemma 4.1] which, although stated
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in dimension 4, holds also in higher dimensions. There the authors were using the
convention that S1 = R/Z. To translate between the conventions observe that
♦n(a)× (0, 2π)n is symplectomorphic to ♦n(2πa)× (0, 1)n ⊂ Rn(x) × Rn(y).
Note that “twisting” the T action on M by an orientation preserving automor-
phism of T , which obviously does not affect the Gromov width of M, changes the
moment map image by an SL(n,Z) transformation.
Proposition 5.1. [13, Lemma 4.1] For each ε > 0 the ball B2n2pi(a−ε) of capacity
2π(a−ε) symplectically embeds into ♦n(a)× (0, 2π)n ⊂ Rn(x)×Rn(y). Therefore,
if for a toric manifold (M2n, ω) with moment map µ, we have Ψ(♦n(a)) ⊂ Intµ(M)
for some Ψ ∈ SL(n,Z), then the Gromov width of (M2n, ω) is at least 2π a.
The analysis of a moment map image we did in Section 2 allows us to notice
certain diamonds ♦n(a) inside the moment map image. Let M be any compact
symplectic toric manifold. Following Theorem 1.1 we present the corresponding
Delzant polytope ∆ = {x ∈ Rn | 〈x, vj〉 ≤ λj , j = 1, . . . , d} as an intersection of
polytopes described in Definition 3.2. We continue to denote by t1 the time of the
first (possibly unique) “dimension drop”. Notice that
∆ ⊃ t1 ·∆
′ := {t1 · x |x ∈ ∆
′} where ∆′ = {x ∈ Rn | 〈x, vj〉 ≤ 1, j = 1, . . . , d}.
Rational polytopes with the facet presentation of ∆′, i.e., monotone, with coefficient
λ = 1, are called reflexive (see for example [4, Definition 2.3.11]).
The (dual version of the) Ewald Conjecture says that for any reflexive polytope
∆′, of dimension n, the set {v ∈ Zn ∩∆′ | − v ∈ Zn ∩∆′ } contains some integral
vectors v1, . . . , vn that form a basis of Z
n (see [16, Section 3.1] for the dual version,
and [17, Section 4] for the usual version). The convex hull of {±v1, . . . ,±vn} is
SL(n,Z) equivalent to a diamond ♦n(2). Therefore the Ewald Conjecture would
imply that ♦n(2t1) ⊂ ∆, proving that the Gromov width of M is at least 4πt1
(via Proposition 5.1). The Ewald Conjecture has been verified by Øbro, [17], for
polytopes of dimensions ≤ 8. In higher dimensions it remains an open question.
The above argument proves the following corollary.
Corollary 5.2. Let M be any compact symplectic toric manifold of dimension
less or equal to 16. The Gromov width of M is at least 4πt1, where t1 is the time
of the first (possibly unique) “dimension drop”. Moreover, if the Ewald Conjecture
turns out to be true, one can remove the assumption dimM ≤ 16 from the above
statement.
Figure 10 presents few examples where this general lower bound for the Gromov
width in fact gives the actual Gromov width (use Proposition 5.3 below to find the
actual Gromov width). Figure 11 shows an example of CP2 where the above lower
bound is far from the actual Gromov width.
To find the actual Gromov width one also needs some information about the
upper bounds. Here we quote a result of Lu [15].
Proposition 5.3. [15] Suppose a compact symplectic toric manifold (M, ω) is
also Fano, i.e. the anticanonical line bundle is ample. Let the Delzant polytope
∆ =
⋂d
i=1{x ∈ R
n|〈x,wi〉 ≤ li}, be its moment map image, with w1, . . . , wd being
the primitive outward normals. Then the Gromov width of (M, ω) is at most
inf


∑
j∈J
2π aj lj | aj ∈ Z>0,
∑
j∈J
ajwj = 0, J ⊂ {1, . . . , d}

 .
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Figure 10. Two examples where the lower bound obtained from
Corollary 5.2 gives the actual Gromov width.
Figure 11. An easy example where the lower bound obtained
from Corollary 5.2 is lower than the actual Gromov width.
Therefore, if ∆ = I × ∆′, i.e. wj1 + wj2 = 0 for some j1, j2 ∈ {1, . . . , d}, then
the Gromov width of the corresponding toric manifold is at most 2π(lj1 + lj2).
This argument shows that the lower bound coming from 5.2 is equal to the actual
Gromov width for the examples presented in Figure 10, as well as in Examples 2.5
and 2.7, and proves the following corollary.
Corollary 5.4. Let (M2n∆ , ω) be a compact toric symplectic Fano manifold of
dimension 2n. Suppose that during the shrinking procedure for ∆ dimension drops
only once (monotone case) and that ∆˜n0 from Definition 3.2 is a product ∆˜
n
0 = I×∆
′,
or, that the first dimension drop is by k1 < n and the polytope ∆˜
k1 is a product
∆˜k1 = I ×∆′. Then the Gromov width of (M2n∆ , ω) is equal to 4π t1, where t1 is
the time of the first “dimension drop” in the shrinking procedure.
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