A human gesture is a non-verbal form of communication and is critical in human-robot interactions. Vision-based gesture recognition methods play a key role to detect hand motion and support such interactions. Hand gesture recognition allows a appropriate, and usable interface between users and devices. Hand gestures can be used for various fields which makes it be able to be implemented for communication and further. Hand gesture recognition is not only useful for people who are hearing-impaired or disabled but also for the people who have experienced a stroke, as they need to communicate with other people using different common essential gestures such as the sign of eating, drink, family and, more. In this paper, a system for recognizing hand gesture based on Convolutional Neural Network (CNN) is proposed. The developed method is evaluated and compared between training and testing modes based on several metrics such as execution time, accuracy, sensitivity, specificity, positive and negative predictive value, likelihood and root mean square. Results show that testing accuracy is 99% using CNN and is an effective technique in extracting distinct features and classifying data.
gesture recognition is to develop a system that can identify and understand specific gestures and communicates information from them [1] .
Gesture recognition methods based on the non-contact visual inspection are currently popular. This is due to their low cost and convenience to the user. A hand gesture is an expressive communication method used in healthcare, entertainment and education industry, in addition to assisting users with special needs and the elderly. Hand tracking is vital to perform hand gesture recognition, involves undertaking various computer vision operations including hand segmentation, detection, and tracking.
Sign language uses hand gestures to convey feelings or information within the hearing impairment communication. The main issue is that an ordinary person would easily misunderstand the meaning conveyed. The advancement in AI and computer vision can be adapted to recognize and learn the sign language [2] . The modern systems can help an ordinary person to recognize and understand the sign language. This article presents a technique which is associated to the recognition of hand gestures using a method of deep learning.
Stroke is a disease which affects arteries leading to and within the brain. Stroke is the fifth leading death cause as well as a cause of disability. A stroke happens when a blood vessel carries oxygen and nutrients to the brain is either blocked by a clot or bursts. Certain security measures keep the privacy implemented and protects an important part of the profile. This information has gathered people to demand skilled and capable information. Networks have a medical diagnosis system to allow the users in the expertise and experiences of groups and individual. This project shows that hand gesture is a very beneficial way to convey information and a very rich set of feelings and facts can be interpreted from gestures.
The remaining of the paper is structured as follows: The material and method used in this paper found in Section II. A literature review of hand gesture detection techniques and methods used are shown in Section III. Theoretical concept of CNN is provided in Section IV. Section V concentrates on the details of the proposed system's implementation. Section VI describes the discussion and presentation of the results obtained. The conclusion and future work are discussed in section VII.
II. MATERIALS AND METHOD
The objective of this study is to present the effectiveness of CNN technique to extract features and classify various images. In this study, CNN method is evaluated and compared between training and testing. A hand gesture recognition system was developed based on deep learning method. The performance of hand gesture recognition method was evaluated and compared using several factors like execution time, accuracy, sensitivity, specificity, positive predictive value, negative predictive value, positive likelihood, negative likelihood and root mean square.
III. LITERATURE REVIEW
Convolution Neural Networks (CNNs) are used to evaluate hand gesture recognition, where depth-based hand data was employed with CNN to obtain successful training and testing results [2] . Another CNN method was proposed [3] that uses a skin model, hand position calibration and orientation to train and test the CNN. The authors proposed a gesture recognition system using Micro Electro Mechanical System (MEMS) accelerometer and consists of a microcontroller, ADXL335 accelerometer and a display unit with speaker. The reason stated for choosing MEMS accelerometer is that it is easy to wear, and no special training is needed to be given to person wearing it [1] . A hand gesture recognition sensor is introduced in study uses ultra-wide band impulse signals. Each gesture has their own reflected waveform and CNN is used for gesture classification. Six gestures from ASL (American Sign Language) have been used for the experiment. The results show 90% accuracy using CNN and proves its effectiveness recognising the gesture [4] . A Pattern Recognition model is proposed in article [5] for dynamic hand gesture recognition which combines CNN with weighted fuzzy min-max neural network. The model also presents feature extraction, feature analysis and spatiotemporal template data representation based on the motion information of target is designed. The efficiency of classifier is increased by performing feature analysis technique using weighted fuzzy min-max neural network. The results display that influence caused by feature point's spatial and temporal variation can be reduced using the proposed implementation.
In this study, the authors present their study in process and methods related to sign language recognition using Deep Learning. 3D CNN was applied for recognising images received through Kinect sensor. The method using 3D CNN was found the be very effective and the highest accuracy was found to be 91.23% [6] .
CNN are used to recognise Indian sign language gestures. The capture method used was Selfie mode continuous sign language video, where a hearing-impaired person would use the sign language recogniser mobile individually. The datasets were not available for mobile use, hence, the authors created datasets with five subjects which performed two hundred signs in five various viewing angles under several background environments. Various CNN architectures were designed and tested and 92.88% was the best recognition rate obtained on the dataset [7] .
Multi-class SVM and k-NN classifier are used to observe seven gestures for residential rehabilitation of the patients who have had stroke. These seven gestures were implemented on seventeen young people. The results were evaluated using k-fold cross validation method. The results show that multi-class k-NN and SVM classifier achieved an accuracy of 97.29% and 97.71%, respectively [8] .
Authors used webcam to track region of interest (ROI) which is hand region gestures. The kernelized correlation filters (KCF) method is used to track the detected ROI. The image is resized and input to deep CNN to recognize different hand gestures. Two deep CNN architectures amended from VGGNet and AlexNet, respectively are implemented. This method of tracking is continuously repeated, and gestures are recognized until the hand leaves camera range. The data set of training reached a recognition rate of 99.90%, and data set of testing got a recognition rate of 95.61% [8] .
CNN and back propagation methodologies are used to recognize gestures to help disables. The machine can realize the images and identify what the images are really helpful in many ways [10] .
In this research, Adapted Deep Convolutional Neural Network (ADCNN) is proposed to recognize the hand gestures. Data augmentation is applied to increase robustness of deep learning and rise the size of dataset. The images are input into ADCNN in presence of RELU and Softmax, L2 regularization is used to remove overfitting. This method has been proved to be efficient to recognize hand gestures. The model is first trained using 3750 images with several variations in features like rotation, translation, scale, illumination and noise. Compared to baseline CNN, ADCNN had an accuracy of 99.73%, and a 4% improvement over the baseline CNN model (95.73%) [11] .
IV. THEORY
Artificial Intelligence is bridging the gap between capabilities of humans and machines. Researchers are working on several fields to make great things happen. One such field is Computer Vision. The goal of computer vision is to make machines view the world as humans and perceive it the same way as humans and use this knowledge for amazing tasks such as Image recognition, Image analysis and classification, video recognition, Media recreation, natural language processing, etc. One such algorithm that has played a major role in advancements of computer vision and deep learning is Convolutional Neural Network (CNN).
CNN is defined as a type of neural network with a unique architecture applied for deep learning [12] . The architecture of CNN is comprised of three essential layers: Convolutional Layer, Pooling Layer, and Fully-Connected Layer. CNN is generally utilized in recognising objects, scenes, and implementing image detection, extraction and segmentation. CNN has been significantly used in the last few years ago due to the following three aspects: (1) the requirement for feature extraction by applying image processing techniques is removed since CNN can directly learn the image data, (2) Exceptionally good for recognition of results and can be easily re-trained for new recognition purposes, and (3) CNN can be built on the pre-existing network [12] .
The convolutional layer does the heavy computational tasks and is the main building block of CNN [13] . The convolutional layer's parameters contain a set of learnable filters. Each filter passes across the height and width of the input volume and calculate the dot product between filter's entries and input at all the positions during the forward pass. When the filter is slide across the input volume, a 2D activation map that provides reactions of the filter at every spatial position is generated. Now each set of filters are in each convolutional layer. Each layer will generate a separate activation map and these maps are stacked with depth dimensions generate the output volume. Three hyperparameters that control the size of output volume are zero-padding, stride and depth.
Depth corresponds to the number of filters the user wants to use. Each filter will look to learn something different in the input. Stride refers to the stride with which we slide filter. If stride is given one then filters tend to move one pixel at a time, when it is two they jump two pixels at a time. Sometimes it is appropriate to pad input volume with zeros around border. This is nothing but zero-padding hyper parameter. Zero padding allows controlling the spatial size of output volumes.
The formula for calculating the number of neurons "fit" is (W-F+2P)/S+1, where W is input volume size, F is field size of the Convolution Layer neurons, S is stride with that they are implemented, and P is amount of zero padding applied on the border. For example, 7x7 input and a 3x3 filter with stride 1 and pad zero, the result is a 5x5 output.
Pooling Layer is a general procedure to have a pooling layer between convolution layers in a convolutional neural network architecture. The main task of the pooling layer is to decrease the spatial size to reduce hyperparameters and in turn the computation in network. This also controls the overfitting problem. These layers act independently on different each depth slice of the input and resize them spatially applying MAX function.
For Pooling layers, it is not common to pad the input using zero-padding. It is worth knowing that pooling units can also perform functions like such as average pooling or L2-norm pooling. But max-pooling has been proven to work best in practice.
In fully connected layers, the Neurons fully connected to all activations in the previous layer. The activations be able to be processed with a matrix multiplication followed by a bias offset.
Converting a fully connected layer to convolutional layers stage; The main difference between Fully connected and convolutional layers is all neurons in Convolutional layer are connected to a local region in the input, and a lot of neurons in a convolutional volume share parameters. The neurons in fully connected and convolutional layers still compute dot products making their functional form is corresponding. Hence, it is likely to transform between fully connected and convolutional layers.
As mentioned in the previous paragraph, A convolutional neural network consists of three layers: convolutional, pooling and fully connected layer. In practice, also the RELU activation function is written a layer. Common practice stacks a few convolutional-RELU layers, followed by pooling layers, and repeat this model until the image has been combined spatially to a small size. The last fully connected layer retains the output. The pattern (1) is a common CNN architecture is defined as follows [14] :
where the * indicates repetition, and POOL? shows an optional pooling layer. Also, N >= 0 (and N <= 3), M >= 0, K >= 0 (and K < 3). Figure 1 shows a simple CNN architecture which takes m*n*1 size input. This input is passed through combination of several layers like Convolutional, Pooling and ReLu before it reaches fully connected layer and finally the gesture in the image is recognised in the output layer. 
A. Hand Gestures Input
Hand gestures represent a hundred and forty gestures is composed of seven gestures for twenty people as an input to the gesture recognition method evaluated and compared in this study. Figure 2 illustrates three examples of twenty people showing seven 2-D and 3-D universal common hand gestures with three different mobile cameras, backgrounds, illumination, the position of the hand and the shape of the hand. The mobile camera used to record the first gesture are iPhone8 and Samsung Galaxy S10 is used to record second gesture and the last gesture is recorded using iPhone8. The first background is light blue, the second background is lightly floral and the last one is plain. The illumination of the first example is less than the second and third example. The position of the hand is also slightly different as well as the shape of the hands. A first-hand gesture is for a young woman in the late of twenty, another hand gesture is for a young woman in the mid of thirty, the last one is for an old man in the mid of seventy. They are recorded within short distances and used in the study's experimental work. The hand gestures signs are referenced from Simple hand sign communication cards used by Single hand communications and are shown in Figure 3 . The framework model in Figure 4 illustrated the system implementation steps. Using different high standard mobile cameras with two resolutions which are HD and 4k, the hand motions shown in Figure 3 are recorded. Each recording lasts from 1 to 10 seconds, and the recorded video resolution is varied.
B. Computing Specification
The experimental work was implemented using a Dell desktop C2544404 with processor Generation Intel ® Core™ i7-6700 CPU @ 3.40GHz, DDR4 16 GB memory type, storage hard drive 512 GB, 24 inch (60.9 cm) Full HD (1920 X 1200) Widescreen Ultrasharp IPS Panel display w/Adobe RGB colour space. Windows 10 (64 bits) operating system was used and the system is implemented using MATLAB R20187bV language.
C. Convolutional Neural Network Implementation
CNN forms an integral part of deep learning as is applied to train data without using any image processing technique. In this experimental work, a new directory is created for each video. Hundred and forty videos are read to generate 24,698 image frames. The method to convert the image frame from RGB color to grey and resize it to 227×227 from the original image size is shown in Figure 5 . Each recorded video has a various number of frames between 3394 to 3670 frames. The data of images is divided into training and testing datasets. The number of training frames is 2485 which is 70%. The topology of CNN is generated in seven layers with each layer having the following functionality and size: ImageInputLayer size [227,227,1], Convolution2-DLayer Filter size [5, 20] , Rectified Linear Unit (ReLULayer), MaxPooling2-DLayer Pool size [2, 2] , FullyConnectedLayer size [auto] and Output size [7] ,SoftmaxLayer and ClassificationOutputLayer Output size [auto] . The CNN hyperparameters are produced inside the training options function. The value of epochs parameter is set to 50 epochs. 
D. Parameters for Comparison
The performance of CNN algorithm is compared between training and testing using several parameters including execution time, that is the duration taken by the software to implement the task. Sensitivity measures the percentage of positives that are appropriately identified. Specificity is a measure of the false positive rate. The PPV and NPV are the percentages of positive and negative results in diagnostic and statistics tests which also describe the true positive and true negative results. The LR+ and LR− are identified measures in diagnostic accuracy.
VI. RESULTS
The experiments were executed ten times to acquire the mean of seven-hand gestures. Two different training and testing modes were presented and compared to find the best result. Training accuracy is accomplished by applying a prototype on the training data and determining the accuracy of the algorithm.
A summary of the values obtained for various parameters in training and testing approach is listed in Table  1 . It can be noticed that the execution time of training and testing is equalled. The accuracy result of training is 100% compared to that of testing. The value of sensitivity in training is a bit higher than testing. Specificity in training is 100% whereas in testing is 0.9989. The PPV and NPV of testing is lower than training. The best value for LR+ and LR− are recorded for training. For RMS, the value of training and testing are matched.
The training parameter values in CNN are fixed for all categories. The execution time is approximate 15,598 seconds, which is duration to train and test the system using seven hand gestures which are used in the experiment. Overall, training has the best values in most parameters. 
VII. CONCLUSIONS AND FUTURE WORK
Hand gesture detection is fundamental to provide a natural HCI skill. It is now known that in gesture recognition, the most essential aspects are detection, segmentation and tracking. This experiment is a system which has been created for hand gestures recognition using features extraction and classification in CNN technique. Seven 2-D and 3-D motions with different mobile cameras, backgrounds, illumination, position of hand and the shape of hand are recorded within short distances. Experiments were performed to compare the performance of training and testing in CNN method. Results showed that training provides better accuracy compared to testing. In future work, the number of gestures will be extended to ten common gestures using 3-D Holoscopic imaging technique camera.
