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Summary
Summary
The last decade has witnessed rapid growth and development within the 
telecommunication industry. This, in particular for speech coding, has been primarily 
driven by the enormous expansion of digital mobile communication. Whilst the 
available bandwidth in wired based terrestrial network is a relatively cheap and 
expandable resource, it becomes unavoidably limited in satellite or mobile 
communication systems. At the same time, a high quality speech communication 
system is preferred. This, on the other hand, requires high data rates. Therefore, key 
factors to design speech coder are both the optimisation of the bandwidth usage and 
provision of high quality of service. The research carried out in this thesis has mainly 
focused on the design and development of low to medium bit rate nairowband and 
wideband speech coding algorithms which are based on Analysis-by-Synthesis Linear 
Prediction Coding (AbS-LPC). In order to reduce the computational complexity as 
well as to improve the perceptual quality, the secondary excitation used in the 
developed coder is based on sparsely populated pulse vectors instead of a Gaussian 
codebook, used in the original famous Code Excited Linear Prediction (CELP) coder. 
The algorithms subsequently developed also incorporate a multi-rate operation i.e. 
speech and channel coding bit allocation can be varied for different level of error 
protection according to channel conditions. Moreover, the developed coder is 
designed to operate between 8 and 14 kb/s, at a gross bit rate of 22.8 kb/s in order to 
provide a reliable service in the existing mobile communication network. In addition 
to the multi-rate speech coders, a new approach to variable rate speech coder is 
presented. In this course of research, longer frame lengths are used when possible i.e. 
when the speech segment contains similar* characteristics. This is mainly to reduce the 
parameter updating rate, and hence the bit rate. Speech segmentation and voice 
classification are obtained via speech recognition. Different types of excitation are 
used for different voice classes in order to improve the speech quality and to further 
reduce the bit rate. However, some applications require very high quality speech 
which narrowband speech cannot offer. The work in this research also includes the 
development of wideband CELP coder that operates at much lower bit rate than the 
cuiTent standards whilst maintaining toll or neai* toll quality of speech.
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Chapter 1
1. Introduction
1.1 Background
speech communication is one of the most essential human activities. In order to 
communicate over a long distance, communication aids or media are necessary. It was 
more than a century ago when Graham Bell invented his first analogue speech 
transceiver, so called ‘telephone’. The traditional plain analogue system has since 
been successfully used throughout the world considering its technological simplicity. 
Despite many great advances in analogue telephony, it is fundamentally limited by its 
inability to consistently deliver good quality to the user. Analogue transmission has a 
disadvantage, namely that the signal is prone to noise at every stage of the 
transmission, therefore limiting the maximum communication distance and ultimately 
the quality of the received signal. In a digital system, the analogue speech signal is 
sampled, quantised and converted into a binaiy data stream. This then allows the 
speech signal to be manipulated by various tools reserved for the digital domain. The 
signal can now be regenerated at regular intervals as it becomes independent of a 
transmission distance. In addition to the distance independency, an important data 
stream can be secured by data encryption method. Moreover, a digital signal has an 
ability to be combined with other digital signals. Therefore, it is possible to transmit 
not only speech but also video, music and data altogether.
The 64 kb/s Logarithmic Pulse Code Modulation (Log-PCM) and 32 kb/s Adaptive 
Differential Pulse Code Modulation (ADPCM), the very first generation of digital 
speech coding systems, have fulfilled the needs of speech communication over the
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early years of the digital era. The use of such large bandwidth was not a problem for 
the telephone line Public Switched Telephone Network (PSTN) applications. 
However, this is Icnown to be ineffective in tenn of spectral usage in present 
communication systems such as satellite communications, digital mobile radio 
systems, cellular and private networks. In these systems, the available bandwidth is 
very limited and therefore compression of a signal is essential. In the past few years, 
both fixed line and mobile communication systems have been rapidly developing. 
These developed systems require spectral efficiency as a primaiy factor. Taking PCM 
as an example, the analogue signal is directly quantised and transmitted at 64 kb/s 
with toll quality. However, it is difficult to maintain the acceptable speech quality 
when bit rate is reduced. This has led to a lot of research to develop a speech coder 
which is capable of operating at lower bit rates whilst maintaining high quality speech 
output.
Nowadays, the bit rate of the new generation speech coders can be as low as 4 kb/s or 
below with acceptable quality. Instead of using straight conversion, a set of 
parameters which can represent speech signal is calculated, encoded and transmitted. 
This results in much lower bit rates. Various strategies have been used in speech 
coders to produce a desired bit rate. Many of them have been standardised and widely 
used such as ACELP (in enhanced full-rate GSM) [I][2], RPE-LTP (in full-rate GSM) 
[3], LD-CELP (CCITT G.728) [4], I-MBE (INMARSAT-M standard) [5][6], CS- 
ACELP (ITU-T G.729) [7] [8], VSELP (in half-rate GSM) [9], etc. Most of these 
successful coding algorithms are based on AbS-LPC, CELP in particular, operating 
between 4.8 kb/s to 16 kb/s. Despite many advances in speech coding technology, the 
current speech coders still operate at a fixed rate. Therefore, bits aie sometimes used 
ineffectively, because the amount of bits that are needed is different for various 
regions of speech. This has attracted a lot of research interest into variable bit rate 
speech coding. Variable rate speech coders are primarily used in store and forward 
machines and are to be used in the next generation of broad band integrated digital 
networks such as Asynchronous Transfer Mode (ATM) packet-switched networks and 
internet multimedia applications.
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It is a fact that frequencies of human speech gather mostly below 4 kHz. Therefore, 
narrowband speech coders operate with 8 kHz Nyquist sampling rate (300 Hz - 3.4 
l<Hz), which is used in PSTN. However, this naiTowband spectrum has been found 
ineffective to produce high fidelity and high quality speech. It is due to the fact that 
when the frequencies beyond 4 IcHz (wideband spectrum) are present, the output 
speech sounds crisper and more intelligible. The wideband speech signal is band 
limited between 50 Hz and 71cHz and sampled at 16 IcHz. Therefore, when bandwidth 
is available and/or very high quality and natural speech is required, wideband speech 
coders are in demand. CuiTently the only existing standard speech coder for wideband 
speech is ITU-T G.722 [10]. Therefore, there is considerable interest in coding 
wideband speech at lower bit rates whilst retaining the enhanced quality due to 
sampling at the higher rate. This is particularly applicable to the emerging Integrated 
Service Digital Network (ISDN), where high quality wideband telephony is required, 
in order to accommodate a larger number of subscribers and applications.
The work canied out in this thesis focuses on the design and development of 
naiTOwband and wideband CELP based speech coders which can offer higher 
perceptual quality. The key factor in the coder design is to use the spai*sely populated 
pulse vectors as a secondary excitation instead of conventional Gaussian codebook. 
The reseai’ch started with the study of the CELP-based speech coder, using pulse 
vector excitation i.e. Algebraic Code Excited Linear Prediction (ACELP) and Pulsed 
Residual Excited Linear Prediction (PRELP) [11] as the secondary excitation. A 
number of pulse excitation strategies for PRELP and ACELP coder were designed and 
investigated. The optimal selections of the pulse strategies for low to medium bit rate 
coder were proposed. Further on, a vaiiable-frame-rate coder, based on phonetic 
segmentation, was designed and developed. Finally, the work focus was then drawn to 
the investigation and the design of a wideband speech coder based on ACELP and 
PRELP, The developed wideband speech coders operate at much lower bit rate, in 
comparison with G.722 standard, whilst maintaining toll or near toll quality.
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1.2 Outline of Thesis
This thesis describes the core structures and features of AbS-LPC coding algorithm. It 
introduces a number of new directions for developing higher quality CELP-based 
speech coders for both naiTowband and wideband applications.
In Chapter 2, general knowledge of speech signal and coding background are 
presented. This includes the overview of the characteristics and features of speech 
signal. This is then followed by an overview of speech coding techniques and a history 
of the speech coding standardisation. For the practical implementation, prime factors 
in speech coder design are discussed. Finally, a brief description of different methods 
for quality evaluation is given.
After giving an overview of scalar and vector quantisation methods, Chapter 3 
discusses a powerful speech analysis tool, namely linear predictive analysis. 
Moreover, an overview of the widely used representation of Linear Predictive 
Coefficients (LPCs), namely Line Spectrum Frequencies (LSFs) is given. Finally, 
general Long-Term Prediction (LTP) or pitch prediction techniques are explained.
Chapter 4 introduces and provides a detailed review of the AbS-LPC and CELP [12] 
coding system. The chapter gives a broad overview of the vaiious sub-systems, 
namely Short-Term Prediction (STP), LTP and secondary excitation search, that 
comprise this class of coder. In order to achieve an improved representation of the 
spectral envelope, the LPCs interpolation technique is discussed. Moreover, an open- 
loop pitch and closed-loop pitch search are then explained. This chapter concludes 
with an overview of postfiltering, a technique which is used to enhance the subjective 
performance of LPC based coders.
Chapter 5 is devoted to an extensive description of the PRELP coding algorithm. The 
chapter describes a general description of pulse vector excitation i.e. ACELP and 
PRELP. Several versions of a new PRELP-type algorithm were designed and 
developed during the course of this reseaich. Each version is characterised by a
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Specific pulse style which is evaluated and discussed. Finally, the selection of the 
optimal excitation based on different bit rates is proposed.
In Chapter 6, a detailed review, structure and features of the new generation multi-rate 
coder, i.e. Adaptive Multi-Rate (AMR) coder, are covered. The chapter then describes 
the structure of ACELP and provides description of the design of the Improved 
ACELP multi-rate coder. Moreover, the design criteria and possible applications are 
discussed. The extensive peiformance tests and scoring method are explained. The 
performance comparison against other standards, including G.728, G.729, FR-GSM 
and EFR-GSM, is shown and discussed.
After introducing the concept of variable bit rate speech coding. Chapter 7 gives an 
overview of speech segmentation and speech recognition techniques. The performance 
of the developed speech recognition system and the illustration of the segmentation 
process are shown. It then depicts the integrated variable bit rate speech coding 
system, bit allocation and the performance evaluation. Finally, the solutions on 
improving the performance of the coders are reported and investigated. It concludes 
with the peiformance evaluation for all the versions of developed variable rate coder.
Chapter 8 gives a description of wideband speech coding. The pulse vector excitation 
CELP-based coders, using ACELP and PRELP, are then examined for their suitability 
for coding wideband speech. Design and evaluation of the multi-rate wideband 
Improved ACELP coder are discussed. Various aspects of this wideband scheme, 
including framing strategy, are discussed and solutions are applied to a new model of 
the multi-rate wideband PRELP coder. The performances of both schemes are 
compared against the current state of the art in wideband standards, i.e. G.722. An 
optimal selection of pulse strategies for wideband coder at different bit rates is 
proposed.
The final chapter provides an overall conclusion of the work and achievements made 
in this research. Also the way forward and possible further developments are 
discussed.
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1.3 Original Achievements
In summary, the original achievements contended in this thesis can be broadly
categorised into the following points:
• A comprehensive review of various Pulse Residual Excitation methods for CELP 
based coder (ACELP and PRELP). This contains an extensive comparison among 
different strategies used for secondary excitation generation of PRELP-type coder. 
An optimal selection of the excitation signal which is suitable for a variety of bit 
rates has been proposed.
• A multi-rate coder (8.25, 10.05, 11.65, 13.65 kb/s), transmitting at 22,4 kb/s 
(including channel coding), based on ACELP algorithm. The key points of this 
coder are the improved excitation signal and codebook search routine. The coder 
is mainly developed to seamlessly merge with the existing GSM system, in 
pai’ticular to be implemented into the new generation of multi-rate coding for 
GSM system. In addition, it was designed and proved to perform better than 
G.728, G.729, FR and EFR in clean channel and eiTor conditions.
• A variable rate CELP coding with Lame length adaptation according to the 
characteristics of the speech signal. A developed speech recognition module 
provides a phoneme segmentation and a classification of the speech. A variable bit 
rate speech coder that operates at a lower bit rate in comparison to the fixed-frame 
coder was developed. The speech quality is also improved by introducing different 
codebook strategies. As a consequence, the developed coder operates at lower bit 
rate than the fixed-frame coder. In addition, the perceptual quality of the output 
speech is also improved.
• A number of versions of multi-rate wideband CELP based coder was developed 
using ACELP and PRELP. A significant reduction in bit rate is achieved whilst 
maintaining toll or near toll speech quality in comparison with the standard 
wideband speech coder, i.e. G.722.
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Chapter 2
2. Speech Signal and Coding Background
2.1 Introduction
Analogue systems have played a major role in communication systems for a number 
of decades. In all telecommunication systems, the maximum communication distance 
is limited by the attenuation of the signal due to distance and noise introduced during 
the transmission. Although, in the analogue system, the signal can be amplified at 
regular intervals, the amplifier cannot eliminate noise introduced by the channel. In 
addition, it may also amplify the noise to higher level. Therefore, the longer the 
distance, the weaker the signal and the stronger the noise. As a consequence, the 
communication distance and quality of service in analogue systems are limited. In a 
digital system, a binary data stream can be perfectly repeated at regular intervals, 
provided that noise introduced during the transmission is insufficient to cause eiTor in 
the binary digits. As a result, the limitation on communication distance and quality is 
removed. Moreover, with digital data, the hardware required to peifoim speech 
storage, multiplexing and switching is much simpler than that for analogue data.
In 1940, sample by sample digital coding, namely Pulse Code Modulation (PCM) was 
introduced. PCM has become widely used in private and Public Switched Telephone 
Networks (PSTN). In today’s digital world, PCM is used in almost all of the PSTN 
networks. However, PCM requires a very large bandwidth, fai* greater than that 
required by the original analogue signal. The lai'ge bandwidth requirement can be 
handled by expensive fibre optic technology which is used in wealthy countries.
Chapter 2: Speech Signal and Coding
However, there is a major problem when communication is required over satellite or 
trans-oceanic cable links, digital mobile radio systems, cellular and private networks 
where the available bandwidth is very limited and expensive. Consequently, the 
increasing demand for low bandwidth communication has directed research efforts 
into finding efficient ways of utilising the available spectrum. The majority of the 
work has focused on compressing the original data before transmitting it. A variety of 
digital speech processing techniques have been used to compress raw speech data. In 
the early days, efforts were limited by the available technology. Since the 
development of Very Lai'ge Scale Integration (VLSI) technology, more complex and 
powerful DSP chip sets can be achieved. As a result, advanced digital speech 
compression algorithms have been rapidly developed and widely used. The next 
section will explain principles and strategies used for digital speech compression.
2.2 Overview of Speech Signal
2.2.1 Speech Characteristic
In the basic structure of the speech coding process, it is noticeable that the frame size 
is typically fixed, regaidless of the speech characteristics. In some frames there is only 
voiced speech or only unvoiced speech/noise. Other frames may contain the speech 
transition regions (onset and offset of speech). These regions affect the coded speech 
throughput. The effects of the fixed-frame structure can be categorised into 2 gi'oups. 
Firstly, the quality of the coded speech is not stable from one frame to another. 
Secondly, even if the coder is intelligent enough to give stable quality, some 
bandwidth would have been inefficiently used because of the fixed amount of bit 
allocation. These di'awbacks can only be overcome by varying the frame size 
according to the speech characteristics.
In linguistic theory, words can be broken into series of phonemes, which constitute the 
smallest part of words. The phoneme is considered as the smallest part of speech 
which owns the same features and the characteristics such as voicing, unvoicing,
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nasality, fracativity, etc. Phoneme length varies from shorter than 5 ms to longer than 
400 ms. [13]. If one says only one individual phoneme, despite the very beginning and 
ending of the phoneme (phoneme transition), the characteristic of the speech remains 
unchanged. This statement can be supported by the consistency of a noise-like signal 
of the first phoneme ‘f  and the periodicity of the second phoneme ‘ao’ shown in 
Figure 2-1. The spectrogram in Figure 2-2 shows that in the same phoneme, the 
frequencies are gathering in the same frequency range.
10000.0
a o
5000.0
0.0
- 5000.0
- 10000.02000.0 4000.0 6000.0 8000.0 10000.0 12000.0
Figure 2-1: Time domain waveform of the word “FOUR’
4000 Hz
2000 Hz
OHz
Figure 2-2: Spectrogram of the word “FOUR”.
As shown in Figure 2-1 and Figure 2-2, the second phoneme of the word ‘four’ is 
quite long (5360^’’ - 8160^  ^ sample). The total length of the phoneme is 2800 sample. 
This is equivalent to 350 ms. It is assumed that the speech signal may not be
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Stationary for the total length of the phoneme. It is because of the transition from the 
previous phoneme and the transition to the next phoneme. However, if we exclude a 
few hundred samples at the beginning and at the end of the phoneme, the presumable 
stationaiy region is still well beyond 320 samples (maximum length used in fixed- 
frame coders). This clearly shows that it is possible to prolong the length of the frame. 
In the word “four”, the pitch predictor shows a constant pitch period of 88 during the 
phoneme “ao” for five consecutive 160-sample frames. This means that speech signal 
at least within a period of 800 samples can be considered as a stationary signal.
To further illustrate the stationaiity of the speech signal in a phoneme, the spectrum of 
the signal is shown in Figure 2-3. FFT is formed of 4 consecutive overlapped parts of 
phoneme, 256 samples in each portion. The starting sample of each portion is delayed 
from the previous portion by 100 samples. The speech spectrum shows that speech is 
stationary throughout at least 600 consecutive samples.
1000.0 a) Start at 5700th sample.
500.0
0.00.0 128
1000.0 b) Start at 5800th sample.
500.0
0.00.0 128
1000.0 c)Start at 5900th sample.
500.0
0.00.0 128
1000.0 d)Start at 6000th sample.
500.0
0.00.0 128
Figure 2-3: Spectmm plots of the phoneme ‘ao’.
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2.2.2 Categories of Speech
Human speech can be classified into 4 categories i.e. unvoiced speech, silence, voiced 
speech and mixed speech.
Unvoiced speech consists of a random or noise-like waveform. This part of speech 
contains hardly any conelations. Therefore, it is considered as a non-stationary 
signal. As there is no periodicity, it is unnecessary for the speech coding algorithm 
to do the pitch search. Hence, pitch information is not needed to be transmitted in 
order to reduce the bit rate. In practice, only an information on energy level is 
needed for the decoder to generate the random signal at the same level of the 
unvoiced part in the original signal.
Silence is generally a region without speech activity and consists of a low energy 
background noise. Silence is classed as unvoiced speech. This region of the speech 
carries the least information among 4 categories. The same strategy to reduce the 
bit rate as in unvoiced speech can be applied. In fact, information of energy level is 
not needed. The decoder can merely generate random noise signal with very low 
energy for the silence region. However, it can cause unnaturalness if the level of 
the synthetic noise is too high or too low. Therefore, the energy information is used 
to provide naturalness in synthetic speech. As approximately 60% of the time of a 
telephone is silence [14], the bit rate can be significantly reduced. This can also 
lead to other research on Voice Activity Detection (VAD) and Time Division 
Multiple Access (TDMA) which put only those voice-active signal into time slot 
and leave other slots to other users.
Voiced speech is a quasi-periodic signal. It consists of both long-term and short­
term corxelations. It is considered as a stationary signal. The stationarity changes 
according to the phoneme as shown in section 2.2.1.
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• Transient speech contains a mixture of voiced and unvoiced speech which usually 
occurs during speech onset and offset'. These fast transitions are difficult to be 
modelled. Therefore, further bits or shorter frame size may be required in order to 
model these regions more accurately. This problem can be approached by a suitable 
segmentation.
Speech segmentation should be able to provide an accurate segmentation which 
bounds one speech category in each segment. In this research speech recognition is 
employed to provide the accurate segmentation.
2.3 Digital Speech Coding Techniques
Digital speech coding is broadly divided into three main categories, namely waveform 
coding, source coding and hybrid coding. Each category applies a different strategy to 
encode the speech signal digitally. However, the general principle of these coding 
schemes is to analyse the signal, remove the redundancies and efficiently encode the 
remaining signal, non-redundant signal.
Speech Coder Channel Coder Modulator
Speech Decoder Channel Decoder Demodulator
Figure 2-1: Simplified block diagram of the digital speech communication system
' Speech on-set occurs when speech status changes from silence or unvoiced speech to voiced speech 
and vice-versa as speech off-set.
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The following is a description of the three major speech coding techniques. These 
coding schemes operate at different bit rates and result in different perceptual outputs. 
Therefore, the decision on selecting the coding technique depends upon the 
application.
2.3.1 Waveform Coding
As the name implies, waveform coders attempt to encode the original speech signal 
sample by sample by directly quantising the speech waveform. The output after 
dequantisation at the decoders will be a replica of the original signal. The accuracy of 
the waveform shaping depends on the quantisation scale. Waveform coders achieve 
their quality by accurately maintaining the shape of the original waveform. Waveform 
coding is also called sample by sample coding. In practice the encoding process 
introduces quantisation noise (which is really a waveform distortion). However, this is 
usually sufficiently small for the speech quality to be unaffected. Waveform codecs 
are of low complexity and therefore inexpensive. Both power consumption and 
encoding delay are low. Moreover, they can be employed to encode other signals, such 
as signalling tones, voice band data, and music signals.
Waveform coding was the first technique used in speech coding. The simplest 
waveform codec is PCM codec, where the speech is sampled at the Nyquist^ and each 
sample is represented by a binary number thereby introducing quantisation noise. 
Logarithmic PCM (Log-PCM) [15] has dominated the telecommunications industry 
since the eariy 1960’s and has been standardised by the CCITT (1972) to operate at 64 
kb/s. For example, the frequency range for toll quality speech is retained at 300-3400 
Hz. Therefore, the Nyquist sampling rate is not less than 7 IcHz. Hence, 13-bit linear 
sampling is required to achieve sufficient dynamic range. The calculated bit rate is 
then 104 kb/s at 8kHz sampling rate. Knowing that the huriran auditory perception has 
a logarithmic sensitivity, logarithmic companding technique such as p,-law (used in 
North-America) and A-law (used in Europe) is used to reduce the number of bits
 ^ The minimum sampling rate which avoids spectral overlap or aliasing is generally double the 
fundamental frequency.
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required per sample from 13 to 8 bits. Hence, 64 kb/s Log-PCM was achieved. The 
popular 64 kb/s PCM was followed much later by the CCITT’s Adaptive Differential 
PCM (ADPCM) standard (1984) which operates at 32 kb/s [16].
2.3.2 Source Coding
In source coding, a different approach is used to encode the speech signal. The core 
function is to preserve only speech features which are perceptually important, 
regardless of the similarity of the input and output waveforms. Therefore, an objective 
quality test such as Signal-to-Noise Ratio (SNR) is not appropriate. Subject quality 
tests such as Mean Square Opinion (MGS) scoring or Dynamic Rhyme Test (DRT) 
[17] are effectively used to measure the quality of the source coding output quality. 
Source coders are also referred to as Vocoders (voice + coders). The coder analyses 
the input speech signal and extracts only the perceptually important features. These 
features are then parameterised and digitally coded before being transmitted to the 
decoder. Unlike sample by sample coding, the number of bits required for source 
coding is much less. However, the accuracy of the speech modelling and the reliability 
of the parameter deteimination algorithms limit the quality of the reproduced speech. 
In addition, the features which are preserved are designed for the human sound 
perception. Therefore, source coders often have difficulty in reproducing non-human 
sounds such as a background noise which is sometime present in the original speech 
waveform. On one hand, the reproduced speech sounds clearer due to the fact that 
background noise is not fully reproduced. On the other hand, this can cause an 
unnaturalness of the communication due to a lack of background noise.
Most of all, source coding has broken the speech coding capacity because of its low 
bit rate operation. Source coders generally operate at bit rates ranging from as low as 
0.8 kb/s providing an intelligible level of conmuinication with robotic sounding 
output, up to 4.8 kb/s, where quite natural sounding speech can be achieved. In the 
past, vocoders have been predominantly used in applications where low bit rate is the 
prime concern, and the quality of the output speech is only of secondary importance. 
Such applications are military and non-commercial applications. However, recent 
advances in the area have resulted in vocoders producing natural sounding speech
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around 2.4 kb/s [18] or even 1.7 kb/s [19]. One of the most prominent vocoding 
standards is the U.S. Government standard Linear Predictive Coding Algorithm (LPC- 
10) which operates at 2.4 kb/s [20], whose main application is militaiy 
communications. Another vocoder which has been adopted by many standards bodies 
is the Improved Multi-Band Excitation (IMBE) scheme, operates at 4.15 kb/s [21]. 
Vocoders today can produce output of sufficiently high quality for many commercial 
as well as non-commercial applications.
2.3.3 Hybrid Coding
In general, hybrid coding is a combination of both techniques used in waveform 
coding and source coding in order to overcome the deficiencies of the pure waveform 
and vocoding schemes. Hybrid coders use source coding techniques in extracting the 
speech features and then define those features as parameters. Commonly, the speech 
model contains a short-term predictor used to model the vocal tract, and a long-term 
predictor used to model the pitch periodicity. After the speech model is extracted from 
the original speech, the residual signal is left to be waveform coded. This process was 
used in the early years of hybrid coding and is called Analysis-and-Synthesis (AaS) 
technique. The AaS technique involves filtering i.e. removing the long-term and short­
term coiTelations of the original speech to obtain a residual. The quantised residual 
signal and the coefficients of both correlations are sent to the decoder. The decoder 
then reverses the process by adding in the correlations to the residual signal. The 
technique is applied in the very well Imown Adaptive Predictive Coding (AFC) [22]. 
AFC produces high quality speech at 16 kb/s and above. Due to the use of a sample by 
sample basis scalar quantisation for the residual signal, the required bit rate is quite 
high. In order to reduce the bit rate, the technique used in Residual Excited Linear 
Prediction (RELF) [23] coding was then introduced. The RELF coder essentially 
employs the SEune structure as AFC except that in the RELF coder only the low 
frequency components (baseband) of the residual aie encoded. Therefore, at the 
encoder, the baseband is extracted from the residual by low-pass filtering and 
decimation with a factor of 3 or 4. At the decoder, the baseband is re-sampled together 
with high frequency regeneration [24] to give a full band signal. The RELF coder 
produces satisfactory quality at 9.6 kb/s and above.
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As DSP technology advanced, more computational power became available and new 
hybrid coders emerged using an Analysis-by-Synthesis (AbS) approach. The AbS 
scheme obtains better quality by using a closed-loop approach in finding the optimum 
excitation. The waveform matching process was applied at the output of the speech 
production model. In order to deteimine the optimum model excitation, each 
candidate block of excitation was passed through the speech production model and the 
excitation whose model output best matched the original was chosen. The first of its 
class was Multi-Pulse Excited Linear Prediction Coder (MPE-LPC) [25], introduced 
in 1982. A 9.6 kb/s MPE-LPC was chosen for communication between commercial 
in-flight aircraft and the ground in the guise of Skyphone [26]. A disadvantage of 
MPE-LPC is its relatively high computational load. This led to the development of the 
computationally efficient Régulai* Pulse Excited Linear Prediction Coding (RPE-LPC) 
[3] where the optimal excitation is constrained to the equally spaced pulses of 
different amplitudes. A variant of this algorithm was chosen for the Pan-European 
Digital Cellular Mobile Radio system (GSM) [12] which was designed to operate at 
13 kb/s.
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Figure 2-2: Performance of various standard codecs
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CELP algorithm in [27] and its many valiants have found considerable use in many 
new commercial applications such as Private Mobile Radio (PMR), second generation 
cellular radio systems and digital satellite connnunications systems. The CELP 
algorithm employs intensive computation for excitation search. This is due to the fact 
that all individual codebook vectors have to be synthesised in order to find the best 
match. Therefore, a considerable amount of the research in this area has focused on 
developing computationally efficient codebook structure in order to have an 
improvement on the real time implementation. Vector Sum Excited Lineai' Prediction 
(VSELP) [9] and ACELP [28] are perhaps the most successful variants of CELP. Both 
techniques have formed the foundation for the majority of recent speech coding 
standai'ds as shown in Table 2-1. Today, the AbS Hybrid coders aie capable of 
producing near toll quality speech, operating at bit rates in the range of 4.8 to 13 kb/s.
2.4 Standardisation
One of the main driving forces behind the speech coding research in recent yeais is the 
procedure for standardisation. This is where a particulai' algorithm is adopted as a 
standard for a specific application and bit rate. Table 2-1 shows many of the speech 
coding standards adopted in the last two decades since PCM was first standardised for 
PSTN applications. Rapid developments in the process of standardisation can clearly 
be seen from Table 2-1. However, the last few years have seen a proliferation of 
standards based around the CELP algorithm.
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Table 2-1: Major digital speech coding standards operated in the past few decades.
Year of 
Operation
Coding 
Rate (kb/s)
Coding
Standard
Application Area Coding
Algorithm
1972 64 rrU-T G.711 PSTN (E  ^generation) PCM
1984 32 rrU-T G.721 PSTN generation) ADPCM
1984 64,56 
and 48
rrU-T G.722 
(Multi-rate)
ISDN
(Wideband)
SB-ADPCM
1984 2.4 US Federal- 
Standai'd 1015
Secure Voice 
(Fixed and Mobile)
LPC-lOe
1985 16 INMARSAT
Standard-B
Maritime APC
1989 4.8 US Federal- 
Standard 1016
Secure Voice 
(Fixed)
CELP
1989 7.95 IS-54 North American Digital 
Cellular Mobile Radio
VSELP
1990 8.9 Skyphone
INMARSAT
Aeronautical Mobile Standard MPE-LPC
1990 4.8 NASA MSAT-X Mobile Satellite VAPC
1991 13 Full-Rate GSM Pan-European Digital Cellular- 
Mobile Radio and DCS-1800
RPE-LTP
1991 6.7 Full-Rate PDC Japanese Personal Digital 
Cellular Mobile Radio
VSELP
1991 4.15 INMARSAT
Standai'd-M
Land Mobile Satellite IMBE
1992 16 ITU-T G.728 PSTN (3^ ^^  generation) LD-CELP
1992 4.4 APCO North American Police Officer 
Mobile Radio
IMBE
1993 4.53 TETRA Trans-European Trunk Radio ACELP
1993 8 ^ 1 IS-95 
(Vaiiable Rate)
North American CDMA Digital 
Cellulai- Mobile Radio
QCELP
1995 8 rrU-T G.729 PSTN (3"' generation) ACELP
1995 5.7 Half-Rate GSM Pan-European Digital Cellular 
Mobile Radio
VSELP
1995 3.45 Half-Rate PDC Japanese Personal Digital 
Cellular Mobile Radio
PSI-CELP
1995 4.8 INMARSAT
Mini-M
Land Mobile Satellite 
(Notebook sized tei-minal)
AMBE
1995 13 Enhanced 
Full-Rate GSM
Pan-European Digital Cellulai' 
Mobile Radio
ACELP
1995 13 PCS-1900 North American Personal 
Communications Systems
ACELP
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2.5 Design Criteria
The design and development of a particular speech coder are determined by the target 
application. Therefore, attention has been directed to the design criteria. However, 
many of these criteria have conflicting objectives and often improvements in one 
aspect result in degradation of another. Therefore, it requires careful consideration in 
order to obtain a balanced compromise between conflicting objectives.
2.5.1 Quality and Bit Rate
A typical problem when designing a speech coder is the trade off between quality and 
bit rate. To obtain better speech quality, higher bit rate is required. As mentioned 
earlier, the PSTN and its associated systems require toll quality speech. Therefore, 
waveform coders such as the PCM series, which require a very high bit rate, have 
been used. However, the systems that require much lower bandwidth such as private 
commercial networks (including cable link, satellite link, mobile phone network, etc.) 
cannot afford such high bit rate coders. Hence, a parametric model coder is utilised 
instead of a sample by sample coder. For a lower standard coder, hybrid coders seem 
to be better suited to the task. They produce low bit rate and acceptable quality of 
speech. This average quality usually takes into account both good and bad channel 
conditions.
2.5.2 Coding Delay
Coding delay is one of the major consideration in designing the speech coder. The 
delay incurred by the speech codec is just one component in overall end-to-end delay 
in a speech communication system which also includes source coding delay, channel 
coding delay, transmission delay, buffering delay and decoding delay. Generally, most 
of todays speech codecs operate on a fixed-frame basis. This means that a block of 
input speech data has to be completely read into a buffer before the encoder can 
perform any analysis and calculation. As a consequence, at least 1 block delay is 
introduced during the coding process. The length of the delay depends on the data 
required in the coder buffer. The delay in itself is not a major annoyance. However, it
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is sometimes combined with the signal reflections caused by the mismatched 
impedance in switching equipment and telephone hybrid circuit. This combination 
results in talker and listener echo. In systems with excessive end-to-end delays, these 
echoes become subjectively annoying to the users, and in such cases it is necessary to 
include sophisticated echo cancellation hai'dware into the system. For mobile and 
satellite channels where the transmission delay is very high, it is obligatory to include 
echo cancellation equipment. However, for tenestrial system, the transmission delay 
is typically very low and the introduction of a speech coding algorithm can drastically 
increase the end-to-end delay. If this delay approaches the maximum set by the 
regulatory bodies then echo cancellation equipment has to be included which therefore 
increases the overall system cost. For the PSTN in the United Kingdom as an 
example, the requirement of the codec delay is 5 ms [29]. If the codec delay exceeds 5 
ms, echo cancellation is required.
In modern day speech codecs, a frame size of 20 ms is used and the analysis buffer 
size is noiTnally at least 10 ms. Talcing into account all processing and other delays at 
both encoder and decoder, the total delay can be in excess of 50 ms for a one way trip. 
Speech coders based upon forwai'd prediction techniques generally introduce a long 
coding delay because they require lai'ge input and output speech buffers. However, the 
buffer size and the delay can be kept minimal by employing backward prediction. This 
can lead to an increase in the overall bit rate since the vector size is typically very 
short. Alternatively, the delay can be shortened by reducing the analysis frame length. 
However, this also requires an increased frame update rate which often leads to higher 
bit rates.
2.5.3 Complexity, Storage and Cost
In order to design a codec to suit the target application, complexity, storage and cost 
are other essential factors. The complexity of coding algorithm may be defined as the 
number of operations required per second, usually unit in Millions of Instructions Per 
Second (MIPS). Even though advances in DSP technology have dramatically 
increased the computational power and processing speed, complexity still plays a 
major role in the design and selection of speech coding algorithms. One of the main
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reasons being that the increase in algorithm complexity requires more mathematical 
operations and increases the overall power consumption. Most of all, the complexity 
must be kept to a minimum, in order to reduce the cost of implementation and
therefore the cost of DSP.
Speech coding algorithms can be implemented on floating point processor. However, 
the cost of a fixed-point processor is far less than the equivalent floating point device 
for any given performance. In addition, floating-point devices require more
mathematical operations than an equivalent fixed point. Therefore, more power
consumption is required for a floating-point processor. Hence, in practice, the battery 
life of a mobile phone which uses such processors would be shorter. As a 
consequence, a fixed-point device is used for mass market applications. However, 
converting a speech coding algorithm to operate in fixed-point arithmetic adds an 
additional design stage, which increases the overall development costs.
Cost seems to be the most important issue to some tai'get applications, a storage of an 
algorithm has to be taken into account. Since most low cost DSPs have a very limited 
on-boai'd memory, an extra ROM or RAM^ chip may be required for further storage. 
This results in increasing the number of ICs in the chipset and a higher cost. In order 
to reduce the cost of extra storage, a speech coding algorithm that does not require 
memory storage for codebook vectors can be used.
2.5.4 Channel Robustness
Digital communication systems inherit a vast improvement in error resistance from 
analogue systems. However, channel coding is obligatory in order to protect, detect 
and collect channel eiTors. Most modem day speech coders use some form of speech 
production model, of which the parameters are transmitted. The result of an eiTor on 
the output speech can have varying effects depending on which parameter is affected. 
In the case of an eiTor occurring in a critical parameter such as a filter coefficient, this
ROM: Read Only Memory , RAM: Random Access Memory
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can cause degradation on that particular frame of speech due to unstable filter 
coefficients.
The speech source coding bits occupy only a fraction of the total channel capacity, the 
rest is being used for Forward Error CoiTection (EEC) and signalling. The ratio of 
these partitions has to be a balanced compromise between output speech quality and 
level of eiTor protection. In mobile and satellite environments, communication links 
suffer from both frequent random errors and burst noise. Bit Eixor Rate (BER) is 
usually expected to be between 10’^  and 5x10^, which is much higher than the 10'  ^to 
10"^  range that is usually encountered in the PSTN. Due to this high BER, a price has 
to be paid in the form of high redundancy in the bit stream to ensure channel 
robustness. For example, more than 9 kb/s channel coding is used to protect the 13 
kb/s full-rate GSM coding and transmit at a gross bit rate of 22.8 kb/s. For a system 
which offers a better communication channel, e.g. fibre optic links or other fixed 
links, the channel robustness can be sacrificed for better quality.
Instead of using a fixed-rate method for both speech coding and channel coding, a 
multi-rate scheme can be used to combat severe channel conditions. A multi-rate 
coder can adapt itself to the channel conditions by selecting the best operating mode. 
The mode with a larger channel coding partition is selected when the channel 
condition is worse. The highest speech coding mode is used for a clean channel to 
provide the best speech quality. The details of multi-rate speech coding will be 
discussed in chapter 7.
2.5.5 Non-human Sound Coding
Speech coders are also required to cope with high levels of unwanted background 
noise such as cars, trains or multiple speakers. It is often preferable for the algorithm 
to pass these sounds at an attenuated level such that the naturalness of the 
conversation is maintained. However, in many cases the noise may have completely 
different chaiacteristics to human speech and many speech coding algorithms may 
have difficulty in reproducing it. In general, the lower the coding bit rate, the more 
specialised towards modelling human speech the coder becomes. As a result, the
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coder has more difficulty in reproducing non-human sounds. Other types of signal that 
a coder might be expected to pass on a PSTN network include signalling tones based 
on the Dual Tone Multi-Frequency (DTMF) system for the transmission of telephone 
digits and modem tones for transmitting voice-band data. These tones have waveform 
statistics and frequency spectrum, which are different from those of speech. Therefore, 
the codec must be capable of handling both types of signal.
2.5.6 Other Important Issues
There are a few other important issues with designing a digital speech codec that have 
become increasingly important.
* Tandeming Performance
As more digital coding standards are introduced around the world for vaiious 
applications, the interaction among new coding algorithms with the cuixently 
installed systems will become an increasingly important issue. This means that in 
order to establish a communication link from one user to another, the link may 
encounter more than one different digital coding standard.
As a general rule, if good peifonnance is being achieved under single codec 
conditions, then it is unlikely that a serious loss of quality will be encountered 
under tandeming of the speech codecs, except possibly in the presence of 
background noise and eiTor conditions. However, this is less evident in the case of 
mismatched codecs. Because of the action of a digital speech coder, which will try 
to produce the best subjective quality for a given bit rate using a particular 
parametric model, the output waveform will probably prove to be non-ideal when 
presented to the next coding standai'd used in the link.
Seamless Codec Mode Switching
In case of multi-rate speech coder, the coder has to be designed in such a way that 
when a change of rate is requested, it must peifoim seamless rate switching. This is 
mainly because codec mode bit rate changes may occur rapidly (more than once a
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second) and it is required that the switching between codec modes must occur 
without any audible impaimient.
• Security
One of the major benefit of moving from an analogue system to a digital one is that 
added security can be incorporated into the system. Scrambling of codes can 
change continuously and exhibit very long repeat lengths. This is a high priority for 
military and some commercial sensitive applications. However, it is also becoming 
increasingly important for land, satellite and mobile communication systems [30].
2.6 Speech Quality Evaluation
In order to judge the performance of the digital speech codec, the quality of the 
processed speech is the first issue to be evaluated. There are two approaches to test the 
speech quality, namely objective testing and subjective testing.
2.6.1 Objective Speech Quality Test
During early efforts on speech coding, speech coders were based on sample-by-sample 
coding. Therefore, the quality of the decoded output speech can be scored by 
comparing it to the original signal sample by sample. Wavefoim comparison is 
effectively used to indicate the quality of the coded speech on a sample-by-sample 
basis. It is also referred to as Signal to Noise Ratio (SNR). For instance, in the 
waveform coder the quantisation noise is the major source of distortion in the output 
waveform.
2.6.2 Subjective Speech Quality Test
In higher rate coders, objective distortion measures based upon signal to eiTor ratios 
may be successfully used to assess the quality of a speech coding algorithm. As the bit 
rate is lowered, the relationship between waveform similarity and the subjective
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quality becomes less distinct, until at very low bit rates the objective measures become 
almost meaningless. In any speech coding algorithm, the ultimate quality assessment 
test is a subjective one. As a result of this, a number of standard subjective assessment 
schemes have been devised. At very low bit rates, the speech intelligibility is often of 
prime concern which may be assessed using a Diagnostic Rhyming Test (DRT) [17]. 
In this test, subjects aie required to distinguish between two words differing by only 
one phoneme or consonant. The DRT score is defined as the number of coixect 
responses expressed as a percentage. For subjective quality assessment, the Mean 
Opinion Score (MGS) test is widely used, in which subjects aie requested to score 
individual speech material on a scale of one to five. The MGS is given by the overall 
average score for a paiticulai’ system. If the overall goal is simply to determine 
whether one coder is subjectively better than another, a pair comparison test may be 
used in which subjects are played identical speech material processed by two different 
speech coders and asked to identify which one they prefer.
2.6.2.1 Absolute Category Rating (ACR)
The ACR is perhaps the most populai* subjective listening test. The resulting score is 
called Mean Score Gpinion (MGS). ACR is usually used to test processed speech 
under clean conditions i.e. no added noise.
The listeners are presented with a single sentence or a portion of speech. They then 
indicate their opinion of the overall sound quality as 5 for excellent quality down to 1 
for bad quality. Table 2-2 shows the MGS scores versus their meaning and their levels 
of communication quality.
Table 2-2: Quality rating according to the MGS score.
MGS Subjective
Gpinion
Impairment Scale Communication
Quality
5 Excellent Imperceptible Broadcast
4 Good (Just) perceptible but not annoying Toll
3 Fail- (Perceptible and slightly) annoying Communication
2 Bad Annoying (but not objectionable) Synthetic
1 Poor Very annoying (objectionable)
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2.6.2.2 Degradation Category Rating (DCR)
The DCR method is paiticulaiiy useful for assessing the performance of 
telecommunications systems when the input has been coixupted by background noise. 
It is also refeixed to as Degraded Mean Score Opinion (DMOS).
Listeners are presented with a pair of speech samples. In the DCR procedure, a 
reference, unprocessed sample is presented first, followed by the same speech sample 
under evaluation. In the DCR method, the listeners always rate the amount by which 
the second sample is degraded relative to the reference sample. Listeners use the 
following scale to judge the quality of the second sample (degraded) relative to that of 
the first (reference sample):
DMOS Degradation Scale
5 Degradation is inaudible
4 Degradation is audible but not annoying
3 Degradation is slightly annoying
2 Degradation is annoying
1 Degradation is very annoying
The reference and processed samples must use the same talker and speech material.
In addition, when there are other conditions introduced into the system, the method 
called Modified-DCR is used. In M-DCR, the references have also been corrupted by 
the same noise (if any) and processed through the same preliminary processes, such as 
transmitter characteristic, logarithmic compounding, etc. Thus, there will be a 
different reference for each of the test conditions.
2.6.2.3 Diagnostic Rhyme Test (DRT)
DRT is the most popular and widely used speech intelligibility test. The test is 
constructed using words from different rhyming groups as shown in Table 2-3. The 
words in each group differ only in the first consonant. One word of each rhyming 
group is presented to the listener. The listener is asked to determine which word was 
spoken. The DRT score (Q) is calculated as follows:
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M y 100 %Total 2-1
where R is the number of right answers, W is the number of wrong answers, and Total 
is the total number of words used. Typical DRT scores range between 75 and 95. The 
scores above 95 is regarded as excellent, 87-95 is good, 79-87 is fair, 70-79 is poor 
and below 70 is considered bad.
Table 2-3: Test words used in DRT test
Group No. Rhyming Test Words
1 Bean Fean Kean Dean Tean
2 Pent Tent Kent Rent Sent
3 Sing Ring King Wing Thing
4 Jest Test Rest West Guest
5 Will Bill Till Pill Kill
6 Sold Told Hold Gold Cold
7 Foil Coil Boil Oil Soil
8 Led Red Bed Fed Wed
9 Book Took Cool Look Hook
10 Rave Rake Race Rate Ray
2.6.2.4 Other Well Known Subjective Tests
There are a few others test methodologies which have been introduced and used. 
Some of the tests are used just to get a rough idea of what quality level the codec can 
produce and what may need to be improved or fixed.
Diagnostic Acceptability Measure (DAM)
A set of highly trained listeners aie used, whose performance is constantly 
monitored and re-calibrated to remove any drift in the individuals response. They 
express quality scores based on sixteen separate scales, which encompass the 
signal, backgiound and overall quality [31].
Pair Comparison Tests
The listener hears pairs of sentences and is then asked to express his/her opinions 
of the second sentence in comparison to the first. This opinion consists of five 
different classifications: much better/worse than, slightly better/worse than, or no 
perceivable difference.
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• Immediate Appreciation Tests
The subject is asked to give an indication of whether the meaning of the test 
material was understood instantly without any appreciable mental effort.
2.7 Concluding Remarks
This chapter presented a brief review of digital coding algorithms, the essential factors 
in the design of speech codecs, the speech codec standards and the method of quality 
evaluation for the speech codec. There is a huge demand for high quality, low delay 
and channel robustness speech communication. Therefore, without having to resort to 
the high overall data rates of waveform coders, hybrid coding techniques aie at 
present the most dominant form of coding in the medium bit range. However, for 
some paiticular applications, where bandwidth is the prime concern, a vocoder such as 
the MBE coder is clearly the best selection. One of the astonishing facts about 
designing a speech coder is that sometimes the puipose of reducing number of bits in 
the speech coding part is not to reduce the gross bandwidth usage. Instead, having 
transmitted at the same bandwidth, those available bits are used in the channel coding 
algorithm to extend the level of eiTor protection. As hybrid coding algorithms have 
played a major role in digital speech coding, there is a large amount of research 
interest in this field. This research is also dedicated to a hybrid coder, based on 
Analysis by Synthesis (AbS).
In recent years, more research efforts have increasingly focused on the low to medium 
bit rate speech codec. This is mainly because system capacity seems to be the first 
priority to investors who prefer a doubling of the number of calls that may be handled 
with an acceptable quality to crystal clear perfect speech with a very limited system 
capacity. Since the new generation speech codecs no longer employ waveform coding, 
the objective listening tests such as MOS and DMOS aie the most important referee in 
order to judge the performance of existing speech codecs. In this reseaich, MOS is 
used for the speech codec performance evaluation.
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Chapter 3
3. Fundamental Techniques in Speech Coding
3.1 Introduction
As described in the previous chapter, the original waveform coding algorithms such as 
PCM and ADPCM, which produce toll quaility speech, rely on the sample by sample 
representation of speech signal where a large bandwidth is required. However, during 
the years, the efficiency of speech coding scheme has been improved to reduce the 
coding bit rate whilst maintaining a high quality. For this, it is essential to employ a 
parametric model of the speech signal. The parameters or coefficients of this model 
are quantised and converted into a digital format for storage or transmission. This 
model uses the fact that a typical speech signal consists of repetitive components or 
coiTelations.
In this chapter, a brief overview of methods for quantising the speech model 
pai'ameters is given. This chapter then provides an overview of the very powerful 
speech analysis technique of lineai' prediction. Its application to general speech coding 
is discussed and fonnulated from the initial definition of the source-filter model of 
speech production. Moreover, the widely used representation of Linear Predictive 
Coefficients (LPCs), namely Line Spectrum Frequencies (LSFs) is discussed. Finally, 
general long-term prediction technique, namely pitch prediction is briefly explained.
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3.2 Quantisation of Speech Coding Parameters
Having obtained the parametric model of the speech signal, the final aim of any 
practical speech coding system is to produce a quantised version of the model 
parameters, within the confines of the designated operating bit rate, which can then be 
transmitted to the decoder so that the synthetic speech signal can be reconstructed. 
Quantisation is the mechanism by which a discrete value or a continuous signal with 
an infinite range of values is mapped into a discrete set of levels within a finite range. 
The difference between the discrete amplitude signal and continuous amplitude signal 
is known as quantisation error or noise. This procedure should introduce the minimum 
amount of perceptual distortion in the synthetic speech signal, using the fewest 
possible number of coding bits. Tliis will obviously require a trade-off between the 
two conflicting criteria i.e. bit rate and quality of speech. However, in general the 
main issue that needs to be addressed is a selection of a suitable quantisation scheme 
for a particular' parameter. There are two main techniques for parameter quantisation 
i.e. scalar' and vector quantisation techniques
3.2.1 Scalar Quantisation (SQ)
SQ is the simplest form of quantisation where a parameter is merely mapped directly 
onto the nearest level from a finite possible number of levels. The quantiser index of 
that level is then transmitted. If the number of possible values is limited to I levels 
within a finite range of D, the number of bits required for representation of the 
selected level B, is log2(l). This technique inherits low complexity, low storage 
requirement and robustness to error i.e. only a single parameter will be affected by a 
particular" bit error. However, the drawback of this approach is that the quantisation 
eiTor may increase dramatically when the number of available bits is reduced. For a 
uniform quantiser, by assuming that the distribution is even across the quantisation 
range, all the quantising intervals (step size) are of the same width. This is not true in 
many speech coding applications and therefore, the unit quantisers typically give poor 
performance. On tire other hand, a non-uniform quantiser introduces the quantisation 
level according to the statistical distribution of the par ameters i.e. in the regions where
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parameter values are more densely populated, a larger number of quantisation levels 
are placed. Extensions to the basic quantiser design include the application of adaptive 
feedback techniques to model the signal variations, and differential quantisers which 
reduce the effective signal dynamic range prior to quantisation, are well documented 
in [32][33].
3.2.2 Vector Quantisation (VQ)
VQ is required in order to achieve a greater coding efficiency for lower rates. 
Shannon’s rate distortion theory in [34][35] showed that VQ always performances 
better than SQ for a given transmission rate. However, the problems arise due to the 
increased computation and storage required for the codebooks, and also when channel 
erxors occur. These will cause the corxuption of more than one single element in the 
speech coding model. This may further lead to highly distorted speech, particularly if 
the gains and/or spectral parameters are corxupted. Therefore, the use of robust 
quantisation techniques is preferred for certain highly erxor sensitive parameters (e.g. 
the overall scaling factor, and predictor gain terms).
In VQ, a group of discrete parameters are jointly quantised as a single vector where 
any dependencies that exist between these parameters are exploited to achieve an 
efficient representation. To perform the vector quantisation, firstly, an initial set of 
independent codevectors is formed. This set of training vectors is partitioned into a set 
of clusters, using the nearest neighbour rule. Then, a new codebook vector for the 
particular cluster is formed by finding the centroid of the member training vectors. 
The training vectors are partitioned continuously until a minimum distortion criterion 
is reached [36]. It is worth noting that particular care must be taken to account for 
values which are firrther away from the cluster. As a result, it may well form a cluster 
of only one sample, and therefore deficient the clustering process. Therefore, these 
values should be absorbed into a closer cluster to avoid an unnecessary waste of the 
allocated bits. The structure of the codebook is designed such that a minimum 
increase in distortion is introduced by the quantisation process. The codebook design 
is usually based on the K-means (also known as the Linde-Buzo-Gray LBG) training 
algorithm [37]. A process used to design such a codebook is known as training or
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populating the codebook. In order to compromise between the computational and 
storage demand and quantiser performance, a number of codebook types have been 
developed over the years [38].
3.3 Linear Predictive Coding of Speech
Lineal' predictive analysis is one of the most powerful speech analysis techniques. It 
has become the predominant technique for estimating the basic speech parameters, 
e.g. pitch, formant, spectra, vocal tract area functions and for representing speech for 
low bit rate transmission or storage. In LPC analysis, the short-term conelations 
between speech samples (formants) are modelled and removed by a very efficient 
short order filter. It is also refened to as a Short-term Prediction (STP),
3.3.1 Source Filter Model of Speech Production
The source filter model of speech production can be simply explained as a time- 
varying lineal' filter, which is either excited by random noise for unvoiced speech, or 
by periodic pulses train sepaiated by the pitch period for voiced speech, as shown in 
Figure 3-1. The voiced/unvoiced decision is made on the input speech and the 
excitation signal is selected and scaled accordingly before being passed through the 
filter to produce the synthetic speech output. The filter is designed to emulate the 
action of the vocal tract, which is assumed to act as a lossless acoustic tube, consisting 
of p equal length sections of vaiying cross-sectional aiea. The individual sections of 
the tube are modelled by the PARCOR'* coefficients, which can be considered to 
represent the relative energy transmitted and reflected at the impedance step from one 
section to the next [39].
PARCOR is an alternative representation of the LPC values, detailed in [39].
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Figure 3-1: Block diagram of simplified source filter model of speech production
3.3.2 Basic Principles of Linear Predictive Analysis
The basic idea behind linear predictive analysis is that a speech sample can be 
approximated as a linear combination of past speech samples. By minimising the sum 
of the square differences (over a finite interval) between the actual speech samples 
and the linearly predicted ones, a unique set of predictor coefficients can be 
determined [40] [41], These coefficients are called Linear Prediction Coefficients.
The time-varying filter which represents the combined effects of the vocal tract, 
glottal flow and the radiation of the lips can be given by the following pole-zero filter
3-1
If the order of the denominator is high enough, H{z) can be approximated by an all­
pole filter as given by Equation 3-2
G G_
3-2" .j A{z)
where
A{z) = l - '^ a jz   ^y=i
Equation 3-2 can be transformed into the sampled time domain as
3-3
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s{n) = Gx{n) + ^ a jS ( n  - . / )  
/=! 3-4
The well laiow difference Equation 3-4 states that the present output, s(n), can be 
obtained by summing the weighted present input, Gx(jï), and a weighted sum of the 
most recent past output samples. The scaling term is usually taken as being equal to 
unity, so the next step is to determine the coefficients of the predictor, fory=l,2...,p 
where p  is the order of the filter.
Due to the finite number of coefficients used to model the vocal tract response, the 
predicted value for the cunent speech sample, which is given by Equation 3-5, 
will differ from the actual original sample value s(n). The predicted value can be 
defined as
pKn) = ' ^ a j s ( n -  j)  
;=i 3-5
This difference is effectively the prediction eiTor signal e(n), and is teimed a residual. 
The residual is given by,
p
e{n) ~ s{n) -  s{n) ~ s{n) -  ^  ajS{n -  j) 3-6
The main objective is, therefore, to find the set of predictor coefficients aj which 
minimises the Mean Square Error (MSE), i.e.
E[e^(;i)] = e [ ( 5(;i) -  5(71))'
y
=  E
_v
j)
j = i
3-1
where E represents the expectation value of the expression. The Oj coefficients can be 
found by setting the partial derivatives of the above with respect to O/ to zero, where 
7=l,2,5,...,p, as
12 \
E -  S  ~  V)
7=1
3-8
=  0
This results in the solution.
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E
/ \  ■ 
s(n  -  i)
7=1
= 0 l < i < p  3-9
Equation 3-9 can be rearranged to give,
p
'^aj(j){i.J) = (j){i.,^ ), \ < i < p  3-10
7=1
where
(j){i, j )  = E[s{n -  i)s(n -  ;)] 3-11
A major assumption in the formulation of Equation 3-10, is that the signal used for the 
model is stationary, for short segments^ of speech of up to 30 ms. Therefore, 
Equations 3-7 to 3-10 can be approximated by finite summations over these segment 
lengths, and Equation 3-11 can be rewritten as
= l <i < p , 0< j <  p  3-12
It can be seen that in order to solve for the optimum coefficients, the quantities 
must first be computed, once this has been done the set of linear Equations 3-10 are 
then solved to obtain the coefficients aj. Various formations for linear prediction 
analysis used to obtain the predictor coefficients are the Auto-conelation Method 
(AM) [42] [41] [43], the Covariance Method (CM) and the Lattice Method (LM) [40]. 
There are a few other formulations such as the inverse filter formulation, the spectral 
estimation formulation, the maximum likelihood formulation and the inner product 
formulation. These are well documented in [42]. These approaches can be used to 
solve Equation 3-12. However, AM is less computationally intensive than CM and 
LM. In addition, with respect to CM, AM outputs the stable LP coefficients. Hence, in 
this chapter only the AM is detailed, as it was used exclusively for the speech coding 
work in this thesis. A more detailed explanation of CM and LM can be found in [40].
 ^Some part of the speech signal may contain a long phoneme. Therefore, the stationarity of the speech 
signal is longer than 30 ms, as detailed in Section 2.2.1.
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3.3.2.1 The Auto-correlation Method (AM)
In AM, the signal is assumed to be zero outside the analysis interval
0 < m< AT - 1 ,  i.e.
On) = J,, (n + m) w(;n) 3-13
where w{?n) is an N  sample duration window which is zero outside the interval 
0 < m< N  -  I . SnOn) is non-zero only for the interval 0 < m < N - l ;  due to the filter 
memory of p  samples the coiTesponding prediction eiTor e„(m) will be non-zero over 
the extended interval 0 < m < N ~ l  + P.  Therefore, from Equation 3-6 it can be seen 
that the error will be large at the beginning of the interval as the signal is being 
predicted from samples which have been predominantly set to zero. Also the eiTor at 
the other end of the interval will be large since this time the predictor is trying to 
predict zero samples from previous samples which are clearly non-zero. For this 
reason the Hamming window, w/i(m), is used to taper both ends of the signal interval 
s,i{m) towards zero.
w„(m) 0.54-1^0.46 cos
 ^ 2mn 0 <m< N — IN - I J J
0 otherwise
3-14
The limits in Equation 3-12 can therefore be set at
p + N - l
^ \ O n - i ) s , X m -  j)  l <i <  p,0< j<  p  3-15
«1=0
or
+ l < i < p , 0 < j < p  3-16
«1=0
Equation 3-16 can then be reduced to the short time auto-coiTelation function as given
by
j )  = /?„(|?: -  j\), l < i < p , l < j < p  3-17
where
N - l - j
K U ) =  ^ \O n )s ,X m +  j)  3-18
«1=0
If we now take Equation 3-17 and substitute back into Equation 3-10 we obtain the 
compact form given below
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= l i i < P
7=1
The above can therefore be simply expressed in a matrix form as
■  R , m & (i) ■ ■ K i p - ^ y
K m «,,(0) • = K i m
K ^ P - m • «,,(0) . 3 . . K i P ) ,
3-19
3-20
The above matrix of auto-conelation values is symmetrical, and all the elements along 
a given diagonal are identical. This is termed a Toeplitz matrix, and has the advantage 
that its special properties can be exploited in very efficient recursive methods, which 
have been formulated specifically for solving this type of problem. The most widely 
used is Durbin’s algorithm [44] which is a recursive procedure as follows.
7=1 l < i < p
aJ'* = c/j -  k ^ iP  1< y < / -1 
After solving Equations 3-21 to 3-25 recursively for î’=l,2,...,p, the aj is given by
a. -  1 < / <
3-21
3-22
3-23
3-24
3-25
3-26
In CM a different approach is used for setting the limits of the analysis for Equation 3- 
12 where the interval over which the MSE is calculated is fixed to the segment size, 
N. In doing so, the samples outside the interval 0 < m < N  -  I are not set to zero, as in 
the case of AM, and therefore aie available for the evaluation of ^(z,y). is then 
calculated over the interval -  P < m < N  - I ,  and since no assumptions are required of 
the signal outside this interval there is no need to use a window function. The
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resulting coiTelation matrix is still symmetrical, about the leading diagonal but it is not 
Toeplitz. It is typically solved using the Cholesky decomposition [45]. Providing that 
the sample size in the analysis frame is large enough then the performances of CM 
and AM is almost identical [40]. CM requires slightly more computations in solving 
the coiTelation matrix than AM. However, AM does have one overriding theoretical 
advantage when compared to CM. All its poles lie within the unit circle, therefore 
guaranteeing the stability of H{z)> For CM, the stability of the predictor polynomial 
cannot be guaranteed. However, in practice, if the number of samples in the frame is 
sufficiently large enough, then the resulting predictor polynomial will almost always 
be stable.
3.3.2.2 Application and Implementation of LPC Analysis
LPC spectral envelope matches the speech spectrum much better in the spectral peaks 
than in the spectral valleys, as shown in Figure 3-2. This is due to a characteristic of 
an all-pole filter which only represents the formant peaks and there are no zeros to 
model the spectral valleys.
I1I
0.0 2.0 8.04.0 6.0
Frequency (kHz)
Figure 3-2: Magnitude spectrum for wideband speech of a) LPC spectrum envelope 
and (b) speech spectrum.
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The spectral peaks are called formants which correspond to the resonances in the 
vocal tract. These formants cany much of the linguistic information in speech so it is 
important to preserve their shape as much as possible.
In order to remove the short-term coiTelation of the speech signal, an inverse filtering 
process is required. The remaining signal, namely residual or enor signal e{n} was 
derived in Equation 3-8. The result of the inverse filtering of voiced segment of 
naiTOwband speech in time domain is shown in Figure 3-3. It is clearly shown that the 
residual of the signal is random in nature. This indicates the removal of the short-term 
coiTelation. However, there remains a periodic pattern in the residual signal. This 
periodicity in the signal is called long-term correlation.
I
180 240120
Time, samples
Figure 3-3: Time domain plots of the (a) original speech and (b) LPC residual of 
naiTOwband speech
Similarly, in Figure 3-4, the original speech signal and its residual after inverse 
filtering process aie plotted in frequency domain. The spectrum of the residual signal 
is much flatter than the original one due to the fact that the spectral shape has been 
removed by the inverse filtering process.
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Figure 3-4; Frequency domain plots of the (a) LPC spectral envelope, (b) original 
speech spectrum and (c) LPC residual spectrum of naiTOwband speech
In the practical implementation of LPC analysis, several issues have to be addressed 
namely: frame size N  and filter order p.
When selecting the frame size N, the stationaiity constraint has to be adhered to, thus 
there is an upper limit for N. However, if N  is made too short then excitation effects 
such as pitch excitation pulses can dominate the analysis frame leading to a 
degradation in the spectral estimation [46]. Typically, N  is chosen to have the length 
of at least two pitch periods, which results in analysis size frames in the order of 20 to 
30ms. This not only ensures that the effects from pitch excitation do not dominate the 
LPC analysis but also minimises the distortion from the windowing process.
In naiTOwband speech coding, speech is usually sampled at 8 kHz, thus giving a 4 l<Hz 
spectrum for analysis. Within the 4 IcHz, the maximum number of formants displayed 
is usually 4. Thus as a two pole conjugate pair is required to represent each foimant, 
this indicates that the filter order needs to be at least 8. Usually, a 10-pole filter is used 
so that foimant resonances and general spectral shape are modelled accurately. This is 
confirmed by noting that the graph of prediction gain versus LPC filter order, for 
naiTowband speech in Figure 3-5 tends to saturate for values of predictor order greater
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than 10. In wideband speech coding the signal is sampled at 16 I<Hz, thus providing a 
wider bandwidth for analysis. Within the 8 IcHz spectrum the maximum number of 
formants displayed is usually 7. Thus in order to accurately model these formants and 
general spectral shape a 16-pole filter is typically used. This can also be seen in Figure 
3-5 where the performance of the LPC predictor for wideband speech saturates at the 
16^ ’’ order.
20.0
15.0
IIg 10.0
1
5.0
0.0
LPC Filter Order
Figure 3-5: LPC prediction gain plotted against LPC order for (a) wideband speech 
and (b) naixowband speech
3.3.3 LPC Parameter Quantisation using LSFs
LPC is a very powerful analysis technique which provides an accurate and compact 
representation of the speech spectral envelope. Therefore, maintaining the accuracy of 
the coefficients, by keeping all the poles within the boundary of the z-domain unit 
circle, is crucial for a good and reliable coder performance. However, the direct 
quantisation of the LP coefficients poses a great design problem, as even a small 
disturbance in any of the coefficients can lead to significant spectral distortions. The 
practical considerations must also be taken into account, as the LP paiameters cover a 
lai'ge dynamic range and, therefore, require a large number of bits for an accurate 
quantisation. Moreover, LPC parameters aie usually interpolated between frames to
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ensure a smooth transition from one frame boundary to the next. This too can result in 
LP coefficients giving an unstable filter. In order to overcome all the aforementioned 
problems, the LP coefficients are mapped into various alternative representations 
before undergoing any quantisation or inteipolation. These include PARCOR 
coefficients, log area ratios (LARs), arc-sine reflection coefficients (ASRCs), and line 
spectrum frequencies (LSFs) or pairs (LSPs). A lot of research has been done in 
determining the relative advantages and disadvantages for using any of these 
representations [47] [48]. A promising and popular methodology is the use of the LSP, 
related to the LSF representation of the LPC parameters [49]. The representation used 
in this thesis is that of the LSFs, whose properties, derivation and quantisation are 
described in the following sections.
3.3.3.1 Line Spectral Pairs & Line Spectral Frequencies
The most promising alternative form for the LPC parameters that has appealed in 
recent yeai's is based on the Line Spectral Pair (LSP), or the analogous Line Spectral 
Frequencies (LSF) representation. Briefly, if the LPC synthesis filter is given by 
Equation 3-2, A(z) can be decomposed into
3.2 ,
where
/>+i ,  .
P(z) = A{z) + 3-287=0
and
p+i
e(z) = A ( z ) - A ( z - ' )  = -  bj) 3-29
7=0
The roots of P{z) and Q(z) all lie on the unit circle, and occur in complex conjugate 
pairs, which means that there is a total of p roots to find, i.e. the ai'guments of aj and 
bj. The LSP coefficients are equal to the cosine of the arguments of aj and bj. For a 
more comprehensive coverage of the area see Chapter 9 in [50]. Various methods 
exist for solving the polynomials P(z) and Q(z) and aie well documented in the 
literature [51]. One of the most efficient methods converts the polynomials with
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complex roots into polynomials with real roots and then applies the Newton-Raphson 
method in an iterative search for these roots. The conversion of LSPs back into LPCs 
can be achieved by modifying the LPC synthesis filter in terms of the LSFs, and then 
finding the impulse response of this filter to give the LPC values [50].
The LSP representation can be defined as for any given LPC synthesis filter, which is 
stable and of even order, p. The conversion from LSPs to the coixesponding LSFs is 
given by
* 1 ) for l < i < pLSR = 3-30
where T is the sampling period. LSFs correlate directly with the magnitude spectrum 
of LPCs as shown in Figure 3.6. Closely grouped LSFs indicate the presence of a 
formant, where the distance between the LSF pair can be used to gauge the strength or 
bandwidth of the formant.
LSF Number 0 1 2 LSF Number 0 1 2 1 14 IS
(a)
4.03.0 0.0 8.04.0 6.02.0
Frequency (kHz)
Figure 3.6: Plots showing the relationship between LSF values and LPC spectral envelope 
for (a) 10th order LPC analysis over narrowband speech and (b) 16^ *' order LPC 
analysis over wideband speech
Furthermore, spectral sensitivity of each LSF is localised to the region of the LPC 
spectrum it represents, therefore any errors incurred in a particular LSF will not effect 
the whole spectrum.
Chapter 3: Fundamental Techniques in Speech Coding 44
3.3.3.2 Properties of LSFs
LSFs have several useful properties which can be exploited in order to achieve 
efficient quantisation of the parameters and also provide a filter stability checldng 
mechanism once the parameters have been quantised [52]. One of the most important 
properties is the inherent ordering of the LSF. The stability of the filter is guaranteed 
providing the LSFs are monotonically increasing and are bound between the limits 0 
Hz and/i/2, where/, is the sampling frequency of the system, i.e.
0 < LSF(O) < LSF(l) <.......< LSF{p -1 ) < f j 2  3-31
In addition, the LSF parameters exhibit strong conelation both within a frame, termed 
wz^ra-frame correlation, and between frames, known as inter-fmmQ correlation. Figure 
3.7 shows plots of typical LSF trajectories obtained for a lO"^  order LPC filter- 
operating over narrowband speech and a 16^  ^ order LPC filter operating over- 
wideband speech.
Unvoiced Unvoiced VoicedVoiced LSF Number LSF Number4.0
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Figure 3.7: Typical LSF trajectories for voiced and unvoiced speech for (a) 10^ ’^ order 
LPC analysis over narrowband speech and (b) 16^ '^ order LPC analysis 
over wideband speech
These plots clearly show that no individual trajectories actually cross over at any point 
as in accordance with the monotonicity criterion. The ordering property can be used 
for the detection of any transmission errors, i.e. by checldng for crossovers of the 
LSFs in a given frame. The strong correlation property may be exploited for the
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purpose of quantising the LSF coefficients which can yield a 30% bit reduction over 
an equivalent PARCOR quantiser [53].
Refening back to Figure 3.6, it shows that each LSF coefficient is characterised by a 
local spectral sensitivity. As a result, a spectral distortion incuned in a particular* LSF 
will not affect the rest of the spectrum. This last property shows that the LSF 
representation can exhibit a high degree of robustness against transmission channel 
errors, this feature is particularly applicable to low bit rate applications such as 
cellular and satellite mobile communications.
3.4 Pitch Prediction
As mentioned in Section 3.3.2.2, the short-term correlation is removed from the 
speech signal. This results in flatter speech spectrum. However, there are correlations 
that remain in the residual signal, especially voiced speech region. Evidently, Figure 
3-3 shows that the residual signal accommodates long-term correlations. The most 
evident of these are sharp periodic pulses, which are separated by the pitch or 
multiples of the pitch period. These pulses contribute to the fine structure or harmonic 
content present in the magnitude spectrum for voiced speech. This long-term 
correlation constitutes a major component of the excitation signal. The source filter- 
model fails to represent these correlations since it assumes they are part of the 
excitation signal which is the input to the filter. Also, the pitch period between 
successive correlations can be anywhere between 16 and 160 samples which is well 
beyond the reach of most LPC memory lengths. Consequently, to remove this periodic 
structure, a second stage of prediction process called pitch prediction or a Long-term 
Prediction(LTP) is required. In the frequency domain, the pitch predictor effectively 
removes the fine harmonic structure, thus further “flattening out” the residual. In 
addition, the residual shows only random-like signal in the time domain.
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3.4.1 The Pitch Predictor
The LTP has a small number of coefficients compared to the STP. The long-term or 
pitch predictor can be formulated as
P(z) = 7 3_32
- U + T , . )h'i-^
/ = — /
where I  (typically set at 0,1 or 2) determines the order of the predictor, Tp denotes the 
pitch period, and /?/ are the predictor coefficients which reflect the amount of 
correlation between distant samples. By refening back to the source filter model of 
speech production in Figure 3-1, the combined analysis model can now be represented 
as a cascade of two lineai* filters, one modelling the short-term coiTelations and the 
other the long-term coiTelations. The final output signal .s(/z) can be given by the 
following difference equation
p  I 3-33j ^ryn- ip-L)  
j = i  ( = - /
s{n) = Gx{n) -h ^  ajs(n -  j)  -  ~T^~ i)
where r(n) is the past excitation. The prediction error for the combined analysis model 
is given as
JL
cy. n — t"! — > P .r t n  —e{n) = s{n) -  ^  ajS{  -  ^r{n-7^ -  i)y=i (=-/
However, due to the introduction of the pitch filter, the MSB solution for Equation 3- 
34 becomes rather complex. In order to overcome this problem, a sub-optimum 
approach was introduced in [54]. In this method it is assumed that the pitch spectrum 
in the residual r(/i) is close to the pitch spectrum in the input speech signal s{n). The 
LPC coefficients are calculated using s{n) and then the speech is inverse filtered to 
obtain the residual r(/z). This residual signal is then used in the MSB approach to find 
the optimum filter gains Pi. Thus by ignoring the STP term in Equation 3-34 the 
problem can be formulated for a single tap pitch filter as
e{n) = r{n) -  pr{n -  T ) 3-35
The estimate for the filter gain can now be determined by mininoising the MSB, i.e.
min E = e[e (^7z)] = fl"(r(/z) -  Pr{n 3-36
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Replacing the expectation with finite summations
N - Ï  N - 1 . 3-37
H != 0  111=0
3-38
By setting — to zero
/v - i
= ---------------
Hi=0
In the above foimulation it was assumed that the pitch lag, Tp, has already been found. 
In order to determine Tp vaiious pitch detection algorithms can be used such as Auto- 
coiTelation [40], Segmented Auto-correlation [55] and Average Magnitude Difference 
Function (AMDF) [56]. However, for simplicity the Auto-correlation method is used 
here as a general description. Using the single tap example described above, the value 
of P, is given by Equation 3-38. This is then substituted into Equation 3-37 to give an 
expression for the minimum MSE, i.e.
' N - \
N - i ^r{m )r im -T p )
,m=0
N - 1
w=0
T . <T <Tmin —  ^  p  •— -^max 3-39
»i=0
Therefore, to determine the optimal lag Topu values of lag are tested between T,ntn and 
T„tax^  and the lag which minimises the error E is the optimal value. For speech 
sampled at 8 kHz, Tp may vaiy from 16 for a high pitched female or child to 160 for a 
deep voiced male.
The effect of LTP inverse filtering in the time domain is also shown in Figure 3-8, 
where it can be observed that most of the quasi-periodic structure has been removed 
from the LPC residual resulting in a random type excitation signal.
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Figure 3-8: Time domain plots of (a) inverse LPC filtered speech and (b) inverse pitch 
filtered speech for the naiTowband speech segment
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Figure 3-9: Frequency domain plots for naiTowband speech of (a) LTP synthesis
spectral envelope, (b) LPC residual spectrum and (c) inverse pitch filtered 
speech spectrum
Figure 3-9 shows the frequency response or spectral envelope of the LTP (pitch) 
synthesis filter on a segment of LPC inverse filtered speech, where it can be seen that 
the filter matches the harmonic structure present in the signal. Thus, if LTP inverse
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filtering is applied to this signal the remaining long-term correlations will be removed 
resulting in a further “flattening out” of the spectrum as depicted in Figure 3-9(c).
3.5 Concluding Remarks
This chapter has presented coding techniques which are fundamental for efficient 
representation of the speech signal. These techniques employ the parametric model of 
the human speech production mechanism in order to reduce the overall bit rate whilst 
retaining the high perceptual quality of processed speech. Primarily, most powerful 
analysis technique, namely LPC analysis was introduced which is used to represent 
the short-term correlations in the speech signal. LPC analysis allows a considerable 
amount of speech information to be represented by a relatively small number of filter 
coefficients. In particular, the widely used LSF representation was discussed. Its 
useful properties such as ordering property, conelation between adjacent sets and 
local spectral sensitivity increase robustness, interpolation and quantisation efficiency. 
It has been noticed that after the LPC inverse filtering process, the long-term 
conelation still remains in the random-like residual signal.
The long-term correlation represents the periodicity of the signal. The structure can be 
modelled with a pitch filter or long-temi predictor. The residual signal in time and 
frequency domains have been presented. They clearly show that there has been a 
further flattening out of the speech spectrum resulting in a final residual (excitation) 
signal which in appearance is random in nature and devoid of coiTelations.
Chapter 4: Analysis-by-Synthesis Coding Method 50
Chapter 4
4. Analysis-by-Synthesis Coding Method
4.1 Introduction
speech coding techniques can be broadly classified into two basic categories, namely 
Analysis-and-Synthesis (AaS) and Analysis-by-Synthesis (AbS), The idea behind the 
AaS coding technique is that the assumed model parameters are extracted from the 
input speech signal, and are then quantised in isolation. The advantage of this 
approach is a much simpler analysis, whereby the matching process is performed 
purely between the relevant input residual for both the LTP and excitation seaiches in 
isolation. Codecs using AaS technique such as RELP [57], APC [58,59], Adaptive 
Transform Coding [60] and Frequency Domain Coding [61] have been very 
successful at rates around 9.6-16 kb/s. However, there aie two main weaknesses of the 
AaS. Firstly, the coded speech is not analysed in order to decide whether the coding 
procedure is operating efficiently, i.e. there is no checlc/control over the distortions of 
the reconstructed speech. Secondly, the minimisation of any distortion will only be 
dependent on the quality of the analysis procedure for each sequential segment of the 
algorithm. This will therefore lead to an accumulation in overall error as the 
remaining signal is passed from each independent analysis stage to the next. In AbS 
schemes, particularly AbS-LPC schemes [62], these weaknesses are overcome by its 
closed-loop optimisation procedure. The basic idea of AbS is as follows. First, it is 
assumed that the speech signal is observed in the time or frequency domain. Then, 
some form of speech model is assumed, such as the vocal tract model described in 
Section 3.3. The closed-loop algorithm is then applied to determine the excitation
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signal, which when used to excite the model filter, produces a perceptually optimum 
synthesised speech signal. Often this technique requires a comprehensive search of a 
number of possible candidate excitation vectors, which is one of the main reasons why 
it tends to be very computationally intensive.
The AbS principle was first used for speech analysis by [63] and [64]. However, 
because of its obvious complexity, it was not re-applied until Atal outlined the basis 
of Multipulse Excited-LPC (MPE-LPC) in [58] for low bit rate speech coding. In 
Atal’s work the time domain representation of speech was used, and a model very 
similar to the conventional source filter model was selected. However, AbS within 
other domains and models is equally applicable [65]. Since the idea is to combine the 
source filter model with the AbS principle this approach to speech coding has become 
the most widely studied and implemented to date.
The principles of AbS-LPC coding system are explained in this chapter. This chapter 
will also give the details of the sub systems of this coding system. The information 
which will be presented is based on the most important and the most widely used form 
of this class of coder, known as Code Excited Linear Prediction (CELP) [12], which 
plays a major role throughout the course of this research.
4.2 Overview of AbS-LPC Coding Scheme
4.2.1 AbS-LPC Framework
The concept of AbS scheme is a closed-loop parameter adjustment. The reproduced 
signal, using those paiameters, is compared against the reference signal in order to 
obtain the eiTor difference. The final paiameters aie selected by using minimum MSE 
method i.e. the parameters which result in the least amount of eiTor are selected. The 
basic framework of an AbS-LPC coding scheme is shown in Figure 4-1. The scheme 
requires frequent updating of the model parameters in order to obtain a good match 
between the synthetic and true speech signals. To achieve this it is necessary to 
partition the input speech into blocks of samples. The length and update rate of the
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analysis block deteiTnine the overall bit rate of the coding scheme. The basic operation 
of an AbS-LPC coding scheme can be summarised as follows:
Original Speech
s(n)
s(n)
x(n)
Error
e(n)
Excitation Generator
LPC Analysis 
4(z)
LPC Synthesis 
Filter 
l/4(z)
Weighting
Filter
W(z)
Primary
Excitation
(LTP)
Secondary
Excitation
Minimnra MSE
Figure 4-1: Basic structure of AbS-LPC speech coders
1. LPC Synthesis filter: A frame of typically 20 to 30ms of original speech s(n) is 
buffered and LPC analysis is perfonned to determine the coefficients for the 
synthesis filter. This filter models the short-term coiTelations (i.e. spectral 
envelope) present in the speech. The time-varying linear prediction based synthesis 
filter is periodically updated and its coefficients are determined by linear prediction 
of the current segment or frame of the speech waveform. Usually a 10‘*' order LPC 
is used, however this is not always the case; for example, RPE-LTP, which is used 
in the GSM, utilises an 8^ order LPC and the ITU G.728 Low Delay CELP [66] 
uses a 50‘^  ^order filter. The G.728 actually performs the LPC analysis on the past 
coded speech signal. The technique used is called backwaid LPC prediction and 
requires a low buffering delay [66].
2. Each frame of original speech is split into a number of smaller subframes. 
Typically, the length of this segment is a sub-multiple of the LPC analysis frame
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length, 4 to 8 per frame. The reason being that it is easier to match over short 
segment or subframe lengths than it is over a longer lengths and very often some of 
the model parameters such as the pitch lag may vary slowly across the length of the 
analysis frame.
3. AbS close-loop optimisation: For each subframe, the optimum excitation signal is 
modelled as a combination of a primary and a secondary excitation vector. The 
parameters for the primary and secondary excitation are usually calculated in a 
sequential manner.
• In the first stage, each primary excitation candidate sequence p{n) is passed 
through the LPC synthesis filter and the output is compar ed in a MSE sense 
to the reference signal s{n). All available primary sequences are tried and 
the one which gives the minimum perceptually weighted error between the 
reference and candidate synthesised primary vector is selected as the 
optimal primary sequence popt{n). Having found Pop\{n), its corresponding 
gain gp is then calculated. Finally, the contribution of the scaled Popt{n) 
synthesised through 1/A(z) is subtracted from s{n) to obtain a reference 
sequence.
• In the second stage, the optimum secondary excitation sequence Xopt{n) is 
searched through in exactly the same manner as for popt(n), except that the 
output of the synthesis filter is compared with the reference sequence 
instead of ^(n). Having found XoptQi), its corresponding gain gx is calculated. 
The encoder detennines the excitation signal one segment at a time, by 
feeding candidate excitation vectors into a replica of the synthesis filter and 
selecting the one that minimises the perceptually weighted minimum MSE 
distortion between the original and reproduced speech segments.
• The closed-loop optimisation search is then repeated for subsequent frames.
4. Decoder: At the decoder the synthetic speech is generated by passing the optimal 
excitation through the LPC synthesis filter with the memory contents of the filter 
fully restored. It is important to note that the synthetic speech is generated at the 
encoder as well. This is necessary in order to update the contents of the memory of
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the time varying filters such that replica conditions aie maintained at both the 
encoder and decoder. A block diagram of the decoder is shown in Figure 4-2.
Synthesised Output Speech
Primary
Excitation
(LTP)
Secondary
Excitation
LPC Synfliesis 
Filter l/4(z)
Excitation Generator
Figure 4-2: Basic structure of the decoder of AbS-LPC system
From the above description it can be argued that the AbS-LPC scheme is not truly 
analysis-by-synthesis. This is because the LPC parameters are calculated first and then 
fixed for the duration of the excitation search. Also the excitation vectors from the 
primary and secondary sources aie typically searched sequentially. Ideally, in a true 
analysis-by-synthesis system the LPC filter paiameters and the excitation search 
procedures would be optimised in paiallel, inside the AbS loop. However, this joint 
optimisation is computationally very intensive and therefore the sub-optimal approach 
is used.
Before we go into the finer details of this principal coding approach with perhaps its 
most heavily studied variant, CELP, it is worth mentioning some of the earlier 
versions of AbS-LPC such as MPE-LPC and Regular Pulse Excitation (RPE). MPE- 
LPC was the first effective and practical form of AbS-LPC. Its algorithm consists of 
an excitation of non-uniformly spaced pulses with varying amplitudes. Numerous sub- 
optimal techniques have been suggested for determining the amplitudes and positions 
of the individual pulses [67]. Most of them rely on a sequential search technique 
where the pulses are derived individually in the AbS seai'ch loop by minimising the 
weighted perceptual difference between the input signal and output of the LPC filter
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to a single candidate pulse position. Upon location of the best position, the pulse 
together with its quantised gain is synthesised through the LPC synthesis filter and 
then the contribution of the selected pulse position is subtracted from the reference 
signal. The procedure is then repeated for the next pulse. Amplitude re-optimisation is 
often used to obtain an enhancement in the performance of the sub-optimal search 
procedure. Two forms of this method exist [68],[69]. The first method globally re­
computes the amplitudes once pulse positions have been found, and the second 
method globally re-calculates the pulse amplitudes after each new pulse position is 
calculated. In this case the gain can be considered as a sequence grfn) instead of a 
single value. Since no restrictions are placed on the spacing or the spread of the 
pulses, a lai'ge number of bits is required to encode the pulse positions. As indicated, 
the original MPE-LPC did not incorporate an LTP. However, vaiious publications 
[68],[70] have shown that the inc]usion of an LTP into the coding structure can result 
in a significant reduction in the overall bit rate without inclining a loss in the speech 
quality. The main reason for this is that each subframe now requires fewer pulses to 
effectively model the remaining residual after LTP analysis is performed. One of the 
main problems with the original MPE-LPC algorithm was that many pulses per 
subframe were required to model the residual signal. This not only resulted in a high 
overall data rate but also contributed to the dilemma of complexity.
In order to overcome these problems, Ki'oon in 1986 introduced a new pulse 
excitation technique, namely RPE [3] which was more efficient than MPE-LPC. RPE 
represents the residual signal as a set of uniformly spaced pulses, where the position 
of the first pulse within the subframe and the pulse amplitudes are determined in the 
encoding process. Thus for a given first pulse position all other pulse positions are 
known and the amplitudes of these pulses aie found by solving the corresponding set 
of linear equations. The number of pulses allowed in each subframe is fixed for the 
coder. The original proposal modelled the residual signal in a closed-loop manner 
without an LTP filter. A modified version of RPE, called Regular Pulse Excitation 
with Long-term Prediction (RPE-LTP), was selected as part of the first standaid for 
digital cellular telephony now operating as the global system for mobile 
telecommunications (GSM), namely full-rate GSM [3].
Chapter 4; Analysis-by-Synthesis Coding Method 56
4.2.2 Perceptual Weighting
The optimisation criterion used for the AbS-LPC search procedure is based on the 
minimum MSE, which offers both simplicity and adequate performance. However, the 
error tends to have a flat spectrum, and when it exceeds that of the speech spectrum,
such as in the valley regions, it can result in perceptual disturbances.
The basic philosophy behind the application of the weighting filter is based on the 
well known masking property of the ear, i.e. low energy signals are masked by high 
energy signals in a given frequency band. For the speech spectrum, the ear is less 
sensitive to noise in the high energy formant regions than in the valley regions. The 
role of the noise shaping filter is therefore to shape the error spectrum, such that the 
regions coiTesponding to the formant frequencies are de-emphasised whereas the 
regions coiTesponding to the valleys are emphasised. Thus by allocating larger 
distortion in the fomiant regions, noise that is more subjectively disturbing in the non­
formant regions can be reduced. Greater emphasis will then be placed on the valley 
regions when selecting the excitation vector. The weighting filter takes the following 
foim
W(z) = — ^ ----------  4-40
1=1
where Oj are the coefficients of the LPC filter of order p ,  y  and are the factors which 
control the energy distribution in the foimant regions. The factors /and  ^aie fractions 
between 0 and 1, and y> Ô. This weighting filter is based on the structure proposed by 
Schroeder and Atal [59] for APC schemes.
The de-emphasis of the formant region is due to the fact that the poles are pulled 
further away from the unit circle in the z-plane than the coiTesponding zeroes. The 
effect of this is shown in Figure 4-3 where it can be seen that the amount of de­
emphasis in the formant region is determined by the values of /and  Ô.
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Figure 4-3: Frequency domain plots of the weighting filter for a given LPC envelope
The values of the LPC weighting factors should be tuned for each coder and are 
typically determined by extensive subjective listening tests. However, suitable values 
of y and S  are; 1.0 and 0.8, 0.9 and 0.6, or 0.9 and 0.7. The error minimisation 
procedure can be interpreted as a mean squared eiTor between a weighted speech 
signal and a weighted synthetic signal, as illustrated in Figure 4-4.
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Figure 4-4: Modified AbS-LPC encoder with the weighting filter.
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4.3 Code Excited Linear Prediction Coding
CELP based coders have proved to be the most populai’ and versatile over the last 
decade. The process of CELP coding is very similar to MPE-LPC and RPE which 
were briefly mentioned eaiiier. However, the main difference is that in a CELP 
algorithm both the pulse amplitudes and positions forming the secondaiy excitation 
signals are vector quantised. Such a procedure incorporated in a closed-loop AbS 
structure can be highly efficient, leading to high quality coding at low bit rates. These 
excitation signals are known as excitation vectors or codewords. A collection of 
possible codewords is typically called a codebook. The model basically consists of 
two time varying linear recursive filters operating in sepaiate feedback loops. The 
long-teim predictor (LTP) models the pitch periodicity in the signal, or in the 
frequency domain the fine spectral structure, and the short-term predictor (STP) 
models the sample-to-sample coiTelations or spectral envelope. In order that the 
system yields high quality speech the excitation sequence and the two filter 
parameters have to be frequently updated. STP parameter is updated every 20 ms and 
LTP parameter is updated every 5 ms. Therefore, the input speech is divided into short 
blocks, usually referred to as vectors. For each vector, after computing coefficients for 
the two filters, an excitation sequence which minimises the weighted error between 
the original speech and the synthesised speech is chosen from a codebook. Thus an 
AbS system is developed in which the selection of the optimum excitation sequence 
involves scaling each codeword (or vector) by a gain factor, passing it through the two 
recursive filters and comparing the output s { 7 t )  with the original speech according to 
the weighted MSE criterion, as shown in Figure 4-5. The determination of the LTP 
coefficients can also be incoiporated into the AbS loop, typically this occurs in a 
sequential manner before the codeword search routine.
The index of the selected codeword along with the gain factor and the coefficients of 
the two filters are encoded and transmitted to the decoder where an identical codebook 
is employed. The codeword coiTesponding to the received index is scaled by the gain 
factor and clocked through the two recursive filter structures to produce the 
synthesised speech signal.
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Figure 4-5: General block diagram of CELP coding structure
4.3.1 Basic Structure of CELP Coding System
Standard CELP algorithm consists of three main steps, namely short-term correlation 
removal (requires STP analysis), long-term conelation removal (requires LTP 
analysis) and secondary excitation or codebook search, as shown in Figure 4-6. These 
steps can be broken down in a sequence of processes as follows:
1. The original speech, s{n), is partitioned into analysis frames of around 20-30ms. 
LPC analysis is performed on the frame of s(7i) to obtain a set of LPC coefficients
1 < j  < p where p is the order of the filter.
2. Each original speech analysis frame is then divided into subframes of around 2.5 - 
7.5 ms. Typically, a frame consists of four subframes, however, this number can be 
increased to enhance the quality of speech and ultimately increase the bit rate.
3. The weighting filter W{z) with its memories maintained is applied to the original 
subframe of speech sQi), which gives the perceptually weighted speech signal
Sw{n).
4. The memories from the previous subframe’s synthetic output are then restored for 
the weighted LPC synthesis filter. The output corresponding to a zero input is then 
subtracted from the weighted speech signal Sw{n) to give the first reference signal 
s\{n). This removes the effect, on the cunent subframe, of the memory response
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from the previous subframe. Therefore, a memoryless LPC synthesis filter can be 
used for subsequent analysis, which greatly simplifies the calculations for the 
following excitation search routines.
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Figure 4-6: Detailed block diagram of standard CELP encoding algorithm
5. LTP analysis is then peifoimed either on the residual generated by inverse LPC 
filtering si(n), i.e. open-loop method (OLM) [51], or on the reference signal itself, 
i.e. closed-loop method (CLM) [75]. Both analysis methods result in a delay, D, 
and associated filter coefficients (or scaling factors) pi, where i represent the
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number of filter taps. The main role of the LTP is to introduce voice periodicity 
into the synthesised speech signal.
6. The contribution of the selected LTP memory response passed through the 
weighted LPC synthesis filter is then subtracted from si(n) to give a second 
reference signal, S2(n). Therefore, a memoryless LTP synthesis filter can be used 
for the next stage.
7. The secondary excitation search is usually done on every subframe. In standard 
CELP, the secondary excitation is modelled by a gain shape codebook in which the 
shape is modelled by a codebook containing sequences that consist of white 
Gaussian noise. During the search process each candidate excitation vector is 
passed through the cascade of the LTP filter and the weighted synthesis filter. The 
output is then compared with S2 {n) and the codebook vector Xk(n), which
gives the minimum weighted MSE, is chosen and the coiTesponding gain gk is 
calculated. Since the same codebook is available at both the encoder and decoder, 
only the index k and quantised gain gk need to be transmitted.
However, in practice the LTP filter is often treated as an adaptive codebook in 
parallel with the secondary excitation, although, the LTP analysis is perfonned 
prior to the secondary excitation computation. Thus, during the secondary 
excitation analysis only the effect of the LPC synthesis filter is considered. This is 
due to the fact that the contents of the LTP memory is set to zero for this stage 
since its contributory effect has been removed, and therefore plays no further role 
in the selection of the secondary excitation (see Section 4.3.4). It is customary, 
therefore, to remove the LTP filter from this analysis branch. As a consequence of 
treating the LTP as an excitation source in parallel with the secondary codebook it 
is necessary to physically update the contents of its memory with the optimum 
combined and scaled excitation vectors for the next subframe.
8. Finally, at the encoder the memories from the previous subframe are restored to 
both the LPC synthesis and weighting filters. These memories are then updated for 
the next subframe by passing the scaled optimum excitation vector through the 
weighted LPC synthesis filters. The LTP memory is also updated for the next 
subframe by clocking the scaled optimum excitation vector into the LTP memory, 
which can be considered as a First-in-First-out (FIFO) buffer as shown in Figure 4-
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7. In order that the memories at both the encoder and decoder remain the same it is 
essential that quantised parameters aie used during the memory updating process at 
the encoder.
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Figure 4-7: Memory updating procedure in the CELP encoder
9. The decoder is also considered as two excitation sources in parallel, where the 
optimum scaled vectors are summed before exciting the unweighted LPC synthesis 
filter as shown in Figure 4-8.
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Figure 4-8: Block diagram of standard CELP decoder
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4.3.2 Short-term Prediction
The role of the STP is to represent the slowly time varying spectral envelope of the 
speech signal. In its inverse filter configuration, it removes the short-term sample-to- 
sample correlations present in the speech signal, whereas in the synthesis filter 
configuration it shapes the spectrally flat excitation signal with the spectral envelope 
of the original speech. The parameters of the STP can be computed by a number of 
methods as discussed previously in Section 3.3.3. The contribution of the STP to the 
synthesised speech depends very much on the order of the filter. However, as we have 
seen in Section 3.3.2.2 this contribution tends to saturate at 10 coefficients for 
naiTOwband speech and 16 coefficients for wideband speech. The use of LPC analysis 
is very attractive because it enables the spectral envelope to be modelled by a 
relatively few coefficients. Since the set of STP filter coefficients are calculated on a 
frame by frame basis by using LPC analysis windowing, two potential problems 
occur, namely delay and the vaiiation of the spectral envelope from one frame to the 
next, i.e. the so called block edge effect.
By using a blockwise formulation, the LPC analysis cannot process until the whole of 
the data frame is available for computation, thus an algorithmic delay of at least one 
full frame is introduced. This algorithmic delay problem can be solved by employing 
backward forms of LPC analysis, i.e. using past quantised samples to estimate LP 
coefficients, which is the method used by the ITU-T 16kb/s LD-CELP algorithm [66]. 
However, for such backward techniques to operate successfully it is necessai'y that the 
quantisation of the excitation must be as accurate as possible such that the model 
inaccuracies incuiTed due to backward prediction can be effectively compensated. 
This typically results in a high paiameter update rate and therefore a higher data rate is 
incuiTed. Low delay speech coding is well documented in [51].
During sustained regions of slowly changing spectral characteristics block edge effects 
are not significant. However, in transition regions which aie believed to be 
perceptually more important, the spectral envelope may change rapidly from one 
frame to the next which can result in a degradation in speech quality. One commonly
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used technique to overcome this problem is to interpolate the LPC coefficients 
between consecutive frames.
4.3.2.1 LPC Interpolation
The idea behind LPC frame interpolation is to achieve an improved representation of 
the spectral envelope by computing intermediate sets of parameters between adjacent 
frames such that the transitions are introduced more smoothly at the frame edges.
The interpolation can be either linear or non-linear. The former is generally used 
because of its simplicity and effectiveness in AbS schemes. Interpolation of the direct 
form of the LPC coefficients, is usually not used, primarily because these 
parameters do not relate directly to a feature of the speech spectrum, and also the 
stability of the filter cannot be guaranteed after the interpolation process. However, 
this is not always the case; for instance, the ETSI half-rate GSM codec [71] utilises 
non-linear interpolation of the direct of the LPC coefficients. Typically, the direct 
form filter coefficients are first transformed into an appropriate representation such as 
LARs or the more favourable LSFs and then interpolated. The new set of interpolated 
LSFs is evaluated from the current, past or future weighted LSFs and are calculated at 
the middle of each subframe.
LPC Analysis Window
Subframes
Previous Frame Current Frame NextFrame
Enective Duration o f LPC Parameters m w^dow A
Effective Duration of LPC Parameters in Window B
Figure 4-9: LPC analysis windowing with an extra half a frame interpolation delay
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As shown in Figure 4-9, a cunent frame can be represented by 8 small segments for 
interpolation purpose. The interpolation factor is the ratio of the distance of the 
interpolation point from the end of an analysis frame (dz) and the total distance of the 
analysis frame (di+d2). This can be expressed mathematically as
4-41LSF,U) = ( - 7 ^ ) L S F aU) + (' f o r l ^ ; < ; ,
where L S F i are the interpolated LSFs, and L S F a and L S F b are the cunent, past or 
future LSFs and p is the LPC analysis order.
Given
cf. 4-42À = dy+d^
Equation 4-3 can be simplified as
= ALSP;,(;) -b (1 -  A)LSF);(;) for 1 < y < p 4-43
where X is the interpolation weighting factor. The factor X generally varies from one 
subframe to the next. Therefore, X determines the emphasis placed on each subframe 
and the value lies in the range 0 to 1. Figure 4-9 illustrates the relative time alignments 
of an interpolation scheme with an extra half frame of delay. For illustrative purposes 
the frame is divided into four subframes which is typical for most medium to low bit 
rate LPC coding schemes employing the AbS techniques. Table 4.1 shows the relative 
weightings for each subframe for a linear interpolation scheme using half a frame of 
extra delay.
Table 4.1: Inteipolation weighting factors for a scheme using half a frame of extra delay
Subframe X
L' 7/8
2 nd 5/8
3 rd 3/8
4 th 1/8
Although the interpolated schemes offer very little improvement in objective quality 
compared with non-inteipolated schemes, the subjectively performance is superior 
resulting in smoother sounding speech.
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In addition to inteipolation the effect of the quantisation process on the LPC 
parameters should also be taken into account during the AbS search loop. This means 
that quantised LPC parameters should be used as the coefficients for the STP filter in 
the AbS loop. This ensures that any inaccuracies incuiTed due to the quantisation 
process can be taken into account during the choice of the optimum excitation vectors.
4.3.3 Long-term Prediction
The STP has a memory spanning over a few samples typically 8-16. Since the long­
term coiTelations of speech can vaiy between 16-160 samples, the STP is unable to 
model such features of the signal. This quasi-periodicity feature of speech is 
sometimes refened to as the pitch. Thus, in many AbS-LPC systems a LTP is 
introduced to model this inherent additional redundancy in the signal. The LTP is 
given, refers to Equation 3-32, by the following general equation
1 _ 1
P(z) 4-44
/=—/
where I determines the order of the predictor, Pi are the gains of the predictor and D is 
the predictor delay or lag. It is important to note that the formulation used for the LTP 
in CELP based coders is such that it generates long-term coiTelations whether it is due 
to the pitch or not. The term pitch predictor is somewhat misleading in describing the 
function of this filter, since the lag is not necessai'y the pitch of the signal. This is not 
only true for unvoiced speech which does not display any quasi periodicity, but to 
some extent for voiced speech as well. Often the LTP is referred to as an adaptive 
codebook. This is perhaps a reflection on the action of the filter, since it attempts to 
model the signal with the contents of its long-term memory, which is typically 
updated every subframe. Therefore, the LTP basically utilises the long-term history of 
the speech signal to model similai' characteristics which may be present in the current 
speech signal. The LTP will try to model any speech signal whether it is voiced or 
unvoiced. However, it is most useful during voiced speech, this can be chaiacterised 
as a quasi-periodic signal with considerable correlation existing between samples 
separated by a pitch period. In CELP and other AbS-LPC schemes, the LTP analysis
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can be earned out in either an open-Ioop or closed-loop manner, with single or 
multiple taps [72].
4.3.3.1 Open-loop LTP
The process of open-loop LTP analysis is a very straightforward and non-complex 
solution to the estimation of the filter parameters. In the open-loop method the 
determination of the filter parameters can be performed on either the inverse LPC 
filtered speech, or on the original signal itself. However, performing an open-loop 
analysis on the original speech signal is primarily used to provide a rough estimation 
of the pitch, and then a further focused closed-loop search is used to finalise the 
parameters of the filter. This sequential methodology is above all used to reduce the 
complexity of the filter parameter search.
If L is the length of the subframe then the following open-loop LTP scheme which 
uses the LPC residual can be formulated for use in AbS-LPC schemes. In Figure 4-10, 
the lag or delay, D, is determined by the output of the LTP synthesiser which best 
matches the original r{n) for a single tap LTP,
e{n) = r{n) -  pr{n -  D) 4-45
LPC Inverse Filter 
4(z)
r ( j j )
LTP Buffer (FIFO)
Figure 4-10: Block diagram of the open-loop LTP analysis
Chapter 4: Analysis-by-Synthesis Coding Method 68
As aforementioned in section 3.4.1, the minimum error, min£', is given by
L-l
minE = (n) -
L - l
%  r(n)r{n -  D)
.«=0 4-46
L - l
«=0
11=0
Therefore, to determine the optimum delay Dopt, values of the lag are tested between 
D„jin and and the lag which minimises the error, E, is the optimum value. It 
should be noted that minimising the error E is equivalent to finding the optimum delay 
which maximises the second term in Equation 4-46 since the first term stays constant 
for all positions of lag. A similar formulation can be derived for a multiple tap LTP. 
To achieve the best performance it is important that the past residual signal residing in 
the LTP buffer should be formed using past quantised values for the optimum 
excitation. This ensures that the memories at the encoder and decoder remain in 
synchronisation, and also the selection of the optimum vector takes into account the 
effect of the quantisation process of the past residual signal.
However, one major drawback with this method is that the optimisation is performed 
on the LPC residual. Hence the effect of the LPC synthesis filter is not incorporated 
into the analysis. Thus to achieve a better performance it is desirable to perfoim the 
matching process between a synthetic speech signal and the original, i.e. in a closed- 
loop manner.
4.3.3,2 Closed-loop LTP
After the STP parameters are obtained, the LTP and secondary excitation paiameters 
(J3i, Dopt, Xk{n) and g*), as shown in Figure 4-6, should ideally be deteimined by 
exhaustively searching through all the possible combinations of their values. 
However, this joint optimisation is very computationally intensive and is cleaily 
impractical for real time systems, and thus sub-optimal solutions have to be used. One 
way of reducing this complexity is to obtain the LTP and secondary excitation 
paiameters sequentially in two steps. At first, the LTP parameters are computed whilst 
assuming a zero secondary excitation, and then the secondary excitation paiameters
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(Xk{n) and gk) are calculated whilst holding the pre-computed LTP parameters 
constant. Thus let
Xf. {n) = 0, 0 < 7 z < L - 1  4-47
I  n
%0^) = 2 A S K { k ) r { n ~ k - D ~  i) 4-48
(•=-/ k = 0
where /i„,(/c) is the weighted impulse response of the STP filter, and pi are the taps of 
the predictor. Then the weighted squared eiTor is given by
L - l  L - l
^ ,/D )  = -  %0i))
;(=0 /t=0
where si(7i) is the first reference signal and is given by
4-49
4-50
ap,
where s„,(n) is the memory contribution of the LTP filter and s^Qi) is the weighted 
original speech. Therefore,,
L - l / '  I n  \
=  2
n = 0 i = —I L=0
-Y.Kik)Kn-k-D-j)
L'=0
= 0 4-51
Let
Z,(7%) = ^  \,{k)r{n - k - D - i )  forO < n < L - \ 4-52
L=0
L - l
H=0
/  L - l
A——I H=0
=0
Hence, in matrix fomi, assuming a 3-tap filter i.e. 7=1.
P-1 0(0,-1) 0(1,-1)' >(-1)'
A 0(0,0) 0(1,0) T(0)
A. 0(0,1) 0(1,1) Y(l)
4-53
4-54
The above normal equation can be solved using Cholesky decomposition [45] of the 
coiTelation matrix to give the filter gains, P,, Where
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L - l
K = 0 4-55
L - l
11=0
and for a single tap filter where 7=0 the gain, /?, is given by
'r(o)P= 0 (0,0)
4-56
4-57
Once the LTP gain coefficients are found they are substituted back into Equation 4-49, 
and the delay D for which Ed is a minimum is the optimal delay Dopu and the 
corresponding Pi aie the optimal gains. The secondary excitation gkXk(n) can then be 
found with {Dopt,Popd fixed.
j,(«)
r{n-D)
LTP Buffer (FIFO)
LPC Synthesis 
Filter 
UA(2)
Weighting Filter 
W(2)
Figure 4-11: Diagram of the closed-loop LTP analysis procedure
In both the open-loop and closed-loop methods described above it was assumed that 
D>L. For coders employing longer subframes it is necessary to search for values of 
lag which are smaller than the value of the subframe length. However, allowing D<L 
results in the recursion of the LTP filter within the same subframe [73]. Consequently, 
the MSB equation becomes non-linear in P  for D<L, which is computationally very 
intensive to solve. One commonly employed approach is to periodically repeat the 
past LTP output [74]. The concept is shown in Figure 4-12, where the previously
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undefined part of the candidate lag (vector) is constructed by repeating its defined part 
with periodicity D, i.e.
f ( n - D )  Q < n < D - l  
r{n -2 D ) D < n < 2 D - lr{n) =
r{n-bD ) b D < n < L - l
Thus using this method the p  term remains linear and the candidate excitation vector 
can be treated as a normal excitation vector.
j,(h)
Zero Memory Zero Memory
e(n)
LTP Buffer (FIFO)
,<L
LPC Synthesis 
Filler I/#)
Weighting Filter
}m
Figure 4-12: Diagram illustrating the repetition for delays less than the subframe length
It is apparent from Figure 4-11 that the LTP filter structure is recursive. However, 
when determining the LTP parameters this recursion has no effect when D>L, and for 
values of D<L the repetition method described above is used. For the following 
secondai'y codebook search, the LTP memory is set to zero (since its contribution has 
been removed from the reference signal) therefore for values of D>L the LTP filter 
can be ignored in the cascade of filters of the last branch in Figure 4-6. However, for 
values of D<L the filter structure will recurse the secondary excitation vector resulting 
in a non-lineai' equation. For these reasons in practice the LTP structure is usually 
implemented as an adaptive codebook consisting of a FIFO type buffer with a scaling 
factor. The contents of the buffer are updated with the optimum excitation vector at 
the end of the excitation search procedure for the next subframe, as shown Figure 4-7.
In general, the pitch estimation improves with increasing predictor order. This is due 
to the fact that a multiple tap pitch predictor serves somewhat as an interpolating filter 
for the removal of long-term coirelations, due to non-integer pitch periods.
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Alternatively, fractional pitch or high temporal resolution search can be used for non­
integer pitch periods. This structure attempts to achieve better quality due to fact that 
the lag value is not restricted to an integer value. Therefore, the more precise arbitrary 
lag can be achieved.
4.3.3.3 Fractional delay LTP
There aie many factors which affect the performance of an LTP such as the frequency 
of the parameters update, the order of the predictor and the amount of periodicity in 
the signal. For periodic signals, the performance will also depend on the sampling 
frequency/j.. Given that the pitch delay is DT, where T is the sampling period, then the 
period, P, of the signal is constrained to be an absolute value of DT. However, if there 
is a mismatch between P and DT, it can cause a reduction in the performance of the 
predictor [75]. Thus by increasing the sampling frequency/v, which is equivalent to 
decreasing the sampling period T, an improvement in pitch estimation can be 
achieved. The process by which the sampling frequency is increased is commonly 
known as upsampling or inteipolation. An increase in the lag resolution can be 
specified by an integer number of samples at the sampling rate plus a fraction l/U, 
where I = 0,1,2,....[/-I and I and U are integers. Due to the higher resolution in the 
search algorithm, this method is also refeiTed to as High Temporal Resolution LTP. 
Such a representation of a non-integer delay conesponds to an integer delay of / at a 
sampling rate of Ufs. To implement up-sampling by a factor of U we need to insert U- 
1 zero valued samples between each sample. The resulting signal is then lowpass 
filtered at its Nyquist frequency to obtain an interpolated version of the signal, as 
shown in Figure 4-13.
Sampling Rate 
Expander 
(Upsampling)
Low-pass
Filter
(Interpolation)
S(n) h{m)
Figure 4-13: Upsampling process for C/=3
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The high resolution LTP filtering requires that the upsampled signal is delayed by a 
lag of I samples about the integer lag UD, and then decimated to the original sampling 
rate. The resulting signal is then the original signal delayed with a non-integer lag of 
l/U. However, in addition to the pitch lag delay, there is also an additional delay 
introduced by the inteipolation filter. An important aspect of the inteipolation process 
is the choice of the low pass filter both in tenus of performance and complexity. As 
suggested by Ki'oon in [75], a simple but effective design for this filter is to use a 
Hamming windowed Sine function {h(mj\ with a unit sample response of N  samples. 
This has the advantage of being a lineai' phase response HR filter where the aliasing 
components are relatively small for a short filter length. The delay I  of the filter at the 
lower sampling rate/^ is chosen such that it is a unit sample delay. This is necessary as 
we need to compensate for this delay when selecting each candidate excitation vector 
from the LTP buffer. Therefore, N  must be chosen such that (iV-l)/2, the delay of the 
filter at the higher sampling rate, is an integer multiple of U, i.e.
N  = 2IU + l 4.59
In closed-loop long-term prediction only the samples up to the present subframe are 
known. So for upsampled LTP lags, Dp (where D f = U D + 1 ) ,  of less than t/L+(A-l)/2 
there is an insufficient number of samples for the interpolation process. In this 
situation, the accepted practice is to either use zero valued samples, or to physically 
repeat the LTP memory contents with a periodicity Dp until the required number of 
samples for the interpolation process has been reacted. In this conventional method 
described by [76] the inteipolation process utilises the contents of the LTP buffer prior 
to the lag position Dp in order to satisfy the full length of the data window required for 
inteipolation over the upsampled subframe length.
Many studies have been earned out compaiing the difference in perfonnance between 
closed-loop and open-loop LTP analysis [72],[77]. It is generally accepted that the 
prediction gains attained from closed-loop analysis are typically 1.5 - 2 dB higher than 
that achieved using open-loop analysis. This increase in objective perfoimance is 
accompanied by a noticeable improvement in subjective quality, often resulting in 
shaiper and crisper speech output. Other factors cleaily influence the performance of 
the predictor, such as update rates of the excitation vector. Obviously, the greater the
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update rate, the more effective the LTP memory is in tracking the changing 
characteristics of the speech signal, which ultimately increases the performance of the 
predictor.
From the descriptions given in the previous section it is clear that closed-loop search 
routines using multiple tap or fractional pitch seaich can be computationally intensive. 
Therefore, it is important to consider the effects of computational efficiency when 
assessing the performance of these different predictors.
One of the most efficient methods is to perfoim an initial open-loop “pitch” search, 
such as the auto-conelation method described in Section 4.3.3.1, on the original 
speech itself in the first stage. The open-loop pitch value returned is usually calculated 
for the frame and then a finer closed-loop seaich is performed around this value for 
each subframe. This not only results in a reduction in computational complexity, but 
also in a reduction in bit rate, since only the differential lag relative to the open-loop 
estimate is encoded. This method is used in standards such as G.729 [7], ETSFs half­
rate GSM [71], and G.723 [78].
4.3.3.4 Quantisation of the LTP parameters
The quantisation of the integer LTP lag is usually quite straightforward. Generally, the 
number of seai'ched values is usually restricted to a power of 2 for efficient encoding. 
For 8 l(Hz sampled speech, pitch values typically lie between 16 and 160. However, 
the extremely low and high pitch do not frequently occur in speech. Therefore, 20 to 
147 integer values are noimally used and can be directly coded using 7 bits (128 
integers). However, a high temporal resolution will require more bits to represent the 
fractional pitch values, which depends primaiily on the resolution of the fractional 
pitch and the range over which these values are searched. For instance, G.729 employs 
a fractional pitch delay with a resolution of K in the range from 19 K to 84% and an 
integer delay in the range from 85 to 143. The resulting delay is then represented using 
8 bits.
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For a single tap filter the LTP gain magnitude tends to be close to unity during steady- 
state voiced speech, approaches zero during unvoiced speech and tends to be greater 
than unity at the beginning of some voiced speech segments, where the amplitude 
begins to builds up. In the extreme cases at these voiced onsets the gain can be very 
large ( I  p I » 1 ) .  However, it has been observed that limiting its variation to a small 
range [79] (e.g. -1< p < 2) does not noticeably degrade the perfonnance. Typically, p 
is encoded using a 4 or 5 bit non-uniform scalar quantiser.
4.3.4 Secondary Codebook Excitation Search
The final step of the AbS algorithm is to obtain the initial excitation for the speech 
reconstruction, provided STP and LTP parameters aie obtained. In the original 
formulation of the CELP coder by Atal and Schroeder, the secondary excitation was 
conceptually modelled as a codebook consisting of C L-dimensional vectors, where L 
is the subframe length. The vectors contained in the excitation codebook perform two 
main functions. Firstly, the excitation vectors provide the start-up infoimation to the 
LTP memory. This includes any sudden changes in the speech not adequately tracked 
by the LTP. Secondly, they also provide the “filling in” information that the LTP has 
omitted. This is especially the case during unvoiced regions.
The optimum excitation vector can be found by minimising the MSE between a 
synthesised candidate vector and the second reference signal S2 {ji), as shown before in 
Figure 4-6. As mentioned earlier, the LTP filter structure can be considered as an 
adaptive codebook in parallel with the secondary excitation. Thus, for all positions of 
LTP lag, the secondary codebook seaich is solely a function of the excitation vector, 
whereby the recursive effect of the LTP filter is removed. Since the LTP adaptive 
memory is in pamllel with the secondary codebook the optimum excitation is found 
by jointly searching both excitation sources. However, in order to reduce the 
computational complexity, the LTP and secondaiy excitation parameters are 
deteimined sequentially with the LTP contribution found initially. For a single 
secondary excitation codebook the values of the gain, gk, and optimum excitation 
vector Xk{n) are chosen to minimise the weighted MSE Ew{k). Just as was the case of 
the single tap closed-loop LTP, the search for the optimum secondary excitation
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vector with index k can be foimally stated as the minimisation of the MSE for 
i.e.
L - l
L - l 12
? i= 0
L - l
4-60
«=0
H =  0
the coiTesponding gain, gk, is given by
L - l
8k n —QL - l 4-61
11=0
where
4-62
1=0
Alternatively, the second term in Equation 4-60 can be maximised. If this is closely 
examined, it is evident that in order to evaluate E^ik), four computations are required
1. Synthesis of the codebook vector to obtain the output Sf,(n) .
2. Calculation of the cross-conelation between the reference siQi) and the synthetic
3. Calculation of the auto-conelation of the synthetic estimate Sf.(n) .
4. Maximisation of the second term in Equation 4-60.
Steps 1 to 4 are repeated for the C codebook entries.
It is deal* that the above procedure for the calculation of the optimum excitation forms 
a significant proportion of the coder’s overall computational complexity. Hence, for 
reasons of reduced complexity and storage requirements numerous versions of the 
secondaiy excitation have been developed. A detailed account of excitation algorithms 
which are structured such that they achieve high computational efficiency and low 
memory requirements is given in Section 5.2. In this section, the explanation is 
limited mainly to the original CELP coder where the Gaussian excitation is applied. A 
few codebooks of interest for the course of this research are briefly explained.
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4.3.4.1 Gaussian Codebook
Almost all the early versions of CELP used a foim of a Gaussian codebook as the 
source of secondary excitation. This is mainly because the final speech residual signal 
has a sample distribution similar to Gaussian. However, codebooks of this form 
require large amounts of storage and are computationally complex. One method that 
has been used to overcome these problems is to represent the Gaussian vectors as a 
one-dimensional anay, where most of the L samples of two consecutive vectors are 
common. The most popular version of these so-called overlapping codebooks is that 
with one or two shifts. In other words going from one vector to the next, one or two 
samples at the end of the current vector aie dropped and one or two more new samples 
aie introduced at the beginning to obtain the next vector. Not only has this resulted in 
a reduction in storage requirements but also the complexity has been significantly 
reduced since each vector synthesis involves the addition of one or two scaled impulse 
responses, according to the shift factor applied. It was noted in [72] that the use of 
overlapping codebooks does not result in a loss of performance compared to the 
standai'd unit vaiiance codebook. Other variants of the basic Gaussian excitation 
include the centre-clipped codebook where each vector is clipped with a threshold of
1.2 for a unit variance vector. This has been found to produce cleaner speech [91]. 
One explanation for this is that during the matching of codebook vectors with the 
reference vector, a few high magnitude elements dominate the selection process. 
Consequently, the lower magnitude elements aie not optimally matched and therefore, 
by eliminating them, not only the matching of the high magnitude elements is 
improved but also eiTors in the lower magnitude elements are diminished. Naturally, 
the above two techniques have been combined to form the overlapping centre-clipped 
Gaussian excitation, where the improved performance attained using the centre- 
clipped excitation is maiiced by the reduction in complexity and memory requirements 
of the overlapping structure.
4.3.4.2 Self Excited Linear Prediction (SELP)
In SELP, the fixed codebook is replaced by an adaptive codebook [74]. This codebook 
operates on the same principle as the LTP, with the newly found optimum synthesised 
vector replacing the oldest samples in the codebook buffer. The initial contents of the
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buffer can be random noise, and as the coder operates the memory builds-up into a 
more structured codebook. The main drawback of this approach is the time it talces for 
the codebook to adjust to fast transitions in the input speech, similar to the problems 
associated with the LTP.
4.3.4.3 Vector Sum Excited Linear Prediction (VSELP)
In VSELP [9], the codebook consists of a set of fixed basis vectors (typically 10 to 
15), which aie each synthesised and orthogonalised with respect to the LTP output. 
The individual vectors are then optimised to find the relative weights that must be 
applied to obtain an optimum match for the summed set of vectors. This excitation 
structure has advantages in teims of robustness to channel eiTors, because if the 
inconect weighting is received for a particular basis vector then only a portion of the 
excitation is coiTUpted.
4.3.5 Quality Enhancement for CELP with Postfiltering
After all the parameters have been obtained, the speech can be reconstructed 
accordingly. However, postfiltering technique is normally used to enhance the 
perceptual quality of the decoded speech. As previously discussed in Section 4.2.2, the 
subjective quality of AbS-LPC schemes are improved by incorporating a subjective 
weighting factor into the eiTor minimisation procedure. The weighting factors are 
chosen to lower the noise components in the valley regions at the expense of raising 
the component in the formants. This results in a reduction in perceived noise since the 
formant regions can tolerate more noise, owing to the well-lcnown property of auditory 
masldng [36]. However, at the lower coding rates, where the average noise level is 
significant, it is very difficult to effectively suppress the noise below the masking 
threshold at all frequencies. This can result in speech being still perceived as noisy. 
Typically, these noise components will be above the masking threshold predominantly 
in the valley regions. Therefore, in order to improve the overall speech quality a 
further technique known as Adaptive Postfiltering (APE) is used. This technique uses 
an adaptive filtering process which changes according to the chaiacteristics of the 
speech spectrum and is applied to the synthetic speech at the decoder. The process of
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APF attempts to suppress the noise components by attenuating the valleys and 
accentuating the formant regions. In performing such attenuation the speech 
component in the valley region will also be attenuated. Fortunately, the intensity of the 
spectral valley can be attenuated by as much as 10 dB before our ear detects the 
difference [80]. Therefore, by attenuating the components in the spectral valley, the 
postfilter introduces a minimum distortion in the speech signal. However, it also 
achieves a substantial noise reduction.
From above, the frequency response of an ideal short-term postfilter should follow the 
peaks and valleys of the spectral envelope of speech. Since the LPC spectrum contains 
the spectral envelope information, it is natural to derive the short-term postfilter from 
the LPC predictor, A widely used short-term postfilter is given by
« „ ,/(? )= - ^ T - --------"^ -^ 3
;=i
where the modified synthesis filter {l/A{z/S}) attempts to model the speech spectral 
envelope by emphasising the fonnant regions, in order to achieve the noise reduction 
of the valley regions. The second filter structure (A(z/y)) tries to flatten the spectrum 
and goes some way towards removing the low pass spectral tilt which is introduced by 
the synthesis filter for voiced speech. This tilt has the side effect of maldng the 
postfiltered speech sound muffled. It is the difference between y and S which 
deteimines the filtering effect.
Subjectively, a large difference will give a disturbing deep voice effect with muffling 
of the higher frequencies. If the difference is not large enough then there is no 
subjective improvement in the speech quality. The optimum values for y and Ô are 
highly dependent on the bit rate and the type of speech coder and are typically 
determined empirically using subjective listening tests. However, for CELP coders 
operating in the 4.8-8 kb/s range, the values of y and 6 which have been found to 
perform reasonably well are: 0.7 and 0.9, and 0.6 and 0.8 for the values of y and Ô 
respectively [91].
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The function of the filter is to compensate for any residual spectral tilt.
The factor jii, which is usually positive, controls the amount of tilt towards the higher 
frequencies and is therefore said to control the brightness of the speech. Large values 
of \i will introduce too much of high frequency background noise causing the speech 
to sound noisy. Therefore, just as for y and Ô, p is also determined subjectively and 
typically lies between 0.3 and 0.5. An enhanced version of B(z) was suggested by 
Kleijn [74], which attempts to adapt the degree of tilt according to the type of speech 
present. In this enhanced version, p is set at 0.5A:i, where ki is the first reflection 
coefficient and is calculated from the coded speech. Thus for highly conelated voiced 
speech, k\ tends towaids +1 and hence p is positive and provides the desired high pass 
effect. However, for highly unconelated speech, such as unvoiced regions, ki will tend 
to zero or become negative. In this case the tilt filter will exhibit low pass 
chaiacteristics. This compensates for the short-term postfilter’s high pass spectral tilt 
which typically occurs for unvoiced regions.
A further enhancement which is often applied to the above filter is the addition of a 
long-temi post filter [81]. The objective of this filter is to emphasise the pitch 
harmonic structure of the signal. The underlying assumption is that the excitation 
between these pitch harmonics for voiced speech is predominantly noise and therefore 
an increase in subjective quality is achieved if these components are suppressed. The 
structure of the filter is given by
H ,(z)=  g I (1 +
where p  is the pitch period extracted by the use of a pitch predictor on the synthetic 
speech, b is the filter coefficient and gi is a scaling factor. Suggested values of b and gi 
are given by [77]
0 P<Q.6
0.15/9 0 .6 < ^ S 1  4-65
015 /?>1
a  = —-— 4-661 + 6
where P is the optimal tap weight of a single tap predictor with a pitch period of Tp 
samples.
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The long-term post filter is a comb filter with its spectral peaks located at multiples of 
the fundamental frequency of the speech to be processed. In general, the closer P is to 
unity, the more periodic the signal. If P <0.6, which roughly conesponds to unvoiced 
or transition regions of speech, then Z?=0 and g;=l, and the long-term post filter is 
effectively disabled. However, if 0.6 < < 1, the long-term filter is turned on, and the
degree of comb filtering is determined by p. The coefficient gi is a scaling factor 
which in essence ensui'es that the power of the speech signal remains constant for all 
different regions of speech. A detailed account of the determination of gi can be found 
in [80]. The role of each element in the combined adaptive postfilter is illustrated in 
Figure 4-14.
Ii1
0.0 4.03.02.01.0
Frequency (kHz)
Figure 4-14: Examples of the frequency response for each element of the combined 
adaptive postfilter: (a) LPC spectral envelope, (b) original speech 
spectrum, (c) short-term postfilter with y=0.6, 6=0.9 and jx=0.0,
(d) short-term postfilter with y=0.6, 6=0.9 and jii=0.5, (e) long-term 
postfilter for P=35 samples, and (f) overall combined adaptive postfilter.
A block diagram of the combined adaptive postfilter is shown in Figure 4-15.
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Figure 4-15: Block diagram of combined adaptive postfilter
Finally, a gain control is added to scale the post filtered speech such that it has roughly 
the same power as that of the unfiltered speech. This is necessaiy because the 
cascaded filters do not exhibit unity gain. One technique which can be used is to 
estimate the power of the unfiltered and filtered speech separately, then use the ratio 
of the two values to determine a suitable scaling factor. The speech power can be 
estimated by an exponential average estimator. Let cr,^(;i)and cr^in) be the estimated 
power at the time index n for unfiltered speech si{n) and filtered speech S2 (n), 
respectively. Then the two estimated power values are given by
CT^ in) = Ç(^i(n -1 ) + (1 -  ç)Si(n) 4-67
al(n)  = ça^in - 1) + ( 1  -  ç)s^{n) 4-68
A suitable leakage factor Ç is 0.96. At each sampling instant, ct,^ (7î) and a^Oi) are
computed as above, then the ratio and the square root are computed in order to obtain 
the gain factor, G.
G = 4-69
Therefore, the final post-filtered speech is given by
= G.s^in) 4-70
Chapter 4; Analysis-by-Synthesis Coding Method 83
The above-described procedure is reasonably computationally intensive since each 
sample requires a division and a square root to be calculated. However, in order to 
simplify the calculation certain simplifications can be made. Firstly, a block wise 
approach can be used where the average of up to ten samples for (n) and crl{n) is 
used for the calculations. Alternatively Equations 4-67 and 4-68 can be calculated 
using the magnitude rather than power terms. The scaling factor G can then be directly 
replaced with ai(n)/a2(n) which eliminates the need for the square root operation.
4.4 Concluding Remarks
This chapter has introduced one of the most powerful speech coding strategies, 
namely AbS-LPC. An AbS-LPC scheme has been used in the majority of the standard 
speech coders to date. An AbS-LPC coder can be categorised into three main features. 
Firstly, a time varying linear prediction based synthesis filter whose parameters aie 
periodically determined and updated by linear prediction analysis on the current frame 
of original speech. As in analysis part, the inverse filtering process is used to remove 
the short-term coiTelation from the speech signal. On the other hand, in the synthesis 
part, the synthesis filtering process is used to shape the essentially spectrally flat 
excitation signal with a spectral envelope of the original speech. Secondly, long-term 
pai'ameters are obtained and long-term coiTelation is removed from the residual signal 
from the previous step. This leads to a further flattening out of the speech spectrum 
resulting in a final residual signal which in appeai ance is random in nature and devoid 
of coiTelations. Finally, an encoder determines the excitation signal by systematically 
passing of each candidate vector through the synthesis filter and selecting the one 
which minimises the perceptually weighted error between the original and the 
synthetic speech. On the receiving end, a decoder receives data specifying the 
excitation signal and synthesis filter paiameters. The speech is then reproduced by the 
response of the synthesis filter to the specified excitation signal.
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The closed-loop perceptually weighted approach is a key factor in obtaining the 
optimum excitation vector, and thus has resulted in the success of this class of coding 
scheme at medium bit rates.
A practical implementation of STP pai'ameters has also been discussed. An 
interpolation of the LSFs is required to produce a smooth speech signal and reduce the 
block-edge effect, thus a detailed description of the inteipolation process has been 
given. The role of the LTP is vital for the success of the standard CELP algorithm as it 
mainly models the long-term conelations in the excitation signal. The optimal method 
seems to be the combined open-loop and closed-loop fractional pitch search. This 
method requires less computational load but provides precise lag values. The 
secondary excitation or fixed codebook is also crucial to the peifomiance of the CELP 
based coding structure, since it models the information that the previous stages have 
missed, and provides “stai't-up” data for the LTP memory during transitional regions. 
The codebook seaich procedure contributes a significant amount to the overall 
complexity of the coder. Therefore, the structure of the excitation vectors within the 
fixed codebook is paramount in determining the overall efficiency of the algorithm. 
More efficient codebook structures will be introduced and elaborated on the next 
chapter.
Finally, adaptive postfiltering techniques have been introduced for further 
enhancement in the subjective quality of the speech. These techniques attempt to 
reduce the perceived noise level by shaping the frequency spectrum in such a way that 
it stays below the auditory level.
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Chapter 5
5. Pulse Vector Excitation Speech Coding 
Based on CELP
5,1 Introduction
As in the original CELP formulation by Atal and Schroeder, it was noted that the 
fixed secondary codebook should be populated with excitation vectors that reflect the 
statistics of the residual signal to be encoded. It was shown in [82] that the probability 
density function (PDF) of the residual signal (after both STP and LTP prediction) was 
nearly Gaussian. Ideally, the fixed codebook should be populated with unit vaiiance 
Gaussian vectors. However, the secondaiy excitation signal structure can vaiy 
between pure pulses and Gaussian vectors. The major drawback of a Gaussian vector 
codebook is that it cannot model a pitch-like characteristic. The pulse vector 
excitation is exploited in order to model the pitch-like characteristic that is left in the 
final residual. In Figure 5-1, the secondaiy codebook excitation provides start-up 
information for the LTP memory. This includes any residual structures which are not 
represented by the spectral model of the time-vai'ying filter and extra pitch 
infoimation, which is failed to be predicted by the LTP. Hence the excitation signal 
plays very important roles in AbS coding. This has led to a lot of research interest in 
the design of the codebook.
A sparsely-populated fixed codebook has been widely used to overcome the 
drawbacks of the Gaussian vector codebook. The spaisely-populated fixed codebook
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has become the most popular structure for CELP based speech coders. In this chapter 
the sparsely-populated fixed codebook structures have been investigated. Moreover, 
different types of pulse vector excitation are introduced, designed and investigated. 
The developed pulse vector excitations contain new forms of pulse excitation that 
perform differently at various bit rates. One may perform very good at higher bit rates 
but the perfonnance is degraded rapidly when the bit rate is dropped and vice versa. 
The investigation has been done to obtain the optimum performance for various rate. 
An investigated codebook structures exploit the chaiacteristics of pulse residual 
excitation (PRE). The pulse strategies, which are used to improve the performance of 
the coder, are described. Finally, the perfonnance of the developed coder is evaluated 
and the subjective test results are compared.
s(n)
->©s(n)
e(n)
W(z)
Error
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Synthesis
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1/P(z)
LPC
Synthesis
Filter
1/Aftf{z)
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Figure 5-1: Encoding part of Analysis-by-Synthesis coding scheme with pulse vector 
excitation codebook.
5.2 An Overview of Pulse Vector Excitation
Generally, CELP-based coders employ similar STP and LTP processes. On the other 
hand, the secondary codebook excitations are designed differently for various 
performances. The secondary codebook excitation in a CELP based coder serves two 
main puiposes: to provide stait-up information for the LTP memory, this includes any 
sudden changes in the speech which are not adequately treated by the LTP, and to 
provide the “filling in” information that the LTP has failed to predict.
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One of the major factors in the design of the secondary codebook is the computational 
load. The codebook search procedure is one of the most computationally intensive 
processes among all processes in the coder. Therefore, interest in designing codebook 
structure was initially driven by the requirement for a low computation search 
procedure, wliich is essential for real-time implementation.
A series of codebooks has been designed to achieve this. The very first approaches 
achieved reduction in computational complexity by imposing constraints on the 
structure of the stochastic codebook, such as implementing the codebook vectors with 
a few non-zero entries like the centre-clipped Gaussian structure [83] or using 
overlapping codevectors in successive entries in the codebook [84], In addition, 
dynamic range of the amplitude of each excitation vector can be restricted to three 
possibilities i.e. +1, 0 and -1. These codebooks are also called ternary codebooks [85],
Other highly successful approaches to reduce the computational load involve moving 
the selected excitation vectors from the time domain to a transform domain, where the 
convolutions in the filtering operation aie replaced by multiplication [8 6 ], Therefore, 
this avoids imposing constraints on the structure of the stochastic codebook. The 
valions techniques mentioned above are based on the same structure, which employs 
the Gaussian vector-populated codebooks.
However, the requirement for reduction in computation can alternatively be achieved 
by using sparsely-populated codebooks. These codebooks contain an individual pulse 
or groups of pulses. These pulses can be in pattern/format or randomly populated. 
Each excitation vector consists of non-zero components whose amplitudes aie set to 
unity in this approach. The variation in magnitudes is controlled by the codebook gain 
parameter. The best examples of codebooks that use this technique include the 
algebraic codebook [2], cunently used in the GSM system, and binary pulse 
codebooks [87]. Since sparsely-populated codebooks are used instead of a random 
Gaussian codebook, the convolutions, as in the filtering operation, can then be 
replaced by the sunmiation of a relatively small number of delayed impulse responses.
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After the short-term and long-teim prediction, there may be a prominent artefact that 
cannot afford to be failed to be modelled. This aitefact is very important for the MSE 
aspect. Another advantage of using sparsely-populated pulse excitation occurs during 
the vector matching process. It was found during the informal tests that the residual 
components are more easily modelled by a few well-positioned pulses in the 
excitation vector than by using a randomly generated Gaussian codebook. Therefore, 
when compared to a stochastic codebook, the excitation vector which is selected from 
a sparsely-populated pulse codebook will have considerably fewer unmatched 
components i.e. smaller MSE value. The unmatched samples in the Gaussian 
excitation vector contribute in a negative manner to the overall segmental SNR. 
However, there can still be many eiToneous samples in the selected vector produced in 
the vector matching process, which is based on MSE.
Furthermore, one other major advantage of using sparsely-populated pulse excitation 
stinctures over using a Gaussian excitation vector codebook is that the codebook 
storage is not required in both the encoder and decoder when only ± 1  pulse amplitude 
is used. However, if the amplitude of the pulse vectors is varied, the codebook is still 
required.
One of the issues in improving the quality of the encoded speech that has drawn 
attention is the modelling the transitory region effectively. It is known that the quality 
of the coded speech, especially during voiced regions, is strongly influenced by the 
continuity of the harmonic structure. During the steady voiced regions, this continuity 
is maintained primarily by the LTP. However, for the transition regions of speech such 
as voiced onsets, the LTP memory, which still contains an unvoiced characteristic, is 
not able to adapt to the changing voiced speech chaiacteristics. Therefore, it is left to 
the secondary codebook to model the remaining pitch-like information in the residual 
signal. In order to maintain the harmonic structure, and hence speech quality, the 
secondary excitation source needs to maintain the pitch continuity as well as provide 
clean pitch pulses. In CELP, the Gaussian codebook is incapable of providing pitch­
like information and ultimately the voiced haimonic structure cannot be reproduced 
cleanly.
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Figure 5-2: Spectrum comparison of the speech on-set: (a) original speech,
(b) Gaussian excited CELP output at 4.8 kb/s.
It is shown in Figure 5-2 that the haimonic contents of the synthetic speech that is 
excited by a Gaussian codebook can be distorted, which results in a significant loss of 
speech quality. In addition, the harmonic valleys have a high level of noise, which in 
some cases can distort the haimonic contents, resulting in a significant loss of speech 
quality.
5.3 Algebraic Code Excited Linear Prediction (ACELP)
Since the algebraic codebook structure is selected to be incorporated in many speech 
coding standai'ds such as the ITU’s G.729, G.723 and the recent EFR by ETSI [1] 
[7] [78], it is perhaps the most widely-adopted pulse style vector excitation. The sparse 
algebraic codebook consists of a set of excitation vectors containing few non-zero 
elements. The pulse amplitudes are fixed to be either +1 or -1, and each pulse can take 
a number of distinct positions. The positions are not randomly picked but aie fixed as 
a pattern to reduce the number of the combinations during the search routine.
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To illustrate the codebook structure, the algebraic codebook structure of EFR-GSM is 
described as an example. The structure is based on a single-pulse permutation (SPP) 
design [1]. In this codebook, the innovation vector contains ten non-zero pulses. All 
pulses can have the amplitudes of +1 or -1. There are forty possible positions in a 
subframe. These positions are divided into five tracks, where each track contains two 
pulses, as shown in Table 5-1
Table 5-1: Possible positions of individual pulses in the 2^°-sized algebraic codebook 
as used in the GSM-EFR.
Pulse Positions Position bits Sign bit
in 0, 5,10, 15, 20,25, 30, 35 3+3 1
ihiô 1,6, 11, 16,21,26,31,36 3+3 1
i2,i? 2. 7, 12, 17, 22, 27, 32, 37 3+3 1
isjis 3, 8, 13,18,23,28, 33, 38 3+3 1
14,19 4, 9, 14, 19, 24, 29, 34, 39 3+3 1
Each two-pulse position in one tiack is encoded with 6  bits (total of 30 bits, 3 bits for 
the position of every pulse), and the sign of the first pulse in the track is encoded with 
1 bit per track (total of 5 bits). For two pulses located in the same track, only one sign 
bit is needed. This sign bit indicates the sign of the first pulse. The sign of the second 
pulse depends on its position relative to the first pulse. If the position of the second 
pulse is smaller then it has an opposite sign, otherwise the sign of the second pulse is 
the same as the first pulse.
A pulse is placed in 8  distinct positions in each track. The MSE algorithm seaich is 
used to find the best location of each pulse. The final two-pulse position is then 
selected as the optimised excitation pulse position. Unlike stochastic CELP excitation 
vector structure, the selected vector will have a smaller number of unmatched 
components.
Thus, since the pulse amplitudes aie fixed, a spaise algebraic vector is solely 
determined by the position of its non-zero pulses. Typically, the size of these 
codebooks can be very large, as in EFR-GSM. In order to determine the optimum 
excitation vector, the algebraic codebook employs efficient search techniques, using
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MSE to determine the best match. However, the most computationally intensive part 
of this expression is the convolution between each codebook vector and the impulse 
response of the weighted analysis filter. The algebraic codebook search routine utilises 
a technique called backward filtering [8 8 ] to reduce the computational load of this 
calculation. In this approach, the convolution operation occurs between the reference 
vector and the weighted impulse response. Therefore, instead of performing one 
filtering operation per codeword, this method requires only one filter operation for all 
codebook entries.
5.4 Pulse Residual Excitation Linear Prediction (PRELP)
The main approach of Pulse Residual Excitation Linear Prediction (PRELP) is to 
model any long-term conelations which still remain after LTP and STP filters. It is 
assumed in the original PRELP [89] that there are still long-term conelations 
remaining in the residual signal. This is more significant for speech onsets and 
transitions period. As shown earlier in this chapter, the use of Gaussian vector 
excitation can sometime result in distorted synthetic speech, especially at speech 
tiansition. In fact, it is not suitable for modelling the pitch-like information in the 
residual. In this section, PRELP is investigated and ways to overcome these problems, 
introduced by Gaussian vector excitation, are illustrated.
To obtain the pulse residual excitation, the best pulse positions are searched for by 
placing the first pulse in different positions and placing the other pulses away from 
each other by a fixed distance.
The basic pulse residual excitation is constructed as follows:
A unit amplitude pulse is placed at the start of the excitation vector %, and then at 
every P samples. P is varied from smallest possible pitch, P„u,i to subframe size L to 
obtain all primary vectors. Whilst is usually related to the minimum pitch, it can 
also be varied to enhance the fidelity. For each P, the primary candidate excitation 
vector is represented as follows.
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[l n - iP < L ,  z = 0,1,2,...... ,q
= otherwise
where^
P 5-2
Equation 5.1 can be expressed in a form of summation of unit impulses as shown in 
Equation 5.3.
Xj{n) = ^ S ( n -  ) n = 0,1,......L - l  5-3
1=0
where
m. =iP <L i -  0,1, ,...q 5-4
To form all possible phase positions, for each primary vector xj, P-1 further vectors 
Xj+ky 1 ,2 ,...,P - 1  are derived by shifting
fO 72 = 0,1,2,...,/c-1
\x j{k -n )  n = k,k + l , . . . , L - l
It should be noted that the number of excitation vectors C depends on L and P,,,/» such 
that
L/2 L/2-1
/  — /  — I
In Equation 5-6 on the right hand side, the first term expresses the possible positions 
of a single pulse occumng i.e. the first pulse is placed at U2 and the residual pitch is 
larger than half a frame (1/2). Thus, the next pulse is dropped leaving only one pulse 
in the excitation vector. The second term counts all possible pulse positions where 
residual pitch is between 1 and Z/2. Finally, the last term is the sum of all the possible 
pulse positions, where residual pitch is larger than Z/2. Therefore, there are only ever 
2  pulses. It is noted that the last term taken into account only when the second pulse is 
not dropped.
Floor function: the largest integer y  where y < x:
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The number of bits required by the adaptive excitation index range is
B = [logjC ] 5-7
In cases where the codebook requires extra bits due to a few extra codebook vectors, 
the last few vectors are eliminated in order to save bits. For example, in 3-pulse 
PRELP excitation, the total number of codebook vectors is 260. An 8 -bit codebook 
can contain only 256 vectors. Therefore, the excess vectors (257^^260 '^ )^ are 
eliminated from the codebook entries in order to use an 8 -bit codebook instead of a 9- 
bit codebook.
5.4.1 Pulse Position and Amplitude Strategies
Since the secondary codebook seaidi is computationally intensive, the structure of the 
codebook has to be designed not only to model the best residual representation, but 
also to reduce the demand on the computation. There are four main criteria in 
constructing PRELP codebook: pulse spacing, number of pulses, pulse sign and pulse 
amplitude.
5.4.1.1 Pulse Spacing
As the separation between the pulses is increased, the coiresponding rise in the 
number of possible phase positions seaiched becomes smaller for a fixed subframe 
length. In the light of the previous statement. Figure 5-3 shows the objective 
performance of the improved PRELP codebook for values of maximum pulse 
separation, Pmax, whilst maintaining a constant of 1. A non-linear scale is used for 
the x-axis, where the position along it for each value of conesponds to the 
cumulative number of phase positions searched. From Figure 5-3 it can be seen that 
even though a non-linear scale is used for the x-axis, the increasing rate of the 
objective performance is greater for small values of pulse separation than it is for 
larger values. Thus, accounting for the fact that the small pulse separations have more 
possible phase positions, Figure 5-3 implies that the small values of pulse separation 
are objectively more important. The data was acquired using 5 minutes of speech 
containing both female and male speakers.
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Figure 5-3: Objective performance of improved PRELP for different values of P,mx 
searched
The size of the codebook is determined by P„,/„ and Both paiameters are used in 
the equations in the later part of this chapter. Their values should be caiefully chosen, 
so that the pulse search procedure results in the most objectively important pulse 
patterns. Thus, for a typical subframe size of 40, P^ax is set to 19 or 20. This value 
approximately corresponds to the point of saturation in Figure 5-3.
5.4.1.2 Number of pulses
The number of pulses in a pulse residual excitation can be either fixed or adaptive 
according to the residual pitch. This is due to the fact that periodicity may not occur 
throughout a frame. There are two types of pulse design within this category.
5.4.1.2.a Multi-Pulse
This is an original pulse style constructed by placing a unit impulse at the start of the 
excitation vector and placing another pulse every P (residual pitch) samples. Multi­
pulse excitation has a constant pitch. In addition, the number of pulses varies
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according to the residual pitch i.e. the larger the residual pitch, the less the number of 
pulses.
subframe subframe ^
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Figure 5-4; PRELP excitation i) Multi-pulse excitation and ii) 2 pulse excitation.
The number of all the possible pulse positions is derived by Equation 5-6 and the 
number of bits required for the pulse excitation codebook is given by Equation 5-7. 
Figure 5-4 shows the pulse excitation pattern which is used instead of random 
Gaussian codebook. The main puipose is to model the pitch-like information which is 
left in the residual signal.
5.4.1.2.b Fixed Number of Pulses
In the original PRELP algorithm [89], it is assumed that after STP and LTP prediction 
the remaining signal still contains long-term correlations. This is particularly true for 
dynamic regions of speech, such as voiced onsets, where the LTP memory has not 
been able to build up with the incoming periodic signal. For this reason, the original 
PRELP excitation was forced to have a pitch-like structure. The voiced onsets would 
require a pattern consisting of pulses of the same sign with a relatively large 
separ ation between them, in order to provide the pitch-like structure. For these reasons 
it was decided to use a pulse residual excitation where each excitation vector 
consisted of just two or three pulses. The lower number of pulses reduces the chance 
of generating mismatched output. Two-pulse and three-pulse excitation PRELP coders 
were designed and experimented with. The number of pulses is fixed and the distance 
between the pulses represents the residual pitch, which varies throughout the 
codebook search. The fixed pulse pattern is shifted along the subframe or mini­
subframe for the codebook search.
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The number of candidate excitation vectors, C where there are rj pulses in the 
codebook (e.g. rj = 2,3,...,n) is given by
C =  5-8
where
5.4.1.3 Pulse Sign
In some cases, the ciment frame of the speech signal may differ from the previous one 
by just an extra spike, or a momentary change of waveform shape. Since the LTP 
memory has no record of this characteristic it is left to the secondaiy excitation 
codebook to model this effect. The objective then is to design an excitation which 
incoiporates the long-term matching ability of the original PRELP algorithm whilst 
possessing the flexibility to focus on a particular artefact which is important from a 
MSE aspect, such as a prominent spike, as discussed earlier. To model these 
differences accurately, it was found from the informal subjective test that a pulse 
excitation vector whose components consist of unit pulses of alternate signs was the 
best pattern, particularly where the separation between the pulses is small compared to 
the size of the subframe as described in section 5.4.LI. This is a pattern which is 
frequently chosen for the algebraic codebook structure. Although in other regions of 
speech, a different pattern of pulses may be required, but in general the artefact of the 
speech produced by the alternate signs pulse pattern increases the fidelity of the 
decoded speech signal.
Figure 5-5 is a histogram showing the percentage occuixence of excitation vectors for 
each value of pulse sepaiation whose pulses consist of the alternate sign pattern in 
preference to the equal sign pattern.
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Figure 5-5: Percentage occurrence of alternate sign pattern at each value of pulse 
spacing, P
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Figure 5-6: LPC filter responses for 2-pulse excitation, (a) original speech,
(b) improved PRELP excitation, (c) LPC filter response to first pulse, 
(d) LPC filter response to second pulse, (e) first and second pulse LPC 
responses combined and (f) processed speech
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By considering Figure 5-3 and Figure 5-5, it can be concluded that the excitation 
vectors, whose pulses are of alternate signs and are separated by a few samples, are 
important in modelling the residual information. This is confirmed by observation, 
where it has been noted that the alternate sign pattern is frequently chosen in order to 
model speech artefacts for which the LTP memory has no record, and to enhance the 
existing pitch structure, as shown in Figure 5-6. For example, in Figure 5-6(i) the 
phase between the alternate signed pulses is chosen so that the impulse responses 
combine in a negative manner in order to provide the required artefact. By forcing the 
secondary excitation to have an alternate sign structure as shown in Figure 5-7b, it is 
possible to model the artefact more accurately.
However, in the case of Figure 5-6 (ii), the phase between the pulses is chosen so that 
the impulse responses combine in a positive manner in order to enhance the pitch 
cycle at the voiced onset.
5.4.1.3.a Positive Pulse Only
As in the original PRELP, the pulse generator produces only positive pulse vectors 
and uses excitation gain to control the sign. In other words, the global sign of the MSE 
calculated gain (codebook gain) is used to change all the pulse signs simultaneously.
5.4.1.3.b Multi-Sign Pulse
As discussed earlier, when the initial pulse excitation is combined with both positive 
and negative manner, the coder can model the artefact more accurately. The PRELP 
codebook structure can be extended to include signed pulses. Thus for each primary 
vector all possible combinations of signed pulses can be formed by rewriting Equation 
5-3 as
^ Z  72 = 0,1,......L - l  5-9
k = 0  i= 0
where  ^is a number of sign combinations and g is a number of pulses.
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s = 5-10
The pulse amplitudes are shown in Table 5-2 for the case of a maximum four 
pulses in each primary vector.
Table 5-2: Pulse patterns for 3-pulse and 2-pulse multi-sign PRELP
(^ k.i 3-pulse 2 -pulse
i= 0 i=l i= 2 i= 0 i=l
k= 0 + 1 + 1 + 1 + 1 + 1
k=l + 1 + 1 - 1 -hi - 1
k= 2 + 1 - 1 + 1 -
k=3 + 1 - 1 - 1 -
The global sign of the MSE calculated gain is used yet again to change all the pulse 
signs simultaneously at the final stage of the search loop. For each primary vector xj, 
the phase positions are derived as before using Equation 5-5. The possible pulse 
combination is similar to the one for fixed number of pulse pattern as shown in 
Equation 5-8. The number of sign combinations is shown in Equation 5-10.
5-11
where
For example, the number of candidate excitation vectors C for the case of maximum 
3-pulse multi-sign in the subframe is given by
C = 4 5-12
where
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Figure 5-7 (i) shows the positive pulse pattern. Figure 5-7 (ii) shows four sign patterns 
which are used in the multi-sign PRELP coder.
<-subframe ->
(i) (ii)
subframe ->
Figure 5-7: PRELP excitation (i) positive pulse excitation and (ii) sign patterns of 3- 
pulse multi-sign PRELP excitation.
The pulse strategies described in section 5.4.1.2 and 5.4.1.3 have been used to develop 
various PRELP coders operating at 6 .6 , 9.4, 12.2 and 14.4 kb/s. Unlike the improved 
ACELP, each multi-rate PRELP coder contains only one pulse structure. The rate is 
altered by the number of times that the pulse search routine is performed. In the lowest 
rate, the pulse excitation search is performed only once. The coder performs the pulse 
excitation search twice, three times and four times in the second rate, third rate and 
the highest rate respectively. After each pulse excitation search, the response of the 
chosen pulse excitation vector is removed from the reference signal before performing 
the next pulse excitation search. The performances of these multi-rate PRELPs are 
evaluated in section 5.6.
5.4.1.4 Pulse Amplitude
The initial amplitude of the pulse excitation is another factor which introduces higher 
fidelity to the processed speech signal. With a pulse amplitude of ±1, the output 
response of each pulse has the same amplitude, according to the codebook gain. 
Unlike the original PRELP excitation model, the initial amplitude of the pulse 
excitation can be +1, -1, +0.5 or -0.5. Therefore, each pulse is able to excite different
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levels of the excitation response. These pulse patterns improve the modelling of the 
artefact. However, more bits are introduced to define the pulse amplitude. The 
algorithm is more complex due to extra loops for the amplitude pattern search as 
shown in Figure 5-8. In the developed pulse pattern, there is always one pulse that is 
only half a unit in loop 2, 3 and 4.
4-subframe -> ^subframe subframe <-subframe
Loop 1 Loop 2 Loop 3 Loop 4
Figure 5-8: Search loop for variable-amplitude pulse excitation.
A 3-pulse fixed-amplitude PRELP excitation coder and a variable-amplitude PRELP 
excitation coder were designed and evaluated during the course of this research. The 
fixed-amplitude version operates at 6 . 8  kb/s and the variable-amplitude version 
operates at 7.2 kb/s. The increase in operating bit rate is due to extra two bits for four 
variable-amplitude pulse patterns. Figure 5-9 shows the comparison between the pulse 
excitation and the processed speech waveform of the fixed and of the variable- 
amplitude PRELP coder. However, the improvement in terms of similarity between 
the processed speech waveform and the original waveform is not very noticeable. As a 
consequence, subjective listening tests based on MOS were used to assess the 
perceptual performance of the fixed- and variable-amplitude excitation PRELP 
coders. In the real environment, the coder is used through the telephone handset in 
which the MOS score can be expected to be higher.
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Time, sa m p les
Figure 5-9: Comparison of the processed speech of fixed-amplitude and variable- 
amplitude pulse excitation: (a) original speech (b) fixed-amplitude 
PRELP excitation (c) processed speech of fixed-amplitude PRELP coder 
(d) variable-amplitude PRELP excitation (e) processed speech of 
variable-amplitude PRELP coder.
Table 5-3: Subjective test scores of fixed-amplitude and variable-amplitude PRELP 
excitation.
Fixed-Amnhtude Excitation Variable-Amnlitude Excitation
Bit rate tkb/sl 6 . 8 7.2
MOS score 3.17 3.27
The listening tests were performed by 15 listeners using a total of 3 female and 3 male 
sentences. The test sentences were played in random order. The results in Table 5-3 
show that the listeners prefer the variable-amplitude version to the fixed-amplitude 
PRELP excitation, the reason being that the fine detail that is produced by small 
artefacts makes speech sound more pleasant. Therefore, better perception can be 
achieved. The variable-amplitude excitation performs better for the on/off-set but not 
anywhere else. Therefore, the MOS score does not show the significant improvement.
Chapter 5:Pulse Vector Excitation Speech Coding Based on CELP 103
5.4.1.5 Mixed Excitation
In the previous PRELP coder design, only one pulse excitation structure was used in 
each coder. In the mixed multi-sign/multi-pulse design, the coder contains two pulse 
excitation structures in each search. The developed structure employs both 3-pulse 
multi-sign and 2-pulse multi-sign structures. The pulse excitation is firstly made up of 
3 pulses with multiple signs and a codebook search is performed for a specific length 
of speech signal. The MSE algorithm is performed to find the best pulse positions and 
to output the error value.
40
9-bit 9-bit
Repeat the process for the 
second half of subframe
MSE = e2
^ K ^ e 2 <  e1
Yes
MSE = e1
\ / n o
Pick 1st set Pick 2nd set
Substract the response of the excitation of 
the first half of the frame from the target 
signal of the second half of the frame
Figure 5-10: Processed subframe and block diagram of pulse excitation search of 
multi-rate mixed excitation, operating at 9.2 kb/s
Secondly, the pulse excitation is regenerated with 2 pulses with multiple signs. The 
search is performed again on the same length of data and output error from MSE 
routine. The errors are compared against the error from the 3-pulse multi-sign pulse
Chapter 5:Pulse Vector Excitation Speech Coding Based on CELP 104
excitation. The pulse excitation vector whose response shows a better match with a 
target residual (i.e. less eiTor) will be chosen.
The lowest-rate coder is designed to operate at 9.2 kb/s. The subframe is divided into 
two halves. The pulse excitation search is perfoimed twice, once every half subframe. 
After the first search for the first half of the subframe, the response of the selected 
vector is removed from the target signal before the second search on the second half 
of the subframe. The residual pitch search for the 3-pulse multi-sign excitation is 
between 1 and 9 samples, 360 combinations and 5 to 10 samples, 150 combinations 
for the 2-pulse multi-sign excitation. The length of residual pitch was selected via 
informal listening tests. In each mini-subframe, there are altogether 510 pulse 
combinations, which can be accommodated with 9-bit codebook. As there are two 
mini-subframes (9-bit each) in one frame, the size of the codebook is double that of 
the positive-only multi-pulse structure (only 9-bit).
-40
8-bit 8-bit 8-bit
^ ^ 1 4  II
< ----1 4 ^ > ^
Figure 5-11: Processed subframe of multi-rate mixed excitation, operates at 11.2 kb/s
At higher rate, the coder operates at 11.2 kb/s. Each subframe of 40 samples is divided 
into three small 14 sample mini-subframes with 1 sample overlap as shown in Figure 
5-11. Therefore, the pulse excitation search is performed three times. The residual 
pitch search for the 3-pulse multi-sign excitation is from 1 to 6  samples (168 
combinations) and for the 2-pulse multi-sign excitation is from 4 to 9 samples ( 8 8  
combinations’). 8  bits are allocated for 256 combinations in each mini-subframe.
’ The last 2 combinations are eliminated. Therefore, only 88 combinations are searched instead of 90 
combinations. This is to reduce the size of the codebook.
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There are four mini-subframe per frame, Thus, a 24-bit codebook is used for every 
subframe.
-40
7-bit 7-bit 7-bit 7-bit
0- >!  0 0  ^  i <-10
Figure 5-12: Processed subframe of multi-rate mixed excitation, operates at 12.8 kb/s
At the highest rate mode, the coder operates at 12.8 kb/s. The subframe of 40 samples 
is divided into four small 10-sample mini-subframes, as shown in Figure 5-12. The 
residual pitch search for the 3-pulse multi-sign excitation is from 1 to 10 samples, 80 
combinations and 3 to 7 samples, 48 combinations® samples for the 2-pulse multi-sign 
excitation. Only 7 bits are allocated for 128 combinations in each mini-subframe. As 
there are 4 mini-subû'ame in each subframe, a 28-bit codebook is required for every 
subframe.
At all rates, after the pulse excitation search is perfonned on each mini-subframe, the 
effect of the chosen pulse excitation vectors on the present mini-subframe is removed 
from the next mini-subframe target signal before performing the codebook search for 
the next mini-subframe.
5.4.2 Secondary Codebook Gain Quantisation
In general, the number of bits required to quantise the secondary codebook gain is 
primarily determined by the gain’s dynamic range or variance. A further constraint is 
that the distortion, introduced by the quantisation process, should be imperceptible. 
Valions schemes have been proposed to reduce this gain variance and the required bit 
rate, such as the prediction method used in LD-CELP [90].
The last 2 combinations are eliminated. Therefore, only 48 combinations are searched instead of 50 
combinations. This is to reduce the size of the codebook.
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In this section an alternative method is outlined where the quantiser is adaptive with 
respect to the LPC synthesis filter. Initially the secondaiy codebook gain for each 
subframe is normalised by the overall RMS energy of the cunent frame of original 
speech, RMSp-ame- The reason for this is that typically a high value of secondary 
codebook gain is associated with high-energy speech and vice versa. Thus, exploiting 
the relationship between these two parameters results in the desired effect of reducing 
the dynamic range of the secondary codebook gain. This is evident by compaiing the 
PDF shown in Figure 5-13 with the PDF shown in Figure 5-14.
The resultant gain is then further normalised by the RMS energy response of the MSE 
selected excitation vector at the output of the LPC synthesis filter. Let Xsei be the MSE 
selected excitation vector from the codebook. Then the synthetic output, (n) due to 
Xsei can be expressed as
s^ei (") = S  (»- f )  0 < 72 < L - 1  5-13
i=0
where h(i) is the STP impulse response. The RMS energy RMS^ i^ of the STP 
synthesis filter response to the MSE selected excitation vector is
5-14
V ^  «=0
The residual secondary codebook gain, gres, can be expressed as
o  =  ,   «r 1
where gc is the original MSE calculated codebook gain, and Q[RMSframe] denotes the 
quantisation process. The frame RMS energy should be quantised before the residual 
secondaiy codebook gain is calculated.
Equation 5-15 results in the noimalisation process being adaptive to the gain of the 
LPC filter. The process also takes into account the energy variation at the output of the 
synthesis filter. This is due to the different positions and number of pulses present in 
the selected excitation vector from one subframe to the next. For example, the 
excitation vectors whose pulses aie concentrated at the beginning of the subframe 
induce a higher energy at the output of the LPC synthesis filter than those whose
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pulses are concentrated towards the end. By comparing the PDFs shown in Figure 5- 
14 and Figure 5-15 it can be seen that this process has the effect of vastly reducing the 
variance of the codebook gain. This is especially applicable to coders, whose 
secondary excitation vectors vary in both the position and number of pulses from one 
subframe to the next, such as ACELP and PRELP.
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Figure 5-13: PDF of secondary codebook gains
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Figure 5-14: PDF of frame energy normalised codebook gains
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Figure 5-15: PDF of frame and LPC filter energy normalised codebook gains
Both the RMS energy of the cuiTent frame of original unweighted speech {RMSframe) 
and the residual codebook gain are quantised using non-uniform scalar quantisers. The 
RMSframe IS Calculated and transmitted on a frame basis, whereas the residual gain 
calculation (Equation 5-15) is performed on a subframe level. The RMSsei is found at 
the decoder by exciting the LPC filter with the excitation vector which corresponds to 
the cunent subframe’s received secondary codebook index, and finding its energy. In 
[91], listening tests were used to find the optimal number of bits required to represent 
the secondary excitation gain parameters. It was found that, for speech coders 
operating at medium bit rates, there was no perceived distortion due to the 
quantisation process when 6  bits were used for the overall frame RMS energy and 4 
bits for each of the subframe’s residual gains.
5.4.3 Complexity Reduction Techniques for PRELP Coders
One of the main driving forces in the development of sparsely-populated pulse 
codebooks was the requirement for efficient secondary codebook search routines. It is 
recalled from Section 4.3.4 that the optimum excitation vector is selected by 
maximising the expression in Equation 4-12. The most computationally intensive part 
of this closed-loop process is the convolution operation between the excitation vector 
and the impulse response of the weighted analysis filter. By using the sparsely-
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populated vector codebooks, the convolution operation becomes a summation of 
delayed impulse responses. The number and position of these impulse responses are 
determined by the pattern of pulses in the excitation vector.
5.4.3.1 Cross-correlation Complexity Reduction
Although the sparsely-populated vectors can result in a significant reduction in 
computational complexity, where the amount of reduction is dependent on the number 
of pulses in the vector, the cross-correlation calculation in the MSE equation. 
Equation 4-12 still requires a convolution operation to be performed per codebook 
entry. By moving the convolution operation to be between the reference vector and the 
impulse response of the weighted LPC analysis filter, a vast saving in the number of 
computations can be achieved, as there is ojily one convolution operation for all 
codebook entries. Since the complexity of the method is determined by the length of 
the STP impulse response, it is called the impulse correlation method (ICM) [92]. Let
the synthetic output to the vector in the codebook be
5.16
j=0
The crosscorrelation, 0 ,., between the synthetic vector, Sf. , and reference vector s is
L ~ i
5.17
«=0
Substituting Equation 5.16 into Equation 5.17
which can be written as
L - l
«=0
L -l
H=0
1=0
L - l-«
5.18
(=0
5.19
Defining c(ii), the convolution operation, now occurs between the reference signal and 
STP impulse response.
L - l - n
c{n)~ ^\,{^)s{i-]rn) 0 < n < L - l 5.20/=o
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The cross-coiTelation is now given by
L - l
5.21
«=0
The cross-coiTelation term is now determined by the sum over the non-zero elements 
of the excitation vector,
S.4.3.2 Auto correlation Complexity Reduction
A structure of the PRELP vector search can be considered as a two-stage process. 
Initially the primary vector is selected, and then all phase positions are sear*ched. 
Similarly the auto-correlation calculation, for PRELP-based coders, can also be 
broken down into two stages. Firstly, for each primary vector, the auto-conelation 
calculation can be greatly simplified by exploiting the fact that most of the vector 
components ar'e zero [2]. The auto-conelation, Sf., of the synthetic vector s^(n) due
to the vector in the codebook is
L - l
5.22
;i=0
It can be seen from Equations 5.22 and 5.16 that the auto-conelation is the sum over 
the subframe length of the sum of the weighted STP impulse responses which are 
scaled and conectly positioned (phased) by the excitation pulse amplitudes and 
phases. Thus £j. can be written as
l 2L -l
«=0 , 1=0
5.23
where mt is the position of the pulse, ai is the magnitude and q is the total number 
of pulses in the primary vector. For the original PRELP formulation a, is always 1 and 
for multi-sign PRELP a,- is either +1 or -1. By multiplying the quadratic term in 
Equation 5.23 it can be shown that
= + ^ 2  Z  -  "b) 5.24
1=0 n = m j  1=0 j - i + l i i = m j
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To simplify the search procedure, correlations of hw{n) can be precomputed for the 
range of pulse separ ations in the PRELP codebook and stored as a symmetric matrix 
at the start of the codebook search procedure.
¥ { h j ] = Y , K i n - i ) K ( n - j )  ( = 0,....L-1, 7  = i....L -l 5.25
n=mj
Substituting Equation 5.25 into 5.24, the auto-corxelation is
9 L - l  <7-1 <7
"  S  2  ) + ^ 2  2  5.26
i=0 n - m j  1=0 j = i + l
The primary vector auto-corxelation calculation now consists of using Equation 5.26 
to simply sum the precomputed stored values.
Secondly, the auto-corxelation calculation for each of the primary vector phase 
positions can also be greatly simplified by exploiting the fact that each phase vector is 
created by shifting the previous vector by one positron and adding a zero sample. Thus 
the auto-corxelation for each of these phase positions can be found by taking the 
previous auto-corxelation value and subtracting from it the squai'e of the last sample of 
the previously synthesised vector. By using the above techniques, considerable 
savings in the computational complexity of PRELP-based algorithms can be achieved. 
This malces this type of algorithm particulariy attractive for real-time implementation.
5.5 Bit Allocation Scheme
The multi-rate PRELP coders that ar’e developed in this research all use the same bit 
allocation structure for most of parameters, namely LPCs, pitch index, pitch gain, 
codebook gain and RMS energy. However, the bit allocation for the codebook index 
varies according to the strategies and the operating rates used. The first table in Table
5-4 shows the common bit allocation and the bit allocation of the pulse excitation 
codebook used in developed PRELP coders. The rest of the table shows the bit 
allocation of different versions of the developed PRELP coders.
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Table 5-4: Bit allocation of the developed PRELP coders.
Parameters Bits/frame Bits ner second th/s)
lOLSFs 28 1400
Frame RMS 6 300
Pitch index 9 + 6  + 9 + 6 1500
Pitch gain 4 + 4 + 4 + 4 800
Total common hits without CB 80 4000
Multi-nulse PRET.P ( 6 M  kh/s)
Codebook index 9 + 9 + 9 + 9 1800
Codebook gain 4 + 4 + 4 + 4 800
Total codehook hits 52 2600
Total hit rate 132 6600
Multi-sign PRET.P t6.8 kh/s)
Codebook index 10 + 10+ 10-h 10 2000
Codebook gain 4 + 4 + 4 + 4 800
Total codehook hits 56 2800
Total hit rate 136 6800
Multi-sign PRET P with Variable Amnlitude t7.2 kh/s)
Codebook index 12+12 + 12+12 2400
Codebook gain 4 + 4 + 4 + 4 800
Total codehook hits 64 3200
Total hit rate 144 7200
Mixed-excitation PRET P 19.2 kh/s)
Codebook index 18 + 18 + 18 + 18 3600
Codebook gain 8 + 8 + 8 + 8 1600
Total codehook hits 104 5200
Total hit rate 184 9200
Mixed-excitation PRET P 111.2 kh/s)
Codebook index 24 + 24 + 24 + 24 4800
Codebook gain 12 + 12+12+12 2400
Total codehook hits 144 7200
Total hit rate 224 11200
Mixed-excitation PRET P 112.8 kh/s)
Codebook index 28 + 28 + 28 + 28 5600
Codebook gain 16 + 16 + 16 + 16 3200
Total codehook hits 176 8800
Total hit rate 256 12800
Chapter 5:Pulse Vector Excitation Speech Coding Based on CELP 113
The total bit rate is the sum of the bits described in the common bit allocation table 
and the codebook index and gain bits. The frame RMS energy is used as a scaling 
factor for a codebook gain quantisation which was described in section 5.4.2.
5.6 Performance Evaluation
The course of this research does not aim only to develop an individual pulse vector 
excitation scheme which offers an improvement in speech quality, but also to develop 
different pulse schemes and to evaluate the optimal selection of the pulse style for the 
coder to have optimal performance at a wide range of operating bit rates. Therefore, 
the performance of Improved ACELP, which will be detailed in Chapter 6 , is also 
included in this performance evaluation.
The difference in artefact modelling is very difficult to observe objectively. Therefore, 
an extensive subjective listening test was conducted in order to provide a distinctive 
performance evaluation. There were 24 listeners participating in the tests using a total 
of 3 female and 3 male sentences. Each sentence was processed by all of the coders. 
The processed files were grouped by coder type and rate. For example, group one 
contains processed files of Improved ACELP at 8.25 kb/s. Group two contains 
processed files of Improved ACELP at 10.05 kb/s, etc. Altogether there were 21 
groups. A test program randomly picked two sentences from each group and made a 
test list. Finally the test sentences in the list were played to the subjects in a random 
manner.
Table 5-5 shows the results from extensive subjective listening tests. The test included 
different versions of multi-rate PRELP coders, which were explained earlier in this 
chapter, and also the Improved ACELP, whose details of design and investigation will 
be discussed in the next chapter.
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Table 5-5; MOS scores of the improved ACELP and developed PRELP coders at 
various rates.
Coder
MOS
Coder Operating bit rate (kb/s)
6.60 7.65 8.25 9.20 10.05 11.20 11.65 11.80 12.80 13.65 14.40
I-ACELP 3.05 3.43 3.64 3.93 4.13
MpPICll 3.10 3.65 3.82 3.91
MpPICl 2.68 3.32 3.64 3.69
2pPICll 2.83 3.50 3.77 3.79
2m3PIC4 3.52 4.07 4.21
where
I-ACELP
MpPICll
MpPICl
2pPICIl
2m3PIC4
is the Improved-ACELP coder, described in chapter 6 . 
is the multi-pulse PRELP coder with positive pulse excitation where the 
residual pitch in pulse excitation vectors begins from a period of 1 1  
samples.
is the multi-pulse PRELP coder with positive pulse excitation where the 
residual pitch in pulse excitation vectors starts from a period of 1 sample, 
is the two-pulse PRELP coder with positive pulse excitation where the 
residual pitch in pulse excitation vectors starts from a period of 1 sample, 
is the mixed excitation PRELP coder with multi-sign pulse excitation and 
the number of pulses alters between two and three. The residual pitch 
varies as described in section 5.4.1.5.
In some cases, the residual pitch period starts with some value other than 1 sample in 
order to achieve better SNR as shown earlier in Figure 5-3. In addition, listening tests 
were carried out in order to determine the starting size of residual pitch period.
The subjective test shows that the ACELP algorithm performs very well at higher 
rates. However, the speech quality drops rapidly, in comparison to PRELP coders, 
when the bit rate drops. The optimal solution for speech coder operation higher than 9 
kb/s is the ACELP structure. For the coder which is required to operate at a lower rate, 
PRELP structure is the preferred choice.
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Figure 5-16: Comparison of various PRELP excitation designs and I-ACELP.
5.7 Concluding Remarks
This chapter was dedicated to Pulse Vector Excitation for a CELP-based coder. 
Firstly, it introduced a CELP-based coder with Algebraic Excitation (ACELP), which 
is cuiTently used in GSM-EFR. Secondly, a variety of Pulse Residual Excitation, 
based on the CELP algorithm, was designed, subjectively tested and presented. There 
are three main advantages that draw attention to the adoption of PRELP excitation 
instead of using a random Gaussian noise codebook in the CELP-based coder. Firstly, 
the residual signal that contains pitch-like structure can be modelled more accurately. 
Secondly, the computational load can be vastly reduced, primarily due to the sparsely- 
populated pulse vectors containing zero value most of the time. The complexity has 
also been further reduced using ICM as described in the complexity reduction section. 
Thirdly, there aie no requirements for a codebook storage (extra ROM storage) when 
pulse strategy which contains only ± 1  unit pulse is used.
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A series of PRELP coders was designed and developed in order to find the optimal 
solution in modelling speech at different bit rates. It is shown from the subjective tests 
that the Improved ACELP performs very well when operating in a higher rate mode 
i.e. higher than 9 kb/s. However, its performance drops drastically when switched to a 
lower rate. On the other hand, the performance of the PRELP coders is not as good as 
Improved ACELP at high bit rates but it does not drop as fast as that of the Improved 
ACELP. Therefore, PRELP excitation is an optimal solution for a speech coder that is 
required to work under a bit rate condition lower than 8  kb/s. The ideal solution would 
be to incoiporate the Improved ACELP excitation and PRELP excitation in order to 
produce a coder which can perform very well over a wide range of bit rates.
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Chapter 6
6. Multi-Rate Speech Coding
6.1 Introduction
In the past few years, there has been a huge increase in demand for high quality speech 
coders operating at medium bit rate between 8-16 Kb/s. The demand is not only for 
fixed-rate coders but has also extended to multi-rate coders which can operate in this 
region. The reason for this is that the quality of speech processed by the fixed-rate 
speech coder can be severely degraded when transmitted through bad channel 
conditions. This is due to insufficient channel error protection. A multi-rate coder is 
introduced to cope with variations in the transmission channel conditions in order to 
maintain good speech quality at all times. The rate of the multi-rate coder is adapted 
to the frequency of transmission channel eiTors i.e. in severe channel conditions, the 
coder is switched to low bit rate speech coding mode to allow more bits for channel 
coding. Hence the decoded speech will not be severely degraded by the channel eiTors. 
On the other hand, if the channel is clean, the coder will use a higher bit rate mode to 
provide higher quality speech.
Demand for fixed-rate speech coders operating in the medium bit rate range has been 
subdued by a lot of new coding standards which have been released in recent years. 
For example, the most recently-released standards include the latest half-rate GSM 
Coder introduced by the European Telecommunications Standards Institute (ETSI), 
operating at 5.6 kb/s. Before that, the ITU standardised 0.729 [7] as a fixed-rate CS-
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ACELP at 8  kb/s and G.723 [78] as a dual-rate speech coder for multimedia 
telecommunication transmitting at 5.3 and 6.3 kb/s. These coders aie based on the 
same principle of Analysis-by-Synthesis Linear Predictive Coding (AbS-LPC). This 
technique was first used by Atal more than a decade ago in a form of Multi-Pulse 
Excitation LPC (MPE-LPC) [93]. Atal then adapted this technique by vector 
quantising the final residual signal to foi*m the so-called secondaiy codebook. This 
scheme has been widely used and is well known as Codebook Excitation Lineai' 
Prediction (CELP) [12].
The investigated coders in this research are CELP coders based on pulse vector 
excitation. In this chapter, the multi-rate ACELP algorithm [94] is developed. The 
algorithm and the strategies used in the development processes aie explained. Finally, 
the peifonnances of the coder operating at four different rates on input signals with 
and without background noise are described.
6.2 Multi-rate Speech Coding Concepts
Most speech coders, including the existing GSM coder (EFR, FR and HR), operate at 
a fixed-coding rate. Data eiTor protection (channel coding) is also added at a fixed 
rate. The coding rates are chosen as a compromise between the best clear channel 
performance and robustness to channel eiTors. In other words, fixed-rate speech 
coders operate at a fixed rate with a fixed level of eiTor protection, regardless of any 
dynamic variation of the communication channel. As a result, the decoded speech 
quality is sometimes severely degraded though a noisy channel. Hence there are 
significant variations in the output speech quality. The solution to this is that the 
coders require an ability to adapt their error protection level according to the channel 
conditions i.e. variable channel coding rate. Multi-rate coders have been introduced to 
tackle this problem. The investigated multi-rate coders are designed to be able to 
operate through the present communication channel i.e. transmit and receive with 
fixed gross bit rate. The new generation multi-rate system, the Adaptive Multi-Rate
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(AMR) system recommended by ETSI [95], is used as a reference coder structure for a 
real-time implementation.
The coding mode (bit-rate partitioning between the source and channel coding) is 
changed rapidly (several times a second) to respond to the rapidly-changing channel 
conditions. Therefore, an accurate channel measurement is needed and has to be 
reported frequently across the air-inteiface. The speed of the update rate of such 
information depends on the dynamic behaviour of the channel conditions. Signalling 
data transmitted over the radio interface for coder mode control may include channel 
quality measurements, coder mode preferences from the Moblie Station (MS), coder 
mode commands from the network and possibly other information depending on the 
specific proposal.
The multi-rate system is designed to support both full-rate and half-rate channel mode 
operating at 22.8 kb/s and 11.4 kb/s respectively, as in the AMR system recommended 
by ETSI [95]. The channel mode of the coder can be switched in order to increase 
system capacity while maintaining the speech quality to (operator specified) limits. 
These variations aie earned out by means of handovers^ which will occur far less 
frequently than the coder mode changes (probably no more than a maximum of a few 
times per minute). These handovers are based on a combination of RxLev and 
RxQual**^  measurements and on new metrics derived from the measurement reports 
transmitted in-band for coder mode adaptation. A conventional handover between HR 
and FR, based only on capacity considerations of the network operator, is also 
possible.
 ^Handover between the FR and HR channel modes to optimise multi-rate operation.
GSM defined Receive Carrier Level and Receive Quality Estimates, averaged over 480 ms.
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6.3 Quality and Capacity Benefits of Multi-rate Speech 
Coding System
The most significant benefits of multi-rate speech coding systems are the increase in 
robustness to low C/I conditions on full-rate channels and higher quality on half-rate 
channels (if available) at high C/I levels.
6.3.1 Quality improvement
Multi-rate coder performance extends beyond the upper limit of the fixed-rate coder 
performance, especially in the distorted channel condition. The multi-rate coder 
provides higher speech quality by adapting operating points i.e. bit allocation 
according to the channel quality. For example, at high channel eiTor rates, the coder 
mode that is normally selected has a low source coding rate and a high level of error 
protection. However, actual channel quality may vary significantly between and 
within calls, and the possibility to accurately track the channel with sufficient 
resolution may limit the multi-rate coder gain. The conclusion is that the multi-rate 
coder needs to be very robust to a lai'ge number of channel variations in order to 
provide an optimum coder adaptation and good speech quality.
6.3.2 Capacity Improvement
The multi-rate coder is designed to operate in both the full-rate and half-rate channel 
to suit the prevailing channel and traffic conditions. The system capacity can be 
increased by switching the channel mode from FR to HR while maintaining the 
speech quality to (operator specified) limits. This range of operation of the two 
channel-modes is illustrated in Figure 6-1.
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Channel Mode
FR
HR
switch to FR
MK___________________________'
minimum C/I threshold for HR operation
C/I ratio
Figure 6-1: Operating range for FR and HR channel mode
In conclusion, rate-adaptable speech coders yield a number of important benefits. The 
two major benefits over the fixed-rate system are higher speech quality even in the 
severe channel error condition and increased capacity as well as maintaining speech 
quality in the clean channel.
6.4 Adaptive Multi-rate Speech Coding System
The Adaptive Multi-Rate (AMR) coder is a new generation coder for Global System 
for Mobile Communication (GSM). It has been initiated by the European 
Telecommunications Standards Institute (ETSI) in 1996. AMR was intended to 
enhance the quality of speech as well as the capacity of the existing GSM system. The 
AMR system can be operated at both half-rate (11.4 kb/s) and full-rate (22.8 kb/s). It 
adapts to local radio channel conditions and selects the optimum speech and channel 
coding rate to deliver the best speech quality. It is also preferable for the operator due 
to bandwidth control ability i.e. the operator can alter the coder rate to serve more 
users when required, or give the users the highest speech quality possible.
The GSM system firstly used the FR coder which is based on Regular Pulse Excited 
Long-term Predictive (RPE-LTP) Coding algorithm. Later on, the number of mobile 
users increased rapidly. Therefore, the HR coder, based on Vector Sum Excited Linear
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Prediction (VSELP), has been developed to cope with market needs by using half of 
the FR channel bandwidth i.e. 11.4 kb/s. The EFR coder [3], based on ACELP, has 
now been established to provide higher speech quality to subscribers through the full- 
rate channel. Moreover, the EFR coder performs better than FR and HR coders in both 
eiTor-free and typical channel eiTor conditions. Recently, EFR has been used in many 
mobile phone service providers throughout the UK.
As for the speech quality aspect, the AMR coder aims to provide better speech quality 
and improved error robustness over not only the FR and HR coders but also over the 
EFR coder. In addition, it also aims to achieve wireline (fixed line) quality combined 
with increased capacity when operating in half-rate mode. The AMR coder can deliver 
up to twice as much capacity as the EFR coder and maintain higher quality than the 
existing FR when HR channel mode is used. The present generation of mobile 
communication exploits medium to high bit rate speech coders. For example, in the 
existing GSM System, medium bit rate speech coding, which operates between 4-8 
kb/s, is used in the half-rate system which transmits at 11.4 kb/s. For higher quality of 
service, the 22.8 kb/s full-rate GSM system employs higher bit rate source coding, 
which operates between 8-14 kb/s.
In this research, a multi-rate coder has been designed to operate in full-rate channel 
mode at a fixed gross bit-rate of 22.8 kb/s. It is based on the ACELP coding algorithm 
that is also used in GSM-EFR. The design of the sparse algebraic codebook varies 
depending upon the number of pulses i.e. the number of the tracks and the distance 
between each pulse. However, one of the major factors in designing the codebook is 
to reduce the complexity of computation. The structure of the sparse algebraic 
codebook designed and investigated in this research is explained in the next section. 
The designed multi-rate coder is able to adapt its rate to provide the highest quality in 
a clean channel, and to provide more eiTor protection in the form of channel coding 
under poor channel conditions. According to the recommendation in the AMR study 
Phase Report [95], this multi-rate ACELP coder also supports Tandem Free Operation 
(TFO) [section 2.4.6] and performs seamless coder mode bit-rate changes. The 
designed multi-rate ACELP coders maintain better speech quality than wire-line 
quality (G.728 or better) even in poor channel conditions.
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6.4.1 Source Coding Design
The developed coder is based on an ACELP structure. It produces four different 
source coding bit rates of 8.25, 10.05, 11.65 and 13.65 kb/s. The bit rate is varied by 
the number of pulse search indices. It operates on a 20 ms frame basis, with a 4.4 ms 
(35 samples) look ahead for the LPCs (Linear Prediction Coefficients) calculation. 
Long-term Prediction (LTP) lag and gain are computed on every 5 ms sub-frame i.e. 4 
times in a frame.
6.4.1.1 Short-term Prediction
The short-term prediction or LPC analysis is performed 4.4 ms in advance once every 
20 ms. A Hamming window is applied on each analysis frame. The 10 LP coefficients 
are calculated using the auto-coiTelation method and Durbin’s Algorithm, as detailed 
in section 3.3.2. The 10*^ -^order LPCs are then LSF transformed and split-vector 
quantised using 28 bits. Half a frame delay is introduced to buffer the data for the 
interpolation process. Finally, a new set of LPCs is computed on every sub-frame by 
interpolating between the current and the previous set of LSFs, as shown in section
4.3.1.2.
6.4.1.2 RMS (Root Mean Squared) energy
RMS energy (RMSfim) value is used to reduce dynamic range of an excitation gain as 
explained in section 5.4.2. It is calculated once every frame. 7 bits are allocated for a 
quantised-value frame RMS energy.
6.4.1.3 Long-term Prediction
As in all ordinary CELP-based algorithms, a closed-loop LTP analysis is performed 
once per subframe. However, in order to simplify the computational load, integer 
pitch lag is pre-determined via an open-loop pitch predictor. This process estimates 
the near-optimal lag directly from the weighted speech input. This is done in every 
other subframe to simplify the pitch analysis. Integer lag is provided by open-loop
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search and then confines the closed-loop pitch search to a small number of lags 
around the open-loop estimated lags.
6*4.1.3.a Open-loop Pitch Prediction
The open-loop pitch predictor is based on finding the highest normalised cross- 
coiTelation. Firstly, pitch range is divided into three possible pitch regions of 18 to 35, 
36 to 71 and 72 to 143. These pitch regions are grouped in such a way that pitch can 
not be doubled in each group and it is assumed that the cross-conelation will always 
be the highest at the pitch and its multiple. Compared with other lag values, the 
computational process is reduced. Cross-coixelations of the 18‘^  ^ - 143^ weighted 
speech samples are computed. In order to avoid the normalisation process for all 
possible pitch candidates, only the highest pitch lag candidate of each group is 
selected and these aie then normalised. After obtaining the three normalised cross- 
coiTelation values the lag conesponding to the largest value is selected as the open- 
loop pitch. In order to further reduce the multiple pitch errors, an extra condition is 
applied, where if the chosen lag is not the smallest possible, then the cross-conelation 
values conesponding to the smallest lags are compared with the selected larger one 
and if they lie within 85% of the larger lag then the smaller lag is selected as the final 
open-loop pitch.
6.4.1.3.b Fractional Pitch Search
Fractional pitch is a refinement of the reference integer pitch, previously determined 
by the open-loop pitch predictor. In the developed coder, the LTP lags are initially 
computed using integer sample precision but then improved to 1/6 fractions. In the
first and third subframes 1 / 6  resolution is applied in the range 3 3* and integers
only in the range [94,143]. The LTP lags are coded with 9 bits. For the second and 
fourth subframes delta search*' with 1/6 resolution around the nearest integer LTP lag
of the preceding subframe is applied in the range 3 3T - 5 - , T . 4 - clipped to the range
" The change in pitch value relative to the pitch value of the previous subframe.
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[18,143]. A 49-tap filter is used to inteipolate the coiTelation values around the 
selected final lag to produce -2/6, -1/6, 0, 1/6, 2/6, 3/6 fractions. Then, after the 
fraction which has the maximum coiTelation is selected, a 121-tap filter is used to 
interpolate the LTP excitation at the selected fraction as the final LTP contribution. A 
delta search is applied on the second and the last subframe based on the previous lag. 
The delta values are coded with 6  bits for the second and for the last sub-frame. Each 
lag is accompanied by 4-bit LTP gains. Bit allocation details aie shown in Table 6-1. 
The excitation bit allocations are summarised from Figure 6-3
Table 6-1: Bit allocation of the proposed multi-rate ACELP speech coder
Ratel Rate 2 Rate 3 Rate 4
LSF 28
Frame RMS Energy 7
LTP-Lag 30
LTP-Gain 16
Excitation 4x17 4x12+4x10 4x15+4x15 4x20+4x20
Excitation Gain 4x4 4x4 + 4x4 4x4 + 4x4 4x4 + 4x4
Speech Coding bits 165 2 0 1 233 273
Speech Coding [kb/s] 8.25 10.05 11.65 13.65
Channel Coding [kb/s] 13.95 12.15 10.55 8.55
Signaling bits [kb/s] 0 . 6 0 . 6 0 . 6 0 . 6
6.4.1.4 Codebook Excitation
The codebook excitation is an improved ACELP structure. The codebook in the 
developed coder aims to achieve bit-rate reduction and quality improvement over the 
EFR coder. The excitation sequence for the lowest rate is obtained by a single seai'ch 
stage and contains 4 non-zero samples (+1 or -1). The seaich patterns vary according 
to the coder rate. In each seaich, a paiticular number of pulses is picked from the 
available positions in the search patterns. For example, in the lowest rate, 5 best 
pulses are selected from each track. Therefore, the total search is done from 625 out of 
8192 possibilities, as shown in Figure 6-2. The number of pulse candidates is set to 
obtain the recommended rates according the ETSI specification [95].
Chapter 6: Multi-Rate Speech Coding 126
Position 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 Pos Bits
Trackt 1 2 3 4 5 6 7 8 8 3
Track2 1 2 3 4 5 6 7 8 8 3
Tracks 1 2 3 4 5 6 7 8 8 3
Track4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 16 4
I I Searched indices Non-searched indices
Figure 6-2: An example of full search pattern in Improved ACELP codebook 
(Ctotal — Ctrack I ^  CtrackZ ^  Ctrack] ^  Ctrack4 — 8 X 8 X 8 X 16 = 8192)
In the three higher rates, the excitation vectors are computed in two stages. The search 
routine in the first stage is similar to that in the lowest rate. After computing the 
excitation sequence and its gain, its contribution is subtracted from the reference 
signal and then a second-stage excitation computation is performed. The total 
searched indices for each rate in each search stage are shown in Table 6-2. The detail 
of search indices for all rates is shown in Figure 6-3.
Table 6-2: Number of searched indices for each operation
Coder Mode Ratel Rate 2 Rate 3 Rate 4
Stage 1 625 512 343 320
Stage 2 - 1 2 1 343 320
Summary of search indices on different rates are 
RATE 1; Number of stages = 1
Search pattern possibilities = 8 x 8 x 8 x 1 6  = 8192 
Selected candidate positions = 5 x 5 x 5 x 5  = 625 
Number of stages = 2 with different patterns
Search pattern possibilities = 8 x 8 x 8  = 512 
Selected candidate positions = 8 x 8 x 8  = 512 
Search pattern possibilities = 16 x 16 = 256 
Selected candidate positions = 1 1 x 1 1  =121 
RATE 3; Number of stages = 2 with the same pattern.
F* & 2"^  stage Search pattern possibilities = (16 x 16 x 16) + (16 x 16 x 16) = 8192
& 2"^  stage Selected candidate positions = (7 x 7) -f- (7 x 7) = 6 8 6
RATE 4; Number of stages = 2 with the same pattern.
possibilities = (16xl6xl6xl6)+(16xl6xl6xl6) = 131072
RATE 2
F* stage 
F* stage 
2 "^  stage 
2 "^  stage
F ‘ & 2 "^  stage Search pattern _^___  ^____________ . y.
I St £,. n^d —  Selected candidate positions = (4x4x4x5) + (4x4x4x5) = 640F* & 2 "^ stage
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As the pulse candidates are selected from the search patterns prior to the actual search, 
the computation load of the search is much reduced. Each track in the search pattern 
requires one more bit for the pulse sign. In all rates, the excitation gain of each 
subframe is normalised by the overall RMS energy of the current frame of original 
speech. This reduces the dynamic range of the secondary codebook gain. Hence, the 
gain is then quantised more effectively.
There are 81 common bits per frame that are allocated as follow: 28-bit LSF, 30-bit 
LTP-lag, 16-bit LTP-gain and 7-bit frame RMS. The excitation bit allocations are 84, 
120, 152 and 192 bits resulting in 8.25, 10.05, 11.65 and 13.65 kb/s respectively.
6.4.2 Channel Coding
Unlike the fixed 10.6 kb/s channel coding in EFR, the developed multi-rate coder 
provides four different levels of error protection as shown in Figure 6-4. The error 
protection level depends on the number of the available channel coding bits. When the 
amount of bits used for speech coding is reduced, there are more bits available for 
channel coding. Better error protection can therefore be achieved using those extra 
bits.
8.25
kbit/s
10.05
kbit/s
11.65
kbit/s
25
20 9.15
kb/s12.75
kb/s14.55kb/s kb/s15
IB
10
13.65kb%11.65kb/s10.05kb/s8.25kb/s5
0
13.65
kbit/s
□  Channel
Coding
Coding
Figure 6-4: Bit Partitions for speech and channel coding.
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Error protection is based on a Cyclic Redundancy Check (CRC) and half-rate 
convolutional coding with a constraint length of seven as shown in Table 6-3. CRC 
codes ai'e used to detect eiTor. EiTor detection is used to indicate Bad Frames 
Indication (BFI). Normal decoding of lost speech frames would result in very 
unpleasant noise effects. In order to improve the subjective quality, lost speech frames 
are substituted with either a repetition or an extrapolation of the previous good speech 
frame(s). In this developed coder, bad/missing data is extrapolated to recover the 
cuiTent frame from the previously decoded frames.
In order to mask the effect of an isolated lost frame, the lost speech frame is 
substituted by a predicted frame based on previous frames. For several subsequent lost 
frames, a muting technique is used to indicate to the listener that transmission has 
been inteiTUpted.
Table 6-3: CRC bits and Convolutional Polynomials.
CRC Bits CRC Polynomials
6 1 + X +  x  ^-h x"^  +  x^
5 1 +x^+x^
4 1 + X +  x"^
V i Rate Convolutional Code Polynomials
g(0 ) = l +  x + x +x  +x  +x
g(l) = 1 + X + x"^ + x^
At the beginning of the encoding process, the encoder memory is reset to zero. After 
shifting the whole data sequence through the encoder circuit, 6  additional zeros have 
to be shifted in to flush the memory.
The speech frame coding bits aie grouped into three and four classes for the two lower 
rates and the two higher rates respectively. The total numbers of speech coding bits 
which are shown in Table 6-1 aie then half-rate convolutionally encoded. In the two 
higher rates, Class-4 bits are not protected and puncturing is applied in order to
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eliminate the extra bits. The resulting bits are either duplicated or punctured, 
depending on the rate, to add up to 2 2 . 8  kb/s.
Table 6-4: The channel coding bit allocations per frame in each operation mode.
Ratel Rate 2 Rate 3 Rate 4
CRC CRC CRC CRC
Class-I 81 5 81 5 81 5 81 5
Class-2 32 5 52 4 56 4 64 6
Class-3 52 - 6 8 - 74 - 68 -
Class-4 - - - - 2 2 - 60 -
Tailing seq. 6 6 6 6
Total 181 216 248 290
6.4.3 Rate Adaptation
A rate adaptation mechanism is used to ensure that the AMR system uses the most 
appropriate rate at any time. It synchronizes the transmitting rate with the reception 
rate to allow communication between the base station (BS) and the mobile station 
(MS). The rate adaptation module has to decide which rate is to be used, based on an 
estimation of the channel quality. As both links are independent and the estimated bit 
eiTor rate (EBER) of a link is obtained at the receiving end, EBER and the rate 
switching decisions have to be exchanged between the MS and BS.
The mechanism is based on four state machines: two operating in the network and the 
other two operating in the mobile terminal. There are two possible modes. The mode 
control may either be distributed (i.e. located on both MS and network sides) or 
centralised (only on the network side). The later is required by ETSI. Each pair of 
state machines share transmit and receive commands but operate independently. 
Therefore, the uplink and downlink can operate at different rates. For the uplink, the 
network monitors the link quality and issues the rate command to the mobile terminal. 
For the downlink, the mobile tenninal transmits the estimated link quality to the 
network and the network issues the appropriate rate if it is needed to be changed.
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Figure 6-5: In-band signalling bits
This in-band signalling can be different for uplink and downlink. In each frame of 456 
bits, 12 bits are allocated for a rate-control bit stream. These signalling bits include 6  
protected controlled bits. The first three bits of the signalling data indicate the status 
of the state machine. The last three bits carry the actual command which changes 
according to the state (prefix). The signalling bits are shown in Figure 6-5. Table 6-5 
shows the meaning of the state of the first 3 bits in-band signalling.
Table 6-5: State diagram of the message prefix.
Bit nattem State
0 0 0 Svnchronisation Bit 1 TSvnch U
0 0 1 Trasmission Bit Error Rate (Tx-BER)
0 1 0 Rate - Base Station (RTBS)
o n Rate - Mobile Station (RTMS)
1 0 0 Rate Recommendation (RBC)
1 1 0 Idle period
1 1 1 Synchronisation Bit 2 (Synch 2)
In the full multi-rate system, out o f band signalling is required for channel mode 
control in order to switch the multi-rate coder between full-rate channel mode for the 
best speech quality and half-rate channel mode for higher capacity in a clean 
communication channel. The performance of the overall system mainly depends on 
the speed of the rate adaptation scheme. It is important that the channel variation must 
be tracked accurately for determining the optimum rates for source and channel 
coding.
The change of the coder bit rate may occur rapidly (more than once a second) and it is 
required that the switching between the rates (for the same channel mode) must occur 
without any audible impairment. While the switching itself should not cause any 
audible glitches, the fact that the speech coder bit rates are changing will itself cause
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some change in speech quality which will be audible. However, the reason for 
changing coder mode will normally be a change of channel eiTors and the effect of not 
changing coder mode will be worse [95].
6.4,4 Performance of Improved ACELP
Subjective tests were conducted according to the AMR qualification test plans [96]. 
The first two tests were conducted using a speech signal with and without background 
noise. Twenty-nine male and female English spealdng sentences were used. A source 
speech file contains one pair of sentences lasting approximately 8 - 1 0  seconds, with 
time interval between sentences of approximately 0.5 second. An approximate 0.5- 
second period of silence precedes the first sentence in the file, and a similar period of 
silence follows the second sentence in the file as shown in Figure 6 - 6  [96].
~0.5 s ~0.5 s -0.5 s
Sentence 1 Sentence 2
Start of File End of File
Figure 6 -6 : Example of speech file structure for section 6.4.4.1 - 6.4.4.S
In order to assess the performance of the developed coder in dynamic channel 
condition [section 6.4.4.4] the test sentences need to be sufficiently long. Therefore, 
the input material consisted of 4 different simple meaningful sentences lasting 
approximately 16 seconds, with a time interval between sentences as described in 
Annex B1.4 of ITU-T Rec. P.800 [97]. The speech files were organised as shown in 
Figure 6-7 [96].
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-0.3 to 0.5s pause ^  4 pause ^  4 pause ^  4 -0.3 to 0.5s
Sentence 1 Sentence 2 Sentence 3 Sentence 4
Start of File End of File
Figure 6-7: Example of speech file structure for section 6 .4.4.4
The speech material was taken from NTT-TA CDs [98] and pre-processed according 
to [99]. The 16 IcHz original speech signals were Modified-IRS (MIRS) filtered for 
tests in section 6.4.4.1 and 6.4.4.4 and flat-filtered for experiment in section 6.4.4.3. 
Both filters are defined in ITU-T Rec. G.191 [100]. The active speech level was 
adjusted to -26 dB relative to the overload point (-26dBovl) of the 16-bit word length, 
as defined in ITU-T Rec. P.56 [101]. The processed original speech signal was then 
down-sampled to 8  kHz. The level adjustment was done afterward by multiplying the 
gain value with the signal.
Gain value = 0.316 (-10 dB) for input level of -36 dBovl
= 1.000 ( 0 dB) for nominal input level i.e. -26 dBovl 
= 3.160 (+10 dB) for input level of -16 dBovl
Finally the processed original signals were clipped (-32768< value < 32767) and 
converted to 13-bit values with rounding'^.
As the reference for the test, Modulated Noise Reference Unit (MNRU) signals at 5, 
10, 15, 20, 25, 30 dB were included in the test database. Each test was canied out with 
a different set of twenty-four native English listeners using telephone handsets. The 
original speech signals with and without background noise, were processed with the 
reference coders, and with a full-rate GSM-AMR coder with a channel interface to 
comply with all the test conditions in the ETSI AMR test plans document.
12 Convert 16-bit input to 13-bit output using AND OxfffS.
Chapter 6: Multi-Rate Speech Coding 134
These processed speech files were played randomly throughout the tests. The 
switching, tandeming and the dynamic channel conditions were included in the tests to 
assess the coder performance.
6.4.4.1 Clean Speech Performance
The first test examines the coder performance for clean speech without background 
noise in a clean channel (ECO), and in various channel error conditions i.e. C/I ratio of 
lOdB (EC 10), 7dB (EC7) and 4dB (EC4). This test was designed to evaluate the 
perceived Subjective Speech Quality of the developed coder using the Improved 
ACELP algorithm under static error conditions. The coder performance was assessed 
by Absolute Category Rating (ACR) with a 5-point scale. The reference coders are 
G.728 with no eiTor, and EFR and FR, both in various channel eixor conditions. The 
speech coding rate, without channel coding of G.728, EFR and FR, are 16 kb/s, 12.2 
kb/s and 12.2 kb/s respectively. The subjective test results of the developed coder with 
clean speech input in comparison with the reference coders are shown in Figure 6 -8 .
MGS
G.728 in clean channel
3.5 -
— EFR
 8.25 kbIt/s
-X— 10.05 kbIt/s 
— 11.65 kbIt/s 
-# -----13.65 kbIt/s0.5 -
No error 10 dB C/I 7dB 4dB
Figure 6 -8 : Subjective result of multi-rate ACELP coder with clean speech input.
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Furthermore, the developed coder was tested'with different input speech levels. The 
speech input without error was level-adjusted to -16 dBovl and -36 dBovl, using ITU- 
T Rec. P.56 tool. It is shown in Figure 6-9 that when the level of the input speech is 
low, its perception is poorer than nominal level. The effect is mostly on the highest 
rate mode.
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MGS
-16 dBovl-26 dBovl-36 dBovl C/l=19dB C/l=16dB C/l=13dB C/l=10dB C/l=7dB C/l=4dB
B 8.25 kb/s □10.05 kb/s 111.65 kb/s □  13.65 kb/s □  EFR
Figure 6-9: Subjective result of multi-rate ACELP coder with clean speech input.
According to the AMR study phase report [95], the full-rate coder candidate is 
expected to perform similar to G.728 with no error in the channels which have C/I 
ratio of equal to or more than 13dB. At a C/I ratio of less than 13 dB, the candidate 
coder should be able to perform better than or at least similar to EFR. Figure 6 - 8  
shows that in three lower-rate modes the coder produces speech quality comparable to 
G.728 (no error) at the C/I ratio of lOdB and no error. It also performs similar to 
G.728 (no error) at the C/I ratio of 7dB and higher when operating at the lowest rate. 
Moreover, the developed coder provides substantial improvement on error robustness 
over the GSM-EFR and GSM-FR for error-free channels and for most of the channel 
error conditions, by selecting an optimal coding rate according to the channel error 
conditions.
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6.4.4.2 Background Noise Performance
The second test is the perfoiinance test for speech with background noise in clean 
channel (ECO) and in various channel eiTor conditions i.e. C/I ratio of 16dB (EC16), 
lOdB (EC 10) and 4dB (EC4). This test aims to simulate a real environment when the 
developed coder is used in a car, on the road or with noisy talldng background. The 
test evaluates the degradation of the coder performance under the noisy atmosphere.
The background noise performance test consists of two parts. The first part is the 
performance test for speech with background car noise. The second part is the 
performance test for speech with background street noise. Both car and street noise 
files were provided in binary format by ETSI and added to the processed original 
signals at SNR = 15 dB [99] before the down-sampling process. The method of 
assessment used the Degradation Category Rating (DCR) [97] with a 5-point scale of 
degradation, where the quality reference (unprocessed original speech signal) is 
introduced before the processed sample. The test is to compare the processed speech 
signals against original speech with background car and street noise.
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G.729 in clean channel
3.5 -
-  FR
 ♦-----8.25 kbit/s
——Q— 10.05 kbit/s 
11.65 kbit/s 
— X—  13.65 kbit/s0.5 -
No error 16 dB 10 dB 4dB
0/1
Figure 6-10: Subjective result of the developed coder (speech + background car noise).
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Figure 6-11: Subjective result of the developed coder (speech + background street noise).
The reference coders are G.729 with no eiTors, EFR with no eiTors and FR in various 
channel eiTor conditions. The speech coding rates without channel coding of G.729 
and FR are 8  kb/s and 12.2 kb/s respectively. The G.729 coder ( 8  kb/s) is used as a 
reference coder for low-bit-rate coders.
Figure 6-10 and Figure 6-11 show that the developed coder performs significantly 
better than FR and G.729, with no eiTor at a C/I ratio equal to or more than 10 dB. At
10.05 kb/s and 8.25 kb/s, the developed coder provides a substantial improvement 
over GSM-FR at all channel conditions. Furthermore, it is seen that the developed 
coder has slightly more tolerance on background car noise when operating at the two 
lower rates.
6.4.4.S Tandeming and Codec Modes Switching Performance
This test aims to evaluate the developed coder perfomiance in tandem conditions with 
a vaiiety of input levels. The code mode-switching test aims to evaluate the impact of 
transitions between the coder modes. The aims of this test are to evaluate the speech
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quality in single and tandeming encoding and to observe the audio impairment due to 
the switching between adjacent modes. The ACR listening quality scale was used as 
the assessment method. The subjective result of the tandeming test is shown in Figure 
6 - 12.
MOS
13.65 kb/s=>13.65 kb/s 
11.65 kb/s=>11.65 kb/s 
10.05 kb/s=>10.05 kb/s 
8.25 kb/s=>8.25 kb/s 
GSM EFR=>GSM EFR 
G.728=>G.728 
729=>G.729 
GSM FR=> GSM FR
Figure 6-12: Subjective result of the developed coder in various tandeming conditions
In tandem operation at nominal level, the 3 lower rates perform better than GSM-FR. 
In addition, at the highest speech coding rate, the coder performance is better than all 
reference coders i.e. GSM-FR, G.729, G.728 and GSM-EFR. Therefore, Tandem Free 
Operation (TFO) is supported.
kb/s /13.65 kb/s
65 kb/sMOS 2
Figure 6-13: Codec modes switching performance of the developed coder.
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In the codec mode-switching tests, there was no audio impairment or glitch when the 
rate of the codec was changed. Figure 6-13 shows that the performance of each intra­
mode switching is better than GSM-FR.
6.4.4.4 Dynamic Channel Performance
This test aims to evaluate the performance of the developed coder in the dynamic 
channel condition. It intends to examine the coder performance in simulated situations 
such as: MS moving away from BS, Line-Of-Sight (LOS) obstructed, MS moving 
through a tunnel or inside the building. Five dynamic error conditions (D-EC) were 
used.
Up-link
D-EC1
D-EC2
D-EC3
D-EC4
D-EC5
D ow n-lînk
Figure 6-14: Illustration of simulated dynamic erxor patterns for uplink and downlink.
The first three patterns (D-EC 1-3) are simulated uplink error patterns and the other- 
two patterns (D-EC 4-5) are simulated downlink error patterns as shown in Figure 6 - 
14. The dynamic downlink error patterns inherit lower errors than uplink ones. In 
addition, D-EC 1 introduces less error than D-EC 2, and D EC 3 introduces the most 
errors for the simulated uplink channel. D EC 4 introduces less error than D-EC 5. 
The ACR listening quality scale was used as the assessment method. The subjective 
test result is shown in Figure 6-15.
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D-EC 1 D-EC 2 D-EC 3 D-EC 4 D-EC 5
□  EFR 08.25 kb/s □10.05 kb/s 011.65 kb/s □13.65 kb/s □  Multi-rate
Figure 6-15: Subjective result of developed coder in dynamic channel condition.
The multi-rate version of the developed coder performs similarly to GSM-EFR for the 
dynamic uplink eiTor condition. When more errors are introduced into the channel as 
in downlink channel condition, the developed coder shows substantial improvement 
over the GSM-EFR. With the rate adaptation structure, the channel coding bits are 
increased when needed. Therefore, the tolerance of dynamic errors in the channel is 
increased.
6.5 Concluding Remarks
This chapter introduced a multi-rate speech coder which offers more flexibility in 
terms of quality of service and network control operation. In other words, the multi­
rate coding system offers a higher level of error protection with optimal bandwidth 
utilisation. The multi-rate speech coders will be the ideal solution for the next 
generation of mobile communication. ETSI has been working on the multi-rate system 
for a new generation of GSM systems, namely ‘Adaptive Multi-Rate GSM System’. 
This will set a new standard of service for GSM systems. The Improved ACELP has
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achieved higher performance than the existing fixed-rate codec standard by selecting 
an optimal coding rate according to the channel eiTor condition. Various subjective 
tests show that this multi-rate Improved ACELP coder gives improved performance 
over GSM-EFR, GSM-FR, G.728 and G . 7 2 9 E v e n  though it performs very well in 
higher bit rate i.e. above 9 kb/s, the speech quality drops drastically when the 
operating bit rate drops below 9 kb/s. The PRELP strategy which was developed as 
detailed in Chapter 5 can be used for such a low bit rate.
This applies to G.728 and G.729 when C/I is higher than 10 dB as explained in section 6.4.4
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Chapter 7
7. Variable Frame Rate Speech Coding 
Based on Speech Segmentation
7,1 Introduction
In fixed-rate coders, the overall bit rate is primaiily detennined by the level of quality 
to which the most perceptually difficult regions are properly coded. Typically, these 
regions occur during dynamically-changing voiced speech, such as fast-changing 
transients and voiced onsets. Generally, a processed frame size of 20-30 ms is used in 
the fixed-rate or fixed-frame coders. It is set by assuming that the characteristic of the 
speech signal is relatively stationary. Therefore, the spectral envelope and pitch aie 
presumably the same throughout the frame. However, during dynamic changes in 
speech transients, it is very difficult to accurately encode very sharp onsets or offsets 
by using the fixed-frame length, as the transient characteristics rapidly change within 
the length of a frame. Therefore, a shorter frame size is required in order to model the 
speech transients more accurately. However, if the frame size is shortened in 
conventional fixed-frame coders, this introduces more frequent frame update rate. As 
a consequence, the overall bit rate will increase significantly. In order to solve this 
problem, a practical vaiiable frame length coding scheme can be applied.
The vaiiable frame length coding system attempts to exploit the time-vaiying 
characteristic of the speech signal, so that the frame length can be prolonged or 
shortened as appropriate. The average bit rate of a variable rate coding system is less 
than that of an equivalent fixed-rate coder due to the fact that the frame size is
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prolonged. The output quality of such coders should be at least as good as, but 
preferably better than, the equivalent fixed-rate system. On the other hand, the system 
can be modified to provide a significant improvement speech quality at the same bit 
rate as the equivalent fixed-rate system.
Low-bit-rate coders usually give robotic, metallic speech output. On the other hand, 
CELP standai'd is considered to be a low- to medium-bit-rate coding scheme with 
better-quality coded speech. Almost all of the low to medium bit rate standard speech 
coders are based on CELP. However, CELP coder generally show degradation when 
the operating bit rate is below aimmd 6  Kb/s. The price has to be paid for either more 
spectrum allocation/higher bit rate for better speech quality or the degradation in 
speech quality to keep bandwidth usage at minimum. Moreover, the CELP coder is a 
fixed-rate coder i.e. it segments the input speech into frames of fixed size.
There are two drawbacks to this fixed-frame/rate coding scheme. As the voiced 
speech needs more speech coding infonnation for its proper synthesis, whereas the 
unvoiced speech requires fewer coding parameters, the unnecessary bits would also be 
transmitted for the unvoiced part. Hence, the bandwidth is not efficiently used. Also, 
if the threshold of the fixed bit rate is set just high enough to handle the unvoiced 
speech but is not quite sufficient for the voiced part, the quality of the synthesised 
speech would be degraded. One more aspect to be considered is that the size of the 
fixed frame may be considered too short for some parts of speech*'^ . Therefore, if the 
frame size is flexible, the bit rate can be further reduced when the frame size is longer.
Applications of variable-bit-rate coders include store-and-forward systems, such as 
voice mail and answering machines, where the storage space is often limited. Another 
application of variable-rate coders is in networks such as ATM [102], which utilises a 
statistical bandwidth allocation strategy to provide a virtually continuous range of bit 
rates, within physical network limits. ATM, which uses the packetisation principle, 
based on the variable bit rate coimnunication, is coming forwaid to be a new standard 
in the new age of the telecommunication network structure. Hence, the variable bit
Refers to chapter 2, speech characteristic and segmentation.
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rate communication will become an important implementation of the ATM network or 
other packet networks. To take full advantage of this flexible allocation of bandwidth, 
it is necessaiy that the speech is encoded as efficiently as possible by varying the 
information rate in accordance with the characteristics of the speech signal.
In this chapter, a brief overview of vaiiable bit rate coder and segmentation schemes 
are given. An investigation into a design of a pre-processor which provides 
segmentation of the speech, according to its characteristics, based on speech 
recognition, is discussed. The chapter then shows how the CELP based coding 
structure, as described in section 4.3, can be used to encode speech with a variable bit 
rate. The objective is to produce a coder which can take advantage of the stationary 
characteristics of a region of speech so that the longest possible frame of signal can be 
efficiently encoded. However, this should be achieved so that the overall quality is not 
degraded when compared to an equivalent fixed-rate system. This chapter then 
introduces and gives a brief overview of speech recognition and its implementation. 
Moreover, it describes how the pre-processor was designed and how it operates, the 
criteria which are used to vary frame length and the way in which the pre-processor 
can be integrated with CELP-based coders. Three different versions of the developed 
coder are designed and experimented with in order to improve the output speech 
quality and bit rate. At the end of the chapter, the performance of the developed 
variable-frame-length CELP coder is shown and discussed. Finally, the further 
possible implementation of the system is discussed.
7.2 The Notion of Varying the Bit Rate
Most of the standai'd coding schemes segment the speech signal into small equal-sized 
portions (frames). Generally, the acceptable frame length lies between 20 and 30 ms. 
This is to reduce the non-stationary effect of the speech. For every frame, speech 
model paiameters aie transmitted according to a particular coding scheme. If the 
speech signal contained in the segment possesses constant speech chaiacteristics, the
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processed frame length can be prolonged, and a longer segment (longer than 20-30
ms) can be defined
There are three approaches to construct the variable bit rate coder.
• Variable frame length method
Keep the quantisation rate constant, but vaiy the frame size according to the speech 
characteristic. By obtaining segmentation knowledge from the pre-processor, the 
frame length can be vai'ied. In this research, the pre-processor contains a 
segmentation process which can also provide the phonetic infoimation for the 
voicing decision. Having studied and observed the speech characteristic, we see 
that the majority of the speech in the same phoneme displays very similar speech 
characteristics. Some phonemes are shorter, and some aie longer, than the usual 
fixed frame. Therefore, the longer frame sizes are used for longer phonemes. Even 
though the quantisation rate is fixed, the frequency of sending model parameters is 
reduced. However, there is a price to pay for the complexity of the pre-processor, 
such as a misalignment boundaiy of the phoneme segmentation due to recognition 
eiTors and an algorithmic delay.
• Variable quantisation method
Use a fixed frame, as in the ordinary coder, but vary the quantisation rate according 
to the voicing decision‘s information. The subjective listening tests have shown that 
the unvoiced parts and silences require fewer orders of LPC parameter than the 
voiced parts. The reason is that the unvoiced parts and silence contain less spectral 
information. Hence, the smaller amount of the LPC orders reduces the number of 
the quantisation bits used. Moreover, the residual excitation signal for the unvoiced 
part of speech can be generated by the decoder itself, without any transmission of 
the excitation vector codebook.
Using a time or frequency domain algorithm to determine voiced and unvoiced sound.
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• Combined method
Vai'y both the frame size and the quantisation rate. This scheme combines the first 
two schemes together. The pre-processor gives the phoneme segmentation for the 
frame length information and provides the voicing decision to vary the quantisation 
rate. Hence the bit rate can be reduced due to longer frame coding structure and 
variable quantisation scheme for different classes of speech.
This research focuses on how the frame size can be varied. This is not only to reduce 
the frequency of the parameters update rate, but the appropriate segmentation will also 
reduce the chance of having speech transients within the processed frames. As a 
consequence, the speech signal can be better modelled.
7.3 Variable Frame Rate Speech Coding Concepts
The course of this research originated an idea of implementing the variable frame size 
in the speech coding in order to reduce bit rate. The concept behind the variable- 
frame-length speech coding is to segment the speech signal appropriately according to 
its characteristic, instead of using the typical frame size of 20-30ms. From the 
observation during the course of this research, the majority of spoken phonemes 
during the speech are longer than 20 ms. It is thus an advantage to extend the frame 
size according to the phoneme size. However, it is not guaranteed that the speech is, 
stationary when it moves from one phoneme to another. Therefore, the limitation of 
the frame length has to be set to cope with the phoneme transition. The segmentation 
of the speech will be detailed later in Section 7.5. Figure 7-1 shows the possible 
variable frame segmentation according to the phonemes in the word ‘four’.
Having obtained accurate speech segmentation, the coding rate can be reduced by 
extending a fixed frame size to a laiger frame size which lies in the same segment. 
The speech model parameters which are updated for every frame can now be updated 
less frequently. Consequently, the coding bit rate is decreased.
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Figure 7-1: Segmentation comparison between (i) fixed frame length of 160 samples 
and (ii) variable frame length according to phonetically-based 
segmentation
7.3.1 Segmentation of Speech Signal
Speech segmentation plays the major role in the variable frame length speech coding. 
The ultimate aim of a speech segmentation algorithm is to accurately define the 
boundaries of the largest possible speech segment which displays the same 
characteristics throughout that segment. The characteristics include the periodicity 
(pitch period), voicing characteristic and the stationarity of the speech. There are 
various approaches to segmenting the speech signal.
7.3.1.1 Pitch-based segmentation
In voiced speech, the periodicity (pitch period) usually varies slowly over time. 
Hence, the characteristics of a larger segment of speech, which accommodates the 
same pitch period, are very similar throughout the segment. It is then possible to 
determine the segment boundaries by their pitch information. Due to the slow
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variation of the pitch period, the frame size can be extended to longer than fixed frame 
size when there is no significant change in pitch value, as shown in Figure 7-2.
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Figure 7-2: Frame extension via pitch-based segmentation (i) time domain
representation (ii) frequency domain representation (iii) pitch variation
The frame size can be extended by two approaches. The first approach is a multiple 
pitch extension. The Pitch Determination Algorithm (PDA) is run to detect the pitch 
value. Once the pitch period is determined, the starting frame length is the size of the 
pitch period. The frame length is then extended by the same pitch period unit and the 
new pitch value is calculated. If the pitch period of the new frame size equals the 
staiting pitch period, the frame length is extended again and the calculations are 
repeated. The problem found with this approach is the wide variety of frame size 
possibilities. Apart from the pitch value, the number of times that the same pitch 
period occurs must be transmitted to the decoder. This is not only inefficient but also
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leads to higher complexity in terms of variable interpolation and parameters 
quantisation.
The other approach to pitch-based frame extension is multiple subframe extension. 
The structure of this approach is the same as the multiple pitch extension. The only 
difference is that the amount of samples used to extend length is the subframe length 
instead of the pitch period. The starting frame size is selected to be the integer- 
multiple of a subframe size which covers the length of the detected pitch value^ *^ . Then 
one subframe length is added to the analysis frame each time before deterinining the 
pitch of the new frame. If there is a significant change in pitch value, the previous 
extended frame length is used. This simplifies the interpolation process, and is more 
efficient in bit allocation, aspect than multiple pitch extension due to the uniform 
extension of the frame length by subframe size.
However, the pitch-based frame extension approach depends entirely upon the 
accuracy of the PDA. It is found to be useful in time envelope Split-Band LPC (SB- 
LPC) vocoder due to the fact that the PDA is already built into the system. The 
implementation of an integrated system of SB-LPC vocoder and pitch-based 
segmentation can be found in [103].
7.3.1.2 Phonetic-Based Method
There is a different approach to the speech segmentation using the linguistic 
knowledge, namely acoustic-phonetic. As described in Chapter 2, speech consists of a 
sequence of phonemes. In linguistic theory, each phoneme canies a distinct sound and 
acoustic properties. Even though the acoustic properties of phonetic units are highly 
variable, both with speakers and with neighbouring phonetic units, it is assumed that 
the rules governing the variability aie stiaightforward and can readily be learned and 
applied in practical situations [104]. Speech recognition is used as an acoustic- 
phonetic approach to speech segmentation during the course of this research. The 
concept of segmentation via speech recognition is to obtain phonetic segmentation
Subframe size usually varies between 20 and 60 samples [2.5 ms and 7.5 ms] and pitch period varies 
between 16 and 160 samples [2 ms and 20ms].
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through the speech recognition process and use that as a guideline in segmenting the 
speech signal, as shown in Figure 7-1. The speech recognition is implemented as a 
pre-processor to the developed coder in order to provide not only the segmentation but 
also the voicing information, which can be used for varying the quantisation rate. 
Phonetic-based segmentation via speech recognition is detailed in the next section.
7.4 Speech Recogniser
More than three decades ago, the first automatic speech recognition (ASR) system 
was invented. In order to perfonn speech recognition, speech must be converted from 
its raw waveform to some feature vectors. The first stage is to digitise the signal. The 
digitised waveform is then converted into a set of feature vectors. These feature 
vectors should retain all the useful discriminatory speech infonnation, while reducing 
the data rate. The main concepts of the ASR are training and recognition. A general 
block diagram of the entire ASR system is shown in Figure 7-3. During the training 
session a lai'ge number of speech signals is analysed, transformed into parametric 
model vectors and stored then in a reference database according to linguistic 
knowledge. In the recognition process, the same modelling method to the input speech 
signal is applied and matched with the extracted vector with the most likely possible 
model in the reference book. The matching index shows the recognised result as the 
linguistic mean i.e. phoneme.
Generally the result is shown as text. Therefore, this process is sometime referred to 
“Speech to text” or “Dictation” process. The ASR is widely used as in dictating 
programs for a Personal Computer (PC) such as Dragon Dictate’’'^  by Dragon System 
Inc., ViaVoice98™ by IBM Corp., etc. These programs work as typing assistants. 
While the user is spealdng through a microphone, the program extracts the speech 
features according to its algorithm, compares with the reference template and outputs 
appropriate text in a document file. It is noted that the level of accuracy depends on 
the amount of time that user spends on training the system.
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Figure 7-3: A general block diagram of Automatic Speech Recognition system.
On the other hand, the ASR can be used for command and control of the computer. 
Instead of outputting text, the recognition result is then compiled to computer 
command to control the system. For example. Voice Assist’’^  by Creative Lab, which 
creates a profile for each user, where every user has to train the system with the 
specific command that she/he wants to use.
There are a few existing recognition schemes which are known to be reliable and 
accurate. The well-known traditional method, so called Dynamic Time Wrapping 
(DTW), uses direct pattern recognition, which requires a large training database as 
well as a huge computational load. The other scheme, using Hidden Markov Models 
(HMMs) to represent the speech signal have been claimed to be the most accurate, 
reliable and computationally optimal. HMM was selected to be implemented in a 
speech recognition module for the phonetic-based segmentation in this research.
7.4.1 General Principles of Hidden Markov Models
A Markov source [105] is characterised by a set of states, and associated with each 
state is a probabilistic description of its outputs. For example, at each unit of time, an 
output is emitted and the process transits to a new state. If the probability of transiting 
to the next state depends only on the cuixent state and the emitted output is drawn 
from a probability distribution that depends only on the cuiTent state, you have a 
discrete time, first-order Markov source.
Hidden Markov modelling [106] is a probabilistic technique for the study of data 
observations that occur discretely in time. The fundamental assumption in using
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HMMs is that the generative process can be adequately described by a parametric 
probability model. The underlying generative process can be discrete or continuous. 
The observations can be scalar- or vector-valued, but they must occur discretely in 
time. The wide applicability of HMMs is due to both the efficient estimation 
procedures for determining the HMM parameters from observation data and the 
success achieved in using these models for classification and recognition [104].
Concept: a sequence of symbols
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Figure 7-4: Messages Modelling
The role of the recogniser is to effect a mapping between sequences of speech vectors 
and the wanted underlying symbol sequences. Two problems make this very difficult. 
Firstly, the mapping from symbols to speech is not one-to-one, since different 
underlying symbols can give rise to similar speech sounds. Furthermore, there are 
large variations in the realised speech waveform due to speaker variability, mood, 
environment, etc. Secondly, the boundaries between symbols cannot be identified 
explicitly from the speech waveform. Hence, it is not possible to treat the speech 
waveform as a sequence of concatenated static patterns.
Speech recognition can be categorised into two types. The simplest recognition system 
is the Isolated Word Recognition System -  word by word input. A more complex 
category is Continuous Speech Recognition System -  normal speech input.
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7.4.2 Isolated Word Recognition
In the isolated word recognition, the boundary marks are given by the small pause in 
between two adjacent words. In HMM-based speech recognition, it is assumed that 
the sequence of observed speech vectors corresponding to each word is generated by a 
Markov model as shown in Figure 7-5.
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Figure 7-5: The Markov Generation Model
A Markov model is a finite state machine which changes state once every time unit 
and each time t that a state j  is entered, a speech vector Ot is generated from the 
probability density bj (ot). Furtheimore, the transition from state i to state j  is also 
probabilistic and is governed by the discrete probability Uij. Figure 7-5 shows an 
example of this process where the six state model moves through the state sequence X  
= 1,2,2,3,4,4,5,6 in order to generate the sequence oy to The details of HMM and 
its implementation in speech recognition are well documented in [107] [108].
Given a set of training examples conesponding to a particular model, the parameters 
of that model can be determined automatically by a robust and efficient re-estimation 
procedure. Thus, provided that a sufficient number of representative examples of each 
word can be collected then a HMM can be constructed which implicitly models all of 
the many sources of variability inherent in real speech. Figure 7-6 summarises the use 
of HMM for isolated word recognition.
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1 . □ □ □ □ □ □  □ □ □ □
2. □ □ □ □
3. O □  □  □  □
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Figure 7-6: Using HMM for Isolated Word Recognition
Firstly, a HMM is trained for each vocabulary word using a number of examples of 
that word. In this case, the vocabulary consists of just three words: “one”, “two” and 
“three”. Secondly, to recognise some unknown word, the likelihood of each model 
generating that word is calculated i.e. P(0\Mi), P{0\M.2), P(0 \M3) and the most likely 
model identifies the word.
7.4.3 Continuous Word Recognition
Continuous Words Recognition system is more complex than the Isolated Word 
Recognition. However, it seems to be the most practical solution to merge with today 
technologies. There aie some practical difficulties to overcome. The training data for 
continuous speech must consist of continuous utterances and, in general, the 
boundaries dividing the segments of speech conesponding to each underlying sub­
word model in the sequence will not be known.
An algorithm used in continuous words recognition for path search routine is called 
Token Passing Model [109]. The point of using the Token Passing Model is that it 
extends very simply to the continuous speech case. Suppose that the allowed sequence 
of HMMs is defined by a finite state network. For example. Figure 7-7 shows a simple 
network in which each word is defined as a sequence of phoneme-based HMMs and 
all of the words aie placed in a loop.
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Figure 7-7: Recognition Network for Continuous Spoken Word Recognition, 
equipped with word boundary decision
In this network, the oval boxes denote HMM instances and the squai'e boxes denote 
word-end nodes. This composite network is essentially just a single large HMM and 
the above Token Passing algorithm applies. The only difference now is that more 
information is needed beyond the log probability of the best token. When the best 
token reaches the end of the speech, the route it took through the network must be 
known in order to recover the recognised sequence of models.
The history of a token’s route through the network may be recorded efficiently as 
follows. Every token canies a pointer called a word end link. When a token is 
propagated from the exit state of a word (indicated by passing through a word-end 
node) to the entry state of another, that transition represents a potential word 
boundary. Hence a record called a Word Link Record (WLR) is generated in which is 
stored the identity of the word from which the token has just emerged and the cunent 
value of the token’s link. The token’s actual link is then replaced by a pointer to the 
newly created WLR. Figure 7-7 illustrates this process i.e. word link record.
Once all of the unknown speech has been processed, the WLRs attached to the link of 
the best matching token (i.e. the token with the highest log probability) can be traced 
back to give the best matching sequence of words. At the same time the positions of 
the word boundaries can also be extracted if required.
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7.4.4 Linguistic Intellectual Models
Generally, the speech recognition algorithm tries to find the best match for an 
individual phoneme, one by one. This process can be expressed as matching by a 
monophone. For many tasks monophone systems do not give sufficiently good 
performance. The acoustic nature of the cuiTent phone is highly dependent on the 
preceding and following phones. With further linguistic knowledge, triphone models 
are commonly used to model this effect. These aie refened to as context-dependent 
models. A triphone is a model of a phone, given particular preceding and following 
phones. For example, for the phone p, a possible triphone is s-p+iy, where the 
preceding phone is s and the following phone is iy. Thus, for example, for the isolated 
word ‘speech’, the triphones are
17speech = {sil-s+p s-p+iy p-iy+ch iy-ch+sil}
7.4.4.1 Context-Dependent Models
Phones may be made dependent upon contexts of an arbitrary number of phones either 
side of the cunent phone. The context-dependent models contain the database of the 
commonly used triphones. The database is used in order to increase the accuracy and 
reduce the processing time of the recognition system. It is due to the fact that the 
possibility of having one phoneme after another is limited. Instead of searching all the 
possible phoneme route, the recognition process just do the seaich according to the 
context-dependent database. An additional problem yet arises when these context- 
dependent models are used. The reason being is that there may be insufficient data to 
accurately estimate all the triphones observed in the training data. Moreover, triphones 
may appeal* in the test set which do not appear in the training data, particulaily if 
cross-word triphones‘^  aie used. Various clustering techniques have been applied to 
solve this problem. Here, triphones that are acoustically similar are tied together. 
These clustering schemes range from data-driven triphone-model clustering [110],
Phoneme called ‘sil’ is a silence part. sign indicates the continuation from the previous phoneme 
and ‘+’ sign indicates the continuation to the next phoneme.
The context-dependent models which links the last phoneme of the previous word to the first phoneme of the 
successive word.
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which will not handle unseen triphones, to model-based and state-based [1 1 1 ] 
decision tree clustering, which do. For this investigation, tied-state phonetic decision 
tree-based clustering which handles unseen triphones is used.
7.4.4.2 Tree-based Clustering and Tied-State Models
A phonetic decision tree, shown in Figure 7-8, is a binary tree in which a question is 
attached to each node. In a system described here, each of these questions relates to 
the phonetic context to the immediate left or right.
For example, in Figure 7-8, the question “Is the phone on the left of the cuirent phone 
a nasal?” is associated with the root node of the tree. One tree is constructed for each 
state of each phone to cluster all of the conesponding states of all the associated 
triphones. For example, the tree shown in Figure 7-8 will partition its states into six 
subsets conesponding to the six terminal nodes.
s-aw-fn
t-aw+n
s-aw+t
etc
~8l8l8«
~ 8 i 8 l 8 ~ ExampleCluster centre states of phone /aw/
R=Central-Consonant?
L=Nasal?
States in each leaf node are tied
Figure 7-8: Example of a Phonetic Decision Tree [112]
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The states in each subset are tied to form a single state and the questions and the tree 
topology are chosen to maximise the likelihood of the training data given these tied 
states whilst ensuring that there is sufficient data associated with each tied state to 
estimate the parameters of a mixture Gaussian PDF. Once all such trees have been 
constructed, unseen triphones can be synthesised by finding the appropriate teiminal 
tree nodes for that triphone’s contexts and then using the tied-states associated with 
those nodes to construct the triphone.
Each tree is built using a top-down sequential optimisation procedure [111]. Initially, 
all of the states to be clustered are placed in the root node of the tree and the log 
likelihood of the training data calculated on the assumption that all of the states in that 
node are tied. This node is then split into two by finding the question which partitions 
the states in the parent node so as to give the maximum increase in log likelihood. 
This process is then repeated by splitting the node which yields the greatest increase in 
log likelihood until this increase falls below a threshold. To ensure that all teiminal 
nodes have sufficient training data associated with them, a minimum occupation count 
is applied. Context-dependent and tree clustering models restrict the total matching 
possibilities to a fixed amount, which is not random-like as when using only 
monophones. Hence the recognition system gives much higher accuracy and runs 
faster.
7.4.5 Speech Recognition Simulation
This section describes and shows how experiments were done and the results were 
obtained. As discussed earlier in this section, the speech recognition process has to be 
done in two separated tasks. First, the system has to be trained by a large speech 
database. The larger the database to be trained, the more accurate and reliable system 
will be. On the other hand, the laiger the database to be trained, the longer the time 
required for the training section.
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7.4.5.1 Speech Recognition System Training
Generally, there are two types of the speech recognition system. The first one is called 
word-based recognition, where the training and matching processes are based on the 
whole word. This is efficient enough to be used with a small vocabulary system e.g. 
ten digits or a small group of words. Due to the small and restricted amount of 
vocabulary, time required in both training and recognising is much reduced. However, 
the word-based recognition system is not applicable to this task because its small 
vocabulaiy cannot cope with varieties of the speech in speech communication. The 
second type of recognition is phoneme-based recognition, which is more efficient for 
larger amount of vocabulaiies and hence applicable to speech coding task. Each model 
is trained as a single distinct phoneme. On the recognition part, every most likely 
single phoneme will be recognised and the series of those phonemes will be 
reconstructed as a word according to the reference dictionary.
A phoneme-based speech recognition method is selected to be used in combination 
with speech coding. Therefore, a lai'ge vocabulary is needed. A brief overview of 
training procedures is the following:
1. Data preparation
• Speech database: using TIMIT speech corpus on CD ROM [113], recorded in 
a co-operation between Texas Instruments and Massachusetts Institute of 
Technology. All are American accent utterances.
• Construct a dictionary which contains a list of words and sequence of 
phonemes conesponding to them. This was used in conjunction with triphone 
recognition and context-dependent models, e.g.
zero ziy  r ow
one w ah n
two t uw
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2. Data parameterisation and modelling* .^
• Using a ready-made software package called “Hidden Markov Model 
ToolKit (HTK)”.
• Database modelling is done according to the procedures in [112].
7.4.5.2 Speech Recognition System Performance
Varieties of training and testing were done to assess the perfoimance of the speech 
recognition system.
• Small Vocabulary of twenty utterances for speech database training:
The first experiment was conducted to train and test the recognition system with a 
small vocabulary. Twenty utterances spoken by the same speaker were used for the 
system training. The utterances contain only digit-spoken words, 0 °^-9. Therefore, 
there were only a small number of phoneme vectors (2 0 ), presented in the reference 
template. Moreover, the test utterances are only digits. A fast system with high 
accuracy was expected. The first successful result was 100% recognition of ten 
isolated digits for speaker dependency^*. The accuracy drops to nearly 97% for ten 
connected** digits test speech, if there is no context-dependent library. As the 
system was trained by only 2 0  utterances, the independent speaker^ test results aie 
very low.
• Medium Vocabulary of 133 utterance training sentences, independent 
speakers, randomly selected from TIMIT CD [112]:
This experiment was designed to investigate the accuracy of the system when the 
size of the database and vocabulaiy are increased. 133 utterances from different 
speakers were used as a larger training database. After the training, all 48 existing 
phonemes were included in the reference template. In the recognition process, the 
test digits utterance was used. This means that the system had to pick the best
*** All parameters are set according the best performance result from [112]. 
Digit *0’ is spoken as “oh” not “zero”.
21 See glossary of Table 7.1.
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phoneme match out of 48 possible vectors from the reference template instead of 
20 vectors in the previous experiment. Therefore, the accuracy drops to 92.81% for 
isolated-word test and 81.54 %for the connected-word test. These results were still 
considered quite high in term of accuracy. This is because the test utterance was a 
small vocabulary set, only 10 words (0-9).
• Large database of 4620 training sentences, independent speakers, selected 
from TIMIT CD [112];
The final experiment was the one which was integrated into the developed speech 
coding system. The experiment was carried out with a large vocabulary and 
database. The system was trained by a total of 4620 utterances. The total length of 
recorded training database has approximately 4 hours. The database is recorded 
from 462 speakers, 362 male and 136 female speakers. The reference book 
contained 48 phoneme models. All the phonemes are available in English linguistic 
theory. Theoretically, this system should be able to recognise any words which 
exist in the database dictionary. Above all, we have to bear in mind that speech 
signals of the same word, even though spoken by the same speaker, are never 
exactly the same. Hence, we cannot expect 99.99 % accuracy from such a system. 
The overall result of large vocabulary, 4620 utterances training (10-digit 
vocabulary) -  all utterances in TIMIT CD [112], being speaker independent gives 
85.5% accuracy. The results from these three experiments are summarised in Table 
7-1.
Glossary of the Table 7-1:
Dictionary type
• Medium vocabulary : 133 sentences
• Lai'ge vocabulary : 4620 sentences 
Training type
• Boot-strap: the speech database is trained with hand-labelled phonetic 
segmentation information i.e. the stait and end positions of each phoneme in the 
speech sentences are provided with the speech sentences.
• Flat-start: each training utterance is uniformly segmented.
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Speaker type
• Speaker dependent: the speech database which is used to train the system and 
the test utterances are spoken by the same speakers.
• Speaker independent: the speech database which is used to train the system and 
the test utterances aie spoken by different speakers.
Context type
• Context-dependent: the recognition routine refers to a context-dependent 
dictionaiy and finds the best match from the possible phonemes list.
• Context-independent: the recognition routine tries to randomly find the best 
match from all the phonemes to constmct a word.
Recognition test sample
• Isolated-word: the test utterance is spoken word-by-word with a clear pause 
between words.
• Connected-word: the test utterance is spoken as normal speech.
Table 7-1: Summaiy of the performance of the recognition system according to 
amount and types of the training database
Number of Training Database Types Average Performance
Training (%)
Utterances Dictionaiy Training Speaker Context Isolated Connected
(sentences) Type Type Type Type Word Word
2 0 1 0  digits Boot-strap Dependent Independent 1 0 0 97.56
2 0 1 0  digits Flat-stait Dependent Dependent 1 0 0 1 0 0
133 1 0  digits Boot-strap Independent Independent 92.81 81.54
133 Medium Flat-start Independent Dependent 86.23 78.37
4620 1 0  digits Boot-strap Independent Independent 96.88 85.49
4620 1 0  digits Boot-strap Independent Dependent 98.38 89.72
4620 Large Flat-stai't Independent Independent 74.21 70.97
4620 Lai'ge Flat-stai't Independent Dependent 77.43 72.12
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7.5 Speech Recognition and a Pre-processor
Acoustic-phonetic analysis, namely, speech recognition, was selected to be 
implemented in the speech segmentation process and integrated into the developed 
variable-frame-rate speech coding system. The phonetic segmentation is used as a 
guideline in order to vary the size of the subframe. Moreover, the output phonetic 
knowledge is used as a voice classification. The aim to be achieved was either to 
reduce the bit rate whilst maintaining the speech quality, or to produce better speech 
quality at the same bit rate.
7.5.1 Requirements of Variable Frame Length Speech Coders
Speech coders with varying frame length require special infonnation on how to 
appropriately verify the length of the processed frame. It is necessary to note that an 
extracted phonetic segment contains only a speech signal of the similai* characteristic. 
This information is provided by a pre-processor, which canies an in-built 
segmentation algorithm. In this research, a speech recogniser module was employed in 
the pre-processor in order to give an accurate phonetic segmentation. Table 7-2 shows 
an example of the output of the speech recognition module.
Table 7-2; Actual output of the recognition module of the word “four”:
starting sample End Sample Recognised Phoneme
0 3920 silence
3920 5360 f
5360 8160 ao
8160 9040 r
9040 13040 silence
The speech recogniser module provides distinctive segmentation of each phoneme in 
the sequence and its content. It should be noted that there are always phoneme 
transitions at the stait and at the end of the phonetic segment. In order to cope with 
misalignments and the phoneme transitions, these areas have to be carefully 
segmented. The detail of the frame length limitations will be given in framing 
module section.
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After getting the phoneme segmentation from the recogniser, the pre-processor has to 
determine the frame size accordingly before feeding the parameters into the coder. In 
the next section, the processes of the pre-processor will be described.
Due to computational load caused by the search throughout the lai'ge reference 
database for a reliable speech recognition system, the time consumption (delay) of the 
pre-processor is considerably lai'ge. However, this problem will be overcome in the 
near future when a higher- performance DSP haidware is available to be implemented 
and integrated into the system. In this fundamental reseaich the delay and complexity 
are not the major concerns.
7.5.2 An Integration of the Pre processor and the Speech Coder
After the speech recognition module achieved some reliable levels of recognising 
phonemes, the phoneme segmentation was used as a guideline to detei'mine the 
segmentation header for the framing module. The framing module then determines the 
possible frame length and voicing decision, which vary according to the provided 
phoneme information.
7.5.2.1 Pre-processor
The pre-processor is composed of two modules as shown in Figure 7-9, The first 
module is the speech recognition module, discussed eailier in this chapter. The speech 
recognition module provides phoneme segmentation and content. This information 
has to be ai'ranged before feeding into the next module.
An example of the phoneme segmentation file (as shown in Table 7-2) is separated 
into three variables, two integers and a character set. Phoneme length is then 
calculated by subtracting the starting sample from the end sample. The phoneme 
content is provided for the voicing decision process. The input, which is fed into the 
framing module, is shown in Table 7-3. The number in each line is the number of 
samples in each phoneme duration and is not the actual frame length. The numbers.
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showing the number of samples contained in each phoneme are fed to the framing 
module to calculate the possible frame length and voice classification.
Input speech
Reference
Database
Pre-processing
Unit
Recognition
module framing moduleSegmentation
Phoneme
Voicing Decision
Speech signal
Frame Size
Figure 7-9: Block diagram of the pre-processor
Table 7-3: The modified output of the recognition module, ready for framing module
3920 sil
1440 f
2800 ao
880 r
4000 sil
The second module is called framing module. It reads in the data fed by the 
recognition module and computes the longest possible frame length, talcing the 
stability of the speech signal and the transition period into account. The module 
segments the speech signal according to the provided phoneme length and the coder 
framing structure. An extra pre-processing unit can be added in for the special speech 
refinement such as a special filter, pre-emphasis, etc.
7,5.2.2 System Integration
The pre-processor module is a front-end of the vaiiable-rate speech coder. It is 
designed to be separated from the coder so that it can be used with any coder by 
simply modifying the framing module, according to the frame structure and speech 
quality requirement of any particular coder. The integration of this pre-processor
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module with a split-band LPC vocoder was proposed in [114]. Moreover, voicing 
output data and pre-processing can be modified as required.
7.6 The Framing Concept
Even though the recognition module gives clear and accurate phoneme segmentation 
information, the frame size cannot just follow those values. This is due to the large 
range of phoneme sizes. During the course of this research, the characteristics of the 
phoneme were investigated. The phoneme size can vary between 2.5 ms and 400 ms 
[115]. The characteristics of the speech signal always change, but considerably more 
slowly within a phoneme. However, a very long phoneme has to be segmented into 
smaller frames to cope with this slow variation. In addition, the smaller segment is 
required at the phoneme transitions. This is to prevent the degradation of the coded 
speech if fast variations occur during the phoneme transition regions or there is a 
misalignment of phoneme segmentation information from the speech recognition 
module.
It was found during the test of the speech recognition module that even though it may 
output the wrong phoneme content, the result however gives a considerably accurate 
phoneme segmentation. For example, the recognition module outputs ‘p’ instead of 
‘t’. However, the segmentation output showed a conect segment of ‘t’. Hence, the 
segmentation information can be correctly used for var^ying the frame length. 
Moreover, the recognition also provides the correct voicing decision. For example, ‘s’ 
is the output of the recognition module but the actual phoneme is ‘c’. This is 
considered a failure for the recognition performance evaluation. On the other hand, it 
is good enough for the pre-processor to produce a correct voicing decision, as the 
output ‘s’ is also classified as unvoiced segment. It was confirmed by extensive tests 
that it is unlikely that the pre-processor gives the wrong voicing decision.
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7.6.1 Frame Size Selection
The speech characteristics of the same phoneme are relatively similar in the most part 
as shown in Chapter 2. Hence one can use the phoneme segmentation to be a 
guideline to vary frame size, which is likely to be longer than 20 ms. The framing 
module takes in the phoneme length information and verifies the first and the last 160 
samples of each phoneme. The 160-sample frame, which is used in the fixed-frame 
speech coder, is used at both ends of the phonemes to ensure no degradation during 
the phoneme transitions. Then the available length in the middle of the phoneme is 
divided into smaller frames if the phoneme is very long. The size of the frame is 
determined by the number of subframes in order to reduce the range of the possible 
frame sizes.
8.0
7.0
O)
5.0
4.00.0 160.0 320.0 480.0 640.0 800.0 960.0Maximum Frame Size Limit (samples)
Figure 7-10: The Selection of the Optimised Segmentation Point.
The selection of the frame size limit is simulated and plotted against its average bit 
rate, as shown in Figure 7-10. The simulated frame size is increased by 40 samples at 
a time. The simulated result is used as a guideline to select the optimum frame size
Chapter 7; Variable Frame Rate Speech Coding Based on Speech Segmentation. 168
limit. The value on the horizontal axis shows the longest frame size that can be used 
when long phonemes occur. Even though the frame size is very long due to a very 
large phoneme, the frame size is limited to those values and the new frame has to be 
introduced. It can be seen that when the frame size limit is larger than 360 samples, 
the reduction in bit rate is not significant. In order to obtain the optimum value, an 
informal listening test was earned out.
It was found that when frame size limit of 560 samples is used, the balance between 
bit rate reduction and speech quality can be obtained. If the larger value is used, the 
quality starts to be degraded due to the effect of the slow variation chaiacteristic of the 
speech. The smallest frame size used in the developed coder is 80 samples and the 
lai'gest possible frame size is 560 samples.
7.6.2 Framing Procedure
Each phoneme is segmented into two parts. They are the phoneme transition parts 
which are at the both ends of each phoneme, and the non-transient (middle) part which 
is segmented according to the frame size limit.
Table 7-4 shows a typical example of the framing information. One block contains 
one phoneme. Each number shows the number of the frame size indication. Due to the 
large variation of the frame size, the indication number was used instead of the actual 
frame size value. The frame size information contains the indication value with step 
sizes of 40 samples. In other words, the actual frame sizes can be obtained by 
multiplying the indication numbers by 40.
Table 7-4: The actual output of the framing module for the speech utterance is
4 14 5 4 43 4 12 4 4 4 4 42 4 143 4 4 7 4
4 10 4 4 124 4 14 4 4 1 1 4 4 1464 4 14 9 4 4 14 4
4 14 5 4 4 8 4 4 2 4 9 4 4 14 4 4 10 4 4 3 4
4 14 14 4 3 4 4 2 4 4 14 2 4 4 1424
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The framing module is designed in such a way that if there is only a single 40-sample 
segment left after using the aforementioned criteria to segment the phoneme, it will be 
shifted into the next phoneme as shown in Figure 7-11. The shade of the block shows 
the frame grouping. The upper structure in Figure 7-11 (i), (ii) and (hi) shows the 
frame segmentation according to the aforementioned rules. The lower structures show 
the actual frame segmentation. For the short phoneme in (iii) 80-sample frame was 
used.
P r e s e n t  P h o n e m e  ( 3 6 0  s a m p l e s ) N e x t  P h o n e m e
f
(i)
P r e s e n t  P h o n e m e  ( 2 0 0  s a m p l e s ) N e x t  P h o n e m e
(ii)
P r e s e n t  P h o n e m e  ( 1 2 0  s a m p l e s ) N e x t  P h o n e m e
(iii)
Subframe size of 40 samples I I Transition Region I I Non-transient Region 
Figure 7-11: Examples of frame-shifting on exceptional cases
For further illustration of the framing strategy. Figure 7-12 shows an example of the 
framing comparison between (i) the developed PRELP, with varied frame size 
according to the phoneme segmentation and (ii) the fixed-rate PRELP, with fixed 
frame size of 160 samples. It can be noticed that there are 160-sample frames at both 
ends of the phonemes. Moreover, at the end of the word ‘people’ the phoneme size is
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larger than the maximum frame size limit. Therefore, one more frame was introduced 
to prevent the degradation of the coded speech due to a too long frame. In Figure 7-12, 
it is clearly seen that the frame is prolonged according to the phoneme segmentation. 
As a result, the coding parameters are sent (updated) less frequently.
Elder ly
1500
-1500
1500
-1500
4500
le
9500
Figure 7-12: The frame size segmentation comparison between (i) the variable frame 
length and (i) the fixed-frame PRELP system.
The amount of bit reduction depends on the length of the phonemes contained in the 
utterance. The larger the number of longer phonemes contained in the sentence, the 
greater the reduction in bit rate that can be achieved. However, it is noted that the 
frame length cannot be longer than the limit in order to maintain the speech quality.
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7.7 Variable Frame Length PRELP Coder
In contrast with the fixed-frame coder, the developed coder operates on a variable 
frame length basis. The developed coder used the specified frame length, provided by 
the pre-processor, to encode the speech signal accordingly. The variable-ffame-length 
coding system consists of the same core coding structure as the fixed-rate PRELP 
coder. The PRELP excitation which gave the best performance, detailed in Section 5.4 
(MpPICll) was selected to be implemented in the developed system. The secondaiy 
excitation contained multiple pulses with multi-sign pattern. The encoding and 
decoding structure was modified in order to update the frame-based parameters 
according to the indicated frame size. The structures of the fixed-frame system and 
developed system are compared in Table 7-5.
Table 7-5: Structure of the fixed-frame PRELP Coder VS the developed variable 
frame length PRELP coder.
Structure Fixed-frame PRELP Developed PRELP
Frame size 160 samples 80 ~ 560 samples
Subframe size 40 samples 20 ~ 140 samples
Frame-based updating rate every 2 0  ms. every 10 ms ~ 70 ms.
Subframe-based updating rate every 5 ms. every 2.5 ms ~ 17.5 ms.
In developed PRELP, the frame size can sometimes be as small as 80 samples in order 
to cope with short phonemes, or with a fast change during phoneme transition region, 
or with other specific region, which can be defined in the framing criteria. The smaller 
frame usually provides a better speech quality for those events. However, it could 
create a block-edge effect in the perception. As a consequence, the small frame size 
should be applied only on certain selective regions. In general, the original coder 
peifoiTTis well with the smallest frame size of 160 samples (160 samples fixed-frame). 
Therefore, the 80-sample frame size scheme was applied only of its necessity to avoid 
block-edge effect.
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7.7.1 Bit Allocation Scheme
Figure 7-12 shows that both frame-based parameters are transmitted less frequently 
when the vaiiable-frame-length scheme is applied. The drawback of this scheme is 
that extra bits are required to indicate the frame size. The indication bits show the 
number of subframes within that frame. Generally the maximum indication of the 
frame size can be as large as 14 i.e. 560 samples in a frame. Hence the 4-bit overhead, 
which can accommodate up to 16 indexes, is enough for indicating the frame size. The 
bit allocation of the developed PRELP coder is compared to that of the fixed-frame 
PRELP coder in Table 7-6.
Table 7-6: Bit Allocation of PRELP schemes at 6.9 Kb/s, in comparison of Developed 
System of reduced bit rate.
Fixed-frame PRELP Developed PRELP
Parameters Bits Update 
Interval (ms)
Bits/sec Bits Update 
Interval (ms)
Bits/sec
LTP Index 7 5 1400 7 5 1400
LTP Gain 4 5 800 4 5 800
CB Index 1 0 5 2 0 0 0 1 0 5 2 0 0 0
CB Gain 5 5 1 0 0 0 5 5 1 0 0 0
STP (LPC) 28 2 0 1400 28 1 0 -7 0 400 -  2800
Frame RMS 6 2 0 300 6 1 0 -7 0 85.71 -  600
Frame size - - - 4 1 0 -7 0 57.14-500
Total 6900 below 6400
Due to the variation in updating frequency of the frame-based par ameters, there is no 
fixed figure for the average bit allocation. The average bit allocation depends on the 
size of the phonemes that are contained in tlie speech. To be able to see the difference 
in the bit rate reduction, a sample sentence (sentence code: sx43) from TIMIT 
database [113] was selected and processed to show the extensive investigation of the 
developed system.
The content of the sample speech sentence Code Sx43 is “Elderly people are often 
excluded”. The sentence is 2.445 seconds long and contains 19560 samples. The 
sample speech was first passed through the speech recognition module. There was
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only one mistake in recognising one of the phoneme content. However, the pai’ticulai* 
phoneme was segmented conectly and classified as voiced speech which was in 
accordance with the actual phoneme. The recognition module segmented the sample 
into 27 sequential phoneme sections. There are 21 voiced phonemes, 4 unvoiced 
phonemes and 2 silence regions. In the fixed-frame PRELP system, the input speech 
signal is divided into 122 frames, consisting of 4 subframes in one frame i.e. 488 
subframes. On the other hand, the variable-frame PRELP system segments the same 
sentence into 84 vaiiable-size frames according to 27 phoneme segmentation before 
the encoding process.
Table 7-7: Bit Allocation of the Developed System in compaiison with the fixed-rate 
schemes at 6.9 Kb/s for sentence code: sx43.
sx43 Utterance: Fixed-frame Developed PRELP
(19560 samples, 2.445 sec long) PRELP Coder System
Total number of frame 1 2 2  frames 84 frames
Bit Allocation for subframe-based parameters, as shown in Table 5-4
LTP index and gain , CB index and gain. 5.2 kb/s 5.2 kb/s
Bit Allocation for frame-based parameters
LSF 1.4 kb/s 2.445sec
Frame RMS Energy 0.3 kb/s
Frame size information 0
Overall (average) bits/sec 6.9 kb/s 6.51 kb/s
The bit rate of the developed system varies according to each particular utterance. 
This is due to the fact that the phonetic segmentation and hence the size and the 
number of frames are not the same from one utterance to another. In addition, the bit 
rate for transmitting subframe-based parameters is fixed and equal to the bit rate used 
in the fixed-frame coding system. The variation in bit rate depends solely on the 
changes in updating frequency for frame-based paiameters. Therefore, for the
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Utterances which contain many long phonemes i.e. larger number of longer frames, the 
bit rate is lower than the utterances which contain many short phonemes. A further bit 
rate reduction can be achieved by applying the different types of secondary excitation 
vectors according to voicing classification, detailed later in section 7.8.
7.7.2 Performance Evaluation
The test samples cover both English and American accents. The American-accent 
speech samples played a major role in the speech recognition module due to the fact 
that they were used in the training process of the system. Therefore, the recognition 
results of the American accented samples are more accurate. When there were eiTors 
in recognising phonemes, some adjustments were made. It is assumed that it is 
unlikely that there is no recognition eiTor in the pre-processor. This is in order to 
preserve the main objective of this reseaich in evaluating the performance of variable- 
frame-length coding. The speech recognition module picked up 27 phonemes and 
segmented them. In those recognised phonemes, there was only one mistake in one of 
the phoneme content. The system recognised the /ao/ at the beginning of the word 
‘often’ as /aa/, as presented in the word ‘hot’. However, that particular phoneme was 
segmented conectly and classified as voiced, which was in accordance with the actual 
phoneme.
Two sentences are selected to illustrate the distribution of occurrences of vaiious 
frame sizes, namely sx43 (American accent) and jetnor (English accent). The 
occurrences of all frame sizes were recorded and shown in Figure 7-13.
The majority of the frame sizes was still constrained to the size of the fixed-frame 
coder, 160 samples. It is because both ends of the phoneme have to be at least 160- 
samples long in order to prevent the degradation during the phoneme transition 
regions. In addition, a lai'ge number of 560-sample frames were employed, during the 
long phonemes and silence regions. The recognition results showed that they were 
defined during silence and pauses in the utterances.
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Figure 7-13: Frequency of occurrence of all possible frame size
In order to assess the performance of the developed system, MOS scale was used. The 
developed coder employed the same coding structure of the fixed-frame PRELP coder 
as explained in Chapter 5. The developed fixed-frame PRELP coder was used as a 
reference coder. The test was conducted to investigate the performance of the coder 
when longer frame size is applied at the long phoneme region.
Table 7-8: MOS test results for variable-frame-length PRELP coder in comparison 
with the fixed-frame PRELP coder.
Coder Type Fixed-frame System Developed System
Average Bit Rate 6.7 kb/s below 6 . 2  kb/s
MOS 3.12 3.25
Table 7-8 shows the comparison of both bit rate used and the scores of the coders 
performance between fixed- and variable-frame-length coding schemes. When the 
variable-frame-length scheme was applied in the developed system the average 
operating bit rate of the coder was reduced, as shown in Table 7-7 and Table 7-8. The 
reduction in the attained bit rate was about 0.5 kb/s and up to almost 2 kb/s when 
there are a larger amount of long phonemes.
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In conclusion, it was proven that the frame length can be varied (extended) according 
to speech characteristics in order to reduce the average operating bit rate. Moreover, 
the perceptual quality of the output has also been improved. This is due to the fact that 
the coder can model a speech signal better when only the same class of speech is 
contained in a frame.
However, as the voicing information was not used, all segments were classed as 
voiced speech and the same set of codebook excitation was used regardless of the 
classifications of the speech segments. The pulse excitation codebook, which was 
used throughout the utterance, consists of periodic pulses. In fact, ordinary Gaussian 
codebook can be used during the unvoiced to improve the naturalness in the speech 
perception as well as to further reduce bit rate. By malcing use of voicing 
classification, the solution was to introduce a separated Gaussian codebook to be used 
as excitation vectors. This solution was implemented, and details are presented and 
investigated in the next section.
7.8 Further Development using Selectable Codebooks, based 
on Voicing Classifications
It was found that the perceptual quality of the output speech can be further improved 
by exploiting the different excitation vectors according to the speech classification. 
The ideal solution is to excite the unvoiced region with a noise-like signal. Therefore, 
a Gaussian codebook was introduced into the system. In this further development, not 
only a Gaussian codebook was introduced, but two voicing classification schemes 
were also applied.
As described in section 7.5, the speech recognition module also provides phoneme 
content alongside the phoneme segmentation. The phoneme content was then used to 
classify the voicing characteristic of each speech segment. Both the pre-processor and 
the coder were modified in order to make use of the voicing information. Voice 
classifications of the sample utterance (code:sx43) is shown in Table 7-9.
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Table 7-9: Voice classifications of utterance sx43
Bit Allocation Types Voiced Speech Unvoiced Speech Silence/pause
1-bit Voicing Scheme 82.30 % 17.7 % -
2-bit Voicing Scheme 82.30 % 10.70 % 7%
There are two approaches into using the voice classification information. Firstly, a i- 
bit voicing scheme, where the speech were classified into only 2  classes i.e. voiced 
and unvoiced speech. Silence was classed as an unvoiced segment. Therefore, only 1 
bit was required for a voicing overhead bit. There were 2 different codebooks 
implemented in the coder. The first one, which was implemented in the developed 
fixed-rate PRELP coder, is used when voiced speech was indicated. The second 
codebook is used during unvoiced speech. Secondly, a 2-bit voicing scheme, where 
silence was defined as a different class. There were then 3 voicing classes altogether 
and therefore 2 bits were required for the voicing overhead bits. In this scheme, the 
coding structure contains 2  different codebooks, which are selectable as in the 
previous scheme. In addition, the silence region is encoded and decoded differently, as 
detailed in the next section.
7.8.1 Coding of Unvoiced Segments
The coding structure of the further developed system was changed merely on the 
unvoiced segments. This originally aimed to improve the speech quality. However, it 
is clearly seen from Table 7-9 that almost one-fifth of the sample utterance can be 
classified as unvoiced speech. Therefore, by applying a codebook which requires less 
bits for the unvoiced segment, the total average bit rate can also be reduced.
Unvoiced speech has a noise-like waveform with fairly weak near-sample conelation, 
and in addition it exhibits very little long-term correlation. For this reason most 
vaiiable-rate schemes [116][117][118] do not employ an adaptive LTP filter for the 
coding of such segments, instead opting for a single Gaussian excitation codebook 
where the vectors are selected in the usual AbS manner. However, it was showed in
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[91] that even though the speech is classified unvoiced, the closed-loop LTP still 
provides a major contribution to the overall SNR. In fact when compared to the 
secondary excitation contribution it is compaiatively lai'ger. The LTP memory, 
therefore, acts as an overlapping excitation source where past excitation is used to 
contribute towards the cunent subframe’s residual, and the Gaussian codebook 
provides a “filling in” role. As a consequence, the closed-loop LTP was remained in 
the encoding process even though the segments which were indicated as unvoiced 
speech.
An extra codebook was designed and used as an excitation for the unvoiced speech 
segments. An overlapping Gaussian codebook has the advantages of reducing the 
computation of the codebook search and requiring less storage. Moreover, it was 
found that a centre-clipped version with a clipping threshold of 1 . 2  for a unit vaiiance 
produces sharper output speech [51]. As a consequence, the codebook which was 
selected to be used during the unvoiced segments is the Overlapping Centre-Clipped 
Gaussian (OCCG) codebook. The size of the OCCG codebook was pre-detennined by 
finding the minimum bit rate required to achieve a level of perceptual quality 
(assessed by informal listening) which corresponded to the point when any further 
increase in codebook size resulted in an indistinguishable improvement in quality. It 
was found that the size of the codebook was determined to be 8  bits.
For the particular example (code:sx47), shown in Table 7-9, it can be noticed that 
there is only 7 % of silence contained in the utterance. However, it has been found that 
normal conversational speech is active only about 40 % of the time in either direction 
of transmission [119]. This has led to a further step in bit-rate reduction by using a 
different coding strategy for the silence region. A similar strategy is applied in the 
GSM system, using Voice Activity Detector (VAD) [120]. Owing to the presence of 
the speech recognition module, no such detector is needed in this research. The silence 
infomiation is also provided by the recognition module. If 2-bit voice classification is 
used, there aie no subframe-based parameters transmitted over to the decoder during 
the silence. At the decoder, a low-energy random noise is used as an excitation signal 
during the silence region. This will reduce the bit rate even further if the speech 
consists of a lot of silence and pauses such as in a noimal conversation.
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7,8.2 Bit Allocation and Performance Evaluation of Developed 
System with Selectable Codebooks Scheme
The performance of the variable-rate coder with selectable codebook was assessed 
using the same test utterances as the system with one fixed codebook in section 7.7. 
The average amount of speech segments which were classed as unvoiced fell between 
20-30 %. Within this figure, approximately 10-20 % were declared as silence/pause. 
Two of the test utterances are used as an example to illustrate the effect of voicing 
characteristics on the average bit rate.
Table 7-10 shows detail of the percentages of each voicing class occimed. In the 
sentence ‘sx43’, the amount of voiced speech occurs more frequently than in ‘jetnor’. 
However, as ‘sx43’ contains a greater number of long phonemes than ‘jetnor’, the 
total average bit rate of ‘sx43’is lower than ‘jetnor’. In addition, ‘jetnor’ contains 
more silence segments, the bit reduction of 2 -bit scheme relative to I-bit scheme of 
‘jetnor’ is slightly higher than ‘sx43’.
Table 7-10: Compaiison of average bit rate used by different voicing scheme
Code (scheme) Voiced Unvoiced Silence Average Bit Rate
sx43 (1-bit) 82.30 % 17.7% - 5.85 kb/s
8x43 (2-bit) 82.30 % 10.70 % 7% 5.76 kb/s
jetnor (1-bit) 71.73 % 28.27 % - 5.56 kb/s
jetnor (2-bit) 71.73 % 12.10% 16.17 % 5.39 kb/s
The improvement in the perception when the OCCG codebook was used was 
noticeable. The 1-bit voicing scheme with selectable codebooks, and the 2-bit voicing 
scheme with selectable codebooks and low level random noise excitation, performed 
indistinguishable from each other. However, the further bit reduction when 2-bit 
voicing scheme was applied was not very significant. In the real conversation, there 
are higher chances that silence/pause will occur. Therefore, further bit reduction can 
be expected.
Further investigations and experiments were done. Even though the pitch and voice 
classification usually stay relatively unchanged and stable, the tests showed that there
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were a significant change in the spectral content. Figure 7-14 shows that the spectral 
amplitude changes from the first half to the second half of the 320-sample frame.
320-sample frame320-sample frame
7360.0 7680.0 8000.0
(i)
11730.0 12242.0 12754.0
(ii)
Figure 7-14: Spectral plot of long phoneme for every half a frame (i) time domain (ii) 
frequency domain
The ideal solution to this problem would be to transmit STP (LPC) parameters more 
often. However, as LPC parameters occupy the majority of the bit allocation for the 
frame-based parameters, the bit rate will be increased significantly if they are sent 
twice per frame. Moreover, the aim of reducing the updating rate of the frame-based 
paiameters is not fulfilled. However, the solution has been made possible in the MBE 
coding stmcture. It was proposed in [121] to use an MBE type coder to transmit the 
new spectral amplitude infoimation on the second half of the frame. Therefore, the 
coiTect spectral content can be synthesised. Defining these conditions represents an 
area of potential future work on this variable-frame-rate coder.
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Table 7-11: Summary of the operating bit rate and MOS scores of all developed 
vaiiable-frame-rate coders
Coder Type Codebook Structure Bit Ra te (kb/s) MOS
sx43 jetnor
Fixed-Frame Pulse Excitation Codebook 6.9 6.9 3.12
V ariable-fr ame-Rate Pulse Excitation Codebook 6.51 6.63 3.25
V ariable-frame-Rate 
with V/UV classification
Pulse Excitation Codebook 
and OCCG Codebook
5.85 5.56 3.37
Variable-frame-Rate
withV/UV/SIL
classification
Pulse Excitation Codebook, 
OCCG Codebook 
and low energy noise
5.76 5.39 3.33
In conclusion, a successful achievement was made in improving the perception by 
using a 1-bit voicing scheme (V/UV), using an additional OCCG codebook. It did not 
result in only a reduction on the average bit rate but the perceptual quality of the 
speech is also improved. In addition, by employing a 2-bit voicing scheme, the further 
bit reduction was achieved, whilst the speech quality was maintained. Table 7-11 
shows the summaiy of total average bit rates used in all versions of variable-frame- 
rate coder. The average bit rate of variable-frame-rate coder with 2-bit voicing was 
reduced by about 20% in compaiison to fixed-frame coder. As the vaiiable-frame-rate 
coder has operated at a lower average bit rate and has shown the improvement in 
speech perception in comparison to the fixed-rate coder, this should define the way 
forward in future research.
7.9 Concluding Remarks
The course of research contained in this chapter has presented a new idea of producing 
the variable-bit-rate speech coding system which uses the linguistic knowledge of the 
speech to assist in the speech segmentation. Description of the variable-bit rate coding 
system and its varieties has been detailed. One of the most complex and yet accurate 
speech recognition systems based on HMM was used for this puipose. The important 
Icnowledge of linguistic model, speech characteristics and speech recognition system 
have been briefed. The core module, namely the pre-processor was designed in order 
to exploit the recognised phonetic models to achieve optimum speech segmentation.
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The appropriate segmentation was used to provide an efficient variable-frame-length 
coding system which has led to a potential bit rate reduction. Beside the phoneme 
segmentation infomiation, the speech recognition module is able to provide the 
phoneme content which has been used for the voicing classification.
Three different systems were designed and investigated. Firstly, a fixed-frame length 
PRELP coder was modified to take an advantage of the variable frame size in order to 
reduce the bit rate. The first successful attempt has been the improvement of the 
output speech quality and the reduction in the average bit rate of the developed 
variable-frame-rate system. However, the bit rate reduction was not very significant 
because all the segments are declared as voiced speech. Therefore, a number of 
unnecessary bits were used to code unvoiced speech and silence. The second and the 
third systems were designed to make use of the extra information from the pre­
processor for voicing classification. Both systems aimed to improve the speech 
perception and further reduce bit rate. In both systems, an overlapping centre-clipped 
Gaussian codebook was introduced to be used during the unvoiced region for the 
speech quality improvement. In the second system, a 1-bit voicing scheme, speech 
was classed into only 2 classes i.e. voiced and unvoiced. Silence was declaied as 
unvoiced speech. The codebooks were made selective between voiced and unvoiced 
segments. In the third system or 2-bit voicing scheme, silence was declaied separately 
and there was no bit to transmit during silence regions. Instead, the decoder 
synthesised the silence segment by using a low energy random noise generator. In 
conclusion, an achievement has been made in reducing the bit rate as well as 
improving the quality of the coded speech. The systems with selectable codebook 
versions have achieved approximately up to 20% reduction on average bit rate. This 
figure can be greater when more unvoiced speech and silence aie detected as found in 
the normal telephone conversation.
With the aid of the speech recognition, in this research, there has been no requirement 
for other means of measurement for voicing classification, which are commonly found 
in vocoder-based systems, and VAD used in GSM system. The problems have arisen 
when delay time is critical and also the accuracy of the system can be vaiied according 
to the spealcer. A few research works have been done and are on-going using a similar
Chapter 7: Variable Frame Rate Speech Coding Based on Speech Segmentation. 183
idea but implemented in a vocoder for extremely low bit rate operation [122][123] 
[124].
As the major bit streams are from the model parameters, there would be a way 
forward in reducing bit rate whilst maintaining speech quality by other means of the 
speech model. The further progress in this area would be using the phoneme as a main 
characteristic of the speech segment. Instead of transmitting 28 bit LSF, which is the 
mainstream parameter of today’s speech coder, the phoneme index is transmitted. On 
the decoder side, the LSF set, which has been pre-trained according to each particular 
phoneme, is selected according to the phoneme index. This thought again attempts to 
reduce bit rate further.
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Chapter 8
8. Wideband Speech Coding
8,1 Introduction
Most of todays communication media are stmctured to accommodate naiTowband 
speech with the bandwidth in the region of 300 Hz to 3.4 l<Hz. This applies to wide 
range of telecommunication structures, from land-line telephone network to satellite 
and mobile telecommunications. They typically provide toll quality, or near toll 
quality. In mobile telecommunications, naiTowband CELP-based speech coders aie 
used in many low to medium bit rate applications, ranging from 4.8 to 13 kb/s. 
However, there are many applications where it is not necessary to operate at such low 
bit rates. Moreover, in some applications an increase in speech quality using a wider 
bandwidth is desirable. For example, the emerging ISDN has generated a lot of 
interest in speech coding algorithms which are capable of producing high quality 
speech over a larger bandwidth. Applications include high quality commentary grade 
channels for use in audio video teleconferencing, high quality voice-mail services and 
high quality wideband telephony.
Unlike the research presented in the previous chapters which focused on the 
naiTOwband speech coding, this chapter focuses on the wideband speech coding for 
higher speech quality requirement applications, hi contrast to the standard telephony 
bandwidth of 300 Hz to 3.4 kHz, the bandwidth of wideband speech is assigned to 
accommodate the frequency from 50 Hz to 7 IcHz and is sampled at 16 IcHz for
Chapter 8: Wideband Speech Coding 185
subsequent digital processing, according to Nyquist’s theory. The extra low frequency 
components increase the voice naturalness, whereas the added high frequencies make 
the speech sound crisper, more intelligible and “brighter” when compared with 4 kHz 
sampled speech. The quality produced by wideband speech can be described as 
equivalent to a FM radio announcer, with a richness notably greater than telephone 
bandwidth speech together with a very high intelligibility and naturalness. Wideband 
speech can be thought of as consisting of a base band (0.5 - 3.5 l<Hz), which contains 
approximately 80% of the perceptually important speech spectral information [125], 
and a high band which contributes to the overall perceived intelligibility and 
naturalness of the speech. During periods of voiced speech, the baseband spectral 
components are structured and larger in magnitude when compared with the high band 
components which are highly unstructured with only a relatively small amplitude for 
both voiced and unvoiced speech. The magnitude spectrum for a frame of voiced male 
speech is showed in Figure 8-1. The large dynamic range of spectral component is 
clearly evident.
100.0
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Figure 8-1: Magnitude Spectrum for a frame of Voiced Male Speech
This difference, in the mean energy levels between low and high bands, can be as high 
as 20-40 dB [126]. It is this contrast between low and high band spectral information
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which makes wideband speech harder to code than normal naiTowband. A wideband 
coding algorithm must, therefore, accurately model the perceptually important 
components at lower frequencies, and yet retain enough of the higher frequency 
information such that the perceived richness and fidelity of the original speech is 
preserved.
There are two main approaches to coding wideband speech, a full band scheme or a 
split band approach. The later approach is used in ITU-T G.722 standard for 7 kHz 
Audio-Coding [127]. The G.722 coding algorithm splits the speech into two bands 
using a 24-tap Quadrature Mirror Filter (QMF), and then uses ADPCM to code each 
band separately. The coder is capable of operating at three different rates: 64 kb/s, 56 
kb/s and 48 kb/s. The rate of operation is detemiined by the number of bits used to 
quantise each lower sub-band sample: 6  bits for 64 kb/s, 5-bits for 56 kb/s and 4-bits 
for 48 kb/s. Each sample in the higher sub-band is quantised using two bits. The use 
of QMF filters ensures that the aliased energy is cancelled when the two bands are 
merged. A split band scheme can offer both subjective and objective benefits over a 
full band scheme [128]. These advantages include a more flexible structure which 
ultimately constrains the quantisation noise to be contained within the band where it is 
produced. This allows for unequal bit allocation for each band, i.e. more bits can be 
allocated to the perceptually important low sub-band and less for the higher frequency 
components. This scheme is exploited by the G.722 algorithm.
As the ISDN structure is able to support communication bandwidth of 64 kb/s or upto 
128 kb/s, it has been possible to transmit wideband speech. However, for an 
application, such as videophone operating over ISDN lines, it is inefficient and 
inappropriate to employ G.722 operating at rates between 48 and 64 kb/s. Therefore, 
wideband speech coders which operate at lower bit rates are required. There has been 
considerable interest in combining CELP-based algorithms with the sub-band 
approach, adopted by G.722 to produce high quality wideband speech, operating 
between 12 kb/s and 20 kb/s. This would naturally lead to a longer coding delay as 
G.722 has an inherent delay of only 1.5ms. However, for many applications this is not 
an important design criterion. Typically, these algorithms employ QMF filters as in 
G.722 or shaip cut off filter banks to split the wideband signal into two sub-bands
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[126][128][129][130]. Each band is then coded separately and reconstructed at the 
decoder using the complementary filter banks. The lower sub-band, which contains 
the vast majority of the perceptually important speech information, can be treated as a 
normal naiTowband signal and can be encoded using a standard CELP-based coder 
utilising a 10* order LPC filter [128].
The higher sub-band , where long-term coiTelations between adjacent pitch periods are 
not clearly defined, is usually tieated differently, thus maldng the LTP redundant. 
However, there is still significant amount of short-term conelation present in the 
signal which can be exploited in the encoding process. Various methods have been 
proposed for coding this infonnation such as a narrowband CELP coder employing a 
4* order LPC filter and a 4-bit Gaussian codebook [128]. Another scheme models the 
higher sub-band signal with a second order linear predictor and a small non- 
overlapping excitation codebook with a vector dimension of 200 [130]. Obviously, by 
using the sub-band approach both these methods exploit the perceptual imbalance 
between each band by allocating the majority of the coding “effort” to the lower sub­
band signal. However, the above mentioned schemes all have several disadvantages 
over a full band coder, i.e. the additional computational complexity required to split 
each frame of speech into two sub-bands, and an inevitable extra delay.
In this chapter, full band CELP-based schemes for coding wideband speech are 
investigated. The aim is to produce a system, which can perform equally well as a 
split band one, with much reduced complexity and bit rate by employing the CELP- 
based pulse vector excitation which is used in naiTowband speech coding. The detail 
overview of the design and implementation is given. Bit allocation schemes among 
the developed wideband coder aie compared and discussed. Finally the perfoimance 
of each pulse excitation structure is evaluated and the subjective listening test results 
are presented. At the end of the chapter a new idea of producing enhanced speech 
quality at similai* perceptual quality of wideband speech from the narrowband encoded 
speech. The arisen problems and ways forward are discussed.
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8.2 Basic Structure of Wideband Speech Coder
Wideband speech contains twice the frequency range of the narrowband speech, i.e. 8  
IcHz bandwidth and is sampled at 16 l(Hz. As previously described in Section 3.3.2.2, 
the maximum number of formants displayed within the 8  IcHz spectrum is usually 
seven. Thus as a two pole conjugate pair is required to represent each formant, this 
indicates that the filter order needs to be at least 14. However, in order to model the 
formant resonances and general spectral shape more accurately, a 16-pole filter should 
be used. This is confimied by noting that the LPC filter prediction gain against filter 
order saturates when the order is 16 or above for wideband speech, as seen in Figure 
3-5.
In the case of naiTowband speech, a frame size of 20 ms has proved to be efficient 
enough for coding process. Likewise, the same frame size, 320 samples, is used for 
wideband speech. However, the length of the frame and subframe is a major 
consideration in the design of a wideband coder. These two parameters control the 
update rate of all the coding paiameters and ultimately the accuracy by which the 
encoder models the input speech. A faster update rate directly improves the quality of 
the coded speech but incurs the penalty of increasing the computational complexity 
and overall bit rate of the coder. The subframe size can be 40 samples, 8  subframes 
per frame or 80 samples, 4 subframes per frame. Both subframe sizes can be 
implemented. However, an algorithmic delay and bit rate aie different due to the size 
of a subframe (update rate). The details aie shown in the next section.
The linear interpolation is applied to both subframe schemes. This results in half a 
frame delay. The interpolation weighting factors used in Section 4.3.2.1 were applied 
to the 4-subframe scheme. For the 8 -subframe scheme, the resolution of the LPC 
parameters interpolation window is eventually doubled. Therefore, the interpolation 
weighting factors for the 8 -subframe scheme are 15/16, 13/16, 11/16, 9/16, 7/16, 5/16, 
3/16, 1/16. The new set of interpolated LSF values can be obtained from Equation 4-2.
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The developed wideband coder has an open-loop LTP, similai' to the one used in 
naiTowband speech coding. The range of the pitch search is double that of the 
naiTOwband one i.e. 36-287. Firstly, auto-correlations of the 36* - 287* weighted 
speech samples are computed. The array of the calculated auto-conelations is grouped 
in such a way that pitch cannot be doubled in each group. As a consequence, it is 
grouped into 3 groups i.e. 36-71, 72-143, 144-287. The open-loop pitch value is 
defined using the same scheme as the one used in naiTowband speech coding, 
explained in section 6.4.1.3.a. The use of fractional pitch search in naiTOwband speech 
coders is becoming increasingly popular in order to obtain a finer lag resolution. In 
wideband speech the sampling rate is 16 IcHz, i.e. the pitch lag paiameter has a 
resolution which is already double that obtained in an equivalent naiTOwband coder. 
This implies that any increase in quality gained, using fractional pitch in a wideband 
coder, would be minimal. Also the additional computational complexity incuiTed 
would fai' outweigh any advantage gained. The single tap lag index is represented as 
an 8 bit number, this allows the LTP to search for values of lag from 36 to 287 
samples. This covers the range of pitch in wideband human speech from 2ms to 18ms.
8.3 Coding of Wideband Speech using Pulse Vector Excitation
In the course of this research, the pulse vector excitations, which are designed and 
investigated, can be divided into two main categories. In the first category, the pulse 
vector excitation is based on the ACELP structure, which was intended to operate at 
low bit rate. Hence, this category was slightly outperformed by second categoiy, 
which was based on a PRELP structure. The pulse strategies are developed using 
similar strategies which already successfully implemented in the naiTowband speech 
coder.
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8.3.1 Multi-rate Wideband Speech Coder Using ACELP Codebook 
Structure
In the developed naiTowband speech coding system, implemented in Chapter 6 , 
ACELP codebook structure has shown an outstanding performance in compaiison to 
various GSM standai'ds. Consequently, a similar strategy is used in developing low bit 
rate wideband speech coder, whilst maintaining high quality wideband speech. The 
developed coder is based on ACELP structure. It operates on 20 ms frame (320 
samples) basis. It produces 3 different source coding bit rates of 9.75, 13.95 and 15.55 
kb/s. The bit rate is vaiied according to two factors. Firstly, the bit rate depends on the 
number of pulse candidates in the codebook vectors. The number of pulses can be 
increased in order to obtain higher speech quality. Secondly, the subframe size can be 
either 40 samples or 80 samples. This directly varies the update rate of the subframe- 
based parameters, and thus the perfoiTnance as well as the bit rate of the coder is 
varied. The developed ACELP wideband coder employed fix frame size. There are 
two possibilities for the size of a subframe.
8.3.1.1 Large Subframe Size
The large subframe size scheme of the developed coder inherits a naiTowband coding 
structure in term of the frequency in updating subframe-based parameters, i.e. four 
times per frame. There are four subframes in one frame. Each subframe contains 80 
samples and the subframe-based parameters are updated every five seconds. A 
considerable amount of bits can be reduced by using large subframe size scheme, in 
compaiison to the coders which use small subframe size scheme. Two ACELP 
patterns, employing an 80-sample subframe, were designed and investigated. Both 
patterns yield different operating bit rates which are lower than the small subframe 
version. In the first version that operates at 9.75 kb/s, different pulse candidate 
patterns are placed into four different tracks. There are 16 candidates (4-bit index) in 
the first three tracks and 32 candidates (5-bit index) in the last track. The best five 
candidates, which obtain the highest impulse coiTelation value in each track, aie 
selected. The final selection of four pulses (one from each track) is chosen among all
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the combinations of the 20 best candidates (5 candidates/track). Each pulse is also 
accompanied by a 1-bit sign. The bit allocation is shown in Table 5-4.
In the second version, the excitation vector is composed of more pulses, and hence 
operates at higher bit rate. The search algorithm is constructed of four tracks of 
different pulse patterns. Similar to the search algorithm in the earlier version, the best 
five pulse candidates are defined. The search algorithm then selects 2 pulses from 
each track to construct the 8 -pulse excitation vector and extracts the best pulse 
combination. Each pulse of the final excitation is also accompanied by a 1-bit sign. In 
this version, the number of bit allocated for pulse excitation is twice as that used in the 
previous version, due to the increase in number of pulse in the excitation. Therefore, 
its operating bit rate is increased to 13.95 kb/s.
8.3.1.2 Small subframe size
It is not only that a noticeable amount of computational delay was introduced when 
the large subframe size was used (larger amount of codebook combination) but also 
the degradation in the speech quality is quite significant. Therefore, a smaller 
subframe size of 40 samples, same as the one used in narrowband speech coding, is 
introduced in order to reduce the algorithmic delay and increase the speech quality. 
The amount of algorithmic delay is significantly reduced due to the smaller amount of 
codebook search combinations. This scheme, on the other hand, doubles the update 
rate of subframe-based parameters. However, as the update rate is more frequent, the 
quality of the output speech can be expected to be higher than in the long subframe 
versions. As subframe size is reduced to 40 samples, the number of subframes in a 
frame increases to 8  subframes/frame. The final ACELP codebook structure contains 
4 pulses, of which each pulse is selected from the best five candidates from each of 4 
different tracks.
8.3.1.3 Bit allocation
The pulse patterns of the developed multi-rate wideband coder is shown in Figure 8-2. 
By pre-selecting the five best pulse candidates, the number of search combinations is 
enormously reduced from 131072 to 625 in the lowest rate mode (rate 1), from
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131072 to 1250 in the middle rate (rate 2) and from 8192 to 625 in the highest rate 
(rate 3). Rate 1 and Rate 2 have the same track patterns as well as the number of 
required bits per pulse. The difference in these two rates is that only one pulse is 
selected from each track in rate 1 but two pulses are selected from each track in rate 2  
in order to compose the final excitation. Therefore, the bit allocation of the pulse 
excitation of rate 2  is doubled.
The detailed bit allocation is shown in Table 8-1. In two lower rate modes, 80-sample 
subframe is used. This implies that there are more pulse combinations in one search 
than in the highest rate mode. However, their update rates are only half of that in the 
highest rate mode (4 times/frame in rate 1 and rate 2 and 8  times/frame in rate3). 
Therefore, the overall bit rates are lower than in the higest rate mode.
Table 8-1: Bit allocation of the proposed multi-rate ACELP speech coder
Ratel Rate 2 Rate 3
LSF 40
Frame RMS Energy 7
LTP-Lag 4x8 8 x8
LTP-Gain 4x4 8x4
Excitation 4x21 4x42 8x17
Excitation Gain 4x4 4x4 8x4
Total bits/frame 195 279 311
Total bit rate (kb/s) 9.75 13.95 15.55
The bit rates of the developed multi-rate wideband speech coder are significantly 
lower than the bit rates of ITU-T G.722 standai'd, which operates at 48,56 and 64 kb/s
[127]. However, the high perceptual quality is maintained.
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8.3.1.4 Performance Evaluation
The subjective listening test was conducted in the same manner as in the evaluation of 
the peifoimance of the PRELP excitation, section 8 .3.2.6. Operating at the lowest rate, 
the developed wideband ACELP coder provides a fair MGS score i.e. communication 
level. The number of pulses was then increased to produce better quality. Even though 
the number of pulses was increased and resulted in higher bit rate, the improvement 
was not very significant. The reason being is that the subframe-based parameters are 
not updated frequently enough when a large subframe size of 80 samples is used. In 
the case of the lowest rate mode, it is not only due to the slow update rate but also due 
to the number of pulse vectors that is relatively too small i.e. 4 pulses for 80-sample 
subframe.
The solution of employing smaller subframes of 40 samples was applied and the 
highest rate mode was designed. When the residual excitation is updated more often, 
i.e. using the 40-sample subframe instead of the 80-sample subframe, the quality of 
the speech is significantly improved. The highest rate mode provides a comparable 
output to the G.722 standard, when it operates at 48 kb/s.
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Figure 8-3: MGS results of wideband speech coder using ACELP excitation coders.
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It can be observed in Figure 8-3 that the performance of the developed coder was 
improved significantly when the rate was switch from 13.95 to 15.55 kb/s (1.6 kb/s 
difference). This is not the case when it was switched from 9.75 to 13.95 kb/s (4.2 
kb/s difference). In conclusion, toll quality can be achieved when small subframe size 
of 40 samples is employed.
8.3.2 Wideband Speech Coding using PRELP Codebook as a 
Secondary Excitation
It has been shown in Chapter 5 that pulse style excitations, such as PRELP, are more 
efficient at modelling the remaining conelations that may be left in the residual after 
LTP and STP predictions. This is principally due to the fact that it is easier to model 
this remaining residual from a MSE aspect with a few well positioned pulses rather 
than using a codebook consisting of many randomly generated vectors. On the other 
hand, in wideband speech the residual signal often contains very little long-teim 
coiTelation and appears random in nature, more so than in naiiowband coders. This is 
primarily due to the high frequency components which reside in the wideband signal. 
However, when the choice of short subframe size is applied, this ultimately results in 
a more rapid update rate for the LTP memory, and an increased ability to accurately 
match the signal components over its relatively short subframe length.
As previously stated, sparsely-populated pulse style excitation vectors perform better 
than fully-populated vectors. This is due to the fact that the non-zero vector 
components dominate the selection process, which ensures that there is a closer match 
over the larger remaining components in the residual. Also, by making the majority of 
vector components zero, the effect of eixoneous samples, which the MSE process has 
not matched, is minimised. This principle can be extended to apply to the pulse 
selection of wideband speech coder. A number of PRELP codebook structures were 
designed and implemented for the narrowband speech coder, as discussed in Chapter 
5. The similar pulse excitation concepts are exploited here to implement the wideband 
speech coder using such codebooks. The subframe size used is 40 samples, and hence 
there are eight subframes in one frame.
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8.3.2.1 Multiple Pulse Excitation
The structure of the multiple pulse excitation which is employed in this research is 
similar to the one used in RPE-LPC [3]. The number of pulses is not fixed and varies 
according to the size of the residual pitch i.e. large residual pitch results in a smaller 
number of pulse vector and vice versa. The pulse structure is shown in Figure 5-7 (i).
4“ subframe
(i)
^subframe ->
(ii)
Figure 8-4; PRELP excitation structure (i) multiple pulse excitation and 
sign patterns of 3-pulse multi-sign PRELP excitation.
(ii)
The number of all the possibilities of pulse positions can be derived as shown in 
Equation 5-6 and the number of bits required for the pulse excitation codebook is 
given by Equation 5-7. The minimum and maximum value of residual pitch period 
were selected according to the infoimal listening test and adjusted to provide the 
desire bit rate.
8.3.2.2 3-pulse Multi-sign Excitation
It was found in section 5.4.1.2b that a few well-positioned pulses are required to 
model voice onset, in order to provide the pitch-like structure. In addition, the 
alternation of the pulse sign improves the artefact modelling. The pulse structure was 
then constructed as Figure 5-7 (ii). The combination of this pulse pattern follows the 
derivation of the Equation 5-12.
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S.3.2.3 3-pulse Multi-sign with Variable Pulse Amplitude
Following the development in the previous pulse structure, the further improvement 
on perceptual quality can be obtained by using the variable-amplitude on pulse vectors 
instead of fixed ones. However, this introduces more complexity and computation 
load to the algorithm. With this pulse style, as shown in Figure 5-8, the impulse 
response of each pulse vector is different. Therefore, the fine detail of artefact can be 
modelled.
<-subframe
Loop 1
^subframe ^
Loop 2
4-subframe
Loop 3
<-subframe
Loop 4
Figure 8-5: Search loop for variable-amplitude pulse excitation.
8.3.2.4 Mixed Pulse Excitation
The last set of designed PRELP excitation exploits the advantage of the previous 
codebook designs. There are 2 pulse patterns in the search algorithm. Firstly, the 3- 
pulse multi-sign pattern is searched. Secondly, the 2-pulse multi-sign is searched. The 
pulse pattern in which the least mean squai'e eiTor is obtained is selected as a final 
excitation vector. This search algorithm is applied on three different framing schemes 
that operate at 15.9, 19.9 and 23.1 kb/s. The subframe partitions aie shown in Figure 
8 -6 . In the first scheme (i), the search is earned out on half a subframe basis. In the 
second scheme (ii), subframe is divided into three of 14-samples mini-subframes with 
one overlapped sample. In the third scheme (iii), there are four searches on every 10
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samples. It is noted that the response of the final pulse selection of each mini­
subframe is removed from the target signal after each search. These different schemes 
introduce varieties of search procedure in order to obtain the best secondary 
excitation. However, more complexity and computation load aie introduced. 
Moreover, the operational bit rates are tremendously increased as there aie eight 
subframes in one frame. The details of the bit allocation is shown in the next section.
-40
-20
9-bit 9-blt
(i)
40
8-bit 8-bit 8-bit
' < — 14
: < — 1 4 -
(ii)
------------ 40 -
14
7-bit 7-blt 7-bit 7-bit
10 10 |0 - > 1< - 1 0 ^
(iii)
Figure 8 -6 : Subframe partitions for different seai'ch algorithms for multi-rate mixed 
excitation wideband PRELP coder (i) at 15.9 kb/s, (ii) at 19.9 kb/s and
(iii) at 23.1 kb/s.
8.3.2.S Bit Allocation
In the developed multi-rate PRELP coders, the bit allocation structure of most of the 
pai*ameters is the same, namely LPCs, pitch index, pitch gain, codebook gain and 
RMS energy. However, the bit allocation for the codebook index varies according to 
the pulsing strategies and the required operating rates. The bit allocation of the 
developed multi-rate wideband PRELP coder is presented in Table 5-4.
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Table 8-2: Bit allocation of the developed PRELP coders.
Parameters Bits/frame Bits ner second th/sl
lOLSFs 40 2 0 0 0
Frame RMS 6 300
Pitch index 8 x 4 1600
Pitch gain 8 x 4 1600
Total common bits without CB 110 5500
Multi-nulsePRET.P FMnPTClll ( l O J .  7 5 .9  k h /x )
Codebook index 8 x 9 3600
Codebook gain 8 x 4 1600
Total codebook bits 104 5200
Total bit rate 214 10700
Multi-sign PRET.P 13AMPPTC41 ( 1 7 .1  7c7)/x)
Codebook index 8x10 4000
Codebook gain 8 x 4 1600
Total codebook bits 112 5600
Total bit rate 222 11100
Multi-sign PRET P with Var able Amnlitude 13AMPPTC41 ( 7 7 . 9  7c7)/x)
Codebook index 8  X 1 2 4800
Codebook gain 8 x 4 1600
Total codebook bits 128 6400
Total bit rate 238 11900
Mixed-excitation PRET.P F2m3PTC41 ( 7 .5 .9  7c7>/s)
Codebook index 8x18 7200
Codebook gain 8 x 8 3200
Total codebook bits 104 10400
Total bit rate 184 15900
Mixed-excitation PRET.P 12m3PTC41 ( 7 9 . 9  7c7)/s)
Codebook index 8x24 9600
Codebook gain 8 x12 4800
Total codebook bits 144 14400
Total bit rate 224 19900
Mixed-excitation PRET.P 12m3PTC41 ( 2 3 .7  7c7)/s )
Codebook index 8x28 1 1 2 0 0
Codebook gain 8  X 16 6400
Total codebook bits 176 17600
Total bit rate 256 23100
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In Table 5-4, the common bit allocation is shown in the first table and the bit 
allocation of the pulse excitation codebooks used in developed wideband PRELP 
coders are shown in the later table. The total bit rate is the sum of the bits described in 
the common bit allocation table and the number of bits allocated for codebook index 
and gain.
In the last two pulse structures, the bit rates aie increased tremendously. This is due to 
the fact that the number of bits allocated for the codebook is double of that which was 
allocated for naiTOwband. This, in turn, is due to a result of there being twice the 
number of subframes. The tests aimed at investigating the improvement of the speech 
quality when the extreme amount of search styles and combinations aie used,
S.3.2.6 Performance Evaluation
The subjective listening test was conducted to evaluate the performance of the 
developed coders. Ten speech samples, 5 male and 5 female English sentences, were 
processed using all versions of the developed coders. The total test database consisted 
of 130 sentences. The 30 test samples were picked randomly from the database and 
played to the subjects. There were 24 listeners who paiticipated in the test. This test 
used MOS scores in order to assess the performance of each coder.
Figure 8-7 shows the coder performance based on their MOS scores. A simple multi­
pulse scheme [MpPICll] which offers the lowest bit rate (10.7 kb/s) in the set 
provides a communication level quality. However, when the pulse search is done 
twice, which results in higher bit rate (15.9 kb/s), it can produce a neai' toll quality 
speech. Another PRELP strategy for relatively low bit rate wideband coder is a 3- 
pulse multi-sign with and without amplitude vaiiation. This pulse scheme offers better 
perceptual quality than multi-pulse scheme, with a single search.
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Figure 8-7: MOS results of wideband speech coder using PRELP excitation coders.
* Mixed-excitation PRELP [2m3PIC4]
* Multi-sign PRELP with/without Variable Amplitude [3AMPPIC4]
* Multi-pulse PRELP [MpPICll]
* ITU-T Standard [G.722]
Finally, if the toll quality speech is required, a more complex and higher bit rate coder 
such as mixed excitation [2m3PIC4] should be used. Even though this pulse style 
requires higher bit rate, it promises very high quality speech output. It can be seen 
from Figure 8-7 that this scheme performs as well as the ITU-T standard G. 722, 
operating at the highest bit rate. It also performs better than G.722 when G.722 is 
operating at lower rate modes.
8.4 Pulse Vector Excitations for Optimal Performance
In this chapter, the extensive designs and investigations of pulse vector excitation for 
wideband speech coding were caixied out. The ultimate aim is to evaluate the optimal 
selection of the pulse vector style for the coder to have an optimal perfoimance at 
wide range of operating bit rate. The dotted line in Figure 8 - 8  shows the trend line 
choosing appropriate pulse vectors for different operating bit rates. The operating
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range of bit rates for the developed low bit rate wideband coder is between 9 to 24 
kb/s. The optimal selection of pulse scheme was made in order to maintain the speech 
quality at toll or neai’ toll quality throughout the range of operating bit rate.
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4.00
3.50
U)I  3.00
2.50
2.00
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Bit Rate (kb/s)
24 48
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Excitation
2rtûPi01
—# — 3AMPPIC4
- ^ A C B - P
G722
56 64
Figure 8 -8 : Summary of the performance of developed wideband CELP-based coder 
using pulse vector excitaion.
8.5 Concluding Remarks
In wideband speech, a speech coder must accurately represent the low frequency 
components since these contain over 80% of the speech information. However, it is 
necessary to represent the perceptually less important high frequencies since these aie 
the components that provide the characteristic richness and voice naturalness of 
wideband speech. When this is achieved, the overall perceived quality will be 
increased. On the other hand, the high frequency components and high spectral 
dynamic range between low and high frequency components results in difficulties in 
coding wideband speech. Most schemes utilise a split-band structure to code 
wideband speech. This allows the coding structure to be flexible in the sense that 
more bits can be allocated to the perceptually important low band. However, this 
incurs additional complexity into the system and increases the coding delay. To
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overcome both drawbacks of using a split band structure, wideband speech was 
treated and coded as a full band in this chapter
Coders were designed based on CELP using different pulse vector excitation schemes 
to minimise the number of bits used as well as maintaining toll quality speech. Both 
ACELP and PRELP strategies were used. The first version of ACELP was designed to 
perform at very low bit rate. Therefore, the subframe size of 80 samples was used. Its 
quality at 9.75 kb/s was judged to be significantly inferior to the G.722 standard at 48 
kb/s. The number of pulse vectors in the excitation signal was then doubled in order to 
improve the performance of the developed coder. However, the perfoixnance did not 
show any significant improvement. It was found that using a large subframe size is 
inadequate to model wideband speech in order to achieve toll quality. The smaller 
subframe size of 40 samples was then applied and resulted in higher operating bit rate. 
However, the quality of the output speech at 13.95 kb/s was judged as near toll 
quality.
Vaiious pulse strategies based on PRELP were then developed using 40-sample 
subframe in order to produce speech at toll or near toll quality. The performance of the 
coders varied according to the number of pulses contained in the final excitation 
vector and the subframe segmentation schemes which were used in the 3 highest rates. 
Most of the pulse strategies achieved neai-toll to toll quality and also outperformed 
ITU-T G.722 standard at higher rates. The best selection of the pulse vector excitation 
has been presented in the previous section. This can be applied in multi-rate wideband 
speech coder to operate from near toll quality at 9 kb/s to toll quality at 24 kb/s.
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Chapter 9
9. Conclusion
9.1 Preamble
The work in this thesis has been to design and develop CELP-based speech coders and 
evaluate the optimum strategy for the secondary excitation to be used at different rates 
for both narrowband and wideband speech. The desired operating region for 
naiTowband speech has been 6  to 14 kb/s. Within this operating region, the developed 
coders can be seamlessly implemented into the existing mobile communication 
infrastructure such as GSM system. For wideband speech, the work has concentrated 
on developing a wideband speech coder which operates at much lower bit rates than 
the standai'd wideband coder whilst providing toll or near toll quality. This research 
has been divided into three main ai*eas.
1. The primary aim has been to improve the perceptual quality at different operating 
bit rate of both naiTowband and wideband speech by adopting pulse vector 
excitation as the secondary excitation signal instead of an ordinary Gaussian 
codebook. The research has resulted in the optimal selection of the pulse strategies 
to be used for different bit rates in order to obtain high speech quality.
2. AMR coder has been designed and developed, using ACELP structure. The 
developed coder has outpeifoimed existing standards. Moreover, the pulse 
strategies which have been used have not only been able to provide high speech 
quality but have also introduced much less computational load.
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3. At certain periods of time, speech can be considered stationary for longer than 20- 
30 ms, the length typically used as a frame size for fixed-frame speech coders. A 
new era of variable-frame-rate speech coding system has been proposed using 
speech segmentation based on speech recognition. The frame size has been made 
variable and can be as long as 70 ms. This has resulted in bit rate reduction of up to 
2 0  % and a significant degree of perceptual quality improvement over fixed-rate 
coder.
In the following sections a brief conclusion of the research achievements reported in 
this thesis is presented. This is followed by a short discussion on possible directions of 
future research activity.
9.2 Concluding Overview
General knowledge of speech signal and coding background has been given in 
Chapter 2. The discussion of the speech chaiacteristics has shown the possibility of 
frame size extension which has then been successfully implemented in Chapter 7.
Chapters 3 and 4 have provided a basic overview of the techniques and methods used 
by AbS-LPC coding schemes. The majority of the work has been centred on the CELP 
coder. This has included, in Chapter 4, an in depth investigation of the effectiveness 
of the LTP search procedure in the CELP coder i.e. open-loop and closed-loop 
fractional pitch search. The successful practical approach has been shown in the real­
time implementation of the multi-rate Improved ACELP coder in Chapter 6 . However, 
the original CELP algorithm had one major disadvantage which plagued early 
attempts of implementation, i.e. it was very computationally intensive. Instead of 
using Gaussian codebook, an alternative solution was introduced which uses a 
spai'sely-populated pulse excitation consisting of codewords of individual or groups of 
pulses. Not only has this had the advantage of greatly simplicity, but also the final 
excitation has been successful in modelling the objectively important remaining 
artefacts. The performance evaluation has then been discussed in Chapter 5.
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Chapter 5 has discussed various formulations for these pulsed vector excitations, in 
particular two forms were studied, i.e. ACELP and PRELP. This chapter has only 
given general background knowledge and a practical approach to speech coding using 
ACELP. The design and development issues for the practical implementation of 
ACELP have then been further discussed in Chapter 6 . The course of this research has 
shown that PRELP excitation maintained the long-term matching ability of the 
original PRELP excitation whilst incorporating the additional flexibility to model 
artefacts such as momentary changes in the waveform shape which often occur during 
regions of voiced speech. It was found that one pulse scheme performs differently to 
the other pulse schemes. One may perform very well at higher bit rates but the 
performance is degraded rapidly when the bit rate is diopped and vice versa. As a 
consequence, an extensive design and investigation on pulsing strategies was cairied 
out. This research has resulted in a multi-rate PRELP coder that consists of a selection 
of pulse styles which gives optimal performance at different operating bit rates. The 
low bit rate version can also be used to replace the Improved ACELP excitation to 
give better performance in the lower region of the operating bit rates. It should be 
noted that the dynamic range of the excitation gain has been much reduced by using 
frame energy normalisation method. Although the sparsely-populated vector can result 
in a significant reduction of the computational complexity, ICM has been used to 
further reduce the computational load. The calculation is then reduced to only one 
convolution operation for all codebook entries instead of one convolution operation 
per codebook entry as in the ordinaiy method.
A multi-rate Improved ACELP has been successfully developed in Chapter 6 . The 
multi-rate coding system offers a higher level of error protection with optimal 
bandwidth utilisation. By exploiting track-by-track closed-loop seai'ch and pre­
selected pulse candidates strategy, the computation complexity has been much 
reduced. Above all, the developed coder outperfonus the existing fixed-rate codec 
standai'd i.e. GSM-EFR, GSM-FR, G.728 and G.729. In addition, when the required 
operation bit rate is lower than 8  kb/s, it has been suggested to replace ACELP pulse 
style with PRELP pulse style in order to maintain good speech quality at such a low 
bit rate.
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A new kind of variable-frame-rate speech coding system has been proposed in 
Chapter 7. The idea of variable-frame-length coding is based on the time varying 
characteristics of the speech signal, where longer frame lengths are used to code 
highly coiTelated steady state speech segments and unvoiced speech, whilst shorter 
frame sizes are employed to shape momentary changes in speech signal such as 
transients. The most important part of the variable-frame-rate coding is the accurate 
speech segmentation algorithm. The system uses the linguistic knowledge of the 
speech to assist in the speech segmentation. In other words, speech has been 
segmented according to the phoneme segmentation via speech recognition process. A 
reliable speech recognition system based on HMMs has been presented. The first 
successful attempt has been the improvement of the output speech quality and a 
reduction in the average operating bit rate. However, the bit rate reduction of the 
developed variable-frame-rate system was only marginal. The solution has been to 
introduce voicing classification (voiced, unvoiced and silence) to be used for the 
codebook selection. Finally, the average bit rate has been reduced significantly, up to 
20 % due to the different bit allocations for different codebooks. Above all, the speech 
quality has also been further improved. One of the reasons for this is that the selected 
OCCG codebook performs very well during unvoiced regions and PRELP codebook 
performs very well during voice regions and speech transients. Moreover, the prime 
factor for the bit rate reduction has been that there are no bits required for 
transmission during silence regions. The bit rate would be further reduced in the real 
conversation because 60 % of the conversation is silence. During the silence region, a 
low level random noise has been used as an excitation signal. The level has been 
appropriately adjusted to the level of frame energy in order to provide the seamless 
transition from and to silence region and to maintain the naturalness of the speech 
environment.
Chapter 8  has been dedicated to the design and development of the wideband speech 
coder. The ultimate aim has been to produce much lower bit rate coder which 
perfoims similarly to the ITU-T wideband speech codec standard (G.722) which 
operates at extremely high bit rates of 48, 56 and 64 kb/s. Full-band approach using 
pulse vector excitation based on CELP coder has been used. It has been concluded 
that long subframe (80 samples) is inefficient to track the slow change in the speech
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signal. Therefore, a short subframe size of 40 samples has been employed to produce 
high speech quality. However, long subframe has been required when the very low bit 
rate operation is the prime target. The achievement has been a developed wideband 
speech coder which operates at much lower bit rate whilst toll or near toll quality is 
maintained. It has ultimately achieved a quality which is subjectively comparable to 
G.722 at 48, 56 and also at 64 kb/s. A multi-rate version has presented the optimal 
selection of pulse style to be used at different bit rates.
9.3 Future Work
The coders which have been developed in the course of this research are based on 
CELP. Different versions of coders have been designed and developed to serve wide 
range of operating bit rates. It has been found that the lower the operating bit rate, the 
noisier the output speech. This is due to the well-known noisy stochastic characteristic 
of CELP coder. It becomes significantly noticeable when the speech output of CELP 
coder is compaied with the output of a vocoder such as SB-LPC. The SB-LPC coder 
typically operates at very low bit rates. Moreover, the decoded speech of SB-LPC 
coders is typically very clean and cleai*, even though they do not perform closed-loop 
error minimisation to obtain the optimal model parameters. However, the performance 
of SB-LPC is degraded severely when pitch estimation is not accurate enough and 
under background noise conditions. It can be concluded that the two coders are 
entirely different with respect to this coding structures but each has its own 
outstanding features. The combination of both coders should promise further 
improvement in the perceptual quality of speech. The possible approach to apply AbS 
algorithm to SB-LPC coder has been proposed in [131]. The way forward to the 
combination of both coders is to exploit the noisy characteristic of CELP coder to 
reproduce natural high quality unvoiced speech. In addition, the clean speech 
production characteristic of SB-LPC coder can be used to reproduce high quality and 
clean voiced speech. Above all, the model paiameters of speech can be optimised in 
closed-loop manner.
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For the wideband speech approach, even though the developed wideband speech 
coders operate at restricted medium bit rate i.e. not higher than 16 kb/s, they can 
produce toll quality speech. However, operating at much higher bit rates, such as 48, 
56 and especially at 64 kb/s, G.722 standard still outperforms the developed wideband 
coder. It is very difficult to achieve such quality level at much lower bit rates. The 
potential research idea would be to focus on maintaining the wideband toll quality and 
at the same time further reduce the operating bit rate. In general, wideband speech 
coding algorithm offers very high perceptual quality but inherits a prohibitively large 
bit allocation. On the other hand, narrowband speech coding algorithm can offer much 
lower operating bit rate but produces a ‘muffled’ speech due to the lack of high 
frequency components. Figure 9-9 illustrates the lack of the high frequency in 
narrowband by plotting narrowband speech on top of wideband speech, as shown in 
the ellipses. A possible way forward would be to produce a speech perceptually 
equivalent to the expected wideband speech quality using narrowband coding 
structure.
-5 0 0 0 .0  f
1 §000.0
10.0 --------1 5 0 0 0 .0
20000.0 2 5 0 0 0 .0
Figure 9-9: Comparison of the presence of high frequency speech in 
(i) wideband speech and (ii) narrowband speech
Chapter 9; Conclusion 210
A simple investigation of the possible approaches to implement an efficient band 
widening was earned out. A system shown in Figure 9-10(i) aims to emulate 
naiTOwband excitation at 16 IcHz by using wideband speech as the input. Therefore, a 
decimator is required. This experiment showed that the naiTowband excitation with 
‘O’s inserted in between every other sample can be used to produce wideband speech 
through the LPC-16 synthesis filter. The excitation is extracted from the original 16 
l(Hz speech. Therefore, the energies of the excitation and the spectral envelope are 
matched.
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Figure 9-10: Block diagrams of tested systems (i) using 8  IcHz sampling excitation 
(ii) using 16 kHz sampling excitation
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Figure 9-11: Spectral envelope comparison between naixowband and wideband 
speech.
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The investigation of the experiment in Figure 9-10(ii) shows that the excitation of 
narrowband speech contains higher energy than that of wideband speech. The 
magnitudes of the LPC envelope of wideband speech are again larger than that of the 
naiTOwband speech as shown in Figure 9-11. Therefore, when the high energy 
excitation of narrowband speech is passed through the high magnitude LPC-16 
synthesis filter, the output signal is overamplified. As a consequence, the level of the 
naiTOwband excitation which is used to synthesise output speech is needed to be 
controlled.
The two experiments show the indicative results for implementing any future 
naiTowband-wideband adaptation algorithms. The key factors are the LPC coefficient 
mapping between naixowband and wideband domains and energy or gain control. By 
using this approach, the enhanced speech quality similar' to wideband speech can be 
achieved via narxowband speech coding parameters. In other words, wideband speech 
quality can be achieved using the coder which operates at the similar' bit rate to that of 
narxowband coder.
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Abbreviations
AaS Analysis and Synthesis
AbS Analysis by Synthesis
ACELP Algebraic Code Excited Linear Prediction
AM Auto-correlation method
AMR Adaptive Multi-rate
APC Adaptive Predictive Coding
CCITT International Telegraph and Telephone Consultative Committee
CELP Code Excited Linear Prediction
CS-ACELP Conjugate-Stincture Algebraic Code Excited Linear Prediction
DAM Diagnostic Acceptability Measurement
DRT Dynamic Rhyme Test
DSP Digital Signal Processing
DTMF Dual Tone Multi-Frequency
DoD US Department of Defence
DSP Digital Signal Processing/Processor
EBER Estimated Bit Eixor Rate
EFR Enhanced Full Rate
ETSI European Telecommunication Standards Institution
EEC Forwai'd Error Correction
FFT Fast Fourier Transform
FR Full-Rate
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GSM Global System for Mobile Communications
HR Half-Rate
ICM Impulse Coixelation Method
IMBE Improved Multi-Band Excitation
ISDN Integrated Services Digital Network
ITU-T International Telecommunications Union- Telecommunications section.
LD-CELP Low Delay Code Excitation Linear Prediction
LM Lattice Method
LP Linear Prediction
LPC Linear Predictive Coding
LSF Line Spectral Frequencies
LSP Line Spectral Pair
LTP Long Term Prediction
MBE Multi-Band Excitation
MELP Mixed Excitation Linear Prediction
MPE-LPC Multi-Pulse Excited Linear Predictive Coding
MS Mobile Station
MSE Mean Square Eixor
MSVQ Multi Stage Vector Quantiser
PCM Pulse Code Modulation
PDA Pitch Detection Algorithm
PDF Probability Density Function
PRELP Pulse Residual Excitation Linear Prediction
PSTN Public Switched Telephone Network
QOS Quality of Service
RAM Random Access Memory
RMS Root Mean Squaie
RPE-LPC Regular Pulse Excited Linear Predictive Coding
RxLev GSM defined Receive Caiiier Level Estimates, averaged over 480 ms
RxQual GSM defined Receive Quality Estimates, averaged over 480 ms
SP-LPC Split-Band Linear' Predictive Coding
VSELP Vector Sum Excitation Linear' Prediction
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