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Abstract
We give a notion of branching systems on ultragraphs. From this
we build concrete representations of ultragraph C*-algebras on the
bounded linear operators of Hilbert spaces. To each branching system
of an ultragraph we describe the associated Perron-Frobenius operator
in terms of the induced representation. We show that every permu-
tative representation of an ultragraph C*-algebra is unitary equiva-
lent to a representation arising from a branching system. We give a
sufficient condition on ultragraphs such that a large class of repre-
sentations of the C*-algebras of these ultragraphs is permutative. To
give a sufficient condition on branching systems so that their induced
representations are faithful we generalize Szyman´ski’s version of the
Cuntz-Krieger uniqueness theorem for ultragraph C*-algebras.
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1 Introduction
Ultragraphs are combinatorial objects that generalize directed graphs.
Roughly speaking an ultragraph is a graph where the image of the range
map does not belong to the set of vertices, but instead to the power set
on vertices. The concept was introduced by Mark Tomforde in [24] with
an eye towards C*-algebra applications. In particular, Tomforde showed in
[24] how to associate a C*-algebra to an ultragraph and proved that there
exist ultragraph C*-algebras that are neither Exel-Laca algebras nor graph
C*-algebras. So the study of ultragraph C*-algebras is of interest, but fur-
thermore, ultragraph C*-algebras were key in answering the long-standing
question of whether an Exel-Laca algebra is Morita equivalent to a graph
algebra (see [16]).
Recently the scope of ultragraphs has surpassed the realm of C*-algebras,
reaching applications to symbolic dynamics. In particular, ultragraphs are
fundamental in characterizing one-sided shift spaces over infinite alphabets.
Furthermore, questions regarding the dynamics of one-sided shift spaces over
infinite alphabets were answered using ultragraphs and their C*-algebras (see
[13]).
The above evidence leads us to believe that there are still many appli-
cations of ultragraphs to be found. Indeed, among the results we present
in this paper, we will show a connection (via branching systems) between
ultragraphs and the Perron-Frobenius operator from the ergodic theory (see
Section 5), therefore generalizing results previously obtained for graph alge-
bras and Cuntz-Krieger C*-algebras (see [10, 12]).
Branching systems are not just important as a way to connect ultragraphs
to the ergodic theory. They have appeared in fields as random walks, sym-
bolic dynamics, wavelet theory and are strongly connected to the representa-
tion theory of combinatorial algebras. In particular, Bratteli and Jorgensen
have initiated the study of wavelets and representations of the Cuntz algebra
via branching systems in [3, 4]. After this, many results relating branching
systems and representations of generalized Cuntz algebras were obtained, see
for example [7, 8, 9, 11, 12, 14]. It is our goal in this paper to generalize many
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of the results obtained in the just mentioned manuscripts to ultragraphs.
In particular, to obtain ultragraph versions of the results presented in [8]
we must first develop a generalized Cuntz-Krieger uniqueness theorem for
ultragraph C*-algebras. Actually there has been a lot of activity recently
on generalized Cuntz-Krieger theorems for combinatorial algebras, see for
example [5, 6, 26] and so the proof of a generalized Cuntz-Krieger uniqueness
theorem for ultragraph C*-algebras is of independent interest.
We break the paper as follows. In Section 2 we present a preliminary
on ultragraphs. In Sections 3, 4 and 5 we generalize the results in [10] to
ultragraphs. In particular we introduce branching systems of ultragraphs in
Section 3; In Section 4 we show how to build a representation of the ultra-
graph C*-algebra from a branching system of an ultragraph; then in Section 5
we find the connection between branching systems, representations and the
Perron-Frobenius operator. We generalize the results in [14] in Section 6,
where we introduce permutative representations, show that they are always
unitarily equivalent to a representation arising from a branching system and
give sufficient conditions on ultragraphs so that a large class of represen-
tations on these ultragraph C*-algebras are permutative. In Section 7 we
make a pause in the theory of branching systems and prove the generalized
Cuntz-Krieger uniqueness theorem for ultragraph C*-algebras. This section
can be read independently from the other sections. To end the paper, in
Section 8 we prove versions of the results in [8] for ultragraphs, that is, we
prove a converse of the Cuntz-Krieger uniqueness theorem for ultragraph C*-
algebras and give a sufficient condition for a representation of an ultragraph
C*-algebra, arising from a branching system, to be faithful.
2 Preliminaries
Throughout this paper, the notation N stands for the set of all the positive
integers; all measure spaces are assumed to be σ-finite; all C*-algebras are
assumed to be separable; and all representations of C*-algebras are assumed
to be on separable infinite-dimensional Hilbert spaces.
The following lemma might be well-known but we are not able to find
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any reference to it.
Lemma 2.1 Let A be a C*-algebra, let I, J be closed two-sided ideals of A,
let B be a C*-subalgebra of I, and let X be a closed subspace of I. Suppose
that BX,XI ⊂ X ;XX∗ ⊂ B,X∗X ⊂ I; and spanXX∗ = B, spanX∗X = I.
Furthermore, suppose that B ∩ J = 0. Then I ∩ J = 0.
Proof. It is straightforward to show that X is a B–I imprimitivity bi-
module (see [23, Definition 3.1]) with the natural operations on X . By [23,
Theorem 3.22], there exists a lattice isomorphism Φ from the set of closed
two-sided ideals of B onto the set of closed two-sided ideals of I. A straight-
forward calculation gives
Φ(B ∩ J) = span{x∗y : x, y ∈ X ; and for z ∈ X, we have yz∗ ∈ J ∩B}.
We claim that Φ(B ∩ J) = I ∩ J . Since X ⊂ I,Φ(B ∩ J) ⊂ I. Fix x, y ∈ X
satisfying that for z ∈ X, yz∗ ∈ J ∩ B. Notice that x∗y(∑ni=1 z∗i z′i) ∈ J for
z1, z
′
1, . . . , zn, z
′
n ∈ X . Since spanX∗X = I, we deduce that x∗y ∈ J . So
Φ(B ∩ J) ⊂ I ∩ J . Conversely, fix ∑ni=1 x∗ix′i ∈ spanX∗X ∩ J . Take an
approximate identity (eα) ⊂ I ∩ J . Then x′ieαz∗ ∈ J ∩ B for all α, for all
z ∈ X , and ∑ni=1 x∗ix′ieα → ∑ni=1 x∗ix′i. So ∑ni=1 x∗ix′i ∈ Φ(B ∩ J). Since
spanX∗X = I, I ∩ J ⊂ Φ(B ∩ J). Hence Φ(B ∩ J) = I ∩ J . Therefore
I ∩ J = 0 because B ∩ J = 0. 
Remark 2.2 Φ as in Lemma 2.1 is indeed the inverse map of the Rieffel
correspondence given in [23, Proposition 3.24].
In the rest of this section we give a brief introduction to ultragraphs and
ultragraph C*-algebras, as defined by Tomforde in [24].
Definition 2.3 ([24, Definition 2.1]) An ultragraph is a quadruple G =
(G0,G1, r, s) consisting of two countable sets G0,G1, a map s : G1 → G0 and
a map r : G1 → P (G0) \ {∅}, where P (G0) stands for the power set of G0.
Example 2.4 Below we show the picture of the ultragraph where G0 =
{v1, . . . v10}, G1 = {e1, . . . , e5} and the source and range maps are defined
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as follows: s(e1) = v1, s(e2) = v6, s(e3) = v2, s(e4) = v6 and s(e5) = v10;
r(e1) = {v2, v3}, r(e2) = {v3, v4, v5}, r(e3) = {v7}, r(e4) = {v10} and
r(e5) = {v8, v9}.
rv1
r
v2
rv3
>
e1
r
v6
rv4
rv5
<
e2
rv7>
e4
r
v10
>
e3
∧e5
r
v8
r
v9
Ultragraph G.
Remark 2.5 Notice how in the drawing above we split the edges to represent
their range.
Definition 2.6 ([24, Page 349]) Let G be an ultragraph. Define G0 to be
the smallest subset of P (G0) that contains {v} for all v ∈ G0, contains
r(e) for all e ∈ G1, and is closed under finite unions and nonempty finite
intersections.
The set G0 can be characterized in the following way.
Lemma 2.7 ([24, Lemma 2.12]) Let G be an ultragraph. Then
G0 =
{( ⋂
e∈X1
r(e)
)
∪ · · · ∪
( ⋂
e∈Xn
r(e)
)
∪ F : Xi’s are finite subsets of G1,
F is a finite subset of G0
}
.
Definition 2.8 ([24, Definition 2.7, Theorem 2.11]) Let G be an ultra-
graph. The ultragraph algebra C∗(G) is the universal C*-algebra generated
by a family of partial isometries with orthogonal ranges {se : e ∈ G1} and a
family of projections {pA : A ∈ G0} satisfying
1. p∅ = 0, pApB = pA∩B, pA∪B = pA + pB − pA∩B, for all A,B ∈ G0;
2. s∗ese = pr(e), for all e ∈ G1;
5
3. ses
∗
e ≤ ps(e) for all e ∈ G1; and
4. pv =
∑
s(e)=v
ses
∗
e whenever 0 < |s−1(v)| <∞.
Moreover, any family of partial isometries with orthogonal ranges {Se : e ∈
G1} and any family of projections {PA : A ∈ G0} in any C*-algebra B satis-
fying Conditions (1)–(4) is called a Cuntz-Krieger G-family.
Notice that pv ≥
∑
e∈S ses
∗
e for any nonempty finite subset S ⊂ s−1(v).
It follows from [24, Theorem 2.11] that each se and pA, with A 6= ∅, are
nonzero.
Definition 2.9 ([24, Page 350]) Let G be an ultragraph. For α ∈ G0, de-
fine s(α) = r(α) := α, and define |α| := 0. For n ≥ 1, define Gn := {α =
(αi)
n
i=1 ∈
∏n
i=1 G1 : s(αi+1) ∈ r(αi), i = 1, . . . , n− 1}, and for α ∈ Gn define
s(α) := s(α1), r(α) := r(αn), |α| := n. Define G∗ := ∐∞n=0Gn. For α ∈ G∗,
define
sα :=

sα1 . . . sα|α| if |α| > 0pα if |α| = 0.
Definition 2.10 ([24, Definition 3.4]) Let G be an ultragraph. An ele-
ment α ∈ G∗ \ G0 is called a cycle if s(α1) ∈ r(αn). A cycle α is said to be
simple if αi 6= αj for all i 6= j. A cycle α is said to have exits if one of the
following happens:
1. there exists 1 ≤ i ≤ n− 1 such that s−1(r(αi)) 6= αi+1;
2. s−1(r(αn)) 6= α1;
3. there exist 1 ≤ i ≤ n and v ∈ r(αi) such that s−1(v) = ∅.
Moreover, the ultragraph G is said to satisfy Condition (L) if every cycle has
exits.
It is straightforward to see that a cycle α = (α1, . . . , αn) has no exits if
|r(αi)| = 1, s−1(s(αi)) = {αi} for all i = 1, . . . , n.
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Definition 2.11 ([25, Definitions 3.1, 3.2]) Let G be an ultragraph. A
subset H ⊂ G0 is said to be hereditary if
1. for A,B ∈ H, we have A ∪ B ∈ H;
2. for A ∈ H, B ∈ G0, if B ⊂ A then B ∈ H; and
3. for e ∈ G1, if {s(e)} ∈ H then r(e) ∈ H.
A subset S ⊂ G0 is said to be saturated if for v ∈ G0, 0 < |s−1(v)| <
∞, r(s−1(v)) ⊂ S =⇒ {v} ∈ S.
Lemma 2.12 ([25, Lemma 3.12]) Let G be an ultragraph and let H be a
hereditary subset of G0. Define H0 := H. For n ≥ 0, define
Sn := {v ∈ G0 : 0 < |s−1(v)| <∞, r(s−1(v)) ⊂ Hn}; and define
Hn+1 := {A ∪ F : A ∈ Hn, F is a finite subset of Sn}.
Then
⋃∞
n=0Hn is the smallest hereditary and saturated subset of G0 containing
H.
Lemma 2.13 ([25, Lemma 3.5]) Let G be an ultragraph and let SH be
a hereditary and saturated subset of G0. Then the closed two-sided ideal
I(SH) of C∗(G) generated by {pA : A ∈ SH} is gauge-invariant and has the
following form.
I(SH) = span{sαpAs∗β : α, β ∈ G∗, A ∈ SH}.
The following is the Cuntz-Krieger uniqueness theorem for ultragraph
C*-algebras.
Theorem 2.14 ([24, Theorem 6.7]) Let G be an ultragraph which satis-
fies Condition (L). Then for a Cuntz-Krieger G-family {PA, Se : A ∈ G0, e ∈
G1} in a C*-algebra B satisfying PA 6= 0 whenever A 6= ∅, the ultragraph C*-
algebra C∗(G) is isomorphic with C∗(PA, Se) via the map pA 7→ PA, se 7→ Se.
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3 Branching Systems of Ultragraphs
In this section we introduce branching systems associated to ultragraphs
and show that they always exist.
Definition 3.1 Let G be an ultragraph, (X, µ) be a measure space and let
{Re, DA}e∈G1,A∈G0 be a family of measurable subsets of X. Suppose that
1. Re ∩Rf µ−a.e.= ∅ if e 6= f ∈ G1;
2. D∅ = ∅;DA ∩DB µ−a.e.= DA∩B;DA ∪DB µ−a.e.= DA∪B for all A,B ∈ G0;
3. Re
µ−a.e.
⊆ Ds(e) for all e ∈ G1;
4. Dv
µ−a.e.
=
⋃
e∈s−1(v) Re if 0 < |s−1(v)| <∞; and
5. for each e ∈ G1, there exist two measurable maps fe : Dr(e) → Re and
f−1e : Re → Dr(e) such that fe ◦ f−1e µ−a.e.= idRe , f−1e ◦ fe µ−a.e.= idDr(e), the
pushforward measure µ ◦ fe, of f−1e in Dr(e), is absolutely continuous
with respect to µ in Dr(e), and the pushforward measure µ ◦ f−1e , of
fe in Re, is absolutely continuous with respect to µ in Re. Denote the
Radon-Nikodym derivative d(µ◦fe)/dµ by Φfe and the Radon-Nikodym
derivative d(µ ◦ f−1e )/dµ by Φf−1e .
We call {Re, DA, fe}e∈G1,A∈G0 a G-branching system on (X, µ).
It follows that µ in Dr(e) is absolutely continuous with respect to µ ◦ fe, µ
in Re is absolutely continuous with respect to µ ◦ f−1e ,Φfe > 0 µ-a.e. in
Dr(e),Φf−1e > 0 µ-a.e. in Re, and Φfe(x)Φf−1e (fe(x)) = 1 µ−a.e. in Dr(e). For
α ∈ G∗ \ G0, define fα := fα1 ◦ · · · ◦ fαn , and define f−1α := f−1αn ◦ · · · ◦ f−1α1 .
It is straightforward to see that µ ◦ fα in Dr(αn) is absolutely continuous
with respect to µ in Dr(αn), and µ ◦ f−1α in Rα1 is absolutely continuous with
respect to µ in Rα1 . Denote the Radon-Nikodym derivative d(µ ◦ fα)/dµ by
Φfα , and denote the Radon-Nikodym derivative d(µ ◦ f−1α )/dµ by Φf−1α .
Theorem 3.2 Let G be an ultragraph. Then there exists a G-branching sys-
tem.
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Proof. Let X := R and let µ be the Lebesgue measure on all Borel sets of R.
We enumerate the set G1 = {ei}i≥1 and the set of sinks G0sink = {vi : s−1(vi) =
∅}i≥1. For each i ≥ 1, define Rei := [i − 1, i], and define Dvi := [−i, 1 − i].
For v ∈ G0 with s−1(v) 6= ∅, define Dv := ∪e∈s−1(v)Re. Define D∅ = ∅. For
A 6= ∅ ∈ G0, define DA := ∪v∈ADv.
It is easy to see that {Re, DA}e∈G1,A∈G0 satisfies Condition (1)–(4) of Def-
inition 3.1.
Fix e ∈ G1. We prove the existence of fe, f−1e ,Φfe ,Φf−1e . Write Re =
[n, n + 1] for some n ≥ 0. Suppose that Dr(e) =
⋃m
i=1[ni, ni + 1], where
ni < ni+1. For each i, let Fi : [ni, ni + 1] → [n + (i − 1)/m, n + i/m] be an
arbitrary increasing bijection in C1([ni, ni + 1]). Piecing together Fi’s yields
fe, and piecing together F
−1
i ’s yields f
−1
e . The existence of Φfe ,Φf−1e follows
easily.
Suppose that Dr(e) =
⋃∞
i=1[ni, ni + 1], where ni < ni+1. For each i, let
Fi : [ni, ni+1]→ [n+1− (1/2)i−1, n+1− (1/2)i] be an arbitrary increasing
bijection in C1([ni, ni + 1]). Piecing together Fi’s yields fe. Piecing together
F−1i ’s and giving an arbitrary value at n + 1 yield f
−1
e . The existence of
Φfe ,Φf−1e follows easily. So we are done. 
In [25] it is shown that there exists ultragraph C*-algebras that are neither
Exel-Laca nor graph C*-algebras. In particular, the following example is
considered:
Example 3.3 Let G be the ultragraph where G1 = {ei, gi}i∈N, G0 = {w} ∪
{vi}i∈N and with the following range and source maps: r(gi) = G0 \ {w} for
each i ∈ N, r(ei) = {vi, v4, v5, v6, ...} for each 1 ≤ i ≤ 3, r(ei) = {vi, vi−3}
for each i ≥ 4, s(gi) = w for each i ∈ N and s(ei) = vi for each i ∈ N.
Since the ultragraph C*-algebra associated to the ultragraph above is
not an Exel-Laca nor a graph C*-algebra, it is interesting to construct a
branching system associated to G. We will define a concrete G−branching
system in R, with Lebesgue measure.
Define, for each i ∈ N, Rei = [i− 1, i), Rgi = [−i,−i+ 1), Dvi = [i− 1, i)
and Dw = (−∞, 0). Now, defining DA =
⋃
u∈A
Du, for each A ∈ G0, we obtain
9
that: Dr(ei) = [i−1, i)∪[3,∞) for each 1 ≤ i ≤ 3, Dr(ei) = [i−4, i−3)∪[i−1, i)
for each i ≥ 4, and Dr(gi) = [0,∞) for each i ∈ N. In the next figure we show
graphically an example of maps f−1ei and f
−1
gi
.
✲
✻
Rg1Rg2Rg3 Re1 Re2 Re3 Re4 Re5 Re6
f−1g3 f
−1
g2 f
−1
g1
✁
✁
✁
r
❜
✁
✁
✁
r
❜
✁
✁
✁
r
✁
✁✁
❜
❜
✁
✁
✁
r
✁
✁✁
❜
❜
✁
✁
✁
r
✁
✁✁
❜
❜
f−1e1
f−1e1
f−1e2
f−1e2
f−1e3
f−1e4
f−1e4
f−1e5
f−1e5
f−1e6
f−1e6
Remark 3.4 Notice that in the branching system above we have enumerated
the edges of G differently from what we did in Theorem 3.2, but we kept the
main idea of how to define the measurable sets Re and DA.
Remark 3.5 We will see, Theorem 4.1, that this branching system induces
a representation of C∗(G) in B(L2(R)) and, since G satisfies condition (L),
this representation is faithful (see Theorem [24, Theorem 6.7]).
4 Representations of Ultragraph C*-algebras
on L2(X,µ) via Branching Systems
Next we show how to obtain a representation of an ultragraph C*-algebra
from a given Branching System.
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Let G be an ultragraph and let {Re, DA, fe}e∈G,A∈G0 be a G-branching
system on (X, µ). Since the domain of Φf−1e and the domain of f
−1
e are Re,
we can also regard them as measurable maps on X by simply extending then
with value zero out of Re, and so, for each φ ∈ L2(X, µ), we can consider the
function Φ
1/2
f−1e
· (φ ◦ f−1e ). Also by extending fe and Φfe by zero out of Dr(e)
we get the function Φ
1/2
fe
· (φ ◦ fe).
Theorem 4.1 Let G be an ultragraph and let {Re, DA, fe}e∈G1,A∈G0 be a G-
branching system on a measure space (X, µ). Then there exists an unique
representation pi : C∗(G)→ B(L2(X, µ)) such that pi(se)(φ) = Φ1/2f−1e · (φ◦f
−1
e )
and pi(pA)(φ) = χDAφ, for all e ∈ G1, A ∈ G0 and φ ∈ L2(X, µ).
Proof. It is straightforward to check that {pi(pA)}A∈G0 is a family of projec-
tions in B(L2(X, µ)) that satisfies Condition (1) of Definition 2.8.
Fix e ∈ G1. For φ ∈ L2(X, µ), we have∫
|Φ1/2
f−1e
· (φ ◦ f−1e )|2 dµ =
∫
|φ ◦ f−1e |2 d(µ ◦ f−1e ) =
∫
Dr(e)
|φ|2 dµ <∞.
So pi(se)(φ) ∈ L2(X, µ). Define
pi(se)
∗(φ) := Φ
1/2
fe
· (φ ◦ fe). (1)
Similarly pi(se)
∗ is an operator on L2(X, µ). For φ, η ∈ L2(X, µ), we have
〈pi(se)∗(φ), η〉 =
∫
Φ
1/2
fe
· (φ ◦ fe) · η dµ
=
∫
Φ
−1/2
fe
· (φ ◦ fe) · η d(µ ◦ fe)
=
∫
(Φ
−1/2
fe
◦ f−1e ) · φ · (η ◦ f−1e ) dµ
=
∫
φ · Φ1/2
f−1e
· η ◦ f−1e dµ
= 〈φ, pi(se)(η)〉.
So pi(se)
∗ is the adjoint of pi(se).
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For e ∈ G1, φ ∈ L2(X, µ), we have that
pi(se)pi(se)
∗(φ)
µ−a.e.
= χReφ. (2)
Since Re ∩ Rf = ∅ if e 6= f ∈ G1, we get a family of partial isometries
with orthogonal ranges {pi(se)}e∈G1. We also get that pi(se)pi(se)∗ ≤ pi(ps(e))
because Re
µ−a.e.⊂ Ds(e).
Condition (2) of Definition 2.8 follows easily.
Finally we check Condition (4) of Definition 2.8. Fix v ∈ G0 with 0 <
|s−1(v)| <∞. For φ ∈ L2(X, µ), since ⋃e∈s−1(v)Re µ−a.e.= Ds(e), we have that∑
e∈s−1(v)
pi(se)pi(se)
∗(φ) =
∑
e∈s−1(v)
χReφ
µ−a.e.
= pi(pv)(φ)
and therefore we are done. 
Remark 4.2 For any φ ∈ L2(X, µ), we have pi(sα)(φ) = Φ1/2f−1α φ ◦ f
−1
α , and
pi(sα)
∗(φ) = Φ
1/2
fα
φ ◦ fα.
Corollary 4.3 Let G be an ultragraph. Then there exists a G-branching
system {Re, DA, fe}e∈G1,A∈G0 on (R, µ), where µ is the Lebesgue measure on
all Borel sets of R, and there exists a unique representation pi : C∗(G) →
B(L2(R, µ)), such that pi(se)(φ) = Φ1/2f−1e (φ ◦ f
−1
e ) and pi(pA)(φ) = χAφ, for
all e ∈ G1, A ∈ G0 and φ ∈ L2(R, µ).
Proof. It follows immediately from Theorem 3.2 and Theorem 4.1. 
5 Nonsingular Branching Systems of Ultra-
graphs
The Perron-Frobenius operator (or Frobenius-Perron operator, or transfer
operator) of ergodic theory is used, among other things, to study invariant
measures of non invertible transformations (see [19] for example).
In this section we describe the Perron-Frobenius operator in terms of the
representations of ultragraph C*-algebras introduced in the previous section.
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Definition 5.1 Let F be a measurable map on a measure space (X, µ). Then
F is called nonsingular if for any measurable set S ⊂ X, µ(S) = 0 im-
plies that µ(F−1(S)) = 0. The unique operator PF ∈ B(L1(X, µ)) such that∫
S
PFφ dµ =
∫
F−1(S)
φ dµ, for all φ ∈ L1(X, µ), for all measurable set S ⊂ X,
is called the Perron-Frobenius operator corresponding to F .
Definition 5.2 Let G be an ultragraph and let {Re, DA, fe}e∈G1,A∈G0 be a
G-branching system on a measure space (X, µ). The G-branching system is
called nonsingular if there exists a nonsingular map F : X → X such that
F |Re µ−a.e.= f−1e for all e ∈ G1.
Theorem 5.3 Let G be an ultragraph. Then any G-branching system {Re,
DA, fe}e∈G1,A∈G0 on a measure space (X, µ) is nonsingular.
Proof. Fix e ∈ G1. Define a measurable map Fe : Re \ (
⋃
e′ 6=eRe′) → X by
Fe(x) := f
−1
e (x). Take an arbitrary constant map g :
⋃
e 6=e′(Re ∩ Re′) → X .
Let h : X \⋃e∈G1 Re → X be the inclusion map. Then we get a measurable
map F : X → X by piecing together Fe’s, g and h. It is obvious that
F |Re µ−a.e.= f−1e for all e ∈ G1.
Now we check that F is nonsingular. Fix a measurable set S such that
µ(S) = 0. Then F−1(S) is the disjoint union of all the F−1e (S), g
−1(S) and
h−1(S). We observe that µ(g−1(S)) = 0, since µ(
⋃
e 6=e′(Re ∩ Re′)) = 0, and
that µ(h−1(S)) = 0 because h−1(S) ⊂ S. For e ∈ G1, we have F−1e (S) µ−a.e.=
fe(S ∩Dr(e)). Since µ ◦ fe is absolutely continuous with respect to µ, we get
µ(F−1e (S)) = 0. So µ(F
−1(S)) = 0 and we are done. 
Corollary 5.4 Let G be an ultragraph. Then there exists a nonsingular G-
branching system.
Proof. It follows immediately from Theorem 3.2 and Theorem 5.3. 
Next we show the relation between the Perron-Frobenius operator and
representations of ultragraph C*-algebras.
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Theorem 5.5 Let G be an ultragraph graph, {Re, DA, fe}e∈G1,A∈G0 be a G-
branching system on a measure space (X, µ). Suppose that F is a non-
singular map on X such that F |Re µ−a.e.= f−1e , for all e ∈ G1, and let pi :
C∗(G) → B(L2(X, µ)) be the representation from Theorem 4.1. Then for
φ ∈ L2(X, µ), η ∈ L1(X, µ), we have that
1. if supp(φ)
µ−a.e.⊂ ⋃ni=1Rei, then PF (φ2) µ−a.e.= ∑ni=1(pi(s∗ei)φ)2;
2. if supp(φ)
µ−a.e.⊂ ⋃∞i=1Rei, then PF (φ2) µ−a.e.= limn→∞∑ni=1(pi(s∗ei)φ)2
under the L1(X, µ)-norm; and
3. if we write η = η1−η2+ i(η3−η4), where each ηi is nonnegative µ-a.e.,
and supp(ηi)
µ−a.e.⊂ ⋃∞i=1Rei, then
PF (η) = lim
n→∞
n∑
i=1
(
(pi(s∗ei)
√
η1)
2 − (pi(s∗ei)
√
η2)
2+i(pi(s∗ei)
√
η3)
2−
i(pi(s∗ei)
√
η4)
2
)
under the L1(X, µ)-norm.
Proof. We prove the first statement. Fix a measurable set S ⊂ X . Then
∫
S
n∑
i=1
(pi(s∗ei)φ)
2 dµ =
n∑
i=1
∫
S
Φfei · (φ2 ◦ fei) dµ
=
n∑
i=1
∫
S
φ2 ◦ fei d(µ ◦ fei)
=
n∑
i=1
∫
fei(S∩Dr(ei))
φ2 dµ
=
n∑
i=1
∫
F−1(S)∩Rei
φ2 dµ
=
∫
F−1(S)
φ2 dµ
=
∫
S
PF (φ
2) dµ.
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So PF (φ
2) =
∑n
i=1(pi(s
∗
ei
)φ)2.
Now we prove the second statement. By the dominated convergence
theorem, we have that (φχ(
⋃n
i=1Rei )
)2 → φ2 under the L1(X, µ)-norm. By
continuity of PF , and by the first statement, we have that
PF (φ
2) = lim
n→∞
PF ((φχ(⋃ni=1Rei ))
2)
= lim
n→∞
n∑
i=1
(pi(s∗ei)(φχ(
⋃n
j=1Rej )
))2
= lim
n→∞
n∑
i=1
(pi(s∗ei)φ)
2.
Straightforward calculations yield the third statement. 
6 Permutative Representations of Ultragraph
C*-algebras
Permutative representations of the Cuntz algebra, and their relations to
iterated function systems, were studied in the seminal work of Bratteli and
Jorgensen, see [4]. Many authors have generalized and further studied these
representations. For example, motivated by the work of Kawamura in [17],
Lawson studied primitive partial permutation representations of polycyclic
monoids and their relations to branching function systems (see [20]).
In this section we define permutative representations of ultragraph C*-
algebras and show that every permutative representation is unitary equiva-
lent to a representation arising from a branching system. We then proceed
to show that for a class of ultragraphs every representation is permutative.
Let G be an ultragraph and let pi : C∗(G) → B(H) be a representation.
For e ∈ G1, define a closed subspace of H by He := pi(ses∗e)(H). For A ∈
G0, define a closed subspace of H by HA := pi(pA)(H). Then we have the
following.
1. HA ∩HB = HA∩B for A,B ∈ G0;
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2. He ⊥ Hf if e 6= f ;
3. pi(se)|Hr(e) : Hr(e) → He is an isomorphism of Hilbert spaces;
4. for v ∈ G0 with s−1(v) 6= ∅, we have Hv =
( ⊕
e∈s−1(v)
He
)
⊕ Vv;
5. for v ∈ G0 with 0 < |s−1(v)| <∞, we have Vv = 0; and
6. H =
( ⊕
v∈G0
Hv
)
⊕ V .
In [14, Page 119] permutative representations of graph algebras were de-
fined (though the authors did not explicitly use the term permutative repre-
sentation). Below we generalize the definition in [14] to ultragraphs.
Definition 6.1 Let G be an ultragraph and let pi : C∗(G) → B(H) be a
representation. Then pi is said to be permutative if there exist orthonormal
bases B of H ;Bv of Hv for all v ∈ G0;Br(e) of Hr(e) for all e ∈ G1; and Be
of He for all e ∈ G1 such that
1. Br(e) ⊂ B for all e ∈ G1 and Bv ⊆ B for all v ∈ G0;
2. Bv ⊂ Br(e) for all v ∈ G0, e ∈ G1 with v ∈ r(e);
3. Bv ⊃
⋃
e∈s−1(v)
Be for all v ∈ G0; and
4. pi(se)(Br(e)) = Be for all e ∈ G1 (B2B).
Remark 6.2 The B2B condition is equivalent to pi(s∗e)(Be) = Br(e). for all
e ∈ G1.
Lemma 6.3 Let G be an ultragraph, pi : C∗(G) → B(H) be a permuta-
tive representation and let B be an orthonormal basis of H satisfying the
conditions of Definition 6.1. For A ∈ G0, following Lemma 2.7, let A :=( ⋂
e∈X1
r(e)
)
∪ ... ∪
( ⋂
e∈Xn
r(e)
)
∪ F and define
BA :=
( ⋂
e∈X1
Br(e)
)
∪ ... ∪
( ⋂
e∈Xn
Br(e)
)
∪
⋃
v∈F
Bv.
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Then the set BA is well-defined. Furthermore, BA is an orthonormal basis of
HA and, for A,C ∈ G0, we have that BA∩BC = BA∩C and BA∪BC = BA∪C.
Proof. Fix A ∈ G0 and write A =
( ⋂
e∈X1
r(e)
)
∪ ...∪
( ⋂
e∈Xn
r(e)
)
∪F . Note
that BA ⊆ B since Br(e) ⊆ B and Bv ⊆ B for all e ∈ G1 and all v ∈ G0. First
we prove that BA is an orthonormal basis of HA := pi(pA)(H). Fix h ∈ BA.
If h ∈ Bv for some v ∈ F then pi(pA)(pi(pv)(h)) = pi(pA∩v)(h) = pi(pv)(h) =
h ∈ HA. If h ∈
⋂
e∈Xi
Br(e) ⊆
⋂
e∈Xi
Hr(e) for some i, then since
⋂
e∈Xi
r(e) ⊆ A
we get pi(pA)pi(p
⋂
e∈Xi
r(e))(h) = pi(p(A
⋂
e∈Xi
r(e)))(h) = pi(p
⋂
e∈Xi
r(e))(h) = h ∈ HA.
Therefore, BA ⊆ HA. Let V be the closed subspace of HA generated by BA.
LetW be the orthogonal complement of V in HA, so that HA = V ⊕W . Now
we show that W = 0. For each v ∈ F we get pi(pv)(W ) = 0 since pi(pv)(H) ⊆
V and W is orthogonal to V . Similarly, since Br(e) ⊂ B for all e, we have
that pi(p ⋂
e∈Xi
r(e))(W ) = 0 for each i. We deduce that pi(pA)(W ) = 0. So
W = 0 because W = pi(pA)(W ). It follows that the set BA is an orthonormal
basis of HA and BA ⊆ B. Since there is only one subset of B which is an
orthonormal basis of HA, it follows that BA is well-defined (notice that since
A ∈ G0 can be described in more then one way using Lemma 2.7, we had to
show that BA is well defined).
Now we show that for each A,C ∈ G0, BA∪C = BA ∪ BC and BA∩C =
BA ∩BC .
It is straightforward to see that BA ∪ BC ⊂ BA∪C because pi(pA)H ,
pi(pC)H ⊂ pi(pA∪C)H . Conversely, for h ∈ BA∪C , suppose that h /∈ BA ∪BC .
Then h = pi(pA∪C)h = pi(pA)h + pi(pC)h − pi(pA∩C)h = 0 which is a contra-
diction. So BA∪C = BA ∪BC .
As before, it is straightforward to see that BA∩C ⊂ BA ∩ BC because
pi(pA∩C)H ⊂ pi(pA)H, pi(pC)H . Conversely, for h ∈ BA ∩ BC , we have that
h = pi(pA)pi(pC)h = pi(pA∩C)h. So h ∈ BA∩C and hence BA∩C = BA ∩BC . 
The following theorem is a generalization of [14, Theorem 2.1].
Theorem 6.4 Let G be an ultragraph, pi : C∗(G) → B(H) be a permutative
representation and let B be an orthonormal basis of H satisfying conditions
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of Definition 6.1. Then pi is unitarily equivalent to a representation of C∗(G)
on l2(N) which is induced from a G-branching system on N (the measure on
N is the counting measure).
Proof. Write B := {hn}n∈N. Then we get a unitary U : H → l2(N) such
that U(hn) = δn, where δn is the point mass function. For e ∈ G1, define
Re := {n ∈ N : hn ∈ Be}. For A ∈ G0, define DA := {n ∈ N : hn ∈ BA}
(see Lemma 6.3). Then for e ∈ G1, the (B2B) condition yields a bijection
fe : Dr(e) → Re such that hfe(n) = pi(se)(hn) and hf−1e (n) = pi(s∗e)(hn). It is
straightforward to check that {Re, DA, fe}e∈G1,A∈G0 is a G-branching system
on N. By Theorem 4.1, there exists a unique representation ρ : C∗(G) →
B(l2(N)) induced from the branching system {Re, DA, fe}. Using techniques
similar to the graph case, see [14, Theorem 2.1], one can show that pi is
unitarily equivalent to ρ via U . 
We now proceed to describe ultragraphs for which a large class of rep-
resentations is permutative. Notice that while for Theorem 6.4 above the
techniques used for graphs in [14] are readily applied, the same is not true
for the reminder of this section.
Definition 6.5 Let G be an ultragraph. An extreme vertex is an element
A ∈ r(G1) ∪ s(G1) satisfying
1. either A = r(e) for some edge e and A ∩ r(G1 \ {e}) = ∅ = A ∩ s(G1);
or
2. A = s(e) for some edge e and A ∩ s(G1 \ {e}) = ∅ = A ∩ r(G1).
The edge e associated to an extreme vertex A as above is called the extreme
edge of A.
For an ultragraph G let X1 be the set of extreme vertices and let Y1 be
the set of extreme edges.
Example 6.6 Let G be the ultragraph of Example 2.4 (For reader conve-
nience we draw G again below). We have that
(⋃
e∈G1 r(e)
)
∪ s(G1) = G0.
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The extreme vertices of this ultragraph are {v1}, {v7} and {v8, v9} so that
X1 = {v1, v7, {v8, v9}}. Furthermore, the extreme edges are e1, e3 and e5, so
that Y1 = {e1, e3, e5}.
rv1
r
v2
rv3
>
e1
r
v6
rv4
rv5
<
e2
rv7>
e4
r
v10
>
e3
∧e5
r
v8
r
v9
Ultragraph G
r
v2
rv3
r
v6
rv4
rv5
<
e2 e4
r
v10
>
Ultragraph (G0 \⋃A∈X1 A,G1 \ Y1, r, s)
Note that v2 is an isolated vertex of the ultragraph (G
0 \ ⋃A∈X1 A,G1 \
Y1, r, s).
Let G be an ultragraph. Define the set of isolated vertices of G to be
I0 :=
{
v ∈ G0 : v /∈
(( ⋃
e∈G1
r(e)
)
∪ s(G1)
)}
and define the ultragraph G0 := (G
0 \ I0,G1, r, s). Denote by X1 the set of
extreme vertices of G0, let X1 =
⋃
A∈X1
A, and denote by Y1 the set of extreme
edges of G0. Notice that the extreme vertices and the extreme edges of G and
G0 are the same. Denote by I1 the set of isolated vertices of the ultragraph(
G0 \ (I0 ∪X1),G1 \ Y1, r, s
)
, and define
G1 =
(
G0 \ (I0 ∪ I1 ∪X1),G1 \ Y1, r, s
)
.
Now, define X2 and Y2 as being the extreme vertices and extreme edges of
the ultragraph G1, let X2 =
⋃
A∈X2
A, let I2 be the isolated vertices of the
ultragraph (
G0 \ (I0 ∪ I1 ∪X1 ∪X2),G1 \ (Y1 ∪ Y2), r, s)
and let
19
G2 =
(
G0 \ (I0 ∪ I1 ∪ I2 ∪X1 ∪X2),G1 \ (Y1 ∪ Y2), r, s).
Inductively, while Xn 6= ∅, we define the ultragraphs Gn and the sets
Xn+1, of extreme vertices of Gn, and Yn+1, of extreme edges Gn. We also
define the sets Xn+1 =
⋃
A∈Xn
A and the set of isolated vertices In+1 of the
ultragraph Gn.
Notice that there is a bijective correspondence between the sets Xn and
Yn, associating each extreme vertex A ∈ Xn to an unique extreme edge
e ∈ Yn. For each A ∈ Xn, let e ∈ Yn be the (unique) edge associated to A.
If A = r(e) then A is called a final vertex of Xn and, if A = s(e), then A is
called an initial vertex of Xn. We denote the set of initial vertices of Xn by
X inin and the set of final vertices of Xn by X
fin
n .
Lemma 6.7 Let G be an ultragraph. Suppose that there exists n ≥ 1 such
that X1, . . . , Xn 6= ∅ and
( ⋃
e∈G1
r(e)
)
∪ s(G1) =
n⋃
i=1
(Xi ∪ Ii). Then
1. for 1 ≤ N ≤ n,A,B ∈ XN , we have A ∩ B = ∅;
2. for 1 ≤ N ≤ n,A ∈ XfinN and for e ∈ s−1(A), we have r(e) ∈
N−1⋃
i=1
Xfini ;
3. for 1 ≤ N ≤ n, v ∈ IN and for e ∈ s−1(v), we have r(e) ∈
N⋃
i=1
Xfini ; and
4. for 1 ≤ N ≤ n, v ∈ X iniN and for e ∈ s−1(v), we have r(e) ⊂
⋃n
i=1(( ⋃
A∈Xfini
A
)
∪ Ii
)
∪
n⋃
i=N+1
X inii .
Proof. 1. It is straightforward.
2. Let A ∈ XfinN an extreme vertex of level N and let f ∈ YN be the
extreme edge of level N associated to A, that is, r(f) = A. Let e ∈ s−1(A).
Note that since A is an extreme vertex of level N then e ∈ Yi for some
1 ≤ i ≤ N−1. Since e ∈ Yi then the extreme set associated to e is an element
of Xi and, since s(e) ∈ A ∈ XN , then the extreme set of e is r(e) ∈ Xfini .
3. Let v ∈ IN and let e ∈ s−1(v). Since v ∈ IN then e ∈ Yi for some
1 ≤ i ≤ N . Moreover, since s(e) is not an extreme edge (since s(e) = v ∈ IN)
then r(e) is an extreme set. Since e ∈ Yi then r(e) ∈ Xfini .
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4. Fix 1 ≤ N ≤ n, v ∈ X iniN , e ∈ s−1(v). Suppose that r(e) ∩
⋃N
i=1X
ini
i 6=
∅, for a contradiction. Then there exist 1 ≤ K ≤ N,w ∈ r(e) ∩ X iniK
such that w 6= v. Let f ∈ YK be the associated extreme edge of w with
s(f) = w. Notice that e 6= f . In the ultragraph GK−1, v, w ∈ G0K−1, e, f ∈
G1K−1. However, we get w /∈ X iniK , which is a contradiction. So r(e) ∩⋃N
i=1X
ini
i = ∅. Since
( ⋃
e∈G1
r(e)
)
∪ s(G1) =
n⋃
i=1
(Xi ∪ Ii), we conclude that
r(e) ⊂ ⋃ni=1 ((⋃A∈Xfini A) ∪ Ii) ∪⋃ni=N+1X inii . 
The following theorem is an ultragraph version of [14, Theorem 4.1].
Theorem 6.8 Let G be an ultragraph and let pi : C∗(G) → B(H) be a rep-
resentation. Suppose that Hr(e) = ⊕v∈r(e)Hv, for each e ∈ G1. If there exists
n ≥ 1 such that X1, . . . , Xn 6= ∅ and
( ⋃
e∈G1
r(e)
)
∪ s(G1) =
n⋃
i=1
(Xi ∪ Ii) then
pi is permutative.
Proof. First of all, for v ∈ I0, take an orthonormal basis Bv of Hv.
Secondly, for each A ∈ Xfin1 and for each v ∈ A, take an orthonormal
basis Bv of Hv and let BA =
⋃
v∈A
Bv. For A ∈ Xfin1 , let e be the corresponding
extreme edge associated to A (with r(e) = A) and define an orthonormal
basis of He by Be := pi(se)(BA). For u ∈ I1, take an orthonormal basis Bu
of Hu such that Bu ⊃
⋃
f∈s−1(u)
Bf .
Fix 1 ≤ N < n. Suppose that for each A ∈
N⋃
i=1
Xfini and for each v ∈
N⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
there are orthonormal bases BA of HA, Bv of Hv such
that:
1. Bv ⊇
⋃
f∈s−1(v)
Bf ;
2. BA =
⋃
v∈A
Bv;
3. pi(se)(BA) = Be, where e is the extreme edge associated to A with
r(e) = A.
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(Notice that this statement is true when N = 1, as we shown above).
Fix A ∈ XfinN+1. For v ∈ A, by Lemma 6.7, we already have a basis Bf of
Hf , for each f ∈ s−1(v), and so we take an orthonormal basis Bv of Hv such
that Bv ⊃
⋃
f∈s−1(v)
Bf . Let BA be the basis of HA defined by BA =
⋃
v∈A
Bv.
Let e ∈ YN+1 be the edge associated to A, with r(e) = A, and define an
orthonormal basis of He by Be := pi(se)(Br(e)). Fix u ∈ IN+1. By Lemma
6.7, for each f ∈ s−1(u), we already have an orthonormal basis Bf and hence
we take an orthonormal basis Bu of Hu such that Bu ⊃
⋃
f∈s−1(u)
Bf .
We conclude that for each A ∈
N+1⋃
i=1
Xfini , and for each v ∈
N+1⋃
i=1
(( ⋃
A∈Xfini
A
)
∪Ii), there are orthonormal bases BA of HA and Bv of Hv satisfying condi-
tions 1, 2 and 3 above and hence, by induction, for each A ∈
n⋃
i=1
Xfini and
v ∈
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii), there are orthonormal bases BA of HA and Bv of
Hv such that:
4. Bv ⊇
⋃
f∈s−1(v)
Bf ;
5. BA =
⋃
v∈A
Bv;
6. pi(se)(BA) = Be, where e is the extreme edge associated to A with
r(e) = A.
Fix e ∈ G1 such that r(e) ⊂
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
and the orthonormal
basis of He has not been defined yet. Since Hr(e) =
⊕
v∈r(e)
Hv, define an
orthonormal basis of Hr(e) by Br(e) :=
⋃
v∈r(e)
Bv and define an orthonormal
basis of He by Be := pi(se)(Br(e)). For w ∈ X inin , by Lemma 6.7, we can take
an orthonormal basis Bw of Hw such that Bw ⊃
⋃
f∈s−1(w)
Bf .
Now we get an orthonormal basis of the closed subspace (⊕ni=1((⊕A∈Xfini
HA)⊕ (⊕u∈IiHu)))⊕ (⊕w∈Xinin Hw) of H satisfying that for each edge e ∈ G1,
with r(e) ⊆
n⋃
i=1
((⋃
A∈Xfini
A
)
∪ Ii
)
, and for each v ∈
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
∪
X inin there are orthonormal bases Br(e) of Hr(e) and Bv of Hv with:
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7. Bv ⊃
⋃
f∈s−1(v)
Bf ;
8. Br(e) =
⋃
v∈r(e)
Bv;
9. pi(se)(Br(e)) = Be.
Fix 1 < N ≤ n. Suppose that there exists an orthonormal basis of the
closed subspace
(
⊕ni=1 ((⊕A∈Xfini HA) ⊕ (⊕u∈IiHu))
)
⊕
(
⊕ni=N ⊕w∈Xinii Hw
)
of H satisfying that for each e ∈ G1, with r(e) ⊆
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
∪( n⋃
i=N+1
X inii
)
, and for each v ∈
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
∪
( n⋃
i=N
X inii
)
there are
orthonormal bases Br(e) of Hr(e) and Bv of Hv such that conditions 7, 8 and
9 above hold. (We already showed that the above statement is true when
N = n, because in this case we consider
n⋃
i=N+1
X inii as being the empty set).
So, fix e ∈ G1 such that r(e) ⊂
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
∪
n⋃
i=N
X inii and the
orthonormal basis ofHe has not been given yet. SinceHr(e) =
⊕
v∈r(e)
Hv, define
an orthonormal basis of Hr(e) by Br(e) :=
⋃
v∈r(e)
Bv and define an orthonormal
basis of He by Be := pi(se)(Br(e)). For w ∈ X iniN , by Lemma 6.7, we can take
an orthonormal basis Bw of Hw such that Bw ⊃
⋃
f∈s−1(w)
Bf .
By induction, we get an orthonormal basis of the closed subspace
(
⊕ni=1
((⊕A∈Xfini HA)⊕(⊕u∈IiHu))
)
⊕
(
⊕ni=1⊕w∈Xinii Hw
)
ofH satisfying that for each
e ∈ G1, with r(e) ⊆
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪ Ii
)
∪
( n⋃
i=1
X inii
)
=
n⋃
i=1
Xi ∪ Ii, (that is,
for each e ∈ G) and for each v ∈
n⋃
i=1
(( ⋃
A∈Xfini
A
)
∪Ii
)
∪
( n⋃
i=1
X inii
)
=
n⋃
i=1
Xi∪Ii
there are orthonormal bases Br(e) of Hr(e) and Bv of Hv such that:
10. Bv ⊃
⋃
f∈s−1(v)
Bf ;
11. Br(e) =
⋃
v∈r(e)
Bv;
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12. pi(se)(Br(e)) = Be, for all e ∈ G1;
Finally, let B an orthonormal basis of H such that Bv ⊆ B for each
v ∈ G0. Then B satisfies Conditions (1)–(4) of Definition 6.1 and therefore
we are done. 
7 An Interlude: General Cuntz-Krieger The-
orem for Ultragraph C*-algebras
In this section we make a pause on the theory of branching systems to de-
velop a generalized Cuntz-Krieger theorem for ultragraph C*-algebras. This
result is of independent interest and key to the development of the theory of
faithful representations of ultragraph C*-algebras.
Lemma 7.1 Let G be an ultragraph and SH1,SH2 be hereditary and sat-
urated subsets of G0. Define X := {A ∪ B : A ∈ SH1, B ∈ SH2} (X
is a hereditary subset of G0). Let SH be the smallest hereditary and satu-
rated subset of G0 containing X. Then ISH = ISH1 + ISH2. Moreover, if
SH1 ∩ SH2 = ∅ then ISH1ISH2 = 0 (Recall that ISH was defined in Lemma
2.13).
Proof. Let X0 := X . For n ≥ 0, denote by Sn, Xn+1 the sets defined as in
Lemma 2.12 such that SH = ⋃∞n=0Xn.
It is straightforward to see that ISH1 + ISH2 ⊂ ISH. We show that ISH ⊂
ISH1 + ISH2 . By the definition of ISH, we only need to prove that pA ∈
ISH1 + ISH2 for all A ∈ SH. For A ∈ SH1, B ∈ SH2 (A ∪B ∈ X0), we have
that A ∩B ∈ SH2 because SH2 is hereditary. So pA∪B = pA + pB − pA∩B ∈
ISH1 + ISH2 .
Suppose that for N ≥ 0 and for A ∈ ⋃Nn=0Xn, we have that pA ∈ ISH1 +
ISH2 . Fix A ∈ XN , F ∈ SN (A∪F ∈ XN+1). We have pA∪F = pA+pF−pApF .
By hypothesis pA ∈ ISH1 + ISH2 . For v ∈ F , we have pv =
∑
e∈s−1(v) ses
∗
e =∑
e∈s−1(v) sepr(e)s
∗
e ∈ ISH1 + ISH2 because 0 < |s−1(v)| <∞ and r(s−1(v)) ⊂
XN . Since pF =
∑
v∈F pv, we obtain that pF ∈ ISH1+ISH2 . So pA∪F ∈ ISH1+
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ISH2 and hence, for A ∈
⋃N+1
n=0 Xn, we have that pA ∈ ISH1 + ISH2 and the
induction step is verified. We deduce that for all A ∈ SH, pA ∈ ISH1 + ISH2
and therefore ISH = ISH1 + ISH2 .
Now suppose that SH1 ∩ SH2 = ∅. By Lemma 2.13, we only need to
show that pAs
∗
βsγpB = 0, for all A ∈ SH1, B ∈ SH2, β, γ ∈ G∗, which follows
from a straightforward calculation. 
Lemma 7.2 Let G be an ultragraph and I be a nonzero, gauge-invariant,
closed, two-sided ideal of C∗(G). Then there exists v ∈ G0 such that pv ∈ I.
Proof. If I = C∗(G) then the statement is trivially valid. Suppose that
I 6= C∗(G). Denote by {pA, se : A ∈ G0, e ∈ G1} the Cuntz-Krieger G-family
generating C∗(G). Suppose that pA /∈ I for all nonempty A ∈ G0, for a
contradiction. Consider a family of partial isometries {se + I : e ∈ G1} and
a family of projections {pA + I : A ∈ G0} in the C*-algebra C∗(G)/I. It is
straightforward to see that {pA+I, se+I : A ∈ G0, e ∈ G1} is a Cuntz-Krieger
G-family. By the universal property of C∗(G), there exists a homomorphism
pi : C∗(G) → C∗(G)/I such that pi(pA) = pA + I and pi(se) = se + I, for all
A ∈ G0, e ∈ G1. Notice that pi is indeed the quotient map. Since I 6= C∗(G)
and pA /∈ I for all nonempty A ∈ G0, we have pA + I 6= 0 for all nonempty
A ∈ G0. Since I is gauge-invariant, the gauge action on C∗(G) induces a gauge
action on C∗(G)/I. So [24, Theorem 6.8] implies that pi is an isomorphism.
However this is impossible because I is nonzero. Therefore we are done. 
The following lemma is a generalization of [26, Lemma 1.1]. For the
reader convenience, we recall that a closed ideal I in a C*-algebra A is called
essential if it has non-zero intersection with every other non-zero closed ideal,
or, equivalently, if aI = 0 implies a = 0 for all a ∈ A.
Lemma 7.3 Let G be an ultragraph and let SH be a hereditary and saturated
subset of G0. Then the closed two-sided ideal ISH is essential if and only
if for v ∈ G0 \
(⋃
A∈SHA
)
, there exists α ∈ G∗ \ G0, such that s(α1) =
v, r(α|α|) ∩
(⋃
A∈SHA
)
6= ∅.
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Proof. Suppose that ISH is essential. Fix v ∈ G0 \
(⋃
A∈SHA
)
. Then
pvISH 6= 0. By Lemma 2.13, there exist α, β ∈ G∗, A ∈ SH such that
pvsαpAs
∗
β 6= 0. A straightforward calculation gives α ∈ G∗ \ G0 such that
s(α1) = v, r(α|α|) ∩A 6= ∅.
Conversely, suppose that for any v ∈ G0 \
(⋃
A∈SHA
)
, there exists α ∈
G∗ \ G0, such that s(α1) = v, r(α|α|) ∩
(⋃
A∈SHA
)
6= ∅. Suppose that ISH
is not essential, for a contradiction. Then I⊥SH 6= 0. Since ISH is gauge-
invariant by Lemma 2.13, I⊥SH is gauge-invariant as well. By Lemma 7.2,
there exists v ∈ G0 such that p{v} ∈ I⊥SH. Notice that v ∈ G0 \
(⋃
A∈SHA
)
.
So there exists α ∈ G∗ \ G0, such that s(α1) = v, r(α|α|) ∩
(⋃
A∈SHA
)
6= ∅.
Take w ∈ r(α|α|) ∩
(⋃
A∈SHA
)
. We have p{v}sαpr(α)p{w} = 0 because p{v} ∈
I⊥SH, p{w} ∈ ISH. However, (p{v}sαpr(α)p{w})∗p{v}sαpr(α)p{w} = p{w} 6= 0,
which is a contradiction. Hence ISH is essential. 
The following theorem is a generalization of [26, Theorem 1.2].
Theorem 7.4 Let G be an ultragraph, A be a C*-algebra and let ϕ : C∗(G)→
A be a homomorphism. Then ϕ is injective if and only if the following hold.
1. ϕ(pA) 6= 0 for all nonempty A ∈ G0;
2. for any simple cycle α, without exits, the spectrum of ϕ(sα) contains
the unit circle.
Proof. First of all, suppose that ϕ is injective. Then Condition (1) is
trivially true. We check Condition (2). Fix a simple cycle α without exits.
Then [25, Lemma 3.8] yields that the spectrum of sα contains the unit circle
and, since ϕ is injective, [2, Corollary II.1.6.7] implies that the spectrum of
ϕ(sα) contains the unit circle.
Conversely, suppose that Conditions (1), (2) hold. Let X1 := {s(α) :
α is a simple cycle without exits in G}. Denote by H1 the class of all finite
subsets of X1, which is a hereditary subset of G0. Denote by SH1 the small-
est hereditary and saturated subset of G0 containing H1 (see Lemma 2.12).
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Define
SH2 := {A ∈ G0 : for any α ∈ G∗ \ G0, s(α) ∈ A =⇒
r(α) ∩
( ⋃
B∈SH1
B
)
= ∅},
which is a hereditary and saturated subset of G0. Define X := {A ∪ B :
A ∈ SH1, B ∈ SH2} which is a hereditary subset of G0. Denote by SH the
smallest hereditary and saturated subset of G0 containing X .
By Lemma 7.1, ISH = ISH1 + ISH2 . Notice that SH1 ∩ SH2 = ∅ and
hence Lemma 7.1 implies that ISH1ISH2 = 0.
Fix v ∈ G0 \
(⋃
A∈SHA
)
. Then s−1(v) 6= ∅ since otherwise {v} ∈ SH2.
We deduce that there exists α ∈ G∗ \ G0, such that s(α1) = v, r(α|α|) ∩(⋃
A∈SHA
)
6= ∅, because otherwise v ∈ SH2. By Lemma 7.3, ISH is essen-
tial. Hence, in order to show that ϕ is injective, we only need to show that
ker(ϕ)∩ ISH = 0. Since ISH = ISH1 + ISH2 and ISH1ISH2 = 0, it is equivalent
to show that ker(ϕ) ∩ ISH1 = 0 and ker(ϕ) ∩ ISH2 = 0.
Now we prove that ker(ϕ) ∩ ISH1 = 0. By Lemma 2.13,
ISH1 = span{sαpAs∗β : α, β ∈ G∗, A ∈ SH1}.
Denote by B the C*-subalgebra of ISH1 generated by{
p{s(α1),...,s(α|α|)}ISH1p{s(α1),...,s(α|α|)} : α is a simple cycle without exits
}
.
Denote a closed subspace of ISH1 by
Y := span{sαpAs∗β : s(α) ⊂ X1, A ∈ SH1}.
We show that Y Y ∗ ⊂ B. Notice that each element in the spanning set of
Y Y ∗ has the form sαpAs
∗
α′, where s(α), s(α
′) ⊂ X1 and A ∈ SH1.
Case 1. |α|, |α′| ≥ 1. Since s(α), s(α′) ⊂ X1, we deduce that r(α), r(α′)
are both singletons in X1. We may assume that r(α) = r(α
′) because other-
wise sαpAs
∗
α′ = 0. So s(α), s(α
′) are on the same cycle without exits, say β.
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Hence
sαpAs
∗
α′ = p{s(β1),...,s(β|β|)}sαpAs
∗
α′p{s(β1),...,s(β|β|)} ∈ B.
Case 2. |α| = 0, |α′| ≥ 1. Since s(α′) ⊂ X1, r(α′) is a singleton and
r(α′), s(α′) are on the same cycle without exits, say β. We may assume that
α ∩ A ∩ r(α′) 6= 0, because otherwise sαpAs∗α′ = 0. So
sαpAs
∗
α′ = s
∗
α′ = p{s(β1),...,s(β|β|)}sαpAs
∗
α′p{s(β1),...,s(β|β|)} ∈ B.
Case 3. |α| ≥ 1, |α′| = 0. It follows from Case 2.
Case 4. |α|, |α′| = 0. Since H1 consists of all finite subsets of X1,
Lemma 2.12 yields that α ∩ A ∩ α′ is a finite subset of X1. So it is easy
to see that sαpAs
∗
α′ ∈ B.
It is straightforward to check that BY, Y ISH1 ⊂ Y ; Y ∗Y ⊂ ISH1 ; and
spanY Y ∗ = B, spanY ∗Y = ISH1 . So by Lemma 2.1, in order to prove that
ker(ϕ) ∩ ISH1 = 0, it is sufficient to show that ker(ϕ) ∩ B = 0. By the
construction of B, we only have to show that ker(ϕ) ∩ (p{s(α1),...,s(α|α|)}ISH1
p{s(α1),...,s(α|α|)}) = 0 for each cycle without exits α. Fix a cycle without exits
α. Let Λ be the smallest hereditary and saturated subset of G0 containing
{{sαi}}|α|i=1. Notice that
p{s(α1),...,s(α|α|)}ISH1p{s(α1),...,s(α|α|)} = p{s(α1),...,s(α|α|)}IΛp{s(α1),...,s(α|α|)}.
By [25, Lemma 3.8], p{s(α1),...,s(α|α|)}ISH1p{s(α1),...,s(α|α|)} is isomorphic with
M|α|(C)⊗ C(T). Now, [21, Exercises 1.11.42] yields that
ker(ϕ) ∩ (p{s(α1),...,s(α|α|)}ISH1p{s(α1),...,s(α|α|)}) = 0.
So ker(ϕ) ∩ ISH1 = 0.
Finally we prove that ker(ϕ) ∩ ISH2 = 0. By [25, Lemma 3.5],
ISH2 = span{sαpAs∗β : α, β ∈ G∗, A ∈ SH2}.
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Denote by C the C*-subalgebra of ISH2 generated by{
pA, se : A ∈ SH2, e ∈ s−1
( ⋃
A∈SH2
A
)}
.
Denote a closed subspace of ISH2 by
Z := span{sαpAs∗β : s(α), A ∈ SH2}.
It is straightforward to verify that CZ,ZISH2 ⊂ Z;ZZ∗ ⊂ C, Z∗Z ⊂ ISH2 ;
and spanZZ∗ = C, spanZ∗Z = ISH2. By Lemma 2.1, in order to prove that
ker(ϕ) ∩ ISH2 = 0, it is enough to show that ker(ϕ) ∩ C = 0.
Define an ultragraph
F = (F 0,F1, rF , sF)
:= (G0,G1 \ {α1, . . . , α|α| : α is a cycle without exits}, r, s).
Denote by
{
qA, te : A ∈ F0, e ∈ F1
}
the Cuntz-Krieger F -family generating
C∗(F). Denote by D the C*-subalgebra of C∗(G) generated by{
pA, se : A ∈ F0, e ∈ F1
}
.
Lemma 2.7 gives C ⊂ D. It is straightforward to verify that
{
pA, se : A ∈
F0, e ∈ F1
}
is a Cuntz-Krieger F -family. Let pi : C∗(F) → D be the
surjective homomorphism induced from the universal property of C∗(F). By
Condition (1), we have ϕ ◦ pi(qA) 6= 0 for all nonempty A ∈ F0. Notice
that F satisfies Condition (L). By Theorem 2.14, the homomorphism ϕ ◦ pi
is injective. So ker(ϕ) ∩ D = 0. Since C ⊂ D, ker(ϕ) ∩ C = 0. Hence
ker(ϕ) ∩ ISH2 = 0 and therefore we are done. 
Remark 7.5 When G is a directed graph, as shown in [26, Theorem 1.2],
the C*-subalgebra D was not needed because C is automatically isomorphic
to a graph algebra whose underlying graph satisfies Condition (L). More
precisely, one could construct a directed graph satisfying Condition (L) by
letting F ′ := (⋃A∈SH2 A, s−1(⋃A∈SH2 A), r, s). Then the generator of C
29
is a Cuntz-Krieger F ′-family, so there exists a surjective homomorphism
pi′ : C∗(F ′)→ C. Hence ϕ ◦ pi′ is injective, which yields that ker(ϕ) ∩C = 0.
However, this argument will not work when dealing with ultragraphs in gen-
eral.
For example, consider the ultragraph G = ({u, v, wn, x, y}∞n=1, {e, f, g, h},
r, s), where r(e) = {wn, x}∞n=1; s(e) = u; r(f) = {wn, y}∞n=1; s(f) = v; r(g) =
s(g) = x; r(h) = s(h) = y. In this case, SH2 = {{wn}∞n=1, all finite subsets
of {wn}∞n=1}, but s−1(
⋃
A∈SH2
A) = ∅.
8 Faithful Representations of Ultragraph C*-
algebras via Branching Systems
To finish the paper we present some results regarding faithfulness of rep-
resentations of ultragraph C*-algebras arising from branching systems.
Proposition 8.1 Let G be an ultragraph satisfying Condition (L). Fix a G-
branching system {Re, DA, fe}e∈G1,A∈G0 on a measure space (X, µ). Suppose
that µ(DA) 6= 0 for any nonempty set A ∈ G0. Then the representation pi :
C∗(G)→ B(L2(X, µ)) induced from the branching system (see Theorem 4.1)
is faithful.
Proof. Fix A ∈ G0 with A 6= ∅. Take an arbitrary v ∈ A and a measurable
set S ⊂ Dv such that 0 < µ(S) < ∞. Since pi(pA)(χS) = χDAχS = χS 6= 0,
we get that pi(pA) 6= 0 and hence Theorem 2.14 implies that pi is faithful. 
The following theorem is the converse of the Cuntz-Krieger uniqueness
theorem for ultragraph C*-algebras, which is a generalization of [8, Theo-
rem 3.5].
Theorem 8.2 Let G be an ultragraph which does not satisfy Condition (L).
Then there exists a G-branching system {Re, DA, fe}e∈G1,A∈G0 on a measure
space (X, µ) with the induced representation pi : C∗(G) → B(L2(X, µ)) (see
Theorem 4.1) such that pi(pA) 6= 0, for all nonempty A ∈ G0, and pi is not
faithful.
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Proof. Since G does not satisfy Condition (L), there exists a cycle α =
(α1, . . . , αn) such that |r(αi)| = 1, s−1(s(αi)) = {αi} for all i = 1, . . . , n, and
αi 6= αj if i 6= j. We enumerate the edge set as G1 = {α1, . . . , αn, en+1, . . . },
and enumerate the vertex set as G0 = {s(α1), . . . , s(αn), vn+1, . . . }. By The-
orem 3.2, there is a G-branching system on (R, µ) denoted by {Re, DA, fe :
e ∈ G1, A ∈ G0}, where µ is the Lebesgue measure on all Borel sets of R,
such that for each i = 1, . . . , n, we have Ds(αi) = Rαi = [i − 1, i] and fαi is
the increasing bijective linear map. Notice that fα = id and so Φfα ≡ 1 on
[0, 1]. So pi(s∗α) = pi(ps(α1)). By Theorem 3.2, we deduce that pi(pA) 6= 0 for
all nonempty A ∈ G0, and then in particular, pi(ps(α1)) 6= 0.
Suppose that pi is faithful, for a contradiction. By the universal property
of C∗(G), there exists a gauge action γ on pi(C∗(G)). So for each z ∈ T we
have that
pi(ps(α1)) = γz(pi(psα1 )) = γz(pi(s
∗
α)) = z
npi(s∗α) = z
npi(ps(α1)),
which is impossible, since pi(ps(α1)) 6= 0. Therefore pi is not faithful. 
Theorem 8.3 Let G be an ultragraph, let {Re, DA, fe : e ∈ G1, A ∈ G0} be a
G-branching system on a measure space (X, µ) such that µ(DA) 6= 0, for all
nonempty A ∈ G0, and let pi : C∗(G) → B(L2(X, µ)) be the representation
induced from the branching system (see Theorem 4.1). Suppose that for any
simple cycle α = (αi)
n
i=1 without exits, and for any finite subset F of N, there
exists a measurable subset E of Ds(α1), with µ(E) 6= 0, such that fnα(E) ∩
E
µ−a.e.
= ∅ for all n ∈ F (nα stands for
n︷ ︸︸ ︷
α . . . α). Then pi is faithful.
Proof. For each nonempty set A ∈ G0, since µ(DA) 6= 0, we have that
pi(pA) 6= 0. Fix a simple cycle α = (αi)ni=1 without exits, and fix a finite
subset F of N. By Theorem 7.4, we only need to show that the spectrum
of pi(sα) contains the unit circle. Since α is a simple cycle without exits, we
have that pi(sα)
∗pi(sα) = pi(sα)pi(sα)
∗ = pi(ps(α1)). So there exists a unique
homomorphism h : C(T)→ C∗(pi(sα)), such that h(I) = pi(ps(α1)) and h(u) =
pi(sα), where u is the unitary generating C(T). Since the spectrum of u
is the unit circle, by [2, Corollary II.1.6.7], to prove that the spectrum of
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pi(sα) in pi(C
∗(G)) contains the unit circle, it is sufficient to prove that h
is an isomorphism. Notice that there exists a conditional expectation Φ :
C(T) → C(T) such that Φ(un(u∗)m) = δn,mI. By [15, Proposition 3.11], to
show that h is faithful, we only need to construct a conditional expectation
Ψ : C∗(pi(sα)) → C∗(pi(sα)) such that Ψ(pi(snα)pi(smα)∗) = δn,mpi(ps(α1)). It
is sufficient to show that
|z| ≤
∥∥∥zpi(ps(α1)) +∑
n∈F
znpi(snα) +
∑
m∈F ′
z′mpi(smα)
∗
∥∥∥
where F ,F ′ are finite subsets of N.
Fix finite subsets F ,F ′ ⊂ N. By the assumption of the theorem, there
exists a measurable subset E of Ds(α1) with µ(E) 6= 0, such that fnα(E) ∩
E
µ−a.e.
= ∅ for all n ∈ F ∪ F ′. Take an arbitrary function φ ∈ L2(X, µ) with
‖φ‖ = 1 and supp(φ) µ−a.e.⊂ E. Then pi(snα)(φ)(x) = 0 and pi(smα)∗(φ)(x) = 0
for almost every x ∈ E and for all n ∈ F and m ∈ F ′. Then
∥∥∥zpi(ps(α1))(φ) +∑
n∈F
znpi(snα)(φ) +
∑
m∈F ′
z′mpi(smα)
∗(φ)
∥∥∥2
≥
∫
E
∣∣∣zpi(ps(α1))(φ) +∑
n∈F
znpi(snα)(φ) +
∑
m∈F ′
z′mpi(smα)
∗(φ)
∣∣∣2
=
∫
E
∣∣∣zpi(ps(α1))(φ)∣∣∣2 dµ
= |z|2.
So |z| ≤
∥∥∥zpi(ps(α1)) + ∑
n∈F
znpi(snα) +
∑
m∈F ′
z′mpi(smα)
∗
∥∥∥ and we are done. 
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