Abstract. In this paper, we study a class of elliptic curves over Q with Qtorsion group Z 2 × Z 2 , and prove that the average order of the 2-Selmer groups is bounded.
Introduction
For a given elliptic curve E defined over Q, we denote by Sel 2 (E/Q) the 2-Selmer group of E over Q. 1 It is known that the order of Sel 2 (E/Q) can be arbitrarily large (cf. [1] , [8] ). For a more explicit example, one can refer to the construction of Heath-Brown [5] of congruent number curves with large 2-Selmer groups.
In [5] , Heath-Brown also considered the average order of the 2-Selmer groups of the congruent number curves
with D being squarefree. He showed that the average order of Sel 2 (E D /Q), as D → ∞, is 12.
Our special interest in this paper will be about the average size of Based on his numerical investigations, A. Brumer asked: Is the average order of the 2-Selmer groups of the curves E(a, b) unbounded? Here the meaning of "average" is with |a|, |b| < X for any sufficiently large parameter X.
For elliptic curve E(a, b), one can carry out the complete 2-descent procedure over Q (cf. [10, Chapter 10, Proposition 1.4]). Following the reductions people generally do in this case (cf. [5] , for example), we shall give the explicit form of the related homogeneous spaces in (2.5) and thereafter be able to describe the order of Sel 2 (E(a, b)/Q) in a way related to quadratic residues. By estimating character sums and appealing to a simple upper bound sieve, we are able to answer Brumer's question as follows. 1 For the readers who are not familiar with elliptic curves, the definition of Selmer group can be found in [10, pages 296-297] . For each curve E(a, b) that is considered in this paper, via complete 2-descent over Q, Sel 2 (E/Q) is essentially the 2-group consist of the homogeneous spaces (2.5) that possess a nontrivial point in Q 4 p for every p (including Q ∞ = R). The group operation of homogeneous spaces can also be found in [10, page 288] . Then there exist some positive constants c 1 and c 2 , both being absolute, such that
For any elliptic curve E(a, b), we denote its Mordell-Weil rank r (E(a, b) ). Then Theorem 1 yields Corollary. Suppose X is sufficiently large. Then there exists an absolute constant c 3 > 0 such that
It is possible, following our proof for Theorem 1, to get an explicit constant c 3 in the Corollary. Such kinds of results are of great interest to many number theorists (eg. [2] ). In this paper, however, we shall not do so because the curves in our question comprise a very small subset of the curves over Q.
Throughout the paper, for odd integer m, by · m we denote the Jacobi symbol modulo m; for positive integer n, we denote by τ k (n) the number of ways to represent n as the product of k positive integers; and τ 2 (n) := τ (n) is thus the ordinary divisor function; by s(n) we denote the "squarefull part" of n, namely the greatest squarefull divisor of n; by P (n) and p(n) we denote respectively the largest and the smallest prime divisors of n; by ω(n) we denote the number of distinct prime divisors of n; by µ(n) we denote the Möbius function, namely µ(n) = (−1) ω(n) if n is squarefree and µ(n) = 0 otherwise; for integers m and n, where n > 0 and (m, n) = 1, the congruence m ≡ (mod n) means m ∈ (Z/nZ) × 2 . Throughout and henceforth, will be defined as a sufficiently small positive constant, not necessarily the same at each appearance; any capital letter, if involved in expressing the range of a variable, always takes a power of 2.
Transformation
Note the lower bound is trivial; we shall only show the upper bound. Let S + (X) be the subsum of S(X) with both a and b being positive. Then we see that S(X) S + (2X). Thus, to prove an upper bound, we just need to consider the curves E(a, b) with both a and b being positive. Hence, we shall prove the claimed upper bound for the sum of the orders of 2-Selmer groups of the curves
We shall define by ∆ the greatest common divisor of a and b, and the curves in consideration are thus θ :
has size 2 r(E(a∆,b∆))+2 , where for P := (x, y) ∈ E(a∆, b∆)(Q),
Now suppose we have a curve E(a∆, b∆) given by (2.1). Similar to [5] , we start the complete 2-descent procedure letting r t 2 , s t 3 be a representative of any nontorsion point P ∈ E(a∆, b∆)(Q) in the coset P + Tors(E(a∆, b∆)(Q)), satisfying r, s > 0 and (rs, t) = 1. (Note that there are precisely two such representatives in P + Tors(E(a∆, b∆)(Q)). We do not specify which one it is, and this does not matter much because we are only trying to prove an upper bound.) Taking the coordinates into the equation, we have
Suppose (r, r + b∆t
Then, by writing r = b 0 δr and noting that δ is squarefree, we have r ,
We suppose r , b 0 r +a· 
Finally, we suppose the greatest common divisor of the last two factors of the right-hand side of (2.4) is β. Then we see that β | (a − b) and β, abr t · ∆ δ = 1. Therefore, we get homogeneous spaces described by the quadratic equation systems (2.5)
where δ = δ 1 δ 2 δ 3 is a factorization of δ such that all the coefficients in a single equation are pairwise coprime. We note that, modulo Q × 2 , two systems with the same values of δ j , j = 1, 2, 3, are equivalent if every one of a 0 , b 0 and β of one system differs from that corresponding to the other system by a square factor. Therefore, in counting admissible systems, a 0 , b 0 and β are always supposed to be squarefree.
We note that, with our choice of representatives of non-torsion point P ∈ E(a∆, b∆)(Q) in the coset P + Tors(E(a∆, b∆)(Q)), the number of systems (2.5) possessing a non-trivial solution in Z 4 is precisely equal to 2 r(E(a,b))+1 and the number of those which are non-trivially solvable in every local field Q p is equal to trivially bounded by τ (ab(a − b))τ 4 (∆). Note that, for integers m, n, we have τ (mn) ≤ τ (m)τ (n), thus the sum of orders of the 2-Selmer groups of the curves E(a∆, b∆) with ∆ > (log X) 5 is bounded by
Here in (2.6) we have used the estimate (cf.
Therefore, we shall merely consider the curves E(a∆, b∆) with ∆ ≤ (log X) 5 . It is also clear that we may only consider those curves with ∆ being squarefree. Moreover, based on similar reasoning as in (2.6), we may only consider those a and b 5 . We would like to write (2.7) (2) in correspondent pairs. With this change, the system (2.6) becomes (2.8)
From the definition of a 2-Selmer group, we see that #Sel 2 (E(a, b)/Q) is now equal to twice the number of inequivalent systems (2.8) that are non-trivially solvable in every Q p . We shall only consider those local fields Q p for p an odd prime divisor of a 1 a 2 b 1 b 2 c 1 c 2 , and thus we see that, to be everywhere locally solvable, (2.8) must satisfy the following conditions:
Therefore, apart from some subsums with negligible contributions, the sum of the problem is about the variables ∆, δ ν , ν = 1, 2, 3, a(j), b(j), c(j), j = 1, 2, and a j , b j , c j , j = 1, 2, subject to (2.8) and that ∆ ≤ (log X) 1 b 2 and c(1)c(2)c 1 c 2 are pairwise coprime, and a 1 , a 2 , b 1 , b 2 , c 1 and c 2 are odd, squarefree and pairwise coprime.
In what follows we shall only consider a sum about the six variables a 1 , a 2 , b 1 , b 2 , c 1 and c 2 , with all the other variables regarded as fixed. For brevity, we denote this partial sum byS(X). One should note that this sum depends on the variables other than the six in consideration. Let
Note that D∆ 2 runs over squarefull numbers and twice over squarefull numbers up to some power of log X, and the factorizations of D∆ 2 contribute O((D∆ 2 ) ) for a fixed sufficiently small > 0. To show that the whole sum is bounded by X 2 , namely, to prove Theorem 1, it suffices to show the following
Theorem 2. Suppose X is sufficiently large. Then, under all the above conditions, for the fixed variables other than
, where the implied constant depends only on .
In case all the unimportant variables are fixed, to formally simplify the formulas with the congruence restrictions involved, we rewrite (2.9) as (2.11)
with all the new letters A(j), B(j) and C(j), j = 1, 2, replacing the corresponding terms in (2.9). These congruences will be referred to very often in estimating various sums. By abuse of notation, we shall use Σ A (2) , for example, to indicate that the summation is subject to the first congruence in (2.11).
ByS 1 (X) we denote the subsum ofS(X) subject to (2) , and a 1 ≥ a 2 . We shall only estimate this subsum. From the proof for the upper bound ofS 1 (X), it will be quite clear that the others can be handled in the same manner. Let We divide the sumS 1 (X) into two parts:S 11 (X) subject to
We shall respectively estimatẽ S 11 (X) andS 12 (X) in sections 4 and 5, showing that they are bounded by the upper bound of (2.10) to finish the proof of Theorem 2. 
Some lemmas
In this section, we state some lemmas that we need in the estimation ofS 11 (X) andS 12 (X). 
where τ x (r) = 
Proof. As a more general version of the Lemma 4.2 of [11], Lemma 2.5 in [12] gives (3.4)
n≤x,(n,r)=1
for a constant κ 0 = κ 0 (c, s, N ) and with the constant in the -symbol depending on c, s and N only. To show (3.2), we first have
c for k satisfying log k log x, and that τ (r) x /3 for any > 0. Let > 0 be a fixed small constant; the terms with d > x 1− /2 contribute at most
For the other part, from (3.4), we have
Letting κ = 4 κ 0 , we have proved (3.2).
In the proof of Theorem 2, we shall also appeal to a simple upper bound sieve result.
Lemma 3.3. Let g be a natural number, and let a i , b i (i = 1, 2, · · · , g) be pairs of integers satisfying
and
For prime p, let ρ(p) be the number of solutions of
g i=1 (a i n + b i ) ≡ 0 (mod p).
Then for any constant δ > 0 and D ≤ x δ , we have
where the constant involved in the -symbol depends on δ only.
Proof. This is a straightforward corollary of Theorem 2.2 in [4] .
Lemma 3.4.
For N ≥ 3, we have
Proof. We first recall the well-known result
where c > 0 is a fixed constant (cf. [9] , for example). By partial summation, this yields
Thus, we have
which gives (3.5). Similarly, we can prove (3.6).
The following two lemmas will be frequently referred to in the estimation of S 11 (X) andS 12 (X). The proofs of these two lemmas are a little complicated and will be given in section 6. 
Let
where the summation is subject to M < m ≤ 2M , N < n ≤ 2N , (mn, ab) = 1, am ≡ (mod n) and bn ≡ (mod m). Then we have
where the constant involved in the symbol is absolute.
Lemma 3.6. Suppose A, B and C are sufficiently large real numbers satisfying
Suppose α, β and γ are fixed non-zero integers satisfying
where the sum is also subject to the fact that 
Then we have
where the constant involved in the symbol " " is absolute.
Estimate ofS 11 (X)
This sum is very easily estimated. Since the ranges of b 1 and c 1 are short enough, we simply discard three congruence restrictions in (2.11), and get
where, subject to b (1) 
Summing over a 1 , we get
We divide the ranges of a 2 , b 1 and c 1 into diadic intervals (A 2 , 2A 2 ], (B 1 , 2B 1 ] and (C 1 , 2C 1 ], respectively. (So A 2 , B 1 and C 1 take powers of 2.) From Lemma 3.6, we see that the subsum of (4.3) subject to a 2 > (log X) 1000 is simply bounded by
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The subsum of (4.3) subject to a 2 ≤ (log X) 1000 , from Lemma 3.5, is bounded by
Hence, from (4.3) − (4.5), we have an estimate forS 111 (X) which is admissible for (2.10), by noting log F = (log X) 1 6 . In exactly the same manner, namely, by appealing to Lemmas 3.5 and 3.6, one can easily show that
which is also admissible for (2.10) since D∆ 2 ≤ (log X) 25 .
Estimate ofS 12 (X)
First we note that
where B and C run over powers of 2 and
where, in the innermost sum, the b 2 and c 2 are also subject to
For notational convenience, here and henceforth, we shall leave aside, without additional warning, any errors which obviously contribute O(X 2 /∆ 2 D) tõ S(X). With this convention, in the sumS 12 (B, C, X), we suppose that b 2 , c 2 > √ X/(log X) 5 . We write b 2 and c 2 in the sum in terms of
and c 2 := nqN, such that, for a fixed positive number η < 10 −10 ,
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With this decomposition,S 12 (B, C, X) is then equal to (5.3)
Without loss of generality, we shall just consider the subsum of (5.3) with p < q.
We now split this subsum into two parts:
Estimate ofS 122 (B, C, X). In (5.3), we let p and q be absorbed by M and N , respectively. Then we see that
where in the innermost sum, M and N also satisfy
The solutions of (5.5) for M and N are in the form
+ is the solution of (5.5) with M 0 being minimal, and k runs up to at most a(1)a(2)X D∆b 1 c 1 mn . To estimate the innermost sum, we still need some technical treatment for the congruence. We split a 1 into form
and then we replace the congruence involved in the innermost sum by
With this change, from (5.4) we have
Since the coefficient of k in A(1)mc 1 l 1 (k) is prime to r, the congruence involved in the innermost sum gives precisely 
We apply Lemma 3.3 to the inner sum of (5.10). Note that
and the coefficients of s in L 1 (s) and L 2 (s) have greatest common divisor r, thus
We also note that
by Lemma 3.3 (with g = 2). The innermost sum of (5.9) is then bounded by (Ra 2 b 1 c 1 mn) .
Taking (5.11) back into (5.9), we get (5.12)
where
Now for the sum on the right-hand side of (5.12), we would like to sum over R first. We split the sum into two parts, subject to l > 
The inner sum in (5.13) about r, m, n and R , by Lemmas 3.3 (with g = 1) and 3.4, is bounded by (5.14)
.
Thus the entire sum of (5.13) is bounded by
One can split the sum in (5.15) into two parts, apply Lemma 3.5 to the part with a 2 ≤ (log X) 100 (with the congruence A(2) discarded), divide the range of a 2 in the other part, (log X) 100 < a 2 ≤ √ X, into diadic intervals and appeal to Lemma 3.6. Then one gets an upper bound (5.16) GX log(X/BC) 1 2 ∆a (1) · exp(−κ log(N/n 1 )) 1 (log N ) 2 , which is more than enough. Thus, apart from this small error, the subsum subject to condition 2 is dominated by the terms with m 1 = 1. For this "main term", we split the range of n 1 into three parts: n 1 = 1, 1 < n 1 ≤ (log M ) 49 and (log M ) 49 < n 1 ≤ T . For the second part, we first note that it can be written as (6.4)
By Lemma 3.2 and partial summation, the inner sum of (6.4) is bounded by While the first term on the right side of (6.5), from Lemma 3.4, contributes to (6.4)
φ(n 1 n 2 )2 ω(n 1 n 2 ) · exp(−κ log M ) exp(− κ 2 log M )(log N )
