Abstract. Methods are presented for deriving approximations containing small integer coefficients.
x standard deviations of either sign (Gaussian probability integral) is approximated by r (83x + 351)x + 562 ¿>(x) « EXP-L 703/x + 165 with a relative error less than 0.042% over the range 0<x<5.5(l> P(x) > 4 x _g 10
). Other examples presented are the functional inverse of P(x); the KleinNishina cross section for Compton scattering; photoelectric cross sections in H20, Bone, Fe, Nal, and Pb; and the pair production cross section in Pb.
1. Introduction. By the use of suitable approximations most functions can be conveniently evaluated on automatic digital computers [ 1 ] , [2] . However, these approximations (usually polynomials or rational functions) are often inconvenient for hand calculators because many keystrokes are required to enter the coefficients. In this paper we describe methods for deriving approximations containing small integer coefficients, which substantially reduce the number of keystrokes required. This approach is also important for programmable calculators, where the stored programs are usually limited to a certain number of keystrokes.
In many cases such approximations can be evaluated as rapidly and will generally be as accurate as interpolation from tables, eliminating the need for tables in those cases. Although graphical representation permits ready interpolation it has limited accuracy, especially when the function spans many decades.
The method consists of four parts: (1) selecting a suitable form for the approximation, (2) fitting the approximation to the function, (3) eliminating unnecessary terms in the approximation and (4) determining small integer coefficients that give a fit not substantially worse than the best fit of (2).
pace. Moreover, electronic calculators can evaluate polynomials as rapidly as the keys are depressed but this is not so for the transcendental functions. (3) Asymptotic limits are important in the selection of a form. For example, the Klein-Nishina formula (discussed in Section 3.3) approaches a constant value at low photon energy E and decreases as E~1 at large values of E. This suggests a form such as <7j + a2E + a3E2 dP) =-:-:. a4 + as E + a6E2 + a7P3
Note that no simple power series can satisfy these limits.
2.2.
Fitting the Approximation to the Function. After a form g(x) has been chosen, its (unknown) coefficients al to aN must be selected so that g(x) fits the function /(x) to be approximated. The usual criterion is the minimax (or least maximum) error criterion, requiring that the largest deviation of |<i(x)| be minimized, where
and w(x) is a weighting function [3] . Under this criterion, the function d(x) oscillates about zero with equal positive and negative excursions. For rational approximating forms Chebyshev's Theorem gives the minimum number of excursions that are necessary and sufficient for a best approximation [2] . Unfortunately, the minimax criterion does not lend itself to the minimization code used in this work [4] , as the code assumes that the function to be minimized is locally quadratic in the coefficients a¡. It was found, however that the code could minimize D given by:
where the base points x-were chosen with sufficient density that dix) was a reasonable representation of dix). Moreover, the resulting deviations cf(x) oscillated about zero with very nearly equal positive and negative excursions and had the necessary minimum number of excursions for a best fit (see Figure 1 and [5] ). Thus, while the best fit coefficients given in Section 3 may not be unique, no other values can yield a significantly better fit [6].
In the event that the deviations <i(x) are larger then the required accuracy, it is necessary to go back and improve the form of the approximation. This usually means increasing the number of terms and consequently increasing the number of coefficients.
2.3. Eliminating Unnecessary Terms. As a rule, we started with a form that contained a sufficient number of terms to give a good fit. Then the computer code set each coefficient in turn to zero while all others were varied to minimize D. If the best of these fits was acceptable, the related coefficient was set permanently to zero and the process was automatically repeated to try to eliminate other terms. Although this procedure usually resulted in the elimination of the highest order terms, it was applied equally to all coefficients.
2.4. Determining Small Integer Coefficients. The methods described in this section assume that the approximation remains numerically unchanged when all coefficients are multiplied by a common factor. For example, this assumption is valid for power series (provided they are divided by a single coefficient) and more generally for the rational approximations, but not for expansions in transcendental functions.
We now define a scale factor b1 that is allowed to take on the integer values 1, 2, 3, . . . . Renaming the best fit coefficients a l to aN so that the coefficient closest to zero is flj, the scaled best fit coefficient values are given by:
b. = a¡ ' b1/a1 and | b¡\ > bt. Clearly, in the limit of large integer values of b1 it is possible to round all the other coefficients to their nearest integer values and still remain very close to the best fit approximations. This suggests a straightforward integer search algorithm that consists of tabulating D (and the deviations <i(x)) for b1 = 1, 2, 3, . . . where in each case the best fit values of b2 to bN are rounded to the nearest integer. Usually, the resulting values of D are far from monotonie; and it is possible to stop the search at a downward fluctuation in D that corresponds to an acceptable fit.
The above search method was not used in this paper because, for a given b¡, the integer values of b2 to bN closest to the best fit are usually not the best integer values (i.e., those that result in the lowest value of D).
By searching the space of b2 to bN it is often possible to find a set of integer values that result in a lower value of D, because the variation in each coefficient from its best fit value has been nearly compensated by the variations in the other coefficients.
As an example of the need for such a search, consider Eq. of D yet achieved during the integer coefficient search. The appendix is an example of this algorthim as used in this work to search V' and determine the best integer values of b2 to bN for each successive integer value bx. Although it only covers the case N = 4, it is clear from its structure how it may be modified to handle any other value of N. It is hoped that the way in which it was written is self-explanatory. This procedure permits a complete search for the smallest integer coefficients that result in an acceptable fit, subject to the condition that all subspaces of b1 to bN have a single minimum value of D. It can search a deep, narrow valley while avoiding regions too far from the valley to be fruitful. The examples below required typically 104 to 106 evaluations of D, depending on the number of coefficients.
3. Examples. The examples that follow were chosen largely on the basis of their usefulness to physicists and engineers. No claim is made that the approximating forms are the best that could be chosen, only that no smaller integer coefficients can be used in those forms to give a significantly better fit. In each example the approximation with integer coefficients has deviations that are within a factor of two of those that result from using the best fit coefficients. (For details of how the fits were performed and for additional graphs of the deviation functions dix), see [5] .)
In our experience an integer coefficient fit that approaches the best fit involves fewer keystrokes than a fit using smaller integers but one or two additional terms.
The approximations make considerable use of polynomial forms and these have been arranged according to Homer's rule to minimize the number of keystrokes and the need for intermediate storage.
3.1. Gaussian Probability Integral. The probability P(x) of exceeding x standard deviations of either sign is given by : (3) P(x) = y/lR C e-*2/2 dx, x > 0.
• Best fit values [7] : (¿>j = 1), b2 = 4.20075 + 0.00020, b3 = 6.72175 + 0.00083, b4 = 1.988778 ± 0.000075, b5 = 8.39964 ± 0.00036. In Figure 1 we compare the deviation functions dix) for the best fit and integer approximations.
Approximation 2:
(6) P2(x) = v/2/Jr" (IJ EXP( -x2/2 -0.94/x2).
Error: |(P2(x) -P(x))/P(x)| < 0.040%. Range: x > 5.5 (P(x) < 3.8 x 10"8).
Approx. number of keystrokes = 20.
3.2. Inverse of the Gaussian Probability Integral. Defining P(x) by Eq. (3):
HA y + 100) y + 205) y2 Solid curve-relative deviation between approximation P,(x) with integer coefficients (Eq. (4)) and the Gaussian probability P(x) of exceeding x standard deviations of either sign (Eq. (3)). Dashed curve-same but with best fit coefficients (Eq. (5)). " , R(a + 9)a + 8)tt + 2 (a + 2)a -2 , 1 Range: 0<P< 100 MeV.
Approx. number of keystrokes =31, using the K values given in Table I Error is the greater of e and e.. Table n . Photoelectric cross sections 3.4. Photoelectric Cross Sections in H20, Bone, Fe, Nal, and Pb. It is well known that the photoelectric cross sections may be approximated by expansions in inverse powers of the photon energy [9] , and we have used the same form for our approximations (Table II) . Each of these approximations was fit to typically 25 data points from [9] . The deviations d(x¡) were not smooth functions of x-because the data are partially based on experimental measurements. Moreover, as stated in [9] these cross sections have not been established with accuracies much better than 5%. where x = log10(P) and E is the photon energy in MeV.
Error: | ap -ap\< 8 x 10-4cm2/gm.
Range: 1.5 MeV < E < 10s MeV.
Approx. number of keystrokes = 28.
The approximation a was fit to 26 data points a from 1.5 MeV to 105 MeV [9] The deviations d(x) were not smooth functions of x, because the data were only given to three significant figures. Also, the lower energy data points are quite sparse; and the error bound given above is only an estimate.
