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Abstract
In recent years, Black Holes have attracted much attention, in particular,
because of their unusual quantum-theoretical properties. An interesting
model, in this context, is the SL(2,R)/U(1) gauged Wess-Zumino-Novikov-
Witten model, which can be interpreted stringtheoretically as Euclidean two-
dimensional Black Hole. The present dissertation analyzes the classical prop-
erties of this model, in order to prepare the basis for quantum-theoretical
investigations.
First, gauged Wess-Zumino-Novikov-Witten (WZNW) models are into-
duced in general. Usually, they are formulated including gauge elds, whose
equations of motion are purely algebraic. In the present dissertation, the
gauge elds are eliminated from the models. A class of non-linear integrable
eld theories arises, whose equations of motion can be represented by Lax
pairs explicitly.
These results are specialized to the SL(2,R)/U(1) gauged WZNW model.
For comparison, the elimination of the gauge eld by explicit path integration
is also investigated. But due to mathematical ambiguities, this investigation
does not lead to a nal result.
The classical SL(2,R)/U(1) gauged WZNW model is investigated in an
innitely extended Minkowski space-time as well as with spatially periodic
boundary conditions. The latter is important for the stringtheoretical inter-
pretation of the model. The non-linear equations of motion and their general
solution are given. A procedure is derived to determine the parameter func-
tions of the general solution from given initial conditions of the equations of
motion. By means of this procedure the Poisson brackets of the parameter
functions are calculated from the canonical Poisson brackets of the physi-
cal elds. It is shown that there is a non-local canonical transformation of
the non-linear physical elds onto free elds. The corresponding Ba¨cklund
transformation is presented.
Keywords:
Integrability, Conformal Field Theory, Gauged Wess-Zumino-Novikov-Wit-
ten Model, Black Hole
Zusammenfassung
In den letzten Jahren haben Schwarze Lo¨cher viel Aufmerksamkeit auf sich
gezogen, insbesondere wegen ihrer ungewo¨hlichen quantentheoretischen Ei-
genschaften. Ein in diesem Zusammenhang interessantes Modell ist das ge-
eichte SL(2,R)/U(1)-Wess-Zumino-Novikov-Witten-Modell, das im Rahmen
der Stringtheorie als Euklidisches zweidimensionales Schwarzes Loch inter-
pretiert werden kann. Die vorliegende Arbeit analysiert die klassischen Ei-
genschaften dieses Modells, um so die Grundlage fu¨r quantentheoretische
Untersuchungen zu schaen.
Ausgangspunkt ist eine allgemeine Betrachtung u¨ber geeichte Wess-Zumi-
no-Novikov-Witten-Modelle (WZNW-Modelle). Herko¨mmlicherweise werden
sie mit Hilfe von Eichfeldern formuliert, deren Bewegungsgleichungen rein
algebraisch sind. In der vorliegenden Arbeit werden die Eichfelder aus den
Modellen eliminiert. Dabei entsteht eine Klasse von nichtlinearen integrablen
konformen Feldtheorien, fu¨r deren Bewegungsgleichung eine explizite Lax-
Paar-Darstellung abgeleitet wird.
Diese Ergebnisse werden auf das geeichte SL(2,R)/U(1)-WZNW-Modell
spezialisiert. Zum Vergleich wird auch die Eliminierung des Eichfeldes durch
explizite Pfadintegration untersucht, die jedoch aufgrund mathematischer
Ambiguita¨ten nicht zu einem abschlieenden Ergebnis gefu¨hrt wird.
Das klassische geeichte SL(2,R)/U(1)-WZNW-Modell wird sowohl in ei-
nem unendlich ausgedehnten Minkowski-Raum als auch mit ra¨umlich periodi-
schen Randbedingungen untersucht. Letzteres ist fu¨r die stringtheoretische
Interpretation des Modells wichtig. Es werden die nichtlinearen Bewegungs-
gleichungen und ihre allgemeine Lo¨sung angegeben. Diese entha¨lt Parame-
terfunktionen. Es wird ein Verfahren abgeleitet, um die Parameterfunktio-
nen aus vorgegebenen Anfangsbedingungen zu bestimmen. Mit Hilfe dieses
Verfahrens werden die Poissonklammern der Parameterfunktionen aus den
kanonischen Poissonklammern der physikalischen Felder berechnet. Es wird
gezeigt, da es eine nichtlokale kanonische Transformation der nichtlinea-
ren physikalischen Felder auf freie Felder gibt. Die entsprechende Ba¨cklund-
Transformation wird angegeben.
Schlagwo¨rter:
Integrabilita¨t, Konforme Feldtheorie, Geeichtes Wess-Zumino-Novikov-Wit-
ten-Modell, Schwarzes Loch
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Kapitel 1
Einfu¨hrung
1.1 Allgemeine Motivation der Arbeit
Sowohl die Quantenfeldtheorie [1, 2] als auch die Allgemeine Relativita¨ts-
theorie [3] nden gla¨nzende experimentelle Besta¨tigungen bei ihren Anwen-
dungen in der mikroskopischen bzw. makroskopischen Physik. Trotzdem ist
es bislang nicht gelungen, beide Theorien in einer konsistenten Quantenfeld-
theorie der Gravitation zu vereinigen. Fu¨r praktische Zwecke ist das bisher
unerheblich, da einerseits wegen der Schwa¨che der Gravitation ihre Eek-
te in der mikroskopischen Physik erst bei sehr hohen, heutzutage nicht er-
reichbaren Energien zu erwarten sind und andererseits Quanteneekte in
der Gravitationsphysik nur bei sehr starken, experimentell nicht unmittelbar
zuga¨nglichen Gravitationsfeldern auftreten. Dennoch ist die einheitliche Be-
schreibung aller in der Natur bekannten Wechselwirkungen wu¨nschenswert.
Sie ist beispielsweise erforderlich zur Diskussion der Evolution des Kosmos
sehr kurze Zeit nach dem Urknall oder zum genauen Versta¨ndnis der Prozes-
se beim teilweisen oder vollsta¨ndigen Zerfall eines Schwarzen Loches infolge
von Hawking-Strahlung [4, 5]. Der letztgenannte Vorgang stellt die Physik
heute immer noch vor Ra¨tsel. So hat diese Strahlung zumindest in semiklassi-
scher Na¨herung thermischen Charakter, sie wird also durch einen gemischten
Quantenzustand beschrieben. Falls sich das Schwarze Loch aus einem reinen
Quantenzustand entwickelt hat, erhebt sich die Frage, ob u¨ber den Hawking-
Eekt ein reiner Quantenzustand in einen gemischten u¨bergehen kann oder
ob der thermische Charakter der Hawking-Strahlung nur durch die bei ihrer
Herleitung benutzte Na¨herung zustande kommt. Ein weiteres Ra¨tsel betrit
1
2erhaltene Ladungsquantenzahlen wie die Baryonenzahl. Nehmen wir etwa an,
da ein Stern zu einem Schwarzen Loch kollabiert und dieses keine weitere
Materie mehr aufnimmt, sondern wegen des Hawking-Eektes kontinuierlich
Energie abstrahlt. Irgendwann wird das Schwarze Loch einen Groteil sei-
ner Masse emittiert haben, und zwar wegen des thermischen Charakters der
Strahlung u¨berwiegend in Form von masselosen und leichten Elementarteil-
chen, also Photonen, Gravitonen und Leptonen. Den gro¨ten Teil der Masse
des Sterns machten aber seine Baryonen aus, die sich so in andere Teilchen
umgewandelt haben mu¨ssen. Fu¨hrt Quantengravitation also zur Verletzung
der Baryonenzahl?
Um solche Fragen zufriedenstellend beantworten zu ko¨nnen, ist eine Quan-
tentheorie der Gravitation erforderlich. Bisher wurde der Hawking-Eekt nur
in semiklassischer Na¨herung bei vorgegebener klassischer Metrik berechnet,
wobei die Ru¨ckwirkung der Strahlung auf die Metrik vernachla¨ssigt wird. Auf
diese Weise ist keine Aussage u¨ber die Entwicklung eines Schwarzen Loches
mo¨glich.
Der direkte Versuch, die Einsteinsche Allgemeine Relativita¨tstheorie mit
sto¨rungstheoretischen Konzepten zu quantisieren, scheiterte bisher an ihrer
Nichtrenormierbarkeit [6].
Die bei einer nichtrenormierbaren Theorie vorhandenen Ultraviolettdiver-
genzen ha¨ngen mit dem singula¨ren kurzreichweitigen Verhalten der Quan-
tenfelder zusammen. Deshalb ko¨nnte man z.B. erwarten, da diese Diver-
genzen beim U¨bergang von punktfo¨rmigen zu ausgedehnten Quanten sich
abschwa¨chen oder gar verschwinden. Eine einfache Verallgemeinerung punkt-
fo¨rmiger Teilchen sind eindimensionale Objekte, die Strings, die zu harmo-
nischen Schwingungen angeregt werden ko¨nnen [7]. Streuamplituden in der
Stringtheorie haben in der Tat ein weicheres Ultraviolettverhalten als solche
punktfo¨rmiger Teilchen [7, 8, 9].
Es gibt ernstzunehmende Versuche, die Gravitation als eektive Wech-
selwirkung renormierbarer Stringtheorien aufzufassen, da letztere im Nieder-
Energie-Limes die Einsteinschen Gleichungen der Allgemeinen Relativita¨ts-
theorie liefern [10, 11, 12, 13]. Wenngleich dieser Zugang sehr spekulativ und
durch direkte Experimente in absehbarer Zeit nicht u¨berpru¨fbar ist, so be-
steht doch Interesse an den Aussagen einer solchen Theorie zu Fragen der
Quantengravitation.
Eine fundamentale Eigenschaft von Stringmodellen ist die konforme Inva-
rianz. Beispielsweise kann jede zweidimensionale konforme Quantenfeldtheo-
rie als Lo¨sung der Stringtheorie fu¨r eine bestimmte physikalische Situati-
3on angesehen werden. So beschreibt das periodische geeichte SL(2,R)/U(1)-
Wess-Zumino-Novikov-Witten-Modell (WZNW-Modell) [14] die Bewegung
eines bosonischen geschlossenen Strings im Hintergrundfeld eines zweidimen-
sionalen Schwarzen Loches [15]. Die konform invariante Quantisierung dieses
Modells liefert dann Aussagen u¨ber das Verhalten der verschiedenen String-
zusta¨nde in der Metrik des Schwarzen Lochs.
Um eine nichtsto¨rungstheoretische geometrische Interpretation der Quan-
tentheorie des geeichten SL(2,R)/U(1)-WZNW-Modells zu erhalten, sind in
der rein algebraischen Formulierung als Coset-Modell [16] und in der Lagran-
geschen Formulierung mit Hilfsfeldern [17, 18, 19, 20, 21] Zusatzannahmen
no¨tig [22, 23, 24, 25, 26]. Um diese Annahmen zu u¨berpru¨fen und ein besse-
res Versta¨ndnis der Geometrie konformer Feldtheorien zu bekommen, ist eine
Lagrangesche Formulierung des Modells ohne Hilfsfelder wu¨nschenswert.
In der vorliegenden Arbeit wird das klassische geeichte SL(2,R)/U(1)-
WZNW-Modell nach Eliminierung aller Hilfsfelder untersucht. Interessanter-
weise handelt es sich dabei, wie bei allen geeichten Wess-Zumino-Novikov-
Witten-Modellen, um eine integrable konforme Feldtheorie, deren exakte
Lo¨sung Grundlage fu¨r eine kanonische Quantisierung sein kann [27]. Hier
wird die vollsta¨ndige klassische Lo¨sung des geeichten SL(2,R)/U(1)-WZNW-
Modells vorgestellt. Die darauf aufbauende Quantisierung dieser konformen
Feldtheorie verbleibt als Herausforderung.
Diese Arbeit ist wie folgt gegliedert. Im na¨chsten Abschnitt dieses Ka-
pitels wird das na¨here physikalische Umfeld genauer betrachtet, indem das
Zusammenspiel von konformer Feldtheorie, Strings und Schwarzen Lo¨chern
verdeutlicht wird.
In Kapitel 2 wird zuerst Bekanntes u¨ber ungeeichte und geeichte Wess-
Zumino-Novikov-Witten-Modelle zusammengetragen. Fu¨r eine geometrische
Interpretation der geeichten Modelle mu deren nichtdynamisches Eichfeld
eliminiert werden. Ein Schwerpunkt wird dabei auf die Eliminierung des Eich-
feldes in der klassischen Wirkung gelegt. Das fu¨hrt zu interessanten klassi-
schen Formulierungen der geeichten Wess-Zumino-Novikov-Witten-Modelle,
die so in der Literatur nicht zu nden sind. Es wird in allgemeiner Form ein
Lax-Paar fu¨r diese Modelle hergeleitet, um ihre Integrabilita¨t zu zeigen. Dann
werden diese Resultate auf das SL(2,R)/U(1)-WZNW-Modell spezialisiert.
Weiterhin wird die Eliminierung des Eichfeldes mittels expliziter Pfadinte-
gration untersucht, um einen Vergleich mit den Resultaten aus der Literatur
[23, 24, 25, 26], in der diese Pfadintegration mit Hilfe von Symmetrieargu-
menten durchgefu¨hrt wurde, zu unternehmen. Die bei der direkten Pfadinte-
4gration auftretenden Schwierigkeiten motivieren die Verwendung der in die-
ser Arbeit untersuchten klassischen Wirkung. Schlielich wird gezeigt, da
das geeichte SL(2,R)/U(1)-WZNW-Modell die Raum-Zeit-Geometrie eines
zweidimensionalen Schwarzen Loches besitzt [15].
Das Kapitel 3 widmet sich dem geeichten SL(2,R)/U(1)-WZNW-Modell
als Feldtheorie in einem unendlich ausgedehnten Minkowski-Raum. Es wer-
den die Bewegungsgleichungen und Erhaltungsgro¨en des Modells [28, 29, 30]
angegeben. Dann wird eine nichtabelsche Toda-Theorie erwa¨hnt, die eine in-
tegrable Erweiterung des geeichten SL(2,R)/U(1)-WZNW-Modells ist und
deshalb in der Literatur studiert wurde [31, 32]. Als Resultat der vorlie-
genden Arbeit wird fu¨r das geeichte SL(2,R)/U(1)-WZNW-Modell selbst die
allgemeine Lo¨sung angegeben [27]. Durch die Vorgabe von Anfangswerten fu¨r
die physikalischen Felder des Modells werden die Parameterfunktionen der
allgemeinen Lo¨sung bestimmt und ihre Poissonklammern aus den Poisson-
klammern der physikalischen Felder berechnet. Es wird gezeigt, da es eine
kanonische Transformation der physikalischen Felder auf freie Felder gibt.
Am Schlu des dritten Kapitels wird diese kanonische Transformation in ei-
ner Ba¨cklund-Transformation zusammengefat.
Fu¨r das Kapitel 4 wird im Gegensatz zum dritten Kapitel der ra¨umliche
Teil des Minkowski-Raumes als endlich und periodisch vorausgesetzt, um
die Grundlagen fu¨r eine spa¨tere Stringinterpretation des Modells zu legen.
Dabei werden im wesentlichen nur die Unterschiede zum feldtheoretischen
Fall explizit diskutiert. Diese sind hauptsa¨chlich in den hier auftretenden
Nullmoden und den gea¨nderten Randbedingungen der Felder begru¨ndet. Der
Aufbau des vierten Kapitels orientiert sich an dem des dritten Kapitels.
Im fu¨nften Kapitel werden die Ergebnisse dieser Arbeit zusammengefat,
und es wird ein Ausblick auf mo¨gliche zuku¨nftige Entwicklungen gegeben.
In den Anha¨ngen sind technische Details dargestellt. Im Anhang A sind
die Metrikkonventionen zu nden. Im Anhang B sind einige Gleichungen zu
konformen Transformationen zusammengestellt. Im Anhang C wird die Ei-
chung des Wess-Zumino-Terms untersucht. Im Anhang D wird eine Relation
zwischen den Determinanten zweier Dierentialoperatoren, die sich nur um
einen ortsabha¨ngigen Faktor unterscheiden, hergeleitet. Der Anhang E ver-
steht sich als technische Erga¨nzung zum Abschnitt 2.5, in dem die Eliminie-
rung des Eichfeldes im geeichten SL(2,R)/U(1)-WZNW-Modell mittels Pfad-
integration untersucht wird. Im Anhang G werden aus dem Energie-Impuls-
Tensor in Termen der (anti-) chiralen Parameterfunktionen der allgemeinen
Lo¨sung und einem plausiblen Ansatz mo¨gliche Frei-Feld-Darstellungen herge-
5leitet. Diese Schar von Darstellungen wird durch einige Parameter beschrie-
ben. Die Wahl dieser Parameter wird durch Zusatzbedingungen, die unter
anderem aus den Randbedingungen fu¨r die physikalischen Felder folgen, im
Anhang H eingeschra¨nkt. Der Anhang I stellt Poissonklammern des peri-
odischen geeichten SL(2,R)/U(1)-WZNW-Modells zusammen. Diese Poisson-
klammern zeigen eine gewisse Asymmetrie unter Vertauschungen der (anti-)
chiralen Funktionen, lassen aber eine einfache Frei-Feld-Darstellung zu. Im
Anhang J wird gezeigt, da diese Asymmetrie um den Preis einer komplizier-
teren Frei-Feld-Darstellung der entsprechenden Poissonklammern vermieden
werden kann.
1.2 Konforme Feldtheorie, Strings und
Schwarze Lo¨cher
Die Bewegung eines Strings in einem gekru¨mmten Raum (Targetraum) mit
der Metrik Gmn wird durch die Wirkung
S[x; γ] =
1
40
Z 2
1
Z
γGmn(x)@x
m@x
n
p
− det γ d2 (1.1)
beschrieben [7]. 0 ist eine zur Stringspannung umgekehrt proportionale Kon-
stante. Diese Wirkung besitzt neben der Invarianz gegenu¨ber Koordinaten-
transformationen
 ! 0 = 0(); γ()! γ0(0) = @
0
@
@0
@
γ((0)) (1.2)
auch die Invarianz unter den konformen Transformationen
γ() ! ()γ(): (1.3)
Die Quantentheorie des Strings kann mittels funktionaler Integration
durch das Zustandsintegral
Z =
Z
DγDxeiS[x;γ] (1.4)
deniert werden. Das Funktionalintegral u¨ber Dγ ist dabei auch u¨ber ver-
schiedene Topologien, die in zwei Dimensionen durch das Geschlecht der
6Fla¨che bestimmt werden, zu erstrecken. Korrelationsfunktionen zwischen ver-
schiedenen Stringzusta¨nden lassen sich durch Einsetzen von Vertexoperato-
ren in das Zustandsintegral (1.4) gewinnen. Das Zustandsintegral kann jedoch
auch im Sinne einer zweidimensionalen Quantenfeldtheorie fu¨r die Felder x
und γ betrachtet werden. Hier tritt die Targetraummetrik Gmn(x) als Kopp-
lung der Felder xm() auf. Um Renormierbarkeit und konforme Invarianz
dieser zweidimensionalen Theorie zu gewa¨hrleisten, ist es im allgemeinen er-
forderlich, weitere Terme in die Wirkung aufzunehmen. Insbesondere wird
bei dimensionaler Regularisierung die Weylinvarianz (1.3) gebrochen, so da
auch nichtweylinvariante Gro¨en wie der Kru¨mmungsskalar R(2)() der Welt-
fla¨che beru¨cksichtigt werden mu¨ssen. Die allgemeinste renormierbare Wir-
kung in zwei Dimensionen ist die der verallgemeinerten Sigma-Modelle
S[x; γ] =
1
40
Z
d2
hp
− det γγGmn(x) + Bmn(x)
i
@x
m@x
n −
− 1
2
p
− det γ 0R(2)(x) + T (x) : (1.5)
Gegenu¨ber (1.1) neue Targetraum-Felder sind hier die antisymmetrische Kopp-
lung Bmn(x), Torsionspotential oder Axion genannt, das Dilaton (x) und
das Tachyonpotential T (x). Zu jeder dieser Kopplungen gibt es einen mas-
selosen oder tachyonischen Stringzustand, so da diese Kopplungen in einer
Stringfeldtheorie als quantentheoretische Erwartungswerte der den String-
zusta¨nden zuzuordnenden Felder interpretiert werden ko¨nnen. Jeder Wahl
der Funktionen G, B,  und T entspricht somit eine klassische Hintergrund-
feldkonguration. Die Forderung nach Erhalt der Symmetrien (1.2) und (1.3)
auch bei Quantisierung fu¨hrt zu Bedingungen an die Kopplungen G, B, 
und T . Der Dilaton-Term R(2) der Wirkung (1.5) ist klassisch selbst nicht
konform invariant, er ermo¨glicht aber die Aufhebung einer konformen An-
omalie nach der Quantisierung, so da die Quantentheorie konform invariant
ist. Der nichtsto¨rungstheoretische Charakter des Dilatons bedarf aber noch
weiterer Kla¨rung [15, 22, 23, 24, 25, 26].
Die Bedingungsgleichungen, die die konforme Invarianz der zu (1.5) ge-
ho¨renden Quantentheorie sichern, lassen sich sto¨rungstheoretisch berechnen,
indem fu¨r die Kopplungen G, B,  und T die Renormierungsgruppenfunk-
tionen G, B,  und T Ordnung fu¨r Ordnung in 0 bestimmt werden. Ihr
Verschwinden sichert die globale Skaleninvarianz der Theorie [10, 11, 12], und
eine detaillierte Analyse leitet aus ihnen Bedingungen fu¨r die Weyl-Invarianz
7(= lokale Skaleninvarianz) ab [13]. Das ergibt in jeder Ordnung der Sto¨rungs-
theorie Bewegungsgleichungen fu¨r die beteiligten Felder G, B,  und T . Sie
lauten in der Ordnung 0 (fu¨r T  0) [10, 11, 12]
Gmn = Rmn −
1
4
Hm
klHnkl −rmrn +O(0) = 0
B = rkHkmn +rkHkmn +O(0) = 0 (1.6)

0
=
1
0
D − 26
482
+
1
162

(r)2 + 2r2−R+ 1
12
H2

+O(0) = 0
Hierbei sind Hmnk = rmBnk +rnBkm+rkBmn die Feldsta¨rke des Torsions-
potentials Bmn und Rmn der Ricci-Tensor zur Metrik Gmn. Nach konformer
Reskalierung der Metrik G sind diese Gleichungen a¨quivalent zu den Bewe-
gungsgleichungen eines gekoppelten Systems von Gravitation und Materie
[12].
Von nichtrotierenden Schwarzen Lo¨chern ohne elektrische Ladung spre-
chen wir, wenn z.B. in vier Raum-Zeit-Dimensionen die Metrik Gmn durch
die 1916 von Schwarzschild gefundene sogenannte Schwarzschild-Metrik
ds2 =
dr2
1− 2M=r + r
2dΩ2(; )−

1− 2M
r

dt2 (1.7)
gegeben wird. Hier ist r die radiale Koordinate, die durch die Forderung
deniert ist, da die Fla¨che r = const den Fla¨cheninhalt A = 4r2 hat. t ist
die Zeit, die ein unendlich entfernter Beobachter mit und
dΩ2(; ) = d2 + sin2 d2 (1.8)
das Raumwinkelelement, das durch die Winkelkoordinaten  und  gegeben
ist. M ist ein zur Masse des Schwarzen Loches proportionaler Parameter.
Die Metrik (1.7) ist singula¨r bei r = 2M und r = 0. Die Singularita¨t bei
r = 2M ist aber eine Koordinatensingularita¨t, erkennbar an dem nichtsin-
gula¨ren Verhalten der Komponenten des Kru¨mmungstensors
Rrr = R
r
r = R
t
t = R
t
t = −M
r3
; Rrtrt = R

 =
2M
r3
; (1.9)
aus denen sich die Invarianten
Rm1n1m2n2R
m2n2
m3n3 : : : R
mnnn
m1n1 =
(
22n+1 + (−2)n+2Mn
r3n
(1.10)
8berechnen. Tatsa¨chlich la¨t sie sich durch Einfu¨hrung von Kruskalkoordina-
ten [33] beseitigen, die durch
u = − exp

−t− r

4M

; v = exp

t+ r
4M

; (1.11)
mit r  r+2M ln[(r=2M)−1] deniert sind. Das resultierende Linienelement
hat dann die Form
ds2 = −32M
3
r
exp

− r
2M

dudv + r2dΩ2(; ): (1.12)
Ein frei fallender Beobachter wird also bei r = 2M nichts Auergewo¨hnli-
ches feststellen. Dennoch hat dieser Ort eine physikalische Bedeutung. Fu¨r
r < 2M ist r zeitartig und t raumartig. Das bedeutet, da es hier mo¨glich
ist, sich in der Zeit vor- und ru¨ckwa¨rts zu bewegen, aber unmo¨glich, den Fall
ins Zentrum des Schwarzen Loches aufzuhalten. Weil also nichts aus dem
Gebiet r < 2M nach auen (r > 2M) dringen kann, wird der Ort r = 2M
Ereignishorizont genannt. Die Singularita¨t bei r = 0 ist hingegen eine phy-
sikalische Singularita¨t, fu¨r die die Invarianten des Kru¨mmungstensors (1.10)
divergieren.
Ein klassisches Objekt, das einmal hinter dem Ereignishorizont ist, kann
nicht wieder in das A¨uere des Schwarzen Loches kommen. Ebenso gelangt
auch kein Licht nach auen, das Schwarze Loch ist tatsa¨chlich
"
schwarz\.
Dieses Bild a¨ndert sich, wenn Quantenfelder im Hintergrund des Schwar-
zen Loches betrachtet werden [4]. Die Anwesenheit des Schwarzen Loches be-
wirkt, da das Vakuum der einlaufenden Teilchen nicht mit dem Vakuum der
auslaufenden Teilchen u¨bereinstimmt [5]. Die Erzeugungs- und Vernichtungs-
operatoren der verschiedenen Vakua transformieren sich gema¨ Bogoliubov-
Transformationen, so da einige Vernichtungsoperatoren des Eingangsvaku-
ums das Ausgangsvakuum nicht annihilieren. Durch das Schwarze Loch sind
also Teilchen entstanden. Das Schwarze Loch ist deshalb nicht vo¨llig schwarz,
es emittiert Teilchen, deren Energiespektrum das eines Hohlraumstrahlers
mit der Temperatur (kB ist die Boltzmann-Konstante)
T =
1
8kBM
(1.13)
ist. Aufgrund von Vakuumfluktuationen sind stets virtuelle Teilchen-Anti-
teilchen-Paare vorhanden. Gelangt eines hiervon hinter den Ereignishorizont
9und kann das andere genu¨gend Energie aus dem Gravitationsfeld gewinnen,
so wird es real und entkommt dem Schwarzen Loch. Wegen Energieerhaltung1
mu das Gravitationsfeld dabei geschwa¨cht werden. Die Masse des Schwarzen
Loches nimmt also ab. Bei weiterer Energieabgabe steigt gema¨ (1.13) die
Temperatur, was typisch fu¨r selbstgravitierende Systeme ist [34].
Das in dieser Arbeit untersuchte geeichte SL(2,R)/U(1)-WZNW-Modell
hat in zwei Raum-Zeit-Dimensionen die Struktur eines Schwarzen Loches.
Als konforme Feldtheorie kann es die Bewegung eines Strings in dem Hinter-
grund dieses Schwarzen Loches beschreiben. Wir werden im folgenden aber
nicht vordergru¨ndig den Stringaspekt behandeln, sondern die konforme Feld-
theorie exakt lo¨sen, ohne die einschra¨nkenden Virasoro-Nebenbedingungen
zu benutzen [35]. Klassisch sichern diese Nebenbedingungen, da die Lo¨sun-
gen der konformen Feldtheorie auch die Weltfla¨che der Strings minimieren.
Fu¨r eine Stringinterpretation mu¨ssen deshalb diese Nebenbedingungen nach
durchgefu¨hrter Quantisierung der konformen Feldtheorie als Bedingungen an
die Quantenzusta¨nde beru¨cksichtigt werden.
1In der Allgemeinen Relativita¨tstheorie gibt es im allgemeinen keinen Energieerhal-
tungssatz wegen der fehlenden Homogenita¨t der Zeit in gekru¨mmten Ra¨umen. In Ein-
zelfa¨llen ist die Raum{Zeit jedoch so symmetrisch, da Erhaltungssa¨tze formuliert werden
ko¨nnen. Die Schwarzschild-Metrik ist asymptotisch flach, deshalb ko¨nnen sinnvoll Impuls,
Schwerpunkt, Drehimpuls und Energie des Schwarzen Loches deniert werden.
Kapitel 2
Wess-Zumino-Novikov-Witten-
Modelle
2.1 Die ungeeichten Wess-Zumino-Novikov-
Witten-Modelle
Wess-Zumino-Novikov-Witten-Modelle [36, 37, 38] (im weiteren kurz
WZNW-Modelle genannt) sind Sigma-Modelle
SWZNW[g] =
k
8
Z
M
γtr
(
g−1@gg−1@g
p−γd2 + kIWZ[g] (2.1)
mit dem zusa¨tzlichen topologischen Wess-Zumino-Term
IWZ =
1
12
Z
B
@B=M
tr
(
g−1dg ^ g−1dg ^ g−1dg : (2.2)
Das Feld g(; ) nimmt Werte aus einer Gruppe G an. Die Wirkung (2.1)
ist fu¨r kompakte Gruppen G und k < 0 positiv denit. Das Vorzeichen von
k ist so gewa¨hlt worden, da in dem spa¨ter zu untersuchenden geeichten
SL(2,R)/U(1)-WZNW-Modell die Wirkung fu¨r k > 0 positiv denit wird.
Fu¨r Gruppen G, die sowohl kompakte als auch nichtkompakte Untergrup-
pen enthalten, ist diese Wirkung fu¨r jede Wahl von k indenit. Zum Wess-
Zumino-Term (2.2) ist noch anzumerken, da er bei Verwendung einer Welt-
fla¨chenmetrik γ mit euklidischer Signatur (++) noch einen Faktor i ha¨tte.
Hier wird jedoch eine Metrik mit Minkowski-Signatur (+−) vorausgesetzt.
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Die Wirkung (2.1) ist invariant unter Rechts- und Linksmultiplikationen
mit Gruppenelementen
SWZNW[g] = SWZNW[a
−1gb]; a; b 2 G; a; b = const: (2.3)
Die innitesimale Variante dieser Symmetrie lautet
g = T agaL + gT
aaR; (2.4)
wobei T a die Generatoren der Lie-Algebra von G und aL sowie 
a
R die inni-
tesimalen Parameter der Symmetrie sind. Mit dem Noether-Verfahren lassen
sich daraus die erhaltenen Stro¨me
Ja;L =
k
4
tr
(
T a@gg
−1γ + p−γ

;
Ja;R =
k
4
tr
(
T ag−1@g

γ − 

p−γ

(2.5)
ableiten. In Lichtkegelkoordinaten z =  + , z =  −  vereinfachen sich
diese Ausdru¨cke zu1
JaL;z =
k
2
tr
(
T a@zgg
−1 ; JaR;z = k2 tr (T ag−1@zg : (2.6)
Da der Energie-Impuls-Tensor der WZNW-Modelle (2.1)
T =
k
4
tr

g−1@gg−1@g − 1
2
γg
−1@gg−1@g

(2.7)
spurlos ist, liegt konforme Invarianz vor, eine fu¨r die Stringtheorie auch quan-
tentheoretisch fundamentale Eigenschaft. Deshalb stellt jedes dieser Model-
le mit der zentralen Ladung 26 gleichermaen eine konsistente Lo¨sung der
Stringtheorie dar. Mit der Normierung der Generatoren der Lie-Algebra von
G
tr
(
T aT b

=
1
2
ab; ab =
8>>><
>>>:
+1 fu¨r a = b, T a Generator einer
nichtkompakten Untergruppe,
−1 fu¨r a = b, T a Generator einer
kompakten Untergruppe,
0
(2.8)
1Die verwendeten Metrikkonventionen sind im Anhang A zu nden.
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erhalten wir in Lichtkegelkoordinaten die Sugawara-Darstellung [39] des
Energie-Impuls-Tensors
Tzz =
2
k
JaL;zJ
b
L;z
ab; Tzz =
2
k
JaR;zJ
b
R;z
ab: (2.9)
Wir wissen, da ungeeichte WZNW-Modelle integrabel sind. Um die In-
tegrabilita¨t geeichter WZNW-Modelle nachzuweisen, ist es zweckma¨ig, die
Eichung der WZNW-Modelle im na¨chsten Abschnitt vo¨llig allgemein zu be-
handeln.
2.2 Die geeichten Wess-Zumino-Novikov-
Witten-Modelle
Um eine UntergruppeH der Gruppe G zu eichen, mu H geeignet in die Sym-
metriegruppe GLGR der Rechts- und Linksmultiplikationen mit Gruppen-
elementen (2.3) eingebettet werden. Diese Einbettung realisieren wir durch
die Homomorphismen L und R
L : H ! GL; h 7! L(h);
R : H ! GR; h 7! R(h): (2.10)
Die Eichtransformationen der WZNW-Felder g(; ) (2.3) lauten also
g ! L(h−1)gR(h); h 2 H: (2.11)
Die homomorphen Abbildungen L und R erzeugen lineare Abbildungen L0
und R0 der entsprechenden Lie-Algebren
L0 : Lie(H) ! Lie(G); T 7! L0(T ) = d
dt
L (exp(Tt))

t=0
;
R0 : Lie(H) ! Lie(G); T 7! R0(T ) = d
dt
R (exp(Tt))

t=0
: (2.12)
T ist hier ein beliebiges Element der Lie-Algebra von H . Die innitesimale
Form der Transformation (2.11) wird dann
g = gR0(h)− L0(h)g: (2.13)
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Die geeichten WZNW-Modelle sind dadurch ausgezeichnet, da sie nicht nur
global fu¨r konstantes h, sondern lokal fu¨r beliebiges ra¨umlich und zeitlich
vera¨nderliches h(; ) invariant gegenu¨ber dieser Transformation sind. Um
das zu gewa¨hrleisten, mu ein Eichfeld A eingefu¨hrt werden mit dem Trans-
formationsverhalten
A ! h−1Ah− h−1@h (2.14)
bzw. innitesimal
A = Ah− hA − @h: (2.15)
Der vom Sigma-Modell stammende erste Term der WZNW-Wirkung (2.1)
wird eichinvariant durch die u¨bliche Ersetzung der partiellen Ableitung durch
die eichkovariante Ableitung
@g ! Dg  @g − L0(A)g + gR0(A): (2.16)
Zur Denition der eichkovarianten Ableitung ist zu bemerken, da sie vom
Transformationsverhalten des abgeleiteten Feldes abha¨ngt. Das heit insbe-
sondere fu¨r g−1 und g−1Dg, die sich gema¨
g−1 ! R(h−1)g−1L(h); g−1Dg ! R(h−1)g−1DgR(h) (2.17)
transformieren, da ihre kovarianten Ableitungen durch
Dg
−1  @g−1 −R0(A)g−1 + g−1L0(A); (2.18)
D
(
g−1Dg
  @ (g−1Dg− R0(A) (g−1Dg+ (g−1DgR0(A)
deniert sind.
Die Eichung des Wess-Zumino-Terms ist aufwendiger und wird im An-
hang C beschrieben. Sie la¨t sich nur unter der Bedingung der Anomaliefrei-
heit (C.8)
tr (L0 ⊗ L0 −R0 ⊗ R0) = 0 (2.19)
durchfu¨hren. Es gibt mehrere sich teilweise u¨berlappende Mo¨glichkeiten [17,
18, 19, 20, 21], diese Bedingung zu erfu¨llen. Die wichtigsten seien hier er-
wa¨hnt:
 Die Vektoreichung: fu¨r sie stimmen die linke Einbettung L und die
rechte Einbettung R der Gruppe H in die Gruppe G u¨berein
L(h) = R(h): (2.20)
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Dann folgt fu¨r die Abbildungen L0 und R0
L0 = R0; (2.21)
so da die Bedingung (2.19) oenbar erfu¨llt ist.
 Die axiale Eichung: hierbei werden im Falle einer abelschen Eichgruppe
H die Gruppenelemente der linken Einbettung L invers zu den Elemen-
ten der rechten Einbettung R gewa¨hlt
L(h) = R(h−1): (2.22)
Fu¨r die Abbildungen L0 und R0 folgt daraus
L0 = −R0; (2.23)
so da die Bedingung der Anomaliefreiheit (2.19) ebenfalls erfu¨llt ist.
 Die nilpotenten Einbettungen: Diese Eichmo¨glichkeit hat eine beson-
dere Bedeutung fu¨r Toda-Theorien, die durch Reduktion aus WZNW-
Modellen gewonnen werden ko¨nnen [40, 41]. Hier gilt
L0 ⊗ L0 = 0; R0 ⊗ R0 = 0: (2.24)
In speziellen Situationen ko¨nnen diese Eichungen auch die Bedingung
der Vektoreichung (2.20) oder die der axialen Eichung (2.22) erfu¨llen.
Im allgemeinen la¨t (2.24) aber Eichungen zu, bei denen L und R vo¨llig
unabha¨ngig voneinander gewa¨hlt werden ko¨nnen.
Bei dem spa¨ter behandelten geeichten SL(2,R)/U(1)-WZNW-Modell werden
wir die axiale Eichung verwenden.
Ersetzen wir in (2.1) die partiellen Ableitungen durch die eichkovarian-
ten (2.16), (2.18) und eichen den Wess-Zumino-Term gema¨ Anhang C, so
erhalten wir schlielich die Wirkung der geeichten G=H-WZNW-Modelle
SWZNW;geeicht[g; A] = SWZNW[g] +
k
4
Z
M
p−γd2 

h
γ +
p−γ

tr
(
R0(A)g−1@g
−γ − p−γ

tr
(
L0(A)@gg−1
−
−

γ − 

p−γ

tr
(
L0(A)gR0(A)g−1

+ γtr (R0(A)R0(A))
i
: (2.25)
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Das asymmetrische Auftreten von L und R im letzten Term ist wegen der
Bedingung (2.19) nur scheinbar.
In Lichtkegelkoordinaten vereinfacht sich diese Wirkung zu
SWZNW;geeicht[g; A] = SWZNW[g] +
k
2
Z
M
dz dz 

h
tr
(
R0(Az)g−1@zg
− tr (L0(Az)@zgg−1−
− tr (R0(Az)g−1L0(Az)g+ tr (R0(Az)R0(Az)) i:
(2.26)
Im folgenden werden wir nden, da jedes dieser geeichten G=H-WZNW-
Modelle integrabel ist.
2.3 Die Integrabilita¨t der geeichten Wess-
Zumino-Novikov-Witten-Modelle
Wir werden in diesem Abschnitt sehen, da fu¨r jedes beliebige geeichte G=H-
WZNW-Modell ein Paar linearer Dierentialoperatoren existiert, das Lax-
Paar, dessen Operatoren genau dann miteinander vertauschbar sind, wenn
die nichtlinearen Bewegungsgleichungen dieser Modelle erfu¨llt sind. Da die
Existenz eines Lax-Paares Integrabilita¨t der zugeho¨rigen nichtlinearen Die-
rentialgleichungen bedeutet, wird damit gezeigt, da alle geeichten WZNW-
Modelle integrabel sind. Diese Erkenntnis ist in dieser Allgemeinheit neu,
denn eine Lax-Paar-Darstellung existierte bisher nur fu¨r nilpotent geeichte
WZNW-Modelle [31, 32], denen Toda-Theorien entsprechen.
Wir leiten zuna¨chst die Bewegungsgleichungen der Wirkung (2.26) her
und zeigen, da deren Form direkt auf das Lax-Paar fu¨hrt. Das Eichfeld
A nimmt Werte in der Lie-Algebra der Eichgruppe H an und kann daher
folgendermaen in Komponenten zerlegt werden
Az = A
a
zH
a; Az = A
a
zH
a: (2.27)
Hier sind Ha die Generatoren der Eichgruppe H . Diese Generatoren werden
durch die Abbildungen R0 und L0 (2.12) auf Elemente der Lie-Algebra Lie(G)
abgebildet
R0(Ha) = Ra; L0(Ha) = La; Ra; La 2 Lie(G): (2.28)
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Die Wirkung (2.26) la¨t sich dann in der Form
SWZNW;geeicht[g; A] = SWZNW[g] +
k
2
Z
M
dz dz 

h
tr
(
Rag−1@zg

Aaz − tr
(
Lb@zgg
−1Abz +
+ tr
(
RaRb −Rag−1LbgAazAbzi
(2.29)
schreiben. Wir denieren
J b  tr (Lb@zgg−1 ; Ja  tr (Rag−1@zg ; Mab  tr (RaRb − Rag−1Lbg
(2.30)
und erhalten die Bewegungsgleichungen fu¨r das Eichfeld A aus dem Ver-
schwinden der variierten Wirkung (2.29)
ASWZNW;geeicht[g; A] =
=
k
2
Z
M
dz dz
(
Ja +MabA
b
z

Aaz +
(−J b + AazMab Abz (2.31)
zu
Ja +MabA
b
z = 0; −J b + AazMab = 0: (2.32)
Da das Eichfeld nicht dynamisch ist (d.h. ohne Ableitungen in die Wirkung
eingeht), lassen sich diese Gleichungen rein algebraisch nach ihm auflo¨sen
Aaz = J
bM−1ba =
(
JM−1
a
; Aaz = −M−1ab J b = −
(
M−1 J
a
: (2.33)
Wir setzen diese Lo¨sung in die Wirkung (2.29) ein und erhalten die vom
Eichfeld unabha¨ngige Wirkung
SWZNW;geeicht[g] = SWZNW[g] +
k
2
Z
M
dz dz JM−1 J: (2.34)
Es la¨t sich direkt nachpru¨fen, da sich das durch das Feld g ausgedru¨ckte
Eichfeld A (2.33) bei den Eichtransformationen (2.11) tatsa¨chlich wie in
(2.14) angegeben transformiert. Deshalb ist wie (2.29) auch die Wirkung
(2.34) eichinvariant. Das Prinzip der extremalen Wirkung stellt sicher, da
sich die Bewegungsgleichungen fu¨r g bei der Eliminierung des Eichfeldes nicht
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a¨ndern. Deshalb ko¨nnen wir diese bestimmen, wenn wir in der Wirkung (2.26)
das Feld g unabha¨ngig vom Feld A variieren
gSWZNW;geeicht[g; A[g]] =
= − k
2
Z
M
dz dz tr

@z
(
g−1@zg
− R0(Az); g−1@zg+R0(@zAz) +
+

g−1@zg; g−1L0(Az)g
− g−1L0(@zAz)g +
+

R0(Az); g−1L0(Az)g
 
g−1g

: (2.35)
Die Variation gSWZNW;geeicht[g; A[g]] soll fu¨r jede Variation g verschwinden.
Mit den Denitionen
B  R0(Az); B  g−1L0(Az)g (2.36)
erhalten wir deshalb aus (2.35) die Bewegungsgleichung
@z
(
g−1@zg
− B; g−1@zg− @z B + @zB + B; B = 0: (2.37)
Ihr Transformationsverhalten unter der Eichtransformation (2.11) la¨t sich
am besten erkennen, wenn wir sie durch eichkovariante Ableitungen (2.18)
ausdru¨cken
Dz
(
g−1Dzg
−R0(Fzz) = 0: (2.38)
Hierbei ist
F  @A − @A − [A; A ] (2.39)
die zum Eichfeld A geho¨rende Feldsta¨rke, die sich in bekannter Weise eich-
transformiert
F ! h−1Fh: (2.40)
Aus der Bewegungsgleichung (2.38) wird bei der Eichtransformation (2.11)
R(h−1)
(
Dz
(
g−1Dzg
−R0(Fzz)R(h) = 0: (2.41)
Das hat eine interessante Konsequenz: parametrisieren wir na¨mlich die Grup-
penelemente g analog zu einer Gauschen Zerlegung
g(x; ya) = L(h(ya))−1g0(x)R(h(ya));  = 1; : : : ; dimG− dimH;
a = 1; : : : ; dimH;
(2.42)
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wobei g0(x
) eine Teilmenge der Gruppe G beschreibt und ya Parameter der
Gruppe H sind, dann erhalten wir aus (2.41) die Bewegungsgleichungen fu¨r
die Felder x, ya
R(h(ya))−1
(
Dz
(
g0(x
)−1Dzg0(x)
− R0(Fzz[g0(x)])R(h(ya)) = 0:
(2.43)
Das sind in Wirklichkeit aber nur Bewegungsgleichungen fu¨r x. Das ist nicht
verwunderlich, da mit der Gauschen Zerlegung (2.42) die Wirkung (2.34)
wegen der Eichinvarianz gar nicht von den Feldern ya abha¨ngt. Anderer-
seits ist die Bewegungsgleichung (2.38) eine Gleichung zwischen Elementen
der Lie-Algebra von G. In Komponenten ausgeschrieben sind es dimG Glei-
chungen fu¨r dimG − dimH Felder. Diese scheinbare U¨berbestimmtheit des
Gleichungssystems erkla¨rt sich ebenfalls aus der Eichinvarianz der Wirkung
(2.34). Unter den Variationen (2.35) benden sich na¨mlich auch die reinen
Eichvariationen (2.13). Setzen wir diese in die Gleichung (2.35) ein und be-
achten, da wegen der Eichinvarianz die Variation der Wirkung verschwindet,
erhalten wir die dimH Identita¨ten
tr
((
Dz
(
g−1Dzg
−R0(Fzz) (Ra − g−1Lag = 0: (2.44)
Diese Identita¨ten zeigen, da von den dimG Komponenten der Bewegungs-
gleichung (2.38) nur dimG − dimH linear unabha¨ngig sind, was genau der
Anzahl der Felder x entspricht.
Wir kommen jetzt leicht zum gesuchten Lax-Paar, denn die Bewegungs-
gleichung (2.37) kann wie folgt geschrieben werden
@z −B; g−1@zg

+

@z −B; @z − B

=

@z − B; @z + g−1@zg − B

= 0:
(2.45)
Nun besitzt aber ein Dierentialgleichungssystem erster Ordnung
(@z − B)Ψ = 0;
(
@z + g
−1@zg − B

Ψ = 0 (2.46)
nur dann eine nichttriviale Lo¨sung Ψ, wenn die beiden Dierentialoperatoren
@z − B und @z + g−1@zg − B miteinander vertauschbar sind. Das heit fu¨r
uns, da das Lo¨sen der Bewegungsgleichungen des geeichten WZNW-Modells
(2.37) a¨quivalent zum Lo¨sen des linearen Gleichungssystems (2.46) ist. Das
lineare Gleichungssystem (2.46) ist folglich ein Lax-Paar fu¨r das geeichte
G=H-WZNW-Modell.
Wir haben also mit dem Aufnden eines Lax-Paares gezeigt, da alle ge-
eichten WZNW-Modelle integrabel sind. Das trit dann insbesondere auch
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fu¨r das in dieser Arbeit untersuchte geeichte SL(2,R)/U(1)-WZNW-Modell
zu, dessen Integrabilita¨t bisher nur durch seine Einbettung in eine nichtabel-
sche Toda-Theorie [31, 32] bzw. wegen seiner gegenu¨ber anderen konformen
Feldtheorien zusa¨tzlichen Erhaltungsgro¨en erwartet wurde [15, 28, 29, 30].
Der hier angegebene Integrabilita¨tsbeweis ist eine wichtige Voraussetzung fu¨r
den in der Einfu¨hrung genannten Weg, die kanonische Quantisierung des ge-
eichten SL(2,R)/U(1)-WZNW-Modells u¨ber die exakte analytische Lo¨sung
des Modells zu erreichen.
2.4 Das geeichte SL(2,R)/U(1)-Wess-
Zumino-Novikov-Witten-Modell
nach Eliminierung des Eichfeldes
durch seine Bewegungsgleichungen
Wir wollen im weiteren ausschlielich das SL(2,R)/U(1)-WZNW-Modell un-
tersuchen, das uns insbesondere als ein integrables Modell Schwarzer Lo¨cher
interessiert [15]. Dazu mu¨ssen wir zuna¨chst seine eektive Wirkung, die
das U(1)-Eichfeld nicht mehr entha¨lt, herleiten. Aus Gru¨nden, die erst im
na¨chsten Abschnitt deutlich werden, beschra¨nken wir uns hierbei auf das im
Abschnitt 2.3 beschriebene rein klassische Verfahren. Anschlieend geben wir
explizit das dazugeho¨rige Laxpaar (2.46) an.
Wir parametrisieren die Gruppe SL(2,R) gema¨ der allgemeinen Vor-
schrift (2.42) durch
g = g(r; t; ) = exp ((2− t)I=2) exp(rJ) exp ((2+ t)I=2)
=

cosh r cos 2+ sinh r cos t cosh r sin 2+ sinh r sin t
− cosh r sin 2+ sinh r sin t cosh r cos 2− sinh r cos t

;
0  r <1; 0  t < 2; 0   < : (2.47)
Hierbei sind I und J die Matrizen
I =

0 1
−1 0

; J =

1 0
0 −1

: (2.48)
Es wird die Untergruppe U(1) mit den Gruppenelementen
h() = exp (i) ;  2 R; (2.49)
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geeicht. Die Homomorphismen L und R (2.10) sind jetzt gegeben durch
L;R : H ! G; h = exp (i) 7! L(h) = exp (−I) ; R(h) = exp (I) :
(2.50)
Sie sind isomorph. Ein Vergleich mit (2.22) zeigt, da wir es mit der axialen
Eichung zu tun haben. Die Gruppe H hat als Generator
H1 =
@h()
@

=0
= i; (2.51)
der durch die Abbildungen −L0 = R0 auf das Lie-Algebra-Element
−L1 = −L0(H1) = R1 = R0(H1) = I (2.52)
abgebildet wird. Die Gro¨en Ja, Ja und Mab (2.30) werden
J1 = 2 sinh2r @zt+ 4 cosh
2r @z; J
1 = 2 sinh2r @zt− 4 cosh2r @z;
M11 = −4 cosh2r : (2.53)
Fu¨r die Wirkung des ungeeichten WZNW-Modells (2.1) ergibt sich jetzt
SWZNW[r; t; ] =
k
2
Z
M
dz dz (@zr@zr + sinh
2r @zt@zt− (2.54)
−4 cosh2r @z@z+ 2 sinh2r (@z@zt− @zt@z) )
und daraus die (2.29) entsprechende Wirkung des geeichten SL(2,R)/U(1)-
WZNW-Modells
SWZNW;geeicht[r; t; ; A] =
k
2
Z
M
dz dz

@zr@zr + tanh
2r @zt@zt− (2.55)
−4 cosh2r

A1z + @z +
1
2
tanh2r @zt

A1z + @z−
1
2
tanh2r @zt

:
Wir sehen sofort, da das Eichfeld nicht dynamisch ist. Seine Bewegungsglei-
chungen
A1z = −@z−
1
2
tanh2r @zt; A
1
z = −@z +
1
2
tanh2r @zt (2.56)
sind algebraisch, und sie implizieren zusammen mit den Bewegungsgleichun-
gen der restlichen Felder, da die Feldsta¨rke verschwindet [28, 29, 30]
F 1zz = @zA
1
z − @zA1z = 0: (2.57)
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Eliminieren wir schlielich das Eichfeld mit Hilfe dieser algebraischen Bewe-
gungsgleichungen, so erhalten wir die der allgemeinen Form (2.34) entspre-
chende rein klassische Wirkung des geeichten SL(2,R)/U(1)-WZNW-Modells
SWZNW;geeicht[r; t] =
k
2
Z
M
dz dz
(
@zr@zr + tanh
2r @zt@zt

: (2.58)
Wir wissen bereits, da dieses Modell integrabel ist. Sein Lax-Paar erhal-
ten wir aus der allgemeinen Darstellung (2.46). Wir werden es im folgenden
konkret angeben.
Die Parametrisierung der Gruppe (2.47) ist so gewa¨hlt worden, da sie
die Form (2.42) hat, wobei
x1 = r; x2 = t y1 = : (2.59)
Wie der Gleichung (2.43) zu entnehmen ist, hat  keine Dynamik, und es kann
durch eine Eichtransformation zum Verschwinden gebracht werden. Dement-
sprechend ha¨ngt auch die Wirkung (2.58) nicht von  ab, und wir wa¨hlen
im weiteren stets  = 0, wodurch wir gleichzeitig auch die Eichinvarianz des
Modells xiert haben.
Unter Benutzung der Gleichungen (2.47), (2.52) und (2.56) lassen sich B
und B aus den Denitionen (2.36) bestimmen
B = −1
2
tanh2r @zt I
B − g−1@zg = 1
2
tanh2r @zt I + (tanh r sin t @zt− cos t @zr)J +
+ (tanh r cos t @zt+ sin t @zr) IJ: (2.60)
Denieren wir weiter
C = B; C = B − g−1@zg (2.61)
und schreiben C und C in Komponenten bezu¨glich der Basis fT 1 = I; T 2 =
J; T 3 = IJg der Lie-Algebra der Gruppe SL(2,R)
C = CaT
a; C = CaT
a; (a = 1; 2; 3); (2.62)
so erhalten wir
C1 = −1
2
tanh2r @zt; C2 = C3 = 0; C2 =
1
2
tanh2r @zt; (2.63)
C2 = − 1
cosh r
@z (sinh r cos t) ; C3 =
1
cosh r
@z (sinh r sin t) :
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Dann ist gema¨ (2.46) und (2.61) das Lax-Paar durch die Operatoren
@z − C und @z − C (2.64)
gegeben. Wir wollen nun nachpru¨fen, da die sich aus
@z − C; @z − C

= − (@z C − @zC − C; C = 0 (2.65)
ergebenden Gleichungen tatsa¨chlich a¨quivalent zu den Bewegungsgleichungen
fu¨r r und t sind. Dazu schreiben wir Gleichung (2.65) in Komponenten auf
@z C1 − @zC1 + 2(C2 C3 − C3 C2) = 0; (2.66)
@z C2 − @zC2 + 2(C1 C3 − C3 C1) = 0; (2.67)
@z C3 − @zC3 − 2(C1 C2 − C2 C1) = 0: (2.68)
Wegen C2 = C3 = 0 vereinfachen sich diese Gleichungen zu
@z C1 − @zC1 = 0; (2.69)
@z C2 + 2C1 C3 = 0; (2.70)
@z C3 − 2C1 C2 = 0: (2.71)
Die erste dieser Gleichungen ist bis auf einen Faktor identisch mit der Bewe-
gungsgleichung
@z
(
tanh2r @zt

+ @z
(
tanh2r @zt

= 0: (2.72)
Denieren wir
D  − C2  i C3 = 1
cosh r
@z
(
sinh r eit

; (2.73)
dann lassen sich die Gleichungen (2.70) und (2.71) zusammenfassen zu
@z D  2iC1 D = 0; (2.74)
oder ausgeschrieben gilt
@z

1
cosh r
@z
(
sinh r eit
 i tanh2r @zt 1
cosh r
@z
(
sinh r eit

= 0: (2.75)
Das fu¨hrt auf die Gleichungen
eit

@z@zr − sinh r
cosh3r
@zt@zt i tanh r

@z@zt+
@zt@zr + @zr@zt
sinh r cosh r

= 0;
(2.76)
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die a¨quivalent sind mit den Bewegungsgleichungen der Wirkung (2.58) fu¨r r
und t
@z@zr − sinh r
cosh3r
@zt@zt = 0; @z@zt+
@zt@zr + @zr@zt
sinh r cosh r
= 0: (2.77)
Die letztere dieser Gleichungen ist auch a¨quivalent zur Gleichung (2.72). Wir
wissen bereits, da nur zwei der Gleichungen (2.69), (2.70) und (2.71) wegen
der U(1)-Eichinvarianz unabha¨ngig voneinander sind (vgl. die Diskussion der
Gleichungen (2.43)). Damit haben wir auch im konkreten Falle die Integra-
bilita¨t des geeichten SL(2,R)/U(1)-WZNW-Modelles nachgewiesen.
Die Wirkung (2.58) wird, wie bereits angedeutet, allen weiteren Rechnun-
gen zugrunde liegen. Sie wurde zuerst von den Autoren der Ref. [28, 29, 30]
abgeleitet. In der Literatur wurde bisher die Eliminierung des Eichfeldes mit-
tels Pfadintegration bevorzugt. Wir werden im na¨chsten Abschnitt sehen, da
dabei bisher ungelo¨ste Probleme auftreten, die uns motivieren werden, in die-
ser Arbeit den gerade beschriebenen rein klassischen Weg zu beschreiten.
2.5 Bemerkungen zur Eliminierung des Eich-
feldes mittels Pfadintegration
In der Literatur [17, 18, 19, 20, 21] deniert u¨blicherweise die Wirkung (2.55)
mit dem Eichfeld Az, Az das geeichte SL(2,R)/U(1)-WZNW-Modell. Damit
la¨t sich auf einfache Weise eine Verbindung zu den rein algebraisch be-
schriebenen konformen Coset-Modellen [16] herstellen. Bei letzteren wird aus
der Stromalgebra eines WZNW-Modells eine geeignete Teilmenge derart aus-
gewa¨hlt, da die fu¨r die konformen Eigenschaften der Feldtheorie notwendig
vorhandene Virasoro-Algebra konstruiert werden kann. In der Wirkung (2.55)
fungiert das Eichfeld als Lagrangemultiplikator fu¨r die Nebenbedingungen,
die gerade diese Einschra¨nkung der Stromalgebra bewirken.
Fu¨r eine mo¨gliche stringtheoretische Interpretation dieser konformen
Feldtheorie ist es aber erforderlich, das als Hilfsfeld agierende Eichfeld aus
der Wirkung zu eliminieren. Wir hatten bereits gesehen, da die Wirkungen
der geeichten WZNW-Modelle mit oder ohne Eichfeld klassisch zueinander
a¨quivalent sind. Quantentheoretisch ko¨nnte aber die Reihenfolge der Schrit-
te Quantisierung und Eliminierung des Eichfeldes durchaus von Belang sein.
Deshalb wollen wir hier Versuche diskutieren, das Eichfeld nach seiner Quan-
tisierung zu eliminieren. Das geschieht u¨blicherweise durch Pfadintegration
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im Zustandsintegral
Z =
Z
DrDtDDA
rDet(3)G0 exp (−SWZNW;geeicht[r; t; ; A]) []: (2.78)
Da die folgenden Rechnungen im Unterschied zu allen anderen Betrachtungen
dieser Arbeit oft nur heuristischen Charakter haben, wird der u¨berwiegen-
de Teil der Untersuchungen im Anhang E dargestellt. Hier werden wir nur
die fu¨r das bessere Versta¨ndnis der Gesamtsituation wichtigen Teilaussagen
anfu¨hren. Sie versta¨rken unsere Motivation, die vollsta¨ndige Lo¨sung der klas-
sischen Theorie zu suchen.
Um gewisse Faktoren i zu vermeiden, werden wir in diesem Abschnitt der
Weltfla¨chenmetrik die Signatur (++) geben. SWZNW;geeicht[r; t; ; A] ist jetzt
die Wirkung des geeichten SL(2,R)/U(1)-Modells mit Eichfeld (2.55). Die
Eichinvarianz wurde in (2.78) bereits durch die Bedingung
  0 (2.79)
xiert. Die Fadeev-Popov-Determinante dieser Eichbedingung ist Eins, so
da keine Geistfelder eingefu¨hrt zu werden brauchen. Det(3)G0 bezeichnet
die Funktionaldeterminante der Targetraummetrik des ungeeichten WZNW-
Modells (2.54)
G0;mn[r; t; ] =
0
@ 1 0 00 sinh2r 0
0 0 −4 cosh2r
1
A ; (2.80)
dessen Felder r, t und  hierbei gerade die Koordinaten einer dreidimensio-
nalen Raum-Zeit sind. Ein hochgestellter Index (n) am Symbol Det(n) soll
verdeutlichen, da es die Funktionaldeterminante eines nn-matrixfo¨rmigen
Operators ist.
Dank des eichxierenden -Funktionals la¨t sich die -Integration in (2.78)
sofort ausfu¨hren
Z =
Z
DrDtDA
rDet(3)G0 exp (−SWZNW;geeicht[r; t; 0; A])
=
Z
DrDtDA
rDet(3)G0 exp

−SWZNW;geeicht[r; t]+k

Z
M
p
γd2 
 cosh2r γ

A − 1
2
tanh2r 
@t

A − 1
2
tanh2r 
@t

:
(2.81)
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Wir ko¨nnen hier das neue Feld
A0 = A −
1
2
tanh2r 
@t
einfu¨hren, was keine Jakobi-Determinante erfordert
Z =
Z
DrDtDA
rDet(3)G0 exp

−SWZNW;geeicht[r; t]+
+
k

Z
M
p
γd2 cosh2r γAA

: (2.82)
Zur Ausintegration des Eichfeldes haben wir somit das Funktionalintegral
I[γ; r] =
Z
DA
rDet(3)G0 exp
0
@k

Z
M
p
γd2 cosh2r γAA
1
A (2.83)
zu betrachten. Dieses Integral ist oenbar nur fu¨r negative k sinnvoll de-
niert. Deshalb werden wir fu¨r die A-Integration annehmen, da k negativ ist.
Nach der Integration lassen wir diese Einschra¨nkung wieder fallen und setzen
das Ergebnis analytisch in den Bereich positiver k fort.2 Diese Funktionalin-
tegration ist aber das eigentliche und immer noch nicht verstandene Problem
bei der Denition einer eektiven Wirkung fu¨r das geeichte SL(2,R)/U(1)-
WZNW-Modell.
Wir werden im folgenden einmal u¨ber das Eichfeld direkt integrieren und
ein anderes Mal das Eichfeld erst auf zwei skalare Felder transformieren, u¨ber
die dann integriert wird.
Direkte Integration u¨ber das Eichfeld: sie fu¨hrt einfach auf ein Gausches
Integral
Z
DA exp
0
@k

Z
M
p
γd2 cosh2r γAA
1
A = Det(1) k
2
cosh2r ()
−1
(2.84)
2Ein a¨hnliches Verhalten zeigen Gausche Pfadintegrale, wenn die Weltfla¨chenmetrik
die Signatur (+;−) hat. Dann steht vor der Wirkung ein zusa¨tzlicher Faktor −i, und die
Gauschen Integrale sind fu¨r jedes Vorzeichen des Exponenten denierbar. Es zeigt sich,
da der Wert des Integrals fu¨r ein bestimmtes Vorzeichen durch analytische Fortsetzung
aus dem Integral fu¨r das andere Vorzeichen erhalten werden kann.
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Tatsa¨chlich wurde u¨ber zwei Felder A1 und A2 integriert, weshalb der Ex-
ponent der Determinante −2
2
= −1 ist. Durch Zusammenfassen der Deter-
minanten von (2.84) und (2.83) unter Vernachla¨ssigung einiger physikalisch
irrelevanter Normierungskonstanten erhalten wir schlielich
Z =
Z
DrDt
rDet(2)[G] exp (−SWZNW;geeicht[r; t]) : (2.85)
Hier ist SWZNW;geeicht[r; t] identisch zur Wirkung (2.58), und
Gmn(r; t) =

1 0
0 tanh2r

(2.86)
ist die zugeho¨rige Targetraummetrik. Dieser Zugang scheint also vo¨llig a¨qui-
valent zu dem zu sein, das Eichfeld in der klassischen Wirkung mittels seiner
Bewegungsgleichungen zu eliminieren. Die konforme Invarianz der klassischen
Wirkung SWZNW;geeicht[r; t] (2.58) wird im allgemeinen durch quantentheore-
tische Anomalien gebrochen. Die Bedingungen fu¨r konforme Anomaliefreiheit
ko¨nnen im allgemeinen nichtlinearen Sigma-Modell (1.5) sto¨rungstheoretisch
berechnet werden. Sie besagen in niedrigster Ordnung von 0 (1.6), da die
Targetraummetrik einen verschwindenden Ricci-Tensor besitzen mu, und
das ist fu¨r (2.86) nicht der Fall. Oenbar liefert das Modell (2.58) zumindest
im Rahmen der Sto¨rungstheorie die gewu¨nschte konforme Quantenfeldtheo-
rie nicht. Hier tritt u¨blicherweise das Dilaton in Erscheinung, das konforme
Invarianz zu sichern hat.
Integration mittels Einfu¨hrung zweier skalarer Hilfsfelder: diese Integra-
tionsmo¨glichkeit ist formal identisch zur Ableitung der Quanten-T -Dualita¨t
in nichtlinearen Sigma-Modellen [42], bei der zumindest in niedrigster Ord-
nung 0 der Sto¨rungstheorie die konforme Invarianz erhalten bleibt. Hierbei
wird das Vektorfeld A durch zwei skalare Felder ,  dargestellt
3
A = @+ 
@: (2.87)
Aus dem Funktionenabstand
jjAjj2 = −
Z
()()
p
γd2 −
Z
()()
p
γd2 (2.88)
3Zur Vereinfachung nehmen wir an, da dadurch alle Feldkongurationen erfat werden.
Im allgemeinen lautet die Zerlegung A = @ + @ + ! mit @! = @! = 0.
Der Vektorraum der ! ist gewo¨hnlich endlichdimensional.
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ergibt sich eine Jakobi-Determinante
 A (; )

 =
Det(1)(−) ; (2.89)
die bei dieser Transformation beru¨cksichtigt werden mu, und wir erhalten
I[γ; r] = Det(1)(−) (2.90)Z
DD
rDet(3)G0 exp

−
Z
((); ())M

()
()
p
γd2

:
M ist der matrixfo¨rmige Dierentialoperator
M =
k=p
γ

@
(
cosh2r γ
p
γ@

@ cosh
2r @
−@ cosh2r @ @
(
cosh2r γ
p
γ@
  : (2.91)
A¨hnlich wie bei der bereits diskutierten Pfadintegration (2.84) mu sich
bei der Integration (2.90) die Funktionaldeterminante Det(3)G0 in Det
(2)G
vera¨ndern. Wegen der Abha¨ngigkeit des Operators M vom Feld r() ist aller-
dings zu erwarten, da diese Integration auch Korrekturen zur Targetraum-
Metrik (2.86) bringt. Eine exakte Berechnung dieser Strukturen ist bisher
nicht gelungen. Dies wa¨re aber fu¨r eine akzeptable Denition einer auf die-
sem Wege gewonnenen eektiven Wirkung notwendig. Im Anhang E kann die
Integration von (2.90) unter Zuhilfenahme heuristischer Argumente zuru¨ck-
gefu¨hrt werden auf die Berechnung der Funktionaldeterminante
Det(2)M 0; (2.92)
wobei der Laplace-a¨hnliche Operator M 0 aus M durch Abspaltung eines Vor-
faktors
M = eg()M 0 (2.93)
mit
g = ln cosh2r + const; M 0 = −

@2 + @g@ 
@g@
−@g@ @2 + @g@

(2.94)
deniert wird. Grundsa¨tzlich la¨t sich Det(2) (M 0) na¨herungsweise berech-
nen, indem beispielsweise nach Potenzen von g() und dessen Ableitungen
entwickelt wird. Dabei sind Terme mit zwei partiellen Ableitungen Korrek-
turbeitra¨ge zum kinetischen Teil der Wirkung SWZNW;geeicht (2.58). Schwie-
rig wird in diesem Zusammenhang jedoch die Interpretation der Terme mit
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mehr als zwei Ableitungen, da sie nicht in die allgemeine Form der Sigma-
Modelle (1.5) passen. Aus diesen Gru¨nden eliminieren wir in dieser Arbeit das
Eichfeld klassisch und betrachten die dabei entstehende integrable konforme
Feldtheorie (2.58) als Basis fu¨r alle weiteren Untersuchungen.
2.6 Die Interpretation des SL(2,R)/U(1)-
Wess-Zumino-Novikov-Witten-Modells
Dieser Abschnitt behandelt die Interpretation der Targetraum-Metrik (2.86)
des geeichten SL(2,R)/U(1)-WZNW-Modells. Das Linienelement dieser Me-
trik ist
ds2 = dr2 + tanh2r dt2; (2.95)
aus dem durch Wick-Rotation
t! it (2.96)
das Linienelement
ds2 = dr2 − tanh2r dt2 (2.97)
entsteht. Diese Metrik ist fu¨r r = 0 scheinbar singula¨r, weil ihre Determinante
verschwindet. Diese Singularita¨t ist vergleichbar mit der Koordinatensingu-
larita¨t der Metrik (1.7) bei r = 2M . Auch hier zeigen die Komponenten des
Kru¨mmungstensors
Rrtrt =
2
cosh2r
(2.98)
und seine Invarianten
R1122R
22
33 : : : R
nn
11 =
22n
cosh2nr
(2.99)
kein singula¨res Verhalten an dieser Stelle. Um diese scheinbare Singularita¨t
zu eliminieren, fu¨hren wir Lichtkegelkoordinaten
u = − sinhr e−t; v = sinhr et (2.100)
ein und erhalten
ds2 = − dudv
1− uv : (2.101)
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Die nullartigen Geoda¨ten ds2 = 0 sind in diesen Koordinaten die Linien
du = 0 oder dv = 0, also u = const oder v = const. In diesen Koordinaten
erkennen wir eine Singularita¨t bei
uv = 1; (2.102)
die sich auch in den Invarianten des Kru¨mmungstensors (2.99) manifestiert
R1122R
22
33 : : : R
nn
11 =
4n
(1− uv)2n : (2.103)
Wir wollen jetzt das Linienelement (2.101) mit der vierdimensionalen
Schwarzen-Loch-Metrik in Kruskalkoordinaten (1.12) vergleichen. Dabei un-
terdru¨cken wir die Winkelvariablen  und  und erhalten
ds2 = −32M
3
r
exp

− r
2M

dudv: (2.104)
Die Kruskalkoordinaten (1.11) sind dergestalt, da uv eine Funktion von r
ist
uv = −
 r
2M
− 1

exp
 r
2M

: (2.105)
Das ist fu¨r r > 0 eine streng monoton fallende Funktion, die folglich in-
vertierbar ist. Daher kann im Linienelement (2.104) r durch uv ausgedru¨ckt
werden
ds2 = −16M2 dudv
f(uv)
; (2.106)
wobei f unter Beru¨cksichtigung von (2.105) durch
f(uv) =
r
2M
exp
 r
2M

(2.107)
gegeben ist. Die Funktion f(uv) ist in der Abbildung 2.1.b) dargestellt.
Wir sind jetzt in der Lage, die Gemeinsamkeiten und Unterschiede der
Metriken (2.106) und (2.101) zu diskutieren. In beiden Fa¨llen ist bei uv = 1
eine Singularita¨t vorhanden, deren kausale Struktur in der Abbildung 2.1.a)
erkennbar ist. Ein Vorwa¨rtslichtkegel im Gebiet II trit immer auf die Singu-
larita¨t, so da kein physikalisches Objekt aus diesem Gebiet entweichen kann.
Die Grenze dieses Gebietes, der Ereignishorizont, liegt bei u = 0. Wegen der
Existenz einer Singularita¨t und eines Ereignishorizontes bezeichnen wir auch
die Metrik (2.95) als (euklidisches) Schwarzes Loch.
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a)
vu
0
1 1
4 4
−1
−4
Singularita¨t
bei uv = 1
II
I
b) uv10−1
1
2
3
4
yy = f(uv)
y = 1− uv
Abbildung 2.1: a) Die kausale Struktur Schwarzer Lo¨cher. Das Gebiet I ist das
A¨uere, das Gebiet II das Innere des Schwarzen Loches. Jedes physikalische
Objekt im Gebiet II trit unweigerlich auf die Singularita¨t. b) Funktionen,
die charakteristisch fu¨r das Verhalten eines zweidimensionalen (untere Kurve)
bzw. vierdimensionalen (obere Kurve) Schwarzen Loches sind.
In der Abbildung 2.1.b) sind die Funktionen f(uv) und 1−uv abgetragen.
Sie bestimmen das Verhalten der Metriken (2.106) und (2.101) im Detail.
Trotz deutlicher Unterschiede besteht wegen der qualitativen Gemeinsam-
keiten beider Metriken die Honung, da aus der Analyse zweidimensionaler
Schwarzer Lo¨cher Aussagen abgeleitet werden ko¨nnen, die qualitativ auch
auf Schwarze Lo¨cher in ho¨heren Dimensionen zutreen.
Kapitel 3
Die klassische Analyse des
geeichten
SL(2,R )/U(1)-Wess-Zumino-
Novikov-Witten-Modells
| der feldtheoretische Fall
Im Abschnitt 2.5 wurde gezeigt, da die quantentheoretisch exakte Aus-
integration des Eichfeldes des SL(2,R)/U(1)-WZNW-Modells gegenwa¨rtig
nicht vollsta¨ndig durchfu¨hrbar ist. Wir nden deshalb auf diesem Wege kei-
ne exakte Wirkung, auf die wir die weiteren Untersuchungen des geeichten
SL(2,R)/U(1)-WZNW-Modells glaubwu¨rdig gru¨nden ko¨nnten. Wir betrach-
ten deshalb das geeichte SL(2,R)/U(1)-WZNW-Modell zuna¨chst rein klas-
sisch als Lagrange-Theorie. Das erlaubt es, das Eichfeld mittels seiner Be-
wegungsgleichungen zu eliminieren, wie das im Abschnitt 2.4 durchgefu¨hrt
worden ist. Wir wissen bereits, da wir dabei zu einer integrablen Theorie
gelangen. Wir werden die sich ergebenden Bewegungsgleichungen allgemein
lo¨sen und die physikalischen Felder auf kanonische freie Felder abbilden, um
die Voraussetzungen fu¨r eine spa¨tere Quantisierung des Modells zu schaen.
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3.1 Bewegungsgleichungen und Erhaltungs-
gro¨en
Der Ausgangspunkt aller weiteren Untersuchungen ist die Wirkung (2.58) in
Lichtkegelkoordinaten (γ =
p
2=k) [28, 29, 30]
S[r; t] =
1
γ2
Z
M
(
@zr@zr + tanh
2r @zt@zt

dz dz: (3.1)
Hieraus folgen die Bewegungsgleichungen fu¨r die physikalischen Felder r(; )
und t(; )
@z@zr =
sinhr
cosh3r
@zt@zt
@z@zt = − 1
sinhr coshr
(@zr@zt+ @zt@zr) ; (3.2)
und die (anti-) chiralen Komponenten des Energie-Impuls-Tensors ergeben
sich zu
T  Tzz = 1
γ2
(
(@zr)
2 + tanh2r (@zt)
2 ; Tzz = 0;
T  Tzz = 1
γ2
(
(@zr)
2 + tanh2r (@zt)
2 ; Tzz = 0: (3.3)
Da die Spur des Energie-Impuls-Tensors 2Tzz + 2Tzz verschwindet, ist die
Wirkung (3.1) konform invariant. Spa¨ter wird sich die Verwendung der kom-
plexen Lichtkegelkoordinaten im Targetraum (2.100) (beachte auch (2.96))
u = sinhr eit; u = sinhr e−it (3.4)
als zweckma¨ig erweisen. Die Wirkung (3.1) geht damit u¨ber in die des eu-
klidischen Schwarzen Loches
S[u; u] =
1
2γ2
Z
M
@zu@zu+ @zu@zu
1 + uu
dz dz: (3.5)
Die zugeho¨rigen Bewegungsgleichungen lauten
@z@zu = u
@zu@zu
1 + uu
; @z@zu = u
@zu@zu
1 + uu
; (3.6)
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und die Komponenten des Energie-Impuls-Tensors T und T ergeben sich zu
T =
1
γ2
@zu@zu
1 + uu
; T =
1
γ2
@zu@zu
1 + uu
: (3.7)
Aus den Stro¨men des ungeeichten WZNW-Modells lassen sich durch Mul-
tiplikation mit Wilson-Linien [28, 29, 30] die weiteren erhaltenen Gro¨en
V =
1
γ2
ei (@zr  i tanhr @zt) ; V = 1
γ2
ei (@zr  i tanhr @zt) (3.8)
gewinnen. Die den Wilson-Linien zugeho¨rigen nichtlokalen1 Gro¨en  und 
sind fu¨r die Erhaltung von V, V hinreichend deniert durch
@z =
(
1 + tanh2r

@zt; @z =
(
1− tanh2r  @zt;
@z =
(
1− tanh2r  @zt; @z = (1 + tanh2r  @zt: (3.9)
Die Gleichungen (3.9) sind integrabel, wenn r und t den Bewegungsglei-
chungen (3.2) genu¨gen. In Termen der Felder u und u ergibt sich fu¨r die
Erhaltungsgro¨en V und V
V+ =
1
γ2
ei(−t)
@zup
1 + uu
; V− =
1
γ2
e−i(−t)
@zup
1 + uu
;
V+ =
1
γ2
e−i(−t)
@zup
1 + uu
; V− =
1
γ2
ei(−t)
@zup
1 + uu
: (3.10)
U¨berraschenderweise faktorisieren die Komponenten des Energie-Impuls-Ten-
sors (3.3) in Termen der V und V (3.8) und haben A¨hnlichkeit mit einer
Sugawara-Konstruktion [39]
T = γ2V+V−; T = γ2 V+ V−: (3.11)
Wir werden aber spa¨ter sehen, da die erhaltenen Gro¨en (3.8) keine Kac-
Moody-Stro¨me sind. Die Bewegungsgleichungen (3.2) sichern die Erhaltung
der Gro¨en T , T , V und V
@zT = @z T = @zV = @z V = 0 (3.12)
1Nichtlokalita¨t bedeutet hier, da sich die Gro¨en nicht durch r(; ), t(; ) und de-
ren Ableitungen ausdru¨cken lassen, sie ha¨ngen u¨ber Integrale auch von den Werten der
physikalischen Felder an anderen Raum-Zeit-Punkten ab.
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und ihre (Anti-) Chiralita¨t
T = T (z); V = V(z); T = T (z); V = V(z): (3.13)
Die entsprechenden erhaltenen Ladungen ergeben sich durch Integration
QT =
Z 1
−1
d T ( + ); Q =
Z 1
−1
d V( + );
QT =
Z 1
−1
d T ( − ); Q =
Z 1
−1
d V( − ): (3.14)
Von den Symmetrien des ungeeichten WZNW-Modells bleibt nach der
Eichung die folgende lokale Symmetrie bestehen
t! t+ ": (3.15)
Die Komponenten des zugeho¨rigen Noether-Stromes sind
Jz =
1
γ2
tanh2r @zt; Jz =
1
γ2
tanh2r @zt; (3.16)
und die Kontinuita¨tsgleichung
@zJz + @zJz = 0 (3.17)
ist a¨quivalent zur zweiten der Bewegungsgleichungen (3.2). Im Unterschied
zu den Stro¨men des ungeeichten WZNW-Modells sind die Komponenten Jz
und Jz nicht chiral oder antichiral.
3.2 Einbettung des geeichten SL(2,R)/U(1)-
Wess-Zumino-Novikov-Witten-Modells
in eine nichtabelsche Toda-Theorie
Obwohl der Schlu¨ssel zur allgemeinen Lo¨sung der Bewegungsgleichungen des
SL(2,R)/U(1)-Modells u¨blicherweise das Lax-Paar (2.64) ist, ko¨nnen wir die-
se Lo¨sung durch Einbettung des Modells in eine nichtabelsche Toda-Theorie
[31]
S =
1
γ2
Z
M
dz dz
(
@zr@zr + tanh
2r @zt@zt+ @z@z+ cosh 2re
2

(3.18)
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leichter nden. Wie das geeichte SL(2,R)/U(1)-WZNW-Modell beschreibt
diese Wirkung die Bewegung von Strings in der Metrik eines zweidimensio-
nalen Schwarzen Loches, wenn das zusa¨tzliche Feld  als innerer Freiheits-
grad des Strings interpretiert wird. Die allgemeine Lo¨sung der zugeho¨rigen
Bewegungsgleichungen
@z@zr =
sinhr
cosh3r
@zt@zt+ sinh2r e
2;
@z@zt = − 1
sinhr coshr
(@zr@zt+ @zt@zr) ; (3.19)
@z@z = cosh 2re
2:
konnte explizit angegeben werden [31, 32]. Die Autoren von Ref. [31] vermu-
teten damals, da die Integrabilita¨t dieses verallgemeinerten Modells eines
Schwarzen Loches mit der Eichung eines WZNW-Modelles nach einer nil-
potenten Untergruppe zusammenha¨ngt, das geeichte SL(2,R)/U(1)-WZNW-
Modell fu¨r sich jedoch nicht integrabel sei. Auerdem war die damit zusam-
menha¨ngende spezielle Gruppenstruktur bei der Konstruktion der allgemei-
nen Lo¨sung wichtig. Es war den Autoren von Ref. [31] oenbar nicht bekannt,
da jede beliebige WZNW-Theorie integrabel ist. Vermutlich deshalb wurde
von ihnen auch nicht bemerkt, da die Bewegungsgleichungen (3.19) in dem
speziellen Limes
(; ) ! −1; @z(; ); @z(; ) ! 0 (3.20)
in die Bewegungsgleichungen (3.2) des SL(2,R)/U(1)-Modells u¨bergehen, die
allgemeine Lo¨sung der Gleichungen (3.2) also in der allgemeinen Lo¨sung der
Gleichungen (3.19) enthalten ist.
3.3 Allgemeine Lo¨sung der Bewegungs-
gleichungen
Die Anwendung des Limes (3.20) auf die in den Referenzen [31, 32] ange-
gebene allgemeine Lo¨sung der Bewegungsgleichungen (3.19) der nichtabel-
schen Todatheorie (3.18) fu¨hrt auf die allgemeine Lo¨sung des SL(2,R)/U(1)-
Modells
sinh2r = X X;
t = i(B − B) + i
2
ln
X
X
: (3.21)
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Wir benutzen hier die Abku¨rzungen
X = A+
B0
A0
(1 + A A);
X = A+
B0
A0
(1 + A A): (3.22)
A = A(z), B = B(z), A = A(z) und B = B(z) und deren Ableitungen
parametrisieren als beliebige chirale bzw. antichirale Funktionen die allge-
meine Lo¨sung. Es kann durch direktes Einsetzen nachgepru¨ft werden, da
die Lo¨sung (3.21), (3.22) die Bewegungsgleichungen (3.2) identisch erfu¨llt.
Die Funktionen A, B, A und B werden aber durch die physikalischen Felder
nicht eindeutig festgelegt, weil die Gleichungen (3.21) invariant unter den
GL(2,C )-Transformationen
A ! T [A] = aA− b
cA+ d
B ! T [B] = B + ln(cA+ d)
A ! T [ A] = d
A− c
b A + a
B ! T [ B] = B + ln(b A+ a) (3.23)
a −b
c d

2 GL(2; C )
sind. Diese Invarianz der Lo¨sung wird bei der Bestimmung der Funktionen
A, B, A und B aus den physikalischen Feldern r und t eine Rolle spielen.
Wenn wir die allgemeine Lo¨sung (3.21), (3.22) in die denierenden Glei-
chungen fu¨r  und  (3.9) einsetzen, dann ko¨nnen wir diese explizit integrie-
ren, und wir erhalten
 = t+ i(B + B) + i ln(1 + A A)− i
2
ln(1 +X X) + 0;
 = t− i(B + B)− i ln(1 + A A) + i
2
ln(1 +X X) + 0: (3.24)
 und  sind invariant unter den GL(2,C )-Transformationen, wenn sich die
komplexen Integrationskonstanten 0 und 0 wie folgt transformieren
0 ! 0 − i ln(ad+ bc); 0 ! 0 + i ln(ad+ bc): (3.25)
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Schlielich lassen sich auch die Erhaltungsgro¨en V und V lokal durch A,
B, A und B ausdru¨cken
V+ =
1
γ2

B00
A0
− B
02
A0
− A
00B0
A02

ei0−2B; V− =
1
γ2
A0e−i0+2B;
V+ =
1
γ2
 B00
A0
−
B02
A0
−
A00 B0
A02

ei0−2
B; V− =
1
γ2
A0e−i0+2
B: (3.26)
Fu¨r den Energie-Impuls-Tensor ergibt sich
T =
1
γ2

B00 − B02 − A
00
A0
B0

; T =
1
γ2

B00 − B02 −
A00
A0
B0

: (3.27)
Wir beno¨tigen im weiteren die kanonischen Poissonklammern der physikali-
schen Felder r und t sowie die der aus ihnen zusammengesetzten Erhaltungs-
gro¨en.
3.4 Die kanonischen Poissonklammern
Die Poissonklammern der physikalischen Felder bestimmen wir aus der Wir-
kung (3.1), die in den Koordinaten  ,  beno¨tigt wird
S[r; t] =
1
2γ2
Z
M
(
_r2 − r02 + tanh2r _t2 − tanh2r t02 dd: (3.28)
Daraus erhalten wir die zu r und t geho¨renden kanonisch konjugierten Felder
r(; ) =
1
γ2
_r; t(; ) =
1
γ2
tanh2r _t: (3.29)
Die Poissonklammer zweier Gro¨en P und Q zur Zeit  wird wie u¨blich
deniert durch
fP;Qg =
Z 1
−1
d

P
r(; )
Q
r(; )
− P
r(; )
Q
r(; )
+
+
P
t(; )
Q
t(; )
− P
t(; )
Q
t(; )

: (3.30)
Dabei sind die Variationen so zu verstehen, da die Felder Funktionen von 
sind und  nur ein Parameter ist. Es gilt also beispielsweise
r(; )
r(0; )
= ( − 0); r(; )
r(0; )
= ( − 0); (3.31)
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und wir nden die kanonischen Poissonklammern (vgl. (3.29))
fr(; ); r(0; )g = fr(; ); t(0; )g = ft(; ); t(0; )g = 0;
ft(; ); _r(0; )g = fr(; ); r(0; )g = fr(; ); r(0; )g = 0;
fr(; ); _r(0; )g = γ2( − 0); ft(; ); _t(0; )g = γ2 coth2 r( − 0);
f _r(; ); _t(0; )g = 2γ2 _t(; )
sinh r(; ) cosh r(; )
( − 0): (3.32)
Analog berechnen sich die nicht verschwindenden Poissonklammern der Fel-
der u, u _u und _u
fu(); _u(0)g = fu(); _u(0)g = 2γ2(1 + uu)( − 0);
f _u(); _u(0)g = 2γ2( _uu− u _u)( − 0): (3.33)
Aus der Wirkung (3.28) erhalten wir das Hamiltonfunktional zur Zeit 
H [r; r; t; t] =
1
2γ2
Z 1
−1
(
γ42r + r
02 + γ4 coth2r 2t + tanh
2r t02

d: (3.34)
Daraus folgt unter Beru¨cksichtigung von T = T + T (vgl. (3.3) und (3.14))
H =
Z 1
−1
dT (; ) = QT + QT : (3.35)
Die zeitliche A¨nderung einer beliebigen Gro¨e P la¨t sich bekanntlich durch
die Poissonklammer
_P = fP;Hg : (3.36)
beschreiben. In diesem Sinne generiert H zeitliche A¨nderungen. Auf ebensol-
che Weise erzeugen die Ladungen Q und Q (3.14) nichtlokale Symmetrie-
transformationen
r(; ) = fr(; ); Qg"; t(; ) = ft(; ); Qg";
r(; ) = fr(; ); Qg"; t(; ) = ft(; ); Qg"; (3.37)
die bei Beru¨cksichtigung partieller Integrationen die Wirkung (3.28) invariant
lassen.
Bei der Berechnung der Poissonklammern der Gro¨en V und V mu¨ssen
 und  durch die Felder r und t ausgedru¨ckt, die Gleichungen (3.9) also
integriert werden. In den Koordinaten ,  ko¨nnen diese Gleichungen
_ = _t+ tanh2r t0;  0 = t0 + tanh2r _t;
_ = _t− tanh2r t0;  0 = t0 − tanh2r _t (3.38)
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einfach integriert werden
(; ) = t(; ) +
Z 
−1
d0 tanh2r (0; ) _t(0; );
(; ) = t(; )−
Z 
−1
d0 tanh2r (0; ) _t(0; ): (3.39)
Dabei nehmen wir an, da sich die Felder r und t so verhalten, da die Inte-
grale existieren. Das ist immer der Fall, wenn sich die Dynamik des Systems
in einem endlichen Raumbereich abspielt, d.h. wenn die Felder fu¨r  ! 1
ra¨umlich und zeitlich konstant werden. Wir werden weiter einschra¨nkend an
die Felder die Bedingungen
lim
!1
r(; ) = 0; lim
!1
t(; ) = const (3.40)
stellen. Fu¨r u und u bedeutet das
lim
!1
u = lim
!1
u = 0: (3.41)
Die zeitliche A¨nderung von  und 
_ = f;Hg; _ = f;Hg (3.42)
stimmt mit (3.38) u¨berein, so da die in (3.39) getroene Wahl der Integra-
tionskonstanten vertra¨glich mit der Poissonklammerstruktur (3.30) ist. Fu¨r
die Gro¨en V, V, T und T ergeben sich daraus die Poissonklammern (die
Zeit  wird im folgenden fortgelassen)
fV(); V(0)g = γ2V()V(0)( − 0);
fV(); V(0)g = −γ2V()V(0)( − 0) + γ−20( − 0);
f V(); V(0)g = −γ2 V() V(0)( − 0);
f V(); V(0)g = γ2 V() V(0)( − 0)− γ−20( − 0);
fV(); V(0)g = fV(); V(0)g = 0 (3.43)
Solche Poissonklammern wurden bereits in Ref. [28, 29, 30] als Algebra klas-
sischer Parafermionen in geeichten WZNW-Modellen berechnet. Das Ver-
schwinden der Poissonklammern zwischen einer chiralen und einer antichi-
ralen Gro¨e ist typisch, wenn das Modell auf dem unendlich ausgedehnten
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Minkowski-Raum betrachtet wird. Daher werden im folgenden solche Pois-
sonklammern nicht mehr explizit angegeben werden.
Die nichtlineare Algebra (3.43) impliziert zusammen mit der Faktorisie-
rung der Komponenten des Energie-Impuls-Tensors (3.11) fu¨r V ( V) das
konforme Gewicht (1; 0) ((0; 1))
fT (); V(0)g = − (@′V(0)( − 0)− V(0)0( − 0)) ;
f T (); V(0)g =
(
@′ V(0)( − 0)− V(0)0( − 0)

: (3.44)
Auerdem folgt aus ihr die Virasoro-Algebra, das heit, da T und T die
konformen Gewichte (2; 0) und (0; 2) haben
fT (); T (0)g = − (@′T (0)( − 0)− 2T (0)0( − 0)) ;
f T (); T (0)g = (@′ T (0)( − 0)− 2 T (0)0( − 0) : (3.45)
An dieser Stelle mu¨ssen wir die (anti-) chiralen Funktionen A, B ( A, B)
zur Berechnung ihrer Poissonklammern durch die physikalischen Felder r, t,
r und t zum Zeitpunkt  bestimmen, wenn wir die Poissonklammern nicht
erraten wollen, wie das bisher in solchen Situationen u¨blich war. Das fu¨hrt
uns auf die Untersuchung von Anfangswertproblemen.
3.5 Die Fixierung der allgemeinen Lo¨sung
durch Anfangswerte
Die physikalischen Felder r und t seien zu einem bestimmten Zeitpunkt 0
durch die Anfangswerte
r(; 0) = r0(); t(; 0) = t0(); _r(; 0) = r1(); _t(; 0) = t1()
(3.46)
gegeben. Wegen der GL(2,C )-Invarianz (3.23) ko¨nnen daraus die Funktionen
A, B, A und B nur bis auf vier unbestimmte komplexe Konstanten eindeutig
bestimmt werden.
Das Anfangwertproblem ist deniert durch die homogenen linearen Dif-
ferentialgleichungen zweiter Ordnung
y00 − (@zV−=V−)y0 − γ2Ty = 0;
y00 − (@z V−= V−)y0 − γ2 T y = 0: (3.47)
41
Wir erhalten sie aus den Erhaltungsgro¨en (3.26) durch Eliminieren der
Funktionen A und A unter Beru¨cksichtigung der Denitionen
y = eB; y = e
B: (3.48)
Solche Dierentialgleichungen sind in Toda-Theorien [43, 44, 45] unter dem
Namen Gelfand-Dikii-Gleichungen bekannt, den wir auch fu¨r (3.47) benut-
zen werden. Die Lo¨sungen dieser Gleichungen sind oenbar (anti-) chirale
Funktionen von  und  . Aus den Gleichungen (3.26) folgt weiterhin, da
auch
y = AeB; y = Ae
B (3.49)
die Gelfand-Dikii-Gleichungen erfu¨llen. Wir bezeichnen diese vier speziellen
Lo¨sungen der Gelfand-Dikii-Gleichungen im folgenden mit
y1 = e
B; y1 = e
B; y2 = Ae
B; y2 = Ae
B: (3.50)
Aus ihrer Kenntnis lassen sich die Funktionen A, B, A und B bestimmen.
Daher kann die allgemeine Lo¨sung der Bewegungsgleichungen (3.21) auch
durch die speziellen Lo¨sungen y1;2(z) und y1;2(z) parametrisiert werden. Als
besonders symmetrisch erscheint die Lo¨sung der Bewegungsgleichungen (3.6)
u =
y1y
0
1 + y2y
0
2
y1y
0
2 − y01y2
; u =
y1y
0
1 + y2y
0
2
y1y
0
2 − y01y2
; (3.51)
Zur Vereinfachung der weiteren Analyse werden wir uns auf die regula¨ren
Lo¨sungen beschra¨nken, fu¨r die
y1y
0
2 − y01y2 6= 0; y1y02 − y01y2 6= 0 (3.52)
fu¨r alle endlichen Werte von z und z gilt. Die GL(2,C )-Invarianz der allge-
meinen Lo¨sung (3.23) wird jetzt
y2
y1

!

a −b
c d

y2
y1

;

y2
y1

!

d −c
b a

y2
y1

; (3.53)
a −b
c d

2 GL(2; C ):
Natu¨rlich ko¨nnen auch ,  (3.24) und die Erhaltungsgro¨en V, V (3.26)
und T , T (3.27) durch y1;2 und y1;2 beschrieben werden
V+ =
ei0
γ2
y001y
0
2 − y01y002
(y1y02 − y01y2)2
; V− =
e−i0
γ2
(y1y
0
2 − y01y2) ;
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V+ =
e−i0
γ2
y001 y
0
2 − y01y002
(y1y
0
2 − y01y2)2
; V− =
ei0
γ2
(y1y
0
2 − y01y2) ; (3.54)
T =
1
γ2
y001y
0
2 − y01y002
y1y
0
2 − y01y2
; T =
1
γ2
y001 y
0
2 − y01y002
y1y
0
2 − y01y2
: (3.55)
Oenbar fu¨hrt die Bedingung (3.52) dazu, da V+, V+, T und T nichtsingula¨r
und
V− 6= 0; V− 6= 0 (3.56)
bleiben, so da die Gelfand-Dikii-Gleichungen (3.47) wohldeniert sind.
Aus der allgemeinen Lo¨sung (3.51) lassen sich die folgenden vier Die-
rentialgeichungen erster Ordnung ableiten
y01 =
@zu
1 + uu
(uy1 − y2) ; y02 =
@zu
1 + uu
(uy2 + y1) ;
y01 =
@zu
1 + uu
(uy1 − y2) ; y02 =
@zu
1 + uu
(uy2 + y1) : (3.57)
Die Gelfand-Dikii-Gleichungen (3.47) ko¨nnen auch aus diesen Dierentialglei-
chungen hergeleitet werden. Wa¨hrend die Gelfand-Dikii-Gleichungen jedoch
die Funktionen y1, y2, y1 und y2 bis auf acht Integrationskonstanten bestim-
men, lassen die Gleichungen (3.57) nur vier Integrationskonstanten zu. Das
ist genau die Mehrdeutigkeit, die der GL(2,C )-Invarianz (3.53) entspricht.
Die Lo¨sung des oben angesprochenen Anfangswertproblems la¨t sich nun
auf folgendem Weg erreichen: da die Gleichungen (3.57) fu¨r alle  und  gel-
ten, setzen wir  = 0 und ersetzen in ihnen die Funktionen u, _u, u und
_u durch ihre Anfangswerte (3.46). Die entstehenden Gleichungen mu¨ssen
dann nach den Funktionen y1;2(0 + ) und y1;2(0 − ) aufgelo¨st werden.
Die GL(2,C )-Invarianz wird xiert durch die Vorgabe von Funktionswerten
an einer Stelle  = 0, z.B. bei 0 = −1,
ykj=−1 = yk(−1) = Ck; ykj=−1 = yk(1) = Ck; (3.58)
Ck; Ck 2 C ; k 2 f1; 2g:
Diese Nebenbedingungen legen die Lo¨sung der Dierentialgleichungen (3.57)
bereits eindeutig fest. Um dem (anti-) chiralen Charakter der Funktionen
yk(z) (yk(z)) Rechnung zu tragen, ist es jedoch vorteilhafter, von den Gel-
fand-Dikii-Gleichungen auszugehen. Damit deren Lo¨sungen vertra¨glich mit
den Gleichungen (3.57) sind, mu¨ssen zusa¨tzliche Nebenbedingungen an die
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Ableitungen der Funktionen yk(z) und yk(z) gestellt werden, die aus den
Gleichungen (3.57) berechnet werden (vgl. auch (3.41))
uj=−1 = uj=−1 = 0 =)
y01j!−1  −@zu C2; y02j!−1  @zu C1;
y01j!−1  −@zuC2; y02j!−1  @zuC1: (3.59)
Nun legen auch die Gelfand-Dikii-Gleichungen yk und yk eindeutig fest. Die
Funktionen A(z), B(z), A(z) werden aus (3.50) bestimmt, und sie liefern
schlielich die Lo¨sung des Anfangswertproblems in Form der allgemeinen
Lo¨sung (3.21), (3.22).
Auch die Integrationskonstanten 0 und 0 von (3.24) lassen sich mittels
der Nebenbedingungen (3.58) und (3.59) durch Ck und Ck ausdru¨cken: Dazu
betrachten wir das asymptotische Verhalten der Gro¨en V und V. Aus den
Gleichungen (3.10) ergeben sich unter Beru¨cksichtigung von (3.41) und (3.39)
V+j!−1 
1
γ2
@zu; V−j!−1 
1
γ2
@zu;
V+

!−1 
1
γ2
@zu; V−

!−1 
1
γ2
@zu: (3.60)
Aus den Gleichungen (3.54) und den Nebenbedingungen (3.58), (3.59) erhal-
ten wir dagegen
V+j!−1 
ei0
γ2(C1 C1 + C2 C2)
@zu; V−j!−1 
e−i0
γ2
(C1 C1 + C2 C2)@zu;
V+

!−1 
e−i0
γ2(C1 C1 + C2 C2)
@zu; V−

!−1 
ei0
γ2
(C1 C1 + C2 C2)@zu:
(3.61)
Durch Vergleich dieser beiden Resultate nden wir schlielich fu¨r die gesuch-
ten Integrationskonstanten
0 = −0 = −i ln(C1 C1 + C2 C2): (3.62)
3.6 Die Poissonklammern der (anti-) chiralen
Felder
Im Abschnitt 3.5 haben wir gesehen, da aus vorgegebenen Anfangsbedin-
gungen und nach der Fixierung der GL(2,C )-Invarianz die (anti-) chiralen
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Funktionen A(z), B(z), A(z) und B(z) bzw. y1;2(z) und y1;2(z) eindeutig
bestimmt werden ko¨nnen. Damit werden auch die Poissonklammern dieser
Funktionen durch die Vorgabe der Poissonklammern fu¨r die physikalischen
Felder eindeutig festgelegt. Diese Poissonklammern werden dabei von der Fi-
xierung der GL(2,C )-Invarianz abha¨ngen. Die Nebenbedingungen (3.58) und
(3.59) sind invariant gegenu¨ber Translationen  !  + . Deshalb werden
auch die Poissonklammern translationsinvariant sein.
Wir betrachten zuna¨chst die Funktionen yk(z) und yk(z) (k 2 f1; 2g).
Um die Denition der Poissonklammern (3.30) auf diese Funktionen anwen-
den zu ko¨nnen, mu¨ssen wir wissen, wie sich die Variationen yk(z) und
yk(z) aus den Variationen der physikalischen Felder und deren Impulse
u(; ), u(; ), u(; ) und u(; ) ergeben. Dazu variieren wir die
Gelfand-Dikii-Gleichungen (3.47) und die zugeho¨rigen Nebenbedingungen
(3.58), (3.59) und erhalten die inhomogenen Dierentialgleichungen zweiter
Ordnung
y00k − (@zV−=V−)y0k − γ2Tyk = (@zV−=V−)y0k + γ2Tyk;
y00k − (@z V−= V−)y0k − γ2 Tyk = (@z V−= V−)y0k + γ2 T yk (3.63)
mit den Nebenbedingungen
ykj=−1 = yk(−1) = Ck = 0;
ykj=−1 = yk(1) =  Ck = 0; (3.64)
y01j!−1  −@zu C2; y02j!−1  @zu C1;
y01j!−1  −@zuC2; y02j!−1  @zuC1: (3.65)
Zur Vereinfachung der Diskussion nehmen wir an, da die Variationen u(; )
und u(; ) nur in einem endlichen, aber sonst beliebigen Intervall von Null
verschieden sind. Das ist keine wesentliche Einschra¨nkung, weil jeder endli-
che Punkt  in einem solchen Intervall liegt. Die Nebenbedingungen (3.65)
vereinfachen sich dann zu
y01j!−1 = y02j!−1 = y01j!−1 = y02j!−1 = 0: (3.66)
Da die zu (3.63) geho¨rigen homogenen Dierentialgleichungen mit den Gel-
fand-Dikii-Gleichungen (3.47) u¨bereinstimmen, la¨t sich aus der Kenntnis
zweier Basislo¨sungen mit Hilfe der Methode der Variation der Konstanten
die Lo¨sung der inhomogenen Dierentialgleichungen konstruieren. Wa¨hlen
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wir als Basislo¨sungen der Gelfand-Dikii-Gleichungen die Funktionen yk bzw.
yk selbst, dann erhalten wir schlielich als Lo¨sung von (3.63) unter den Ne-
benbedingungen (3.64) und (3.66)
yk(z) =
Z z
−1
dz0Ω(z; z0)
(
(@V−=V−)(z0)y0k(z
0) + γ2T (z0)yk(z0)

;
Ω(z; z0)  y1(z
0)y2(z)− y2(z0)y1(z)
y1(z0)y02(z0)− y2(z0)y01(z0)
; (3.67)
yk(z) =
Z z
1
dz0 Ω(z; z0)
(
(@ V−= V−)(z0)y0k(z
0) + γ2 T (z0)yk(z0)

;
Ω(z; z0)  y1(z
0)y2(z)− y2(z0)y1(z)
y1(z0)y02(z0)− y2(z0)y01(z0)
:
Aus der Denition der Poissonklammern (3.30) ergibt sich damit
fyk(z); yl(~z)g =
Z z
−1
dz0
Z ~z
−1
d~z0Ω(z; z0)Ω(~z; ~z0)
(f(@V−=V−)(z0); (@V−=V−)(~z0)gy0k(z0)y0l(~z0) +
+γ2fT (z0); (@V−=V−)(~z0)gyk(z0)y0l(~z0) +
+γ2f(@V−=V−)(z0); T (~z0)gy0k(z0)yl(~z0) +
+γ4fT (z0); T (~z0)gyk(z0)yl(~z0)) (3.68)
und analoge Ausdru¨cke fu¨r die anderen Poissonklammern. Die unter den In-
tegralen stehenden Poissonklammern lassen sich direkt auf die Poissonklam-
mern der physikalischen Felder (3.32) bzw. (3.33) zuru¨ckfu¨hren. Werden diese
benutzt, so lassen sich die Integrale wegen der auftretenden -Distributionen
auswerten, und wir erhalten
fyk(z); yl(~z)g = γ
2
2
(yk(z)yl(~z)− yl(z)yk(~z)) (z − ~z);
fyk(z); yl(~z)g = γ
2
2
(yk(z)yl(~z)− yl(z)yk(~z)) (z − ~z); (3.69)
fyk(z); yl(z)g = 0:
(z) bezeichnet hier die Vorzeichenfunktion
(z) 
8<
:
−1 fu¨r z < 0;
0 fu¨r z = 0;
1 fu¨r z > 0:
(3.70)
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Fu¨r die Felder A(z), B(z), A(z) und B(z) ergeben sich daraus mittels (3.50)
die Poissonklammern
fA(z); A(z0)g = γ
2
2
(A(z)− A(z0))2 (z − z0);
fA(z); B(z0)g = γ
2
2
(A(z)− A(z0)) (z − z0);
fB(z); B(z0)g = 0;
f A(z); A(z0)g = γ
2
2
(
A(z)− A(z0)2 (z − z0); (3.71)
f A(z); B(z0)g = γ
2
2
(
A(z)− A(z0) (z − z0);
f B(z); B(z0)g = 0;
fA(z); A(z)g = fA(z); B(z)g = fB(z); A(z)g = fB(z); B(z)g = 0:
Da wir fu¨r eine spa¨tere Quantisierung des SL(2,R)/U(1)-WZNW-Modells
eine kanonische Transformation der physikalischen Felder r(; ) und t(; )
auf freie Felder  1;2(; ) suchen, fragen wir im folgenden, wie die Funktionen
A, B, A und B bzw. yk und yk durch die (anti-) chiralen Komponenten freier
Felder beschrieben werden ko¨nnen, so da sich die Poissonklammern (3.71)
bzw. (3.69) ergeben.
3.7 Transformation der physikalischen Felder
auf freie Felder
Wir leiten zuerst eine Darstellung der freien Felder  1(; ) und  2(; ) als
Funktionen der yk(z) und yk(z) ab. Die freien Felder sollen die Wirkung
Sfrei[ 1;  2] =
1
2
Z
dd

_ 1
2
+ _ 2
2 −  021 −  022

(3.72)
haben. Die zugeho¨rigen Komponenten des Energie-Impuls-Tensors
T (z) = (@z 1)
2 + (@z 2)
2 ; T (z) = (@z 1)
2 + (@z 2)
2 (3.73)
mu¨ssen sich aus (3.55) mittels der gesuchten kanonischen Transformation
ergeben. Alle bisher aufgetretenen Gro¨en lieen sich algebraisch durch yk,
yk und deren Ableitungen ausdru¨cken. Deshalb liegt die Vermutung nahe, da
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auch die freien Felder  1 und  2 algebraisch durch diese Funktionen gegeben
sind. Im Anhang G wird dieser Zusammenhang durch die Identizierung der
Energie-Impuls-Tensoren (3.55) und (3.73) explizit hergeleitet. Dazu ist es
zweckma¨ig, die komplexwertigen Felder
 =  1 + i 2;  =  1 − i 2 (3.74)
zu denieren. In ihnen faktorisieren die Komponenten des Energie-Impuls-
Tensors
T (z) = @z @z  ; T (z) = @z @z  : (3.75)
Werden die freien Felder  k (k = 1; 2) in (anti-) chirale Komponenten k(z)
und k(z)
 k(; ) = k(z) + k(z) (3.76)
zerlegt, so ergibt sich eine entsprechende Zerlegung von  und  
 (; ) = (z) + (z);  (; ) = (z) + (z); (3.77)
wobei
(z) = 1(z) + i2(z); (z) = 1(z)− i 2(z);
(z) = 1(z)− i2(z); (z) = 1(z) + i2(z): (3.78)
Wir nden schlielich (vgl. (G.42), (G.45))
 =
1
γC

ln
y01 + y
0
2
y1y02 − y01y2
+D

;  =
C
γ
ln (y1 + y2) ;
 =
1
γ C

ln
y01 + y
0
2
y1y
0
2 − y01y2
+ D

;  =
C
γ
ln
(
y1 + y2

: (3.79)
Hier sind , , , , C, C, D und D beliebige komplexe Konstanten, die
die mo¨glichen Frei-Feld-Darstellungen parametrisieren. Da die Ausdru¨cke
(3.79) tatsa¨chlich (anti-) chirale Komponenten freier Felder sind, stellt sich
heraus, wenn ihre Poissonklammern mittels der Poissonklammern der yk und
yk (3.69) unter der Voraussetzung berechnet werden, da die Konstanten ,
, , , C, C, D und D selbst nicht von den physikalischen Feldern u(; )
und u(; ) abha¨ngen. Wir nden dann
f(z); (z0)g = −1
2
(z − z0);
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
(z); (z0)
}
= −1
2
(z − z0);
f(z); (z0)g = f(z); (z0)g = 0; (3.80)
(z); (z0)
}
= f(z); (z0)g = 0:
Das sind aber genau die gesuchten Poissonklammern, die sich aus (3.78)
ergeben, wenn fu¨r k und k die Poissonklammern der (anti-) chiralen Kom-
ponenten freier Felder
fk(z); l(z0)g = −1
4
(z − z0)kl;
k(z); l(z
0)
}
= −1
4
(z − z0)kl; (3.81)
k(z); l(z)
}
= 0
gewa¨hlt werden.
Wir wollen jetzt fragen, ob die Konstanten , , , , C, C, D und D
noch frei gewa¨hlt werden ko¨nnen oder ob sie gewissen Bedingungen unter-
liegen. Da die Darstellung (3.79) aus dem Energie-Impuls-Tensor abgeleitet
wurde, spielen dabei Transformationen, die den Energie-Impuls-Tensor in-
variant lassen, eine besondere Rolle. Die komplexen Konstanten C und C
spiegeln die Invarianz der Komponenten des Energie-Impuls-Tensors
T (z) = @z@z; T (z) = @z @z  (3.82)
unter den Transformationen
! e; ! 
e
; ! e; ! 
e
: (3.83)
wider. Da  1 und  2 reellwertige Felder sind, mu die Transformation (3.83)
infolge (3.78) die Bedingungen
jj = jj und jj = jj (3.84)
respektieren. Die Zahlen e und e reduzieren sich so auf Phasenfaktoren
e = ei; e = e−i
; ;  2 R: (3.85)
Dann ko¨nnen die Transformationen (3.83) als SO(2,R)-Rotationen
1
2

=

cos  − sin 
sin  cos 

1
2

;
1
2

=

cos  − sin 
sin  cos 

1
2

(3.86)
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aufgefat werden. Fu¨r  =  ergibt sich die Transformation
 1
 2

=

cos  − sin 
sin  cos 

 1
 2

; (3.87)
die die Wirkung (3.72) invariant la¨t. Fu¨r  6=  unterliegen die chiralen
und antichiralen Komponenten der Felder  1 und  2 oenbar verschiedenen
Rotationen. Die entsprechende Transformation ist folglich eine nichtlokale2
Verallgemeinerung der Symmetrie (3.87). Die Phasenfaktoren parametrisie-
ren also die verschiedenen Mo¨glichkeiten, die freien Felder  1 und  2 aus
gegebenen chiralen und antichiralen Komponenten freier Felder zusammen-
zusetzen. Wir treen hier eine Auswahl und setzen
C; C 2 R+ : (3.88)
Da der Logarithmus in (3.79) nur bis auf ganzzahlige Vielfache von 2i
eindeutig bestimmt ist, bedeutet (3.88), da die folgenden Funktionswerte
der Felder zu identizieren sind:
  + 2i
γC
;    + 2iC
γ
;   + 2i
γ C
;   + 2i
C
γ
: (3.89)
In reelle Komponenten (3.78) zerlegt und unter Beru¨cksichtigung der gesetz-
ten Bedingung (3.88), bedeutet das
2  2 + 2
γC
; 2  2 + 2C
γ
; 2  2 + 2
γ C
; 2  2 + 2
C
γ
: (3.90)
Deshalb mu¨ssen folgende Mengen gleich sein
2
γC
Z =
2C
γ
Z;
2
γ C
Z =
2 C
γ
Z: (3.91)
Unter der Bedingung (3.88) folgt daraus
C = C = 1; 2  2 + 2
γ
; 2  2 + 2
γ
: (3.92)
2Die chiralen und antichiralen Komponenten ha¨ngen nichtlokal von den freien Feldern
ab, so da die Transformation (3.86) in Termen der freien Felder nichtlokal ist. Nur im
Fall  =  reduziert sich diese auf die lokale Transformation (3.87).
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2 und 2 nehmen also Werte auf einem Kreis mit dem Radius 1=γ an.
Eine weitere Transformation la¨t die Komponenten des Energie-Impuls-
Tensors invariant
! + f; ! + g; ! + f; ! + g (3.93)
mit
f; g; f; g = const: (3.94)
Sie entspricht teils einer Verschiebung der freien Felder
 !  + f + g;  !  + f + g; (3.95)
teils der Nichteindeutigkeit der Aufteilung der freien Felder in chirale und
antichirale Komponenten. Beide Mo¨glichkeiten lassen sich durch Randbedin-
gungen an die Komponenten der freien Felder xieren
j=−1 = j=−1 = 

=−1 = j=−1 = 0: (3.96)
Aus den Beziehungen (3.79) erkennen wir, da die Felder , ,  und
 invariant unter den GL(2,C )-Transformationen (3.53) sind, wenn sich die
Konstanten , , , , D und D gema¨



! 1
ad+ bc

a −c
b d




; D ! D + ln (ad+ bc) ;



! 1
ad+ bc

d −b
c a




; D ! D + ln (ad+ bc) (3.97)
transformieren. Weitere Einschra¨nkungen dieser Konstanten ergeben sich da-
her aus der Fixierung der GL(2,C )-Invarianz der Funktionen yk(z) und yk(z)
(3.58), (3.59). Wie im Anhang H gezeigt wird, fu¨hrt das zusammen mit den
Randbedingungen (3.96) und der Zerlegung der Felder , ,  und  in reelle
Felder (3.78) auf folgende Beziehungen (vergl. (H.15) und (H.12))
 =
C1 − C2e−i
C1 C1 + C2 C2
;  =
C2 + C1e
−i
C1 C1 + C2 C2
; D = ln
(
C1 C1 + C2 C2

+ i
 =
C1 − C2ei
C1 C1 + C2 C2
;  =
C2 + C1e
i
C1 C1 + C2 C2
; D = ln
(
C1 C1 + C2 C2
− i: (3.98)
Hierbei sind  und  beliebige reelle Zahlen, die keiner Einschra¨nkung un-
terliegen. Vermutlich la¨t sich diesen Parametern, a¨hnlich zu  und , auch
eine Symmetrie der Wirkung (3.72) zuordnen.
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Spezielle Werte der Konstanten Ck, Ck,  und  geben besonders einfache
Resultate fu¨r , , , , D und D, beispielsweise fu¨r
C1 = C1 = 1; C2 = C2 = e
2i=3;  = − = 
3
; (3.99)
erhalten wir
 =  = 1;  =  = D = D = 0; (3.100)
und der lokale Zusammenhang (3.79) zwischen den freien Feldern und den
Lo¨sungen der Gelfand-Dikii-Gleichungen y1;2 und y1;2 vereinfacht sich zu
 =
1
γ
ln
y01
y1y
0
2 − y01y2
;  =
1
γ
ln y1;
 =
1
γ
ln
y01
y1y02 − y01y2
;  =
1
γ
ln y1: (3.101)
Im weiteren werden wir diese spezielle Darstellung voraussetzen. Wir ko¨nnen
(3.101) nach den Funktionen yk(z) und yk(z) auflo¨sen, wobei die auftreten-
den Integrationskonstanten durch (3.99) und (3.58) bestimmt werden, und
erhalten die Frei-Feld-Darstellung
y1(z) = exp (γ(z)) ;
y2(z) = exp (γ(z))
0
@ zZ
−1
dz0γ0(z0) exp (−γ(z0)− γ(z0)) + e2i=3
1
A ;
y1(z) = exp (γ (z)) ; (3.102)
y2(z) = exp (γ (z))
0
@ zZ
+1
dz0γ 0(z0) exp
(−γ (z0)− γ (z0)+ e2i=3
1
A :
Es la¨t sich leicht nachpru¨fen, da sich aus den Poissonklammern der frei-
en Felder (3.80) tatsa¨chlich die Poissonklammern der Funktionen yk(z) und
yk(z) (3.69) ergeben. Damit ist die gesuchte kanonische Transformation auf
freie Felder fu¨r den feldtheoretischen Fall gefunden.
52
3.8 Ba¨cklund-Transformation des geeichten
SL(2,R)/U(1)-WZNW-Modells auf
freie Felder
Am Ende dieser Untersuchungen sei noch die der Frei-Feld-Darstellung (3.102)
entsprechende Ba¨cklund-Transformation angegeben. Wir erhalten sie, indem
wir (3.77) mittels (3.101) umschreiben
 (; ) =
1
γ
ln
y01(z)
y1(z)y02(z)− y01(z)y2(z)
+
1
γ
ln y1(z);
 (; ) =
1
γ
ln
y01(z)
y1(z)y02(z)− y01(z)y2(z)
+
1
γ
ln y1(z) (3.103)
und die Gleichungen (3.51) benutzen, sa¨mtliche erste Ableitungen der Felder
u, u,  und  berechnen und schlielich die Funktionen yk(z), yk(z) und
deren Ableitungen eliminieren. Das Ergebnis lautet
@zu =
γ
2
eγ 

P +
p
P 2 − 4Q

@z ; @zu =
γ
2
eγ 

P −
p
P 2 − 4Q

@z ;
@zu =
γ
2
eγ
 

P −
p
P 2 − 4Q

@z  ; @zu =
γ
2
eγ
 

P +
p
P 2 − 4Q

@z  :
(3.104)
P und Q sind durch
P (u; u;  ;  )  u e−γ + u e−γ  +e−γ −γ  ; Q(u; u;  ;  )  (1+uu) e−γ −γ  
(3.105)
gegeben. Die aus (3.104) folgenden Integrabilita¨tsbedingungen fu¨r die Felder
u und u
0 = @z@zu− @z@zu = γeγ 
p
P 2 − 4Q@z@z 
0 = @z@zu− @z@zu = −γeγ  
p
P 2 − 4Q@z@z  (3.106)
fu¨hren auf die Bewegungsgleichung der freien Felder
@z@z = 0; @z@z  = 0; (3.107)
wa¨hrend die Integrabilita¨tsbedingungen fu¨r die freien Felder
0 = @z@z − @z@z = − 1
1 + uu
p
P 2 − 4Q

@z@zu− u@zu@zu
1 + uu

;
0 = @z@z  − @z@z  = − 1
1 + uu
p
P 2 − 4Q

@z@zu− u@zu@zu
1 + uu

; (3.108)
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die Bewegungsgleichungen (3.6) der Felder u und u ergeben.
Damit haben wir die allgemeine Lo¨sung und die Struktur des geeichten
SL(2,R)/U(1)-WZNW-Modells im feldtheoretischen Fall fu¨r die klassische
Theorie umfassend beschrieben. Integrabilita¨t war fu¨r dieses Modell zwar
oft vermutet worden [28, 29, 30, 15], der Beweis ist aber im Rahmen die-
ser Arbeit erstmals gelungen (siehe Abschnitt 2.3). Auch wurden die sym-
plektischen Strukturen der Theorie im Unterschied zum u¨blichen Vorgehen
(vgl. beispielsweise [32]) nicht vermutet, sondern mittels der Lo¨sungen der
Gelfand-Dikii-Gleichungen berechnet.
Die explizite kanonische Transformation der physikalischen Felder auf
freie Felder wu¨rde den Versuch einer Quantisierung der Theorie ermo¨glichen.
Wir werden aber im folgenden auf den fu¨r uns interessanteren Fall periodi-
scher Randbedingungen eingehen, der zugleich die Bewegung eines geschlos-
senen Strings im Hintergrund einer Schwarzen-Loch-Metrik beschreibt. Wir
werden hier eine andere Nullmodenstruktur vornden.
Kapitel 4
Die klassische Analyse des
periodischen geeichten
SL(2,R )/U(1)-Wess-Zumino-
Novikov-Witten-Modells
4.1 Generelle Unterschiede zum
feldtheoretischen Fall
Wir hatten zu Beginn der Arbeit erwa¨hnt, da durch das geeichte SL(2,R)/
U(1)-WZNW-Modell die Bewegung eines Strings in der gekru¨mmten Metrik
eines euklidischen Schwarzen Loches (2.95) beschrieben werden kann. Soll
der String eine endliche La¨nge haben und geschlossen sein, dann hat seine
Weltfla¨che die Topologie eines Zylinders, und die raumartigen Teilmannigfal-
tigkeiten der Weltfla¨che sind topologisch einem Kreis a¨quivalent. Wir para-
metrisieren den Kreis so, da die Koordinaten , die sich um ein ganzzahliges
Vielfaches von 2 unterscheiden, denselben Punkt des Kreises bezeichnen
   + 2: (4.1)
Die Felder des Modells r(; ), t(; ) oder u(; ), u(; ) repra¨sentieren die
Position des Strings zu einem bestimmten Zeitpunkt  der Eigenzeit. Sie
mu¨ssen auf dem Kreis eindeutig deniert sein und unterliegen deshalb den
Randbedingungen
r( + 2; ) = r(; ); t( + 2; ) = t(; ) + 2w; w 2 Z; (4.2)
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bzw.
u( + 2; ) = u(; ); u( + 2; ) = u(; ): (4.3)
Diese Randbedingungen ersetzen die asymptotischen Randbedingungen (3.40)
des Kapitels 3. w ist eine Windungszahl, die beschreibt, wie oft der String
den Koordinatenursprung r = 0 umla¨uft. Weil wa¨hrend der Bewegung Tei-
le des Strings den Koordinatenursprung u¨berqueren ko¨nnen, kann sich die
Windungszahl dynamisch a¨ndern. Da sich das wegen des diskreten Wertebe-
reichs von w nicht ohne weiteres durch das Variationsprinzip der minimalen
Wirkung beschreiben la¨t, werden wir uns im folgenden einfachheitshalber
auf die dynamischen Sektoren beschra¨nken, in denen sich die Windungszahl
nicht a¨ndert.
Wegen der Periodizita¨t (4.2), (4.3) lassen sich die Felder des Modells in
Fourierreihen nach Moden entwickeln
r(; ) =
1X
n=−1
rn()e
in; (4.4)
t(; ) = w +
1X
n=−1
tn()e
in: (4.5)
Ist x insbesondere eine chirale Gro¨e x(; ) = x( + ) (Analoges gilt fu¨r
antichirale Gro¨en) mit der Quasiperiodizita¨t
x( + 2; ) = x(; ) + x; (4.6)
so gilt
x(; ) = x
 + 
2
+
1X
n=−1
xne
in(+): (4.7)
Die Poissonklammern der x(; ) lassen sich dann vollsta¨ndig in solche der
Fourierkoezienten xn und x u¨bertragen. Die Moden
rn(); w; tn(); xne
in(+) und
x
2
( + ) (4.8)
werden in Nullmoden
rnull(; )  r0();
xnull(; )  x0 + x
2
( + ) (4.9)
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und Oszillatormoden
rosz(; ) 
1X
n=1
(
rn()e
in + r−n()e−in

xosz(; ) 
1X
n=1
(
xne
in(+) + x−ne−in(+)

(4.10)
unterschieden. Wegen der Nichtlinearita¨t der Bewegungsgleichungen werden
die Poissonklammern zwischen Null- und Oszillatormoden im allgemeinen
nicht verschwinden, im Gegensatz zu denen freier Felder.
Im folgenden werden die Ergebnisse des Kapitels 3 auf den periodischen
Fall u¨bertragen, wobei besonders die Unterschiede herausgearbeitet werden.
4.2 Die Bewegungsgleichungen und die Er-
haltungsgro¨en des periodischen Modells
Die Wirkung des periodischen geeichten SL(2,R)/U(1)-WZNW-Modells ist
ebenfalls durch (3.1) bzw. (3.5) gegeben. Die Unterschiede liegen einzig in
der Periodizita¨t der Felder (4.2), (4.3) im neuen Integrationsbereich
M = R  S1; d.h. 0    2; −1 <  <1: (4.11)
Folglich sind auch die Bewegungsgleichungen und der Energie-Impuls-Tensor
identisch zum nichtperiodischen Fall. Die Erhaltungsgro¨en V(z) und V(z)
zeigen dagegen eine Besonderheit. Die Denitionsgleichungen fu¨r  und 
(3.9) oder (3.38) stellen nicht sicher, da diese Gro¨en periodisch modulo 2
sind. Vielmehr folgt aus ihnen
( + 2; )− (; ) =
+2Z

 0(0; ) d0 = 2w +
2Z
0
tanh2r _t d0;
( + 2; )− (; ) =
+2Z

 0(0; ) d0 = 2w −
2Z
0
tanh2r _t d0: (4.12)
Denieren wir
 = − 
2Z
0
tanh2r _t d0 =
2Z
0
t(
0; ) d0 = Pt(); (4.13)
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so kann das Periodizita¨tsverhalten von V und V beschrieben werden durch
V(z + 2) = eiV(z); V(z − 2) = ei V(z): (4.14)
Wegen (4.13) ist  = − der Gesamtimpuls des Feldes t und, weil die
Wirkung (3.1) nur von den Ableitungen von t abha¨ngt, eine Konstante der
Bewegung. Da im allgemeinen  = − aber kein ganzzahliges Vielfaches
von 2 sein wird, sind V(z) und V(z) auf dem Kreis nicht eindeutig! Wir
denieren daher auf dem Kreis die eindeutigen Erhaltungsgro¨en
W  eiz=(2)V; W  eiz=(2) V; (4.15)
fu¨r die
W(z + 2) = W(z); W(z − 2) = W(z) (4.16)
gilt. Die Ladungen Q und Q werden jetzt W und W zugeordnet
Q =
2Z
0
dW( + ); Q =
2Z
0
d W( − ): (4.17)
Diese ha¨ngen wegen der Periodizita¨t der Integranden von einer Verschiebung
der Integrationsgrenzen (0; 2) ! (0; 0 + 2) nicht mehr ab, wie es fu¨r
physikalische Gro¨en erforderlich ist.
4.3 Die allgemeine Lo¨sung der Bewegungs-
gleichungen im periodischen Fall
Da die Bewegungsgleichungen (3.2), (3.6) gegenu¨ber dem feldtheoretischen
Modell keine Vera¨nderung erfahren, ist auch deren allgemeine Lo¨sung iden-
tisch. Die Gleichungen des Abschnittes 3.3 ko¨nnen daher ohne Modikationen
u¨bernommen werden. Jetzt sind jedoch die (anti-) chiralen Funktionen A(z),
B(z), A(z) und B(z) nicht mehr eindeutig. Damit die physikalischen Felder
r und t bzw. u und u den Periodizita¨tsbedingungen (4.2), (4.3) genu¨gen,
ist es hinreichend, wenn die (anti-) chiralen Funktionen bis auf GL(2,C )-
Transformationen periodisch sind, d.h.
A(z + 2) = T [A(z)] =
aA(z)− b
cA(z) + d
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B(z + 2) = T [B(z)] = B(z) + ln(cA(z) + d)
A(z − 2) = T [ A(z)] = d
A(z)− c
b A(z) + a
B(z − 2) = T [ B(z)] = B(z) + ln(b A(z) + a) (4.18)
a −b
c d

2 GL(2; C ):
Die integrierten Ausdru¨cke fu¨r  und  (3.24) ko¨nnen aber unvera¨ndert u¨ber-
nommen werden. Aus den Randbedingungen (4.18) erhalten wir
( + 2; ) = (; ) + 2w + i ln(ad+ bc)
( + 2; ) = (; ) + 2w − i ln(ad+ bc) (4.19)
Vergleichen wir das mit (4.12) und (4.13), so erhalten wir explizit
 = − = i ln(ad+ bc): (4.20)
Da  und  gema¨ Denition (4.13) reell sind, beschra¨nkt (4.20) die
GL(2,C )-Transformationen in (4.18) auf solche mit einer unimodularen De-
terminante
jad+ bcj = 1: (4.21)
Die Erhaltungsgro¨en V(z), V(z) und der Energie-Impuls-Tensor lassen
sich auf die gleiche Weise wie im feldtheoretischen Fall (3.26), (3.27) durch
A(z), B(z), A(z) und B(z) ausdru¨cken. Mit (4.20) ergibt sich fu¨r W(z) und
W (z) (4.15)
W+ =
(ad+ bc)z=(2)
γ2

B00
A0
− B
02
A0
− A
00B0
A02

ei0−2B;
W− =
(ad+ bc)−z=(2)
γ2
A0e−i0+2B;
W+ =
(ad+ bc)z=(2)
γ2
 B00
A0
−
B02
A0
−
A00 B0
A02

ei0−2
B;
W− =
(ad+ bc)−z=(2)
γ2
A0e−i0+2
B: (4.22)
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4.4 Die kanonischen Poissonklammern
im periodischen Fall
Die Berechnung der Poissonklammern der physikalischen Felder r, t bzw. u
und u erfolgt analog zum Abschnitt 3.4 unter Beachtung des Integrationsbe-
reiches (4.11) und der Periodizita¨tsbedingungen (4.2), (4.3). Dann sind auch
die Impulse (3.29) periodisch
r( + 2; ) = r(; ); t( + 2; ) = t(; ): (4.23)
Die Poissonklammer zweier Gro¨en P und Q berechnet sich wie zuvor nach
Gleichung (3.30), jedoch mit neuem Integrationsgebiet
Z 1
−1
d !
Z 2
0
d; (4.24)
und es mu, z.B. in (3.32), (3.33) oder (3.45), die gewo¨hnliche -Funktion
durch eine periodische ersetzt werden
( − 0) ! 2( − 0) 
1X
n=−1
( − 0 + 2n): (4.25)
Auch im Hamiltonfunktional (3.34) mu nur die Ersetzung (4.24) vorgenom-
men werden, und das gleiche gilt fu¨r den Zusammenhang des Hamiltonfunk-
tionals H mit den Ladungen QT , Q T (3.35). Dabei bleiben (3.36) und (3.37)
unvera¨ndert. Eine Schwierigkeit tritt jedoch bei der Berechnung der Poisson-
klammern der V und V bzw. W und W auf. Es scheint keinen (3.39)
entsprechenden integrierten Ausdruck fu¨r  und  zu geben1. Deshalb kann
an dieser Stelle die Algebra der Gro¨en V, V, W und W nicht abgeleitet
werden.
Das trit aber nicht fu¨r die in den Feldern r, t, u und u lokalen Ko-
ezienten der Gelfand-Dikii-Gleichungen @z lnV−(z), T (z), @z ln V−(z) und
1Der naheliegende Ausdruck (; ) = t(; ) + (1=2)
R 2
0
d′2( − ′) _t tanh2r re-
produziert zwar ′ von (3.38), aber nicht _. Auerdem ist er nicht unabha¨ngig von der
Wahl des Nullpunktes auf dem Kreis wegen der Nichtperiodizita¨t des Integranden in ′.
Geeigneter scheint (; ) = t(; ) + (1=2)
R 2
0 d
′ (2( − ′) + f(′; )) _t tanh2r mit
f( + 2; ) = f(; ) + 2 zu sein, das ′ und _ unter der Bedingung reproduziert, daR 2
0
d( _f _t−f ′t′) tanh2r = 0. Es ist jedoch schwierig, einen Ausdruck fu¨r f(; ) zu nden.
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T (z) zu, deren Poissonklammern wir aus dem feldtheoretischen Fall mit der
Ersetzung (4.25) ableiten ko¨nnen. Wir geben diese zum spa¨teren Gebrauch
an
f@z lnV−(); @z lnV−(0)g = −2γ202( − 0);
fT (); @z lnV−(0)g = −@2z lnV−(0)2( − 0) +
+@z lnV−(0)02( − 0)− 002( − 0);
f@z ln V−(); @z ln V−(0)g = 2γ202( − 0);
f T (); @z ln V−(0)g = −@2z ln V−(0)2( − 0)−
−@z ln V−(0)02( − 0)− 002( − 0);
f@z lnV−(); @z ln V−(0)g = 0;
f@z lnV−(); T (0)g = 0;
fT (); @z ln V−(0)g = 0: (4.26)
4.5 Die Fixierung der allgemeinen Lo¨sung
durch Anfangswerte im periodischen Fall
Wir werden in diesem Abschnitt die Funktionen y1;2(z) und y1;2(z) aus vor-
gegebenen physikalischen Feldern r(; ), t(; ) bzw. u(; ), u(; ) und
der Festlegung der GL(2,C )-Invarianz bestimmen. Die Lo¨sung dieses An-
fangswertproblems verla¨uft a¨hnlich zu dem im feldtheoretischen Fall. Insbe-
sondere bleiben die Gelfand-Dikii-Gleichungen (3.47), ihre Lo¨sungen y1(z),
y2(z), y1(z) und y2(z) (3.50), die Parametrisierung der allgemeinen Lo¨sung
(3.51), der Zusammenhang mit den (anti-) chiralen Erhaltungsgro¨en V(z)
und V(z) (3.54) sowie die Dierentialgleichungen erster Ordnung (3.57) un-
vera¨ndert. Ein Unterschied besteht in der Fixierung der GL(2,C )-Invarianz.
Grundsa¨tzlich ist es mo¨glich, diese wie im nichtperiodischen Fall durch die
Vorgabe von Funktionswerten an einer Stelle  = 0 (vgl. (3.58)) zu xie-
ren. Auf dem Kreis existiert aber kein translationsinvarianter
"
Punkt\ −1,
so da eine solche Fixierung stets die Translationsinvarianz bra¨che. Deshalb
werden wir im folgenden die GL(2,C )-Invarianz auf andere Weise xieren.
Die Koezienten der Gelfand-Dikii-Gleichungen (3.47) sind periodische
Funktionen von z bzw. z. Deshalb sind mit yk(z) auch die Funktionen yk(z+
2) Lo¨sungen dieser Gleichungen (Analoges gilt natu¨rlich fu¨r die antichiralen
Funktionen), und sie lassen sich als Linearkombinationen der yk(z) darstel-
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len2. Aus den Randbedingungen (4.18) erhalten wir fu¨r die Funktionen yk
und yk (3.50)
y2(z + 2)
y1(z + 2)

= M

y2(z)
y1(z)

;

y2(z − 2)
y1(z − 2)

= M−1

y2(z)
y1(z)

;
M =

a −b
c d

2 GL(2,C ); M−1 =

d −c
b a

2 GL(2,C ):(4.27)
Unter einer GL(2,C )-Transformation

y2
y1

! N

y2
y1

;

y2
y1

! N

y2
y1

; N; N 2 GL(2,C ) (4.28)
a¨ndern sich M und M in
M ! NMN−1; M ! N M N−1; (4.29)
und sie ko¨nnen in den Fa¨llen
(1) (trM)2 6= 4 detM; (2) M = a1I2 (4.30)
auf Diagonalform
M =

e−
′
0
0 e
′

; M =

e−
′
0
0 e
′

(4.31)
gebracht werden. Die nichtdiagonalisierbaren Fa¨lle
(trM)2 = 4 detM mit M 6= a1I2
werden wir hier nicht betrachten, da sie relativ zu den diagonalisierbaren
Fa¨llen eine Menge vom Ma Null sind. Die Periodizita¨tsbedingungen (4.27)
vereinfachen sich dann auf
y1(z + 2) = e
′y1(z); y2(z + 2) = e
−′y2(z);
y1(z − 2) = e−′ y1(z); y2(z − 2) = e′ y2(z): (4.32)
2Wir nehmen hier wieder die Bedingung (3.56) an, die sicherstellt, da die Funktionen
y1(z) und y2(z) an jeder Stelle des Kreises linear unabha¨ngig sind.
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Diese speziellen Periodizita¨tsbedingungen lassen von den GL(2,C )-Transfor-
mationen (4.28) nur noch Skalierungen mit zwei freien Parametern a0 und d0
zu 
y2
y1

!

a0y2
d0y1

;

y2
y1

!

d0y2
a0y1

: (4.33)
Damit haben wir zwei der vier Integrationskonstanten der Gleichungen (3.57)
implizit xiert.
Die Quotienten
1;2(z) 
y01;2(z)
y1;2(z)
; 1;2(z) 
y01;2(z)
y1;2(z)
;
Q1;2(z; z
0)  y1;2(z)
y1;2(z0)
; Q1;2(z; z
0)  y1;2(z)
y1;2(z0)
(4.34)
bleiben invariant unter den Skalierungen (4.33), sie sind daher durch die
Bedingung (4.32) eindeutig bestimmt. Die Funktionen 1;2(z) und 1;2(z) sind
periodisch
1;2(z + 2) = 1;2(z); 1;2(z + 2) = 1;2(z): (4.35)
Wir ersetzen mittels (4.34) in (3.57) die abgeleiteten Funktionen y01;2(z) und
y01;2(z) durch 1;2(z) und 1;2(z). Dann sind auch die Funktionen
(; )  ln y1(z)− ln y2(z) = ln @zu
u@zu− 1(1 + uu) ;
(; )  ln y1(z)− ln y2(z) = ln @zu
u@zu− 1(1 + uu) (4.36)
eindeutig bestimmt. Wir ko¨nnen dieselben Funktionen auch durch 2(z) und
2(z) ausdru¨cken. Aus den dadurch erhaltenen Identita¨ten ergeben sich die
folgenden Zusammenha¨nge zwischen 1;2(z) und 1;2(z)
2(z) =
@zu− 1u
u@zu− 1(1 + uu)@zu; 2(z) =
@zu− 1u
u@zu− 1(1 + uu)@zu: (4.37)
Die Funktionen 1;2(z) und 1;2(z) ko¨nnen unter Beachtung der (Anti-) Chi-
ralita¨t integriert werden zu
ln y1;2( + ) =
1
2
2Z
0
1;2( + 
0)h( − 0)d0 +  + 
2
1;2 +D1;2;
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ln y1;2( − ) = −1
2
2Z
0
1;2( − 0)h( − 0)d0 +  − 
2
1;2 + D1;2:
(4.38)
Dabei sind h() die periodische Sa¨gezahnfunktion
h() = 2()− 

= 2n+1− 

fu¨r 2n <  < 2(n+1); n 2 Z; (4.39)
2() die Treppenfunktion
2() = 2n+ 1 fu¨r 2n <  < 2(n+ 1); n 2 Z; (4.40)
und
1;2 =
2Z
0
1;2(z)dz; 1;2 =
2Z
0
1;2(z)dz (4.41)
die Nullmoden der Felder 1;2(z) und 1;2(z)
3. Aus (4.38) erhalten wir
ln y1;2(z + 2)− ln y1;2(z) = 1;2
ln y1;2(z − 2)− ln y1;2(z) = −1;2 (4.42)
Durch Vergleich mit den periodischen Randbedingungen (4.32) nden wir
e1 = e−2 = e
′
; e2 = e−1 = e−
′
: (4.43)
Daher gilt
1 + 2 = 2im; 1 + 2 = −2i m; m; m 2 Z: (4.44)
Da 0 und 0 bisher nur durch ihre Exponentiale e
′
und e
′
gegeben waren,
ko¨nnen wir denieren
0  1; 0  1: (4.45)
Setzen wir nun die Integrale (4.38) in (4.36) ein, so erhalten wir
(; ) =
1
2
2Z
0
[1( + 
0) + 2( − 0)]h( − 0)d0 +
3Die Nullmoden der Felder 1;2(z) und 1;2(z) haben wegen ihrer Periodizita¨t (4.35)
keinen in z bzw. z linear anwachsenden Beitrag.
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+

2
(1 − 2) + im+D1 − D2
(; ) = −1
2
2Z
0
[1( − 0) + 2( + 0)]h( − 0)d0 +
+

2
(1 − 2) + i m+ D1 −D2: (4.46)
Wir sehen hieraus einerseits, da m und m angeben, wie oft e(;) und e(;)
den Ursprung 0 der komplexen Zahlenebene umlaufen, wenn  von 0 bis
2 anwa¨chst. Andererseits erkennen wir, da die Konstanten D1 − D2 und
D1−D2 durch die Nullmoden von  und  eindeutig festgelegt sind. Daru¨ber
hinausgehende Festlegungen dieser Konstanten haben keine physikalische Be-
deutung und ko¨nnen zum Zwecke technischer Einfachheit erfolgen. Dazu be-
trachten wir die freien Felder  (; ) und  (; ) als Funktionen der y1;2(z)
und y1;2(z) im nichtperiodischen Fall (3.103). Wir wollen annehmen, da die-
se freien Felder auch im periodischen Fall eine besondere Rolle spielen, auch
wenn wir jetzt noch nicht wissen, da sie wieder kanonische freie Felder sein
werden, weil wir ihre Poissonklammern noch nicht kennen. Diese freien Felder
lassen sich auch durch 1;2(z), 1;2(z), (; ) und (; ) ausdru¨cken
γ (; ) = ln y1(z)− ln y2(z) + ln 1(z)− ln(1(z)− 2(z))
= (; ) + ln 1(z)− ln(1(z)− 2(z));
γ  (; ) = ln y1(z)− ln y2(z) + ln 1(z)− ln(1(z)− 2(z))
= (; ) + ln 1(z)− ln(1(z)− 2(z)): (4.47)
Zur Abku¨rzung denieren wir
(z)  ln 1(z)− ln(1(z)− 2(z));
(z)  ln 1(z)− ln(1(z)− 2(z)) (4.48)
mit den Nullmoden
null(z) =
P
2
z +Q;
null(z) =
P
2
z + Q;
(4.49)
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wobei
P =
2Z
0
0(z)dz =
2Z
0
1(z)
0
2(z)− 01(z)2(z)
1(z) (1(z)− 2(z)) dz;
P =
2Z
0
0(z)dz =
2Z
0
1(z)
0
2(z)− 01(z)2(z)
1(z) (1(z)− 2(z)) dz;
Q =
1
2
2Z
0

(z)− P
2
z

dz;
Q =
1
2
2Z
0

(z)−
P
2
z

dz: (4.50)
Wegen der Periodizita¨t der Funktionen 1;2(z) und 1;2(z) sind P und P
ganzzahlige Vielfache von 2i. Die Nullmoden der Felder  und  (4.47)
berechnen sich dann zu
 null = null + null
=

2
(1 − 2) + i m+ D1 −D2 + P
2
( + ) +Q;
 null = null + null
=

2
(1 − 2) + im+D1 − D2 +
P
2
( − ) + Q: (4.51)
Fu¨r die weitere Diskussion ist die Aufspaltung dieser Nullmoden in einen
linearen Teil
 P (; ) =

2
2Z
0
@ (0; )
@0
d0 +

2
2Z
0
@ (0; )
@
d0
=

2
(1 − 2) + i m+ P
2
( + );
 P (; ) =

2
2Z
0
@  (0; )
@0
d0 +

2
2Z
0
@  (0; )
@
d0
=

2
(1 − 2) + im+
P
2
( − ) (4.52)
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und einen konstanten Teil
 Q =
1
2
2Z
0
( (; )−  P (; )) d = D1 −D2 +Q;
 Q =
1
2
2Z
0
(
 (; )−  P (; )

d = D1 − D2 + Q (4.53)
zweckma¨ig.4 Wir wollen (4.53) gleichma¨ig auf die chiralen und antichira-
len Komponenten von  und  verteilen. Da ln y1 und ln y1 selbst solche
Komponenten sind, folgt aus (4.38)
D1 =
 Q
2
; D1 =
 Q
2
; (4.54)
und mittels (4.53)
D2 = Q −  Q
2
; D2 = Q −
 Q
2
: (4.55)
Auf diese Weise erreichen wir eine vollsta¨ndige Fixierung der GL(2,C )-Inva-
rianz, ohne explizit einen Punkt auf dem Kreis auszuzeichnen5.
Am Schlu dieses Abschnittes wollen wir zusammenfassen, wie die Funk-
tionen y1;2(z) und y1;2(z) aus den vorgegebenen Anfangswerten fu¨r die physi-
kalischen Felder (3.46) mit den Nebenbedingungen (4.32) und (4.54) tatsa¨ch-
lich ermittelt werden ko¨nnen. Zuerst werden wie im nichtperiodischen Fall
(Abschnitt 3.5) aus den Anfangsbedingungen die Koezienten der Gelfand-
Dikii-Gleichungen bestimmt. Dann werden zu diesen vier beliebige linear
unabha¨ngige Lo¨sungen ~y1;2(z) und ~y1;2(z) ermittelt. Diese Lo¨sungen genu¨gen
den allgemeinen Randbedingungen (4.27). In den Fa¨llen (4.30) ko¨nnen Ma-
trizen N und N so bestimmt werden, da NMN−1 und N M N−1 Diagonal-
matrizen sind. Die Funktionen
y2(z)
y1(z)

= N

~y2(z)
~y1(z)

;

y2(z)
y1(z)

= N

~y2(z)
~y1(z)

(4.56)
4Sta¨rker als linear anwachsende Beitra¨ge gibt es wegen der Dynamik von  und  
nicht. Das ist aus der Darstellung (3.103) in Verbindung mit der Quasiperiodizita¨t der
Funktionen y1;2 und y1;2 (4.32) ersichtlich.
5Genau genommen wird durch die Behandlung der linear anwachsenden Nullmoden
der Punkt (; ) = (0; 0) ausgezeichnet. Dies hat aber bei der spa¨teren Berechnung von
Poissonklammern, im Gegensatz zur Vorgabe von Funktionswerten an einer festen Stelle
0, keinen Einflu auf die Oszillatormoden.
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erfu¨llen dann die Randbedingungen (4.32). Die Funktionen (4.56) sind nur bis
auf die Skalierungen (4.33) eindeutig. Sie lassen aber die eindeutige Bestim-
mung der Funktionen 1;2(z), 1;2(z) (4.34), (; ), (; ) (4.36),  (; )
und  (; ) (4.47) zu. Aus diesen werden die Konstanten 1;2, 1;2 (4.41),
m, m (4.44), P, P, Q, Q (4.50),  Q und  Q (4.53) ermittelt. Dann be-
stimmen wir aus (4.54) und (4.55) die Konstanten D1;2 und D1;2. Setzen wir
diese Konstanten in (4.38) ein, so erhalten wir mit
ln y1( + ) =
1
2
2Z
0
1( + 
0)h( − 0)d0 +  + 
2
1 +
 Q
2
;
ln y2( + ) =
1
2
2Z
0
2( + 
0)h( − 0)d0 +  + 
2
2 +Q −  Q
2
;
ln y1( − ) = −1
2
2Z
0
1( − 0)h( − 0)d0 +  − 
2
1 +
 Q
2
; (4.57)
ln y2( − ) = −1
2
2Z
0
2( − 0)h( − 0)d0 +  − 
2
2 + Q −
 Q
2
schlielich die expliziten Ausdru¨cke fu¨r y1;2(z) und y1;2(z).
4.6 Die Poissonklammern der (anti-) chiralen
Felder im periodischen Fall
Die eindeutige Bestimmung der Funktionen y1;2(z) und y1;2(z) im vorange-
gangenen Abschnitt erlaubt uns wie im nichtperiodischen Fall (Abschnitt
3.6) die strenge Herleitung der Poissonklammern der Funktionen y1;2(z) und
y1;2(z) aus denen der physikalischen Felder.
Zuerst bestimmen wir die Poissonklammern von 1;2(z), 1;2(z), (; )
und (; ). Die Poissonklammern von y1;2 und y1;2 ko¨nnen dann mit (4.57)
berechnet werden. Wir haben also die Variationen 1;2(z) und 1;2(z) zu
vorgegebenen Variationen der physikalischen Felder und Impulse zu ermit-
teln. Dazu variieren wir die Gelfand-Dikii-Gleichungen und nden die Glei-
chungen (3.63). Aus den Randbedingungen (4.32) erhalten wir durch Varia-
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tion und Eliminierung von 0 und 0 die Nebenbedingungen
y0k(z)yk(z + 2)− yk(z)y0k(z + 2)=y0k(z + 2)yk(z)− yk(z + 2)y0k(z);
y0k(z)yk(z − 2)− yk(z)y0k(z − 2)= y0k(z − 2)yk(z)− yk(z − 2)y0k(z);
(k 2 f1; 2g): (4.58)
Diese schra¨nken die aus einer speziellen Lo¨sung der Gleichung (3.63) und der
allgemeinen Lo¨sung von (3.47) zusammengesetzte allgemeine Lo¨sung ein auf
yk(z) =
2Z
0
Ωk(z; z
0)
(
(@V−=V−)(z0)y0k(z
0) + γ2T (z0)yk(z0)

dz0 + Ckyk(z);
Ω1(z; z
0)  y2(z
0)y1(z)
y1(z0)y02(z0)− y2(z0)y01(z0)
E(z; z0)− 2(z − z0)
2
;
Ω2(z; z
0)  y1(z
0)y2(z)
y1(z0)y02(z0)− y2(z0)y01(z0)
E(z0; z) + 2(z − z0)
2
;
E(z; z0) 
exp

1 − 2
2
2(z − z0)

sinh
1 − 2
2
y2(z)y1(z
0)
y1(z)y2(z0)
;
yk(z)=
2Z
0
Ωk(z; z
0)
(
(@ V−= V−)(z0)y0k(z
0) + γ2 T (z0)yk(z0)

dz0 +  Ckyk(z);
Ω1(z; z
0)  y2(z
0)y1(z)
y1(z0)y02(z0)− y2(z0)y01(z0)
E(z; z0)− 2(z − z0)
2
;
Ω2(z; z
0)  y1(z
0)y2(z)
y1(z0)y02(z0)− y2(z0)y01(z0)
E(z0; z) + 2(z − z0)
2
;
E(z; z0) 
exp

1 − 2
2
2(z − z0)

sinh
1 − 2
2
y2(z)y1(z
0)
y1(z)y2(z0)
: (4.59)
Die Variationen C1;2 und  C1;2 entsprechen den Skalierungen (4.33). Sie
ko¨nnen nicht einfach gleich Null gesetzt werden, weil die Integrale in (4.59)
sich u¨ber nichtperiodische Funktionen von z0 bzw. z0 erstrecken und daher
ohne die Terme C1;2y1;2(z) und  C1;2y1;2(z) von einer Verschiebung der In-
tegrationsgrenzen abha¨ngig wa¨ren.
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Wir wissen aber, da die Funktionen 1;2(z) und 1;2(z) nicht von den
Skalierungen (4.33) abha¨ngen. Wir berechnen ihre Variationen nach der Vor-
schrift
1;2(z) = 
y01;2(z)
y1;2(z)
=
y01;2(z)
y1;2(z)
− y
0
1;2(z)y1;2(z)
y1;2(z)2
;
1;2(z) = 
y01;2(z)
y1;2(z)
=
y01;2(z)
y1;2(z)
− y
0
1;2(z)y1;2(z)
y1;2(z)2
: (4.60)
Dabei heben sich, wie zu erwarten, die unbestimmten Terme Ckyk(z) und
 Ckyk(z) von den Gln. (4.59) heraus, und wir erhalten
k(z) =
2Z
0
!k(z; z
0)
(
(@V−=V−)(z0)0k(z
0) + γ2T (z0)k(z0)

dz0;
!1(z; z
0)  1
2
E(z; z0)
1(z)− 2(z)
1(z0)− 2(z0) ;
!2(z; z
0)  −1
2
E(z0; z)
1(z)− 2(z)
1(z0)− 2(z0) ;
k(z) =
2Z
0
!k(z; z
0)
(
(@ V−= V−)(z0)0k(z
0) + γ2 T (z0)k(z0)

dz0;
!1(z; z
0)  1
2
E(z; z0)
1(z)− 2(z)
1(z0)− 2(z0) ;
!2(z; z
0)  −1
2
E(z0; z)
1(z)− 2(z)
1(z0)− 2(z0) : (4.61)
Wir sehen auch, da erwartungsgema¨ die Integranden von (4.61) periodische
Funktionen der Integrationsvariablen sind, so da die Integrale von einer
Verschiebung der Integrationsgrenzen unabha¨ngig sind. Aus (4.61) ko¨nnen
wir nun die Poissonklammern der Funktionen 1;2(z) und 1;2(z) berechnen.
Die nichtverschwindenden Poissonklammern (bei gleicher Zeit ) sind
f1(z); 2(z0)g = γ
2
2
(1(z)− 2(z))E(z; z0)(1(z0)− 2(z0))−
−γ2(1(z)− 2(z))2(z − z0);
f1(z); 2(z0)g = γ
2
2
(1(z)− 2(z)) E(z; z0)(1(z0)− 2(z0))−
−γ2(1(z)− 2(z))2(z − z0): (4.62)
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Weitere Poissonklammern und Rechenregeln sind in den Anha¨ngen I und F
aufgefu¨hrt. Schlielich erhalten wir u¨ber die Darstellung (4.57) die Poisson-
klammern der Funktionen ln y1;2 und ln y1;2, die hier mit der im Anhang I
erkla¨rten argumentfreien Kurzschreibweise notiert sind
fln y1; ln y1g = fln y1; ln y1g = 0;
fln y1; ln y2g = γ
2
2

− L
2

− γ
2
2
E +
γ2
8
Z
E;
fln y1; ln y1g = − γ
2
4
S;
fln y1; ln y2g = − γ
2
8
Z
F ;
fln y1; ln y2g = − γ
2
8
Z
F ;
fln y1; ln y2g = −γ
2
2

− L
2

− γ
2
2
E +
γ2
8
Z
E;
fln y2; ln y2g = − γ
2
8
Z
F +
γ2
8
F T
Z
;
fln y2; ln y2g = − γ
2
4
S − γ
2
8
ET
Z
+
γ2
8
Z
E;
fln y2; ln y2g = − γ
2
8
Z
F +
γ2
8
F
T
Z
: (4.63)
Auf den ersten Blick mag es verwundern, da in dieser Algebra y1 und y2
bzw. y1 und y2 asymmetrisch auftreten. Doch das ist nicht weiter erstaun-
lich, da diese Funktionen auch unterschiedlich in die Felder  und  (4.47)
eingehen, auf deren Grundlage die Integrationskonstanten D1;2 und D1;2 fest-
gelegt wurden. Eine symmetrische Behandlung der Funktionen y1;2 und y1;2
wird im Anhang J vorgestellt. Es erweist sich aber, da fu¨r die im na¨chsten
Abschnitt gesuchte Transformation der physikalischen Felder auf kanonische
freie Felder die Algebra (4.63) besser geeignet ist.
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4.7 Die kanonische Transformation auf
periodische freie Felder
Das Aunden einer kanonischen Transformation der wechselwirkenden Fel-
der u und u auf freie Felder  und  verla¨uft zuna¨chst vo¨llig analog zum
nichtperiodischen Fall (Abschnitt 3.7). Der Ansatz, da die chiralen und an-
tichiralen Komponenten der freien Felder Funktionen der y1;2, y1;2 und deren
Ableitungen sein sollen, fu¨hrt auf die Darstellung der Komponenten freier
Felder (3.79). Im Unterschied zum nichtperiodischen Fall fu¨hrt das jedoch
nicht in jedem Fall auf Poissonklammern freier Felder. Die Diskussion, die
zur Wahl (3.88) fu¨hrt, gilt aber unvera¨ndert. Auch die sich daraus ergebende
Folgerung (3.92) bleibt bestehen.
Das Transformationsverhalten der Konstanten , , , , D und D (3.97)
la¨t sich ebenfalls ohne Vera¨nderung u¨bertragen. Die wegen der Periodizita¨t
der physikalischen Felder vera¨nderte Fixierung der GL(2,C )-Invarianz der
Funktionen y1;2 und y1;2 (4.32) beeinflut aber die Bestimmung der Kon-
stanten , ,  und . Wegen des quasiperiodischen Verhaltens der Frei-
Feld-Komponenten einerseits
1;2(z + 2) = 1;2(z) + p1;2; p1;2 = const;
1;2(z + 2) = 1;2(z) + p1;2; p1;2 = const; (4.64)
und des Verhaltens der Funktionen y1;2 und y1;2 (4.32) andererseits mu je-
weils eine der Konstanten in den Paaren (, ) und (, ) Null sein, um die
Gu¨ltigkeit der Gleichungen (3.79) zu gewa¨hrleisten. Die aus den Komponen-
ten zusammengesetzten freien Felder  und  (3.77) sollen periodisch sein
(bis auf Windungszahlbeitra¨ge). Das ist unter Beru¨cksichtigung der Relatio-
nen (4.43) und (4.44) bei ansonsten voneinander unabha¨ngigen 1;2 und 1;2
nur dann gesichert, wenn in der Darstellung (3.79) entweder  und  oder 
und  gleichzeitig Null werden. Diese beiden Fa¨lle gehen durch Vertauschung
der Funktionen
y1(z) $ y2(z); y1(z) $ y2(z) (4.65)
auseinander hervor. Deshalb ko¨nnen wir ohne Beschra¨nkung der Allgemein-
heit
 =  = 0 (4.66)
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wa¨hlen6. Setzen wir das in (3.79) ein, beachten (3.92) und denieren
0  D + ln; 0  ln; 0  D + ln ; 0  ln ; (4.67)
so erhalten wir als mo¨gliche Komponenten freier Felder
 =
1
γ
ln
y01
y1y02 − y01y2
+ 0;  =
1
γ
ln y1 + 0;
 =
1
γ
ln
y01
y1y
0
2 − y01y2
+ 0;  =
1
γ
ln y1 + 0: (4.68)
Aus der Kenntnis der Poissonklammern der Felder y1;2 und y1;2 (4.63) lassen
sich die Poissonklammern der Felder − 0, − 0, − 0 und − 0 wie
folgt bestimmen
f( + )− 0; ( + 0)− 0g = f( + )− 0; ( + 0)− 0g = 0
f( + )− 0; ( + 0)− 0g = −1
2

2( − 0)−  − 
0
2

;

( + )− 0; ( − 0)− 0
}
= − + 
0
4
;
f( + )− 0; ( − 0)− 0g = − + 
0
4
;
f( + )− 0; ( − 0)− 0g =

( + )− 0; ( − 0)− 0
}
= 0;
( − )− 0; ( − 0)− 0
}
= f( − )− 0; ( − 0)− 0g = 0;
( − )− 0; ( − 0)− 0
}
=
1
2

2( − 0)−  − 
0
2

: (4.69)
Das sind aber genau die Poissonklammern, die sich aus (3.78) ergeben, wenn
fu¨r 1;2 und 1;2 die Poissonklammern der Komponenten freier Felder mit
Nullmoden
fk( + ); l( + 0)g = −kl
4

2( − 0)−  − 
0
2

;

k( − ); l( − 0)
}
=
kl
4

2( − 0)−  − 
0
2

;

k( + ); l( − 0)
}
= −kl
8
( + 0) (4.70)
6Da diese Wahl die Allgemeinheit nicht einschra¨nkt, wird ersichtlich, wenn die Funk-
tionen y1;2(z) und y1;2(z) durch die in (J.3) denierten Funktionen ~y1;2(z) und ~y1;2(z) mit
symmetrischen Poissonklammern ersetzt werden.
73
verwendet werden und
0 = 0 = 0 = 0 = 0 (4.71)
gesetzt wird. Dieser einfache durch Ersetzung gegebene Zusammenhang zwi-
schen periodischer und nichtperiodischer kanonischer Transformationen ist
gerade mo¨glich wegen der speziellen Denition der Funktionen y1;2 und y1;2
(4.57). Das ist daran zu erkennen, da beispielsweise der U¨bergang zu den
symmetrisch denierten Funktionen ~y1;2 und ~y1;2 des Anhangs J wegen der
Verschiebungen (J.3) zu anderen Konstanten 0, 0, 0 und 0 mit nichttri-
vialen Poissonklammern fu¨hrt. Da diese Verschiebungen mit der Mehrdeu-
tigkeit der Aufteilung der Nullmoden der freien Felder in einen chiralen und
einen antichiralen Teil zusammenha¨ngen, beschreiben die Konstanten 0, 0,
0 und 0 oenbar gerade diese im feldtheoretischen Fall fehlende Mehr-
deutigkeit. Mit den Funktionen y1;2 und y1;2 (4.57) erhalten wir also auch
den Zusammenhang (3.101). Diese Darstellung la¨t sich eindeutig nach den
Funktionen y1;2 und y1;2(z) auflo¨sen, wenn die speziellen Periodizita¨tseigen-
schaften (4.32) beachtet werden
y1(z) = exp (γ(z))
y2(z) = −exp (γ(z))
2 sinh(γp1)
2Z
0
dz0 γ0(z0) exp (−γp12(z − z0)− 2γ1(z0))
y1(z) = exp (γ (z)) (4.72)
y2(z) = −exp (γ (z))
2 sinh(γp1)
2Z
0
dz0 γ 0(z0) exp
(−γp12(z − z0)− 2γ 1(z0) :
Hierbei sind p1 und p1 die in der Modenentwicklung von 1(z) und 1(z)
1(z) = Q +
z
2
p1 + 1;osz
1(z) = Q +
z
2
p1 + 1;osz (4.73)
auftretenden Konstanten, die das Quasiperiodizita¨tsverhalten von 1 und 1
(4.64) bestimmen.
Da oenbar die Darstellung der freien Felder  und  als Funktion der y1;2
und y1;2 (3.103) unvera¨ndert bleibt, kann auch die Ba¨cklund-Transformation
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ohne A¨nderung gegenu¨ber dem nichtperiodischen Fall u¨bernommen werden,
wenn die Nullmodenstruktur der periodischen freien Felder beru¨cksichtigt
wird.
Die kanonische Transformation der physikalischen Felder r(; ), t(; )
bzw. u(; ), u(; ) auf die freien Felder  (; ) und  (; ) ist vollsta¨ndig
durch die Kette der Ersetzungen (3.21), (3.22), (3.51), (4.72), (3.77) gege-
ben. Das Ergebnis werden wir hier wegen seiner Komplexita¨t nicht angeben.
Stellvertretend kann hier die Ba¨cklund-Transformation (3.104) als zusam-
menfassendes Resultat genannt werden, da sie auch fu¨r den periodischen Fall
gilt. Das Ergebnis unserer Untersuchungen kann jetzt als Grundlage fu¨r die
beabsichtigte kanonische Quantisierung der geeichten SL(2,R)/U(1)-WZNW-
Theorie genommen werden. Wir ko¨nnen hoen, dadurch Antworten auf oene
Fragen u¨ber das nichtsto¨rungstheoretische Dilaton na¨herzukommen. Mo¨gli-
cherweise erlaubt die Quantisierung dieses Modells eines Schwarzen Loches
auch, Aussagen u¨ber dessen Strahlung zu machen.
Kapitel 5
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde das klassische geeichte SL(2,R)/U(1)-WZNW-
Modell in Termen seiner dynamischen Felder umfassend behandelt und so
die Grundlage fu¨r seine kanonische Quantisierung geschaen. Dazu wurden
zuerst die geeichten WZNW-Modelle allgemein behandelt. Das fu¨hrte zu ih-
rer Lagrangeschen Formulierung ohne Hilfsfeld. Es wurde ein Lax-Paar fu¨r
die Bewegungsgleichungen dieser Modelle hergeleitet und so deren Integra-
bilita¨t gezeigt. Diese Resultate wurden dann auf das geeichte SL(2,R)/U(1)-
WZNW-Modell spezialisiert, dessen Geometrie in U¨bereinstimmung mit der
Literatur [15] als zweidimensionales Schwarzes Loch identiziert wurde. Statt
das Lax-Paar fu¨r das geeichte SL(2,R)/U(1)-WZNW-Modell zu benutzen,
wurde die allgemeine Lo¨sung des Modells aus der Einbettung in eine nich-
tabelsche Toda-Theorie abgeleitet. Diese Lo¨sung ist parametrisiert durch
zwei chirale und zwei antichirale Funktionen und deren Ableitungen, wie
das auch bei anderen nichtlinearen integrablen Theorien [46, 32] der Fall
ist. Die physikalischen Felder des geeichten SL(2,R)/U(1)-WZNW-Modells
sind invariant unter den GL(2,C )-Transformationen (3.23) bzw. (3.53) der
(anti-) chiralen Funktionen. Diese Invarianz spielte eine wichtige Rolle bei
der Analyse des periodischen geeichten SL(2,R)/U(1)-WZNW-Modells. Die
GL(2,C )-Invarianz wurde durch Randbedingungen xiert und so ein einein-
deutiger Zusammenhang zwischen den physikalischen Feldern des Modells
und den (anti-) chiralen Parameterfunktionen der allgemeinen Lo¨sung her-
gestellt. Das gestattete die Diskussion von Anfangswertproblemen und wur-
de dazu benutzt, die Poissonklammern der (anti-) chiralen Funktionen zu
berechnen. Die Poissonklammern der Nullmoden des periodischen Modells
erwiesen sich als nichttrivial, was bei der spa¨teren Quantisierung des Mo-
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dells wichtig werden ko¨nnte.1 Die Kenntnis der Poissonklammern der (anti-)
chiralen Felder ermo¨glichte die Darstellung dieser Felder in Termen kanoni-
scher freier Felder. Auf diese Weise wurde eine kanonische Transformation
der physikalischen Felder des geeichten SL(2,R)/U(1)-WZNW-Modells auf
freie Felder gefunden, die in einer Ba¨cklund-Transformation zusammenge-
fat wurde.
Die gefundene Frei-Feld-Darstellung ist als Ausgangspunkt fu¨r die Quan-
tisierung des geeichten SL(2,R)/U(1)-WZNW-Modells geeignet. Dazu sind
die freien Felder als Operatorfelder nach Moden zu entwickeln. Durch Nor-
malordnung der Operatoren treten dabei Modikationen beim U¨bergang
von den nichtlinearen Poissonklammern zu Kommutatoren auf. Vermutlich
erha¨lt auch die kanonische Transformation der physikalischen auf freie Fel-
der Quantenkorrekturen, um die Symmetrien des Modells, insbesondere die
Parafermion-Algebra (3.43), zu gewa¨hrleisten. Solche Korrekturen ko¨nnten
auch die Einfu¨hrung eines Dilatons erzwingen, u¨ber das wir auf diese Weise
nichtsto¨rungstheoretische Aussagen erhalten wu¨rden. Interessant du¨rfte der
Vergleich mit Zuga¨ngen zum SL(2,R)/U(1)-Modell [49, 22] sein, bei denen
das Modell u¨ber die Stromalgebra deniert wird, die wiederum durch freie
Felder dargestellt [50] bzw. mit den Mitteln der SL(2,R)-Darstellungstheorie
[51] analysiert wird. Wa¨hrend die geometrische Interpretation des Modells bei
diesen Zuga¨ngen nicht oensichtlich ist, wird sie bei dem in der vorliegenden
Arbeit beschriebenen Herangehen durch die kanonische Transformation der
physikalischen auf freie Felder zwanglos geliefert.
Auf dem Weg zu physikalisch relevanten Aussagen sind noch einige Fragen
zu beantworten. So ist fu¨r die Diskussion der Hawking-Strahlung des zweidi-
mensionalen Schwarzen Loches die Kenntnis des Energie-Impuls-Tensors der
Materiefelder im Targetraum von Bedeutung. Dazu sind Korrelationsfunktio-
nen der Vertexoperatoren dieser Felder zu berechnen und mit Resultaten des
Stromalgebra-Zugangs [52] zu vergleichen. Weiterhin ist die Unitarita¨t des
SL(2,R)/U(1)-Modells bei Minkowskischer Signatur der Targetraum-Metrik
zu kla¨ren. Zur Lo¨sung dieses Problems existieren im Stromalgebra-Zugang
mehrere voneinander leicht abweichende Vorschla¨ge [47, 48]. Die klare geo-
metrische Interpretation bei der Herangehenweise dieser Arbeit la¨t daher
auch auf neue Einsichten zum Unitarita¨tsproblem hoen.
1In den Referenzen [47, 48] wurde beispielsweise vorgeschlagen, das Unitarita¨tsproblem
beim SL(2,R)-WZNW-Modell in der Stromalgebra-Formulierung durch die Einfu¨hrung
zusa¨tzlicher Nullmoden zu lo¨sen.
Anhang A
Metrikkonventionen
In diesem Anhang werden die in der Arbeit verwendeten Metrikkonventio-
nen dargestellt. In kovariant geschriebenen Gleichungen steht  = (1; 2)
fu¨r die Koordinaten, γ fu¨r die Metrik, γ fu¨r die Determinante der Metrik
det γ und  fu¨r das antisymmetrische Symbol mit den Werten +1 und
−1 (12 = −21 = −12 = 21 = 1). Fu¨r die Metrik wird die Signatur
(+−) angenommen, so da γ < 0 gilt. Das invariante Volumenelement ist
somit
p−γd2 und der Levi-Civita-Pseudotensor durch p−γ bzw. durch
=
p−γ gegeben. Unter  = − sei γ=p−γ = p−γγ verstan-
den. Wenn ein zweistuger Tensor als Matrix angegeben wird, numeriert der
erste Index stets die Zeile, der zweite Index die Spalte der Matrix. Fu¨r die
La¨ngen von Vektoren gelte die folgende Konvention:
v2 = γv
v
8<
:
< 0; fu¨r raumartige Vektoren
= 0; fu¨r nullartige Vektoren
> 0; fu¨r zeitartige Vektoren
: (A.1)
Fu¨r den Riemannschen Kru¨mmungstensor und den Ricci-Tensor gilt
R = Γ

; − Γ; + ΓΓ − ΓΓ; R = R : (A.2)
Es werden zwei spezielle Koordinatensysteme benutzt, raum-zeitliche Ko-
ordinaten ,  sowie Lichtkegelkoordinaten z, z. Fu¨r sie gelten:
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A.1 Raum-zeitliche Koordinaten
 = (; ); (A.3)
γ = −γ = 1; d.h. γ =

1 0
0 −1

; (A.4)
 = − = − =  = 1; d.h. 

p−γ =

0 1
−1 0

; (A.5)

 = − =

0 1
1 0

(A.6)
p−γd2 = d d: (A.7)
A.2 Lichtkegelkoordinaten
 = (z; z) = ( + ;  − ); (A.8)
γzz = γzz =
1
2
; d.h. γ =

0 1
2
1
2
0

; (A.9)
zz = −zz = −zz = zz = 1; d.h. 

p−γ =

0 2
−2 0

; (A.10)

 = − =
 −1 0
0 1

(A.11)
p−γd2 = 1
2
dz dz: (A.12)
γ +
p−γ =

0 4
0 0

= 4z 

z ; (A.13)
γ − 

p−γ =

0 0
4 0

= 4z 

z : (A.14)
Anhang B
Konforme Transformationen
Wir betrachten konforme Transformationen in D Dimensionen
γ = e
γ^ ; γ
 = e−γ^ ; detfγg = γ = eDγ^: (B.1)
Dabei transformieren sich die Christoelsymbole gema¨
Γ = Γ^

 + Γ^

 = Γ^

 +
1
2
(
; + 

; − γ^ γ^;

: (B.2)
Die kovariante Ableitung transformiert sich nach
a; = a" − 1
2
(a; + a; − γ^;a) : (B.3)
"
,\ bezeichnet die partielle Ableitung,
"
;\ die kovariante Ableitung bezu¨glich
γ und "
"\ die kovariante Ableitung bezu¨glich γ^ . Fu¨r den Laplace-Opera-
tor eines skalaren Feldes folgt daraus
a = γa; = e
−γ^

a" − 1
2
(a;; + a;; − γ^;a;)

= e−

^a +
D − 2
2
;a
;

: (B.4)
In D = 2 Dimensionen haben wir also
a = e−^a: (B.5)
Fu¨r den Riemannschen Kru¨mmungstensor gilt
R = R^

 + R


= R^ + Γ

" −Γ" + ΓΓ −ΓΓ: (B.6)
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Unter Benutzung von (B.2) ergibt sich hieraus
R =
1
2

" − " + γ^"" − γ^""

+
+
1
4
( γ^ −  γ^) ;; +
+
1
4
(;; − ;; + γ^;; − γ^;;) : (B.7)
Fu¨r den Ricci-Tensor nden wir
R = R^ − D − 2
2
" − 1
2
γ^^ +
D − 2
4
;; − D − 2
4
γ^;
;; (B.8)
und in D = 2 Dimensionen
R = R^ − 1
2
γ^^ =
1
2
γ^

R^− ^

: (B.9)
Schlielich transformiert sich der Kru¨mmungsskalar nach
R = e−

R^− (D − 1)^ − (D − 1)(D − 2)
4
;


; (B.10)
d.h. in D = 2 Dimensionen
R = e−

R^− ^

: (B.11)
Anhang C
Die Eichung des
Wess-Zumino-Terms
In diesem Abschnitt wird untersucht, wie der Wess-Zumino-Term (2.2)
IWZ =
1
12
Z
B
tr
(
g−1dg ^ g−1dg ^ g−1dg
nach einer Untergruppe H der Gruppe G geeicht werden kann. Der Wess-
Zumino-Term ist invariant unter globalen Rechts- und Linksmultiplikationen
(2.3) bzw. (2.11), (2.13). Die Variation des Wess-Zumino-Terms bei einer
innitesimalen lokalen Eichtransformation (2.13)
IWZ =
1
4
Z
B
tr
(
g−1dg ^ g−1dg ^  (g−1dg (C.1)
la¨t sich unter Beru¨cksichtigung der Identita¨ten
dg−1 = −g−1dgg−1;  (g−1dg = g−1d (gg−1 g (C.2)
als Integral eines exakten Dierentials schreiben und mit Hilfe des Stokes-
schen Satzes fu¨r Dierentialformen in ein Integral u¨ber den physikalischen
Raum M = @B umwandeln:
IWZ = − 1
4
Z
B
tr
(
dg ^ dg−1 ^ d (gg−1
= − 1
4
Z
B
d tr
(
gdg−1 ^ d (gg−1
= − 1
4
Z
M
tr
(
gdg−1 ^ d (gg−1 : (C.3)
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Durch Einsetzen der Eichvariation (2.13) erhalten wir nach einigen Umfor-
mungen, darunter partiellen Integrationen,
IWZ =
1
4
Z
M
tr
(
L0(dh) ^ dgg−1 +R0(dh) ^ g−1dg : (C.4)
Wegen des Transformationsverhaltens des Eichfeldes A (2.15) kann diese
Variation durch
I1 =
1
4
Z
M
tr
(
L0(A) ^ dgg−1 +R0(A) ^ g−1dg ; A = Adx (C.5)
kompensiert werden. Unter der innitesimalen Eichtransformation (2.13) lie-
fert dieses Integral aber neben den IWZ kompensierenden Termen noch wei-
tere
I1 = −IWZ + 1
4
Z
M
tr
(
L0(A) ^ gR0(dh)g−1 + L0(dh) ^ gR0(A)g−1+
+
1
4
Z
M
tr (R0(A) ^R0(dh)− L0(A) ^ L0(dh)) : (C.6)
Das erste neu entstandene Integral kann durch den Beitrag I2 kompensiert
werden
I2 =
1
4
Z
M
tr
(
L0(A) ^ gR0(A)g−1 : (C.7)
Das zweite neu entstandene Integral la¨t sich durch einen weiteren Beitrag
nicht kompensieren, so da der Wess-Zumino-Term nur dann eichbar ist,
wenn es aufgrund der Eigenschaft der Abbildungen L und R 1
tr (R0 ⊗R0 − L0 ⊗ L0) = 0 (C.8)
verschwindet. Der Beitrag I2 liefert bei der Eichvariation (2.13) keine zusa¨tz-
lichen Terme, so da diese im Text bereits unter (2.19) genannte Bedingung
notwendig und hinreichend fu¨r die Eichbarkeit des Wess-Zumino-Terms ist.
Der geeichte Wess-Zumino-Term lautet insgesamt
IWZ;geeicht = IWZ+
+
1
4
Z
M
tr
(
L0(A) ^ dgg−1 +R0(A) ^ g−1dg + L0(A) ^ gR0(A)g−1 : (C.9)
1Gemeint ist damit tr(R′(X)R′(Y )− L′(X)L′(Y )) = 0 fu¨r alle X;Y 2 Lie(H).
Anhang D
Eine Relation zwischen
Determinanten
In diesem Anhang soll die f -Abha¨ngigkeit der Determinante
Det(2)
(−efM ; M =  @2 + @g@ @g@−@g@ @2 + @g@

(D.1)
berechnet werden. Die Funktionen f() und g() sollen dabei beliebig sein,
wobei wir annehmen, da efM ein negatives Spektrum besitzt. Das Verfahren
orientiert sich an [53, 54].
Wir gehen aus von der Identita¨t
lnDet(2)
(−efM = Tr ln (−efM : (D.2)
Fu¨r eine beliebige komplexe Zahl  mit positivem Realteil gilt
ln = lim
!0
0
@−
1Z

e−t
dt
t
− ln − C
1
A : (D.3)
Hier ist C die Eulersche Konstante (C = 0:57721 : : :), die fu¨r uns aber ohne
Belang sein wird. (D.3) gilt auch fu¨r die Eigenwerte des Operators −efM ,
und falls dieser Diagonalform hat, sehen wir
ln(−efM) = lim
!0
0
@−
1Z

ee
fMtdt
t
− ln − C
1
A : (D.4)
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Diese Gleichung ist aber invariant unter Basis-Transformationen. Deshalb
gilt sie auch fu¨r nichtdiagonale Operatoren. Nun bilden wir die Spur
Tr ln(−efM) = lim
!0
0
@−
1Z

Tr ee
fMtdt
t
+ const
1
A : (D.5)
und variieren f()
Tr ln
(−efM = lim
!0
2
4−
1Z

dtTr

ee
fMtefMf
35
= lim
!0
h
− Tr

ee
fMt
(
efM
−11

efMf
i
= lim
!0
Tr

ee
fMf

= lim
!0
Z
d2 tr hj eefM ji f(): (D.6)
Um hj eefM ji zu berechnen, fu¨gen wir den Identita¨tsoperator in der
Impulsbasis jki ein
hj eefM ji =
Z
d2k hj eefM jki hkj i : (D.7)
Setzen wir die konkrete Form des Operators M (D.1) ein und benutzen
@ jki = jki (@ + ik) ; (D.8)
so erhalten wir
hj eefM ji =
Z
d2k hj ki hkj i exp(efN)1 = 1
42
Z
d2k exp(efN)1;
(D.9)
wobei N der aus M durch (D.8) erzeugte Operator ist. Mit den Abku¨rzungen
(ab)  ab; a b  ab ; (a; b 2 fk; @g) (D.10)
1I2 

1 0
0 1

; I 

0 1
−1 0

(D.11)
wird
N = 1I2
(
@2 + 2i(k@)− k2 + (@g@) + i(k@g)+I (@g  @ + @g  ik) : (D.12)
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Die k-Integration in Gleichung (D.9) ist formal betrachtet eine Gausche (der
Exponent ist ein quadratisches Polynom in k), jedoch ist bei ihrer Ausfu¨hrung
Vorsicht geboten wegen der im Exponenten auftretenden nicht kommutieren-
den Operatoren. Da wir nicht das vollsta¨ndige Ergebnis des Integrals beno¨ti-
gen, sondern nur die Terme, die im Limes  ! 0 nicht verschwinden, ent-
wickeln wir das Integral nach Potenzen von . Dazu skalieren wir k, so da
der in k quadratische Term unabha¨ngig von  wird:
k ! kp

(D.13)
und zerlegen den Exponenten in einen bezu¨glich k quadratischen Operator
A und einen in k linearen Operator B. Das Ergebnis lautet
hj eefM ji = 1
42
Z
d2k exp(A +B)1; (D.14)
wobei
A  −k2ef1I2; B  1I2ef
p
 (
p
@2 + 2i(k@) +
p
(@g@) + i(k@g))+
+Ief
p
 (
p
@g  @ + @g  ik) :
(D.15)
Wir erkennen aus Gleichung (D.14), da im Limes  ! 0 nur die Terme
O (1), O (p) und O () beitragen. Um diese Terme auszurechnen, spalten
wir den quadratischen Teil des Exponenten mit Hilfe der Baker-Campbell-
Hausdor-Formel [55, 56, 57, 58, 59] ab:
eA+B = eAeC ; mit C = B − 1
2
[A;B] +
1
6
[A; [A;B]] +
1
12
[B; [A;B]] + : : : :
(D.16)
Die Kommutatoren ergeben sich zu
[A;B] = k2e2f

1I2

(@f)2 + @2f + 2(@f@) + (@g@f) + 2i
1p

(k@f)

+
I@g  @f
[A; [A;B]] = 2k4e3f (@f)21I2 (D.17)
[B; [A;B]] = −4k2e3f1I2
(
(k@)2f + 2(k@f)2

+O
p

3

Die ho¨heren Kommutatoren verschwinden entweder unmittelbar oder sind
von der Ordnung O
p

3

, wodurch sie fu¨r uns irrelevant sind. Jetzt ko¨nnen
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wir
hj eefM ji = 1
42
Z
d2keAeC1 (D.18)
nach Potenzen von  entwickeln, indem eC entwickelt wird:
eC = 1I2 + C +
1
2
C2 +O
p

3

: (D.19)
Nach Ausfu¨hren der Gauschen Integrationen und Zusammenfassen der Ter-
me erhalten wir schlielich
hj eefM ji = 1I2
4
e−f +
1I2
24
(
@2f − 3@2g : (D.20)
Damit wird aus Gleichung (D.6)
Tr ln
(−efM = lim
!0
Z
d2f()

e−f
2
+
1
12
(
@2f − 3@2g : (D.21)
Im weiteren lassen wir das Symbol
"
lim!0\ weg und verstehen alle Gleichun-
gen mit diesem Grenzu¨bergang. Wir ko¨nnen Gleichung (D.21) funktional
integrieren und nden
Tr ln
(−efM − Tr ln (−M) =Z d2 −e−f
2
− 1
24
(@f)2 +
1
4
(@f@g)

f
f0
=−
Z
d2

e−f − 1
2
+
1
24
(@f)2 − 1
4
(@f@g)

:
(D.22)
Im Sinne einer Regularisierung ersetzen wir den divergenten Ausdruck 1=
durch eine positive Konstante 2=6. Mit Hilfe der Gleichung (D.2) erhalten
wir dann die folgende Relation zwischen den Determinanten Det(2)(−efM)
und Det(2)(−M)
Det(2)(−efM)
Det(2)(−M) = exp

− 1
12
Z
d2

1
2
(@f)2 − 3(@f@g) + 2 (e−f − 1 :
(D.23)
Fu¨r die Eliminierung des Eichfeldes mittels Pfadintegration beno¨tigen wir
im Abschnitt 2.5 noch eine a¨hnliche Relation fu¨r den Laplace-Operator.
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Insbesondere geht es um die Abha¨ngigkeit der Determinante des Laplace-
Operators vom konformen Faktor e, wenn die Metrik die Gestalt
g = e
 (D.24)
hat. Dann hat gema¨ Gleichung (B.5) der Laplace-Operator die Form
 = e−@2: (D.25)
Nun sehen wir am Operator M , da seine Matrixform fu¨r g  0 zerfa¨llt.
Daher gilt
Det(2)(−efM)

g0
=

Det(1)(−ef@2)
2
: (D.26)
Wir erhalten mit (D.23) somit eine Relation fu¨r den Operator 
Det(1)(−)
Det(1)(−@2) =
Det(1)(−e−@2)
Det(1)(−@2) = exp

− 1
24
Z
d2

(@)2
2
+ 2 (e − 1)

:
(D.27)
Diese stimmt mit der konformen Anomalie freier Felder in zwei Dimensionen
u¨bereinZ
De exp

−1
2
Z
(@)2ed2

=
Z
D exp

−1
2
Z
(@)2d2


 exp

1
48
Z
d2

(@)2
2
+ 2 (e − 1)

:
(D.28)
Anhang E
Na¨herungsweise
Pfadintegralberechnung des
geeichten Wess-Zumino-
Novikov-Witten-Modells
In diesem Anhang werden wir die im Abschnitt 2.5 umrissene Eliminierung
des Eichfeldes des geeichten SL(2,R)/U(1)-WZNW-Modells mittels Pfadin-
tegration u¨ber zwei skalare Hilfsfelder konkretisieren. Im ersten Abschnitt
wird diese Eliminierung auf die Berechnung einer Funktionaldeterminante
zuru¨ckgefu¨hrt. Im zweiten Abschnitt wird untersucht, ob durch dieses Vor-
gehen die als exakt vermuteten Formen der Metrik und des Dilatons der
Arbeiten [22, 25, 26] reproduziert werden ko¨nnen. Da sich die Funktionalde-
terminante bisher einer vollsta¨ndigen Berechnung entzogen hat, wollen wir
versuchen, mit plausiblen Annahmen weiterzukommen.
E.1 Ausintegration des Eichfeldes
Wir gehen von dem Funktionalintegral (2.90) aus. Fu¨r konkrete Rechnungen
mu¨ssen wir der Funktionaldeterminante Det(3)G0 einen Sinn geben. Da G0
(2.80) ein matrixfo¨rmiger multiplikativer Operator ist, schreiben wir seine
Funktionaldeterminante formal als Produkt der gewo¨hnlichen Determinante
det (G0;mn()) u¨ber alle Raum-Zeit-Punkte , wobei wir gleich den fu¨r unsere
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Zwecke beno¨tigten Absolutbetrag bildenDet(3)G0 = Det(1) jdet (G0;mn())j
=
Y

jdet (G0;mn())j =
Y

4 sinh2r () cosh2r (): (E.1)
Hierbei soll
Q
 ein reparametrisierungsinvariantes Produkt u¨ber alle Punkte
der Weltfla¨che darstellen, wie beispielsweise
Y

f()  exp
0
@20
Z
M
ln f()
p
γd2
1
A ; (E.2)
wobei 0 ein unbestimmter Parameter mit der Dimension einer Masse ist.
Diese Determinante soll sicherstellen, da das Ma im Zustandsintegral (2.78)
unter den Feldtransformationen
x0m = x0m(xn); G00;mn = G0;kl
@xk
@x0m
@xl
@x0n
x0m = (r0; t0; 0); xn = (r; t; );
(E.3)
invariant bleibt. Diese Transformationen entsprechen Koordinatentransfor-
mationen im Targetraum. Die Mae Dr, Dt, D und DA des Zustandsinte-
grals (2.78) leiten sich aus den Funktionenabsta¨nden
jjrjj2 =
Z
M
(r)2
p
γd2; (γ = det γ)
jjtjj2 =
Z
M
(t)2
p
γd2;
jjjj2 =
Z
M
()2
p
γd2;
jjAjj2 =
Z
M
γmnAmAn
p
γd2 (E.4)
ab und sind invariant unter Reparametrisierungen der Weltfla¨che
0m = 0m(k): (E.5)
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Mit Ausnahme von jjAjj sind die Funktionenabsta¨nde (E.4) aber nicht in-
variant bei konformen Transformationen (B.1), so da zu erwarten ist, da
auch das Zustandsintegral nicht invariant unter diesen Transformationen ist.
Nach der Ausintegration der Felder  und  mu im Zustandsintegral der
resultierenden Theorie die Funktionaldeterminante Det(2)G stehen, wobei G
hier die noch unbekannte, zu berechnende Targetraum-Metrik ist. Um das
zu erreichen, fu¨hren wir die noch unbestimmte Funktion Q ein
e2Q()  j detG0j
detG
)
rDet(3)G0 = Det(1) (eQpDet(2)G; (E.6)
fu¨r die spa¨ter, nachdem berechnet wurde, wie G von G0 und Q abha¨ngt, die
Gleichung (E.6) zur Bestimmungsgleichung wird. Auf diese Weise haben wir
den gewu¨nschten, jedoch unbekannten Faktor Det(2)G aus I[γ; r] absepariert
I[γ; r] =
p
Det(2)G~I[γ; r] (E.7)
und erhalten
~I[γ; r]  Det(1)(−) (E.8)Z
DDDet(1) (eQ exp−Z ((); ())M  ()
()
p
γd2

Den Teil des Integranden Det(1)
(
eQ

beru¨cksichtigen wir durch die Einfu¨h-
rung neuer Mae ~D und ~D
jjjj2 
Z p
γeQ() (())2 ) ~D = D
q
Det(1) (eQ)
jjjj2 
Z p
γeQ() (())2 ) ~D = D
q
Det(1) (eQ); (E.9)
so da
~I[γ; r] = Det(1)(−)
Z
~D ~D exp

−
Z
((); ())M

()
()
p
γd2

:
(E.10)
Wir untersuchen nun die Abha¨ngigkeit dieses Integrals von der Weltfla¨chen-
metrik
γ = e
()γ^ : (E.11)
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und wa¨hlen den konformen Faktor e mittels Reparametrisierung so, da die
Referenzmetrik lokal kartesisch wird
γ^ =  : (E.12)
Die Funktionenabsta¨nde (E.9) werden dann zu
jjjj2 =
Z
d2e()+Q() (())2 ; jjjj2 
Z
d2e()+Q() (())2 :
(E.13)
Um
"
kartesische\ Funktionenabsta¨nde zu erhalten, denieren wir
~()  ()e(()+Q())=2; ~()  ()e(()+Q())=2: (E.14)
Das liefert
jjjj2 =
Z
d2

 ~()
2
 jj ~jj20; jjjj2 =
Z
d2 ( ~())2  jj ~jj20:
(E.15)
Aus dem Funktionalintegral (E.10) wird daher
~I[γ; r] = Det(1)(−e−@2)
Z
D0 ~D0 ~ exp

−
Z
( ~(); ~())e−(()+Q())=2 
Me−(()+Q())=2

~()
~()

d2

:
(E.16)
Das hier auftretende Gausche Integral la¨t sich formal durch eine Determi-
nante ausdru¨cken
~I[γ; r] = Det(1)
(−e−@2 hDet(2) (e−(()+Q())Mi− 12 : (E.17)
Zur weiteren Behandlung klammern wir aus dem Operator M einen Faktor
aus, um ihn auf einen Laplace-a¨hnlichen Operator M 0 zuru¨ckzufu¨hren. Wir
erhalten dann
ln ~I[γ; r] = ln Det(1)(−e−@2)− 1
2
ln Det(2)
(
e−()−Q()+g()M 0

: (E.18)
Mit Hilfe der im Anhang D angegebenen Beziehungen kann die Abha¨ngigkeit
dieses Ausdrucks von den Faktoren vor den Operatoren @2 und M 0 berechnet
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werden mit dem Ergebnis
ln ~I[γ; r] = ln Det(1)(−@2)− 1
2
ln Det(2) (M 0) +
+
1
4
Z
d2e
(
eQ−g − 1− 1
24
Z
d2(Q+ 2g)@2 +
+
1
48
Z
d2 (@Q@
Q+ 4@Q@
g − 5@g@g) : (E.19)
An dieser Stelle werden wir den Ausdruck nur qualitativ weiterdiskutieren.
Eine konkrete Weiterfu¨hrung der Rechnung ist im na¨chsten Abschnitt zu n-
den. Die -Abha¨ngigkeit ist in (E.19) explizit, da Det(2)(M 0) nur von r()
abha¨ngt. Aus ihr ko¨nnen wir entnehmen, da das erste Integral einen Bei-
trag zum Tachyon-Term der Wirkung (1.5) liefert, das zweite Integral einen
Beitrag zum Dilaton, wa¨hrend das Integral in der dritten Zeile eine Korrek-
tur zur Targetraum-Metrik ergibt. Zur vollsta¨ndigen Bestimmung von ~I[γ; r]
fehlt allerdings die Berechnung von Det(2) (M 0). Dies erweist sich aber als
schwierig fu¨r beliebig vorgegebenes r(). Die Methoden des Anhangs D sind
hier nicht anwendbar, weil die Abha¨ngigkeit des Operators M 0 von g() kom-
plizierter ist als bei einem reinen Vorfaktor.
E.2 Vergleich mit Ergebnissen aus der Lite-
ratur
Aus dem vorangegangenen Abschnitt ergibt sich die Wirkung nach Eliminie-
rung des Eichfeldes A zu
S 0WZNW;geeicht[γ; r; t] = SWZNW;geeicht[γ; r; t]− ln ~I[γ; r]: (E.20)
Wenn wir Gleichung (E.19) fu¨r ~I[γ; r] kovariant formulieren (vgl. Anhang B)
und wie im Anhang D 1= durch 2=6 ersetzen, erhalten wir
ln ~I[γ; r] = ln Det(1)(−@2)− 1
2
ln Det(2) (M 0) +
+
2
24
Z
d2
p
γ
(
eQ−g − 1+ 1
24
Z
d2
p
γ(Q+ 2g)R+
+
1
48
Z
d2
p
γ (@Q@
Q+ 4@Q@
g − 5@g@g) : (E.21)
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Da der Operator M 0 nur von dem Feld r() abha¨ngt, ist auch Det(2) (M 0)
ausschlielich von r() abha¨ngig. Auch die Metrik G0;mn ha¨ngt nur von r ab.
Dann sollte Q auch nur von r abha¨ngen
Q = Q(r): (E.22)
Da wir die Determinante nicht exakt berechnen ko¨nnen, machen wir die fol-
gende Annahme: Det(2) (M 0) sei gegeben durch das Exponential einer Wir-
kung fu¨r das Feld r():
ln Det(2) (M 0)  1
2
Z
d2
p
γh(r)γ@r@r: (E.23)
Wir setzen dabei nur Gleichheit bis auf Terme voraus, die fu¨r die Identi-
kation mit einem Sigmamodell keine Bedeutung haben. Ein Term, der den
Kru¨mmungsskalar R entha¨lt, ist ausgeschlossen, weil in der gewa¨hlten kon-
formen Eichung (D.24) M 0 von  nicht abha¨ngt.
Setzen wir (E.21), (E.22) und (E.23) in (E.20) ein, so erhalten wir ein
verallgemeinertes Sigma-Modell
S 0WZNW;geeicht[γ; r; t] =
k
4
Z
d2
p
γγGmn(r)@x
m@x
n −
− 1
8
Z
d2
p
γ((r)R(2) + T (r)) (E.24)
Dabei sind
xm = (r; t);
Gmn =

1− 1
12k
(Q0(r)2 + 4Q0(r)g0(r)− 5g0(r)2) + 1
k
h(r) 0
0 tanh2r

;
(r) =
1
3
(Q(r) + 2g(r)) ; T (r) =
2
3
(
eQ−g − 1 ; (E.25)
und T (r) ist das hier nicht weiter diskutierte Tachyonfeld. Aus der Denition
von Q (E.6) erhalten wir eine Bestimmungsgleichung fu¨r Q(r) bei vorgege-
bener Funktion h(r):
e−2Q(r) = e−2g

1− 1
12k
(
Q0(r)2 + 4Q0(r)g0(r)− 5g0(r)2+ 1
k
h(r)

:
(E.26)
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Wir wollen jetzt versuchen, die Wirkung (E.24) mit der in der Literatur
[22, 25, 26] als exakt angenommenen Wirkung
SWZNW;geeicht[r; t] =
k0 − 2
4
Z
d2
p
γ

(@)2 +
tanh2 
1− (2=k0) tanh2 (@t)
2

−
− 1
8
Z
d2
p
γ ln

cosh 
q
cosh2 − (2=k0) sinh2 

R(2)
(E.27)
zu vergleichen. Hierbei wurden das neue Feld (r()) und die neue Konstan-
te k0 eingefu¨hrt, um mo¨gliche Unterschiede in den Feld- und Konstanten-
Denitionen zu beru¨cksichtigen. Wir wollen sehen, ob die Modelle (E.24,
E.25) und (E.27) durch geeignete Wahl der Funktionen h(r) und Q(r) zu
identizieren sind. Folgende Gleichungen mu¨ssen dazu erfu¨llt sein
k − 1
12
(
Q0(r)2 + 4Q0(r)g0(r)− 5g0(r)2+ h(r) = (k0 − 2)0(r)2; (E.28)
k tanh2r = (k0 − 2) tanh
2 
1− (2=k0) tanh2 ; (E.29)
Q(r) + 2g(r) = 3 ln

cosh 
q
cosh2 − (2=k0) sinh2 

+ 0: (E.30)
eQ−g − 1 = 0; (E.31)
In der Gleichung (E.30) wurde eine zusa¨tzliche additive Konstante eingefu¨hrt,
da das Dilaton nur bis auf eine solche Verschiebung eindeutig bestimmt ist.
Die Identikation der Tachyonen (E.31) fu¨hrt mit Q = g genau auf Wittens
Ein-Schleifen-Approximation [15], die nicht mit (E.27) u¨bereinstimmt. Ver-
suchsweise lassen wir deshalb nachfolgend das Tachyonpotential auer acht.
Dann sind die Gleichungen (E.28-E.30) zusammen mit der Konsistenzglei-
chung (E.26) zu lo¨sen. Dabei ko¨nnen wir davon ausgehen, da die Limites
r ! 1 und  ! 1 zusammenfallen, da sie beide die asymptotisch flache
Region der Metrik beschreiben. Setzen wir diesen Limes in die Gleichung
(E.29) ein, so folgt
k = k0: (E.32)
Lo¨sen wir Gleichung (E.29) nach sinh  auf
sinh  =
r
k
k − 2 sinhr (E.33)
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und setzen das in (E.30) ein, erhalten wir
Q(r) =
3
2
ln

1 +
k
k − 2 sinh
2r

− ln coshr + 0: (E.34)
Wenn wir andererseits die Funktion h(r) aus (E.28) und (E.26) eliminieren,
ergibt sich
Q(r) = 2 ln coshr − 1
2
ln

k − 2
k
0(r)2

; (E.35)
und mit Gleichung (E.33) nden wir schlielich
Q(r) =
1
2
ln

1 +
k
k − 2 sinh
2r

+ ln coshr : (E.36)
Die Resultate (E.34) und (E.36) widersprechen oenbar einander, d.h. wir
ko¨nnen die Modelle (E.24, E.25) und (E.27) nicht miteinander identizie-
ren. Nun wissen wir aus der Literatur [60, 61], da die Wirkung (E.27)
die sto¨rungstheoretischen -Funktionsgleichungen bis zur vierten Ordnung in
1=k erfu¨llt. Das scheint die hier durchgefu¨hrte Behandlung der Eichfeldelimi-
nierung mittels Pfadintegration in Frage zu stellen. Dieser Schlu wa¨re jedoch
etwas vorschnell. Wegen der Renormierungsschema-Abha¨ngigkeit der ho¨her-
en Glieder der -Funktionen ist es na¨mlich mo¨glich, da zwei zuna¨chst nicht
identizierbare Modelle gleichzeitig verschiedene Varianten der -Funktions-
gleichungen erfu¨llen. Es wa¨re interessant nachzupru¨fen, ob (E.24) trotz seiner
Verschiedenheit zum Modell (E.27) eine Variante der -Funktionsgleichungen
erfu¨llt. Das liegt zumindest im Bereich der Mo¨glichkeiten, weil beide Mo-
delle im klassischen Limes k ! 1 ineinander u¨bergehen. Das bedeutet,
da die vom Renormierungsschema unabha¨ngigen -Funktionsgleichungen
erster Ordnung der Sto¨rungstheorie fu¨r beide Modelle erfu¨llt sind. Fu¨r eine
vollsta¨ndige Diskussion dieser Zusammenha¨nge wa¨re aber eine auf diesem
Wege bisher nicht gelungene exakte Berechnung der Wirkung (E.24, E.25)
notwendig. Fu¨r eine Bewertung der Ergebnisse dieses Anhangs scheint es also
zu fru¨h zu sein. Deshalb wurde in diesem Anhang auch groer Wert auf die
Ausfu¨hrlichkeit der Darstellung gelegt, so da der Leser sich selbst ein Ur-
teil u¨ber die getroenen Annahmen und Na¨herungen bilden kann. Es bleibt
abzuwarten, welche Ergebnisse die zuku¨nftige Forschung in dieser Richtung
erbringt.
Anhang F
Das Rechnen mit
Poissonklammern
In diesem Anhang werden kurz einige Rechenregeln mit Poissonklammern
zusammengestellt. Aus der Denition (3.30) sind sofort die Linearita¨t
fA+B;Cg = fA;Cg+ fB;Cg ; fA;B + Cg = fA;Bg+ fA;Cg ; (F.1)
und die Antisymmetrie
fA;Bg = −fB;Ag (F.2)
ableitbar. Eine weitere bekannte Eigenschaft ist die Jakobi-Identita¨t
fA; fB;Cgg = fB; fA;Cgg+ fC; fB;Agg : (F.3)
Wegen der Variationsableitungen in ihrer Denition (3.30) wirkt die Poisson-
klammer auf jeder Seite wie eine Ableitung. Deshalb gelten die entsprechen-
den Regeln, die Produktregel
fAB;Cg = B fA;Cg+A fB;Cg ; fA;BCg = fA;BgC+fA;CgB; (F.4)
und die Kettenregel
ff(A); Bg = f 0(A) fA;Bg ; fA; f(B)g = fA;Bg f 0(B): (F.5)
Die Eigenschaften (F.1) lassen sich in diesem Zusammenhang als Summen-
regel verstehen.
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Wegen der Linearita¨t (F.1) ko¨nnen Poissonklammern dierenziert werden
@A(; )
@
;B(0; )

=
@
@
fA(; ); B(0; )g ;
A(; );
@B(0; )
@0

=
@
@0
fA(; ); B(0; )g : (F.6)
Obwohl die Poissonklammern immer bei gleicher Zeit  betrachtet werden,
gilt eine a¨hnliche Regel auch fu¨r die Ableitung einer Poissonklammer nach
 , wobei beim Beweis auf die kanonischen Bewegungsgleichungen (3.36) und
die Jakobi-Identita¨t (F.3) zuru¨ckgegrien wird
@
@
fA(; ); B(0; )g = ffA(; ); B(0; )g ; Hg
= fA(; ); fB(0; ); Hgg+
+ ffA(; ); Hg ; B(0; )g (F.7)
=

A(; );
@B(0; )
@

+

@A(; )
@
; B(0; )

:
Schlielich kann wegen der Linearita¨t (F.1) aus der Poissonklammer einer
Feldgro¨e auf die Poissonklammern der einzelnen Fouriermoden dieser Gro¨e
geschlossen werden.
Anhang G
Herleitung der
Frei-Feld-Darstellungen aus
dem Energie-Impuls-Tensor
In diesem Anhang wird gezeigt, da aus dem Ansatz, die freien Felder seien
lokale Ausdru¨cke in den (anti-) chiralen Funktionen yk(z) und yk(z), explizite
Darstellungen der freien Felder als Funktionen der yk(z), yk(z) und Ableitun-
gen folgen. Wir werden hierbei nur die chiralen Anteile betrachten, da fu¨r die
antichiralen Funktionen das Vorgehen vollsta¨ndig analog ist. Zur Vereinfa-
chung der Sprechweise werden wir hier stets den Zusatz
"
chirale Komponen-
te\ fortlassen. Wenn also im folgenden vom Energie-Impuls-Tensor und freien
Feldern die Rede ist, dann sind immer die chiralen Komponenten derselben
gemeint.
Wir beginnen mit der Identizierung des Energie-Impuls-Tensors der frei-
en Felder (3.73) mit dem Energie-Impuls-Tensor als Funktion der yk(z) (3.55)
T (z) = (@z1)
2 + (@z2)
2 =
1
γ2
y001y
0
2 − y01y002
y1y02 − y01y2
: (G.1)
Durch U¨bergang zu den komplexen Feldern (3.78)
 = 1 + i2;  = 1 − i2; (G.2)
faktorisiert der Energie-Impuls-Tensor
T (z) = @z(z)@z(z): (G.3)
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Der Lokalita¨tsansatz lautet dann
(z) = (y1(z); y2(z); y
0
1(z); y
0
2(z)); (z) = (y1(z); y2(z); y
0
1(z); y
0
2(z)):
(G.4)
((z) oder (z) du¨rfen nicht von ho¨heren als ersten Ableitungen der Funk-
tionen yk(z) abha¨ngen, weil wegen (G.3) der Energie-Impuls-Tensor dann im
Gegensatz zu (G.1) von ho¨heren als zweiten Ableitungen der yk(z) abhinge.)
Wir sehen, da der Energie-Impuls-Tensor linear von den zweiten Ableitun-
gen y00k(z) abha¨ngt. Daraus ko¨nnen wir schlieen, da nur eines der freien
Felder (z), (z) von den Ableitungen y0k(z) abha¨ngt. Da bisher (z) und
(z) vo¨llig symmetrisch in allen Gleichungen auftreten, ko¨nnen wir ohne Be-
schra¨nkung der Allgemeinheit annehmen, da (z) nicht von den Ableitungen
y0k(z) abha¨ngt
(z) = (y1(z); y2(z); y
0
1(z); y
0
2(z)); (z) = (y1(z); y2(z)): (G.5)
Zur Abku¨rzung lassen wir im weiteren Text das Argument z aller chiralen
Funktionen fort.
Setzen wir den Ansatz (G.5) in (G.3) ein und vergleichen das Ergebnis mit
der rechten Seite von (G.1), so erhalten wir durch Vergleich der Koezienten
von y001 und y
00
2 folgende Gleichungen (yk und y
0
k als Indizes bedeuten in diesem
Anhang partielle Ableitungen nach diesen Gro¨en)
y′1 (y1y
0
1 + y2y
0
2) =
1
γ2
y02
y1y02 − y01y2
; (G.6)
y′2 (y1y
0
1 + y2y
0
2) = −
1
γ2
y01
y1y02 − y01y2
; (G.7)
(y1y
0
1 + y2y
0
2) (y1y
0
1 + y2y
0
2) = 0: (G.8)
Dividieren wir Gleichung (G.6) durch (G.7), so erhalten wir nach einer Um-
formung die partielle Dierentialgleichung
y01y′1 + y
0
2y′2 = 0: (G.9)
Diese hat die allgemeine Lo¨sung
 = (y1; y2; y
0
1=y
0
2) = (y1; y2; ); (G.10)
wobei
 =
y01
y02
: (G.11)
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Wir setzen die Lo¨sung (G.10) in die Gleichungen (G.6) und (G.7) ein
 (y1 + y2) =
1
γ2
1
y1 − y2 : (G.12)
Daraus schlieen wir, da y1+y2 nicht identisch verschwindet (ho¨chstens
in Gebieten, in denen y1, y2 oder  divergieren
1)
y1 + y2 6 0: (G.13)
Aus Gleichung (G.8) ergibt sich deshalb
y1 + y2 = 0: (G.14)
Diese Gleichung hat die allgemeine Lo¨sung
 = (y1 − y2; ): (G.15)
Wir wollen jetzt die aus (G.12) folgende Gleichung
 =
1
γ2
1
(y1 + y2) (y1 − y2)
(G.16)
u¨ber , das auf der rechten Seite explizit auftritt, integrieren. Hierzu mu¨ssen
zwei Fa¨lle unterschieden werden.
1. y1 + y2 und y1 − y2 sind als Funktionen von  zueinander propor-
tional (mit einer von y1 und y2 abha¨ngigen Funktion f als Proportionalita¨ts-
faktor)
y1 + y2 = f(y1; y2) (y1 − y2) : (G.17)
Ein Koezientenvergleich bezu¨glich  liefert die beiden zu (G.17) a¨quivalen-
ten Gleichungen
y1 = −f(y1; y2)y2; y2 = f(y1; y2)y1: (G.18)
Diese Gleichungen implizieren die partielle Dierentialgleichung
y1y1 + y2y2 = 0; (G.19)
1Wir suchen hier eine Darstellung der freien Felder, die die Gleichung (G.1) identisch
erfu¨llt unabha¨ngig von den Werten, die die Funktionen y1, y2, y′1 und y
′
2 annehmen. In
diesem Sinne ko¨nnen wir y1, y2, y′1 und y′2 als unabha¨ngige Variablen betrachten. Die
Beziehung (G.13) besagt dann, da y1 + y2 nicht gleich der von den Variablen y1, y2,
y′1 und y
′
2 unabha¨ngigen Konstanten 0 ist.
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deren allgemeine Lo¨sung
 = (y1=y2) (G.20)
lautet, die in (G.18) eingesetzt
f(y1; y2) = −
0(y1=y2)
y22
(G.21)
ergibt. Nun setzen wir (G.17) und (G.21) in (G.16) ein und integrieren u¨ber
 mit dem Ergebnis
 = − 1
γ20(y1=y2)
y2
y1 − y2 +
g(y1; y2)
γ2
: (G.22)
Die unbekannte Funktion g(y1; y2) ist die Integrations-"
Konstante\ bei der
unbestimmten -Integration. Wir setzen dieses Ergebnis in die Gleichung
(G.14) ein und erhalten nach einigen Umformungen
y22gy1
2 +

y22gy2 − y1y2gy1 − y2
00
02

 + y1
00
02
+
y2
0
− y1y2gy2 = 0: (G.23)
Die linke Seite ist ein Polynom in  und kann daher nur Null werden, wenn
jeder Koezient der verschiedenen Potenzen von  verschwindet. Der Koef-
zient vor dem 2 verschwindet genau fu¨r
gy1 = 0: (G.24)
Dann liefert der -Koezient die Beziehung
gy2 =
00
y202
: (G.25)
Fu¨r das Absolutglied des -Polynoms ergibt sich dann
y2
0(y1=y2)
!
= 0; (G.26)
was oenbar fu¨r keine Wahl der Funktion (y1=y2) zu erreichen ist. Der erste
Fall liefert also keine Darstellung der freien Felder  und  als Funktionen
von y1, y2, y
0
1 und y
0
2.
2. y1 + y2 und y1 − y2 sind als Funktionen von  zueinander nicht
proportional. Das bedeutet, da die Vektoren (y1 ; y2) und (−y2; y1) nicht
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parallel sind und der Inhalt der von ihnen aufgespannten Fla¨che nicht ver-
schwindet
C(y1; y2)
γ

 y1 y2−y2 y1
 = y1y1 + y2y2 6= 0: (G.27)
In diesem Fall erfolgt die Integration von (G.16) durch Partialbruchzerlegung
und fu¨hrt auf
 =
1
γC(y1; y2)
ln
y1 + y2
y1 − y2 +
g(y1; y2)
γ
: (G.28)
Wie im ersten Fall ist hier g(y1; y2) die Integrations-"
Konstante\ der unbe-
stimmten -Integration. Wir setzen den Ausdruck (G.28) in die Gleichung
(G.14) ein und erhalten nach einigen Umformungen
Cy1 + Cy2
C
ln
y1 + y2
y1 − y2 =
y1y1
2 + 2y1y2 + y2y2
y1 + y2
+ C (gy1 + gy2) :
(G.29)
Die linke Seite der Gleichung ist eine transzendente Funktion2 in , wa¨hrend
die rechte Seite eine rationale Funktion in  ist. Dementsprechend mu der
Koezient des Logarithmus verschwinden3
Cy1 + Cy2 = 0 () Cy1 = Cy2 = 0 () C = const: (G.30)
Die rechte Seite der Gleichung (G.29) mu dann auch verschwinden. Nach
Multiplikation mit y1 + y2 erhalten wir aus ihr ein quadratisches Poly-
nom in , das genau dann identisch verschwindet, wenn seine Koezienten
verschwinden
y1y1 + Cgy1y1 = 0; (G.31)
2y1y2 + Cgy2y1 + Cgy1y2 = 0; (G.32)
y2y2 + Cgy2y2 = 0: (G.33)
2Wegen der Bedingung (G.27) ist das Argument des Logarithmus auch wirklich von 
abha¨ngig.
3Das ist am leichtesten einzusehen, wenn die Gleichung (G.29) mit y1 + y2 multi-
pliziert wird und der Logarithmus in eine Potenzreihe bezu¨glich  entwickelt wird. Dann
steht auf der linken Seite der Gleichung eine unendliche Reihe in , auf der rechten Seite
hingegen ein Polynom, woraus das Verschwinden des Koezienten des Logarithmus folgt.
(y1 + y2 ist nicht identisch Null, weil anderenfalls y1 = y2 = 0 im Widerspruch zur
Bedingung (G.27) folgte.)
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Aus der Gleichung (G.27) ergibt sich unter Beru¨cksichtigung von (G.30)
(y1; y2) = h(y1=y2) +
C
γ
ln y1 (G.34)
mit einer zuna¨chst beliebigen Funktion h. Setzen wir diesen Ausdruck in die
Gleichungen (G.31) und (G.33) ein, so ko¨nnen wir die Funktionen gy1 und
gy2 durch h
0 und h00 ausdru¨cken
gy1 =
C − γ (y1=y2)2 h00(y1=y2)
y1C (C + γ (y1=y2)h0(y1=y2))
; (G.35)
gy2 =
1
y1C
 
h00(y1=y2)
h0(y1=y2)

y1
y2
2
+ 2
y1
y2
!
: (G.36)
Setzen wir diese Ausdru¨cke in die Gleichung (G.32) ein, erhalten wir nach
einigen Umformungen eine Dierentialgleichung fu¨r h (mit x = y1=y2):
Cxh00(x) + h0(x) (γxh0(x) + 2C) = 0: (G.37)
Wir denieren k(x) = h0(x) und gelangen nach Multiplikation mit k(x)=(Cx4)
zu der exakten Dierentialgleichung
dk
x2k2
+

γ
Cx2
+
2
x3k

dx = Ukdk + Uxdx = dU = 0: (G.38)
Die Lo¨sung dieser Dierentialgleichung lautet
U = − γ
Cx
− 1
x2k
= −E = const: (G.39)
Nach k aufgelo¨st ergibt sich
h0(x) = k(x) =
(C=γ)
x ((CE=γ)x− 1) : (G.40)
Die Integration dieser Gleichung liefert
h(x) =
C
γ
ln
(CE=γ)x− 1
x
+ γC lnF mit F = const: (G.41)
Dieses Ergebnis in die Gleichung (G.34) eingesetzt, ergibt (hier ist  =
CEF=γ,  = −F )
 =
C
γ
ln (y1 + y2) : (G.42)
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Das ist der erste Teil des Ergebnisses. Als na¨chstes bestimmen wir g. Dazu
setzen wir den Ausdruck (G.42) in die Gleichungen (G.31) und (G.32) ein
und erhalten
Cgy1 =

y1 + y2
; Cgy2 =

y1 + y2
: (G.43)
Die Integration dieser Gleichungen liefert
g(y1; y2) =
1
C
ln (y1 + y2) +G; G = const: (G.44)
In die Gleichung (G.28) eingesetzt, erhalten wir die Darstellung von  als
Funktion der yk(z), y
0
k(z)
 =
1
γC

ln
y01 + y
0
2
y1y
0
2 − y01y2
+D

; (G.45)
wobei D mit der Integrationskonstanten G in Gleichung (G.44) zusammen-
ha¨ngt.
Anhang H
Einschra¨nkungen der
Parameter der
Frei-Feld-Darstellungen
In der Diskussion des Abschnittes 3.7 haben wir gesehen, da die freien Felder
 und  (3.77) so gewa¨hlt werden ko¨nnen, da ihre Komponenten die Form
 =
1
γ

ln
y01 + y
0
2
y1y02 − y01y2
+D

;  =
1
γ
ln (y1 + y2) ;
 =
1
γ

ln
y01 + y
0
2
y1y02 − y01y2
+ D

;  =
1
γ
ln
(
y1 + y2

: (H.1)
annehmen. Wir wollen nun untersuchen, welche Einschra¨nkungen sich fu¨r
diese Komponenten aus ihrer Zerlegung in reelle Felder (3.78) und aus den
Asymptotenbedingungen (3.96) ergeben.
Die Zerlegung in reelle Felder ist a¨quivalent zu
 = ;  = : (H.2)
Denieren wir
Y (z)  y
0
1(z) + y
0
2(z)
y1(z)y02(z)− y01(z)y2(z)
; Y (z)  y
0
1(z) +
y02(z)
y1(z)y02(z)− y01(z)y2(z)
(H.3)
und verwenden die Gleichungen (3.57), so folgt
Y =
 (uy1 − y2) +  (uy2 + y1)
y1y1 + y2y2
; Y =
 (uy1 − y2) +  (uy2 + y1)
y1y1 + y2y2
; (H.4)
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Y 0 = @zu
y1 + y2
y1y1 + y2y2
; Y 0 = @zu
y1 + y2
y1y1 + y2y2
; (H.5)
Y 00 = (@zV+=V+)Y 0 + γ2TY; Y 00 = (@z V+= V+)y0 + γ2 T Y : (H.6)
Die Gleichungen (H.6) sind komplex konjugiert zu den Gelfand-Dikii-Glei-
chungen (3.47). Daher mu Y (z) eine Linearkombination von y1(z) und y

2(z)
sein und Y (z) eine Linearkombination von y1(z) und y

2(z). Das ist vertra¨glich
mit (H.2) und (H.1)
Y (z) = e−D (y1 + y2)
 ; Y (z) = e−
D
(
y1 + y2

: (H.7)
Es geht also nur noch darum, die Linearkoezienten e−D, e−D, e− D 
und e− D  zu untersuchen. Dazu vergleichen wir die Gleichungen (H.7) und
deren Ableitungen
Y 0(z) = e−D (y01 + y
0
2)

; Y 0(z) = e−
D
(
y01 + y
0
2

: (H.8)
im Limes  ! −1 mit (H.4) und (H.5). Mit den Randbedingungen fu¨r y1;2,
y1;2 und deren Ableitungen (3.58), (3.59) erhalten wir folgende Beziehungen
zwischen den konstanten Parametern
 C1 −  C2
C1 C1 + C2 C2
= e−D (C1 + C2)
 ;
C1 − C2
C1 C1 + C2 C2
= e−
D
(
 C1 +  C2

;
C1 + C2
C1 C1 + C2 C2
@zu = e
−D ( C1 −  C2 @zu;
 C1 +  C2
C1 C1 + C2 C2
@zu = e
− D (C1 − C2 @zu: (H.9)
Aus der ersten und dritten dieser Gleichungen nden wir
eD
C1 C1 + C2 C2
=
(C1 + C2)

 C1 −  C2 =
(
 C1 −  C2

C1 + C2
: (H.10)
Daraus und aus der zweiten und vierten der Gleichungen (H.9) folgt
eD
C1 C1 + C2 C2

eD
C1 C1 + C2 C2

=
e
D
C1 C1 + C2 C2
 
e
D
C1 C1 + C2 C2
!
= 1;
(H.11)
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also gilt
eD
C1 C1 + C2 C2
= ei;
e
D
C1 C1 + C2 C2
= e−i; ;  2 R: (H.12)
Damit vereinfacht sich (H.9) zu
(C1 + C2)
 = ei
(
 C1 −  C2

;(
 C1 +  C2

= e−i
(
C1 − C2

: (H.13)
Bisher haben wir nur die Bedingung (H.2) verwendet. Benutzen wir die Rand-
bedingungen (3.96) fu¨r (H.1) so nden wir die weiteren Beziehungen
 C1 −  C2
C1 C1 + C2 C2
= e−D; C1 + C2 = 1;
C1 − C2
C1 C1 + C2 C2
= e−
D;  C1 +  C2 = 1: (H.14)
Mit (H.12) wird daraus
 C1 −  C2 = e−i; C1 + C2 = 1;
C1 − C2 = ei;  C1 +  C2 = 1: (H.15)
Die Gleichungen (H.13) sind damit automatisch erfu¨llt. Deshalb brauchen
wir nur noch (H.15) und (H.12) nach , , , , D und D aufzulo¨sen, und
wir erhalten (3.98).
Anhang I
Poissonklammern im
periodischen Fall
Dieser Anhang stellt Poissonklammern zusammen, die fu¨r den periodischen
Fall (Kapitel 4) berechnet wurden. Zur Vereinfachung wird eine argument-
freie Schreibweise benutzt. Sie basiert auf der Beobachtung, da die berech-
neten Poissonklammern die allgemeine Struktur
fP (; ); Q(0; )g =
X
k
fk(; )Ok(; 
0; )gk(0; ) (I.1)
mit bestimmten Funktionen fk, Ok und gk haben. Wir ko¨nnen sa¨mtliche Ar-
gumente fortlassen, wenn wir vereinbaren, da die Reihenfolge der Argumente
der Funktion Ok identisch mit der Reihenfolge der Argumente in der Poisson-
klammer ist, die Funktionen fk also das erste Argument und die Funktionen
gk das zweite Argument der Poissonklammer haben. Wenn wir die Poisson-
klammern als Integralkerne von Operatoren auassen, sind die Gleichungen
der Kurzschreibweise gerade die entsprechenden Operatorgleichungen, wobei
fk und gk multiplikative Operatoren darstellen.
Die auftretenden nichtmultiplikativen Operatorkerne Ok sind in der Ta-
belle I.1 aufgelistet.
In einigen Poissonklammern tauchen Terme auf, in denen u¨ber eines oder
beide der Argumente der Operatorkerne Ok integriert wird. Dies wird durch
ein vorangestelltes (fu¨r die Integration u¨ber das erste Argument) oder ein
nachgestelltes (fu¨r die Integration u¨ber das zweite Argument) Integralzeichen
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symbolisiert

f1
Z
f2O

(; 0; )  f1(; )
2Z
0
f(00; )O(00; 0; )d00

Of1
Z
f2

(; 0; ) 
2Z
0
O(; 00; )f1(00; )d00f2(0; )

f1
Z
f2Og1
Z
g2

(; 0; )  (I.2)
f1(; )
2Z
0
2Z
0
f2(
00; )O(00; 000; )g1(000; )d00d000g2(0; ):
Ein hochgestelltes
"
T\ steht fu¨r Transposition und bedeutet, da in den
Operatorkernen die Argumente vertauscht werden
f = gT , f(; 0; ) = g(0; ; ): (I.3)
Aus der Antisymmetrie der Poissonklammer (F.2) ergibt sich in der argu-
mentfreien Schreibweise
fA;Bg = −fB;AgT : (I.4)
Bei der Herleitung von Poissonklammern ist es oft erforderlich, nach den Ar-
gumenten der Funktionen entsprechend (F.6) abzuleiten. In der argumentfrei-
en Schreibweise notiert ein Strich (0) vor der Poissonklammer die Ableitung
nach dem ersten Argument, ein Strich (0) nach der Poissonklammer die Ab-
leitung nach dem zweiten Argument. Fu¨r die in der Tabelle I.1 angegebenen
Operatoren ergeben sich beispielsweise die folgende Ableitungen
0 = −0 = 2;
0L = −L0 = 0S = S 0 = 1;
0h = −h0 = 2 − 1

;
0E = 2 − (1 − 2) E;
E0 = −2 + E (1 − 2) ;
F 0 = −2 + F (1 − 2) ;
110
(
ET
0
= (0E)T = 2 −ET (1 − 2) ;
0(ET = (E 0)T = −2 + (1 − 2) ET;
0(F T = (F 0)T = −2 + (1 − 2)F T;
0E = 2 − (1 − 2) E: (I.5)
Die auf den Seiten 111 . aufgelisteten Poissonklammern wurde teilweise mit
dem Computeralgebra-Programm MATHEMATICA [62] berechnet.
Operator O Operatorkern O(; 0; )
1 1
 2( − 0)
 2( − 0)
L  − 0
S  + 0
h = − L

h( − 0) = 2( − 0)−  − 
0

E
exp

1 − 2
2
2( − 0)

sinh
1 − 2
2
y2( + )y1( + 
0)
y1( + )y2( + 0)
F =
2
1
E
exp

1 − 2
2
2( − 0)

sinh
1 − 2
2
y02( + )y1( + 
0)
y01( + )y2( + 0)
E
exp

− 1 − 2
2
2( − 0)

sinh
1 − 2
2
y2( − )y1( − 0)
y1( − )y2( − 0)
F =
2
1
E
exp

− 1 − 2
2
2( − 0)

sinh
1 − 2
2
y02( − )y1( − 0)
y01( − )y2( − 0)
Tabelle I.1: Die in der Kurzdarstellung der Poissonklammern auftretenden
nichtmultiplikativen Operatoren
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Poissonklammern der physikalischen Felder
f _u; ug = −2γ2(1 + uu) (I.6)
fu; _ug = 2γ2(1 + uu) (I.7)
f _u; _ug = 2γ2(u _u− u _u) (I.8)
Die u¨brigen Poissonklammern der u, u, _u und _u verschwinden.
Fu¨r U  1 + uu
@zu
; U  1 + uu
@zu
gilt
fu; Ug = −γ2U2 (I.9)
u; U
}
= −γ2 U2 (I.10)
u; U
}
= fu; Ug = fU;Ug = U; U} =  U; U} = 0 (I.11)
Poissonklammern mit 1;2 und 1;2
f1; 2g = γ
2
2
(1 − 2)E(1 − 2)− γ2(1 − 2) (I.12)
f1; 1g = f2; 2g = f1; 2g = f1; 2g = 0 (I.13)
f1; ug = γ
2
2
(1 − 2)E 1U − u
1 − 2 1 − γ
21U = f1; Ug 1 (I.14)
f2; ug = −γ
2
2
(1 − 2)ET2U − u
1 − 2 2 − γ
22U = f2; Ug 2 (I.15)
f1; ug = γ
2
2
(1 − 2)E 1u− @zu
1 − 2 (I.16)
f2; ug = −γ
2
2
(1 − 2)ET 2u− @zu
1 − 2 (I.17)
f1; Ug = γ
2
2
(1 − 2)E 1U − u
1 − 2 − γ
2U (I.18)
f2; Ug = −γ
2
2
(1 − 2)ET2U − u
1 − 2 − γ
2U (I.19)
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
1; U
}
=
γ2
2
(1 − 2)E 1U − u
1 − 2
@zu
@zu
= f1; Ug @zu
@zu
+ γ2U
@zu
@zu
 (I.20)

2; U
}
= −γ
2
2
(1 − 2)ET2U − u
1 − 2
@zu
@zu
= f2; Ug @zu
@zu
+ γ2U
@zu
@zu
 (I.21)
Poissonklammern mit  und 
Die Denitionen von  und  sind in (4.36) gegeben.
f; g = f; g = 0 (I.22)
f; g = γ
2
2

u− 2U
u− 1UE
U(1 − 2)
u− 2U −
U(1 − 2)
u− 1U E
u− 1U
u− 2U

(I.23)
f; ug = −γ
2
2
U(1 − 2)
u− 1U E
u− 1U
1 − 2 1 = f; Ug 1 (I.24)
f; Ug = −γ
2
2
U(1 − 2)
u− 1U E
u− 1U
1 − 2 (I.25)
fu; g = γ
2
2
2
u− 2U
1 − 2 E
U(1 − 2)
u− 2U = 2 fU; g (I.26)
fU; g = γ
2
2
u− 2U
1 − 2 E
U(1 − 2)
u− 2U (I.27)
f; 1g = f2; g = 0 (I.28)
f; 2g = −γ
2
2
E(1 − 2) (I.29)
f1; g = −γ
2
2
(1 − 2)E (I.30)
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Poissonklammern der y1;2 und y1;2
Der Vollsta¨ndigkeit halber sind hier die Poissonklammern (4.63) noch einmal
aufgefu¨hrt:
fln y1; ln y1g = fln y1; ln y1g = 0;
fln y1; ln y2g = γ
2
2

− L
2

− γ
2
2
E +
γ2
8
Z
E;
fln y1; ln y1g = − γ
2
4
S;
fln y1; ln y2g = − γ
2
8
Z
F ;
fln y1; ln y2g = − γ
2
8
Z
F ;
fln y1; ln y2g = −γ
2
2

− L
2

− γ
2
2
E +
γ2
8
Z
E;
fln y2; ln y2g = − γ
2
8
Z
F +
γ2
8
F T
Z
;
fln y2; ln y2g = − γ
2
4
S − γ
2
8
ET
Z
+
γ2
8
Z
E;
fln y2; ln y2g = − γ
2
8
Z
F +
γ2
8
F
T
Z
:
Anhang J
Symmetrische
Poissonklammern
In diesem Anhang denieren wir Funktionen ~y1;2(z) und ~y1;2(z), die sich
von den Funktionen y1;2(z) und y1;2(z) nur durch eine andere Festlegung
der Integrationskonstanten D1;2 und D1;2 in (4.38) unterscheiden und die zu
Poissonklammern fu¨hren, in denen ~y1 und ~y2 bzw. ~y1 und ~y2 gleichberech-
tigt auftreten. Das zeigt einerseits, da die Poissonklammern der Funktionen
y1;2(z) und y1;2(z) tatsa¨chlich von der Denition dieser Integrationskonstan-
ten abha¨ngen, und andererseits, da das asymmetrische Auftreten der Funk-
tionen y1;2 und y1;2 in den Poissonklammern (4.63) nur durch die auf die
Frei-Feld-Darstellung (3.101) bzw. (3.103) abgestimmte Wahl der Integra-
tionskonstanten (4.54) und (4.55) zustande kommt.
Fu¨r die Denition der Integrationskonstanten D1;2, D1;2 von ~y1;2(z) und
~y1;2(z) gehen wir von den Nullmoden der Funktionen (; ) und (; )
(4.36) aus, die oenbar keine der Funktionen y1;2 und y1;2 auszeichnen. Wir
teilen jetzt die konstanten Teile dieser Nullmoden
Q =
1
2
2Z
0
h
(; )− 
2
(1 − 2)− im
i
d;
Q =
1
2
2Z
0
h
(; )− 
2
(1 − 2)− i m
i
d (J.1)
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auf die Funktionen ~y1;2(z) und ~y1;2(z) auf und erhalten
D1 = − D2 = Q
2
; D1 = −D2 = Q
2
(J.2)
Im Vergleich mit den Festlegungen (4.54) und (4.55) nden wir den folgenden
Zusammenhang zwischen den Funktionen ~y1;2, ~y1;2, y1;2 und y1;2
ln ~y1(z) = ln y1(z) +
Q
2
−
 Q
2
; ln ~y2(z) = ln y2(z) +
Q
2
−  Q
2
;
ln ~y1(z) = ln y1(z) +
Q
2
−  Q
2
; ln ~y2(z) = ln y2(z) +
Q
2
−
 Q
2
: (J.3)
Mit der im Anhang I erkla¨rten argumentfreien Schreibweise lauten die ent-
sprechenden Poissonklammern
fln ~y1; ln ~y2g = γ
2
2

− L
2

− γ
2
2
E +
+
γ2
8
Z
E +
γ2
8
E
Z
− γ
2
322
Z
(E − ET)
Z
;
f~y1; ~y1g = f~y2; ~y2g = 0;
fln ~y2; ln ~y1g = −
γ2
2

− L
2

+
γ2
2
E
T −
− γ
2
8
Z
E
T − γ
2
8
E
T
Z
− γ
2
322
Z
(E − ET)
Z
;
f~y1; ~y1g = f~y2; ~y2g = 0;
fln ~y1; ln ~y1g = −
γ2
4
S +
γ2
8
E
Z
− γ
2
8
Z
E
T − γ
2
322
Z
(E − ET)
Z
;
fln ~y2; ln ~y2g =
γ2
4
S +
γ2
8
Z
E − γ
2
8
E
T
Z
− γ
2
322
Z
(E − ET)
Z
;
f~y1; ~y2g = f~y1; ~y2g = 0: (J.4)
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