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The aim of a comparative experiment is to provide estimates of 
treatment differences and of their precision. Statutory variety trials 
in the UK have for many years been designed using blocking techniques 
that were first introduced in the 1930s and refinements of them. 
The relevance of a given model for the analysis of a particular type 
of data requires justification. Use of block designs is justified by the 
act of randomization. This ensures that the average covariance structure 
of an experiment is of a certain form. The corresponding analysis and an 
alternative, model-based approach to the analysis of experiments are 
described. The two philosophies are compared. 
Other methods of analysis use models for the error structure of 
individual trials which allow for the fact that neighbouring plots tend 
to be more alike than those further apart. Distance-method neighbour 
models incorporate the information by using a dispersion matrix relating 
the variance of the difference between two plots, 2, to their distance 
.apart. 
Postblocking can be used to judge the relevance of particular 
distance-models to variety trials. Originally postblocking used error 
mean-squares from the analysis of a trial in various block sizes to give 
information about O x . A refinement of this technique, called 
pairblocking, which permits the direct examination of o x is developed in 
this thesis. 
Pairblocking of 166 trials is used to examine the error-law of 
cereal yields. Average values of o x are well described by the same 
exponential-variance (EV) law found in previous work. On further 
examination spring barley and winter wheat trials are found to have 
different EV laws. The efficiency of various incomplete-block (IB) 
designs relative to complete blocks (CBs) is predicted using the 
calculated error laws. Blocks of approximately 8 plots are recommended 
iv 
for cereal trials containing more than 60 varieties. 
Perennial ryegrass (PRG) distinctness data are very different from 
cereal yield data. A pairbiocking analysis of PRG data shows that an EV 
law can be used to describe the error structure of each of the 6 variates 
examined. The use of lB designs is recommended for PR  distinctness 
trials and blocks of approximately 9 plots are tentatively suggested. 
These have hitherto been analysed as CBs. q curves for individual PRG 
trials show that the year of sowing can have a large effect on the 
error-law of a variate. The shape of O X curves and the reduction in 
error mean-squares that had been calculated for a Papadakis analysis of 
some of these trials in previous work are closely linked. 
The potential maximum increase in efficiency, relative to an lB 
analysis, obtainable from an EV analysis of cereal data is found to be 
approximately 10%. Use of linear-variance (LV) analysis, a method based 
on a linear approximation to an LV law, often gives large reductions in 
estimates of error. A simulation study of LV analysis of EV data shows 
that errors are underestimated. This bias is small for the cereal EV law 
but can be large for other laws. The stability and real efficiency of an 
LV analysis depends on the actual EV law and trial size. For cereal 
trials, if the EV law held exactly, LV analysis would give a small 
improvement in efficiency over an lB analysis. 
The thesis contains a proof of the important new result that the 
analysis of a CB design as if it had been designed in IBs, with block 
size any factor of the number of varieties, is weakly valid under 
randomization. The validity under randomization of post- or pairbiocking 
of a CB trial is consequently ensured. The result is extended to give 
conditions under which the analysis of one lB design as if it had been 
designed with a different block structure-is valid under randomization. 
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LIST OF ABBREVIATIONS 
The following abbreviations are used throughout the text: 
ANOVA 	Analysis of variance, 
APV 	Average pairwise variance of all varietal differences, 
AR 	Autoregressive, 
CB 	Complete randomized block, 
df 	Degrees of freedom, 
DUS 	Distinctness, uniformity and stability, 
E 	Efficiency factor, 
EMS 	Error mean-square, 
EV 	Exponential-variance, 
FITCON 	Fitting constants, 
GLS 	Generalised least-squares, 
lB 	Incomplete-block, 
IB(k) 	Incomplete-block with blocks of size k, 
iid 	Independently and identically distributed, 
LV 	Linear-variance, 
MS(k) 	Error mean-square in blocks of size k, 
NL 	National List, 
PR 	Perennial ryegrass, 
Semivariance, i.e. half the variance, of the difference 
between plots a distance x apart, 
RL 	Recommended List, 
SB 	Spring Barley, 
TMS 	Treatment mean-square, 
ToMS 	Total mean-square, 
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CHAPTER 1 	INTRODUCTION 
1.1 Purpose of the Thesis and Practical Background 
The aim of this thesis is to provide a valid method of 
examining the variability of agricultural variety trial data in 
terms of error laws which relate the variance of the difference 
between two plots to the distance between them. The method will 
then be used to make recommendations about the design and analysis 
of individual cereal and perennial ryegrass trials. 
Every year over 750 trials are grown in the UK by the 
statutory authorities to identify those varieties of agricultural 
crops that will be the most valuable for cultivation and use in the 
future. The purpose of each individual trial is to provide 
meaningful comparisons between measurements made on different 
varieties together with an indication of the precision of these 
comparisons. The precision of comparisons depends partly on 
statistical concepts, such as the design of the trial, and partly 
on the uniformity of the land on which the trial is grown. A 
uniform site allows precise comparisons to be made. 
By its nature, however, land is rarely uniform over an area 
large enough to conduct a trial, and some allowance must be made 
for this heterogeneity. Since the early 1930s variety trials have 
been designed and analysed using the blocking techniques introduced 
specifically for this purpose by R.A. Fisher, and developed by 
Yates and others. 
The analysis of a block design gives one weight to all 
differences between plots in the same block and another, usually 
smaller, to all differences between plots in different blocks of 
/ 
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the same replicate. This procedure is justified by randomization. 
The weights are determined by estimated average values of plot 
covariances over all the randomizations that might have been used 
subject to the structure of the design. 
Recently block analysis has been criticised on the grounds 
that the average covariance structure is too artificial for the 
analysis of an individual trial. Insufficient weight is given to 
the correlation between neighbouring plots and, therefore, the 
analysis does not make full use of the information contained in the 
data. For example, the analysis of a trial on 12 varieties with 
each replicate containing 3 blocks of 4 plots (figure 1.1.1), plots 
2 and 3 would be assigned one covariance, and two other 
neighbouring plots, 4 and 5, which happen to be in different blocks 
would be assigned a different covariance. Plots 4 and 5 would also 
be assigned the same covariance as plots 1 and 12 which are at 
opposite ends of the replicate. 
Plot 
I 	I 	I I 	I I 
Block 	 1 	 2 	 3 
Figure 1.1.1 A single replicate of a trial on 12 varieties 
with 3 blocks/replicate. 
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Several alternative analyses, that aim to incorporate a more 
realistic covariance structure, have been suggested. Justification 
for the use of these methods ranges from examination of the 
covariance structure of fields in which a single variety is grown 
3 
(uniformity trials), to statements that the estimates of error 
obtained by a particular method are smaller than those from a block 
analysis. The latter justification must, of course, be supported 
by evidence that estimates of error are unbiased. 
Uniformity trials are useful 	but 	expensive. 	Few 	are 
appropriate to modern field experiments. Methods of cultivation 
have changed greatly over the years and the relevance of such 
commonly used data as those of Mercer and Hall (1911) or Wiebe 
(1935) must be questionable. In addition to general changes in 
management practice, variety trials are treated differently from 
uniformity trials throughout the growing season. Thus results are 
subject to other sources of variation, related, for example, to the 
order in which the experimenter treats and records the plots or to 
the different varieties. 
The real question is how the error structure of actual variety 
trial data, which depends on both spatial and other factors, should 
best be described. In this thesis we tackle this important 
problem. We develop a method of examining how the covariance 
between plots depends on their distance apart even in the presence 
of variety effects. Application of this method to a large number 
of variety trials provides useful information about the type of 
data that we are actually interested in. An alternative, more 
relevant, justification for the use of particular neighbour models 
is thus available. The technique can also be used to choose 
between different neighbour methods of analysis and 
incomplete-block designs with different block sizes. 
The main objective of this thesis is to devlop and refine the 
technique known as postblocking which has previously been used to 
predict the optimum block size that should be used for 
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incomplete-block designs. 	Another objective is to examine the 
validity of postblocking. 	We show that postbiocking, or its 
refinement, can be used to predict the benefits to be gained from 
introducing incomplete-block designs into a series of trials that 
had previously been designed in complete blocks. 
The techniques are also applicable to field experiments other 
than statutory variety trials. The variability of a large series 
of trials on, for example, fungicides or herbicides could be 
investigated using these methods. Data and experience of variety 
trials were, however, readily available and it is on this 
application that we concentrate. In the next section we describe 
the variety testing system from which our data came. 
1.2 Statutory Variety Trials 
Statutory variety trials are grown by independent testing 
authorities in the final stages of the development of new 
varieties. Earlier testing and selection is done by plant 
breeders. The separate authorities in England and Wales (National 
Institute of Agricultural Botany), Scotland (North, West and East 
Colleges of Agriculture) and Northern Ireland (Department of 
Agriculture for Northern Ireland) collaborate closely. More than 
800 new varieties of over 40 agricultural crops are submitted for 
testing each year. The authorities are obliged to accept for 
testing all varieties that are submitted to them. 
Before a new variety can be commercially marketed it must 
appear on the National List (NL) for that crop. Some trials are 
grown specifically for testing new varieties for entry onto the NL. 
Results of later trials are used to choose the best of the ML 
varieties. The name of a successful variety is published in a 
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Recommended List (RL). To be included on a RL a new variety must 
be at least as good as the best currently available for a 
particular purpose, for example, for bread-making or resistance to 
a particular disease. As standards of the RL varieties improve 
varieties that are on a list may also be removed from it on the 
basis of RL trials. Recommended Lists are intended primarily for 
farmers' use. 
NL testing involves two series of trials which have different 
purposes and run concurently. The Distinctness, Uniformity and 
Stability (DUS) series is designed to test that a submitted 
cultivar is actually a new variety. To achieve this status it must 
be: 
distinct from any other entered or submitted for entry 
onto the NL, 
uniform, in that plants grown from the seed of the 
cultivar are similar to each other, 
stable, in that after successive reproductions the 
cultivar retains its essential characteristics. 
We shall call all cultivars submitted or in trial varieties. 
Each NL(DUS) trial contains some NL varieties and all 
submissions of a particular crop. These trials can be very large, 
in some cases containing over 100 varieties. Many different 
characters are measured on each trial, depending on the crop. 
Examples of some of the characters and trial procedures used for 
rS4L(DUS) purposes have been given by Tonkin (1974). In the analysis 
of the data, comparisons of each variety with every other one are 
important. Weatherup (1980) examined statistical procedures for 
the analysis of such data. 
The NL Value for Cultivation and Use (VCU) series of trials 
assumes that all submissions are new varieties and is designed to 
select those varieties which are at least as useful as others 
already on the NL. RL trials are similar but a higher standard is 
required. Many different characters are recorded on NL(VCU) and RL 
trials. They include, for example, susceptibility to diseases, 
agronomic characters such as straw length for cereals or curd size 
for cauliflowers and, most importantly, yield. The cereal VCU 
series of trials has been described by Patterson and Silvey (1980). 
The data used in this thesis are from cereal NL(VCU) and RL 
trials and perennial ryegrass NL(DUS) trials. The testing 
procedure and design and layout of individual trials described are 
for those particular trial series. The system for other crops is 
similar, although it varies in detail from crop to crop. 
NL(VCU) trials contain all the new varieties together with at 
least one, and usually several, standard varieties. In these 
trials the important comparisons are those of each new variety with 
appropriate standard varieties. RL trials contain some varieties 
that are already on the RL and all varieties that are to be 
considered for recommendation. In these trials the new varieties 
are compared with each other as well as well as with the already 
recommended varieties. 
NL testing of a new variety takes place over at least two 
growing seasons and a variety must have been in trial for a minimum 
of three years before it can appear as provisionally recommended on 
a RL. Full recommendation takes at least five years. 
Each year trials are grown at several sites throughout the UK. 
These sites are chosen to be a representative sample of the main 
growing conditions that the crop will experience. For example, 
more cereal trials are grown on the east of the country than the 
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west. The sites are not chosen at random, NL trials being carried 
out on experimental stations and RL trials on experimental stations 
and land owned by cooperating farmers. Sites are chosen not only 
to be representative but also to be as uniform as possible. 
Local information about each trial is recorded and includes, 
for example, geographical orientation of the trial, crops grown on 
the land during the five previous years and chemicals applied to 
the trial. This information can be useful for the interpretation 
of trial results and in assessing the value of new methods of 
analysis in particular circumstances. 
Information from all sites and several seasons on 	many 
variates is combined to assess the relative merits of the new 
varieties. Data from the NL trials are also used for making RL 
decisions. Statistical aspects of such procedures have been 
described by Patterson (1978, 1982), Silvey (1978) and Patterson 
and Silvey (1980). 
1.3 Statistical Design and Analysis of Variety Trials 
The analysis of individual variety trials is based on the 
blocking techniques introduced by Fisher (1935) and developed by 
Yates (1936a and b, 1940) and others. 
NL(DUS) trials are designed in randomized complete blocks, 
(CBs). Plot size and number of replicates varies from crop to 
crop. 
Since 1975 most NL(VCU) and RL trials, for cereals 	in 
particular, 	have been designed and analysed as generalised- 
lattices. The construction and analysis of this type of incomplete 
block (IB) design have been described by Patterson and Williams 
(1976), Williams (1977) and Patterson, Williams and Hunter (1978). 
M L!J
Resources usually demand that no more than four replicates are used 
for each trial. Generalised-lattices are available in catalogue 
form for any number of varieties up to 100 in 2, 3 or 4 superbiocks 
(each superbiock contains a complete replicate of the varieties - 
see chapter 2). Patterson et al (1978) provided tables of the most 
useful of these designs. Recently Paterson and Patterson (1983) 
have developed an algorithm, based on the graph-theoretic ideas of 
Paterson (1983), for producing these designs on a computer'. The 
algorithm can produce designs for any number of varieties and any 
number of replicates and removes the need for storage of a large 
catalogue. In addition to being very efficient, 
generalised-lattice designs have the desirable property that the 
comparisons of all pairs of varieties are approximately equally 
precise. 
Silvey (1967) described the development of individual trial 
design and the evolution of plot sizes and the number of replicates 
used in cereal trials. 
One point to note is that, although the efficient design and 
analysis of individual variety trials is important, by far the 
largest proportions of the variation in the variety testing system 
are those due to variation between sites and between seasons 
(Talbot (1984)). We shall have nothing to say on these, preferring 
to investigate possible improvements to the analysis of individual 
trials. The technique we develop may then be applicable to a wider 
range of trials, such as those conducted by plant breeders and 
other organizations. 
1.4 Structure of the Thesis 
The approach taken is firstly to describe the data used in the 
study and review the literature (sections 1.5 and 1.6). A 
comparison of the models used by various neighbour methods is also 
made in the remainder of chapter 1. 
In chapter 2 we present some of the theory of the analysis of 
block designs which will be required in later chapters. Two 
contrasting philosophies underlying the analysis of experiments are 
compared and we discuss the role of randomization under the 
different approaches. 
In chapter 3 the techniques used to calculate the covariance 
structure of a one-dimensional field trial in terms of error laws 
are introduced. These error laws relate the variance of the 
difference between the measurements, made on two plots to their 
distance apart. In time-series terminology we calculate the serial 
correlation between plots at various lags, where lag here denotes 
distance between two plots rather than the number of time intervals 
between observations. 	The main problem is that the yield of an 
individual plot depends on the variety that is applied to it. 	The 
effect of the variety must be removed, by adjusting the plot yield, 
before serial correlations can be calculated. A method used by 
Patterson and Hunter (1983) for examining these correlations is 
described and we introduce a more refined, and more natural, way of 
obtaining the same information. 	The properties of the different 
methods are compared. 
Results of the application of the new method to sets of cereal 
yield NL(VCU) and perennial ryegrass NL(DUS) data are contained in 
chapter 4. 	By establishing average error laws, based on data from 
large numbers of trials, recommendations for the design 	and 
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All trials were designed as resolvable generalised-lattices 
with block sizes in the range 3 to 11 plots. About half the trials 
contained blocks of two sizes, k', k'', with k'=k'-l. Most trials 
were grown in 3 replicates, with 8 being grown in-4 replicates. 
Plots were approximately 2 metres wide by 20 to 25 metres long 
and were arranged so that the long sides of neighbouring plots were 
adjacent. The distribution of the trials over years: 1975.4981, 
crops: spring barley (SB), winter wheat (WW), winter barley and 
spring oats, and number of varieties is given.in table 1.5.1. 
The techniques developed in this thesis have also been applied 
to some NL(DUS) data from herbage trials. DUS data are different 
from VCU data, being measurements on seeds or individual plants 
rather than on the crop. The errors for these trials may therefore 
be very different. The data used for this exercise were the 
results from 29 NL(DUS) trials on diploid perennial ryegrass (PRG) 
varieties sown at Crossnacreevy, Northern Ireland between 1974 and 
1983 for which both results and field plans were available. All 
trials were designed as complete blocks in six replicates and the 
number of varieties ranged from 37 to 130. Each superblock of 
every trial was laid out in a one dimensional array and each plot 
contained a single row of 10 plants with 60cm spacing between the 
plants. The plot value for each plot was the average result over 
the 10 plants. Since 1978 estimates of the standard error/plot 
pooled over the six replicates of each variety were also available. 
The large number of varieties that require testing each year 
and the wide range of dates of maturity of the different. varieties 
result in several, separate trials being carried out each year. Up 
to four trials on one crop are grown in each year,,each one 
corresponding to a different maturity group: early (E), 
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Table 1.5.1 	The Distribution of 166 Cereal Trials Over Crop, Year 
and Number of Varieties 
Number Of Varieties (v) 
Crop Year v<20 20<=v<30 30<=v<40 40<=v<50 50<=v<60 60<=v<70 v>=70 Total 
	
19756 	5 	- 	8 	 - 	- 	19 
19763 5 3 10 1 	- - 22 
19772 	- 	- 	- 	 7 	2 	11 
SB 1978 	3 - 	9 3 15 
1979 3 	- 	- 	- 	7 2 	1 	13 
19807 - 7 	2 w 	 16 
1981 	3 	- 	- 	 8 	3 14 
110 
1975 	- 	- 	- 	- 	 - 
1976- - - - 3 	- 	- 	3 
1977- 	- 	- 	2 	- 2 - 4 
WW 1978 	- - - 6 1 	- 	- 	7 
1979- 	- 	- 	7 	2. - - 9 
19804 - - 7 2 	- 	- 	13 
1981 	3 	- 	- 4----'. 	- 2 - - 11 
47 
1975 	2 	- 	- 	- 	- 	- 	- 	2 
1976 - - - - - - - - 
SO 1977 	- 	- 	- 	- 	- 	- 	- 	- 
+ 1978 - .2 - - - -. - 2 
WB 1979 	- 	1 	- 	- 	- 	- 	- 	1 
1980- 2 1 - - - - 3 
1981 	- 	- 	1 	- 	- 	- 	- 	1 
9 
Total 37 	15 	11 	40 	25 	29 	9 	166 
SB : Spring Barley 
WW : Winter Wheat 
SO : Spring Oats 
WB : Winter Barley 
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intermediate (I), late (L) or very late (VL). 
A plant -breeder submits a new variety for testing in a 
particular maturity group and pays a fee for this testing. If, for 
some reason, the breeder does not wish testing to continue he can 
withdraw his variety from the system. Often this does not happen 
until after the trial has been sown. In this case the plot is 
allowed to grow but measurements are not recorded on it. These 
plots are called withdrawn plots. 
Table 1.5.2 -shows the years and maturity groups of the 
available data and the number of varieties recorded and withdrawn 
in each. The trials were all complete other than withdrawn plots 
i.e. there were no missing plots to be estimated. 
Between 12 and 16 different characters were recorded on each 
trial as shown in table 1.5.3. 	The same set of characters was 
recorded for every maturity group within a year. 	Definitions of 
the characters common to all trials are given in table 1.5.4. 
Subsets of these data have previously been examined by Ahmad 
(1982). 
1.6 Literature Review 
The correlation structure between agricultural field plots 
when no differential treatments have been applied has received much 
attention in the past. Such data are called uniformity data and 
several different sets have been published, e.g. Mercer and Hall 
(1911) on wheat and mangold yields, Batchelor and Reed (1918) on 
fruit trees, Wiebe (1935) on wheat yields and Kempton and Howes 
(1981) on barley yields. 
Neighbouring plots tend to be more alike than those further 
apart and the original analysis of these data was concerned with 
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Table 1.52 	The Number of Varieties Recorded and Withdrawn by Year 
and Maturity Group for 29 Perennial Ryegrass Trials 
Maturity Group 
Early Intermediate Late Very Late 
Year Recorded 	W/d* Recorded W/d Recorded W/d Recorded W/d 
1974 
- 95 2 
1975 40 7 - 
1976 46 10 - - 60 14 30 7 
1977 - - 66 7 34 1 
1978 59 8 70 12 82 4 44 0 
1979 65 18 - - 64 21 43 7 
1980 68 15 68 13 74 7 42 6 
1981 67 13 77 19 96 11 64 5 
1982 64 18 57 28 98 28 65 7 
1983 77 13 - - 100 30 69 24 
* Withdrawn 
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Table 1.5.3 	DUS Characters Recorded on Perennial Ryegrass Trials 
by Year, 1974-1983 
Year 	 - 
Character 	1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 
1 x x x 
4 x x x x x 
5 x x x x x x x x x x 
6 x x x x x 
7 x x x x 
8 x x x x x x x x x x 
9 x x x x 
10 x x x x x x x x x x 
11 x x x x x x x x x x 
12 x 
13 x x x x 
14 x x x x x x x x x x 
15 x x x x x x x x x x 
17 x x x x x x x x x x 
19 x • x x x x x x x x x 
20 x x x x x x x x x x 
21 x 
22 x 
24 x x x x x x 
25 x x x x x x 
31 x x 
32 x x 
33 x 
34 x x 
35 x 
x = Character recorded 
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Table 1.5.4 	Definitions of DUS Characters Recorded on 
Perennial Ryegrass Trials Between 1974 and 1983 
Character 	 Definition 
1 	 Number of plants heading 
4 Angle of growth in year of sowing 
(degrees measured 	from the horizontal) 
5 First spring height 	(cms) 
6 Second spring height 	(cms) 	recorded 
one month after character 5 
7 Growth during the month 	(cms) 	(6-5) 
8 Date of ear emergence (days from 
1st March) 
9 Angle of growth at ear emergence 
(degrees measured 	from the horizontal 
10 Natural 	height of plant at ear 
emergence (cms) 
11 Width of plant at ear emergence 	(cms) 
12 Length of longest stem to top of ear 
at ear emergence 	(crus) 
13 Length of longest stem to flag leaf 
at ear emergence (cms) 
14 Length of flag leaf at ear emergence (cms) 
15 Width of flag leaf at ear emergence 	(mm) 
17 Length of longest stem measured 30 days 
after ear emergence (cms) 
19 Number of heads/plant estimated on 0-9 
scale 
Table 1.5.4 (Cont.) 
20 	 Height of plant in iit&t 8 weeks after 
after cutting (cms) 
21 	 General observation on disease in 
aftermath 8 weeks after cutting 
22 	 Length of stem at 30 days after ear 
emergence minus length of stem at ear 
emergence (cms) 
24 	 Ear length (cms) 
25 	 Presence/absence of awns (1-0) 
31 	 Number of spikelets/spike 
32 	 Number of florets/spikelet 
33 	 Length of spikelet including awns (mm) 
34 	 Glume length (mm) 
35 	 Awn length (mm) 
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In 
the determination of optimum plot sizes and shapes, see for example 
Fairfield-Smith (1938). An alternative approach is to examine the 
data in terms of the correlation between neighbouring plots or 
units. Li and Keller (1951) calculated the lag 1 serial 
correlation for a set of uniformity data to obtain information on 
the randomness of the data and to compare the relative efficiencies 
of different sizes and shapes of plots. 
Matrn (1970) introduced the idea of the correlation between 
plots a distance x apart being a monotonically decreasing function 
of x, ranging from 1 to 0. Pearce (1976a) used four such 'laws of 
attenuation' in a simulation study of the expected variance of 
yield/unit area. He found that an empirical law relating the 
variance/unit area of plots of various sizes to one of size one 
unit, given by Fairfield-Smith (1938), is robust to the law of 
attenuation used over a practical range of plot sizes. 
More recently the correlation structure of field data has been 
considered in two dimensions. Modjeska and Rawlings (1983) 
examined the autocovariance functions of several sets of uniformity 
data, concluding that: 
"It is evident that the results from uniformity trials, for 
both correlation and variance, are specific to the particular field 
being studied". 
The two-dimensional autocovariance function of Mercer and Hall's 
wheat data had previously been considered by Whittle (1954) and 
McBratney and Webster (1981), the latter paper providing a good 
example of detailed interpretation of the results of an analysis. 
Ripley (1981, 1984a) considered the examination of uniformity 
data in the framework of spatial lattice-data and gives several 
other references. Other areas where similar work in both one and 
two dimensions has been done include geology, in particular in 
ri 
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applications to mining (Clark (1979)), and soil science (Burrough 
(1983)). 
The study of uniformity data is useful but there are few 
relevant recent results. Uniformity trials are not laid down on 
the sites used for variety trials, they can never experience the 
same environmental conditions as the trials that we are interested 
in and any variation, additional to that due to random or 
positional errors, due to variety by plot interactions will not be 
manifested in the results. For these reasons the empirical study 
of the underlying correlation structure of data in the presence of 
differential treaments is important. However this subject had 
received little attention in the literature until a paper by 
Patterson and Hunter (1983). They gave an identity relationship 
between the variance of the difference in yields of plots a 
distance x apart, 20 , and the expected error mean-square in 
blocks of k, k=2,3...x+1. Using results from a large set of cereal 
variety trials they analysed the results of each trial 15 times, 
once in each block size in the range 2 to 16. The error 
mean-squares calculated in this way were then used to obtain 
information on . They found that, on averaging over the 
results of all the trials, q 	followed the 'exponential variance 
law', l =.209(1_.725(.942)x).  The validity of their calculations 
is considered in chapter 6. 
The idea of analysing the results of a single trial in several 
different ways had previously been used in a different context by 
Pearce (1976b,1983). He was interested in 'post-mortems' of the 
results of field trials in order to obtain information on 
experimental and statistical techniques that would prove useful in 
designing future trials. He noted that: 
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"The intention (of the analysis) is not the usual one of 
isolating the effects of treatments so that they can be studied but 
of eliminating them to disclose the underlying pattern of error" 
and that: 
"It is true that the randomization will have accorded with the 
blocks, etc., actually used. That must lead to some bias in the 
error, though it is likely to be small relative to the gain given 
by a correct blocking system compared with an incorrect one". 
Although there has been very little work 	published 	on 
examining the correlation structure of field trials containing 
differential treatments the analysis of the data in such a way as 
to allow for particular types of correlation between neighbouring 
plots has received much attention recently. These methods are 
known collectively as neighbour methods. 
The original neighbour analysis was 	that 	suggested 	by 
Papadakis (1937). He used an analysis of covariance with the 
covariate being the residuals from an ordinary complete-block 
analysis. The consequences of such an analysis, in which functions 
of the plot yields form both the independent and the dependent 
variates, under particular designs and error models have been 
considered by many authors (e.g Bartlett (1938,1978), Atkinson 
(1969), Ripley (1978, 1981), Martin (1978, 1982) and Wilkinson et 
al (1983)). Pearce and Moore (1976), Pearce (1978), Lockwood 
(1980) and Kempton and Howes (1981) reported the results of 
practical investigations of the use of Papadakis' and other 
covariance methods of analysis for various sets of data. The 
reports suggest that the use of such covariates can lead to an 
apparent increase in the efficiency of the analysis. 
However, the theoretical investigations of the validity of the 
analysis under different models give different results, depending 
on the assumptions about errors or designs used. The paper by 
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Wilkinson et al (1983) also contains a study of the bias in the 
estimates of error obtained from Papadakis' analysis under 
randomization (see chapter 2). Using three sets of uniformity data 
they showed that the estimates of error given by Papadakis' 
original method (uniterated) are almost unbiased whereas those 
obtained by iterating, as suggested by Bartlett (1978), can be 
considerably conservatively biased when standard designs and 
randomizations are used. 
Other types of neighbour analysis that have been suggested 
include: 
I) covariance methods based on an analysis of covariance 
using plot position as a covariate (Federer and 
Schlottfeldt (1954), Outhwaite and Rutherford (1955), 
Jenkyn et al (1979)), 
methods based on explicit stochastic models for the 
behaviour of the errors in field trials (Ord (1975), 
Besag (1977, 1978), Besag and Kempton (1984)), 
methods derived from a model in which the errors are 
described 	as 'smooth trend plus independent error' 
(Wilkinson et al (1983), Green et al 	(1983, 1984) and 
Nelder (1983)), 
distance methods, in which the variance of the difference 
between two plots is assumed to be dependent only on the 
distance between the plots (Patterson (1983), Patterson 
and Hunter (1983) and Williams (1985a)). 
Draper and Guttman (1980) suggested yet another analysis in 
which the effects of neighbouring plots are incorporated into the 
systematic part of a linear model rather than the stochastic part. 
The different methods of analysis have developed from schools 
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which regard different features of their models as being important. 
For example, the difference methods of Wilkinson et al (1983) are 
based on the hypothesis that field trials often contain a smooth 
trend which can be removed approximately by the analysis of second 
differences of the plot yields. However, as several discussants of 
Wilkinson's paper pointed out, the analysis advocated in the paper 
does not actually fit the model that they intended. Distance 
methods, in contrast, use stationary models, prefering to model the 
variances of differences between plots rather than the individual 
plot variances and covariances. 	Either of these approaches may 
seem sensible but smooth trends and distance laws are incompatible. 
Although the analyses are quite different, both Wilkinson et 
al's (1983) 'smooth trend plus independent error' and Patterson and 
Hunter's (1983) 'exponential-variane law' models were selected as 
being models that are relevant to field data. The first model was 
chosen after examination of uniformity data and the second after 
examination of a large number of cereal variety trials. 	The 
apparent anomaly can be explained. 	Patterson and Hunter (1983) 
noted that their error law could have resulted from a process which 
followed a simple one-directional autoregressive process with 
parameter p, together with additional white noise. For the data 
that they examined the parameter, p , in their exponential law took 
a large value (0.94). An autoregressive series with such a large 
value of p would however be expected to show many of the features 
of a non-stationary series (Box and Jenkins (1970), section 6.3). 
Hence Patterson and Hunter's (1983) stationary exponential-variance 
model and Wilkinson et al's (1983) smooth trend plus independent 
error model simply provide different interpretations of similar 
sets of data. 
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The stochastic modellers, ii), choose to model the variation 
in field trials by a two-directional and/or two-dimensional analogy 
to the autoregressive methods of time series. Theory leads to the 
use of a model in which the expected yield of each plot is 
1 
 conditional on the observed yields of all the other plots. In 
particular this means that the expected yield of one plot will 
depend on the actual measurement errors of other plots, an 
assumption which seems rather untenable. The stochastic type 
models seem to have been developed more for mathematical 
tractability than for their particular relevance to this type of 
data. Similarities betweenthe different types of neighbour models 
are discussed further in section 1.7. 
Bartlett (1983,1984) discussed the considerations that should 
be taken into account before a new analysis is adopted. As well as 
validity under randomization these include the efficiency of the 
analysis when a specific model is assumed, the relevance of the 
model to the data being analysed and the robustness of the analysis 
to an incorrect model. Most of the published work on neighbour 
methods concerns only the first of these. There are few 
comparisons of the different methods and models. One exception is 
Ripley (1978) who discussed the connections between stochastic 
autoregressive models for fertility effects, the resulting 
covariances between plot yields and Papadakis' (1937) method of 
adjustment by residuals of neighbouring plots. 
The features of a model that are relevant to a particular type 
of data remains a subjective decision although Green (1984) 
suggested that: 
"(cross validatory choice) may be the only reasonable way to 
choose between methods on the basis of an individual data set". 
24 
In variety trials, where it is important to be consistent in the 
method of analysis, there is a case for basing a method on the 
results of many trials and not on individual data sets. 
The robustness of neighbour analysis to deviations from the 
assumed or implied covariance structure has received little 
attention in the literature. Williams (1985a) gave the average 
variance of all pairwise variety comparisons for several analyses 
under the assumption that Patterson and Hunter's (1983) 
exponential-variance law holds exactly. If estimates of error are 
indeed unbiased this is equivalent to quoting efficiencies. Green 
et a] (1983) gave efficiencies of their analysis under the 
assumption that the exponential variance law holds exactly. Both 
William's and Green et al's analyses appear to be almost fully 
efficient in this case, provided the exponential parameter, p , is 
large. 
In neighbour analysis the standard errors 	of 	treatment 
differences are calculated as if the plot covariance matrix used 
holds exactly. There has been little work published on the 
validity of such methods under randomization although empirical 
studies, based on the analysis of uniformity data by various 
methods, have been described by Wilkinson et a] (1983), Besag 
(1983) and Besag and Kempton (1984). In the discussion to 
Wilkinson et al's paper both Patterson and Ripley called for 
further investigation of the possible bias in the standard errors 
ascribed by the various methods. 
In contrast the standard errors given by classical block 
analysis are known to be unbiased on average, provided the analysis 
is performed in accordance with the randomization procedure used. 
Yates (1965) in a discussion of the principles of experimental 
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design wrote: 
"When a randomized design is used and correctly analysed 
disturbances such as those arising from real or imagined fertility 
gradients in agricultural field trials, and the fact that 
neighbouring plots are likely to be more similar than widely 
separated plots, can be ignored in the interpretation of the 
results". 
Later in the same paper, however, he recommended the use of 
techniques such as analysis of covariance in exceptional cases 
where there are large and obvious fertility effects, writing that: 
"My own opinion is that when a large and obvious effect of 
this type is noticed, a statistician would be failing in his duty 
if he did not do what can be done to eliminate it. But such 
'doctoring' of the results should be the exception rather than the 
rule, and when it is resorted to, this should be clearly stated". 
Use of these techniques is not valid under randomization in the 
sense defined by Grundy and Healy (1950) (see chapter 2). Yates 
knew this and in 1953 had previously noted that: 
"In doing so [fitting fertility trends], however, a certain 
amount of objectivity is lost [because the estimates of error are 
not valid]". 
Even 4arlier (1939a), when writing about the controversy 
between the use of randomized and systematic designs, the latter of 
which also gives a biased estimate of error, he wrote: 
"... it is of course wrong to maintain (and it has in fact 
never been maintained) that no conclusions can be reached from an 
experiment which does not provide a valid estimate of error. Such 
conclusions as are reached are less objective, and are more exposed 
to criticism; and many of the finer points that might have been 
elucidated, had valid estimates of error been available, must 
remain matters of pure speculation". 
Bartlett (1978) also considered that theoretical difficulties 
mean that neighbour methods should be considered as: 
"a possible ancilliary device for improving the accuracy of 
treatment comparisons" 
rather than as a replacement for the classical block analysis. 
1.7 A Comparison of Some Neighbour Models 
Estimates of variety effects and their standard errors are 
obtained from the results of an experiment with reference to a 
mathematical formulation of the problem. This formulation, or 
model, describes the relevant features of the data. Different 
authors consider different features of their data to be important 
and hence formulate their models differently. 
The various methods of neighbour analysis discussed in section 
1.6 all aim to allow for relationships between plots that are close 
together, but some do this in different ways from others. 
Comparison of the different methods is aided by writing all the 
models in the same form. Most of the neighbour methods of 
analysis, although originally formulated in various ways, may be 
described as generalised least squares GbS -)-- 'p.roblems with various 
plot covariance matrices. The classical lB analysis with the 
recovery of interbiock information can also be written in this 
form. 
Table 1.7.1 gives the plot covariance matrices, V, for the 
various methods. The variance matrices are slightly adapted so 
that edge plots are treated in the same way by all the methods and 
no border plots are required. As far as. is possible without 
confusion, the parameterisations are those of the original 
formulations. In this section we are. interested only in the forms 
of these matrices and therefore treat the parameters of V as known. 
Wilkinson et al's (1983) NN method of analysis does not appear in 
the table since, although the various stages of their analysis can 
be written in the GLS form, the plot covariance matrix is not the 
same at each stage (Thompson (1983)). 
Some methods of analysis differ only in the parameterisation 
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Table 1.7.1 	Plot Covariance Matrices and Error Laws for Various 
Neighbour Methods 
Plot covariance matrices are given by V, where V=I 
(I.'J1v)D(I_J/v) 
• Method 	Abbreviation 	1) Error Law Notes 
i) Incomplete block IB(k) Cy 2 (I+ 	B) 2a 2 plots 	in 1) 
with blocks of k same block 
2a 2 (1+ 	c 	1k) plots 
in different blocks 
ii) Covariance Coy 	• 
- 0 2 ( I_C(C 
	C) 	C') 11) 
iii) Iterated Papadakis IP(1) Cr 2 F 2 o2(1_ 
pX) 
 
with first neighbours 
iv) Iterated Papadakis IP(k) cI 	- aN1 _cL 2 N2....c k Nk) l iv) 
with kth neighbours 
v) Exponential 	Variance EV a 2((1- A )I+.xF) 2a 2(1- 	p 	 )  
 Errors 	in Variables EinV k( a I+( I- 	N1/2)' ) 22(l- xp  	) vi) 
vii) Linear Variance LV a 2( 1 	L) 2 2 (1+ 	x) vii) 
viii) Besag and Kempton BK k( 	I+& ) 2 a 2 	(1+ 	ipx) viii) 
ix) Nel der N a2(kI+2) - ix) 
x) Least Squares Smoothing LSS a2(I+lI 	+2) x) 






i i ) Columns of C are covariates. 
F(i,j)= ph-il 	O<i,j<(v+1) 
iii(i)=(1 	h-i l=m, 	O<m<(k+1), 	O<i,j<(v-i-1), 
(0 oterwise. 
F as in iii). 
Ni as in iv), 	c= 	p 2 ) 
	
= L2 , k= 2 
	
X(1+ p 2 ) 
	
1+ p 2 
L(i , j)=hijI 	0<i,j<(v+1) . 
A (i,j)= 0.5 i=j=1 or v , 	czl/p 	, k= G 2 
1 i=j , 	10<v 
-0.5 I i-il =1 
Error law depends on i+j as well as i-j 




of V and in the method of obtaining estimates of those parameters. 
For example, Patterson and Hunter's exponential variance (EV) model 
and Besag's errors in variables (EinV) model have the same plot 
covariance matrix. Similarly Williams' linear variance (LV) and 
Besag and Kempton's (BK) first differencing methods use the same 
Plot covariance matrix as each other, except for the additional 
blocking which is used in LV analysis. In fact the simplest 
version of LV analysis was developed as the limiting case of 
exponential variance analysis as p 	1 and the BK method as the 
limiting case of EinV as 2 s-'- 1. 	Iterated Papadakis analysis 
using first.neighbours (IP(1)) is also a special case of EV (with 
X=1) or EinV (with a =0). Provided the parameters of V are 
known, uniterated Papadakis analysis is a first order approximation 
to the iterated version. 
The plot covariance matrices show how the variance of the 
difference between two plots is related to the distance between the 
two plots. These 'error laws', given in table 1.7.1, are an 
important feature of the distance methods of neighbour analysis. 
Thus IP(1) fits an error law in which the correlations decrease 
exponentially and is equivalent to fitting .a first order AR 
process. The EV and EinV methods also have an exponential error 
law but part of the correlation between plots remains constant over 
distance. The correlations implied by an IP(1) analysis fall away 
more rapidly than do those for EV and EinV analysis. Empirical 
examination suggests that this - is also true for an IP(2) analysis. 
If the first two variances of differences of an EV and an IP(2) 
error law are equated, the remaining correlations for the IP 
analysis decrease more rapidly than would be predicted by an EV 
error law. 
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The LV and BK methods fit linear error laws which provide a 
suitable approximation to the exponential laws when the exponential 
parameter takes a value close to 1, provided that the trial is not 
too large. For large trials Williams (1985a) includes a 
modification of LV analysis in which a linear variance law is 
assumed to operate only within incomplete blocks. 
Wilkinson et al. 	(1983) state -that their method uses a 
non-stationary, smooth trend plus independent error model, a 
suggestion that was used later in the R and LSS methods. However, 
as several discussants pointed out, the advocated analysis would be 
equivalent to an IP(1) analysis or to fitting an 1R(1) error model 
if the parameter, b, were known. 
The other methods which are based on a smooth trend plus 
independent error model (R and LSS) are non-stationary and the 
error laws depend on the individual plot position as well as the 
distance between them. The variance of the difference between two 
plots for these methods increase as the distance increases but also 
increases toward the centre of each superbiock. An IP(k) analysis, 
with 01, does not, in general, fit a stationary error law unless 
some restrictions are placed on the values of the parameters of the 
plot covariance matrix. Draper and Faraggi (1985) have shown how 
Papadakis type estimators, which are actually IP(2) estimators with 
certain constraints on the parameter values, can be derived for 
various plot covariance matrices. 
The way in which the different methods use information from 
neighbouring plots is best seen by examining the form of the 
inverse of the plot covariance matrix. These matrices can all be 
expressed in the form: 
a 2 1 ®(I -a 1 Nl-a 2 N2-...) 
r 	v 
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where Ni is the ith vxvneighbour matrix within superbiocks, 
i.e. 	Ni(j,k) =1 if 	li-k] = i 	O<j,k<v+1 
0 otherwise, 
and some of the a parameters may be zero. 
1 
The elements of the Ni matrices are adjusted at the ends to allow 
for the varying ways in which the end plots are included in the 
analyses. A simple adjustment is available when the plots of each 
superblock are considered to lie on a torus so that plot v is 
assumed to lie next to plot 1 etc.. In this case the Ni are 
circulant matrices. The approximation is of little importance for 
large trials and does not affect the form of the inverse 
substantially. 
As the name suggests, IP(1) uses information from only 
the first neighbours of each. plot to construct the plot covariance 
matrix, and a =0 for 1>1. An IP(k) analysis uses information from 
1 
the first k neighbours of each plot and the parameters a , a ...a 
1 	2 	k 
are independent of each other. 
In contrast the other methods each use all the neighbours of 
each plot but there are various restrictions on the a 1 values. 
Once the first few ai are known the later ones are constrained to 
take particular values. The plot covariance matrices of LV, BK, R 
and LSS are all determined once a in known. The plot covariance 
matrix for EV and EinV contains an extra parameter and this allows 
the second neighbours to influence the values of all the later a 
The a. of methods v) to x) of table 1.7.1 form decreasing 
positive sequences, implying that the k+lth neighbours are forced 
to have less influence on each plot than are the kth neighbours. 
Under certain conditions the a parameters for a particular 
3. 
analysis are very small for i>c, for example with EV when 	x 	is 
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large and/or 	P is small. When this happens that analysis can be 
well approximated by a special case of an IP(c) analysis. 
1.8. Modelling 
When analysing a set of data the relevance of the model to the 
data being examined and to the questions being asked should always 
be considered. Depending on the type of results that are required 
from an analysis modelling can be thought of as of two types. 
These are statistical and mathematical modelling. 
Statistical modelling is descriptive and can be used to 
predict the future behaviour of a system if conditions remain the 
same as when the data were collected. Certain standard models, or 
variations of them are often found to give a reasonable description 
of the data. Any parameters in this type of model need not have a 
simple physical interpretation, although it is convenient if they 
do. As an example, consider modelling the yield of a field of 
wheat. A statistical model where the yield is taken to have some 
standard distribution may be found to describe the data reasonably 
well for descriptive purposes, even if there is no theoretical 
justification for its use. 
Mathematical modelling, on the other hand, is used when the 
physical properties of a system are modelled with the purpose of 
explaining the behaviour of the system. In this case the 
parameters of the model are interpreted to have precise physical 
meanings. The effect of changes in the values of the parameters on 
the behaviour of the system is the main interest. In the yield of 
a field of wheat example a mathematical model may include 
parameters to describe the fertility of the soil, the amount of 
rainfall, the orientation of the field etc. etc. and equations 
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relating the yield of a field to these parameters. 
Biological populations are extremely complex and we cannot 
hope to model them completely deterministically. Thus mathematical 
models of biological populations or systems often contain 
stochastic elements. Although, when written down, such models 
appear to be statistical, the level at which the modelling takes 
place and the use to which the results are to be put may still mean 
that the model is in fact mathematical. 
As an example in the neighbour analysis of field trials the 
stochastic models of Besag (1978) and Kempton (1982) may be thought 
of as mathematical models. These attempt to describe the way in 
which neighbouring plots are correlated in simple mathematical 
terms. The consequences of the assumptions are derived 
mathematically and the result's reinterpreted in terms of parameters 
of the original system. 
Patterson and Hunter's (1983) exponential variance model for 
the analysis of variety trials is a statistical model. The purpose 
of this type of model is not to describe the underlying processes 
but to provide an accurate description of the observed behaviour of 
the system. Patterson and Hunter's observed law is simply the 
aggregate of many unknown factors. 
The difference between the two approaches may be considered 
one of scale. The aim of a statistical model is to describe the 
observed behaviour of a system, whereas mathematical models attempt 
to describe the system by modelling the component processes at a 
lower, often unobserved, level. Many distinguished authors have 
discussed the use of the two types of model in the development of 
scientific theory (e.g. Curnow (1984), Finney (1984), Ripley 
(1984b)) and Ehrenberg (1975 chapter 20) quoted Einstein (1949) as 
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justification for using descriptive, statistical models: 
"... before a theory explaining a process can be tested that 
process must be known". 
Whichever approach is used the chosen model must be relevant 
to the questions being asked, either empirically or scientifically. 
1.9 Notation 
The following notation will be used throughout the thesis. 
Each individual trial is an experiment with design parameters: 
v is the number of varieties in the trial, 
r is the number of replicates of the complete set of varieties 
in the trial, 
n (=rv) is the total number of plots in the trial. 
For an lB trial 
s is the number of blocks used for each replicate, 
b (=rs) 	is the total number of blocks in the trial, 
k (=v/s) 	is the number of plots/block. 
For any trial 
y is the nxl vector of plot yields or other measurements in 
field plot order, 
X is the rsxv design matrix for varieties, written in field plot 
order, with elements 
x ii = 1 if variety j is on plot I 
0 otherwise 
T is the vxl vector of variety effects and is subject to the 
constraint: 
'I 
• -r. =0 
1 
The expected value of a vector w will be denoted by E(w) and its 
covariance matrix by Var(w). 
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Useful matrices are: 
the pxp identity matrix, 
J  : 	the qxq matrix of is, 
and common matrix operations and functions of a general square 
matrix A are: 
A' : 	the transpose of A, 
A : the Moore-Penrose generalised inverse of A, 
Tr[AJ : the trace of A, 
Ra[A] : the rank of A. 
Also, 0 denotes the Kronecker product of matrices. 
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CHAPTER 2 	THE ANALYSIS OF BLOCK DESIGNS 
2.1 Introduction 
Yates (1936a and b) introduced the lattice and balanced 
incomplete-block designs to allow for local variation in field 
trials involving a large number of varieties. Since then the 
techniques have been generalised to produce other, non-balanced lB 
designs and modified to suit the requirements of particular types 
of trials. 
In this chapter we describe the analysis of block designs, as 
applied to statutory variety-trials, with the dual purpose of 
describing current practice and introducing techniques that will be 
used in later chapters. A generalised least squares (GLS) analysis 
and an equivalent one which uses the method of fitting constants 
are described. Two contrasting philosophies underlying the 
analysis of such designs are also discussed. 
2.2 Terminology 
When there are many varieties in a trial the area of land used 
becomes large and is less likely to be homogeneous than a small 
area. The main motivation for the introduction of lB designs was 
to be able to account for a larger proportion of this variation 
than a CB analysis could do, thus increasing the precision of the 
estimates of variety differences. 
In NL and RL variety-trial work the 	particular 	design 
requirements are that: 
1) designs must be available for any number of varieties in 
any (small) number of replicates and for several block 
sizes, 
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designs should be resolvable i.e. 	the blocks must be 
arranged in groups so that each group of blocks contains 
a complete replicate of the varieties, 
all varietal comparisons are equally important and 
should 	therefore be estimated with 	almost 	equal 
precision. 
These requirements have led to the development and use of 
generalised-lattice designs. 
Resolvable designs have the advantage that they are easy to 
use, since they are indistinguishable from CBs in the field. They 
are also essential for administrative reasons. For example, a 
single replicate of the varieties laid side by side in the field 
may be more easily used as demonstration plots and for teaching 
purposes than if the different varieties were scattered around the 
field. Construction of lB designs to suit particular design 
requirements has been described by John (1980). 
We shall use the following terminology to describe an lB 
trial. The complete set of v varieties is called a replicate. One 
trial contains several replicates and the set of plots to which 
each replicate is applied is called a superblock. Each superbiock 
is divided into several blocks and each block contains several 
plots. The block structure of a design describes the internal 
structure of the experimental units that is present regardless of 
whether or not any differential treatments are applied to them. 
For an lB design the block structure is plots within blocks within 
superblocks. The treatment structure of a design describes the 
structure that is imposed on the design by the application of 
differential treatments. For variety trials the treatment 
structure includes only one factor: varieties. 
In chapter 6 it will be important to distinguish between an lB 
design and a randomization of that design. In that chapter we 
shall consider the validity, of the analysis of a trial with a 
different block size from that of the original design. When 
retrospectively imposing such blocks we use the word 'design' with 
no implications of any desirable properties, such as balance. 	The 
design simply specifies which varieties occur in the same block and 
the randomization is the particular ordering of the blocks, and of 
the plots within the blocks, that is used in the field. 
In this thesis we are mainly concerned with the analysis of 
field trials. 	However, the design, randomization and analysis of 
block designs are very closely linked (Nelder (1965a and b)). This 
will be illustrated in the following sections. 
2.3 The Randomization-Based Approach to the Analysis of lB Designs 
An appropriate model for the standard analysis of the results 
of an lB trial may be written: 
E(y)= p i+X 
Var(y)=V 	, 	 (2.3.1) 
where 
y is the nxi vector of field plot yields, 
X is the nxv variety design matrix, 
1 is the nxi vector of is, 
P is a parameter representing the grand mean, 
T is the vxi parameter vector representing variety effects, 
and 	T.0. 
1 
V is the nxn plot covariance matrix. This is determined by 
the randomization procedure for an lB design. 
For a valid analysis variety by plot interactions must be 
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negligible and the trial must be properly randomized. 
The main purpose of the analysis is to estimate varietal 
differences and to give the standard errors of these estimates. 
Randomization was first used to justify a particular 
covariance structure by Fisher (1935). He utilised it to make 
tests of significance. This approach, which we shall call the 
randomization-based approach, is explained in some detail as much 
of chapter 6 depends on it. 
The correct randomization procedure for an lB design involves 
allocating the treatments to the plots at random subject to a set 
of restrictions which depend on the block structure of the design. 
A randomization which satisfies the restrictions is said to be 
allowable (Bailey (1981)). For any block structure there is a 
- ±fi-n-i-te number of allowable randomizations. In terms of variety 
trials Fisher regarded the observed yield vector, in field plot 
order, as fixed. The yield of each plot is regarded as the sum of 
the average yield to be expected for that particular crop, site and 
plot, and the additional yield (positive or negative) due to the 
particular variety applied to that plot. 
As there are no variety by plot interactions, if there were no 
variety differences each plot could be regarded as having any one 
of the varieties applied to it. Hence the distribution of any 
given statistic over all possible allocations of varieties to plots 
(i.e. over all allowable randomizations), under the hypothesis 
that there are no treatment differences, may be calculated. If the 
value of the statistic for the observed randomization is in the top 
(or bottom) p/2% of this distribution the hypothesis that there are 
no treatment differences is rejected at the p% level. 
The purpose of comparative variety trials is not primarily to 
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perform 	a test of significance but to 	estimate 	varietal 
differences. However, the randomization distribution used for the 
significance test can also be used for estimation purposes. The 
observed yield vector, in field plot order, is considered to be one 
member of the population of all possible yield vectors that could 
have occured under different randomizations of the same trial, i.e. 
each member of this population is a different reordering of y. The 
number of allowable randomizations is finite and the entire 
population is known. Thus the form of the plot covariance matrix, 
V, can be calculated and used in the estimation process. 
2.4 The Randomization Procedure for lB and CB Designs 
One way of achieving the correct randomization of an lB trial 
is to allocate labels 1,2,...v to the v varietfesaid1abels 
1,2;...r to the r superblocks. A set of plot labels is then 
defined by the pair (variety,superblock). Plot labels take integer 
values in the range 1 to n, the ith plot label in superblock j 
being assigned the value i+(j-1)v, i1,2 .... v, j=1,2 .... r. 
Finally, a set of - block labels is required. If there are to be S 
blocks in each superblock, block q in superblock j is labelled 
q+(j-1)s, q=1,2,...s, j=1,2 .... r. Randomization then consists of 
allocating the variety labels to varieties and the plot labels to 
the field plots at random, subject to a set of restrictions on the 
allocation of the various labels. In effect, the field plots which 
are labelled plot 1, plot 2 etc. are chosen by a restricted 
randomization procedure and need not necessarily be neighbouring 
field plots. 
An lB design with k plots in each block (IB(k)) may be 
specified by stating which groups of varieties are to be in the 
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same block, i.e. have the same block label. 
Randomization of the design is then subject to the rules: 
randomize the plot labels within each block, 
randomize the block labels within each superbiock, 
randomize the superblock labels, 
randomize the variety labels. 
The variety assigned label p is then applied to the field 
plots assigned plot labels p, v+p, 2v+p, etc.. 
The correct randomization of a CB design is the same as the 
procedure described above except that the block size is equal to 
the number of varieties so that stage ii)is redundant. 
The randomization procedure for an IB(k) design ensures that 
the data can be divided into four orthogonal strata. Errors within 
each stratum are homogeneous and the plot covariance matrix, over 
the randomization distribution, may be written: 
I-B) 	 (2.4.1) 
where 
E i , i=0,1,2,3, are unknown variance parameters, 
and G, R-G, B-R and I-B are projection matrices that define the 
'strata' of the data. Of these, G is the projection matrix from 
the n dimensional space defined by the vector y onto the one 
dimensional space containing the contrast for the grand mean. 
Similarly, R-G is the projection matrix onto the r-1 dimensional 
space containing the contrasts between superblocks, B-R is the 
projection matrix onto the b-r dimensional space containing the 
contrasts between blocks within superbiocks and I-B is the 
projection matrix onto the n-b dimensional space containing the 
contrasts between plots within blocks. 
Nelder (1965a) showed how the randomization procedures for 
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various designs with 'orthogonal block structures' define the form 
of the plot covariance matrix, V. A simple example is given in 
section 2.5. 
Stage iv) of the randomization procedure above differs from 
the others in that it is concerned with the treatment structure 
rather than the block structure of the design. Randomization of 
the variety labels does not affect either the form of the plot 
covariance matrix or the strata of the data. When counting 
randomizations in section 2.5 and chapter 6 interest is in the plot 
covariance matrix and iv) is thus ignored. Stage iv) is useful in 
the design of series of trials and will not be considered further 
here. 
2.5 Example of the Construction of the Plot Covariance Matrix 
To illustrate how the randomization procedure for an IB(k) 
design leads to a plot covariance matrix of the form of 2.4.1 we 
consider a trial on 4 varieties in 2 superbiocks, each containing 2 
blocks of 2 plots each, i.e. with v=4, k=2, n=8 and r=2. 
Writing plot labels in field plot order some of the 128 







If y is the vector of plot yields in field plotThrder we may 
write: 
y=p 1+Xr P w m 
where 
,1,X and r are as defined in 2.3.1, 
w is the nxl vector of residual plot effects written in plot 
label order and is such that (IbJk)w=O, 
P 
m 
 is an nxn permutation matrix: 
1 if randomization m is such that plot label i 
P(i,j)= 	is assigned to field plot j, 
0 otherwise. 








0 0 0 0 0 0 0 .1 
The randomization distribution is the distribution of y over all 
allowable randomizations and 
E(y)= ul+XT +E(P w) 
M 
Var(y)=Var(Pw) 
If N is the number of allowable randomizations of the design, 
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bI 
E(Pw)=Y, P 	=Q 
In 	M-1—m— 
N 
since, over all randomizations, each plot label is assigned equally 
often to each field plot. In addition 
Var(Pw)= Y, PmWw'P 
N 
For this example N=128 and 
wiwl w1w2 . . . . . . . . . W 1 W8 
W2 	W2 
	. . . . . . . . . w w 
1 2 28 
128 Var(P w) = 
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a b c c d d d d 
h a c c  d d d 
c c a b d d d d 
= c c b a d d d d. 
d d d d a b c c 
: : :.  ; : c a b 
d d d d c c b a 
where 
	
a=16(w 2 +w2 .1.w 2 +w2 	2 	2 +W 2 	2  ), I. 	2 	3 	1 5 6 	7 8 
b=32(w 	 --w w +w w 	 ), 12 	3 L4 5 w -1-w 6 	7 w 8 
C16((W 1+w 2 )(w+w)+(w+w)(w+w)), 
d8((w 1+w 2+w 3+w)(w 5+w 6+w+w)). 
Thus, writing GJ 8 /8, 
R= 12 &1 4/ 4 , 
B=1 4 J 2/2, 
V may be written: 
VoG+i(R-G)+E 2 (B.R)+ 3 ( I-B) 
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where 
=a+( k-i )b+( v-k )c+( n-v )d=a+b+2c+4d, 
1 =a+(k-1)h+(v-k)c-vd 	=a+b+2c-8d, 
2=a+(k.-1)b-kc 	 =a+b-2c, 
=a-b. 
2.6 Estimation of Variety Effects and their Standard Errors 
Using 2.3.1 with V given by 2.4.1 an estimate of the treatment 
effects, T , can be found by a GLS analysis of the data. 
Of the four strata in V only two, the blocks within 
superblocks and the plots within blocks, contain information on the 
treatment effects. The intra- and interbiock estimates of 
treatment effects, 	and 	and variance parameters, 	2 and 
can be found by GLS analysis of (I-B)y and (B-R)y. 
For, from 2.3.1 with V given by 2.4.1, 
E((I-B)y)=(I-B)XT 
Var((I-B)y)= 3 (I-B) 
and the intrablock estimate of -r is 
=( (X  ( I_B)X)+X1( I-B)y. 
By equating the residual sum-of squares to its expectation we 
obtain the following estimate of 











and there is no information on variety effects in the other two 
strata, 1 and E l are set equal to 0. Writing =(B-R)+ 3 (I.-B), 
the combined estimate of the treatment effects is: 
T =(X'V X) X'Vy 
with 
Var( r)=(X'X) 
Nelder (1965b) presented this analysis in the more usual form 
of an analysis of variance table. 
2.7 The Method of Fitting Constants 
The method of fitting 	constants 	(FITCON) 	provides 	an 
alternative method of analysis of the results from an lB trial. 
This way of doing the arithmetic of the analysis has the advantage 
of not requiring the multiplication and inversion of large 
matrices. The technique was illustrated by Yates (1933 section 
5.24) and has been described in further detail by Finney (1980) and 
Patterson (1982). 
The intrablock analysis is obtained by fitting the model 
Yijk 11 + 	+ jj+ Tk + ijk 	' 
E( 	
k=0' Var( 
E..) =a 2 , lid 
i=1,2,...r, j=1,2, ... b, k1,2 .... v, 
where 
U is a parameter representing the grand mean, 
Yi is a parameter representing the effect of superblock 	i, 
is a parameter representing the effect of block j in ij 	
superblock I, 
T 	is a parameter representing the effect of variety k, 
by ordinary least squares subject to the constraints 	y =0, 
t] =0. 
The interblock analysis is obtained by treating the block 
effects as random variables and fitting: 
y.. 	U -1- y.+.+ -r 4-c. ijk 1 	ij k 	ijk 
where, now, E( .)=0, Var( 	.)= a , ild 
and E( Ejjk)=O, Var( Eijk )= 
CY2 
2 	iid 
and Cov( a . ., ci  )=0 ij 	jk 
2.8 Model-Based Analysis 
A contrasting approach to the randomization-based analysis of 
block designs is a model-based one. Under this approach the plot 
yields are supposed to be from some infinite population. The form 
of the distribution of the yields over this population is assumed 
to be known and is incorporated in the statistical analysis of the 
data. 
The standard model-based analysis for an lB trial is that of 
the normal-theory model. This model is the same as that used for a 
FITCON analysis with the additional requirement that all random 
variables follow a normal distribution. In this thesis the tern 
normal-theory model is . reserved for this particular model. Other 
analyses, such as a GLS analysis with a prespecified plot 
covariance matrix, V, and the various neighbour methods of analysis 
provide further examples of model-based analyses. 
The randomization-based and least-squares analyses of the 
normal-theory model for an lB design admit exactly the same 
49 
estimates of variety effects and their variances. In addition, the 
first two moments of the distribution of the statistic : treatment 
mean square (TMS) divided by error mean square (EMS), within each 
stratum, over the randomization distribution, has been shown to be 
closely approximated by the corresponding moments of the F 
distribution that the statistic would have if the plot errors were 
in fact normally and independently distributed (Welsh (1937), 
Pitman (1937), Mitra (1961) and Robinson (1983)). Thus, as far as 
computation of estimates of variety effects, construction of the 
analysis of variance (ANOVA) and performing tests of significance 
are concerned, choice of a randomization-theoretic or a 
normal-theoretic approach is academic. 
2.9 	Differences Between the Randomization and 	Normal-Theory 
Approaches 
Although the estimates of variety effects under the different 
approaches are the same there are differences in the interpretation 
of the results. In particular, the population over which 
inferences made from the result of an experiment hold is different 
under 	the different models. 	Under randomization theory the 
population is that of all possible randomizations of varieties that 
could have been applied to the particular plots used on that 
particular occasion. The relevance of inferences made over such a 
conceptual population to any wider population is not assured. 
Kempthorne (1955) and Harville (1975) are amongst those who have 
considered this problem. Under the normal-theory model the 
population over which inferences are valid is some wider but 
unspecified population. 
The requirements of the normal-theory model, in particular 
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that of equal variances, to which the results are the most 
sensitive (Cochran and Cox (1953)), must be taken on faith when 
using that model. The requirements cannot be justified on the 
basis of the one recorded observation. In fact, the assumptions of 
normality and uncorrelated errors are unrealistic over any real 
population for yields cannot take negative values and neighbouring 
plots are likely to be more similar than widely separated ones. 
Departures from the assumptions would lead to inefficient estimates 
of variety effects and affect the significance level for tests of 
hypothesis. Bailey (1981) discussed randomization in terms of 
allowable permutations of plot labels and compared the 
randomization and normal-theory models. 
	
The role of the physical act of randomization is 	also 
different for the different approaches. The randomization school 
would claim that, once a randomization procedure has been defined, 
the form of the analysis of the results from the experiment is 
determined (see e.g. Nelder (1965a and b), Bailey (1981, 1984)). 
Those advocating a model-based approach to the analysis of field 
trials would claim that randomization is not of such paramount 
importance. Under this approach randomization is regarded as an 
ancillary technique which is used so that no particular variety is 
favoured over any other; see Harville (1975) and Thornet (1982). 
In addition, once the randomization has been chosen the layout of 
an individual trial is known. A model-based approach would allow 
this information to be used, for example in an analysis of 
covariance, if it appeared appropriate. Strict adherence to the 
principles of randomization would not allow this; see, for 
example, Yates (1965) or Wilkinson and Mayo (1982). 
Rather than being 	contradictory 	the 	randomization 	and 
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normal-theory approaches to the analysis of field experiments may 
be considered as two different philosophies which result in the 
same 	estimates of variety differences. 	The fact that both 
approaches lead to the same estimates should not, however, be taken 
to validate either, or both, approaches. 	Each approach 	has 
weaknesses and the various neighbour methods of analysis seek to 
overcome some of these by using more realistic models. 
2.10 Desirable Properties of an Analysis 
a) Validity 
The validity, or unbiasedness, of an analysis is defined with 
reference to estimated variances of treatment differences and the 
population under consideration. 
Under an entirely model-based analysis the question of bias in 
the estimates of the variances of treatment 	differences 	is 
dependent on whether or not the assumed model adequately describes 
the data. Investigation of such matters can only be made through 
examination of similar sets of data and theoretical investigations 
of the robustness of a particular analysis to deviations from the 
assumptions. Such an investigation is made for a particular model 
in chapter 5. 
The more usual definition of the validity of an analysis is 
made with reference to a randomization-based approach. Grundy and 
Healy (1950) defined two criteria for validity under randomization: 
the strong criterion for validity is that the estimated 
variance of each treatment contrast should be unbiased 
under randomization, 
the weak criterion for validity is that the expected TMS 
and the expected EMS should be equal under randomization 
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if there are no variety differences. 
The weak criterion is - equivalent to the requirement that the 
estimated average variance of all variety differences should be 
unbiased. 
Nelder (1965a) showed how, for a wide range of designs, the 
form of a strongly valid analysis can be determined by the 
randomization procedure. Although the construction of an analysis 
of an experiment following Nelder is sufficient for validity it is 
not necessary for validity in the weak sense. One well-known 
counterexample is that of the validity, in the weak sense, of a CB 
analysis of an experiment that was designed and randomized as a 
lattice or a resolvable balanced-lB (Yates (1939b, 1940)). 
The validity under randomization of the techniques described 
in chapter 3 is examined in chapter 6. 
b) Efficiency 
The efficiency of an analysis of a resolvable design relative 
to a CB analysis is defined as the ratio of the average variance of 
all variety differences as estimated by a RB analysis to the 
average variance of all variety differences as estimated by the 
other analysis. 
In the case of an lB analysis the denominator is the average 
variance with the recovery of interblock information if this is 
appropriate. Writing M for the EMS from a CB analysis and 
M 	for k  
the intrablock EMS from the IB(k) analysis, the average variance of 
variety differences as a RB is 2Mjr. From section 2.6 the average 
variance of variety differences as an IB(k) is estimated as: 




and 	2 =v_l(MV_Mk)+Mk 
S-1 
An unbiased analysis is good if it has a high efficiency. 
C) Simplicity 
When the analysis of experimental results was first formalised 
by Fisher numerical calculations had to be done by hand or with 
very primitive calculating machines. Hence it was important that 
calculations should be short and simple. These requirements placed 
severe restrictions on the types of analysis that could be 
performed and influenced the way in which the theory developed. 
Nowadays most statisticians have access to very powerful 
computers which have many facilities on them. 	The simplicity 
requirement has largely been removed. 	However, a simple, yet 
valid, analysis may still be preferable to a more complicated one 
if, for little loss in efficiency, it is more robust or easier to 
interpret. 
54 
CHAPTER 3 	POSTBLOCKING AND PAIRBLOCKING 
3.1 Introduction 
In the previous chapter we introduced the concept of the 
efficiency of a general design as the ratio of the average variance 
of treatment differences under a CB analysis to the average 
variance of treatment differences under the analysis corresponding 
to the suggested des.ign. After a trial has been performed the 
efficiency of the design and analysis may be estimated as the ratio 
of the estimates of these quantities. However in the planning 
stage of a trial it may be that there are several possible designs 
to choose from and guidance is sought on which should be expected 
to be the most efficient. In this situation information on the 
efficiencies of the different designs for similar previous trials 
would be useful . Pearce (1983 section 10.4) mentioned the 
importance of the biometrician's role in constantly monitoring the 
statistics of her data and of carrying out 'postmortems' on 
individual trial results. Both of these techniques can provide 
useful information, for example that one particular design usually 
gives a greater efficiency than another, otherwise suitable, one. 
In variety-trial work, in which the number of varieties and 
replicates and the desire for a resolvable lB design are 
prespecified, the choice between designs becomes one of selecting 
the block size. This choice is based on previous experience and 
the aim is to achieve a balance between specifying blocks small 
enough to give a small EMS and yet large enough to provide 
sufficient degrees of freedom (dfs) for intrablock treatment 
estimation. Since the EMS of a trial designed in blocks of k is an 
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unbiased estimate of half the average variance of the difference 
between all pairs of plots within each block it would not be 
expected to vary with v. Hence information on how the EMS depends 
on the block size could be used to predict efficiency. 
In the present chapter we describe a method, developed by 
Patterson and Hunter (1983), of using data from previous trials to 
give information on the EMS that would have been obtained if the 
block size had been different. A refinement of Patterson and 
Hunter's method which enables the variability -of field trials to be 
investigated by the direct examination of the variance of the 
difference in yield of plots x apart, , is also described. 
Neighbouring plots tend to be more alike than those farther 
apart and a relationship between this variance and distance would 
enable us to say exactly how 'neighbouring plots tend to be more 
alike than those farther apart' and perhaps use this information in 
an analysis of the data. If plots which are close together are 
found to be highly correlated, incorporating this information into 
a neighbour type of analysis may result in more efficient estimates 
of variety differences than is possible from a standard block-
analysis. 
A further use of these error laws would be 'to give some 
justification for using one particular neighbour method rather than 
another. By comparing empirical values of 4 with those implied 
by the underlying models for the various analyses (section 1.7) 
the appropriateness of each method could be assessed. 
In sections 3.2 and 3.3 we present the relevant results and 
ideas of Patterson and Hunter (1983) which are developed further in 
later sections. The remainder of the chapter is used to describe 
and examine the new method of calculating 
0 
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From now on we assume a one-dimensional layout of plots within 
superbiocks. Artificial blocks are always imposed within 
superblocks. Differences in management of the superblocks of a 
trial sometimes occur and could affect the results if blocks were 
permitted to cross superblock boundaries. 
3.2 Postblocking 
To investigate the relationship between the EMS in blocks of k 
(MS(k)) and k, Patterson and Hunter (1983) developed a technique 
which they called postblocking and used it on the cereal data 
described in section 1.4. The sole purpose of this analysis was to 
investigate the error structure of the data. Varietal differences 
were not being examined. Other uses of postblocking, such as for 
estimation of error of individual varietal diffrefie in small 
blocks, will not be considered in this thesis. 
To use the technique of postblocking, for each block size 
k=2,3,...16, blocks are imposed on the trial by subdividing each of 
the superblocks into s blocks of k adjacent field plots each, the 
first block starting in the first field plot of each superblock. 
If k is not a factor of v the remaining plots are omitted from the 
analysis. The analysis proceeds as if the trial had been 
randomized as an IB(k) design and an estimate of the within block 
EMS in blocks of k is obtained. 
The procedure is repeated 'with the imposed blocks starting on 
each of field plots 2,3...k. Each analysis will be called one pass 
of the data. 
A final estimate of MS(k) is then obtained as the mean of the 
k calculated EMSs weighted by their dfs. 
A flow chart of this procedure is given in figure 3.2.1 and 
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examples of the passes required for various block sizes for a trial 
on 8 varieties are given in figure 3.2.2. 
K=2 I 
Analyse as an IB(() with 
blocks starting in 
field plot P 
~ P& -, 
Calculate weighted mean 
of the EMSs 
Print resultsl 
K=K+1 *  016 STOYP 
Figure 3.2.1 Flowchart for postblocking an individual 
trial in blocks of up to size 16. 
I 	
i 


















Figure 	3.2.2 Example of the passes required for 
postblocking a trial on 8 varieties in a) blocks of 3 
and b) blocks of 4. Each superblock is postblocked in 
the same way. 
The design assumed for each pass is determined by the way in 
which the imposed blocks partition the original randomization. 
This design will not, in general, have any structure or 
advantageous properties that could be used to simplify the 
analysis. Variety means that are calculated from fewer than r 
plots are appropriately adjusted by the FITCON analysis. 
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3.3 Patterson and Hunter's Results 
Average results of calculating MS(k) 
31 k=2,3 9,...16, by the 
method of the previous section, for the 166 cereal (VCU) trials 
described in section 1.4, are reproduced in table 3.3.1 (Patterson 
and Hunter's table 4) and figure 3.3.2 is a plot of these points. 
Having calculated the MS(k)s Patterson and Hunter wished to 
summarise the relationship between MS(k) and k for cereal trials by 
fitting an equation to the results. 	This would remove the 
necessity of storing a table of the results. 	Unless there are 
theoretical or physical reasons for fitting a particular form of 
curve to a set of data the choice of the type of curve to be used 
is bound to be subjective to some extent. As long as a curve 
provides a good fit to the data the relationship is 
well-summarised. 	The mathematical form of that 	curve 	is 
unimportant. 
Patterson and Hunter chose two different equations to fit to 
their mean-squares (MSs), one being an exponential MS law and the 
other they called the exponential variance (EV) law. 
The exponential MS law was suggested by the inspection of a 
plot of the data (figure 3.3.2). The EV law relates the average 
variance of the difference in yield between plots x apart, 2 , to 
x. Provided that the correlation between two plots depends only on 
the distance between them the relationship between the expected 
MS(k) and is: 
E(MS(k)) = 2 :: (kx) x . 	 ( 3.3.3) 
k(k-1) 
For example, each block of four plots contains three pairs of 
plots which are a distance one apart, two pairs a distance two 
apart and one pair a distance three apart and the expected value of 
M. 
Table 3.3.1 	Calculated and Fitted Values of MS(k) Averaged 
Over 166 Cereal Trials (t/ha)2 
Expected MS on Error Law 
Block Calculated Exponential Exponential 
Size MS(k) MS Law Phi 	Law 
2 .066 .066 .066 
3 .069 .069 .069 
4 .072 .071 .072 
5 .075 .074 .074 
6 .077 .076 .077 
7 .079 .079 .079 
8 .081 .081 .082 
9 .083 .084 .084 
10 .086 .086 .086 
11 .088 .088 .088 
12 .091 .090 .091 
13 .093 .092 .093 
14 .095 .094 .095 
15 .097 .096 .097 
16 .099 .098 .098 
V* .130 .129 .130 







Figure 3.3.2 	Values of MS(k) 
Aver-aged Over 166 Cereal Trials 
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LA 	 0 	1 V 	I 1% 	10 
Block Size (k) 
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MS(4) is: 
E(MS(.)) = 31+2+43 
6 
The EV law: 
1 
MS(k) = 	2) 	(k-x) lp  
L 	k(k-1) 	I 
was suggested by assuming that the relationship between 	and x 
was an exponential law, c 	= a2 (1_ xpX ), and using 3.3.3 to derive 
the corresponding law for the MS(k)s. This law is widely used in 
other applications of distance laws such as geostatistics (see, for 
example, Clark (1979)). 
A simple theoretical interpretation of the EV error-law was 
mentioned by Patterson and Hunter (1983). Thus, if the error on 
any given plot was regarded as the sum of a first order 
autoregressive 	(AR) component and an additional white noise 
component, the parameters of the EV. law could be interpreted as: 
a2 the total variance per plot, 
A 	the proportion of the total variance attributable to 
the AR component, 
XP the correlation between neighbouring plots. 
Besag (1977) has used error models of this type in the 
analysis of field data. However, our interest is not in using a 
theoretically-based model or in assigning a physical interpretation 
to the parameters. For convenience, the parameters of the EV law 
are sometimes refered to by the above names, but of prime 
importance is the relationship between the semivariances, O
X , and 
distance, x. Two exponential laws with different parameter values, 
or any other error laws which predict similar semivariances over 
the range of interest are equally appropriate. / 
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Graphs of t<  against x for various values of a 2 , A and p 
are given in figure 3.3.4. a 2 gives the value of the asymptote and 
a 2 (].. A) gives the value of O X when x=0. p indicates the amount 
of curvature on the graph and is given approximately by: 
f 	2n-i-i- n+1 
- 	 ) 
where 2n+1 is the number of points (equally spaced) on the graph. 
Under either law Patterson and Hunter found the estimates of 
4 to be serially correlated and therefore included an AR error 
component in the fitted equation. Patterson and Hunter fitted the 
above curves to the MS(k), k=2,3...16, results given in the second 
column of table 3.3.1 using a second order AR error term. They 
obtained the equation: 
MS(k) = .165 
for the exponential MS law and the equations: 
MS(k) = .209 1 - .725(2 : (k x )( . 942)x 
k(k-1) 
and 
= .209 ( 1 - 	.725 (.942)x) 	 (3.3.5) 
( .031) 	( .036) ( .015) 
for the EV law. 
Figures in brackets are estimates of the standard errors of 
the parameters. The standard error for A is different from that 
of Patterson and Hunter (1983) due to a correction in the computer 
program. No standard errors were quoted for the exponential MS law 























Figure 3.3. 4 y 	 A 	) for Varying r. A and jo 
Varying X 	• ' = 0.5 . 	= 0.9 Varying p • 	0.5 	A = 0.7 
x 
2. 
vary iriq 	A 	0.7 . P = 0.9 
rA 
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their work. 	The fitted values of MS(k) under these two laws are 
also given in table 3.3.1 and are seen to give a very close fit. 
These nonlinear curves were fitted using a BASIC program 
written for a PET microcomputer and using a iterative method of 
curve fitting (see, for example, Williams (1959) section 4.3) 
together with fitting a correlated error structure by regression 
(Box and Newbold (1971)). The method is described in appendix A 
and the use of an AR error term is discussed in section 3.7. 
3.4 Pairblocking 
In this section we describe a refinement of a postblocking 
analysis. This method, which we shall call pairbiocking, provides 
direct estimates of 
X 
if every plot was given the same treatment, as in uniformity 
trials, the variance of the difference in yield between plots 
distance x apart could be estimated simply as: 
E 	(_y, - y . 	2 2 
4I 
where Yij is the yield of the ith plot in the jth superbiock. 
However, in a variety trial each plot within a superblock receives 
a different variety. 	The difference between the yields of plots 
distance x apart is thus partly due to the difference in varieties 
and partly due to an error component which may depend on the 
distance apart of the plots; i.e., using the usual additive model, 
yy+ 
= T(_ T(j7~xjf E. 	
- 	
unless T ( . ) t (i 
where Ti is the true yield of the treatment applied to' the ith 
field plot. 	Pairblocking provides a method of estimating the 
semivariances, &< , even 	in 	the 	presence 	of 	differential 
treatments. 
M. 
The usual technique for removing that part of the variability 
within a trial which is due to differences in the variety effects 
is to use an ANOVA. The intrablock EMS from an ANOVA of a blocked 
trial provides an estimate of half the average variance of the 
difference in yields between all pairs of plots within a block. If 
the yields of neighbouring plots are correlated this is not the 
same as the average variance of an observation. In particular, if 
each block contains only two plots the EMS from the ANOVA provides 
an estimate of half the variance of the difference between the 
yields of the two plots i.e. of i . If blocks of size two were 
used but the component plots of each block were x plots apart the 
EMS would estimate t.  This idea is exploited in the refined 
method of calculating p )( 
As in postblocking the results of a trial are analysed several 
times but, instead of increasing the block size from analysis to 
analysis, blocks of size two are • retained throughout and the 
component plots of the blocks are moved further apart. 
For example for a trial on four varieties the EMS from an 
analysis in blocks of two with the component plots one apart (see 
figure 3.4.1) estimates P. 
Plot 	 1 	2 	3 1 4 
Figure 3.4.1 One superblock of a trial on 4 varieties with the 
plots of blocks of two a distance 1 apart. Plots 
in the same block are linked by a curved line. 
that from an analysis in blocks of two with component plots two 
67 
apart (figure 3.4.2) estimates 
Plot 1J2 	3 l  t L~ 
Figure 3.4.2 One superblock of a trial on 4 variaties with the 
plots of blocks of two a distance 2 apart. 
etc. 
Thus, by appropriate definition of the blocks, a standard 
intrablock lB ANOVA can be used to estimate q directly. 
Both postblocking and pairblocking involve analysing the 
results of a trial in blocks other than those of the design. The 
validity or otherwise, under randomization, of such an analysis 
depends on a relationship between the set of randomizations of the 
actual design and the set of randomizations of the design used in 
the analysis. An important theorem which shows that the 
postblocking or pairblocking of a CB design is valid under 
randomization is proved in chapter 6. The conditions under which 
the postblocking of an LB design is known to be valid under 
randomization are also described in that chapter. 
Appendix B contains a flowchart of a FORTRAN program written 
to perform a pairbiocking analysis and some relevant notes and 
examples of the output produced. 
When performing an LB analysis each plot is taken to lie in 
only one block. Thus, in calculating serial correlations in this 
way some of the information about o x is lost. For example, in the 
analysis corresponding to the blocks depicted in figure 3.4.1 the 
information given by the difference in the yields of plots 2 and 3 
is not used to calculate the intrablock EMS. Some of this 
information can be retrieved by making two passes of the data, one 
starting in plot 1 of each superbiock and the other starting in 
plot x+1 (see figure 3.4.3). 	This is similar to the multiple 
passes used in postblocking. The two estimates of 	are then 
weighted 	by their dfs to form a combined 	estimate. 	The 
consequences of this procedure are examined in section 3.5. 
Pass 
2 
Figure 3.4.3 One superblock of a trial on 12 varieties - 
the two sets of blocks used for the different passes of the 
data when the plots of each block are a distance 3 apart. 
When x is large many plots are omitted, from the analysis, 
particularly on the second pass when at least x plots are omitted. 
As in postblocking omitted plots can be allowed for by a FITCON 
analysis (section 2.7). 
Since fewer of the data are used in calculating 0 	when x is 
large than when it is small the estimates of 0 	 for large x are 
likely to be more variable than for small x. 	There are also 
theoretical reasons to expect 	for large x to be more variable 
than for small x (see section 3.7). 	In addition, when a large 
proportion of the data is omitted the remaining data will usually 
be very unbalanced resulting in more iterations of the FITCON 
procedure being required. For reasonably large trials this could 
substantially increase the time taken -to calculate all possible t 
values for little 	additional 	information. 	The 	time-series 
literature recomends that when calculating serial correlations 
there is little point in calculating values for distances greater 
than about a quarter of the number of observations in the series 
(see, for example, Chatfield (1980)). It seems reasonable to apply 
a similar rule to the estimates of semivariances. 
3.5 Investigation of the Weights to be Assigned to the' Two 
Estimates of 4, 
Provided there are sufficient df, each analysis with plots x 
apart produces two estimates of < , one from each pass of the 
data. ' Unlike postblocking however, the dfs of the two different 
estimates may be very different from each other, with one 
occasioralJybe4ng less than a quarter of the other. 
Weighting of the two estimates by their dfs is suggested by 
normal-law theory under which the error sum of squares has a 
chi-squared distribution and hence its variance is proportional to 
its df. If the two estimates were independent the best linear 
unbiased estimator (BLUE) would be the mean of the two estimates 
weighted inversely by their dfs. Clearly, from the method of 
calculation, the two estimates should not be expected to be 
independent and the effect of a correlation between them requires 
investigation. If results are averaged over many trials the 
increase in precision to be gained from using a correct weighting 
of the two calculated values of is likely to be only a small 
proportion of the total variation in the system. The weighting 
could, however, be important when examining the error structure of 
a single trial. 
Suppose that the two estimates of 	are 	and 42 , where 
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4' is the estimate with the 1argey. df. This will usually be the 
estimate from the first pass of the data. 
Writing 
Var( 	 vi<=v2 
Corr(41,42)= 	, 
by minimising Var(aq'+bq 2 ) subject to a+b=i, the BLUE of 	is 





If d1' and d2q 2 are distributed as 	X 2 on di and d2 dfs 
respectively m, the ratio of the variances is known. Howevér,' 
since 	, the correlation between 4' and 	2, is not known the 
estimator Ti is unusable. 
Some possible approximations to 11 are: 
12 = v2 1 +vi 2 	= 	2 
vi+v2 	 li-rn 
which does not allow for the correlation between ' and 
2 	(This is the estimator described above). 
T3 = 	01 
resulting from a single pass of the data, 
and 
T4 = (v 2-c[viv 2 )' +(vi-cjv1v2) 2 
vi+v 2-2c,Jvlv2 
where c is an estimate or guess at the value of E . 
The variances of these estimators as a proportion of vi, the 
71 
smaller individual variance, for different values of m, E , and c 
are given in table 3.5.1. The table gives the variance of T4 as a 
percentage of vi. Ti, 12 and 13 are the special cases of 14: 
11=14 with c= E so that 	lOOvar(Ti)/vi is given by the 
leading diagonal elements of the table, 
12=14 with c=0 and 100var(T2)/v]. is given by the first 
column of the table and 
13=14 with c= Jv2/v1=1/Jj 	so that 100var(13)/v].=100. 	- 
If m=1 i.e. vi=v2 then 11=12=14 so that, regardless of the 
value of E, all except 13 are equally efficient estimators. As m 
increases, though, the difference between the BLUE, Ti, and the 
other estimators increases. 	A value greater than 100 in table 
3.5.1 implies that var(13)<var(T4). 	If E is large 12 is a less 
efficient estimator than 13. 	However we could always do better 
than use T3 by using 14 with an appropriate choice of c, i.e. such 
that c is approximately equal to or slightly less than E. 
Estimator T4 is clearly better able to approximate Ti than 
either of the other possibilities. However the increase in 
efficiency due to using it will depend on the true value of E and 
finding a method, or giving a rule, for choosing c. Unless both 
1/rn and E are very large 14 will not give a substantial increase in 
efficiency over the simpler 12 or 13. 
Guidance on the value of m for cereal yield data can be 
obtained from the analysis of the cereal VCU trials described in 
section 1.4. The value of m depends on the number of varieties in 
the trial, the distance apart of the plots of each block, x, and 
the layout of the varieties within the superblocks i.e. on the 
randomization used and is given by: 
Table 3.5.1 Variance of the Estimator 14 as a Percentage of vi 
for Different Values of m, c and 
m=i.0 
C 
0.0 	0.1 	0.3 	0.5 	0.7 	0.9 
0.0 50.0 50.0 50.0 50.0 50.0 50.0 
0.1 55.0 55.0 55.0 55.0 55.0 55.0 
0.3 65.0 65.0 65.0 65.0 65.0 65.0 
0.5 75.0 75.0 75.0 75.0 75.0 75.0 
0.7 85.0 85.0 85.0 • 85.0 85.0 85.0 
0.9 95.0 95.0 95.0 95.0 95.0 95.0 
m=0.6667 
0.0 0.1 0.3 0.5 0.7 0.9 
0.0 60.0 60.0 60.4 62.3 71.9 199.2 
0.1 65.9 65.9 66.1 67.5 75.6 187.8 
0.3 77.6 77.5 77.3 77.9 82.8 164.9 
0.5 89.4 89.1 88.6 88.2 90.1 142.1 
0.7 101.2 100.8 99.9 98.6 97.4 119.3 
0.9 112.9 112.4 111.1 108.9 104.7 96.5 
m=0,5 
C 
0.0 	0.1 	0.3 	0.5 	0.7 	0.9 
66.7 66.8 68.0 73.3 98.1 328.2 
73.0 72.9 73.5 77.6 98.3 301.0 
85.5 85.1 84.6 86.1 98.9 246.7 
98.1 97.3 95.7 94.6 99.4 192.3 
110.7 109.6 106.8 103.1 100.0 138.0 
123.2 121.8 117.9 111.6 100.5 83.6 
m=0.2 
C 
0.0 	0.1 	0.3 	0.5 	0.7 	0.9 
83.3 83.8 88.9 106.9 162.7 360.2 
89.5 89.1 91.8 105.4 152.1 325.5 
102.0 99.9 97.7 102.5 131.0 256.2 
114.4 110.7 103.5 99.6 110.0 186.8 
126.8 121.4 109.4 96.7 88.9 117.5 

















where 	r 	is the number of superbiocks in the trial, 
Pi , 1=1,2, is the number of plots/superbiock used in the 
ith pass of the data, 
and 	w.,, i=1,2, is the number of dfs for treatment in the ith 
pass of the data. 
The range of values of m plotted against x for those sizes of 
trials for which there were 8 or more cereal trials are shown in 
figure 3.5.2. 	For each size of trial the value of m tends to 
decrease from slightly less than 1 to a minimum at approximately 
v/6 and then increases again. Small values of m occur at values of 
x for which a large number of plots are omitted from the second 
pass of the data. The minimum value of m tends to be smaller for 
large trials and in 15 of the trials values of m less than 0.2 were 
recorded. These were all for large distances apart in large 
trials. 
Information on the, correlation between 	and 
42 	
is more 
difficult to obtain. 	Empirical correlations, calculated from the 
cereal yield data, would contain at least two components: 	the 
correlation that we are interested in and a correlation due to 
trial to trial variation. Expected correlations between 	q 	and 
if there were no differential treatments applied to the trial 
and plot errors followed a particular law can be calculated. These 
could give some indication of the order of the correlations that 
may be expected in the cases when varieties are present in a trial 
Using an exponential error law, as found by Patterson and Hunter 
(1983), calculated values of these correlations for trials 
containing up to 80 plots per superblock were always less than 
V= 44 No. nP Tr-jf!21 	22 
Distance Apart () 
V= 53 No. of Tninlm= 12 
Distance Apart (x) 
Figure 3. 5. 2 Range of rn for Various Numbers 
of Varieties (v) 
V= 38 Na- of T,-11 	R 


























V= 62 No. of Trials= 9 
Distance Apor't. () 
V= 63 No. of Tnials= 9 
Distance Apart () 
75 
Figure 3. 5. 2 Range of m for Various Numbers 


















0.35. Only when plots in the blocks were a distance one apart 
(x=1) were the correlations greater than 0.3. 
From table 3.5.1 a correlation of 0.3 results in 12 being a 
less variable estimator for f<  than 13 provided in is greater than 
approximately 0.2. In that case little is to be gained by using 
14, with c=0,3, over 12, the reduction in the variance of the 
estimator being only 4% of vi. 
Thus, with the values of m found in the cereal VCU trials 
which were designed in lBs and a correlation of 0.3, there is 
little advantage in using the more complicated estimator T4 instead 
of the best of the simpler 12 and 13. For small distances apart, 
when the ratio of the error dfs on the two passes is close to 1, a 
combination of the estimates of from the two passes of the data 
by their dfs, T2, is more efficient than using the result of a 
single pass of the data, T3. Conversely, for very large distances 
apart, when the second pass of the data tend to have only a few dfs 
for error, the estimate of from a single pass of the data is 
slightly more efficient than using a weighted combination of the 
results of the two passes. This should be expected since the small 
number of dfs for error in the second pass of the data indicates 
that the estimate from that pass is very variable and hence should 
not be assigned much importance. When the number of dfs from the 
second pass is much smaller than that from the first pass, i.e. 
when m is very small, estimators T2 and 13 are very similar. 
The rule that was finally used for weighting the two estimates 
in the calculation of 4' >< for the cereal VCU data was: use T2, the 
mean of the estimates weighted by their dfs, unless the smaller 
error df < 4, in which case use 13, the result of a single pass of 
the data. 
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3.6 Investigation of the Variances of and Correlations Between 
Successive Estimates of 
Successive estimate of 	q 	or MS(k) are likely 	to 	be 
correlated. We can obtain an indication of the size of the 
correlations by calculating the expected correlations between 
semivariances when there are no variety effects and the plot yields 
have a known distribution. By analogy with time-series methodology 
the semivariances, 4 , for a single row of N plots would then be 
estimated by: 
2 
(y-y) 	= 	y'A y 	say. 
N- x -1 
If E(y)=0 and Var(y)= cy 2 V then the covariance between 	and c 
is given by: 
2 
G4 
Tr[A x z VA V] 
(Graybill (1983), section 10.9)) 
and the correlation between 	and 	could be estimated by: 
Tr[AVAVJ 
Tr[(AV) 2 ]1r[(AV) 2 ] 
A more enlightening form of the covariance between 	and 
is obtained from first priciples. For example, consider a row af 4 
plots with yields y, i=1,2,3,4, and plot covariance 	matrix 
V=(v). The covariance between 	and 02 is calculated from all 
the differences that contribute to the estimates of 0 1 or 42 
i.e. 
(yl-y2) 	(y2-y3) 	(y3-y4) 
(yl-y3) 	(y2-y4) 
ME 
and is given by: 
2. 
	
Cov( 	 = Cov[ t (y.'y, 
i2 	
5' 
3 	 2 
\2 , =1 	 Cov[(y. -y1 
	
(yy 	)2] . 1 
j 	j+2 
3.2 
The covariances are obtained by repeated application of the result: 
Cov[(y -y )2 , (y -y )2 ] = 2a (v -v -v .+v )2 
P q 	r s 	 pr qr ps qs 
The expected value of the error MS in blocks of k is a linear 
function of successive t'><  values (3.3.3) and the covariance and 
correlation matrices for the MS(k)s can easily be calculated from 
the covariance matrix of the 4s. 
We have calculated these correlations for various numbers of 
plots when the yields have an EV error law and with various values 
of A and p . Figure 3.6.1 shows the correlations between 
and 	for x and z in the range 1 to 15, for N=20 and N=100, when 
X=0.7 and 	P=0.9. Entries on the leading diagonals of these 
matrices are the variances of 	. 	Figure 3.6.2 gives the 
corresponding results for the MS(k)s, for k in the range 2 to 16. 
Figure 3.6.1 shows that the expected variance of 	increases 
dramatically as x increases, especially for the smaller trial. 	As 
might be expected the correlation between 	O x and O z tends to 
increase down the diagonals, i.e. as z increases for fixed z-x. 
Thus, for example, the correlation between qj and q 2 is less than 
that between 0 9 and 	. The correlation between 	and 0 for 
small values of z are reasonably small, and decrease as x 
increases, but are very large when both x and z are large. 
Correlations tend to increase as the number of plots increases. 
Similar patterns 	are 	observed 	in 	the 	variances 	and 
correlations of the MS(k)s, but the changes are much less marked. 
Figure 3.6.1 Cont. 
i i ) N = 100 
37* 
6656 	51 
5822 7463 	69 
5090 6740 8095 	94 
4479 6083 7494 8556 	125 
3981 5516 6926 8057 8882 	163 
3576 5034 6414 7567 8462 9112 	206 
3247 4627 5963 7109 8035 8752 9277 	255 
2976 4283 5568 6691 7623 8375 8963 9396 	307 
2752 3991 5223 6315 7237 8002 8625 9118 9486 	363 
2564 3740 4920 5976 6881 7645 8285 8813 9236 9553 	422 
2405 3524 4654 5673 6554 7308 7952 8499 8956 9326 9606 	483 
2269 3337 4419 5400 6255 6994 7634 8188 8665 9068 9397 9647 	545 
2152 3172 4210 5154 5982 6703 7333 7886 8372 8795 9156 9453 9680 	608 
2051 3028 4024 4933 5733 6433 7049 7597 8085 8518 8900 9228 9499 9707 
* Diagonal entries are variances x 10 
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Figure 3.6.2 Cont. 
i i ) N = 100 
37* 
9542 	35 
9020 9817 	36 
8523 9489 9891 	39 
8055 9111 9656 9924 
7616 8720 9361 9745 
7206 8332 9038 9508 
6826 7957 8707 9240 
6476 7602 8380 8960 
6155 7269 8063 8678 
5861 6958 7762 8401 
5592 6671 7478 8133 
5347 6405 7211 7878 
5123 6160 6962 7636 
4919 5934 6731 7407 
43 
9942 	47 
9801 9955 	52 
9608 9841 9964 
9386 9682 9870 
9148 9496 9738 
8906 9294 9582 
8664 9086 9410 
8429 8876 9230 
8201 8668 9047 
7983 8466 8864 
58 
9970 	64 
9893 9975 	70 
9782 9911 9979 	78 
9649 9817 9925 9983 	85 
9502 9704 9845 9936 9985 	93 
9346 9577 9747 9868 9945 9987 	102 
9186 9441 9637 9783 9886 9953 9989 	111 
* Diagonal entries are variances x 10 
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In the 20 plot example the variance of MS(16) is approximately 3 
times that of MS(2) compared with the variance of being 30 
times that of 4i. Correlations between the MS(k)s are higher than 
those between the Os and the MS(k)s are in general very highly 
correlated, even the correlation between MS(2) and MS(3) being 
greater than 0.95. A reduction in the value of A or p has the 
effect of decreasing the range of the variances and reducing both 
the magnitude and range of the correlations. 
3.7 Implications for Calculating qand for Curve Fitting 
The correlations of the previous section were calculated from 
a single row of N plots when there were no differential treatments 
applied. Those results give some qualitative indication of the 
correlation to be expec-tet—between 4 < values calculated in the 
presence of differential treatments and thus have implications for 
the calculation and interpretation of O x values. 
Firstly, note that although the covariance matrix of the 	0 >< s 
(or the MS(k)s) is affected by averaging 4 values over several 
independent trials of the same size, the correlation matrix is 
invariant. Hence the correlations in figure 3.6.1 are equally 
relevant to P <  values averaged over several superblocks of one 
trial or over many trials all of the same size. The effect of 
averaging over trials containing different numbers of varieties 
would be to estimate a correlation between those for the individual 
trials. 
Highly correlated 	values imply that the information about 
the form of the relationship between 	and x that is contained in 
one point, given the previous point, is not the same as it would be 
if the values were independent. In general, examination of a plot 
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of y against x when the observations are correlated, with the aim 
of identifying the form of a relationship between y and x, can be 
very misleading unless the variance of y is small. A high 
correlation implies, for example, that if by chance one point is 
higher than expected then the next point will also tend to be. 
When the variance of the observations is very small, so that all 
the points lie very close to the true line, the correlation 
structure is not as important. 
Once a relationship between y and x is identified, or if the 
form is known from sources other than the data, fitting a curve 
ignoring any correlations will lead to an unbiased estimate of the 
parameters of the curve. The standard errors of these parameters 
could however be severely mis-estimated. The same is true if 
unequal variances of the y values are ignored in the fitting. 
When fitting an EV curve to the MS data Patterson and Hunter 
allowed for correlated errors by the inclusion of a second order PR 
error term and noted that: 
	
"This refinement made 	little 	difference 	to 	the 
estimated constants but substantially and appropriately 
increased the standard errors". 
Whether or not these standard errors are appropriate depends on how 
well an AR(2) process, which implies exponentially decaying 
correlations, can approximate the true error structure of the data. 
The correlations of figure 3.6.2 do appear to decay roughly 
exponentially indicating that an PR error model could provide a 
reasonable approximation. Such a model would not however allow for 
the increasing correlations down the diagonals. 
The correlations between c 	values (figure 3.6.1) decay more 
rapidly than exponentially and the increases in correlations and 
variances down the diagonals are too large over the range of x from 
1 to 15 to approximate the error structure by a simple AR process. 
The use of lid errors is clearly not appropriate either. One 
possible alternative would be to use an error structure based on 
the variances and correlations of figure 3.6.1. For example, one 
approach would be to estimate x and p by fitting a curve with 
iid errors, use those values to calculate the correlation matrix as 
in section 3.6, and then to recalculate values of A and p by a 
GLS analysis employing the calculated covariance matrix. The 
process could then be iterated until the values of A and p 
stabalise. The consequences of such a procedure would need careful 
examination before being used. 
A simpler approximation would be to use weighted least-squares 
fitting. This would aim to stabilise the variances of the 
values but would not allow for the correlations. 
The high correlations and complicated error structure of 
figures 3.6.1 and 3.6.2 indicate the importance of basing error 
laws on results averaged over many trials rather than on individual 
trial results. This is particularly important if estimates are 
required of 4 for large x, or of MS(k) even for moderate block 
sizes. 
Correlations between successive q 	values are substantially 
smaller than those between successive MS(k) values. This suggests 
that, in addition to the ease of interpretation of values in 
terms of serial covariances, plots of empirical semivariances 
should be more directly interpretable than corresponding empirical 
MS(k) plots. plots would also be expected to be more variable 
and less smooth than MS(k) plots. 
CHAPTER 4 APPLICATION OF THE PAIRBLOCKING ANALYSIS 
4.1 Introduction 
In this chapter we present the results of pairbiocking the 166 
cereal NL(VCU) trials described in section 1.. In sections 4.2 
and 4.3 the results averaged over all trials are examined and in 
section 4.4 we look at the spring barley and winter wheat results 
separately. In section 4.5 the information obtained is used to 
give an approximate answer to the question raised in section 3.1 of 
optimum block size in cereal NL(VCU) trials. 
Having examined the error law for a particular type of field 
trial data it is of interest to consider whether similar laws hold 
for results from other variety trials. Herbage DUS data are very 
different from cereal VCU yield data. - For example,. the crop, plot 
sizes, variates recorded and trial designs are all-different. The 
extent to which neighbouring plots are correlated may be expected 
to depend on any of these factors and the correlation structure 
could consequently be very different from that found for cereal 
yields. In the remainder of the chapter we examine the correlation 
structure and the use of error laws for the perennial ryegrass DUS 
data described in section 1... The implications of the results for 
the design of herbage DUS trials are considered in section 4.10. 
Conveniently for our purposes the herbage DUS trials were all 
designed in CBs and hence the validity, under randomization, of the 
pairblocking method of calculating the q curve for those data is 
ensured (see chapter 6). 
4.2 Results of Calculating 	x for x=1,2,...15, for the Cereal 
V.,..'l.J 	r1...a.-. 
Values of 4'x calculated as described in section 3.5 for 
1'<=x<=15 are given in table 4.2.1. The results are averaged over 
162 of the cereal trials described in section 1.4. Four trials, 
all SB', were omitted from the analysis because they had fewer than 
10 df for estimation of . An upper limit of 15 on x was chosen 
to allow comparison with Patterson and Hunter's (1983) results for 
MS(k), k=2,3,...16. 
Fitting an exponential curve, 	= 	
X 
, 	to 	these 
results, using the methods of appendix A with 'independently and 
identically distributed errors, we obtained the fitted curve: 
= 	.206 (1 -' 	.705 ( .944)x  ) 	• 	 (4.2.2) 
( .040) 	( .044) ( .023) 
Calculated 	ps and the fitted curve are shown in figure 4.2.3. 
Examination of table 4.2.1 shows that the curve fits the data 
reasonably well although the groups of positive and negative values 
in the residuals suggest that the rate of change is perhaps rather 
more than that given by the exponential curve. A runs test did not 
indicate that the number of groups of negative and positive 
residuals was less than would be expected by chance at the 5% 
level. The only two residuals that are larger in magnitude than 
0.005 are for large values of x where the data points are more 
dispersed than those for small values. This dispersion is to be 
expected from the theoretical results of section 3.6. 
As discussed in section 3.7, when 4 <  values are averaged over 
many trials, so that the variances of the average values are 
small, more elaborate error models would not be expected to affect 
the fitted values substantially. The estimated standard errors 
W 
Table 4.2.1 	Calculated and Fitted Values of (f 	Averaged 
Over 162 Cereal Trials (t/ha) 2 
Exponential Phi 	Law 
Distance No. of Calculated Fitted Residual 
Apart(x) Trials Value 
1 162 0.0664 0.0689 -0.0025 
2 162 0.0763 0.0766 -0.0003 
3 162 0.0868 0.0838 0.0030 
4 162 0.0892 0.0907 -0.0014 
5 162 0.0971 0.0971 0.0000 
6 139 0.1058 0.1032 0.0026 
7 157 0.1118 0.1090 0.0028 
8 155 0.1175 0.1144 0.0031 
9 162 0.1150 0.1195 -0.0045 
lor 162 0.1259 0.1244 0.0015 
11 162 0.1282 0.1290 -0.0008 
12 138 0.1243 0.1333 -0.0090 
13 126 0.1359.. 0.1373 -0.0014 
14 119 0.1394 0.1412 -0.0018 






Figure 4.2.3 	Values of Øx 
Averaged Oven 162 Cereal Trials 
Distance Apart () 
would however be affected. The standard errors in 4.2.2 and of all 
fitted parameters in this chapter should be used only as an 
indication of the variability of the data and not as correct 
estimates of the standard errors of the parameters. 
A simple but approximate examination of the effect of using a 
more refined error model for these data was made by using weighted 
regressions. Three different sets of weights, chosen to allow for 
the expected increase in the variance of 	over the range of x 
from 1 to 15, were fitted to the average results. 	Figure 4.2.4 
shows two of the fitted curves together with the fitted curve that 
gives equal weight to all points. The weights applied to the 
values were: 
15, 14, ...1 	(--- in figure 4.2.4) 
30, 29, ...16 (- —in figure 4.2.4) 
As expected the fitted curves were almost indistinguishable, even 
with the most extreme set of weights, (1), which were found to 
overcompensate for the increase in variance over the range. The 
curve fitted using weights iii) would lie between the other two 
unequally weighted curves. 
4.3 Discussion 
The curve parameters and fitted values of 4.2.2 may be 
compared with Patterson and Hunter's (1983) results of fitting the 
EV law via the MS(k)s (3.3.5). The parameters and fitted values of 
the EV curve calculated by the two different methods are very 
similar, although the standard errors from the fit via the MS(k)s 
are smaller than those from fitting to the s directly. The 
largest difference between the two sets of parameters is in the 
NA 
NP 
Figure 4.2.4 Exponential Curves Fitted to the 
Cereal Liata Using Weighted Regressions 
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Distance Apart (x) 
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estimated values of A . 	However the difference between these 
estimates is still small and has little effect on the fittedvalues 
which are the real quantities of interest. 
The slight difference between the two sets of results can be 
explained by: 
I) the difference of four trials between the two data sets, 
ii) the different weightings of observations 	implicitly 
employed in using independent errors to fit a curve to 
the 	0 values and AR(2) errors to the MS(k)s. 
The use of independent errors when fitting a curve to the cf 
values is equivalent to using a correlated error structure for the 
MS(k)s which gives more weight to MS(k) values for large k than 
does the use of an AR(2) error term. 
That differences between the two sets of parameter estimates 
are so small gives further evidence that the variances of the 
observations are sufficiently small for the form of the error 
distribution used not to be of great importance. 
4.4 Further Examination of the Cereal Yield Data 
The EV curve fitted to the average results over all trials has 
a large value of p and shows only slight curvature over the range 
of x from 1 to 15. This suggests that some of the parameters of 
the exponential curve are likely to be very highly correlated. A 
curve with three parameters has been fitted to data which lie 
almost on a straight line. If further values of P, < were 
sufficiently accurate they could provide useful information about 
the parameter values that are appropriate over a wider range of x. 
Although in section 3.6 we found that the correlations between 
successive &,< values can be very high for large x, the closeness 
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of the fitted EV curve to the calculated values suggests that there 
may be useful information in values of 	at larger distances 
apart. We have calculated further q 	values for x taking values 
from 16 to the largest distance apart of the plots of each block 
such that there were at least 10 dfs for estimating q on the 
first pass of the data. For each trial the largest value of x was 
approximately 2/3 of the number of varieties in the trial 
The results averaged over all trials and the number of trials 
that each figure is averaged over are given in table 4.4.1. The 
information from tables 4.2.1 and 4.4.1 is plotted in figure 4.4.2. 
One striking feature of these results is that 0 appears to 
decrease as x increases for x>28. This seems unlikely to be 
genuine since such a result would imply that, for example, plots a 
distance 40 'apart are more correlated than those 30 apart. Other 
possible explanations are that the observed effect is due to: 
large errors of estimation caused by the high correlations 
between successive values of 0, 
sampling variation from averaging over an inhomogeneous 
and unbalanced data set, 
a combination of i) and ii). 
The theoretical study of section 3.6 has shown that large 
variances and high correlations between successive values of O x 
should be expected. The alternative explanation, ii), is also 
worth considering. 
For example, a similar curve could be obtained as a by-product 
of the averaging process if large trials had a lower asymptote than 
small ones i.e. a smaller total variance/plot. This would also 
explain the slightly larger than expected curvature in the observed 
curve for the first 15 values (table 4.2.1). The 53 smallest 
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Table 4.4.1 	Calculated and Fitted Values of 4),<  Averaged 
Over 162 Cereal Trials (t/ha) 2 
Exponential Phi Law 
Distance No. of Calculated Fitted 
Apart(x) Trials Value 
16 118 0.1503 0.1482 
17 117 0.1471 0.1515 
18 106 0.1413 0.1545 
19 113 0.1513 0.1574 
20 110 0.1482 0.1601 
21 110 0.1464 0.1627 
22 112 0.1605 0.1651 
23 114 0.1728 0.1674 
24 114 0.1566 0.1696 
25 106 0.1541 0.1716 
26 105 0.1498 0.1735 
27 103 0.1591 0.1754 
28 96 0.1726 0.1771 
29 80 0.1673 0.1787 
30 66 0.1477 0.1802 
31 66 0.1493 0.1817 
32 65 0.1280 0.1830 
33 64 0.1460 0.1843 
34 60 0.1342 0.1855 
35 54 0.1248 0.1867 
36 45 0.1344 0.1878 
37 42 0.1429 0.1888 
38 42 0.1288 0.1897 
39 40 0.1604 0.1907 
40 33 0.1518 0.1915 
41 31 0.1256 0.1923 
42 23 0.1186 0.1931 
43 18 0.1207 0.1938 
44 13 0.1338 0.1945 
45 10 0.0914 0.1951 
46 9 0.1331 0.1957 
47 7 0.1058 0.1963 
48 6 0.1471 0.1969 
49 3 0.1520 0.1974 
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trials are not large enough for us 	to 	calculate 	all 	of 
1'2 •••15 and hence the average values of q < for large x do 
not include the smallest trials. Averaging over various subsets of 
the trials, a lower asymptote is indeed found for the larger 
trials. There does not appear to be a corresponding decrease in 
the projected value of at x=O suggesting that if a2  decreases 
for large trials then so does A 
Interpretation of average results is very difficult due to the 
lack of balance in the data (see table 1.5.1). For example, all. 
trials on 63 or more varieties were also SB trials and were grown 
after 1976. A crop, year or site effect, or some combination of 
these, could give rise to results similar to those observed above 
and attributing a cause is difficult. Results from averaging over 
subsets of the data must therefore be treated with caution. One 
reassuring feature that did occur for most of the subsets we 
examined, however, was that the results of averaging over these 
smaller sets of trials, which were more similar to each other in 
some way, did appear to follow exponential type curves. q plots 
for individual trials were found to be very variable. 
A possible explanation for a2  being small for large trials 
would be found if such trials were only grown at particular sites 
and these sites happened to be less variable than the others. This 
is indeed likely to be the case since large trials are usually part 
of the NL series of trials and these are grown at trial centres, 
which would be expected to give more accurate results, rather than 
on farms. 
WW and SB crops are known to be affected differently by 
changes in the conditions under which they are grown and WW yields 
tend to be more variable than SB ones (Talbot (1984)). Table 4.4.3 
97 
and figure 4.4.4 show the results of calculating average 	values 
separately for the two crops. 
These figures reveal another possible explanation of the 
apparent decrease in the value of 4 	for large x of figure 4.4.2. 
The q curves for the two crops are similar in shape, but 
differences in WW yield are more variable, i.e. have larger values 
of c><, than those of SB trials. Since the 27 largest trials are 
all SB trials average O X values for large x include few or no 
values from WW trials and are consequently deflated. 1 values 
for WW trials are averaged over at most 47 trials and are thus more 
variable than those for SB which are averaged over at most 106 
trials. The p >< values for large values of x for each crop are 
very imprecise since they are based on only a small number of 
trials. This is reflected in the increasedvar.i-abi1ity between the 
values of successive values of q for large x. 
Fitting an exponential cUrve to the first 15 values of the 
calculated l values for each crop using lid errors gave the 
fitted curves: 
Spring Barley 
= .149 (1 - .655 (.924)X ) 	 (4.4.5a) 
( .023) 	( .037) ( .030) 
Winter Wheat 
= .233 (1 - .686 (.922)x ) 	 (4.4.5b) 
( .070) 	( .066) ( .060) 
As when fitting a curve to the overall averages, a weighted 
regressions did not give markedly different results. 
The estimates of A and p in 4.4.5 are similar for each crop 
Table 4.4.3 	Calculated Values of 	Averaged Over 
Spring Barley and Winter Wheat Trials Separately (t/ha)2 
	



















































































































































































































































0.30 	 Figure 4. 4.4 	Values of k for 
Spring Barley and Winter Wheat Trials 
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but the value of a 2  is slightly larger for WW than for SB. 
Fitting the exponential curve to te 153 SB and WW trials 
together led to the estimated curve: 
Spring Barley and Winter Wheat 
= .176 (1 - .670 (.924)x ) 	 (4.4.6) 
( .021) 	( .027) ( .023) 
Comparison of these estimates with 	4.4.5 	reveals 	that 
averaging values over both crops has very little effect on the 
values of x and p, and a 2 takes a value between those for the 
individual crops. In addition, comparison of the parameter 
estimates and standard errors of 4.4.6 with 4.2.2 shows that 
including the 9 spring oat and winter barley trials in the mean 
figure has a large effect on these quantities. These nine trials 
all contained fewer than 40 varieties, seven of them with fewer 
than 30. Thus either a crop or trial size effects could have 
produced these results. 
The results of this section illustrate the difficulty of 
interpreting results averaged over trials with many variable 
factors. The difference in the error laws that we have attributed 
to crop could also contain a component due to the differences in 
the distribution of trial sizes for the two crops. The need for 
different error laws for the different crops only became apparent 
when 4 < values were calculated for large values of x. 
Patterson and Hunter (1983) calculated their MS(k)s for blocks 
of up to size 16 and also gave an average value for 16<k<76 by 
calculating a weighted mean of the results of analysing each trial 
as a CB i.e. in blocks of v. They found that this figure was well 
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fitted by a similar weighted mean calculated from either of their 
postulated curves. 	This is reassuring but doesnot necessarily 
imply that the curve fitted is appropriate. If, for example, the 
parameters of an exponential phi law depended on a factor such as 
crop, or trial size it may also be possible to obtain a good fit to 
this average value. Indeed, the examination of MS(k) values does 
not indicate a unique parametric form for the 	curve. Other 
laws could also have led to an exponential type mean square law. 
4.5 Choice of Optimum Block Size 
Given a particular error law the efficiency of using a 
particular lB design for future trials can be predicted. Hence, 
the block size that is optimal for maximum efficiency, amongst the 
lB designs for a particular number of varieties and replicates, can 
be calculated. 
In their paper Patterson and Hunter gave an approximate 
formula for the efficiency of a trial on v varieties designed with 
the plots of each superbiock in s blocks each containing k plots 
as: 
y 	E + (1 - E)(s - 1) 	 (4.5.1) 
L Y (v-1)-(v-s) 
where E is the efficiency factor of the design (Patterson et al 
(1978)) and i is the ratio MS(v)/MS(k). 	If the error law is known 
in terms of 	4 equation 3.3.3 can be used to calculate the 
expected values of these mean-squares. Formula 4.5.1 was 
calculated using the approximation that all contrasts within a 
stratum have equal variance. This formula is considerably simpler 
to use than the alternative, more accurate, method of calculating 
the average variance over all varietal contrasts for each design. 
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Patterson and Hunter calculated the efficiency using their EV 
law for trials in 2 or 3 replicates of between 16 and 64 varieties 
for the best available designs in blocks of sizes 3 up to 12. They 
concluded that a rule of thumb for selecting the optimum block size 
for v<=64 was to choose: k roughly equal to the square root of v. 
We have repeated this calculation for trials in 3 replicates 
over a wider range of the number of varieties using the error laws 
for the separate crops. The results are given in table 4.5.2 and 
figure 4.5.3. 
Tables of efficiency factors are only available for v<=100. 
However, 	the efficiency factor of 	the 	best 	available 
generalised-lattice design, amongst the class known as 	ct(0,1) 
designs, for a given, but not too small, block size is usually less 
than 0.5% lower than an upper bound given by Paterson and Wild 
(1985) (see figure 4.5.4). If the block size is very small (k=2 or 
3) the efficiency factor of the best availabe design can be 
considerably less than this upper bound. However, lB designs with 
such small block sizes would not normally be recommended for 
variety trials. 
The calculation of efficiency was simplified by replacing the 
efficiency factor, E, in 4.5.1 by this upper bound. The efficiency 
is thus slightly overestimated. However, the level of 
approximation from using this upper bound is likely to be less than 
that induced by the approximation mentioned in the 	paragraph 
of this section. 
Inspection of figure 4.5.3 confirms that the rule of thumb 
suggested by Patterson and Hunter (1983) over the range v<=60 is 
appropriate for both crops. For larger trials, provided the EV 
error law holds, blocks of size 7 or 8 give the greatest efficiency 
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Table 4.5.2 	Predicted Efficiencies of Incomplete Block Designs 






















































































1.8244 0.6561 1.0901 
1.6953 1.1862 1.3130 
1.6405 1.2651 1.3472 
1.5051 1.3190 1.3504 
1.4333 1.3076 1.3265 
1.2010 1.1771 1.1798 
1.9979 0.7004 1.1286 
1.9232 1.0842 1.3012 
1.8564 1.2622 1.3911 
1.7964 1.3535 1.4375 
1.7422 1.3955 1.4546 
1.5696 1.4039 1.4254 
1.5029 1.3803 1.3948 
1.4202 1.3381 1.3470 
1.3151 1.2698 1.2742 
1.1786 1.1633 1.1647 
2.2312 0.7626 1.1842 
2.1478 1.1777 1.3932 
2.0732 1.3682 1.4986 
2.0062 1.4667 1.5537 
1.9457 1.5175 1.5793 
1.8406 1.5491 1.5848 
1.7528 1.5347 1.5586 
1.6784 1.5098 1.5267 
1.5860 1.4648 1.4759 
1.4687 1.3917 1.3981 
1.3163 1.2787 1.2815 
1.9381 0.6970 1.1212 
1.7817 1.2466 1.3686 
1.7165 1.3237 1.4024 
1.5581 1.3655 1.3954 
1.4756 1.3462 1.3642 
1.2160 1.1918 1.1944 
2.1316 0.7473 1.1665 
2.0403 1.1502 1.3606 
1.9597 1.3324 1.4568 
1.8880 1.4225 1.5032 
1.8237 1.4608 1.5175 
1.6230 1.4518 1.4723 
1.5470 1.4208 1.4347 
1.4539 1.3699 1.3783 
1.3374 1.2913 1.2955 
1.1891 1.1736 1.1749 
2.3898 0.8169 1.2304 
2.2874 1.2543 1.4639 
2.1970 1.4499 1.5763 
2.1166 1.5475 1.6314 
2.0446 1.5946 1.6543 
1.9213 1.6169 1.6514 
1.8196 1.5931 1.6161 
1.7344 1.5602 1.5764 
1.6299 1.5054 1.5161 
1.4994 1.4208 1.4269 
1.3330 1.2950 1.2977 
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Figure 4.5.4 	Paterson and Wild's Upper Bound on the Efficiency 
Factor of an c(O,l)  Design 
An upper bound on the efficiency factor of an 	a(O,i) design is 
given by: 
vrn2m12 	1 	v<b, 
r(k_1)[vmmlX_( v _1)2 1]j 
v-i 	, 	v>=b , 
v-b+r-i+(b--r )U 1 
where 
= v(k-1) , 
k (v-i) 
m = v-1-r(k-1) 
ml = r(k-1) 
X = (v-1) 2 (m'-i)+iii 
m 






where u is the integer part of (r-i)(k-i) 
s-i 
Il-I u-e 	2 
(b-r)(S +e'S 	) 
where 
= 1 [(v-1) - (v-b+r-1)] 
b- r 
z = vm'(m'-l)-T 
vmm' 
S 2 = 	mm'v 
r2 k 2 (v-1) 
S = S 2 + (v-1)( 2-1)-(b-r)(' 2 -i) 
S 3 = 	mm IV 	[(v-1)2z-m'v+m] 
r 3 k 3 (v-1) 2 
S = S3+3S2-3' 
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relative to a CB for both SB and WW. For either crop, provided 
each block contains at least 4 plots, over 90% of the efficiency is 
due to the within-block analysis. The optimum block size for 
maximum efficiency in all but the smallest trials is hardly 
affected by the between-block analysis (table 4.5.2). The number 
of blocks/superblock is therefore not of great importance. For 
large v the optimum block size is that which achieves a balance 
between having large enough blocks so that a reasonable, proportion 
of the information is in the within-blocks stratum (high E) whilst 
retaining the benefit of small enough blocks to give a small EMS 
(large I). 
The results of this section show that blocking is likely to be 
more effective for large trials than for small ones and slightly 
more effective for WW trials than for SB ones. The predicted 
efficiencies for the separate crops follow the same general pattern 
as those predicted using Patterson and Hunter's (1983) EV law 
averaged over both crops. The predicted efficiency is however 
smaller for the individual crops. For example, for a trial on 40 
varieties in 3 superbiocks the maximum efficiency predicted by 
Patterson and Hunter's law was 1.46 (when k=6), compared with 
maxima of 1.41 for WW and 1.36 for SB. 
4.6 Perennial Ryegrass (DUS) Data 
Six of the recorded characters were selected for investigation 
of the correlation structure. These were chosen as the characters 
which were recorded in every year from 1974 to 1983 that had also 
been subjected to a neighbour analysis by Ahmad (1982). The 
characters were 5, first spring height in cms., 8, date of ear 
emergence, 10, plant height at ear - emergence in cms., 11, plant 
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width at ear emergence in cms., 14, length of flag leaf at ear 
emergence in cms. and 15, width of flag leaf at ear emergence in 
mms. 
Since most of the trials contained a large number of varieties 
values of q were calculated over the range of distances 
x=1,2 .... v/4. The program required modification to allow for the 
large numbers of varieties in each trial , the increased number of 
replicates of each variety (6) and for withdrawn varieties. On 
each pass of the data, after the blocks of size 2 had been imposed 
any blocks that contained plots of withdrawn varieties were omitted 
from the analysis. This procedure results in a larger number of 






Figure 4.6.1 	One superblock of a trial on 12 varieties with 2 
withdrawn varieties 	the two sets of blocks used for the 
different passes of the data when x=3. Withdrawn varieties 
are indicated by shaded plots. 
For example, in figure 4.6.1 plots 4 and 11 of a particular 
superbiock of a trial in which 12 varieties were sown contained 
withdrawn varieties. In calculating on pass 1 this results in 
plots 1 and 8 being omitted from the analysis. Similarly on the 
second pass of the data plot 7 will be omitted. 
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4.7 Results of Calculating 4 	for the Perennial Ryegrass Data 
The results of calculating , x=1,2 .... v/4 are given in 
appendix C. 
Because these trials were much larger than the cereal VCU 
trials and the maximum distance apart was v/4 the dfs from the two 
passes of the data were much more similar to each other. In most 
cases the ratio of the two dfs, m, was greater than 0.5. The 
method of weighting the two estimates of q used was to use the 
mean of the two estimates weighted by their dfs, i.e. estimator T2 
of section 3.6. 
Average results for each variate, over all 29 trials are given 
in table 4.7.1 and are ploted in figure 4.7.2. 
The first striking feature of figure 4.7.2 is the smoothness 
of the first part of each curve considering that the results are 
averaged over so few trials. Values of for large x on these 
curves are averaged over fewer trials than those for small x. -The 
largest decrease in the number of trials included is between x=20, 
based on 18 trials, and x=21, based on 11 trials. The effect of 
this, as for the cereal data, is for q,< values to be more variable 
for large values of x. There is also evidence of serial 
correlation in these higher values of q 
Since the characters are measured on different scales, one in 
days, one in rnms. and the others in cms., care should be taken in 
comparing them. For example, if a particular variate which was 
measured in mms. followed an EV law the effect of measuring the 
variate in cms. would be to decrease the value of a 2 by a factor 
of 100, leaving X  and P unchanged. The effect of decreasinga 2 
alone is to decrease the range of the curve; the curve becomes 
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Table 4.7.1 	Calculated Values of 	Averaged Over 29 
Perennial Ryegrass Trials for Six DUS Characters 
Character 
Distance No. of 	5 8 10 11 14 15 
Apart(x) Trials 
1 29 3.3795 3.1180 9.3302 12.9667 1.1146 0.1105 
2 29 3.2726 3.1443 9.7370 12.5592 1.1520 0.1149 
3 29 3.4768 3.1809 10.6125 13.0037 1.1731 0.1112 
4 29 3.5391 3.2228 11.0578 12.9162 1.2261 0.1160 
5 29 3.7015 3.2652 11.0736 13.4255 1.2431 0.1139 
6 29 3.6629 3.2476 11.5250 13.6591 1.2616 0.1140 
7 29 3.6771 3.2308 11.4907 13.6584 1.2551 0.1152 
8 29 3.9422 3.2564 12.1423 13.0464 1.2751 0.1170 
9 28 3.9621 3.2827 11.9851 13.7557 1.2766 0.1156 
10 27 4.0491 3.2175 12.4021 13.5179 1.2786 0.1129 
11 27 4.2058 3.2094 12.5356 13.4565 1.2898 0.1179 
12 25 4.1264 3.1346 12.6117 13.9815 1.2614 0.1185 
13 23 4.2079 3.1447 12.9379 13.6609 1.3348 0.1196 
14 23 4.3411 3.2337 12.5150 13.9691 1.3234 0.1180 
15 22 4.5644 3.2393 12.7058 13.7523 1.3136 0.1192 
16 22 4.4376 3.2267 13.3427 14.7610 1.3471 0.1201 
17 21 4.8373 3.2828 13.4357 14.0322 1.3400 0.1178 
18 20 4.5955 3.1899 13.7764 13.9156 1.3680 0.1233 
19 18 5.1766 3.2897 12.8124 14.5840 1.3015 0.1187 
20 18 4.9102 3.2736 13.5527 14.9101 1.2831 0.1194 
21 11 5.8064' 3.0784 13.6896 15.1152 1.4511 0.1131 
22 8 6.4197 3.1851 15.6888 15.6234 1.4912 0.1228 
23 6 6.6111 3.2968 14.8307 16.0017 1.5989 0.1212 
24 5 6.6740 3.5022 15.9051 15.6788 1.6376 0.1359 
25 3 7.6117 2.8847 14.3604 15.7475 1.5027 0.1174 
26 3 7.3488 2.5931 14.1302 14.7435 1.5336 0.1183 
27 2 6.6815 2.4211 15.5985 13.3322 1.5901 0.1210 
28 2 7.1390 2.2817 14.9945 14.9315 1.7454 0.1417 
29 2 6.8533 2.4772 16.1651 16.0693 1.5618 0.1565 
30 2 7.6565 2.3769 15.8735 17.1312 1.5510 0.1391 
31 2 6.6023 1.9485 16.0678 14.7960 1.7978 0.1446 
32 1 7.5082 3.5737 20.1738 16.3986 2.1421 0.1989 
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Figure 4.7.2 Values for PRG Data Averaged 
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flatter (figure 3.3.4). However, as long as the units used for 
calculating are those which will be used for the analysis of 
the data, the usefulness of a neighbour type of analysis may be 
assessed from the shape of the curve. If, for example, the data 
were proportions and an arcsin transformation was to be made before 
analysis, semivariances should be calculated using the transformed 
data. Examination of the first 20 points of each graph reveals the 
important and suprising point that all of the curves could be 
.described by exponential error laws. The error laws for different 
variates would have different parameter values and hence different 
implications for the use of neighbour analysis or block designs 
over the range of values of x examined. 
The characters appear to fall into three groups each of which 
will be discussed separately. 	 - 
The two characters which had curves which were the most 
clearly exponential in shape are character 10, plant height at ear 
emergence, and character 14, length of flag leaf at ear emergence. 
Both of these characters are length measurements and the form of 
the curves implies that the variance of the difference in plant 
height at ear emergence or in the length of the flag leaf at ear 
emergence of two plots depends on the distance apart of the plots. 
This is a reasonable result since the height of a plant and the 
length of its leaves may be expected to depend on the fertility of 
the land on which the plant is grown. Plots which are close 
together would tend to be of similar fertility. 
Fitting an exponential curve with iid errors to the first 20 
points of each curve led to the fitted curves: 
Charater 10 
= 13.820( 1 - .360 (.885)x ) 
	
( .318) 	( .013) ( .020) 
Character 14 
= 1.331( 1 	.196 (.824)X 
.014) 	( .015) ( .038) 
Tables similar to figure 3.6.1 but with smaller values of A 
show that the theoretical serial correlations between successive 
values can be expected to be much smaller for these data than 
for the cereal yields. The range of variances is also expected to 
be smaller. 
The parameter a 2  is completely dependent on the character 
recorded and the units of measurement and is of little interest in 
the present context. The correlation between neighbouring plots is 
indicated by Ap , and large values of both A and p suggest a 
high correlation which falls away slowly with distance. Thus if 
both parameters are large a neighbour analysis or the use of lBs 
would be expected to increase the efficiency of an analysis of the 
data. 
For both characters 10 and 14 p is reasonably large but the 
parameter A is small in comparison to the values found for the 
cereal yield data. The-more complicated analyses may therefore be 
expected to provide some increase inefficiency, especially for 
character 10, but not nearly as much as was predicted for the 
cereal data. This is examined further in section 4.9. 
The 	curves for characters 5, 11 and 15 are similar to each 
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other in that they all appear to be straight lines with a positive 
gradient over the range 1<=x<=20. These characters are also all 
length or width measurements and the positive slopes of the 
curves indicate that the variance of the difference in the first 
spring height, the plant width at ear emergence and the width of 
the flag leaf at ear emergence of two plots again depends on the 
distance apart of the plots. The slopes vary, with character 5 
having the steepest slope and character 15 the shallowest. The 
positive slope of character 15 is only just detectable from figure 
4.7.2. 
Although these curves appear to be straight lines over the 
range of values of x considered examination of the CB EMSs for a 
few individual trials (appendix C) shows that the curves cannot be 
straight lines over the whole of each trial. They must level off 
before reaching a distance of v-i apart. Thus the curves could be 
exponential with a value of P very close to 1. In that case, as 
is observed, the curvature would not be detectable over the range 
of values of x considered. Fitting a particular exponential curve 
to such data is not possible unless one of the parameters is fixed. 
Neighbour and blocking methods of analysis would be expected 
to give some increase in the efficiency of the analysis of variates 
with this type of error law. By how much cannot be determined 
solely from the slope of the line as that depends on both a2  and 
The position of the asymptote would also need to be known. 
Character 8, days to ear emergence, is the only character 
investigated that was not a length measurement and the 0 curve 
for this variate was quite different from the others. The curve is 
extremely smooth and the days to ear emergence for neighbouring 
plots appears to be equally correlated i.e. either A or p is 
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zero or P =1. Such a result can be explained by the • hypothesis 
that the date of an event in the growth of a plant would be 
expected to depend on climatic conditions which affect all plots 
equally rather than on the fertility of the plot that the plant is 
grown on. This result implies that a neighbour analysis would give 
little or no advantage over a block analysis. 
4.8 Further Examination of Two Particular Characters 
The results of the previous section provide useful information 
on the average error laws for various characters. 	However, there 
is 	some evidence that DUS characters behave differently in 
different years (Weatherup (1976), Ahmad (1982)). 	The smoothness 
of the average 	curves, and small expected correlations between 
successive 	values, suggested that further information may be 
obtainable from the examination of semivariance curves for 
individual trials. We thus selected two of the six characters, 8 
and 10, for further examination. These were chosen on the grounds 
that in addition to being useful characters for DUS purposes they 
were likely to behave differently from each other. 
Values of 0 for characters 8 and 10 for the eleven trials 
sown between 1979 and 1981 are plotted in figure 4.8.1. Calculated 
4 values for all 29 trials are given in appendixC. The graphs 
show that there is a definite year effect, particularly for the 
more variable character 10. Within a year each maturity group is 
affected in much the same way. The q curves for character 10 in 
1980 and 1981 increase with x whereas those for 1979 do not show 
such a clear trend. 
As with the average curve, 4 values for character 8 do not 
vary very much within a trial, lying on a narrow horizontal band. 
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The variation of the calculated q 	values about the mean level 
tends to increase as the estimated average variance of a difference 
between two plots increases. 	The trial on the early maturing 
varieties sown in 1981 gave 0 	values for character 8 that were 
much higher than for any of the other trials. Both the within. and 
between-plot estimates of error for character 8 on this trial were 
much larger than for any other trial although the mean number of 
days to ear emergence was about average. The other characters 
examined for this trial were not unusually variable (appendix Q. 
The individual 	curves for character 10 are much more 
variable than for character 8. However, particularly in the 1981 
trials the individual curves do appear to be of an exponential form 
with p <1. The parameters of the individual curves vary from year 
to year and thus the usefulness of a block or neighbour analysis 
should be expected to vary from year to year. 
Other years in which the 	curve for character 10 markedly 
increased were 1974, 1977 and 1983. Semivariance curves for the 
other characters for which o x clearly increased on average (5,11 
and 14) were similarly affected in the same years. 
4.9 Optimum Block Size and the Use of Neighbour Methods 
For those DUS characters to which an EV error law could be 
fitted to the average results over all trials (10 and 14) the 
efficiency of using various sizes of lB design has been predicted 
in the same way as in section 4.5 for the cereal data. The results 
for three sizes of trial (v=60, 120 and 180 all in 6 superblocks) 
are given in table 4.9.1 and figure 4.9.2. Note that the scale of 
figure 4.9.2 is larger than that of figure 4.5.3. 
The optimum block size for maximum efficiency relative to a CB 
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Table 4.9.1 	Predicted Efficiencies of Incomplete Block Designs 





V Block Efficiency 	- Y  Predicted I YE Predicted 
Size Factor(E) Efficiency Efficiency 
2 0.4378 1.3497 0.5909 1.0343 1.1590 0.5074 0.9997 
3 0.6375 1.3259 0.8453 1.0842 1.1461 0.7306 1.0164 
4 0.7378 1.3043 0.9624 1.1122 1.1345 0.8371 1.0269 
5 0.7955 1.2845 1.0218 1.1258 1.1242 0.8943 1.0323 
60 	6 0.8347 1.2664 1.0570 1.1333 1.1148 0.9305 1.0357 
10 0.9139 1.2071 1.1032 1.1334 1.0856 0.9922 1.0386 
12 0.9337 1.1836 1.1051 1.1263 1.0746 1.0033 1.0372 
15 0.9533 1.1540 1.1001 1.1135 1.0611 1.0115 1.0341 
20 0.9722 1.1159 1.0849 1.0919 1.0447 1.0157 1.0282 
30 0.9896 1.0658 1.0547 1.0570 1.0244 1.0138 1.0181 
2 0.4272 1.4042 0.5998 1.0429. 1.1751 0.5020 0.9994 
3 0.6220 1.3795 0.8580 1.0997 1.1620 0.7227 1.0167 
4 0.7216 1.3569 0.9792 1.1325 1.1502 0.8301 1.0281 
5 0.7818 1.3364 1.0448 1.1512 1.1397 0.8911 1.0354 
6 0.8200 1.3175 1.0804 1.1597 1.1303 0.9269 1.0389 
120 	8 0.8689 1.2842 1.1158 1.1651 1.1140 0.9679 1.0421 
10 0.8985 1.2558 1.1283 1.1621 1.1006 0.9889 1.0424 
12 0.9182 1.2314 1.1306 1.1554 1.0894 1.0003 1.0411 
15 0.9379 1.2006 1.1261 1.1430 1.0758 1.0091 1.0382 
20 0.9576 1.1610 1.1118 1.1220 1.0592 1.0143 1.0329 
30 0.9771 1.1088 1.0834 1.0882 1.0386 1.0148 1.0242 
2 0.4236 1.4243 0.6034 1.0463 1.1808 0.5002 0.9993 
3 0.6167 1.3993 0.8629 1.1055 1.1676 0.7201 1.0167 
4 0.7156 1.3764 0.9850 1.1396 1.1558 0.8271 1.0283 
5 0.7754 1.3555 1.0511 1.1591 1.1452 0.8880 1.0356 
6 0.8154 1.3364 1.0897 1.1699 1.1357 0.9261 1.0402 
180 	9 0.8801 1.2877 1.1333 1.1749 1.1124 0.9790 1.0438 
10 0.8930 1.2738 1.1376 1.1727 1.1059 0.9877 1.0436 
12 0.9127 1.2490 1.1401 1.1661 1.0947 0.9992 1.0424 
15 0.9324 1.2178 1.1355 1.1537 1.0810 1.0080 1.0395 
18 0.9456 1.1922 1.1274 1.1408 1.0703 1.0121 1.0363 
20 0.9522 1.1776 1.1213 1.1327 1.0643 1.0134 1.0343 
30 0.9719 1.1247 1.0932 1.0989 1.0436 1.0143 1.0258 
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for both characters is approximately 8 or 9. The potential gain in 
efficiency from using blocking methods for these types of data are 
much less than for cereal data. However, a possible gain in 
efficiency, predicted to be over 16% on character 10 for a trial on 
120 varieties, is worth designing for. Potential gains on 
character 14 are much smaller - less than 5% even for a trial on 
180 varieties. 
The potential for improvement in the efficiency to be gained 
by one particular type of neighbour analysis, which is known to be 
nearly unbiased under randomization, is indicated in previous work 
on these data. In a thesis on the use of statistical techniques 
for discrimination in herbage DUS trials Ahmad (1982) examined the 
use of (uniterated) Papadakis' method of neighbour adjustment on 
several characters of PRG trials sown between 1979 and 1981. He 
found that, of the characters he examined (4,5,8,10,11,14 and 15) 
only for characters 10 and 14 were the EMSs, and hence the average 
variance of all pairwise varietal comparisons, consistently 
markedly reduced. In some trials the EMSs for characters 5 and 11 
were also reduced. In all the 1980 and 1981 sown trials the EMS 
for character 10 was reduced by a larger amount than for the 1979 
sown trials. 
Our results are entirely consistent with these. Those trials 
for which Ahmad found a large reduction in the EMS are precisely 
those for which tended to increase. 
Other methods of neighbour analysis which provide unbiased, or 
nearly unbiased, estimates of error may be expected to produce 
similar results. 
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4.10 Implications of the Perennial Ryegrass Results 
Theresults of the analysis of the perennial ryegrass data 
have implications for the design of trials for which more than one 
variate is to be analysed. 
If one variate is found to have an error law for which a 
particular and appropriate neighbour analysis greatly increases the 
precision of the estimates of variety differences it may be 
considered desirable to design trials that are optimal for that 
analysis. However, unless all the variates of interest have 
similar error laws, or the design is robust to deviations from the 
law the validity of the analysis of the other variates will be 
questionable. 
We have found that the variation of all 	the 	variates 
considered can be described on average by exponential errorlaws 
but that the error laws for different variates have different 
parameter values. 	Therefore, for example, a neighbour analysis 
that is appropriate when p is close to 1 (e.g. Williams' 	(1985a) 
linear variance analysis) may not be suitable for variates which 
have smaller values of that parameter. 
An optimal neighbour 	design 	is 	unlikely 	to 	have 	a 
randomization procedure that also validates a block analysis. 
Thus, once a trial has been designed and randomized as a neighbour 
design the possibility of resorting to a valid block analysis if 
the design requirements are not fulfilled for all variates for a 
particular trial is removed. Similar problems could be encountered 
even on the analysis of a single variate if, as is the case for 
cereal trials, 4 >< values for a single trial do not follow the 
average error law reasonably closely. 
In contrast, the use of lB designs for DUS trials on perennial 
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ryegrass is recommended. These designs have the property that they 
need never be less efficient than a CB design since a CB analysis 
of an lB design is completely valid under randomization. 
The optimum block size for both characters 10 and 14 is 
approximately 8 or 9. Other variates may be expected to different 
optimum block sizes. Variates 5, 11 and 15 for which neighbouring 
plots are very highly correlated, i.e. p is close to 1, will tend 
to have a larger optimum block size as will variates with smaller 
values of A . 
However, use of any size of lB is likely to increase the 
efficiency of the analysis for some variates and not be harmful to 
others. The best choice of block size must initially be a 
compromise. 
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CHAPTER 5 	A STUDY OF A PARTICULAR NEIGHBOUR ANALYSIS 
5.1 Introduction 
In chapter 4 we concluded that using an exponential variance-
distance error law gives a reasonable description of the errors 
within superblocks of cereal VCU and perennial ryegrass DUS variety 
trials. We also noted that the values of the parameters may vary 
according to such factors as crop, size of trial or trial series. 
The question now arises as to how this information may be 
incorporated into the analysis of individual trial results to give 
efficient estimates of treatment differences and accurate estimates 
of their standard errors. In thi.s chapter we discuss the use of the 
EV error law in the analysis of trial data and describe and examine 
an analysis based on an approximation to it. Our main interest will 
be in the efficiency of that analysis. 
Throughout chapter 5 the matrix subscripts v and r will be used 
to indicate vxv and rxr matrices respectively. Examples in what 
follows are constructed to provide information on the applicability 
of using various procedures for cereal VCU trials. 
The error law developed in chapter 4 gives the relationship 
between the semivariance of the difference in yields of plots x apart 
and x. A plot covariance matrix which contains this information 
about the semivariances of differences is of the form: 




1 	p 	p 	 - 	p 
v-i 
V-2 
P 	1 	P 	 • 	p 
V • 
P 
v-i 	v-2 	v-3 
	
p 	p 
- 	 R= ItJ/v 	, 
and A and C are arbitrary matrices. Since A and C do not contribute 
to the variances of differences they will be omitted from now on. 
A suitable model for the analysis of a trial arranged in 
resolvable superbiocks may be written: 
E(y)=X-r  
V(y)=V=a[(1_x)(I.rR)+x(I_R)F(J_R)] 
where y is now the vector of plot yields adjusted by their superbiock 
means. 
To obtain estimates of variety differences and their standard 
errors we must also calculate estimates of the parameters a , X and 
• These cannot be obtained by least squares techniques and another 
method must be sought. 	Methods which have been suggested for the 
simpler case of estimating the parameters of a covariance matrix 
which has the form V= Z .V., for known matrices V., include equating 
sums of squares to their expectations (Yates 1939b,1940), maximum 
likelihood methods (Patterson and Thompson 1971), Bayesian methods 




5.2 Potential for Improvement in Efficiency from an EV Analysis 
When the covariance matrix contains non-linear parameters 
estimation is more complicated. Before attempting to develop such an 
analysis the potential gain in efficiency from using a GLS analysis, 
with a plot covariance matrix based on an error law when the variance 
parameters are known, is worth considering. If this analysis is 
found to be no more efficient than a block analysis nothing has been 
gained, in terms of efficiency, from knowledge of the error law. 
Suppose that an EV error law with known variance parameters 
holds exactly for a particular trial and denote a,corresponding plot 
covariance matrix by V . An efficient EV GLS analysis would then 
give estimates of variety effects of: 






 X) + 
with the estimated average variance of pairwise varietal comparisons 
(APV) being given by: 
S = 2 Tr[ (X'VX) ] 
(v-i) 
S may be regarded as a lower bound for the APV of an EV GLS analysis 
with estimated parameters. 
A block analysis of the same data using a plot covariance matrix 
V  , chosen to be appropriate for either a CB or an lB analysis, 
leads to estimates of variety effects: 
TB 	VBB y , 
and 
Var( TB)_(X V E  XYX'V V V(X'V X) 
with estimated APV given by: 
127 
SB= 2Tr[Var( TB)] 
(v-i) 
The true efficiency of an EV analysis relative to a block analysis is 
then: 
S 
This should not be confused with the estimated efficiency of an 
analysis when the error law is not known. That quantity is given by: 
2Tr[(X'VB X)] 
(v-1)S 
To investigate the conditions under which an EV analysis would 
be most beneficial we have calculated values of the estimated APV 
from an EV analysis and from both a CB and an lB analysis of trials 
on 18 and 40 varieties. For each trial size two designs were used, 
one being a CB and the other an lB design. The lB designs were both 
generalised-lattices, the trial with 18 varieties being designed with 
3 blocks each of 6 plots per superbiock and the trial on 40 varieties 
having 8 blocks each of 5 plots per superbiock. Values of X ranged 
from 0.4 to 1.0 in steps of 0.2 and those of p from 0.55 to 0.95 
also in steps of 0.2. An increase in 02  would simply increase all 
the estimated APVs by a factor of 0 2 . Thus was kept at a 
constant value of 1.0. 
The program used for this work was basd on one written by 
Mr E A Hunter of the Agriculture and Food Research Council Unit of 
Statistics who has kindly permitted me to use and adapt it. 
The APV is dependent on both the design and randomization of the 
trial. The results are averaged over 50 randomizations of each 
design, the randomizations being produced by using the package DSIGNX 
(Franklin and Patterson (1978), DSIGNX Manual). 
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APVs and their standard errors are given in table 5.2.1, 
efficiencies of EV and lB analyses relative to a CB analysis in table 
5.2.2 and efficiencies of EV analysis relative to lB analysis in 
table 5.2.3. 
Examination of the estimated APVs (table 5.2.1) shows that in 
all cases the APV decreases as A  and p increase and that the EV 
analysis APVs are smaller and tend to be less variable than the 
corresponding lB analysis APVs. As should be expected the APVs from 
an lB analysis are smaller than those of a CB analysis and the larger 
trials tend to have larger APVs. The use of an lB design results in 
slightly smaller and more precise estimates of the APV for both EV 
and lB analysis. 
If X and P were both equal to 1 the plots would all be 
perfectly correlated and the difference between the yields of any two 
plots would be zero. Hence the APV would also be zero for all three 
analyses. 
The efficiencies of EV and lB analysis relative to CB analysis 
(table 5.2.2) show that the APVs of these analyses are affected by 
changes in A and p at different rates from that of a CB analysis. 
Other than for A  =1.0, when v=18 the efficiency of an EV analysis 
increases and then decreases as p  increases and increases with A 
When A  =1.0 the efficiency increases with p . This is a result of 
the denominator in the efficiency calculation becoming small more 
quickly than the numerator. If A and p are both equal to 1.0 both 
the numerator and the denominator are zero and the efficiency is 
undetermined. 
Table 5.2.2 shows that the efficiency tends to be larger for 
larger trials and appears to increase with both A and p • This 
increase with A  and P may be true but it may also be due to 
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Table 5.2.1 Estimated Average Pairwise Variances (x1000) and 
Standard Errors Averaged Over 50 Randomizations when the 
Error Law is q'= c2(1 ApX ) 
Analysis 
EV lB RB 
A A A 
Design 	1.0 0.8 0.6 0.4 1.0 0.8 	0.6 0.4 1.0 0.8 0.6 0.4 
18RB 	.55 396 479 546 600 474 529 	576 615 583 599 616 633 
5.5 3.8 2.5 1.5 6.3 4.3 	2.6 1.6 
p 	.75 220 349 455 544 306 408 	494 566 483 520 557 593 
4.8 3.8 2.7 1.7 7.2 5.4 3.6 2.0 
.95 42 197 328 450 71 224 	349 462 175 273 371 470 
1.1 1.2 1.1 0.8 2.4 2.5 1.6 0.9 
181B 	.55 390 474 543 599 
4.8 3.5 2.3 1.3 
p 	.75 215 344 451 541 
4.0 3.3 2.3 1.4 
.95 41 194 327 449 
0.9 0.9 0.7 0.6 
467 524 572 613 
5.2 3.4 2.4 1.5 
299 401 489 562 
5.8 4.5 3.1 1.8 
68 220 346 460 
2.2 2.0 1.4 1.0 
583 599 616 633 
483 520 557 593 
175 273 371 470 
40R 	.55 405 490 557 610 
2.9 2.2 1.6 1.0 
p 	• 75 224 358 467 556 
2.5 2.2 1.8 1.2 
.95 42 201 336 460 
0.6 0.9 1.0 0.9 
517 559 597 628 
3.3 2.4 1.6 1.0 
352 438 515 582 
4.0 3.1 2.3 1.4 
86 234 366 483 
1.4 1.8 1.7 1.2 
627 635 643 651 
574 593 611 630 
300 373 447 520 
401B 	.55 398 484 554 608 
1.7 1.4 1.1 1.0 
p 	.75 219 352 462 553 
1.4 1.3 1.1 1.1 
.95 41 199 334 459 
0.3 0.5 0.5 0.8 
510 553 593 626 
1.4 1.2 1.0 0.7 
342 429 508 578 
1.5 1.3 0.9 0.8 
82 228 361 480 
0.3 0.5 0.6 0.6 
627 635 643 651 
574 593 611 630 
300 373 447 520 
Table 5.2.2 Efficiencies Relative to a Complete Block Analysis 





1.0 	0.8 	0.6 	0.4 
1.47 1.25 1.13 1.06 
.020 .010 .005 .003 
2.20 1.49 1.22 1.09 
.047 .016 .007 .003 
.95 4.17 1.39 1.13 1.04 
.109 .009 .004 .002 
lB 
A 
1.0 	0.8 	0.6 	0.4 
1.23 1.13 1.07 1,03 
.016 .009 .005 .003 
1.58 1.27 1.13 1.05 
.037 .017 .008 .004 
2.46 1.22 1.06 1.02 







1.49 1.26 1.13 1.06 
.018 .009 .005 .003 
2.25 1.51 1.23 1.10 
.041 .014 .006 .003 
4.28 1.40 1.14 1.05 
.095 .006 .002 .002 
1.25 1.14 1.08 1.03 
.014 .008 .005 .003 
1.62 1.30 1.14 1.06 
.031 .014 .007 .003 
2.55 1.24 1.07 1.02 
.078 .014 .004 .002 
40R 	.55 1.55 1.30 1.15 1.07 
.011 .006 .003 .002 
p 	.75 2.56 1.66 1.31 1.13 
.029 .010 .005 .002 
.95 7.08 1.86 1.33 1.13 
.098 .008 .004 .002 
1.21 1.14 1.08 1.04 
.008 .005 .003 .002 
1.63 1.36 1.19 1.08 
.019 .009 .005 .003 
3.50 1.60 1.22 1.08 
.058 .012 .005 .003 
401B .55 1.57 1.31 1.16 1.07 
.007 .004 .002 .002 
9 	.75 2.62 1.68 1.32 1.14 
.016 .006 .003 .002 
.95 7.29 1.88 134 1.13 
1.055 .004 .002 .002 
1.23 1.15 1.08 1.04 
.003 .003 .002 .001 
1.68 1.38 1.20 1.09 
.007 .004 .002 .002 
3.65 1.64 1.24 1.08 
.015 .004 .002 .002 
Table 5.2.3 Efficiency of EV Analysis Relative to an lB Analysis 
and Standard Errors Averaged Over 50 Randomizations 
A 
Design 	 1.0 	0.8 	0.6 	0.4 
18RB .55 1.20 1.10 1.05 1.02 
.009 .005 .003 .002 
p .75 1.39 1.17 1.08 1.04 
.019 .008 .004 .002 
.95 1.68 1.14 1.06 1.03 
.040 .009 .004 .002 
181B .55 1.20 1.10 1.05 1.02 
.009 .005 .003 .002 
.75 1.39 1.17 1.08 1.04 
.017 .007 .004 .002 
.95 1.68 1.13 1.06 1.03 
.039 .008 .003 .002 
	
40R 	.55 1.28 1.14 1.07 1.03 
.006 .003 .002 .002 
p 	•75 1.57 1.22 1.10 1.05 
.013 .005 .003 .002 
.95 I 2.02 1.16 .1.09 1.05 
.025 .006 .004 .002 
401B 	.55 1.28 1.14 1.07 1.03 
.004 .003 .002 .002 
p 	.75 1.56 1.22 1.10 1.04 
.008 .004 .002 .002 
.95 2.00 1.15 1.08 1.05 
.015 .003 .002 .002 
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insufficient intermediate values of 0 being used to detect a peak in 
efficiency. Using only three values of 0, unless a peak occurs in 
the region of P  =0.75, it may not be detected. 
In all cases EV and lB analysis are most efficient when there is 
no white noise ( A =1.0) and the correlation between neighbouring 
plots, Ap , is very large. EV and lB analyses are more efficient 
relative to a CB analysis when the number of varieties in the trial 
is large than when it is small, particularly if A  and p are -both 
large as well. If all the variation was due to white noise ( X=0.0 
or P =0.0 or 1.0) an EV analysis with known parameters would be the 
same as a CB analysis and the efficiency would therefore be unity. 
Similarly when neighbouring plots can be treated as uncorrelated an 
lB analysis will give no more information than a CB one. The 
efficiency in these cases is also unity.. 
In chapter 6 we show that an lB analysis is valid under 
randomization even if the trial was designed as a CB. We note from 
table 5.2.2 that most of the increase in efficiency resulting from 
the use of lBs when the errors follow an EV error law is a 
consequence of the analysis and not of the design. The use of lB 
designs does, of course, have purposes other than simply giving high 
efficiency relative to a CB. 
Comparison of the EV and lB analyses with a CB analysis is 
useful but, when assessing the potential increase in efficiency from 
using an EV analysis, the comparison of that analysis with the best 
that is currently available, i.e. an lB analysis, is important. The 
efficiency of an EV analysis relative to the lB designs used in this 
example.are given in table 5.2.3. The efficiency is seen to change 
with A and p in a similar manner to that relative to a CB analysis. 
The most striking feature of this efficiency is that it has a very 
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small variance over randomizations and that it appears to be almost 
completely independent of the design, lB or CB, used. A wider range 
of lB designs would need to be studied to confirm this observation. 
Since none of the efficiencies is very variable further useful 
information on their behaviour may be obtained from examination of 
the efficiencies of a few individual trials over a finer grid of 
values of A  and P for a single randomization. Contour plots of the 
various efficiencies for one randomization of an lB design for 18 
varieties in blocks of size 6 and one randomization of an lB design 
for 40 varieties in blocks of size 5 are given in figures 5.2.4 and 
5.2.5 respectively. There is reasonable agreement between the 
efficiencies calculated for these individual trials and the average 
values over 50 randomizations given in tables 5.2.2 and 5.2.3. In 
all cases the value of is more important when is large than 
when it is small and the efficiencies increase to a higher level in 
the larger trial. 
The apparent difference in the shape of the surface of the 
efficiency of an EV analysis relative to a CB analysis between trial 
sizes, suggested by table 5.2.2, is also explained by these figures. 
When v is small, for a given value of A (<1.0), the efficiency is at 
its maximum when p 	is approximately 0.83. In the larger trial 
v=40, the maximum is attained when 	is slightly larger, at 
approximately 0.90. 	This shift in the position of the maximum 
results in one not being detected when a coarser grid of parameter 
values was used for the examination. 
If the variation between plots for all trials followed an EV 
error law exactly, the estimates of error obtained from an EV 
analysis, with the values of the variance parameters known exactly, 
would be reduced more for large trials than for small ones. The 
Figure 5.2.4 Efficiency of EV Analysis Relative to 
lB Analysis 
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Figure 5.2.4 Efficiency of lB Analysis Relative to 
CB Analysis 
v = 18 Contours at Intervals of 0.1 
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Figure 5.2.5 Efficiency of EV Analysis Relative to 
lB Analysis 
= Zc Contours at Intervals of 0.1 
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Figure 5.2.5 Efficiency of EV Analysis Relative to 
CB Analysis 
v =.40 Contours at Intervals of 0.1 
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difference between these estimates would be large if both , and 
were reasonably large. 
Provided the design of individual trials remains in CB or lB 
designs the efficiencies of the above tables should be regarded as 
the maximum efficiencies that could possibly be attained. In 
practice the values of the variance parameters must be estimated. 
This will increase the APV and decrease the efficiency. if p =0.924 
and A =0.670, the empirical values found for SB and WW in chapter 4, 
the maximum efficiency of an EV analysis relative to an lB analysis 
should be approximately 1.10 when v=18 and 1.12 when v=40. A 
possible increase of 10% or more in efficiency over the best 
currently available analysis is certainly worth further 
investigation. 
5.3 An Approximation to an EV Analysis 
The potential increase in efficiency from using an EV analysis 
will never be fulfilled since the parameters of the plot covariance 
matrix must always be estimated. We had originally hoped to estimate 
the parameters of VE by fitting an exponential curve to 	< values 
calculated for individual trials using the methods of chapter 4. 
However the 	curves for individual cereal trials were found to be 
very variable. In section 3.6 we found that the correlations between 
successive calculated semivariances are likely to be very large. 
Hence the shape of the variable 	curves for individual trials can 
provide little useful information on an appropriate error law. One 
possibility would be to use an EV error law with the parameters A 
and p estimated from 	and 42 
Besag (1974,1978), working with the same covariance matrix, VE, 
suggested an iterative maximum likelihood approach for estimation of 
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both the variety and variance parameters. The method is based on 
assuming normality of plot errors and transforming the yield vector, 
by partial differencing, so that the determinant in the likelihood 
function is easily calculated. It is not clear whether this method 
will always converge if the data are very variable. 
An alternative method of estimating the variety parameters in 
5.1.1 is to approximate V by a matrix that is linear in its 
parameters. One of the techniques mentioned in section 5.1 could 
then be used for the estimation of the parameters of the covariance 
matrix. Williams (1985a), following a suggestion of Patterson 
(1983), 	has developed an 	analysis based on 	using 	a first-order 
approximation to F 	in V. Writing 6 =lp 	, if p 	is close to 1 	then: 
p p 2 	• 	• p' 1 6) (i-c 	• 	
. 
P 	1 p 	• 	
• (1_) 1 i) 
F = 0 0 0 0 
- v- 	-L 
p p 
v- 
p 	• 1 - 
- 
Sj-& (ió (.1—cs) 	• 1 
1 	1-6 	1-26 
	
• 1-(v-1) 6 
	









o 	1 	2 	3 	.....v-1 
1 	0 	1 	2 	.....v-2 
L 
V =12 	1 	0 	1 	.....v-3 
• 	• 	. 	. 
v-i v-2 v-3 v-4 ..... OJ 
Thus a first-order aproximation to V is: 
E 
0 2 
= a 2 [1-'R- ip(I-R)L(IR)] 
= a 2 (I-R)(I-q) L)(I.'R) 
where 
0 2 = a(1-x ) 
= A(i-p ) 	, 	 (5.3.1) 
1 A 
and 	 L=I&L 
r V 
The GLS analysis which uses the linear approximation L to F in 
the plot covariance matrix is known as the linear variance (LV) 
analysis and is examined in the remainder of this chapter. 
5.4 LV Analysis 
A LV analysis uses a model of the form: 
E(y)=Xr 
Var(y)=V 	= cy 2 (I-R)(I_ ip L)(I.-R) 	, 	 (5.4.1) 
where y is the vector of plot yields adjusted by their superbiock 
means. 
Under model 5.4.1 the semivariance of the difference in yields 
of plots x apart is: 
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L 	 if the plots are in different superbiocks. 
Even if the plots were arranged in one long 	strip 	the 
possibility of differences in management between the superbiocks 
suggests that the estimation of the correlation parameters should be 
based solely on comparisons within superbiocks; hence the block form 
of VL. Such a covariance matrix does lead to the anomaly that, in a 
one dimensional analysis, plots that are a distance greater than v-i 
apart are assigned a smaller semi-variance than plots v-i apart. 
This is related to the more general problem of introducing blocks 
into the analysis which is discussed in section 5.11. However, 
since, in this case, the blocks are complete, varietal comparisons 
are based entirely on differences within superblocks and the problem 
is-not important here. 
2 
The parameters of VL, aL and P , are estimated by equating 
suitably chosen sums of squares to their expectations under the LV 
model. These sums of squares are chosen by analogy with Yates' 
method of analysis of an lB trial. The covariance matrix of the plot 
yields adjusted by their superblock means for an lB analysis is 
and estimates of Gand 	can be obtained by equating to expectation 
the intrablock residual sum of squares and the block sum of squares 
adjusted 	for varieties. 	This is equivalent to 	equating 	to 
expectation the intrablock residual sum of squares and the CB 
residual sum of squares (section 2.6). 	These quantities are the 
limits of the residual sum of squares as 	°° and 	o respectively. 
The corresponding sums of squares for LV analysis are: 
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S1y'[U-UX(X'UX)XU]y 	= 	y'Dy 	say, (5.4.2) 
and 
S2y'C(I-R)-(I-R)X(X'(I..-R)X)X'(IR)]y 
where 	U 	=-'(I-R)L(I-R). 
S2 is the CB residual 	sum of squares. 
The expectations of these sums of squares are 	calculated using 
the result: 
E(y'Ay)= Tr[AV]+ 1.I 'A 1 VA 
where 	E(y)= Ij  
and are simplified by a convenient algebraic 	result given by Williams 
(1985a): 
(5.4.3) 
whereis the vxv matrix: 
V 
1. 	-i 	0 	0 	.... 	0 0 	C 
-1 	2 	.4 	0 	..0 	0 	0 
AV 	1 0 	-1 	2 	.4 	..... 0 	0 	0 
2 . 	. 	. 	. 	. 	. 
0 	0 	0 	0 	....-1 	2 	-1 
L1 	0 	0 	0 	....0 	-1 	1 
The resulting expectations 	are: 
E(S1)=a 	[Tr[D]+ 	(v-1)(r-1)J 
and 	 E(S2)= 	a (v-l)(r-1)[1-i-.p (v+1)/31 	, (5.4.4) 
leading to estimates of 	p and 	ji of: 
= 	(v-'1)(r-1)S1-Tr[DJS2 	, 
(v-i) (r.-1)[S2-Si(v+1)/3] 
= 	(v+i)S1-3S2 	. (5.4.5) 
L 
(v+i)Tr[D]-3(v-1) (r-1) 
Using these estimates of IP 	and 	the 	analysis proceeds 	by 
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generalised least squares as if the estimates were the true values. 
Comparison of the above analysis with an lB analysis with the 
recovery of interbiock information, as given in chapter 2, shows that 
the two methods can be written in a very similar way. Si is the LV 
analogy of the intrablock residual sum of squares. We shall call it 
the intra-N sum of squares. Note that, unlike an lB analysis, the 
expected value of Si depends on both of the LV parameters, G2  and 
. The matrix X'iX can be thought of as the neighbour analogy of 
the lB variety concurrence matrix, X'BX. Whereas 
no. of occurences of variety i 	i=j 
(X'Bx)= 	 k 
1J 
no. of times varieties i and j occur in the same block 
k 
i.j, 
total no. of neighbours of variety i 	i=j , 
(X' A  X).= 	 r 
no. of times varieties i and j in neighbouring plots. 
r 
We have incorporated both analyses 
According to various input parameters the 
analysis and prints out estimates of 
efficiency, the average variance of 
unadjusted and adjusted variety effects. 
Some notes on the simplification 
squares equations, a flow chart for the 













and examples of the 
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5.5 Connection Between the EV and LV Error Laws 
LV analysis was developed as an approximation to an EV analysis 
when the curvature parameter, p is large. In terms of the variance 
laws a LV analysis of EV data is equivalent to approximating an 
exponential curve, a2(l-APX) x=1,2,...v-1, by a straight line with 
intercept a and gradient aip (figure 5.5.1). We should therefore 
consider how closely the LV line approximates the EV curve. 
Figure 5.5.1 A Straight Line Approximation to an Exponential Curve 
The parameters of the line used in LV analysis are found by 
equating sums of squares to their expectations on the LV model. By 
equating these expected values to those calculated under the EV 
covariance model the connection between the two sets of parameters, 
G2 , p ) and  (a2 , x , 	), and hence between the two curves, is 
established. 
The expectation of Si under the EV model is: 
E(S 1 ) E =a Tr[D((1-X )I+AF)] 
= a(1- X )Tr[D]+a 2 	Tr[DF] 
and 




m1=v-1-'2[(v-1) p+(v2)p 2 +...+p"- l]/v 
Equating E(Si)L  to  E(Si)E  leads to: 
a 	c 	(1- x)q 
A 
= (1-q)Tr[D]+ 1 T Tr[DF] 	, 	 (5.5.2) 
q(r-1)(v-1) 
where q is given by: 
E( c E = a (1- A )q= a (1-' x )[1+A 	[Tr[DF](v+1)-3(r-1)m1] 
( 	(v+1)Tr[D]-'3(r.'1)(v-1) 
The values of the parameters, a 2 and , given by 5.5.2 should 
be compared with the first-order approximations, 5.3.1. The value of 
q is dependent on both the design and the randomization of the trial 
through the matrix 0 (equation 5.4.2). For a given design and 
randimizat-ion q is a monotonic decreasing function of p , varying from 
1+ -- at p=O to 1 at  =1. Different layouts lead to curves of q 
against p which are similar but have slightly different rates of 
change in the gradients. 
Values of the parameters a2  and p of the LV line for a range 
of exponential curves, calculated using equations 5.5.2, and the 
first-order approximations to these for two trials, one on 18 
varieties and the other on 40 are given in table 5.5.3. The designs 
used were the generalised-lattices used in the study of section 5.2. 
Examination of table 5.5.3 shows that the parameters, G2 	and 
p, change with varying A , p 	and v as should be expected when 
fitting a straight line to an exponential curve. If p =0 or 1 the 
exponential curve is a horizontal line intercepting the 	axis at 
and a(1- A) respectively. Similarly, if x =0 the exponential 
curve is a horizontal line passing through 1= a 2 . In each of these 
cases p=0 and the straight lines given by 5.5.2 coincide exactly with 
the exponential curve. For intermediate values of the EV parameters 
Table 5.5.3 	Theoretical Values of 	and i and First-Order Approximations 







G  RSS2 i) ii) iii) 
0.40 0.15 0.60 0.57 0.94 0.01 0.009 0.176 0.090 -0.01 0.04( 2) -0.08(17) 
0.40 0.35 0.60 0.43 0.85 0.02 0.020 0.852 0.406 -0.01 0.07( 3) -0.19(17) 
0.40 0.55 0.60 0.30 0.76 0.04 0.030 1.596 0.696 -0.01 0.08( 4) -0.27(17) 
0.40 0.75 0.60 0.17 0.67 0.05 0.034 1.336 0.507 -0.01 0.06( 4) -0.26(17) 
0.40 0.85 0.60 0.10 0.63 0.05 0.031 0.576 0.199 0.00 0.04( 5) -0.17(17) 
0.40 0.90 0.60 0.07 0.62 0.04 0.025 0.215 0.070 0.00 0.02( 5) -0.11(17) 
0.40 0.95 0.60 0.03 0.60 0.03 0.016 0.026 0.008 0.00 0.01( 5) -0.04(17) 
0.40 0.99 0.60 0.01 0.60 0.01 0.004 0.000 0.000 0.00 0.00(11) 0.00(17) 
0.60 0.15 0.40 1.27 0.91 0.01 0.013 0.397 0.202 -0.01 0.05( 2) -0.12(17) 
0.60 0.35 0.40 0.97 0.78 0.04 0.030 1.917 0.913 -0.02 0.11( 3) -0.28(17) 
0.60 0.55 0.40 0.67 0.64 0.07 0.044 3.590 1.565 -0.02 0.12( 4) -0.40(17) 
0.60 0.75 0.40 0.37 0.51 0.10 0.051 3.006 1.140 -0.01 0.09( 4) -0.39(17) 
0.60 0.85 0.40 0.22 0.45 0.10 0.046 1.296 0.447 -0.01 0.05( 5) -0.27(17) 
0.60 0.90 0.40 0.15 0.42 0.09 0.038 0.484 0.158 0.00 0.03( 5) -0.17(17) 
0.60 0.95 0.40 0.07 0.41 0.06 0.024 0.059 0.018 0.00 0.01( 5) -0.06(17) 
0.60 0.99 0.40 0.01 0.40 0.01 0.006 0.000 0.000 0.00 0.00( 7) 0.00(17) 
0.80 0.15 0.20 3.40 0.88 0.02 0.017 0.706 0.358 -0.01 0.07( 2) -'0.17(17) 
0.80 0.35 0.20 2.60 0.70 0.06 0.039 3.407 1.624 -0.02 0.14 3) -0.37 	17) 
0.80 0.55 0.20 1.80 0.52 0.11 0.059 6.383 2.783 -0.02 0.16 4) -0.53 17) 
0.80 0.75 0.20 1.00 0.35 0.20 0.068 5.345 2.027 -0.01 0.13( 4) -0.52(17) 
0.80 0.85 0.20 0.60 0.27 0.23 0.061 2.304 0.794 -0.01 0.07( 5) -0.36(17) 
0.80 0.90 0.20 0.40 0.23 0.22 0.050 0.861 0.281 0.00 0.04(  -0.23(17) 
0.80 0.95 0.20 0.20 0.21 0.15 0.032 0.104 0.032 0.00 0.01( 5) -0.08(17) 
0.80 0.99 0.20 0.04 0.20 0.04 0.008 0.000 0.000 0.00 0.00(  0.00(17) 
0.99 0.15 0.01 84.15 0.85 0.02, 0.021 1.081 0.549 -0.02 0.09( 2 )1 -0.21(17) 
0.99 0.35 0.01 64.35 0.63 0.08 0.049 5.218 2.486 -0.03 0.18( 3)L -0.46(17) 
0.99 0.55 0.01 44.55 0.41 0.18 0.073 9.774 4.262 -0.03 0.20( 4)1-0.66(17) 
0.99 0.75 0.01 24.75 0.19 0.44 0.085 8.185 3.104 -P0.02 0.16( 4),- -0.64(17) 
0.99 0.85 0.01 14.85 0.09 0.82 0.076 3.528 1.216 -0.01 0.09( 5) -0.44(17) 
0.99 0.90 0.01 9.90 0.05 1.21 0.062 1.319 0.431 0.00 0.05( 5) -'0.28(17) 
0.99 0.95 0.01 4.95 0.02 1.77,, 0.039 0.160 0.049 0.00 0.02( 5) -0.10(17) 
0.99 0.99 0.01 0.99 0.01 0.89' 0.009 0.000 0.000 0.00 0.00( 5) -0.01(17) 
* Differences are the values of 
a:1_ Ap ). a (1+ i  x) 
i) at x=1, 
at the value of x which gives the 
largest positive difference (x), 
iii) at the value of x which gives the 
largest negative difference (x), 
I-, 
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0.40 0.15 0.60 0.57 0.95 0.00 0.004 0.205 0.104 -0.01 0.04( 3) -0.09(39) 
0.40 0.35 0.60 0.43 0.87 0.01 0.009 1.127 0.550 -0.02 0.09 4 -0.21 39 
0.40 0.55 0.60 0.30 0.78 0.02 0.014 2.637 1.227 -0.02 0.13 5 -0.33 39 
0.40 0.75 0.60 0.17 0.69 0.03 0.018 3.704 1.559 -0.01 0.13( 6) -0.40(39) 
0.40 0.85 0.60 0.10 0.65 0.03 0.019 2.844 1.073 -0.01 0.09(  0.38(39) 
0.40 0.90 0.60 0.07 0.63 0.03 0.017 1.676 0.580 0.00 0.07(  -0.29(39) 
0.40 0.95 0.60 0.03 0.61 0.02 0.013 0.377 0.116 0.00 0.02( 9) -0.16(39) 
0.40 0.99 0.60 0.01 0.60 0.01 0.004 0.002 0.001 0.00 0.00(11) -0.01(39) 
0.60 0.15 0.40 1.27 0.92 0.01 0.006 0.462 0.233 -0.01 0.06(  -0.13(39) 
0.60 0.35 0.40 0.97 0.80 0.02 0.013 2.535 1.238 -0.03 0.13(  -0.34(39) 
0.60 0.55 0.40 0.67 0.68 0.03 0.021 5.934 2.761 -0.03 0..19(  -0.50(39) 
0.60 0.75 0.40 0.37 0.54 0.05 0.027 8.335 3.507 -0.02 0.19(  -0.62(39) 
0.60 0.85 0.40 0.22 0.47 0.06 0.028 6.399 2.414 -0.01 0.14 8 -0.56 39 
0.60 0.90 0.40 0.15 0.44 0.06 0.026 3.771 1.305 -0.01 0.10 9 -0.45 39 
0.60 0.95 0.40 0.07 0.41 0.04 0.019 0.848 0.262 0.00 0.04(10) -0.22(39 
0.60 0.99 0.40 0.01 0.40 0.01 0.005 0.004 0.001 0.00 0.00(10) -0.03(39 
0.80 0.15 0.20 3.40 0.89 0.01 0.007 0.821 0.414 -0.02 0.08(  -0.17(39) 
0.80 0.35 0.20 2.60 0.74 0.02 0.018 4.508 2.201 -0.03 0.18(  -0.43(39) 
0.80 0.55 0.20 1.80 0.57 0.05 0.028 10.549 4.908 -0.04 0.25(  -0.66(39) 
0.80 0.75 0.20 1.00 0.39 0.09 0.037 14.818 6.235 -0.03 0.25(  -0.82(39) 
0.80 0.85 0.20 0.60 0.30 0.12 0.037 11.377 4.292 -0.01 0.19(  -0.75(39) 
0.80 0.90 0.20 0.40 0.25 0.13 0.034 6.704 2.320 -0.01 0.13(  -0.60(39) 
0.80 0.95 0.20 0.20 0.22 0.11 0.025 1.508 0.465 0.00 0.05(10) -0.30(39) 
0.80 0.99 0.20 0.04 0.20 0.04 0.007 0.008 0.002 0.00 0.00(10) -0.02(39) 
0.99 0.15 0.01 84.15 0.87 0.01 0.009 1.257 0.634 -0.02 0.10(  -0.24(39) 
0.99 0.35 0.01 64.35 0.67 0.03 0.022 6.903 3.370 -0.04 0.22(  -0.54(39) 
0.99 0.55 0.01 44.55 0.47 0.07 0.035 16.155 7.517 -0.05 0.31(  -0.81(39) 
0.99 0.75 0.01 24.75 0.24 0.19 0.045 22.692 9.549 -0.03 0.31(  -1.01(39) 
0.99 0.85 0.01 14.85 0.13 0.35 0.046 17.423 6.572 -0.02 0.23(  -0.93(39) 
0.99 0.90 0.01 9.90 0.08 0.54 0.042 10.267 3.553 -0.01 0.16(  -0.75(39) 
0.99 0.95 0.01 4.95 0.03 0.96 0.031 2.309 0.712 0.00 0.07(10) -0.36(39) 
0.99 0.99 0.01 0.99 0.01 0.80 0.009 0.012 0.003 0.00 0.01(12) -0.02(39) 
* Differences are the values of 
o (1_A p x)_ a (1+ipx ) 
at x=1, 
at the value of x which gives the 
largest positive difference (x), 
at the value of x which gives the 
largest negative difference (x). 
Io 
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in every case the intercept, a , decreases as A  and p increase and 
is slightly larger for 	the 	larger 	trial. 	The 	first-order 
approximation underestimates the correct value but is close for large 
P. 	The slope, ay 	. increases to a maximum when 	is 
approximately 0.7 or 0.8 and then decreases to 0 when p =1. 	The 
slope is large for large values of x and when v is small. The 
first-order approximation, implied by 5.3.1, overestimates the slope. 
The columns in table 5.5.3 headed RSS give weighted average sums 
of squares of the differences between the values of 0 given by the 
EV curve and the LV straight line over values of x ranging from 1 to 
v-i. These quantities indicate how closely the straight line 
approximates an exponential curve. A small value indicates a close 
approximation to the curve. 
RSS1 is calculated giving equal weight to all distances apart: 
	
RSSi=. 	i- ApX ) 	 x)]2 
Since, in a superblock of size v, v-i pairs of plots are a 
distance 1 apart, v-2 pairs of plots are a distance 2 apart etc. 
differences between the curve and the straight line at small values 
of x could be considered to be more important than those at large 
distances apart. The figures in the column headed RSS2 are 
calculated giving weight v-x to distance x: 
RSS2= 	2 	1 	(v-x)[ a2(1 APX )_ 2 (1+ px)]2 	. 
v(v-l) 
For both examples, whichever figure is used to measure the 
closeness of the fit, for a given value of A the best fit is 
obtained when p is large. A straight line approximation to the 
curve is most inadequate when p is approximately 0.55 if v=18 or 
0.75 if v=40. As should be expected small values of x allow better 
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straight line approximations to the curve. 
The final three columns of table 5.5.3 give the values of the 
difference between the two curves ( 	 x)) at 
x=1, 
the value of x which gives the largest positive difference, 
the value of x which 	gives 	the 	largest 	negative 
difference. 
Numbers in brackets are the values of x at which these differences 
occur. The linear approximations to the EV values of are 
slightly larger than the EV values when the plots are a distance 1 
apart. As the distance apart increases the LV approximations quickly 
become smaller than the EV values of 0 and then become larger 
again. The largest differences between the two curves occur at large 
distances apart. 
When a LV approximation is appropriate, i.e. 	when 	p is 
large, the straight line approximation to the exponential curve is 
very close. However, we should expect the variances of differences 
between plots a very small (x=1) or a large distance apart to be 
overestimated, whilst those at intermediate distances apart will be 
underestimated. The expected value of the average variance of all 
pairwise differences is examined by simulation in section 5.9. 
5.6 Results of Applying LV Analysis to the Cereal VCU Yield Data 
The result of applying LV analysis to the cereal VCU data 
described in section 1.5 are given in Appendix E. Thirty three of 
the 166 trials contained between one and three missing values. 
Following Patterson and Hunter (1983) missing values were replaced by 
their estimates from a CB analysis. To avoid nonsensical results 
negative estimates of iP were reset to zero resulting in an CB 
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analysis. The conse quences of this procedure are discussed in 
section 5.10. 
The distribution of the efficiency, average variance of pairwise 
difference, a, i and CB EMS, a , are summarised in table 5.6.1. 
The distributions are all highly skewed, with long tails to the 
right. 
Provided estimates of error are unbiased a LV analysis resulted 
in an increase in efficiency relative to a CB of at least 20% in more 
than 75% of the trials. Resetting negative estimates of P to zero 
means that a LV analysis is never estimated to be less efficient than 
a CB analysis. However, this was only necessary for three trials. 
Large trials tended to have greater efficiencies than small ones 
although this was not as rigid as would appear from the sizes of the 
trials given for each percentile in table 5.6.1. 
The increases in efficiency were much larger than would be 
expected if the errors followed an EV law (section 5.2). Possible 
explanations are that i) the errors of individual trials do not 
follow an EV law, or ii) an LV analysis underestimates the actual 
average variance of all pairwise differences, or iii) a combination 
of i) and ii). In chapter 4 we noted that individual q curves for 
the cereal data showed much more erratic behaviour than would be 
expected for data which followed an EV error law and later in this 
chapter we examine the possibility of bias in the average pair-wise 
variance using simulation methods. 
Estimated values of p range from 0.0 to 8.11 although in only 
three of the trials was the calculated 'value greater than 1.0. All 
of these trials were very small and the individual calculated 4 
curves (chapter 4) for two of, the trials (SB75EE7, SB78ES3) were 
found to rise steeply and not appear to level out over the range of 
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Table 5.6.1 Distribution of Quantities Calculated in a LV Analysis 
of 162 Cereal Trials 
Percentiles 
Measure Min 10 25 50 75 90 Max 
Efficiency 1.0 1.080 1.243 1.520 1.873 2.554 5.429 
V* 18,38,40 18 24 44 43 18 63 
63 
APV (t/ha) .007 .019 .029 .043 .055 .074 .290 
v 18 23 18 44 63 54 18 
0,0 .010 .029 .061 .115 .265 8.110 
v 18,38 20 20 53 18 21 17 
63 
CFJ .002 .019 .034 .053 .067 .099 .356 
v 17 18 67 18 43 60 18 
4 .024 .045 .072 .104 .138 .200 .627 
v 42 18 16 17 44 20 38 
* Number of varieties in the trial that gave this value. 
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distances over which 	could be calculated (figure 5.6.2). The 
third of these trials (SB80NS3) contained only 17 varieties and there 
were insufficient dfs to estimate ci. In general, as we should 
expect if an EV error law was appropriate, small trials have larger 
estimates of p than do large ones. 
The trial with the largest value of p was the same one as had 
the smallest value of 	a 	(SB78ES3). 	The largest value of 
excluding those trials analysed as CBs was 0.3564. The value of 
depends more on the total variation within a trial, which is 
indicated - by the CB estimate of variance, c, than on the number of 
varieties in the trial. 
5.7 Simulation Study - Theory 
The results of any generalised least squares analysis depend on 
the covariance structure used for the data. A covariance matrix of a 
simple form, such as VL, or indeed V will never be sufficiently 
complex to represent the true plot covariance structure of an 
individual trial. Hence a study of the consequences of assuming an 
incorrect model needs to be made. 
In general if we use a model of the form: 
E(y)=XT 
V(y)=V 0 
when in fact 
V(y)=V 1 
the estimates of th e variety parameters, although inefficient, are 
unbiased. However, the estimates of standard errors of variety 
differences are not necessarily unbiased. Thus estimation of the 
average variance of variety differences and of the trial's efficiency 
may be biased. 
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A small simulation study of the bias in the average variance of 
varietal differences has been made by examining the consequences of 
performing a LV analysis when the EV error law in fact holds. The EV 
error law was  because of the empirical evidence of previous 
work. A different assumed error law could be expected to give 
different results. 
One run of the study will refer to a complete set of n 
individual simulations. 
For a given variety vector, T , and true covariance matrix, V 1 , 
the error in estimating r 	by -r •  = [(X ' V0X)X ' V0y] 	is r. -:. and 
1 1 	 1 •]. 	1 
var( 	
ii 
i )=E[( -r -? )2]•  Under the null hypothesis that there are no 
treatment differences Ti = T , for all i and j, and an estimate of 
var( 	) is then: 
1 
var()= 	(T.-. )2 	for all i. 
1 	' 	J 1 
V 




= 	2 	Var( 	) 	, 
1 
V-1 
= 2 	( T_T) 	, 
J 	
(5.7.1) 
tl 	 3- 
v(v-1) 
a quantity which may be calculated when T  is known. 
The estimated average variance of variety differences from a LV 
analysis is: 
2Tr[(X'VoX)] 	 (5.7.2) 
V-1 
and a check on the bias of this quantity may be made by comparing the 
calculated 	values of 5.7.1 and 5.7.2 over many realisations. 
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However, the sizes of 5.7.1 and 5.7.2 will vary with the values of 
the parameters in the true covariance matrix and, in order to 
interpret any observed changes in the bias as the EV parameters 
change, standardisation of the difference between the two values is 
needed. 
The usual way of stating the bias of an estimator is to quote 
the bias as a percentage of the value of the parameter that it is 
intended to estimate. The percentage bias in using the estimator S 
to estimate a parameter e is 
	
E(S)..- e 	= E(S) - 1 	ES - 1 	. 	 (5.7.3) 
e o 	 0 
In our case S is the estimated APV (5.7.2) and o is the actual value 
of the APV. However, the problem is not as straightforward as this 
because, although for each simulation the value of the true APV can 
be calculated from 5.7.1, this value varies over the simulations. 
Thus we must also estimate the average value of the actual APV over 
many simulations. Therefore we treat the actual value of the APV for 
each simulation as an observation of a random variable, A. On the 
ith simulation the observation a. 
1  provides an unbiased estimate of 
the actual APV. We wish to assess the estimated APV (5.7.2) by 
comparing it with an estimator (5.7.1) that we know is unbiased for 
the quantity of-interest. In other words we must estimate both E(S) 
and o in 5.7.3. A difficulty now arises because we wish to estimate 
a ratio. Replacing e in 5.7.3 by E(A), where A is an unbiased 
estimator for 0 , the second equality no longer holds, resulting in 
two possible estimators for E(S)/ 0. From each run of n simulations 
n pairs of values (s 
1 
• , a ), i=1,2 .... n, are calculated where s. is the 
1 	 1 
estimated APV from 5.7.2 and a • is the actual APV from 5.7.1. 	Two 
1 
possible estimators for E(S)/e are: 
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R1= _, 




Ri is the ratio of the means of S and A and R2 is the mean of the 
ratio S/A. 
If S and A were highly correlated we might expect that R2 would 
allow for this correlation whereas Ri would not. 
	
Both RI and R2 are biased for E(S)/ø . 	Writing E(S)=O b, so 
that 100(b.4) is the percentage bias in using S to estimate 0 , the 
biases in using Ri and R2 to estimate E(S)/o are approximately: 
b 	\Var(A) - Cov(A,S)1 
8 2 n • 	b 	 (5.7.4) 	- 
and 
bIar(A) - Cov(A,S) 
e4 	b 
respectively. 
The only difference in these two formulae is the factor 1/n in 
the first equation. The size of the bias in Ri is dependent on the 
quantity being estimated (the percentage bias), the true average 
value of the actual APV, 0 , the variance of the actual APV, the 
covariance between the actual and estimated APVs and the number of 
simulations used. 
The estimators are both unbiased when b=O, and Ri is always less 
biased in absolute value than R2. 
Ri and R2 have equal variance which is given by: 
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1 [Var(S)+b2 Var(A)-2bCov(A,S)] 
nO 2 
One disadvantage of the estimator Ri is that only a single value 
- 	 is calculated from each run of n simulations and thus it is not 
possible to estimate a standard error. 	An indication of the 
variability of the statistic can however be obtained from the 
jacknife estimate of the variance of Ri: 
- 









Efron and Stein (1981) examined this estimator for the variance 
of a statistic in the case when R 	is a symmetric function of 
values of n iid random variables. 	They found that the jacknife 
estimate tends to overestimate the true variance of the statistic and 
that neither the symmetry nor the lid requirement is critical. The 
properties of the estimator above have not been studied but, by 
analogy with Efron and Stein it may be expected to give an 
overestimate of the variance. 
In the simulation study values of both Riand R2 were calculated 
so that differences between the estimates they gave could be 
examined. 
The main purpose of the study was to examine the bias in the 
estimated APV. Each simulation involves performing a LV analysis 
and, by retaining the results of each simulation, average estimates 
of the LV variance parameters can be compared with the theoretical 
ones of section 5.5. In addition, since, when there are no real 
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variety differences, the actual APV from a CB analysis is given by 
2*TMS/r, the true efficiency of a LV analysis of EV data relative to 
a CB analysis may also be examined. 
5.8 Simulation Study -Technical Details 
The factors that were varied in the study were: 
the number of varieties in the trial, v=18 and 40, chosen as 
examples of a small and a medium sized trial, 
the type of design: a) a generalised-lattice design, 
b) a CB design, 
the proportion of systematic error in the EV error law, 
A =0.4, 0.6, 0.8 and 1.0, 
iv)the curvature parameter _of the EV error law, p =0.55, 0.75 
and 0.95. 
A single replicate of this 2 2x3x4 experiment was performed. 
The program was written in Salford FORTRAN77 and was implemented 
on a PRIME 550 computer. Random numbers were generated using the NAG 
subroutine library routines. 
For each run independent variety effects were generated from a 
N(0, I) distribution by using the NAG subroutine G05DDF. For each 
simulation plot yields were generated from a N(0, V) distribution by 
decomposing V =TCT' where T is a lower triangular matrix and C is a 
diagonal matix. A vector, x, with a N(0,I) distribution can then be 
transformed, by substitution, into y=Tx. This has the required 
multivariate distribution. 
Negative estimates of I were reset to zero, resulting in a GB 
analysis for that particular simulation. 
Initial exploratory runs suggested that the estimated APV, S, 
tends to underestimate the actual APV, A, for each simulation and 
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that S and A would only be very slightly correlated. 	Thus Ri was 
expected to be a less biased estimator than R2 for E(S)/0 
An approximate estimate of the appropriate number of simulations 
to use for each run would usually be calculated from the magnitude of 
the differences in Ri and the variance of these differences that were 
expected to be obtained. However, since we do not have a 
well-understood method of calculating the variance of Ri, we chose 
the number of simulations based on detecting differences in the 
actual APV when they occured. The preliminary runs suggested that 
differences between the actual APV for neighbouring points on the 4x3 
grid of A and p points for the 18 variety case would be at least 
0.04 and that the variance of the actual APV would be no larger than 
0.04. When the number of varieties in the trial was 40, larger 
differences in the actual APV were expected and the variance was 
expected to be no larger than 0.02. 
Very approximate estimates of the number of simulations required 
for each set of 24 runs for the two trial sizes were obtained by 
calculating the number of simulations required so that a difference 
in neighbouring average actual APVs of 0.04 would be detected with 
probability 0.95 if the distribution of the average actual APV was 
approximately normal, i.e. using 
n=2 a 2'196 
0.04 
200 simulations/run were used for the trial containing 18 
varieties and 100 simulations/run for the trial containing 40 
varieties. Each simulation of an 18 variety trial took approximately 
13 seconds of CPU time and each simulation of a 40 variety trial took 
approximately 135 seconds. 
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5.9 Results of the Simulation Study 
To check that the simulation program worked correctly 	we 
calculated the average values of the LV variance parameters,G and 
iL. The values and their standard errors are given in table 5.9.1. 
These average values were calculated after negative estimates of i 
had been reset to zero. Hence, on runs for which some simulations 
gave negative estimates of i (table 5.9.5), the calculated averages 
would be expected to be larger than the theoretical ones. Comparison 
of table 5.9.1 with the theoretical values of i andto be 
expected from table 5.6.2 reveals close agreement provided the 
proportion of negative estimates of ip is small. 
The standard errors in table 5.9.1 indicate the stability of the 
parameter estimates over simulations. When A and P are both very 
large the estimates of L and G are much more unstable than in 
other cases. The estimates of 1L are more variable in the smaller 
trials, particularly for large values of A  and p 
Average actual and estimated APVs and their standard errors for 
each run obtained from the simulation study are given in table 5.9.2. 
Comparison of this table with table 5.2.1 shows that the actual APV 
obtained from a LV analysis of EV data is affected by changes in 
design, trial size and values of A  and P , in a similar way to the 
APVs from an EV analysis when the variance parameters are known. For 
each design and trial size the actual APV increases as A  and P 
decrease and the standard errors are seen to be approximately 
proportional to the average APV. An ANOVA of the log of the average 
actual APV for the 22 x3x4 factorial experiment, using the three and 
four factor interactions for estimation of error is given in figure 
5.9.3. 
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Table 5.9.1 Simulation Results and a 2  and Standard Errors 
A A 
Design 1.0 0.8 0.6 0.4 1.0 0.8 0.6 0.4 
18RB .55 - .226 .136 .079 .051 .416 .530 .680 .755 
.014 .008 .005 .001 .009 .011 .015 .016 
P .75 1.108 .241 .134 .082 .206 .351 .499 .620 
.345 .017 .009 .007 .013 .009 .013 .014 
.95 3.058 .198 .073 .037 .114 .214 .401 .584 
.712 .014 .005 .004 .012 .005 .009 .012 
181B .55 .061 .405 .193 .128 .087 .531 .624 .724 
.009 .008 .006 .005 .008 .012 .013 .016 
p .75 .983 .263 .142 .075 .180 .338 .489 .673 
.195 .019 .016 .006 .007 .009 .012 .016 
.95 4.440 .227 .069 .046 1.106 .221 .411 .566 
1.929 .035 .006 .005 .011 .019 .009 .012 
40R 	.55 .080 .055 .036 .020 
.003 .003 .002 .001 
p 	.75 .228 .101 .052 .030 
.013 .005 .003 .002 
.95 3.972 .117 .049 .022 
2.511 .008 .004 .002 
.460 .568 .669 .788 
.009 .011 .013 .017 
.231 .387 .565 .679 
.005 .008 .012 .013 
.124 .223 .417 .590 




.078 .052 .032 .020 
.003 .002 .002 .001 
.192 .098 .052 .029 
.007 .004 .003 .002 
2.401 .120 .046 .025 
.440 .008 .003 .002 
.460 .568 .696 .771 
.009 .010 .013 .015 
.234 .396 .548 .698 
.005 .007 .010 .015 
.100 .218 .414 .617 
.022 .005 .010 .013 
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Table 5.9.2 Simulation Results - Averaqe Actual and Estimated 
Pairwise Variances (x1000) and Standard Errors 
Average Actual APV Average Estimated APV 
(A) (S) 
x A 
Design 1.0 0.8 0.6 0.4 1.0 0.8 0.6 0.4 
18RB .55 461 522 585 648 401 465 542 571 
14.6 14.1 14.7 15.8 7.2 8.1 9.8 9.9 
p .75 272 384 470 544 240 339 426 493 
9.0 9.3 12.1 13.9 8.0 6.4 8.6 9.4 
.95 95 213 330 463 100 194 317 429 
8.0' 5.2 7.6 10.9 7.2 3.8 5.9 7.7 
181B .55 602 460 526 568 381 457 505 553 
13.0 12.7 13.6 15.7 6.0 8.0 8.7 10.1 
p .75 256 373 454 541 222 326 418 529 
7.1 8.7 10.7 13.3 4.6 6.0 7.9 10.3 
.95 94 208 327 440 94 195 321 421 
7.0 5.3 8.4 10.6 6.7 4.0 5.9 7.7 
40R 	.55 	493 536 617 632 389 457 516 577 
12.5 14.2 14.3 14.7 6.7 7.5 8.8 10.5 
p 	.75 	279 401 491 599 234 338 450 514 
7.4 10.4 10.6 13.7 3.4 5.8 8.1 9.0 
.95 	106 211 337 455 110 198 329 435 




493 548 604 631 
11.4 11.8 13.7 13.3 
272 393 481 572 
6.8 9.8 10.3 13.5 
89 201 344 471 
13.3 4.5 7.2 11.7 
385 453 528 564 
6.5 7.4 8.4 9.7 
228 342 435 525 
4.0 5.8 7.1 10.1 
93 191 323 455 
13.9 3.8 6.4 7.9 
SOURCE OF DF SS SS% MS yR 
VARIATION 
SIZE 1 0.0172239 0.13 0.0172239 19.776 
DES 1 0.0075795 0.06 0.0075795 8.703 
LAM 3 4.9985542 38.32 1.6661847 1913.097 
RHO 2 6.0629454 46.48 3.0314727 3480.708 
SIZE.DES 1 0.0000000 0.00 0.0000000 0.000 
SIZE.LAM 3 0.0014864 0.01 0.0004955 0.569 
DES.LAM 3 0.0018153 0.01 0.0006051 0.695 
SIZE.RHO 2 0.0029733 0.02 0.0014866 1.707 
DES.RHO 2 0.0010012 0.01 0.0005006 0.575 
LAM.RHO 6 1.9312129 14.80 0.3218688 369.567 
RESIDUAL 23 0.0200315 0.15 0.0008709 
TOTAL 47 13.0448246 100.00 0.2775494 
Figure 5.9.3 Analysis of Variance of Log(Actual APV). 
This analysis gives evidence of an interaction between X and 
Figure 5.9.4 gives graphs of log(actual APV) averaged over 
design and trial size for various values of A and p . This shows 
that much, but not all, of this interaction can be attributed to the 
values of the actual APV at the points A =1.0, p =0.95. No other 
2-factor interaction has a large variance ratio. In addition to the 
values of A  and p the size of trial and the design used are also 
important. The larger trials result in larger actual APVs and CB 
designs give larger actual APVs than do lB designs. 
The average estimated APVs obtained from a LV analysis of EV 
data, table 5.9.2, are affected by changes in design, trial size and 
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Fi9ure 5.9.4 Lo (Actual APV) Averaged Over Design 



















values of , and P  in a similar way to the average actual APVs. 
Comparison of the tabulated actual and estimated APVs shows that, on 
average, the estimated APV underestimates the actual APV and over 
many simulations, is less variable than the actual APV. 
In table 5.9.5 we show the number of individual simulations from 
each run for which the estimated APV was smaller than the actual APV 
as a percentage of the total number of simulations per run. This 
quantity is called the score. A score of over 50% indicates that the 
estimated APV was less than the actual APV in more than half the 
simulations. In nearly all cases, particularly for the larger trial 
size, the score was large except for when P was large. This shows 
that the estimated APV underestimates the actual APV for many 
individual simulations as well as on average over all simulations. 
For large P  (=0.95), although the average estimated APV was less 
than the average actual APV, the score was sometimes less than 50%. 
This suggests that the difference between the actual and estimated 
APVs for those simulations for which the estimated APV was less than 
the actual APV is often large in comparison to that obtained when the 
estimated APV was greater than the actual APV. 
In the simulation study the procedure of resetting negative 
estimates of 'P to zero results in the analysis for that particular 
simulation being a CB. analysis. Failure to make any amendment to the 
analysis when a negative estimate of 'P was obtained would in many 
cases have resulted in negative estimates of variance and nonsensical 
results. The percentage of the simulations for which the amendment 
was necessary is given in table 5.9.5. 
Negative estimates of 'P can be attributed to two distinct 
causes. Firstly, since the expected value of 'P is very small when 
A is small (Figure 5.5.3) we should expect to obtain some small 










% of Negative Estimates 
of 	IL) 
A  
1.0 0.8 0.6 0.4 
1.0 	3.0 	9.5 	21.5 
1.5 1.5 5.5 15.5 
24.0 6.5 12.0 25.5 
0.5 3.0 9.0 16.5 
0.5 2.0 5.0 14.5 
23.0 3.5 16.5. 23.0 
Score (%) 
A 
1.0 0.8 0.6 0.4 
66.0 	66.5 	62.0 	54.0 
58.5 62.0 65.0 56.0 
37.5 55.0 48.0. 46.0 
69.0 	60.5 	64.0 	56.5 
59.5 	58.5 	63.5 	55.5 




0.0 0.0 0.0 10.0 
0.0 0.0 1.0 3.0 
13.0 0.0 1.0 7.0 
93.0 87.0 88.0 69.0 
72.0 85.0 68.0 76.0 
39.0 59.0 58.0 53.0 
401B 	.55 0.0 	0.0 	1.0 	9.0' 
p 	.75 0.0 0.0 2.0 3.0 
.95 11.0 1.0 1.0 9.0 
90.0 88.0 79.0 81.0 
74.0 78.0 68.0 74.0 
38.0 54.0 63.0 42.0 
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negative estimates of p . Resetting these values to zero would not 
have much effect on the analysis or the average values of 14)  or a 2 
and their standard errors. Negative estimates of lp  when x =0.4 or 
0.6 can be explained in this way. 
The second cause has much more serious effects. When x and p 
are both large neighbouring plots are very highly correlated. When 
this happens the trial does not contain sufficient information for 
accurate estimation of the LV sums of squares, Si and S2. The effect 
of inaccurate estimation is to give more variable estimates of 14) 
which are sometimes very large and negative. Resetting these values 
to zero will have a large effect on the analysis and on the average 
values of the LV parameters and their standard errors. This effect 
is particularly marked in the smaller trials and when A =1.0 and 
P=0.95. Since a CB analysis is known to be unbiased we should 
expect resetting negative estimates of i4)  to zero to have the effect 
of reducing the difference between the average actual and estimated 
APVs and also reducing the score from the values they would have had 
for a theoretical LV analysis. The low scores obtained when P =0.95 
are partly due to this effect. 
Empirical correlations between the actual and estimated APVs 
are given in table 5.9.6. As expected from preliminary runs, other 
than when A=1.0 and P =0.95, these correlations are generally small. 
The large correlations at A  =1.0, P  =0.95 are again due to the 
practise of resetting negative estimates of 14)  to zero. Figure 5.9.7 
shows plots of the estimated APVs against actual APVs for two 
examples for which 11% and 9% of the estimates of IL) were reset to 
zero. When A is large, figure 5.9.7a, the CB estimated and actual 
APVs are both much larger than those obtained from the LV analysis 
with positive estimates of IL' . This results in those points being 
Table 5.9.6 Simulation Results - Empirical Correlations Between 
Actual and Estimated Average Pairwise Variances 
A 
Design 	1.0 	0.8 	0.6 	0.4 
18RB .55 -.0452 -.0202 .0805 .0004 
p 	.75 	.4393 .0180 .0944 .0069 
	
.95 	.8339 .0942 .1897 -.0240 
181B .55 	.0186 .1095 .0616 .0610 
p 	.75 	.2665 .1163 .1020 .0261 
.95 	.9058 .1399 .0427 .1586 
40RB .55 	.3075 .241.9 .0088 -.0490 
p 	.75 	.0575 .2700 .0505 .0887 
.95 	.9371 -.0179 .1667 .0563 
401B .55 	.3412 -.0350 .0070 .0950 
p 	.75 	.1139 -.0171 .1039 .1289 



























very influential in the calculation of the correlation which is thus 
substantially inflated. If is small, figure 5.9.7b, the CB 
estimates of the actual and estimated APVs are very similar to the 
values obtained from a LV analysis. Hence the correlation 
coefficient is not influenced very strongly by these points. 
The reason that the correlation is large when A =1.0 and p =0.95 
is clearly the amended analysis that is performed when P is 
estimated to be negative and not the LV analysis itself. However, it 
would be wrong to ignore such occurences and to calculate the 
correlations based only on those values of the APVs for which was 
estimated 	as positive. 	A possible alternative would 	be 	to 
reparameterize the plot covariance matrix (see section 5.10). 
Table 5.9.8 gives estimates of the ratio of the estimated APV to 
the actual APV, calculated using the two estimators Ri, the ratio of 
the averages of these quantities, and R2, the average of the ratios. 
In all cases estimates calculated using R2 are greater than those 
calculated using Ri. In addition, even though we have observed from 
table 5.9.2 and the scores in table 5.9.5 that the estimated APV 
underestimates the actual APV, the estimator R2 often gives estimates 
of the ratio to be greater than one. 	This suggests that the 
estimator R2 is seriously biased for estimating the ratio, b. 	In 
nearly all cases Ri provides estimates of the ratio of less than one. 
However from section 5.7 we note that this estimator is also biased 
for b. 
The estimates of the ratio, b, obtained using estimators Ri and 
R2 can be approximately corrected for the bias by using equations 
5.7.4: 
.87 .89 .93 .88 
.048* .047 .048 .046 
.88 .88 .90 .91 
.050 .048 .052 .048 
1.05 .91 .96 .93 
.043 .031 .032 ..033 
1.05 1.06 1.05 1.00 
.039 .055 .035 .033 
1.02 1.01 1.01 1.03 
.036 .036 .031 .034 
1.20 1.01 1.06 1.04 
.065 .047 .046 .045 
.83 .87 .89 .92 
•043* .043 .047 .047 
.87 .88 .92 .98 
.048 .047 .045 .047 
1.00 .94 .98 .96 
.053 .047 .049 .051 
.96 .96 1.00 1.06 
.032 .028 .032 .037 
1.01 .97 1.03 1.10 
.038 .030 .031 .034 
1.13 1.04 1.12 1.07 
.034 .031 .038 .032 
Table 5.9.8 Simulation Results - (Estimated APV)/(Actual APV) 
Using Estimators Ri and R2 and Standard Errors 
Ri 	 R2 
A A 














.79 .85 .84 .91 
.028* .031 .029- .034 
.84 .84 .92 .86 
.031 .028 .033 .031 
1.04 .93 .98 .96 
.063 .033 .032 .033 
.78 .83 .87 .89 
.025* .030 .031 .029 
.84 .87 .90 .92 
.031 .032 .030 .034' 
1.05 .95 .94 .97 
.038 .036 .032 .033 
.83 .91 .88 .96 
.024 .029 .026 .029 
.90 .89 .96 .90 
.027 .027 .028 .028 
1.17 .99 1.02 1.00 
.044 .032 .028 .012 
.81 .87 .92 .93 
.020 .025 .026 .025 
.89 .93 .95 .97 
.027 .030 .028 .029 
1.11 1.00 .98 1.02 
.033 .032 .028 .030 
* 	Jacknife estimate of standard deviation 
throughout Ri tables 
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E(R1) - b = b\Var(A) 
	
Cov(A,S) 1 
0 2 n. 	 bi 






and replacing the quantities involved by the empirical estimates to 
give: 
b 1 = nr1A2  + coc(A,$) 
nA + Var(A) 
and 
- 
b 2 = r 2 A2 + Cov(A,S) 
A +Var(A) 
respectively, where r 1 is the estimated value of E(i), 1=1,2, and A 
is the estimated value of 0 • Estimated values of b obtained after 
adjusting RI and R2 for bias in thfs ãTir'e  given in table 5.9.9 and 
are seen to be very similar. Comparison of the adjusted tables with 
those of table 5.9. 13 reveals that Ri provides a virtually unbiased 
estimate of b. 
In section 5.7 we noted that estimators RI and R2 have equal 
variance. Comparison of the empirical standard errors of R2 with the 
jacknife standard deviations of Ri in table 5.9.8 provides support 
for Efron and Stein's (1981) claim that the jacknife estimate of 
variance overestimates the true variance. Even though the runs for 
the 40 variety trials contained only half the simulations of the 18 
variety runs the standard errors of R2 and the jacknife standard 
deviation of Ri are consistantly smaller in that case. 
Table 5.9.9 reveals that the estimated APV from a LV analysis of 
EV data can be underestimated by as much as 20% over the range of 
values of X and P considered. The design used has little effect on 
the ratio. The actual APV tends to be less seriously underestimated 
Table 5.9.9 Simulation Results (Estimated APV)/(Actual APV) 
After Adjustment for Bias 	in RI and R2 
Ri R2 
A A 
Design 1.0 0.8 0.6 0.4 1.0 0.8 0,6 0.4 
18RB .55 .87 .89 .93 .88 .87 	.92 	.94 	.89 
p .75 .88 .88 .90 .90 .90 .91 .90 .91 
.95 1.05 .91 .96 .93 .94 .91 .97 .93 
181B .55 .92 .83 .83 .87 .89 .87 .90 .94 
p .75 .87 .88 .92 .98 .89 .89 .93 .98 
.95 1.00 .94 .98 .96 .98 .94 	1.00 .96 
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40R  .55 .79 .85 .84 .91 
p .75 .84 .84 .92 .86 
.95 11.03 	.93 	.98 	.96 
	
.80 	.86 	.84 	.91 
.84 	.84 	.92 	.86 
.95 	.94 	.98 	.96 
401B 	.55 .78 .83 .87 .89 
p 	.75 .84 .87 .90 .92 
.95 1.05 .95 .94 .97 
.78 .83 .88 .89 
.84 .85 .91 .92 
1.05 .95 .94 .97 
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in small trials than in large ones when p is small. 	For large p 
the 	underestimation is larger for small trials although 	the 
difference between the two is small. 
The variance parameters, A 	and p , affect the ratio 	in 
different ways. When p is small a decrease in the value of A has 
the effect of increasing the ratio, particularly for the larger 
trials; for example, from .78 to .89 for the lB trial on 40 
varieties. As P increases the effect of decreasing the value of X 
is much smaller but the ratio does still tend to increase as A 
decreases. Changes in the value of P have more effect on the value 
of the ratio and are more important when X is large than when it is 
small. As may be expected as increases and a straight line 
provides a reasonable approximation to an exponential curve the ratio 
becomes closer to 1. 
The value of the ratio for the case A  =1.0, P =0.95 in each 
table does not appear to fit into this general pattern. As noted 
above, the calculation of the average actual and estimated APVs when 
A=1.0 and p  =0.95 is seriously affected by the procedure of 
resetting negative estimates of P to zero. The amended analysis 
does not have such a large effect on the ratio for small values of A 
and when P is smaller than 0.95. The combination of a large value 
of A  and many negative estimates of P has resulted in the value of 
the ratio when A  =1.0 and P  =0.95 being rather different from the 
other values. The implication from the estimates of the ratio, b, in 
these cases that the estimated APV gives an overestimate of the 
actual APV is also an artifact of this interaction. In addition, 
since the estimates of the ratio are never much more than one 
standard deviation over 1.0 and since, in only one of the four 
design-trial size combinations (401B) is the ratio greater than 1.0 
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for both estimates obtained from the adjusted RI and R2, there is 
little evidence for overestimation. 
Since the actual APVs are underestimated by a LV analysis the 
estimated efficiency will be overestimated. In table 5.9.10 we show 
the true efficiency relative to a GB analysis. This is calculated 
using the actual APV and the GB TMS (see section 5.7). Comparison of 
these tables with the efficiencies of an EV analysis with known 
variance parameters and of an lB analysis relative to a CB (table 
5.2.2) shows that a LV analysis of EV data lies between the two in 
efficiency. If X and P are small the efficiency of a LV analysis 
is similar to that of an lB analysis. As A and p increase the 
efficiency of the LV analysis becomes closer to that of an EV 
analysis. 
5.10 Discussion 
In this simulation study we have shown that the APV of variety 
differences tends to be underestimated by using a LV analysis when 
the errors actually follow an EV law. However, a LV analysis is 
sometimes actually more efficient than an lB analysis of such data. 
If an EV error law with parameters X =0.705, P =0.944, held 
exactly for the cereal yield data used in chapter 4, the estimated 
APV for a trial on 40 varieties could underestimate the actual APV by 
as much as 5%. The efficiency of a LV analysis relative to a GB 
analysis would be approximately 1.62 whereas an lB analysis would 
have an efficiency of approximately 1.47 and an EV analysis, with the 
parameters A  and P known, would have an efficiency of approximately 
1.66 relative to a GB. The underestimation of the actual APV for a 
trial on 18 varieties would be approximately 6% and the LV, lB and EV 
efficiencies relative to a GB analysis would be 1.27, 1.17 and 1.30 
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Table 5.9.10 Simulation Results - Average True Efficiency of LV 
Analysis Relative to 	CB Analysis and Standard Errors 
A 
Design 	1.0 0.8 0.6 0.4 
18RB 	.55 1.37 1.17 1.05 1.01 
.04 .02 .01 .01 
p 	•s 1.97 1.44 1.19 1.02 
.07 .04 .02 .01 
.95 2.81 1.34 1.15 1.08 




1.31 1.18 1.11 1.05 
.03 .02 .02 .01 
2.07 1.45 1.20 1.10 
.08 .03 .02 .02 
2.80 1.36 1.12 1.01 








1.28 1.19 1.08 1.04 
.02 .02 .01 .01 
2.15 1.48 1.26 1.08 
.07 .04 .02 .01 
6.07 1.82 1.36 1.12 
.50 .06 .03 .02 
1.33 1.19 1.09 1.05 
.02 .02 .01 .01 
2.08 1.56 1.30 1.10 
.06 .04 .03 .02 
5.97 1.83 1.29 1.15 
.33 .06 .03 .02 
respectively. 
Thus, with these parameter values, provided some bias in the 
estimated value of the APV was acceptable, a LV analysis would 
increase the actual efficiency by 10% and 8% in the 40 and 18 variety 
cases respectively over an lB analysis. The maximum increases in 
efficiency possible from using an EV analysis instead of an lB 
analysis are 13% and 11% respectively. Thus a LV analysis when 
A=0705 and P=0.944 will provide almost as efficient an analysis as 
could be obtained from an EV analysis with known variance parameters. 
Patterson and Hunter (1983) state that a reduction in the plot 
size used for an experiment is likely to reduce the values of both A 
and P • This would have the effect of increasing the bias in the 
estimated APV. The efficiency of a LV analysis would be closer to 
that of an lB analysis than it would be if the plots were larger. In 
contrast, the effect of reducing X , whilst keeping the same value of 
Pwould be to reduce the bias in the APV. When X is small the 
potential increase in the efficiency to be gained from using an EV 
analysis is small and a LV analysis would have very little advantage 
over an lB analysis. 
Results concerning biases in the estimation of the APV and the 
efficiency of a LV analysis only apply if an EV error law holds 
exactly. In addition to approximating the EV law by a straight line 
underestimation of the APV will be caused partly by the estimation of 
the variance parameters aand P . In the analysis these parameters 
are estimated by equating sums of squares to their expectations. In 
subsequent calculations the variance parameters are then treated as 
if they were known. Kempthorne (1952, section 23.6) examined the 
effect that estimating the variance parameters in the analysis of a 
lattice design had on the estimation of error. He found that, 
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provided 	the number of interblock dfs was reasonably 	large, 
inaccuracy in the estimation of the variance parameters leads to the 
APV being underestimated by approximately 2%. In the LV case there 
is an extra parameter to estimate and the additional hazard that the 
equations used for estimating a 2  and L both contain both parameters. 
Thus inaccuracy in the estimation of one parameter will affect the 
accuracy of the other. 
In the simulation study negative estimates of i were reset to 
zero, resulting in a CB analysis. This procedure, which is rather 
arbitrary since the parameter i' does not have any physical 
significance, had a great effect on some of the results. An 
alternative parameterization of the LV law, 4 = 0(1+ Lx), which may 
have had a less drastic effect on the results would have been to 
write O= Y and = so that <= aj+ Reseting negative 
estimates of aand a  to zero would correspond to using a model 
which contained no white noise and a CB model respectively. In 
addition, cJ 2 and a  would then represent the intercept and slope of 
the line approximating the exponential curve. Patterson (1983) 
pointed out that, apart from a different treatment of boundary plots, 
the LV plot covariance matrix with cy 2  =0 is exactly the same as that 
implicitly assumed by Wilkinson et al. (1983) for their intra-N 
analysis. 
5.11 Modifying the LV Analysis 
In section 5.5 we noted that a straight line approximation to 
the exponential curve may be reasonable if P is large and the number 
of varieties in trial is small. As the number of varieties increases 
the straight line approximation becomes less adequate. This is 
because the range of distances apart of plots 	increases 	and 
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consequently the proportion of the exponential curve which is almost 
parallel to the asymptote increases. 
A poor approximation to the true covariance structure will 
result in an inefficient analysis which may be expected to give large 
biases in the estimates of standard errors of variety differences. 
On the assumption that the EV law is appropriate the simulation study 
of the previous sections reveal that the average variance of varietal 
differences for large trials is more biased than that of small trials 
with the same values of the EV parameter values provided P is 
reasonably large. 
Modification of the LV covariance matrix to give a law that is a 
better approximation to the EV law have been considered. We 
considered the introduction of one extra parameter in the modified 
law but no such simple modi'fication has been found satisfactory. 
One possible modification would be to combine the ideas of LV 
and lB analysis by using a plot covariance matrix of the form: 
	
V 	 LJ(I-R) 
where the trial contains b blocks each of k plots. 
This gives the error law: 
a2(1+2k) 	if the plots are in the same block, 
a2(1+I)i/k) if the plots are in different blocks. 
This model has been suggested by Williams (1985a) but was felt 
to be unsatisfactory because: 
the model does not give LV analysis as the special case when 
blocks are found to be ineffective, 
two plots x apart in the same block are assigned a 
different covariance from two plots x apart in different 
blocks. 
Although the lB model is also unrealistic it is 	usually 
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justified by randomization theory. 	This ensures that on average, 
over all randomizations, the estimation of standard errors from the 
analysis is unbiased. There is no corresponding randomization theory 
for a LV type analysis and hence it is important that the plot 
covariance matrix used represents the 'true' covariance structure of 
the data realistically. 
Other modifications were all found to contain features which 
made them unsatisfactory for development. 
The main problem in using the EV error law is the estimation of 
the non-linear parameter, p . An alternative analysis could be 
developed by fixing p at a constant value, less than one, and 
proceeding in a similar way to LV analysis. Such an analysis would 
use a plot covariance matrix which is better able to approximate the 
EV law whatever the value of v. The consequences of fixing p at an 
incorrect value would need to be studied using similar methods to 
those of the present chapter. 
5.12 Design 
Up to this point we have tacitly assumed that the experiment to 
be analysed was designed in resolvable incomplete blocks. The 
generalised-lattice designs used in variety trials are selected by 
choosing designs, from amongst those which satisfy the design 
requirements, which minimise the average variance of varietal 
differences in the intrablock lB analysis (Patterson and Williams 
(1976)). Once a design has been selected all randomizations of that 
design give the same intrablock average variance of varietal 
differences. The randomization procedure also ensures that the 
estimates of error are unbiased on average, over all randomizations. 
Designs that are optimal or nearly so for lB analysis are not 
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necessarily so for neighbour type analyses. Construction of optimal 
designs for LV analysis has been considered by Williams (1985b). 
However the optimality of designs constructed according to any such 
criterion are necessarily model dependent. They may be optimal 
provided the covariance structure is correct, but what if it is not ? 
Wilkinson et al. (1983) advocate the use of partially neighbour 
balanced designs. An rth level partially balanced design is one for 
which every pair of treatments are 1st, 2nd,...rth neighbours at most 
once, with no treatment in such a relationship with itself. It is 
not clear how these designs are randomized other than that "some 
restriction on randomization to ensure a degree of NN (nearest 
neighbour) balance is necessary". Such designs do seem intuitively 
reasonable from a practical point of view. 
Any neighbour analysis is model dependent. If there is evidence 
that a particular model is not appropriate it is important to be able 
to fall back on an analysis which is appropriate whatever the 
covariance structure of the data. Bailey (1984), in a slightly 
different context, has considered the problem of constructing an 
analysis that is defined by the randomization procedure for certain 
neighbour balanced designs. Such analysis rapidly becomes very 
complicated 	with the introduction of many 	strata 	and 	the 
corresponding difficulty of interpretation of the results. 
The complexity of such an analysis and the fact that no simple 
error law will ever exactly specify the actual covariance' structure 
of the data for all trials suggests that the design of field trials 
should remain as block designs. 	LV, or other types of neighbour 
analysis of these designs should be considered as 	a 	useful, 




VALIDITY UNDER RANDOMIZATION OF POST- AND PAIRBLOCKING 
6.1 Introduction 
In section 2.10 we indicated the differences between the 
concepts of validity of a model-based and a randomization-based 
analysis and in chapter 5 we examined the validity of 	one 
particular model-based analysis. 	In this chapter we state and 
prove an important theorem which can be applied to establish the 
validity under randomization of using the methods of post- and 
pairblocking on trials designed in CBs. We also give conditions 
under which the postblocking of an lB design is valid under 
randomization. 
In both post- and pairbiocking estii nates of the EMS are 
obtained from the within-block analysis of a trial in blocks other 
than the designed ones. These estimates of error are said to be 
valid if they are unbiased over the randomization population, i.e. 
if they satisfy the weak criterion of validity (section 2.10). 
Other examples of a trial designed in one way being analysed 
in another include the calculation of an estimate of the efficiency 
of an lB trial (chapter 2) where the lB trial is analysed both as 
an IB(k) and as a CB, and the analysis of an lB trial as a CB if 
blocks are found to be ineffective. When developing these 
techniques Yates (1939b,1940) showed that the analysis of a trial 
designed as a lattice or a resolvable balanced lB as a GB is valid 
under the weak criterion. Recently Speed, Williams and Patterson 
(1985) have shown that Yates' result holds for any resolvable block 
design. 
In sections 6.2 to 6.5 we consider the validity of post- or 
pairbiocking a CB trial. In sections 6.6 and 6.7 the validity of 
postblocking an lB design is considered and in section 6.8 the 
validity of pairbiocking is discussed. Finally, in section 6.9 we 
present a result which can be used to give conditions under which 
the postblocking of designs with any level of nested 
block-structure is valid under randomization. 
Although both post- and pairbiocking use only within-block 
estimates of error, in this chapter we consider the validity of 
both the within- and between-block analyses. 
6.2 The Validity under Randomization of Postblocking a CB Design 
We consider first a single lB analysis in blocks of size k, 
where k is a factor of v, with the imposed blocks starting in plot 
1 of each superblock i.e. for a single pass of the data when all 
the plots are used. To establish validity of the analysis (in the 
weak sense) we need to show that the treatment and error mean 
squares, or equivalently the treatment and total mean squares, have 
the same expectation, over randomizations, in the absence of 
varietal differences. Thus we need to calculate the average of 
these quantities over all randomizations of the design that was 
actually laid down i.e. the CB design. 
The lB analysis performed, i.e. the separation of contrasts 
within each stratum of the data into those attributable to 
differences between varieties and those attributable to error, 
depends on the particular lB design which is used. This is 
unambiguously determined by the imposition of blocks of size k onto 
the field plots for each CB randomization. Different CB 
randomizations can give the same lB design only in different 
randomizat ions . 
We need to show that for every lB design implied by the set of 
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CB randomizations the average of the lB treatment mean-squares 
(TMSs) over the subset of CB randomizations associated with that 
design is equal to the lB total mean-square (ToMS) for each 
stratum. For, since the. intra- and interbiock ToMSs are calculated 
from differences between field plot yields and their block means, 
and differences between block means and their superblock means 
respectively, they do not depend on the plot or block labels and 
are therefore independent of the particular design and 
randomization. Within each stratum the ToMSs from different 
designs and randomizations are all equal. Thus, if each average lB 
TMS over the subset of CB randomizations connected with that design 
is equal to the ToMS the same is true over all CB randomizations. 
In fact the equality of the average lB TMS and ToMS is easily 
established since, as we prove in section 6.4: 
Theorem 
The set of all CB randomizations may be partitioned into 
non-overlapping sets, each one consisting of all randomizations of 
a different TB design. 
Hence the subset of the CB randomizations over which each lB 
TMS is averaged is the complete set of randomizations of that lB 
design. 
Standard randomization theory ensures that, for an IB(k) 
analysis of an IB(k) design, the average TMS is equal to the 
average ToMS for both the intra- and interbiock analyses, averaging 
/ 
being over all lB randomizations. 
	
The ToMS are independent of the particular 	design 	and 
randomization. Thus, in the absence of varietal differences, both 
the intra- and interblock average TMSs are equal 	to 	their 
respective ToMSs over all CB randomizations as well as over all the 
appropriate lB randomizations. 
The average variance of all varietal differences, either 
within or between blocks, is therefore estimated without bias. 
Thus the analysis of a CB design as if it had been designed as 
a resolvable lB design is valid under randomization. 
6.3 Example of the Theorem of Section 6.2 
The ideas of section 6.2 will be illustrated by a simple 
example of an experiment on 4 varieties which is conducted in 2 
superblocks. 
Given one randomization of a resolvable block design the set 
of all lB randomizations of that design may be generated. The 
information given will be represented by a generator of the set of 
all lB randomizations of the design. 	For this example the 
generator will be written <a 1 a 2 / a 3 a 	II a 5 a 6 / a 7 a 8> where 
a 
i  is the plot label allocated to field plot i in the given 
randomization, labels separated by a / are in different blocks in 
the same superblock, and those separated by II are in different 
superblocks. 
One generator for the set of (4!)22! randomizations of the CB 








where, for example, 2 3 4 1 7 6 5 8 represents the permutation 
(1,2,3,4)(5,7). 
Each of these randomizations is a member of one of the 9 sets 
obtained from the generators given in figure 6.3.1. Each of these 
non-overlapping sets contains all the randomizations of a different 
lB design and all possible designs are represented by one of the 
Hi. 
For example, suppose variety A is allocated to plot labels 
and 5, variety B to plot labels 2 and 6, variety C to plot labels 3 
and 7 and variety D to plot labels 4 and 8. Then H7 contains all 
randomizations of the design 
AD! BC/I AC/B D 
An alternative way of specifying this design is to say. that: 
A occurs in the same blocks as each of C and D, 
B 	 II 	It 	 II 	 II 	It 	It C and D 
C 	 11 	It 	It 	 It 	II 	II 	H 	A and B, 
D 	 II 	II 	 11 H 	II 	H 	A and B. 
6.4 Proof of the Theorem of Section 6.2 
We show that the set of all randomizations of an CB design may 
be represented by a group, G, and that there is a subgroup, H<G, 
which represents all the randomizations of a particular lB design. 
For the example in section 6.3, H is the subgroup Hi, this being 
the set containing the identity randomization. The partition of 
the set of CB randomizations into the sets of lB randomizations is 
then constructed as a set of cosets of H in G. 
The set of all randomizations of a single replicate forms the 
symmetric permutation group, S, of order v!, and the group of all 
CB randomizations of an experiment in r replicates,. G, is 
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Table 6.3.1 Generators for Sets of Randomizations of lB Designs 












isomorphic with the direct product of S with S times itself r 
	
r 	v 
times; i.e GSrXSVXSVXO•.S V . This is order (v!)rr! 
The symbols which are permuted in this group are the plot 
labels, and each of these may be written uniquely as a k+8 , where 
k is a prespecified factor of v=ks, O<= a<=rs1 and i<= B<=k. 
A subgroup H of G may be constructed from the elements of G 
which map the plot labels cLk+8 onto a'k+ 8' for some 
a, 8 9 a19 8 1 , in such a *ay that two labels which have the same 
value of a  are mapped onto two labels which have the same value of 
This subgroup corresponds to the set of all randomizations of 
an IB(k) design, with blocks formed by the sets of plot labels 
[1,2 .... k],[k+1,...2kJ ,... [(rs-i)k+i,...nJ and is isomorphic 
v /k r 
with Sr X[S,piSi 	J 
Furthermore, multiplying any element g CG on the left by any 
element h EH has the effect of permuting the image under g of the 
set of plot labels according to an allowable lB randomization. The 
set of all right cosets of H ( Hg gG3 ) partitions of G into 
equisized sets, and these cosets are precisely the non-overlapping 
sets of randomizations of different lB designs. 
6.5 Effect of Multiple Passes on the Validity of Postblocking under 
Randomization 
In practice postblocking in blocks of k involves k passes of 
the data. At least k-i of these passes will not use the data from 
all of the field plots. However, since a FITCON analysis takes 
into account any non-orthogonality of the data, the estimate of 
within block error will still be unbiased. 
Having obtained k different estimates of the EMS in blocks of 
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k a combined estimate is formed as the mean of the individual 
estimates weighted by their df. This is suggested by the 
corresponding normal-law theory where the plot errors are normally 
and independently distributed, leading to the EMSs having a central 
chi-squared distribution. Although the EMSs are not expected to be 
uncorrelated the correlation is not known and hence optimal 
weighting, amongst linear combinations of the individual EMSs, is 
not possible. However, provided the error dfs from the different 
passes of the data are not very different, ignoring the dependence 
will not drastically increase the variance of the combined estimate 
over that of the best single estimate (see Section 3.5). 
6.6 The Validity under Randomization of Postblocking an lB Design 
The data which were available to Patterson and Hunter were not 
from GB trials but from lBs. The validity of postblocking an 
IB(kl) as an IB(k2) is more difficult to establish. We restrict 
attention to the cases for which one of the block sizes ki, k2 is a 
multiple of the other, so that the smaller blocks lie entirely 
within the larger ones, and to which the block sizes of the 
designed trial are all equal. 
Analysis of a trial designed in blocks of ki as if it had been 
designed in blocks of k2 involves imposing artificial blocks of 
size k2 and proceeding as if the trial had been designed in these 
blocks. As in the case of postblocking a CB trial, for any given 
randomization there is no ambiguity about which design in blocks of 
k2 is applicable. Now, however, unless kl=v (GB), the set of 
randomizations in blocks of ki, over which validity must be shown, 
can no longer be divided into subsets in such a way that each 
subset contains all the randomizations of a different design in 
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blocks of k2. 
The set of N randomizations in blocks of ki can be divided 
into subsets D, i12 .... d3 in such a way that each one 
contains a subset of n of the randomizations of a different design 
in blocks of k2, where dn=N. Validity would be assured if we could 
show that averaging over the n randomizations within each of these 
D led to a valid analysis in blocks of U. However, if that 
averaging was not sufficient to establish validity, this approach 
could not be used to prove invalidity without also averaging over 
i, i.e. over the different designs in blocks of U. Averaging 
over the complete set of randomizations in blocks of kl from the 
start would avoid such complications. 
The plot covariance matrix over all randomizations in blocks 
of ki takes the form 





B 1=I D ®Jkt /k 1 
and bi is the number of blocks of size ki in the trial. 




where y is in field plot order. 
Since the analysis of a trial designed in blocks of ki as if 
it had been designed in blocks of k2 involves imposing artificial 






and b2 is the number of blocks of size k2 in the trial. Using this 
model the intrablock ToMS and TMS are: 
y'(I.'B2)y 	and 	y'(I-B2)X(X'(I-B2)X)X'(I-B2)y 	respectively, 
n -b2 	 Ra(X'(I-B2)X) 
and the interblock ToMS and TMS are 
y'(82-R)y 	and 	y'(B2.R)X(X'(B2-R)X)X(B2-R)y 
b2 -r 	 Ra(X'(B2-R)X) 
To show validity under randomization we must show that the average 
ToMS and TMS for each stratum are equal over all randomizations in 
blocks of kl, i.e. when Var(y) is actually given by 6.6.1. 
The conditions under which validity holds can be established 
by using the result: 
If E(y)=e and Var(y)=V then 
E(y'Ay)=Tr(AV)+ AsAE 
(Searle (1971) Section 2.5) 
and the identities: 
GG =RG = CR = B1G.= GB1 = B2G = GB2 = G 
RR = B1R = RB1 = B2R = RB2 = R 
B1B1 = Bi 
B2B2 = B2 
B1B2 = B2B1 =B1 if kl>=k2 
(B2 if kl<=k2 
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6.7 Proofs of Validity or Otherwise 
We show that in general the intrablock analysis of an IB(kl) 
design as if it had been designed as an IB(k2) is valid only if 
kl>=k2 and the interblock analysis only if kl<=k2. The magnitude 
and direction of the bias, when it occurs, has yet to be 
established. 
These results are intuitively reasonable since the parts of 
the analysis that are valid are those that take place entirely 
within one of the designed strata, i.e. that use only contrasts 
which have equal variances under the randomization distribution. 
The parts of the analysis which are not necessarily valid are those 
that partition sets of contrasts that contain contrasts which have 
two different variances. 
a) The Intrablock Analysis 




E(TMS)= 	1 	Tr((IB2)X(X'(I-B2)X)X'(J-B2)V) 
Ra(X'(I-B2)X) 
= 1Tr((X'(I-B2)X)X'(J-B2)V(IB2)X) , 
Ra(Xs ( I.'B2)X) 
where 
V= 01R)+ 3 (I-B1) 
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Case i) kl>=k2 (the designed blocks are larger than the postblocks) 
Using the identities of the previous section we find that 
	
E(ToMS) = 	1 E Tr(I-B2) = 
nb2 
and 
E(TMS) = 	1 	 Tr((X'(IB2)X)(X'(I.32)X)) 	= 
Ra(X' ( I.'B2)X) 
so that E(TOMS)=E(TMS). 
Case ii) kl<k2 (the designed blocks are 	smaller 	than 	the 
postbl ocks) 
In this case we find that 
E(ToMS)= 	1 Tr( 2 (B1-B2)+ 3 (I-B1)) 
n.b2 





Ra(X' ( I-B2)X) 
which is not in general equal to the E(ToMS). 
b) TheInterblockAnalysis 




E(TMS)= 	_1 Tr((X'(B2-R)X)X'(B2-R)V(B2_R)X). 
Ra(X' (B2-R)x) 
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Case i) k1>k2. 
Now 
E(ToMS)=1 Tr( 	B1-R)+ 	B2-B1)) 
b2- r 
= 	1 ( C (b1-r)+ E (b2-bl)) 
2 	 3 
b2. r 
and 
E(TMS)= 	1 	Tr((X'(B2-R)X)X'( 	B1-R)+ 3 (B2-B1))x) 
Ra(X' (B2-R)X) 
which are not in general equal. 
Caseii) kl<=k2 
In this case 
E(ToMS)=1 E Tr(B2-R) 	= 
2 	 2 
b2- r 
and 
E(TMS)= 	1 	Tr((X'(82-R)X)X'(B2R)X) 	= 
2 	 2 
R a (Xs (B2-R)X) 
= E(ToMS) 
6.8 The Validity under Randomization ofPairbiocking 
Validity under randomization of pairbiocking a CB design holds 
as a slight extension of section 6.2. Note that the theorem of 
that section does not require that the blocks of the lB designs 
should contain consecutive field plots. Provided the imposed 
blocks are equisized and are defined unambiguously with reference 
to the field plots the theorem is still applicable. 
Pairblocking involves using blocks of 2 which are chosen by 
unambiguous rules and which are contained entirely within each 
superbiock. Hence the validity of pairbiocking of a CB trial 
follows directly from the validity of postblocking of a CB trial. 
Vaildity in the case of pairbiocking an 18 has not been 
established other than for a single pass of the data when ki, the 
designed blocksize, is large and even. In this case, for small x 
such that 2x is a factor of ki, the pairbiocks are contained 
entirely within the designed blocks of ki and the result follows 
immediately from the validity of the postblockingofan IB(kl) as 
an IB(k2) when k2<=kl. 
6.9 Poststratifjcatjon 
In this section we give a general theory which extends some of 
the results presented earlier in this chapter to nested designs 
containing-any level of nesting in the block structure. 
We define a poststratifjcatjon of an experiment to be yet 
another analysis where an experiment is analysed differently from 
the way it was designed. The difference between postblocking and 
poststratification is that the strata that are imposed on the data 
by the randomization of a particular design are only ever 
subdivided 	in poststratification whereas in postblocking the 
designed 	strata 	are 	sometimes 	combined. 	The 	term 
poststratifjcatjon is used here to mean the subdivision of strata 
in the design sense. 	This 	should 	not 	be 	confused 	with 
poststratification 	in sampling where the strata are defined 
differently. 
Postblocking of a CB trial can be 	thought 	of 	as 	a 
poststratification of the data since none of the designed strata 
are combined. 	When strata are combined in postblocking 	the 
analysis is no longer necessarily valid. Whereas postblocking an 
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lB design leads to an analysis in the same number of strata as 
designed the poststratification of an lB design would introduce a 
further stratum into the analysis. 
The ideas of sections 6.2 and 6.3 on subsets of randomizations 
can be extended to give more general results on the 
poststratification of lB designs. We illustrate by example. 
As in section 6.3, given one randomization of an IB(kl) design 
the set of all randomizations may be written down. For example, 
for 8 varieties in 2 superblocks each in blocks of 4 a generator of 
the randomizations is 
<1234/5678//9101112/13141516> 
giving rise to (4!2!)22! 	randomizations. 
The set of randomizations of a trial designed in this way but 
then poststratified in blocks of 2 may be represented similarly by 
extending the notation of the generator in such a way that a dot 
represents the boundary between two imposed blocks, i.e. 
<12.34/.56.78//.910.1112/.1314.1516> 
giving rise to (2!2!22!)22! randomizations. In this case the 
plots within blocks stratum has been subdivided. 
Similarly if k1=2 and k2=4 the generator would be 
<1 2 / 3 4 /. 5 6 / 7 8 //. 9 10 / 11 12 /. 13 14 / 1516> 
again giving (2!2!22!)22! randomizations but in this case the 
blocks within superblocks stratum is the one that has been 
subdivided. 
In either of the above cases the first figure in the number of 
randomizations is the number of permutations within the smallest 
blocks (2!8),  the second is the number of permutations of the 
smaller ones within the larger ones (2!), the third one is the 
number of permutations of the larger blocks within superbiocks 
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(2!2) and the final one is the number of permutations of the 
superbiocks (2!). The set of randomizations of each design over 
which averaging takes place is exactly the same in either case and 
is the complete set of randomizations of a design which contains an 
extra stratum. We denote such a design by B(kb,k S ) where kb is the 
larger block size and k s  is the size of the smaller blocks. 
The difference between poststratifying the plots within blocks 
stratum and the blocks within superbiocks stratum arises in the 
number of different designs which need to be used in order to 
obtain the complete set of randomizations in blocks of kl; 	
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different designs are used if k1=2 and 3 	are used if k1=4. All 
of the generators for the different designs used when k1=2 and some 
of the set of generators for the designs used when k1=4 are given 
in figures 6.9.1 and 6.9.2. 
Since the set of IB(kl) randomizations can be partitioned in 
this way into several sets, each one containing the complete set of 
randomizations of a different B(kb,k S ) design, analysis within any 
of the new strata is valid. Hence poststratjfication of an lB 
design is always valid. 
These ideas can be extended to apply to the poststratification 
of a design that contains any amount of nesting of the block 
structure to give the 
Result 
Poststratification of any single stratum of a nested-block 
design always admits an analysis that is valid, under 
randomization, within the imposed strata. 
It is difficult to imagine a case when we should wish to 
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Table 6.9.1 Generators for Sets of Randomizations of B(4,2) Designs 
Arising from Poststratification of an IB(2) Design for 
8 Varieties in 2 Superbiocks with 4 Blocks/Superbiock 
<1 2 / 3 4 I. 5 6 / 7 8 II. 9 10 / 
<1 2 / 3 4 I. 5 6 / 7 8 II. 9 10 / 
<1 2 / 3 4 I. 5 6 / 7 8 II. 9 10 / 
<1 2 / 5 6 I. 3 4 / 7 8 II. 9 10 / 
<1 2 / 5 6 I. 3 4 / 7 8 II. 9 10 / 
<1 2 / 5 6 I. 3 4 / 7 8 II. 9 10 / 
<1 2 / 7 8 I. 3 4 / 5 6 II. 9 10 / 
<1 2 / 7 8 I. 3 4 / 5 6 II. 9 10 / 
<1 2 / 7 8 I. 3 4 / 5 6 II. 9 10 / 
13 14 / 15 16> 
11 12 / 15 16> 
11 12 / 13 14> 
13 14 / 15 16> 
11 12 / 15 16> 
11 12 / 13 10 
13 14 / 15 16> 
11 12 / 15 16> 
11 12 / 13 10 
11 12 I. 
13 14 I. 
15 16 I. 
11 12 I. 
13 14 I. 
15 16 I. 
11 12 I. 
13 14 I. 
15 16 I. 
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Table 6.9.2 Some of the Generators for Sets of Randomizations of 
B(4,2) Designs Arising from Poststratification of an IB(4) Design 
for 8 Varieties in 2 Superbiocks with 4 Blocks/Superbiock 
<12.34/.56.78//.g10.1112/.1314.1516> 
<1 2 . 	 3 4 I. 5 6 . 	 7 8 1/. 9 10 . 	 11 12 I. 13 15 	. 14 16> 
<1 2 . 	 3 4 I. 5 6 . 	 7 8 //. 9 10 . 	 11 12 I. 13 16 	. 14 15> 
<1 2 . 	 3 4 I. 5 6 . 	 7 8 //. 9 11 . 	 10 12 I. 13 14 	. 15 16> 
<1 2 . 	 3 4/. 5 6 . 	 7 8 //.9 11 . 	 10 12/. 13 15 	. 14 16> 
<1 2 . 	 3 4 I. 5 6 . 	 7 8 II. 9 11 . 	 10 12 I. 13 16 	. 14 15> 
<1 2 . 	 3 4 I. 5 6. 7 8 II. 9 12 . 	 10 11 I. 13 14 	. 15 16> 
<1 2 . 	 3 4 I. 5 6 . 	 7 8 Il. 9 12 . 	 10 11 I. 13 15 	. 14 16> 
<1 2 	. 3 4 /.5 6 .7 8 /1. 9 12 . 	 10 11 I. 13 16 	. 14 15> 
<1 2 . 3 4 /. 5 6 . 7 8 //. 13 16 . 14 15 I. 9 12 . 10 11> 
<1 2 . 3 4 /. 5 7 . 6 8 1/. 9 10 . 11 12 I. 13 14 . 15 16> 
<1 2 . 3 4/. 5 8 . 6 7 //. 9 12 . 1011 I. 13 16 . 14 15> 
<5 8 . 6 7 /. 1 4 . 2 3 //. 13 16 . 14 15 I. 9 12 . 10 11> 
<13 16 . 14 15 I. 9 12 . 10 11/!. 5 8 . 6 7 I. 1 4 . 2 3> 
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analyse, for example, an 18(2) design as aB(4,2) but this result 
can be used to determine the strata within which an analysis will 
definitely be valid. 	For example, poststratification of an IB(2) 
as a B(4,2) leads to five imposed strata: 	the grand mean, 
superblocks within the grand mean, blocks of 4 within superbiocks, 
blocks of 2 within blocks of 4 and plots within blocks of 2. 
Analysis within any of these five strata is valid and, in 
particular, the interblock analysis in blocks of 4 would be valid. 
However an intrablock analysis in blocks of 4 would not necessarily 
be valid since that analysis requires that the blocks of 2 within 
blocks of 4 and the plots within blocks of 2 be combined. 
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CHAPTER 7 	CONCLUSIONS 
7.1 Introduction 
In the thesis we have developed a method of examining the way 
in which the errors of agricultural variety trials are related to 
the distances between plots. Knowledge of the errors is useful 
when assessing the possible benefits of alternative methods of 
analysis. Pairblocking analysis, described in chapter 3, enables 
the direct calculation of an error law relating the semivariance, 
to the distance, x. In an earlier method of obtaining a 
variance-distance law, in the presence of differential treatments, 
Patterson and Hunter (1983) used postblocking to calculate MS(k), 
the intrablock error mean-square, for various block sizes, k. 
block sizes, k. These figures were then used to calculate a 
variance-distance law indirectly. 
Pairblocking has 	been 	developed 	as 	a 	refinement 	of 
postblocking with the specific aim of calculating error laws. 
Naturally, therefore, it has the advantage over postblocking, in 
this particular application, of giving results which are 
considerably easier to interpret. 
Using pairbiocking, plots of l<  against x can be obtained for 
individual trials. Alternatively, semivariances can be averaged 
over many trials and an average curve plotted. Provided the number 
of trials is large enough, inspection of such curves can help in 
the identification of an appropriate error law. This is awkward 
from plots of MS(k) against k and several different error laws may 
lead to similar mean-square laws. 
Application of the pairblocking technique to results of past 
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variety trials has led us to the following conclusions about cereal 
trials with long narrow plots and perennial ryegrass trials with 
small plots. 
7.2 Conclusions: Cereal VCU Trials 
On averaging over all crops the errors of cereal yields 
follow an exponential error law which is very close to that fitted 
by Patterson and Hunter using postblocking mean-squares. 
Averaging 4 	values over large subsets of the data 
suggests that error laws are not homogeneous over all crops, years 
and trial sizes. 	The unbalanced nature of the 	data 	makes 
• identification of the important factors impossible. However, since 
winter wheat is known to have more variable yields than spring 
barley, the crop is likely to be one important factor. 
Successive & 	estimates are very highly correlated. 
Calculation of error laws should therefore be based only on 
averages over many trials. For the cereal data 50 trials on an 
individual crop appear to be sufficient. 	curves for individual 
cereal trials are not very, informative. 
The most efficient lB design for cereal trials grown in 
three superblocks is likely to be one with blocks chosen to be 
approximately equal in size to the square-root of the number of 
varieties when v<60. 	For larger trials the optimum block size is 
approximately 7 or 8. Predicted efficiencies for trials designed 
in these blocks, calculated from the error laws for separate spring 
barley and winter wheat trials are slightly smaller than those 
predicted by Patterson and Hunter from averaging over all cereal 
trials. 
- v) There is potential for a slight improvement in efficiency, 
02 
over that obtained from an. lB analysis, to be had from an optimum 
(exponential-variance) neighbour analysis. Such an analysis is not 
recommended for routine use at present. 
7.3 Conclusions: Perennial Ryegrass DUS Trials 
1) Different characters have different error curves, ranging 
from horizontal straight lines and clearly exponential curves to 
straight lines with a positive slope. All may be interpreted as 
special cases of the exponential form. However, exponential curves 
could only be fitted for characters 10, plant height at ear 
emergence, and 14, length of flag leaf at ear emergence. 
Error laws are affected by season. All of the characters 
examined for which 	increased over the range of distances 
calculated were affected similarly in the same years. This implies 
that the value of blocking, or neighbour methods, in a particular 
year cannot be predicted with confidence. 
q 	values for individual trials were less eratic for the 
ryegrass data than for the cereal yield data. 	In addition, 
correlations between successive values of 4 for characters 10 and 
14 were much smaller than those for cereal yields. As a result the 
curve for a single perennial ryegrass trial is likely to be 
more informative than the curve for a single cereal 	trial 
Semivariance curves have been used to show which trials will 
benefit from one particular neighbour anaysis (Papadakis). 
Incomplete-block designs, with blocks of approximately 8 
or 9 plots (for trials containing more than 60 varieties), are 
recommended for future DUS trials on perennial ryegrass trials. 
The increase in efficiency from using lBs for a trial on 120 
varieties is likely to be more than 16% for character 10 and more 
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than 4% for character 14. 
The usefulness of neighbour or blocking methods will vary 
from character to character. Character 8 (days to ear emergence) 
is not likely to benefit from either blocking or 	neighbour 
analysis. Other characters are likely to benefit in varying 
degrees. 
When calculating error laws any transformations of the 
data should be made before a pairbiocking analysis is performed. 
7.4 LV Analysis Conclusions 
Once an error law for a particular type of data is known the 
efficiencies of various analyses may be assessed. For example, a 
simulation study of one particular neighbour analysis (Williams' 
LV), when an exponential-variance error law is known to hold has 
revealed that: 
If plot errors followed the calculated error laws 
exactly a LV analysis of the data would result in an 
increase in efficiency over an lB analysis. 	For 	the 
calculated error laws LV analysis gives almost the maximum 
possible efficiency (which could be had 	from 	an 	EV 
analysis). 	However, estimates of error tend 	to 	be 
underestimated by LV analysis. 
The efficiency of LV analysis depends on the values 
of the exponential parameters and the trial size. 	The 
.analysis is more efficient for large trials and large x 
and p . 
The stability of the analysis also depends on the 
exponential 	parameters. 	When 	X 	and P 	are 	both 
reasonably large 	(as 	in 	the 	cereal 	data) 	the 
parameterisation of chapter 5 results in a large proportion 
of negative estimates of the LV parameter, t' . An 
alternative parameterisation is desirable. 
LV analysis can lead to problems of stability of 
when used for small trials. For large trials a straight 
line may not be an appropriate approximation to an 
exponential curve. 
The calculated irncreases in efficiency from LV 
analysis of the cereal yield data are sometimes much greater 
than those that would have been obtained if the data 
followed an exponential-variance error law exactly. 	This 
indicates that the error law does not hold exactly for 
cereal data. 
7.5 Further Conclusions 
Calculated error laws can also be used 	to 	select 	an 
appropriate neighbour analysis. By comparing the form of an 
empirical error law with those implicit in the various neighbour 
analyses one or another may be prefered. For example, if an 
exponential-variance law held exactly, or very closely, for all 
trials of a particular type an exponential-variance or errors-in-
variables analysis would be appropriate. The way in which the 
parameters of the plot covariance matrix are calculated has not 
been considered in this work and would need careful examination 
before being used routinely. 
The theoretical results on validity have enabled us to show 
that: 
	
I) The analysis of a complete-block design as 	a 
s. 
resolvable incomplete-block design with equisized blocks is 
weakly valid under randomization. If the block size of the 
incomplete-block design is not a factor of the number of 
varieties a valid analysis is still possible if some plots 
in each superblock are omitted from the analysis. In this 
case there would, of course, be some loss of information on 
semi variances. 
A pairbiocking analysis of a complete-block design 
is weakly valid under randomization. 
Poststratificatjon, i.e. 	a subdivision of the 
strata of a designed experiment, always admits an analysis 
that is valid under randomization. When strata are combined 
a valid analysis, is not necessarily available. 	Thus, when 
postblocking an incomplete-block design, if the imposed 
blocks are contained entirely within the designed blocks the 
within-block analysis is valid. 	Similarly, 	when 	the 
designed blocks are contained within the imposed blocks the 
between block analysis is valid. 
Consideration of the 	above 	validity 	results 
suggests that postblocking in blocks of other sizes is 
unlikely to be seriously biased. 
7.6 Further Work 
As we have illustrated, the pairblocking technique can be used 
in its present form to assess the possible benefits of applying 
various analyses to a particular type of data. Further work will 
include application of these methods to data on other crops, 
variates and plot sizes and shapes. An obvious extension would be 
to examine data from experiments in which each superbiock is laid 
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out in a two-dimensional array. The possible benefits of row and 
column designs or of neighbour analysis in two-dimensions could be 
assessed in this way. Note that, provided the original design was 
a complete-block, the validity of pairblocking in the 
two-dimensional case follows directly from the results of chapter 
6. 
Exponential error laws have been found to fit the 	curves 
used in this thesis reasonably well. 	Other types of error law 
could probably have provided equally good fits. 	Application of 
pairbiocking to a wider range of data may suggest that the 
exponential, or some other form of error law, such as an inverse 
polynomial, is reasonable for a wider range of data. 
In practise, individual trials do not follow an exponential-
variance or any other informative error law exactly. The 
consequences of using any one neighbour model when error laws do 
not hold exactly needs further study, possibly by simulation. Some 
robustness to deviations from a particular error law could perhaps 
be obtained by developing new randomization procedures. These 
should be such that the average plot covariance matrix, over all 
randomizations, is of a more realistic form for neighbour analysis 
than is provided by present blocking randomization techniques. 
Implementation of this suggestion would probably require a 
compromise between the most efficient analysis possible and a 
randomization procedure which gives robustness to deviations from 
the model used in the analysis. 
Further theoretical work will include examination of possible 
alternative ways of defining the two passes in pairblocking and of 




Fitting an Exponential Curve with Correlated Errors 
We first describe the technique used 	for 	fitting 	the 
exponential curve y= a 2 (l... X 	) when the errors are taken to be 
independently and identically distributed. 	A refinement which 
incorporates correlated errors is then described. 
Suppose we wish to fit the system: 
a2 (1 	Ap) + Ct 	, 	 (Al) 
Var(y) = fl I 
where y is an nxl vector of observations. 
The exponential equation can be written so that it 	is 
nonlinear in only one of the parameters: 
t 




If r is an estimate of P : 	P = r+ Sr , 	 U 
y t = a + b(1 - (r+ 5r)t) 
a + b(1 	( rt +trtr )) 
= a + b(1-r t  ) - ctr t-1  
=a +bx t +cz 
where 
C = b( p-r) , 
x = 1_rt, 
t-1 
z=tr 
This equation is linear in the three parameters a, b and C and 
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can therefore be fitted by ordinary least-squares to 	obtain 
estimates a, b and a. 
In practice Al is fitted as: 
	
E(Y 
t 	 t 	t 
) = A + bX +cZ 	, 	 (A2) 
where 
- 	Yt = yt -; 
X = 	- = l-r
t 
 - ( l-r
t 
 ) 
- 	t-1 t-1 
Z. = z - z = t 	-tr 
A = a+b+cz, 
to give estimates of A, b and c, and their covariance matrix, W, 
say. 
A better estimate of P is then: 
rl=c+r 
6 
rl 	replaces r in A2 and the procedure is repeated 	until 
convergence. In practice this is taken to be when the ratio 
c/b < .0000r. 
At each stage, revised estimates of the original parameters 
are thus: 





and approximate estimates of their variances and covariances are 
given by the matrix Wl=JWJ', where J is the Jacobian matrix of the 
transformation; i.e. 
213 
8a2 	aa 2 'a 2 
a  a  ac 
a  a b 8c 
ap a 
L aA ab ac 
I 	 (see, for example, Bard (1974) section 7.20). 
If the errors, E , in Al are not independent the additional 
problem of fitting correlated errors is encountered. Box and 
Newbold (1971) used a regression technique to fit an integrated 
moving average error term to some economic time series data. The 
method was adapted by P+H to fit an AR correlated error tern as 
follows. 
Suppose we wish to fit the system 
'= f(0,t) + c 	t1,2 .... n, 	 (A3) 
C 	 (A4) 
where f(°,t) is the function of the p dimensional parameter 
vector, 0, that is to be fitted, the errors, E
t
, follow a qth order 
AR process, and the 
It are independent, identically distributed 
(iid) random variables. 
The system may be fitted iteratively by using the scheme: 
obtain initial estimate of 
take weighted differences of (A3) so that the errors are 
iid, 
fit 0 by ordinary least squares, 
estimate the residuals 	e 
fit (A4) by least squares to give a revised estimate of 
Q 
repeat until convergence of both 	and 0 
214 
	
Barnard et al (1962) showed that this procedure 	yields 
estimates of 0  which are close to the maximum likelihood estimates 
under normality of the data. 
In more detail: 
make an initial estimate of 	=( Q1 2 2 s ... c2)l , 	0 say. 
Then, by differencing (A3), 
9, 	 91 
Yt 
Q0yf(0,t)+E 	. 	f( 0 ,t_i) 2 - 	c4c_ 
S.. 
=f( 0  It) - If( 0 ,t-i ) 	+ r 
or 
Y=F( 0,t,t1,...tq)+n 	. 	 (A5) 
Since the errors, 
fl,  in (A5) are iid the equation may be 
fitted by ordinary least-squares to give an estimateO' of 0 • If f 
is a non-linear function, as in our case, this fitting is itself an 
iterative procedure. 
From (A3) estimates of the residuals are 
rt= 
and a better estimate of 	can be calculated by fitting the 
regression 	(A4). 	Suppose that a better estimate of 	is 
1 	 =(1,c2,.,cq)*, then fitting 
1 
rt 	 It 
(Q+c)rt_. r) t' 
as 
r- 	c2°r= 	cjr_ 	t, 
estimates of c*.,i=1,2,...q, are found by regression of 
0 
•rt_ j on r 	,r 	.. .r 
t-1 t-2 	t-q 
The revised estimate of 0 is then 	+ & which replaces c ° 
in (A5) and the process continues until convergence. 
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APPENDIX B 	PROGRAM FCALPHIX 
For 	each of a set of trials this program calculates 
x=1,2,...v-1, for individual passes of the data and combines the 
two estimates by weighting inversely by their degrees of freedom. 
B.1 Key to Flowchart for Program F CALPHIX 
N 	the number of trials to be processed 
TR = 1,2,...N 	the number of the current trial 
DIST = 1,2,...V-1 	the distance apart of the two component 
plots of the same block on this pass of the data 
PASS = 1,2 	the current pass of the data 
DF 	error degrees of freedom 
RSS 	residual sum of squares 
V 	the number of varieties in the current trial 
* 	see example of input below (B.3) 
** 	see the notes below (B.5) 
means are adjusted by iterative fitting constants 
(see chapter 4) 
see example of output below (B.4) 
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B.2 Flowchart for Proqram F CALPHIX 
IInitialise 
LTR=o 
I Input NI 
ITR=TR+1 
>N 	 Csiop 
Read data for trail TR and 
ini.tialise DIST=O, PASS=O * 
iD1ST=DIST+1I 
PASS=PASS+1 	 I PASS=O 
Ass 
Specify which plots are to be in the 
same blocks and calculate minimumDF 
Calculate number of disconnections of the 
design with this block structure and 
** 
~DF for PASS=1 ,DIS5i 
<10 
1 1 
<IF 4 1 
Calculate variety and block means 
and RSS 
Adjust variety and block means 
y FITCON and recalculate RSS 
—1SS changed 
<1O**6 
rint results of current —pass] 
Y 	Calculate and print 
PASS=2 results from 
combined passes *** 
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B.3 Example of the Input Data for Program F CALPHIX 
Data are values of: 
Title 
No. of superblocks, no. of blocks/superbiock, no. of varieties, 
no. of missing values. 
Superblock indicators 
Block within superbiock indicators ! in field plot order. 
Variety indicators 
Plot yields (t/ha) 
SB 	80 	WS 	4 	* 	IS 
3 	3 18 0 
	
1 1 	1 	1 	1 	1 	1 	1 
1 	1 1. 1.  
1 1 	2 	2 	2 	2 	2 	2 
2 	2 2 2 2 .2 2 2 
2 2 	2 	2 	3 	3 	3 	3 
3 	3 3 3 3 3 3 3 
3 3 	3 	3 	3 	3 
2 	'2 2 2 2 2 	1 	1 
1 1 	1 	1 	3 	3 3 3 
3 	3 2 2 2 2 	2 	2 
1 1 	1 	1 	1 	1 3 3 
3 	3 3 3 2 2 	2 	2 
2 2 	3 	3 	3 	3 3 3 
1 	1 1 1 1 1 
11 5 	14 	9 	4 	7 	12 	16 
13 	3 2 18 1 17 8 10 
6 15 	8 	18 	4 	15 	5 	16 
10 	14 7 2 17 3 1 13 
6 11 	12 	9 	18 	13 	1 	14 
17 	5 15 16 7 11 6 2 
4 10 	12 	9 	8 	3 
5.7742 5.5467 6.3340 5.9547 5.8585 6.1895 6.1933 6.0237 
6.2503 5.8732 5.8867 6.2923 6.2878 6.1955 5.9785 5.9561 
5.9361 5.7686 5.6850 5.9919 6.2073 6.1943 6.2678 5.8579 
6.0959 6.3151 6.1536 6.0124 6.4645 5.9766 6.6248 6.4255 
5.9298 6.2934 6.3074 6.0476 6.1343 6.1858 6.0124 5.9495 
5.7194 5.4823 5.5464 5.1591 5.1529 5.5325 5.5460 5.4403 
5.8530 5.7201 .5.8525 5.8179 5.8810 5.3927 
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B.4 Example of Output from Program F CALPHIX 
i) Combined results from both passes of the data 
Column 1 gives the distance apart of the two component plots of 
each block. 
Column 2 gives the mean of the calculated values of 	, in (t/ha) 
from the individual passes of the data weighted inversely 
by their dfs. 




WITHIN BLOCK ERROR MEAN SQUARE 
	
DISLAVERAGE PHI(X) 	TOTAL 
(X) DF 
1 0.0112464736 17 
2 0.0283602176 14 
3 0.0346462464 10 
4 O.Q592747454 7 
5 0.0365840995 7 
7 0.0642396446 4 
8 0.0480684446 7 
9 0.0340988369 10 
10 0.0578932520 7 
11 0.0228931615 4 
ii) Results of individual passes of the data 
Column 1 gives the number of the first field plot used in each 
pass of the data. 
Column 2 gives the estimated value of 4) (t/ha) 2 . 
Column 3 gives the dfs for each pass of the data. 
Column 4 gives the number of iterations of FITCON needed for 
convergence. 
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TR IAL= 	SB80WS4 
P1 	PHI(X) DF IC 
DISTANCE APART= 1 
1 	0.0095939880 10 35 
2 	0.0136071672 7 58 
DISTANCE APART= 2 
1 	0.0405627155 7 92 
3 	0.0161577197 7 64 
DISTANCE APART= 3 
1 	0.0346462464 10 56 
DISTANCE APART= 4 
1 	0.0592747454 7 53 
DISTANCE APART= 5 - 
1 	0.0365840995 7 60 
DISTANCE APART= 7 
1 	0.0642396446 4 61 
DISTANCE APART= 8 
1 	0.0480684446 7 81 
DISTANCE APART= 9 
	
1 0.0340988369 	10 	73 
DISTANCE APART= 10 
1 0.0578932520 	7 	38 
DISTANCE APART= 11 
1 0.0228931615 	4 	74 
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3.5 Note on Using the Number of Disconnections of a Design to 
Calculate the Variety and Error Degrees of Freedom 
In the analysis of an lB design the variety and error dfs 
depend on the number of estimable variety contrasts in the stratum 
under analysis. For the intrablock analysis this number is given 
by the rank of the matrix X'(I-B)X (see section 2.6). Instead of 
constructing this matrix and calculating its rank, in program 
FCALPHIX we implemented a suggestion of Paterson (personal 
communication)' which results in less storage space being required 
by the program. 
The idea is to count the number of disconnections in the 
variety concurrence matrix, X , 13X. This is done by using the 
variety concurrence matrix to draw a variety concurrence graph as 
defined by Patterson and Williams (1976) and used by Paterson 
(1983). The graph contains v points which represent the 	v 
varieties in the trial. 	The points are connected by lines which 
represent variety concurrences within blocks with one line for each 
concurrence. Thus if (X'BX)=c/k the variety concurrence graph 
contains c lines between the points which represent varieties i and 
J. 
As an example consider the design for eight varieties in three 
superbiocks with four blocks, each of two plots, per superblock 
shown in Bi. i 
I 	 I 
? 1 3 1 8 1 4 1 51 	4 	61 
	
(Bi) 
11111 1 	7 1 	5 1 3 1J 
The variety concurrence matrix for this design is: 
3 0 2 0 1. 0 0 0 
0302000 1 
203000 10 
X'BX = 1 0 2 0 3 0 1 0 0 
2 10003020 
.0 0'O 10 302 
001020 30 
O 1000203 
and the variety concurrence graph can be drawn as: 
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4 
• 	The variety concurrence graph, and hence the design, is said 
to be connected if there is a path along the lines of the graph 
between every pair of varieties. If the design is not connected 
the graph can. be drawn as two or more disjoint sets of points which 
correspond to sets of varieties which are confined to certain. 
blocks of the design. - 
In fact a disconnection occurs whenever a variety contrast is 
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confounded 	with block differences. 	Hence 	the 	number 	of 
disconnections can be used to calculate the variety and error dfs. 
The maximum number of estimable variety contrasts is v-i and this 
occurs when the design is connected. If the design contains d 
disconnections the variety dfs are reduced to v-i-d and the error 
dfs, e, are correspondingly increased to e+d. 
When using the variety concurrence graph to count the number 
of disconnections we are only interested in whether or not each 
pair of varieties is connected. Multiple connection lines -on the 
graph may therefore be replaced by a single line. The number of 
discon'nections can then be found by systematically merging 
connected points on the graph until there are no lines left. The 
number of remaining points is then the number of disjoint sets in 
the ortginal. graph. . 
Several unambiguous rules for selecting the pairs of points to 
be merged at a given stage could be constructed. For example, we 
could use as a selection rule: select the pair of points to be 
merged as the pair which had the greatest total number of lines 
leaving it. If there is more than one such pair choose that which 
contains the lowest numbered point. 
Using this rule on the above example the stages proceed as 
shown in figure B2. After merging all possible pairs of points, 
two points, 1 and 2, remain.Therefore design Bi has one 
disconnection, the two disjoint sets of points being those linked 
to varieties 1 or 2 i.e. 1,3,5,7 and 2,4,6,8. 
Using such .a selection rule the problem of determining the 
rank of a large matrix can be avoided. Some simple programming can 
reduce the storage space required from at least a vxv array to 
three vxl arrays. 
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Figure B2 	The stages of Merging Points to Count the Number 
of Disconnections of Design Bi 
4 	8 	IIIT- 	4 _ 7~ 
 
lei 
Stage 1 Delete multiple connections 	Stage 2 Merge points 1 and 3 
84 8 'j 
Stage 3 Merge points 1 and 5 
	
Stage 4 Merge points 2 and 4 
8 
Stage 5 -Merge points 2 and 6 
	
Stage 6 Merge points 1 and 7 
2 
1 
Stage 7 Merge points 2 and 8 
224 
APPENDIX C 
Calculated Semivariances of Differences, 0, , of Six DUS Characters for 
29 Perannial Ryegrass Trials 
Trial: 1983 	Early 	 No. of Varieties: 	Recorded 	77 
Withdrawn 13 
Character 
Distance df 	5 	8 	10 	11 	14 	15 
Apart 
	
1 	238 	3.5776 	5.0107 	8.0657 13.0774 	1.0441 	0.1199 
2 231 3.7532 5.7786 9.2982 12.1839 1.1212 0.1312 
3 	232 	4.0493 	4.8365 	9.5879 13.0555 	1.0365 	0.1329 
4 226 4.5283 5.6366 10.9577 11.4386 1.2132 0.1374 
5 	221 	4.3564 	4.8993 	9.7562 13.2049 	1.1098 	0.1258 
6 216 5.1262 4.8178 9.7275 12.4534 1.3023 0.1326 
7 	205 	4.7227 	5.2073 	9.1555 10.8786 	1.0723 	0.1432 
8 208 5.0617 5.8510 8.4789 11.0940 0.8912 0.1606 
9 	197 	5.0623 	5.5743 11.1028 12.1911 	1.1126 	0.1238 
10 195 5.1876 4.9651 10.0407 13.0672 1.0086 0.1458 
11 	190 	6.2544 	5.8750 11.1897 14.4353 	1.1693 	0.1636 
12 189 5.5090 5.1042 10.6741 13.1487 1.1556 0.1506 
13 	179 	5.5338 	5.4647 11.5756 14.7023 	1.1761 	0.1680 
14 172 6.5728 5.3512 12.5234 14.9672 1.1178 0.1465 
15 	171 	6.8903 	5.3798 12.1514 13.3399 	0.8423 	0.1323 
16 175 6.4574 5.4941 12.2285 13.1793 1.2438 0.1665 
17 	159 	8.4545 	5.2226 12.3293 14.0311 	1.1872 	0.1396 
18 158 8.4126 5.0223 14.8836 13.2873 1.2220 0.1662 
19 	156 	9.4120 	6.1352 16.4071 15.8294 	1.2014 	0.1423 
20 149 9.7116 5.1889 14.3447 15.5062 1.2252 0.1602 
21 	145 	9.6647 	6.7728 13.5590 13.0654 	1.2477 	0.1296 
22 142 9.7655 4.4792 14.5626 14.9354 1.2425 0.1462 
Mean 	26.9885 82.9232 32.8576 60.9232 18.1926 	6.8020 
Fk 	7.5846 	5.6181 12.6235 14.2020 	1.2617 0.1480 
WPV 24.9566 40.7793 74.3576 90.6262 9.9448 	1.2132 
BPV 	5.0889 	1.5401 	5.1877 	5.1394 	0.2672 0.0267 
WPV 	Within plot variance 
BPV 	Between plot variance 
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Trial: 1983 	Late 
Distance df 	5 	8 
Apart 	- 
	
1 	250 	3.1221 	2.5407 
2 258 2.8772 2.3712 
3 	253 	3.4921 	2.7382 
4 246 4.0943 2.4531 
5 	238 	3.7538 	3.0859 
6 238 4.1320 2.7131 
7 	234 	3.7507 	2.7163 
8 235 4.1459 2.7072 
9 	225 	4.2787 	2.7941 
10 222 4.3578 2.6704 
11 	220 	4.8966 	3.0995 
12 221 4.3800 2.8494 
13 	216 	5.3690 	2.9131 
14 200 4.3430 3.1781 
15 	208 	5.2832 	2.2943 
16 203 5.6528 2.6015 
17 	194 	4.9849 	3.0042 
18 193 6.8261 2.6889 
19 	187 	5.8962 	3.3791 
20 187 5.9486 3.4799 
21 	172 	6.2018 	3.1371 
22 178 6.1160 3.2798 
23 	173 	8.1189 	3.5122 
24 179 7.0200 3.4061 
25 	163 	6.8419 	3.1025 
26 169 7.6548 3.2193 
27 	157 	6.7416 	3.4150 
28 160 7.5307 3.1740 
29 	148 	7.4285 	3.6660 
30 152 7.8856 3.4977 
31 	145 	7.2259 	2.5399 
32 146 7.5082 3.5737 
Mean 	28.4602 104.9753 
7.0533 	3.2617 
WPV 	23.6688 21.9282 
BPV 4.6864 	1.0689  
No. of Varieties: Recorded 
Withdrawn 
Character 
10 	11 	14 
9.0009 12.5071 	1.2160 
9.2858 12.4217 1.3283 
11.4786 14.3320 . 1.2414 
10.0289 14.0601 	1.4317 
10.8011 13.4288 1.0905 
10.7876 12.6507 	1.1619 
10.4878 11.5998 1.3930 
12.2398 13.7922 	1.3696 
11.7008 14.3598 1.1139 
14.8793 14.4603 	1.3439 
13.2243 13.5223 1.2965 
14.9395 16.1865 	1.3949 
12.4298 13.9936 1.5403 
12.1077 14.6152 	1.5801 
13.6666 16.3255 1.4344 
14.7743 16.2869 	1.6922 
15.0053 14.0918 1.6063 
17.9838 13.6775 	1.7041 
14.1404 15.2656 1.6374 
16.293 14.8050 	1.6548 
13.9585 14.6710 1.7854 
17.3382 15.0603 	1.8700 
17.3350 17.0234 1.9861 
16.3631 18.1657 	2.0923 
17.8692 15.0962 1.7751 
18.2000 13.2448 	1.7039 
20.1326 15.8752 1.8581 
21.1676 16.9517 	2.3421 
21.0811 17.1536 1.9616 
20.3093 17.9768 	1.8445 
20.0827 16.1045 2.3323 
20.1738 16.3986 	2.1421 
38.6013 65.1063 21.0473 
16.9784 19.1548 2.0014 
72.7783 99.5424 11.6642 








































WPV 	Within plot variance 
BPV 	Between plot variance 
226 
Trial: 1983 Very Late 	No. of Varieties: Recorded 	69 
Withdrawn 24 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 163 4.6840 2.4799 10.3243 12.8670 1.1532 0.0937 
2 165 4.3453 2.5051 11.0545 13.0801 1.5607 0.1238 
3 164 4.5591 2.3199 11.6920 13.5554 1.2169 0.1214 
4 152 4.0138 2.1127 15.8734 12.8974 1.1596 0.1024 
5 154 5.1117 2.1881 9.9069 12.5171 1.4968 0.0978 
6 139 - 4.4813 2.5281 10.9504 13.2316 1.1811 0.1023 
7 138 4.1480 2.5905 13.4938 13.6379 1.4049 0.1310 
8 130 4.7897 2.0108 16.3159 13.1569 1.3035 0.1203 
9 138 5.0379 2.2939 14.1509 14.2593 1.1443 0.0963 
10 131 4.4087 2.4092 15.6826 11.4048 1.2947 0.1089 
11 129 4.1024 2.4967 15.1805 15.0710 1.3784 0.1233 
12 129 3.8389 2.4551 15.1358 14.7832 1.3540 0.1282 
13 121 4.8081 2.0213 15.2822 15.9822 1.2649 0.1029 
14 117 4.6267 2.4581 15.1246 14.1280 1.5481 0.1077 
15 120 5.2816 2.4348 18.0414 17.2806 2.0323 0.1331 
16 110 3.8404 2.2061 14.6503 12.6392 1.3265 0.1332 
17 106 5.5697 2.0991 21.1089 14.7350 1.6594 0.1456 
18 103 5.5675 1.8131 20.5944 12.3702 1.8312 0.1156 
19 99 5.1500 2.3780 18.2652 11.8912 1.3657 0.1051 
20 102 3.6811 2.1953 17.9902 13.7175 1.5950 0.1324 
21 92 5.2573 2.4034 18.2060 13.8971 1.4839 0.1413 
22 91 4.2762 2.3111 19.8678 11.1609 1.2154 0.1180 
Mean 25.2532 111.2448 36.1239 67.5831 21.2115 642572 
5.1999 2.3593 16.7771 14.0644 1.4421 0.1267 
WPV 23.9317 21.7867 68.1516 107.9249 11.5402 0.9503 
BPV 2.8067 0.1807 9.9620 3.2719 0.2881 0.0317 
WPV 	Within plot variance 
BPV 	Between plot variance 
227 
Trial : 1982 	Early 
Distance df 	5 
Apart  
No. of Varieties: Recorded 	64 
Withdrawn 18 
Character 
8 	10 	11 	14 	15 
1 169 4.1900 3.2488 7.5865 12.3533 0.9935 0.1125 
2 166 4.0894 3.0788 6.6640 12.6869 0.9452 0.1035 
3, 167 4.0844 3.4744 8.9473 13.7506 0.9667 0.1157 
4 157 4.6432 3.3027 8.0466 13.2982 0.9266 0.0887 
5 151 4.5728 4.4950 9.5290 10.7346 0.8546 0.1158 
6 154 4.4869 3.8176 10.3837 11.9337 0.9522 0.0915 
7 146 4.2693 3.7103 7.8540 11.9645 0.8873 0.1052 
8 138 4.0451 3.8072 7.8524 10.8460 0.9128 0.1165 
9 138 5.0199 3.5967 8.8559 13.2512 0.9842 0.1296 
10 134 4.6030 4.2424 9.2914 14.1984 0.9013 0.1132 
11 134 4.8186 3.7041 9.0114 11.1064 1.0188 0.1065 
12 129 4.3857 3.7097 9.5322 15.6009 0.8436 0.0851 
13 128 4.5657 3.3917 7.5064 11.7140 0.8967 0.1026 
14 122 4.5521 3.7883 8.1978 13.0027 0.8942 0.1245 
15 119 5.1318 3.5693 9.6713 10.2518 1.0110 0.1244 
16 115 4.2002 3.3051 9.4171 14.8454 0.9187 0.0957 
17 111 4.5720 3.6410 10.2232 10.5294 1.0204 0.1149 
18 104 4.0782 3.4792 7.9983 15.5489 0.9326 0.1078 
19 111 4.0839 3.9054 10.0374 11.8927 0.9346 0.0981 
20 105 4.4832 3.6689 8.6059 11.2535 1.0283 0.0997 
Mean 30.2721 76.6360 35.1493 64.2647 16.1520 6.0238 
4.7616 3.6726 9.0705 13.2051 0.9190 0.1086 
WPV 27.8021 31.3257 62.4701 90.4054 9.1126 0.8675 
BPV 1.9814 0.5400 2.8235 4.1646 0.0077 0.0219 
WPV 	Within plot variance 
BPV 	Between plot variance 
228 
Trial: 1982 Intermediate 	No. of Varieties: Recorded 	57 
Withdrawn 28 
Character 
Distance df 5 8 10 11 14 15 
Apart 
1 118 6.1229 2.2277 7.0071 13.5468 0.9198 0.0800 
2 111 5.1226 1.8482 8.0543 14.6427 1.0244 0.0884 
3 112 4.2743 2.5815 8.1052 12.6372 1.0902 0.0815 
4 113 5.0302 2.0772 9.5979 12.3683 1.0952 0.0460 
5 109 5.9919 2.7178 10.5253 12.2630 1.0617 0.0843 
6 104 4.4884 2.6576 9.0189 13.9730 0.9755 0.1034 
7 98 5.1446 2.3697 10.5783. 13.1920 0.9252 0.0933 
8 105 5.9727 2.8501 10.8559 12.2625 1.0630 0.0815 
9 90 5.0610 2.5143 9.0575 12.6752 1.1883 0.0691 
10 84 4.3339 2.5804 10.1326 10.7684 1.1915 0.0819 
11 92 6.4438 2.4245 11.1773 15.2461 1.1172 0.0705 
12 83 6.6998 2.0042 11.3711 13.8117 1.3065 0.1154 
13 78 6.4867 1.9329 9.2853 14.1196 1.1312 0.0841 
14 82 6.3545 2.0182 8.4022 16.7143 0.9263 0.0645 
15 76 6.2012 2.0659 8.5108 10.8702 0.9483 0.0763 
16 72 4.9721 2.3837 9.7598 15.6087 . 1.1683 0.0778 
17 72 6.4086 2.7266 13.2418 12.5569 1.2147, 0.0815 
18 71 4.7509 2.3799 11.1386 13.7277 0.9323 0.0794 
19 59 6.1842 2.5698 10.1620 12.8031 0.7277 0.0919 
20 65 5.0318 2.5166 13.3626 12.6049 1.1212 0.0725 
21 69 5.5549 1.9646 11.1979 13.5562 1.1532 0.0749 
Mean 31.6715 88.7397 40.0396 64.9232 16.9818 5.9440 
5.7469 2.3281 10.2874 13.1055 1.1012 0.0915 
WPV 34.0872 18.6743 58.5326 104.0818 9.9264 0.7859 
BPV 2.3382 0.4607 4.4341 2.6973 0.1085 0.0129 
WPV 	Within plot variance 
BPV 	Between plot variance 
229 
Trial: 1982 	Late 	No. of Varieties: Recorded 	98 
Withdrawn 28 
Character 
Distance df 	5 	8 	10 	11 	14 	15 
Apart 
	
1 	255 	4.5998 	1.0357 	8.1063 12.6162 - 0.9854 	0.0937 
2 270 4.6073 1.2941 8.1086 13.2364 	1.0324 0.1178 
3 	256 	5.1930 	1.2199 	8.9570 12.4338 1.2388 	0.1033 
4 260 4.9897 1.0891 10.0300 10.4331 	1.1892 0.1116 
5 	244 	4.8935 	1.2184 	8.7138 13.1654 0.8854 	0.0862 
6 246 4.9941 1.3113 8.5927 12.0528 	1.0890 0.1042 
7 	242 	4.8497 	1.0147 	8.6596 10.9288 0.9310 	0.0961 
8 237 5.3966 1.1995 9.1643 11.5490 	1.0811 0.1154 
9 	229 	5.4855 	1.1934 	8.9592 11.1065 1.0791 	0.1033 
10 229 5.2016 1.3537 9.0842 14.7112 	1.0339 0.1038 
11 	219 	5.2486 	1.2292 11.2962 12.3221 1.0156 	0.1117 
12 223 4.8945 1.3310 	9.3305 13.2284 	0.9240 0.0957 
13 	220 	5.1916 	1.3777 9.9890 12.7909 1.1157 	0.1035 
14 214 5.5249 1.2813 	9.7996 15.9723 	0.9998 0.1031 
15 	212 	5.3504 	1.1695 10.0233 11.8254 1.1233 	0.1190 
16 208 5.9666 1.4186 10.2387 11.7878 	1.2033 0.1037 
17 	207 	4.9835 	1.4321 	9.5954 13.1028 0.9011 	0.1136 
18 200 5.3310 1.5067 10.7187 13.7537 	1.0694 0.1065 
19 	200 	5.5304 	1.0424 11.3191 14.3074 1.1835 	0.1022 
20 195 5.1042 1.2699 	9.9477 12.6243 	1.1794 0.1115 
21 	191 	6.3310 	1.4315 10.1290 12.2713 1.2813 	0.1097 
22 186 6.4769 1.4257 10.8848 13.0648 	1.0695 0.0909 
23 	180 	5.7279 	1.2010 10.8385 14.2711 1.1473 	0.1072 
24 182 5.4605 1.2974 11.6151 12.2128 	1.1926 0.1063 
25 	168 	6.7753 	1.5570 10.4737 13.9372 1.1028 	0.0992 
26 164 5.7526 1.4613 	9.4669 16.1135 	1.2522 0.0925 
27 	166 	6.6215 	1.4272 11.0643 10.7892 1.3220 	0.1175 
28 157 6.7473 1.3894 	8.8215 12.9113 	1.1488 0.0992 
29 	152 	6.2780 	1.2884 11.2492 14.9850 1.1620 	0.1196 
30 151 7.4274 1.2560 11.4376 16.2855 	1.2574 0.1014 
31 	148 	5.9787 	1.3572 12.0530 13.4876 1.2633 	0.0910 
Mean 	33.9385 94.7741 38.9576 66.9739 17.5470 	5.8739 
S7 6.0347 	1.3410 10.6772 12.9207 	1.2248 0.1092 
WPV 	29.8271 11.0289 62.7343 105.9992 9.9509 	0.7931 
BPV 3.0520 	0.2381 	4.4038 	2.3208 	0.2297 0.0299 
WPV 	Within plot variance 
BPV 	Between plot variance 
230 
Trial: 1982 Very Late 	No. of Varieties: Recorded 	65 
Withdrawn 7 
Character 
Distance df 5 8 10 11 14 15 
Apart 
1 131 5.0500 1.3922 8.6995 14.9028 1.1863 0.0952 
2 146 4.4462 1.4943 10.8378 11.9075 1.2177 0.1070 
3 137 4.5442 1.4902 10.7299 12.5119 1.2771 0.1246 
4 138 4.4507 1.2424 11.0853 12.8855 1.1857 0.1103 
5 125 4.9680 1.6992 10.1943 17.5680 1.0606 0.1221 
6 132 4.2826 1.7863 11.9509 12.1023 1.0595 0.1158 
7 135 5.4785 1.6713 10.9537 16.2516 1.1490 0.1121 
8 122 4.7295 1.7745 10.6283 14.2428 1.1509 0.1187 
9 121 4.5359 1.5674 9.3882 16.3505 1.4053 0.1057 
10 119 4.9817 1.7264 11.7843 14.1508 1.2633 0.1102 
11 105 4.9111 1.4161 12.7640 13.6626 1.2674 0.1072 
12 100 4.4171 1.4838 12.9290 13.6292 1.1198 0.1307 
13 106 4.0000 1.5579 12.1551 15.5826 1.2762 0.1058 
14 103 4.7924 1.9279 12.5221 11.2674 1.2047 0.1275 
15 106 4.4645 1.4127 9.5287 10.8511 1.1948 0.1252 
16 102 4.2749 1.5308 12.4514 16.0898 1.2558 0.1142 
17 99 4.5412 1.3793 10.6174 16.6334 1.0095 0.1025 
18 88 5.3125 1.6957 13.2700 10.8249 1.4235 0.1273 
19 93 4.7636 1.8353 10.4704 14.9797 1.2739 0.1301 
20 85 4.3938 2.0490 10.2890 17.4521 1.0824 0.1182 
21 77 4.4509 1.6226 14.4045 13.6973 1.2194 0.1028 
22 83 5.3898 1.6805 13.6411 18.8264 1.5176 0.1170 
23 78 6.4331 2.0936 12.2230 12.4610 1.2176 0.1074 
Mean 30.0566 98.5510 35.9544 68.3258 18.0962 5.9951 
5.2725 1.6600 13.3507 15.1044 1.2116 0.1178 
WPV 23.5043 13.1085 59.2765 97.6542 10.6225 0.9516 
BPV 2.9220 0.3491 7.4230 5.3390 0.1494 0.0226 
WPV 	Within plot variance 
BPV 	Between plot variance 
231 
Trial: 1981 	Early 	No. of Varieties: Recorded 	67 
Withdrawn 13 
Character 
Distance df 5 8 10 11 14 15 
Apart 
1 199 4.2314 11.1809 8.6989 15.3506 1.0283 0.1002 
2 195 4.9740 8.7652 9.2588 11.8849 1.1403 0.1193 
3 192 4.1679 10.2371 10.9008 15.8960 1.1724 0.1111 
4 185 4.9142 9.0865 11.3135 11.7170 1.1410 0.0989 
5 183 5.4284 9.4144 10.4736 13.8385 1.2733 0.1103 
6 182 5.6098 9.0535 11.9922 14.5329 1.3068 0.1021 
7 175 4.3917 8.3467 11.4603 14.4506 1.1956 0.1094 
8 176 5.7644 9.8486 12.3866 13.4389 1.0983 0.0959 
9 169 5.7744 9.0031 9.4082 12.8163 1.3082 0.1107 
10 166 5.6375 9.6734 11.4797 12.1810 1.4508 0.1022 
11 158. 4.7385 7.8524 11.1792 12.2955 1.2855 0.1185 
12 153 4.8870 8.2792 11.1769 12.2247 1.2197 0.1087 
13 153 6.0601 9.2050 10.9532 15.2590 1.3678 0.0948 
14 150 6.3536 9.4513 11.2566 12.7144 1.4516 0.1067 
15 143 5.7716 10.8267 11.9527 15.7692 1.5975 0.1303 
16 144 5.6014 10.6512 11.4829 14.6467 1.4517 0.0992 
17 133 6.7760 9.7914 11.8906 12.2946 1.2623 0.1214 
18 132 6.1103 9.4582 13.0003 16.5984 1.1234 0.1088 
19 135 6.4215 9.4179 14.4127 13.0806 1.2837 0.1194 
20 123 -7.0024 10.2015 14.1017 14.3700 1.0821 0.0910 
Mean 29.4436 76.2398 39.1535 60.3927 17.5357 6.0787 
5.8611 9.8527 12.4034 14.1210 1.4176 0.1075 
WPV 28.2718 64.8893 69.5575 109.1011 9.7718 0.9185 
BPV 3.0339 3.3638 5.4476 3.2109 0.4404 0.0156 
WPV 	Within plot variance 
BPV 	Between plot variance 
232 
Trial: 1981 Intermediate 	No. of Varieties: Recorded 	77 
Withdrawn 19 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 224 4.3950 4.0699 8.5373 13.1192 1.1224 0.0853 
2 212 4.7240 4.2749 10.6164 13.0811 1.3095 0.0902 
3 203 5.2655 4.3294 10.2172 14.5708 1.1705 0.0963 
4 205 5.5541 4.3984 12.1735 16.8372 1.2465 0.0968 
5 198 5.7501 4.5086 11.9839 14.9344 1.3381 0.0797 
6 193 6.2518 4.2697 12.1065 15.3821 1.3311 0.0833 
7 190 6.3533 4.1715 12.7595 15.8508 1.3798 0.0920 
8 189 6.6375 4.2118 14.9935 14.3887 1.6504 0.0929 
9 178 5.7719 3.5362 13.9343 14.8814 1.4461 0.0848 
10 178 6.8295 4.4271 13.5023 15.8437 1.6757 0.0961 
11 181 6.8725 4.7843 13.8387 14.0044 1.3139 0.0956 
12 176 6.0356 4.6733 12.1320 15.7527 1.5018 0.0819 
13 167 5.8586 4.5282 13.9624 12.0960 1.4682 0.0798 
14 163 6.5967 5.4384 11.6838 11.5051 1.4723 0.1028 
15 165 6.2157 5.2961 11.8277 15.2768 1.4142 0.0888 
16 157 5.7206 4.6524 10.4844 13.8470 1.6955 0.1144 
17 151 5.7505 5.3879 12.7158 15.1338 1.5386 0.0952 
18 145 5.5466 4.5324 11.2200 14.5705 1.3094 0.0743 
19 150 6.6942 4.4091 14.7454 14.8441 1.3622 0.0966 
20 149 6.3125 4.4803 12.7932 15.6885 1.4905 0.0829 
21 141 7.1565 4.7973 14.0214 17.2973 1.4530 0.0805 
22 134 5.4764 4.9275 14.4470 13.7574 1.3223 0.0927 
23 128 5.2224 5.2636 14.3654 14.8302 1.6177 0.1021 
24 123 7.7058 4.9813 16.6421 13.4119 1.5373 0.1026 
Mean 31.9894 91.9898 43.0433 62.4381 18.5558 5.9265 
6.6081 4.5016 14.3296 15.0949 1.4718 0.0919 
WPV 30.1633 33.8121 74.5146 115.1101 9.8583 0.7353 
BPV 3.5918 1.1204 6.8782 3.5838 0.4860 0.0183 
WPV 	Within plot variance 
BPV 	Between plot variance 
233 
Trial : 1981 	Late 	No. of Varieties: Recorded 	96 
Withdrawn 11 
Character 
Distance df 	5 	8 	10 	11 	14 	15 
Apart 
1 324 4.1672 3.4439 9.6543 14.1602 1.0762 0.0780 
2 317 5.0692 3.7266 9.9875 14.0059 1.1412 0.0809 
3 307 6.1209 3.6158 12.7148 14.8545 1.2483 0.0836 
4 302 6.4791 3.4694 13.4938 16.3402 1.1533 0.0724 
5 99 7.0045 4.1430 13.3585 15.4612 1.3581 0.0787 
6 293 7.0999 3.7553 12.6433 17.8652 1.4674 0.0817 
7 286 7.9428 4.2227 12.8761 18.4805 1.3843 0.0886 
8 286 7.3380 3.6118 13.4643 15.7695 1.3586 0.0937 
9 274 7.3713 3.7130 13.3341 16.5279 1.2550 0.0888 
10 274 7.8735 3.5318 12.2415 15.2538 1.4766 0.0887 
11 266 7.8065 4.3172 12.0378 16.8055 1.5769 0.0962 
12 261 7.5939 4.0076 12.8431 16.2382 1.3041 0.0838 
13 258 7.5559 3.8795 13.8799 13.6941 1.4420 0.0890 
14 248 8.0012 3.8157 .13.4125 16.0693 1.5183 0.0875 
15 248 7.6937 3.4493 14.4179 16.1581 1.3421 0.0806 
16 246 8.7145 3.4000 13.8048 18.5800 1.4724 0.0851 
17 234 8.8170 3.1603 14.2044 18.3877 1.5316 0.0908 
18 230 7.6150 3.4124 13.7912 15.6573 1.6598 0.1012 
19 220 8.5310 3.6827 12.9486 18.5976 1.5299 0.0880 
20 213 8.1322 3.1339 13.2815 15.9946 1.5778 0.1160 
21 214 7.6616 3.4786 12.9679 15.1381 1.2959 0.0815 
22 212 8.8969 3.4751 15.6989 18.2024 1.5877 0.1062 
23 205 8.8157 3.7835 14.8849 18.3634 1.6850 0.0987 
24 199 . 	 8.3620 3.7395 15.8166 16.9268 1.3581 0.1058 
25 202 9.2179 3.9948 14.7385 18.2090 1.6302 0.0839 
26 194 8.6388 3.0987 14.7236 14.8721 1.6448 0.0840 
Mean 28.1926 101.1806 39.5895 63.2070 18.7812 5.9328 
6 8.5670 3.8588 15.3937 17.0291 1.5677 0.0969 
WPV 28.3406 28.0841 70.6838 106.0388 9.8380 0.6519 
BPV 5.7329 1.0504 8.3254 6.4252 0.5839 0.0317 
WPV Within plot variance 














































Trial : 1981 Very Late 
	




Distance df 	5 	8 	10 
Apart 
1 	224 	3.7546 	3.9520 	7.9594 
2 221 4.4833 3.9326 10.4949 
3 	216 	4.8176 	4.0138 12.5366 
4 208 4.4490 4.1507 12.5145 
5 	203 	5.2750 	3.9015 13.7596 
6 195 5.2111 4.3693 16.6741 
7 	192 	6.0267 	4.2846 14.5364 
8 187 6.8661 4.4297 15.8145 
9 	180 	5.4969 	3.6090 16.3056 
10 179 5.7314 3.6182 16.2228 
11 	173 	6.1612 	4.5394 16.0264 
12 168 7.1041 4.4818 15.7192 
13 	160 	6.1915 	4.3718 18.0438 
14 157 5.5080 3.7686 16.3255 
15 	153 	7.8198 	3.9392 18.4598 
16 149 6.9558 4.7479 17.8507 
17 	140 	7.2465 	4.1488 15.1327 
Mean 	31.1602 107.9029 39.8761 
cS 6.6081 	4.2487 17.0857 
WPV 	23.5047 29.8355 64.8668 
BPV 4.2576 	1.2652 10.5990 
WPV 	Within plot variance 
BPV 	Between plot variance 
235 
Trial: 1980 	Early 	 No. of Varieties: Recorded 	68 
Withdrawn 15 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 188 4.078.2 3.1219 8.3185 12.4755 0.9601 0.0845 
2 194 3.0676 3.1069 9.4749 10.5091 0.9957 0.0855 
3 190 3.0106 3.7644 9.6042 10.7030 1.0852 0.0985 
4 181 3.2432 3.4289 10.3978 11.5423 1.0146 0.0854 
5 179 3.2689 3.1374 10.0874 14.0238 1.2199 0.1018 
6 174 3.2593 3.6728 10.4461 12.3393 1.2137 0.1282 
7 178 3.7162 3.3874 11.3749 13.8384 1.3060 0.0991 
8 166 4.0313 3.6795 10.7574 12.1012 1.0775 0.1033 
9 164 3.7117 4.5051 12.4336 12.8156 1.1447 0.1055 
10 156 3.9008 3.4770 13.4171 12.0793 0.9871 0.1008 
11 152 4.0605 3.5388 12.4021 12.3164 1.1486 0.0965 
12 151 4.0861 3.8691 12.4477 12.9185 1.2092 0.1229 
13 146 3.7863 3.0882 14.4394 11.3112 1.4236 0.0953 
14 137 4.0705 3.7972 14.8525 13.8720 1.3725 0.1010 
15 140 4.1780 4.1126 13.3581 12.3303 1.2835 0.1107 
16 130 4.6710 3.6963 16.5242 12.5601 1.1794 0.1078 
17 136 4.9912 3.8567 15.4859 11.3865 1.3132 0.1003 
18 128 4.7201 3.3370 15.9513 13.1222 1.3958 0.1159 
19 117 4.8581 3.4260 12.7418 14.1784 1.2705 0.1142 
20 120 4.2121 3.5230 15.6067 16.2850 1.1793 0.0955 
Mean 28.6804 74.2257 34.8052 65.1565 16.7641 6.0143 
4.4774 3.7202 15.1354 13.5770 1.3814 0.1136 
WPV 21.7361 27.6678 63.0047 82.9725 8.9797 0.7659 
BPV 2.3038 0.9534 8.8350 5.2797 0.4834 0.0370 
WPV 	Within plot variance 
BPV 	Between plot variance 
236 
Trial: 1980 Intermediate 	No. of Varieties: Recorded 	68 
Withdrawn 13 
Character 
Distance df 	5 	8 	10 	11 	14 	15 
Apart 
1 209 4.1765 2.4029 8.5742 10.6267 0.9432 0.0907 
2 198 3.6511 2.8041 8.8527 10.4965 1.0749 0.0877 
3 194 4.1157 2.4180 10.1552 12.0253 1.0780 0.1039 
4 194 3.8316 2.7637 10.4772 13.4684 1.3785 0.1121 
5 189 3.7988 2.5143 9.9845 12.8550 1.2399 0.1005 
6 181 3.0762 2.6093 11.4150 13.7559 1.5141 0.0944 
7 177 4.1418 3.1006 11.5914 14.2123 1.4376 0.1156 
8 175 3.6926 2.7765 13.2628 13.9411 1.5783 0.0964 
9 168 4.0762 2.6542 13.7818 14.4129 1.6278 0.1127 
10 168 3.8727 2.5106 14.5424 14.4465 1.5936 0.1039 
11 165 4.6275 2.3398 13.9540 14.1827 1.5421 0.1144 
12 154 3.8857 2.7033 16.3175 15.8041 1.6059 0.1266 
13 153 4.3848 2.9596 16.1845 16.6264 1.6314 0.1155 
14 145 4.2621 2.9814 13.9748 14.3359 1.6444 0.1149 
15 144 3.6410 3.1368 13.9138 15.3478 1.4782 0.1072 
16 142 3.8877 3.3779 16.2812 12.8986 1.5269 0.1080 
17 139 4.1292 2.8124 15.0542 12.4202 1.4271 0.1076 
18 142 4.6279 3.4772 14.8652 13.5364 1.6432 0.1136 
19 134 4.1016 2.9369 11.9660 14.6469 1.5140 0.0915 
20 131 3.9150 2.5919 16.3331 16.1346 1.2343 0.1096 
Mean 27.4378 84.7137 33.6264 66.2465 14.8068 5.6563 
¶ 4.2803 2.9802 13.9734 13.5353 1.5035 0.1088 
WPV 22.5312 19.3374 65.3027 92.3158 7.6699 0.7039 
BPV 2.0272 1.0465 7.4432 4.3037 0.7365 0.0385 
WPV 	Within plot variance 
BPV 	Between plot variance 
237 
Trial: 1980 	Late 	No. of Varieties: Recorded 	74 
Withdrawn 7 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 254 3.6439 2.3715 9.3200 13.0307 0.6908 0.0669 
2 251 3.3343 2.3772 9.1648 11.5438 0.6873 0.0752 
3 242 3.9961 2.5186 10.7071 14.8141 0.6803 0.0894 
4 240 4.4054 2.5342 10.9157 13.5696 0.8451 0.0881 
5 236 3.5510 2.3074 12.3923 13.9011 0.8278 0.0914 
6 229 3.8069 1.9433 11.2676 13.0102 0.8118 0.0891 
7 227 4.1175 2.7690 13.5036 13.1056 '0.9216 0.0956 
8 222 3.9548 2.3948 12.2720 12.4526 1.0295 0.0814 
9 219 4.1253 2.6132 12.7967 14.3247 0.9643 0.0909 
10 211 4.3611 2.6825 12.2428 12.4768 1.2059 0.0857 
11 209 4.0067 2.5773 14.1965 13.9615 0.9305 0.0760 
12 200 4.6469 2.6840 14.4744 12.9619 1.0746 0.0902 
13 198 4.5292 2.5294 14.4019 13.3058 1.2234 0.0897 
14 191 4.4442 2.5527 14.8701 13.1948 1.1285 0.0780 
15 186 4.2556 2.8591 15.3750 14.3868 1.1615 0.0853 
16 183 4.3262 2.6041 15.3408 16.1862 1.1855 0.0819 
17 176 4.6788 2.9410 19.2738 14.3132 1.1982 0.0899 
18 172 3.7436 2.9197 18.0009 14.7905 1.2598 0.1000 
19 170 4.7080 2.3596 14.4875 17.8778 1.3857 0.0949 
20 165 4.6394 2.9095 18.1311 16.3674 1.2199 0.0783 
Mean 28.9253 93.2572 33.7146 66.1304 13.9754 5.5114 
• S 4.2799 2.6182 14.2119 16.6941 1.0877 0.0896 
WPV 23.4695 17.6042 62.6591 85.1471 6.1897 0.6072 
BPV 1.9329 0.8578 7.9460 8.1794 0.4687 0.0289 
WPV Within plot variance 
BPV Between plot variance 
238 
Trial : 1980 Very Late 
	
No. of Varieties: Recorded 	42 
Withdrawn 6 
Character 
Distance df 	5 
	
8 	10 	11 	14 	15 
Apart 
1 137 3.5652 2.5562 9.5545 14.0372 0.7858 0.0846 
2 126 3.3047 2.5982 9.2225 14.3511 0.8203 0.0981 
3 121 4.0180 2.4767 10.6174 17.0719 0.8645 0.0777 
4 115 3.0718 2.6415 11.3874 15.6749 0.9208 0.0934 
5 114 4.2903 2.8988 14.2693 15.2817 1.0075 0.0856 
6 110 4.7879 3.5976 16.6617 14.5222 1.0936 0.0794 
7 102' 4.0310 3.2953 17.1303 15.8965 1.0036 0.0909 
8 99 5.4590 2.5301 16.9118 12.4039 1.0714 0.0932 
9 99 5.5021 3.2160 18.1512 12.0636 1.0540 0.0848 
10 92 6.1485 3.1415 20.3612 13.8578 1.4449 0.0902 
11 88 5.6064 2.5764 15.1568 16.0250 1.1814 0.0854 
12 83 5.1923 2.5573 16.8925 14.6203 1.2395 0.0686 
Mean 28.1390 95.4079 32.3206 70.1290 13.5904 5.5957 
5.3128 3.0582 .22.7016 16.1172 1.5939 0.0920 
WPV 	19.5171 20.7141 67.8489 89.6595 	6.2934 	0.5990 
BPV .3.3611 	0.9868 15.9167 	7.1513 0.9645 0.0321 
WPV 	Within plot variance' 
BPV 	Between plot variance 
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Trial: 1979 	Early 	 No. of Varieties: Recorded 	65 
Withdrawn 18 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 185 1.6395 1.7156 8.0519 12.2240 1.1260 0.1241 
2 185 1.7667 1.8889 8.7741 10.5001 0.8703 0.1136 
3 169 1.7872 1.6949 9.8260 11.9155 0.9626 0.0851 
4 171 2.0816 1.8767 9.9294 10.1272 1.0844 0.1075 
5 163 1.9500 1.9183 9.8457 11.8923 1.2992 0.1212 
6 157 1.7119 1.9884 9.4461 12.4164 1.2080 0.1176 
7 157 1.8091 .1.4956 10.0519 9.7818 0.9737 0.1167 
8 146 2.3780 1.6988 10.6809 9.5175 0.8760 0.0995 
9 148 1.7993 1.7921 10.3943 11.1467 1.1793 0.1071 
10 139 1.9796 1.7098 10.1834 10.1333 1.0455 0.1155 
11 145 2.1721 1.6054 11.2957 12.1011 0.9509 0.1048 
12 132 2.2716 1.7468 10.1466 12.7829 1.1411 0.1238 
13 127 2.1993 1.6351 10.2785 13.2587 0.8899 0.1161 
14 125 2.1067 1.6812 9.8651 12.9475 0.9692 0.1297 
15 123 2.3919 1.7748 11.0549 10.9924 1.2056 0.1298 
16 119 2.4425 2.0064 9.2915 14.6721 1.2624 0.1176 
17 117 2.5612 2.4494 8.8980 12.8547 1.0610 0.1139 
18 116 2.1693 1.6313 9.5328 11.6944 1.2241 0.1224 
19 113 2.4719 1.8014 10.0088 9.7888 0.9961 0.1144 
20 104 2.1898 1.4663 9.4563 13.5239 0.8650 0.1196 
Mean. .23.1372 95.5338 36.9244 58.4535 17.4783, 6.0795 
2.9236 1.9986 10.7220 11.7315 1.2551 0.1163 
WPV 14.9694 16.6230 72.7368 95.0045 8.7631 0.8538 
BPV 1.4266 0.3363 3.4484 2.2311 0.3787 0.0310 
WPV 	Within plot variance 
BPV 	Between plot variance 
240 
Trial : 1979 	Late 	 No. of Varieties: Recorded 	64 
Withdrawn 21 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 162 2.9671 1.9092 7.1066 11.8584 0.7796 0.0872 
2 162 3.3436 2.2041 8.6845 13.6494 0.9099 0.0905 
3 152 2.9087 2.0521 9.5520 11.9410 0.8853 0.0816 
4 148 3.0961 2.3804 8.3915 14.0101 0.9162 0.0975 
5 151 3.1753 2.0189 7.2555 12.7913 0.9465 0.0965 
6 147 3.0297 2.2065 8.7857 14.7796 0.9731 0.0798 
7 146 3.3564 1.5736 8.8941 14.0058 1.1132 0.1107 
8 139 3.2847 2.4654 10.2832 13.0686 0.8689 0.1007 
9 131 3.2907 2.0100 9.1713 13.3958 1.2451 0.0861 
10 135 3.5478 2.3634 8.6615 16.9220 0.8305 0.0978 
11 118 3.5965 2.0630 8.6535 13.7696 1.4002 0.0965 
12 122 3.8129 2.1964 10.4447 14.7231 1.2500 0.1167 
13 125 3.0525 2.3770 10.2180 12.7280 1.1680 0.0977 
14 116 3.7826 1.5080 11.5375 16.2190 1.3103 0.1019 
15 105 4.1754 2.4192 7.8561 12.2729 1.0045 0.0932 
16 106 3.7767 2.1163 9.1467 15.5574 1.0393 0.1029 
17 100 3.3705 2.0371 7.8548 14.6659 1.2765 0.0915 
18 101 4.1286 2.5460 8.7800 14.0291 1.2390 0.1162 
19 99 4.4069 1.9477 8.0339 13.4428 1.2139 0.1081 
20 102 4.6568 2.1420 13.3329 16.2012 1.1611 0.1323 
21 93 3.8978 1.9731 10.4820 16.4427 1.2826 0.0999 
Mean 30.0190 111.2101 37.9687 63.4657 19.4148 5.8901 
641 3.6554 2.1399 9.6449 14.3690 1.3308 0.1051 
WPV 22.0829 15.4881 64.4101 97.4390 9.6231 0.7746 
BPV 1.4471 0.5911 3.2038 4.6251 0.3685 0.0277 
WPV Within plot variance 
BPV Between plot variance 
Trial : 1979 Very Late 
	
Distance df 	5 	8 
Apart 
1 	133 	2.7707 	2.6251 
2 130 2.4528 2.1375 
3 	124 	3.3028 	2.5220 
4 122 2.8951 1.9784 
5 	117 	3.2722 	2.5846 
6 113 2.6007 2.4634 
7 	107 	2.4156 	2.0865 
8 100 3.2753 2.6521 
9 	96 	3.1775 	2.4786 
10 90 3.1270 2.2885 
11 	88 	3.3200 	2.1385 
12 81 2.7193 2.0447 
Mean 	30.4863 116.2910 
3.0012 	2.2777 
WPV 	20.1605 19.9406 
BPV 0.9851 	0.2836  
No. of Varieties: 	Recorded 	43 
Withdrawn 7 
Character 
10 	11 	14 	15 
7.2977 12.1908 	0.7743 	0.0509 
6.6389 11.3955 0.9504 0.0720 
8.0687 10.3309 	0.9266 	0.0678 
7.2730 11.2156 1.0766 0.0721 
9.8580 11.2664 	1.0919 	0.0767 
7.8848 12.3980 1.0385 0.0695 
8.7082 12.7076 	1.0408 	0.0687 
9.0046 13.8516 0.9965 0.0741 
7.6617 14.3817 	0.8732 	0.0762 
8.5443 12.8723 0.8532 0.0741 
7.8287 11.9130 	0.7884 	0.0695 
8.3044 11.6342 0.9719 0.0711 
35.0903 68.7184 	19.1531 	5.9478 
8.1319 11.8356 1.0650 0.0739 
64.8640 88.6709 	8.9542 	0.6758 
1.6455 	2.9685 0.1696 0.0063 
241 
WPV 	Within plot variance 
BPV 	Between plot variance 
242 
Trial: 1978 	Early 	 No. of Varieties: Recorded 	59 
Withdrawn 8 
Character 
Distance 	df 5 8 10 11 14 15 
Apart 
1 191 2.0938 1.9601 12.0448 12.1887 1.2439 0.1348 
2 185 2.1597 2.2728 10.8003 10.8766 1.0808 0.1276 
3 180 2.1082 1.6426 9.7980 12.1187 1.2547 0.1266 
4 173 2.2936 2.3719 11.6657 12.0199 1.2923 0.1495 
5 168 2.3080 2.0600 12.3352 11.8089 1.2917 0.1349 
6 168 2.1187 2.1646 12.0616 14.4203 1.4219 0.1471 
7 159 1.8751 2.0304 9.5336 12.3887 1.2007 0.1403 
8 159 2.3206 2.2741 11.4034 10.8236 1.5058 0.1474 
9 157 2.2093 2.1028 11.5706 12.1743 1.3789 0.1420 
10 153 2.1257 2.5644 12.6367 11.1540 1.2604 0.1249 
11 150 2.2199 2.5200 11.6957 13.9386 1.2657 0.1102 
12 141 1.8686 2.0351 8.7697 10.3825 1.1668 0.1305 
13 133 2.1579 1.9582 12.5263 12.1118 1.2387 0.1447 
14 131 2.5689 2.2401 11.4145 12.9073 1.3440 0.1281 
15 125 2.1930 1.7759 9.3845 12.7260 1.3910 0.1577 
16 119 2.3239 2.0022 13.7023 13.4342 1.3903 0.1129 
Mean 18.8548 84.0431 34.4592 60.6694 18.3269 6.5083 
2.2811 2.1513 11.4265 12.4524 1.2607 0.1369 
WPV 12.0663 18.0381 67.1109 88.5864 9.0426 1.0706 
BPV 1.0744 0.3475 4.7154 3.5937 0.3564 0.0299 
WPV 	Within plot variance 
BPV 	Between plot variance 
243 
Trial: 1978 Intermediate 	No. of Varieties: Recorded 	70 
Withdrawn 12 
Character 
Distance df 5 8 10 11 14 15 
Apart 
1 211 2.0013 1.5399 11.3429 15.1353 1.2356 0.1539 
2 211 1.7552 1.6551 10.7121 14.6380 1.1600 0.1561 
3 207 2.1970 1.4987 10.0099 12.1272 1.0890 0.1553 
4 204 1.9200 1.4270 10.3543 13.5305 1.1448 0.1717 
5 198 1.8631 1.5606 10.8382 14.1315 1.0842 0.1591 
6 188 2.1191 1.6654 10.9250 15.0700 1.1118 0.1508 
7 188 1.8620 1.7647 10.5492 13.3274 1.0588 0.1499 
8 187 2.3772 1.3759 9.6422 11.8748 1.1635 0.1499 
9 179 2.2180 1.4474 12.0069 12.8206 1.2460 0.1590 
10 173 1.9248 1.9986 11.6701 15.7145 0.9956 0.1660 
11 169 1.7720 1.5307 9.9274 12.9635 1.1933 0.1590 
12 166 2.1201 1.3371 10.1391 12.6255 0.9919 0.1552 
13 167 2.0037 1.4580 11.1991 15.7278 1.1238 0.1904 
14 157 1.7809 1.4705 10.5942 13.6480 1.2440 0.1617 
15 156 2.1247 1.4360 10.7520 12.4477 1.0159 0.1373 
16 151 1.9230 1.7417 12.8368 15.1190 1.3946 0.1853 
17 146 2.0670 1.6541 9.2311 13.9088 0.9773 0.1526 
18 143 2.129 1.6830 11.9706 14.9759 1.2613 0.1597 
19 139 2.0989 1.7298 10.4748 13.0923 1.1625 0.1674 
20 139 1.8911 1.4431 11.5292 13.3860 1.0755 0.1759 
Mean 19.1101 93.5008 37.8125 62.6663 19.1845 6.0930 
1.9757 1.5642 10.6965 13.7600 1.1169 0.1599 
WPV 12.1679 13.1187 61.1353 98.1814 10.2098 1.0890 
BPV 0.7589 0.2524 4.5829 3.9419 0.0959 0.0510 
WPV 	Within plot variance 
BPV 	Between plot variance 
244 
Trial : 1978 	Late 	 No. of Varieties: Recorded 	82 
Withdrawn 4 
Character 
Distance df 	5 	8 	10 	11 	14 	15 
Apart 
1 302 2.6440 2.5935 9.2178 12.8485 1.2273 0.1300 
2 296 2.7285 3.0818 10.1129 14.0645 1.3566 0.1197 
3 290 2.5258 2.9279 9.6543 14.6820 1.2565 0.1184 
4 285 2.2612 2.7605 8.9117 14.6925 1.2351 0.1248 
5 280 2.3766 3.0631 8.5732 13.4983 1.1948 0.1188 
6 274 2.5505 3.0357 10.9342 12.2689 1.3410 0.1243 
7 267 2.2321 2.8552 10.3347 12.8897 1.2683 0.1256 
8 262 2.4954 2.5690 11.2118 15.0071 1.3451 0.1278 
9 257 2.2214 2.9156 9.6653 14.9468 1.1584 0.1189 
10 252 2.6772 2.9080 9.5839 15.3470 1.3249 0.1315 
11 246 2.5018 2.9044 9.7006 13.0058 1.3241 0.1339 
12 242 2.4244 2.6714 10.5912 14.7677 1.2628 0.1141 
13 234 2.2314 2.9765 11.0994 13.6185 1.3867 0.1144 
14 229 2.3550 2.9268 9.5214 14.7404 1.3445 0.1395 
15 225 2.5507 3.0103 10.1165 16.9987 1.2639 0.1279 
16 220 2.8481 2.5504 10.3605 16.6281 1.1785 0.1369 
17 213 2.5128 2.7280 10.3886 13.9900 1.3410 0.1274 
18 208 2.2198 3.1335 11.1499 15.0025 1.3923 0.1410 
19 203 2.5065 2.9889 10.6509 15.2791 1.2021 0.1451 
20 197 2.5091 2.9059 10.0074 13.5367 1.1405 0.1281 
21 192 2.4384 2.8361 11.3784 14.9226 1.3867 0.1264 
Mean 20.7070 100.5576 38.0108 66.7124 19.7453 5.8692 
2.5775 2.8691 9.9986 14.5626 1.2894 0.1284 
WPV 12.2313 20.1271 58.2776 97.3010 11.3397 0.9949 
BPV 1.3544 0.8564 4.1708 4.8325 0.1554 0.0289 
WPV 	Within plot variance 
BPV 	Between plot variance 
245 




Distance df 	5 
Apart 
1 	172 	3.9485 
2 166 3.6896 
3 	160 	3.2924 
4 154 4.5435 
5 	148 	3.4300 
6 142 3.2159 
7 	136 	3.3257 
8 130 3.4721 
9 	124 	4.5146 
10 118 4.1180 
























































































BPV 	Between plot variance 
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Distance df 5 8 10 11 14 15 
Apart 
1 126 1.6405 2.6444 7.6582 8.7596 1.1256 0.1279 
2 120 1.1396 2.9163 7.7249 9.7224 1.1916 0.1260 
3 116 1.6221 2.8962 9.7636 9.3771 1.2429 0.1081 
4 110 1.2900 3.8364 10.7080 9.8742 1.3031 0.1301 
5 105 1.7024 3.2386 11.6310 10.1993 1.0961 0.1053 
6 100 1.4047 2.7006 11.5562 10.3730 1.3537 0.1246 
7 94 1.7406 3.2904 13.7279 11.4739 1.3932 0.1326 
8 88 1.4129 2.6347 11.3105 11.9483 1.2639 0.1143 
Mean 15.8852 109.6346 29.7158 69.7160 16.1244 6.0113 
1.4898 2.8136 10.8710 10.1745 1.3582 0.1306 
247 
Trial: 1976 	Early 	 No. of Varieties: Recorded 	46 
Withdrawn 10 
Character 
Distance df 	5 	8 	10 	11 	14 	15 
Apart 
1 130 2.3453 4.2911 8.1521 9.9472 1.1908 0.1510 
2 127 1.8398 3.8129 7.7870 9.1964 1.0761 0.1271 
3 121 2.2465 3.5416 8.1662 11.1372 1.0625 0.1304 
4 121. 1.7777 4.6878 7.9915 8.4365 1.0252 0.1600 
5 116 2.0927 3.9454. 6.6898 8.9888 1.1647 0.1140 
6 111 2.1536 4.2832 7.3973 8.3610 1.3089 0.1478 
7 106 1.8886 4.8946 9.5056 9.8517 1.0591 0.1228 
8 108 2.4407 4.4997 8.9294 7.9677 1.1970 0.1258 
9 99 2.0076 3.9813 8.2682 10.0375 1.1482 0.1378 
10 90 2.0432 4.6827 8.8671 9.2366 0.9382 0.1328 
11 88 2.1566 4.0768 10.1875 7.9627 1.2348 0.1625 
12 86 2.6502 4.5994 7.1630 9.4063 1.1406 0.1336 
13 79 2.0934 3.5365 8.9275 8.2878 1.2308 0.1682 
14 76 2.2520 3.6486 8.1652 9.6272 1.1043 0.1227 
Mean 24.9102 76.8430 31.6733 63.0465 17.3048 6.8174 
2.2873 4.1642 8.5262 9.3823 1.1941 0.1498 
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Trial : 1976 	Late 	 No. of Varieties: Recorded 	60 
Withdrawn 14 
Character 
Distance df 5 8 10 11 14 15 
Apart • 
1 170 2.4472 2.8396 13.2667 13.6512 1.4489 0.1481 
2 164 2.1868 2.5700 14.3760 11.9112 1.2552 0.1499 
3 159 2.8872 2.6895 13.7089 11.6795 1.0720 0.1461 
4 155 1.9798 2.5959 13.0759 13.2592 1.3856 0.1315 
5 157 2.6237 3.0137 16.4595 11.5879 1.4618 0.1566 
6 150 2.6404 2.4736 13.5918 15.5622 1.2727 0.1366 
7 149 2.9152 2.4811 15.2082 10.5318 1.4890 0.1245 
8 140 2.3753 2.2958 13.5607 13.9174 1.5447 0.1569 
9 139 2.2560 2.9596 16.8952 13.3860 1.5121 0.1446 
10 133 2.7314 2.0350 15.0474 13.3164 1.4436 0.1407 
11 132 2.1352 2.0398 17.4263 12.7971 1.3482 0.1433 
12 129 2.1514 2.3009 18.2704 12.5826 1.2114 0.1421 
13 123 2.8350 2.1730 15.6491 13.1142 1.6873 0.1562 
14 128 2.9679 2.7422 17.9179 12.5733 1.5385 0.1487 
15 118 2.5332 2.2853 14.4297 12.1017 1.2880 0.1416 
16 113 2.6969 1.9503 17.5879 13.7384 1.3143 0.1557 
17 111 2.7870 2.2314 15.0302 13.6409 1.4439 0.1564 
18 105 2.4415 2.6200 14.8464 -9-.8948 1.4417 0.1707 
Mean 25.3384 100.2072 43.1111 72.1231 21.4486 6.5901 
cij 2.6905 2.6536 19.9941 12.7265 1.5770 0.1608 
Trial: 1976 Very Late 	No. of Varieties: Recorded 	30 
Withdrawn 7 
Character 
Distance df 5 8 10 11 14 15 
Apart 
1 81 2.7857 4.1854 10.9746 13.0730 0.9371 0.0950 
2 85 2.5198 4.4247 10.3339 14.0621 1.0889 0.0958 
3 76 2.8895 3.9344 11.3708 13.7545 1.5123 0.0952 
4 70 2.3064 4.0874 11.1115 17.2356 1.3767 0.1385 
5 71 2.8788 3.8781 11.0022 19.3851 1.8480 0.1073 
6 64 3.1736 4.2147 11.5543 18.4005 1.5612 0.1037 
7 62 2.5375 4.5414 9.9908 17.9616 1.4627 0.0996 
8 57 2.6633 4.2776 15.1095 15.4688 1.4908 0.0818 
9 57 2.7077 5.3382 13.6160 16.2618 1.4307 0.0939 
Mean 25.7447 106.4042 41.9239 76.3422 22.4365 6.6271 
2.8323 4.1480 13.9987 15.7086 1.7081 0.1046 
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Trial: 1975 Intermediate 	No. of Varieties: Recorded 	40 
Withdrawn 7 
Character 
Distance df 5 8 10 11 14 15 
Apart 
1 117 2.6292 2.5119 11.3112 12.8102 1.6660 0.2111 
2 117 2.2920 2.7436 9.5784 14.2297 1.6052 0.2294 
3 107 2.1321 3.5586 11.5420 11.7400 1.6713 0.1569 
4 107 2.9418 3.0105 13.1579 12.8899 1.3908 0.1963 
5 104 2.4153 2.3881 9.8772 12.3620 1.5055 0.2060 
6 93 2.4012 2.9594 14.4650 12.1063 1.6519 0.2046 
7 92 2.1684 2.2388 10.3658 15.0655 1.8003 0.2066 
8 87 2.4240 2.9992 10.3292 13.1417 1.6072 0.2534 
9 81 2.4155 2.5914 9.8959 14.8534 1.4590 0.2386 
10 74 1.9334 2.4518 9.7821 13.1197 1.7148 0.1345 
11 72 3.3238 3.3557 13.1139 14.9125 1.6547 0.1915 
Mean 20.6870 94.5127 41.9544 65.6770 20.5796 6.7262 

















































































Trial : 1974 	Late 
	




1 	365 	3.7356 	3.6138 
2 359 3.9654 3.3480 
3 	353 	3.8771 	3.6457 
4 347 4.3045 4.0142 
5 	341 	3.8277 	3.7786 
6 335 4.6264 3.5574 
7 	331 	3.9078 	3.9065 
8 324 4.0978 3.6980 
9 	318 	4.3452 	4.0579 
10 312 4.1700 3.5601 
11 	306 	4.5268 	4.0632 
12 301 3.9456 4.4154 
13 	295 	4.4704 	3.6859 
14 290 4.5923 3.7080 
15 	285 	4.6688 	3.6289 
16 279 5.0099 3.4147 
17 	273 	4.9543 	3.5800 
18 267 4.6594 3.7059 
19 	261 	5.3600 	3.2699 
20 255 4.5689 3.7593 
21 	249 	5.2561 	3.4458 
22 244 4.9599 3.9016 
23 	237 	5.3486 	3.9267 
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APPENDIX 0 	PROGRAM LVANAL 
D.1 Note on the Simplification of the Generalised-Least-Squares 
Estimation Equations for Variety Effects from an LV or lB analysis 
**Note: For succinctness in what follows we use the term inversion 
of a matrix even if the matrix is not of full rank. In that case 
the inverse is taken to be the Moore-Penrose generalised inverse. 
The inverse of a matrix of full rank is a special case of the 
Moore-Penrose generalised inverse and 	therefore 	the 	inverse 
(generalised or not) of a matrix A may be written as A without 
ambiguity. 
A model for the LV analysis of a trial is given in section 5.4 
as 
E(y)=XT 
Var(y)= aVL = cy(I—R)(I..'ip L)(I—R) 
wherey is the nxl vector of plot yields adjusted by their 
superbiock means. 
In fact, the adjustment of plot yields by their super block 
means does not affect the estimates of varietal differences or 
their standard errors and thus the calculation of these adjustments 
is not necessary. 
If, G 2  and 1.' were known the variety effects, 'r . , could be 
estimated simply by solving the generalised least squares 
equations: 








Var( ) = a (X'VLX) 
Using this form of the GLS equations would involve the 
inversion of the nxn matrix and the vxv matrix X , V1 X. However, 
a little algebra can reduce the problem to one which involves the 
inversion of only two vxv matrices, thus makina cnncidrah1 
savings on space and time in a program written to do this analysis. 
Now, since R=Ir& J.Jv and L = I 	L, 
VL = (I re (I v 'J v/v))(I r (I v- 	Lv))(I r (IJJv)) 
= 'r [(Iv'J/v)(I.' i  Lv)(Iv'Jclv)] 
= I r [I V-J ,/V- 
= I r )(Iv 'J v/V+ 1PV ) 	 irom 5.4.3). 
Therefore 
VL = I)(Iv.'J v/v+ 1PtV ) 	= I r®VS 	say, 
where 
A (i,j) = —1/v[vIijl+(v+1)(i+j). 2 —j 2 (v+1)(2v+1)/3]. 
Thus the GLS estimates of the variety effects are 	the 
solutions of the equations: 
X'(I4V )Xt = X'(IV 	)y. 
Writing where each X is an elementary matrix, 
and y'=[y',y',...y'], 	 - 
r 	+ 	 + 
X.'Vs X.J 	XVs y 	, 	 (Dl) 
Ll~ 
Var( 	) = x;;• vs xj ] 
and the estimated APV is: 
22 Tr[Var(  -r )]. 
V-1 
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All summations in this appendix are over i from 1 to r and 
therefore in future I will be written as 
L zj 
The estimates of a 2 and 'P to be used in Di are obtained from 
the equations: 
where 






S1=y'[U-UX(X'U0 XSU]y , 	(equations 5.4.2) 
S2=y'[( I-R)--( I-'R)X(X'( I.'R)X)X' ( I-R)]y 
and U=I & 
r V 
These identities for Si and S2 can be expressed in a more suitable 
form for computation by writing: 
y'Uy = y'(I 	, )y = 	Y1 vYi, 
X'Uy = 
xIux = z 
lv i 
and 
y'(I.-R)y = 	Z y'(I -J /v)y. 
1 V V 	1 
X'(I-R)y = 	y, X'(I -J /v)y 
iv v 	i 
X'(IR)X = 	E X'(I-J/v)X 
Si = 	y'A y -( E X 	y.) ( E 	 ( 	y) iv 1 	1 V 1 	 1V 1 	 lvi 
S2=( ys(I  -J/v)y)-( 7, X(IJ / v)y.) ' ( 	X (yJ /v)X ) 
E X'(I -J /v)y ). 





Tr[D] = Tr[U-UX(X'UX)X'U] 
= r(v-l)-Tr[( 	X 	X.)( 	X' A2 X.)] 
Thus all the quantities required for the estimation of cy and 
, can be written in terms of vxv matrices. Writing the RB RSS, 
S2, in the above form further simplifies the analysis because, 
since Si and S2 are then of the same form, a single subroutine can 
be used to calculate either quantity. 
Using the estimated values of a2  and j , 	2 and i 	in Di, 
the estimated variety effects are: 
T =[ 	X'(I-J/v+ I) 	X . 1 	X'(I-'J/v+ 4) 	Y.  
with estimated APV: 
++ + 
2 	Tr[( 	X'( I -J /v+ 	) X ) J.  
1 V V 	V 	1 
v-i 




and thus the estimated efficiency of the LV analysis relative to a 
RB one is: 
S2 
++ + 
r(r-1) 8 Tr[( E X( IJ/v+ 	) X) I 
In section 5.4 we noted that an lB analysis with the recovery 
of interbiock information can be written in the same form as a LV 
analysis with ° VL  replaced by V1 
 11
where: 
V = 	(I-R)(I+B)(I-R) 
I 
	
= 	[(i+ )(I-R)-C I-B)]. 
This plot covariance matrix also results 	in 	estimation 
equations which can be written in terms of vxv matrices. For, if 
255 
every incomplete block contains k plots, 
1 -B = 
	
=1QBs , 	say, 	 (D2) 
where s is the number of blocks/superbiock. 
Thus 
V = I 	[(1+)(I .-J /v)-Bs] 
I 	r V V 
and 	the 	variety 	effects 	are 	estimated 	by: 




) = 	[ 	 x[(1+)(I-J/v)- BsfX.]. 
Estimates of a 2 and 	E are obtained 	by 	equating 	to 
expectation the RB RSS, S2, and the intrablock RSS: 
S3 = 
=I y'Bsy -(I X'Bsy)'( 	XBsX.) ( 	XBsy.), 
resulting in the estimates: 
= 	S3 	31 
I 




Using these estimated values of 	cY and 	in D3 the estimated 
variety effects are: 
+ + 	 + 
[ 	Y[(1+ )(c-J/v)- CBs] X] I X[(1+ )(Iv -JV/v)- CBs] y 
with estimated APV given by: 
2& Tr[( E 	 BsfX1)] 
V-1-  
and estimated efficiency relative to a RB by: 
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S2 
r(r-1) 2Tr[ (E X'[(l+ 	)(I.J/v)- Bs] X. ) ] 
When the lB design used contains blocks of two different sizes 
I.B is no longer given by 02. However., the matrix can still be 
partitioned into r vxv submatrices such that only the r leading 
diagonal submatrices are nonzero. Writing 
1kIk'l /k 	0 	 0 
B 	= 	
. 	Ik'Z 	/k' 	• 	 0 
0 	 0 	
'k' 	
/kj 
i1,2 .... r, j1,2,...s 
where k 1 is the size of the jth block in the ith superbiock, the 
above equations for estimating the variety effects and the various 
statistics can still be used provided Bs is replaced by B 
throughout. 
The similarity between the LV and lB analyses has been used in 
program LVANAL which performs either a LV or an lB analysis 
depending on a single input parameter. The input to this program 
is the same as for FCALPHIX (see appendix B) with the addition of 
the parameter to indicate which analysis is to be performed. A 
flowchart for the program and examples of the output are given 
below. 
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D.2 Key to Flowchart for Program LVANAL 
Program LVANAL performs either a LV or an lB analysis of the 
results of an individual trial. 
I 	input parameter = 1 for an lB analysis 
2 for a LV analysis 
R 	the number of superblocks in.the trial 
V 	the number of varieties in the trial 
Si 	the LV intra-N residual sum of squares 
S2 	the RB residual sum of squares 
S3 	the lB intrablock residual sum of squares 
Vp 	i=i,2 .... r 	=(i+ 	)(I-J/v)- 	(I-Bs)+ 2 
= (the ith vxv leading diagonal submatrix of the plot 
covariance matrix)! & 2 
estimates of the variety effects 
2) 	
2 parameters of the plot covariance matrix: 
lB analysis 	LV analysis 
0 
0 
APV 	the estimated average pairwise variance of all variety 
differences 
EFF 	the estimated efficiency relative to a RB 
SMUXY(A) 	a subroutine which , after the Rth call, returns 
yAy , 	XjAX1 , and 	XAy 





JCall SMUXY(V ) 
ICalculate -r =( E XVpX) 	XVp' +yj 
a1cu1ate APV=2(Tr[( 	XVX)])a2 /(v-1) 




D.4 Example of the Output from Program BANAL 
i) An lB analysis 











Variety Adjustment Unadjusted 
Code Mean 
1 0.346 6.308 
2 -0.166 5.780 
3 -0.244 5.747 
4 0.018 5.973 
5 -0.179 5.766 
6 -0.123 5.804 
7 -0.092 5.832 
8 -0.113 5.848 
9 -0.026 5.940 
10 -0.051 5.924 
11 -0.054 5.867 
12 0.130 6.118 
13 0.309 6.287 
14 0.241 6.200 
15 -0.079 5.836 
16 -0.252 5.680 
17 0.161 6.126 
18 0.173 6.139 
* 	This quantity is not calculated in the present analysis. 
ii) A LV analysis 












Variety Adjustment Unadjusted 
Code 	 Mean 
	
1 0.287 	6.308 
2 	-0.222 5.780 
3 -0.310 	5.747 
4 	0.042 5.973 
5 -0.101 	5.766 
6 	-0.119 5.804 
7 -0.084 	5.832 
8 	-0.069 5.848 
9 -0.034 	5.940 
10 	-0.049 5.924 
11 0.025 	5.867 
12 	0.094 6.118 
13 0.232 	6.287 
14 	0.280 6.200 
15 -0.039 	5.836 
16 	-0.249 5.680 
17 0.153 	6.126 
18 	0.164 6.139 




Results of Applying LV Analysis to the Plot Yields in t/ha from 166 
Cereal VCU Trials 
Trial v r EFF APV CY 2 CY 2 Grand 
Code (t/ha) 2 Mean 	(t/ha) 
SB75EC4 18 3 1.3129 0.0463 0.1148 0.0528 0.0914 5.044 
SB75EE1 42 3 1.9266 0.0468 0.1085 0.0530 0.1355 4.602 
SB75EE2 42 3 1.9754 0.0347 0.1142 0.0390 0.1030 4.938 
SB75EE3 42 3 1.5230 0.0269 0.0604 0.0329 0.0616 3.259 
SB75EE6 23 3 1.5768 0.0192 0.1507 0.0206 0.0456 3.987 
SB75EE7 18 3 3.5029 0.0219 2.0907 0.0081 0.1155 --- 3.980 
SB75EE8 18 3 2.5542 0.0071 0.7581 0.0046 0.0272 2.968 
SB75NE1 42 3 3.2304 0.0397 0.3041 0.0359 0.1927 5.266 
SB75NE2 20 3 1.4822 0.0389 0.1495 0.0422 0.0866 5.561 
SB75NI1 40 3 1.0000 0.1452 0.0000 0.2178 0.2178 4.174 
SB75N12 40 3 1.3109 0.0161 0.0393 0.0206 0.0317 5.698 
SB75SE1 42 3 1.3909 0.0718 0.0455 0.0906 0.1498 3.857 
SB75SE2 18 3 1.0874 0.1065 0.0389 0.1393 0.1738 3.372 
SB75WC1 42 3 1.4293 0.0110 0.0498' 0.0137 0.0236 5.707 
SB75WC4 18 3 1.5328 0.0311 0.1931 0.0321 0.0716 5.466 
SB75WC5 20 3 1.0136 0.1315 0.0096 0.1874 0.2000 6.343 
SB75WC7 20 3 1.9482 0.0649 0.3165 0.0590 0.1898 3.226 
SB76EC1 44 3 1.3997 0.0425 0.0441 0.0537 0.0893 4.285 
SB76EC2 24 3 1.5959 0.0174 0.1460 0.0188 0.0418 4.258 
SB76EE1 44 3 2.0057 0.0323 0.1136 0.0359 0.0972 4.345 
SB76EE2 44 3 1.7456 0.0371 0.0817 0.0436 0.0972 4.384 
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Trial v r EFF APV IP CF 2 CJ 2 Grand 
Code (t/ha) L R Mean 	(t/ha) 
SB76ES1 50 3 1.7094 0.0579 0.0660 0.0699 0.1484 5.862 
SB76ES2 45 3 2.1614 0.0615 0.1273 0.0676 0.1997 5.263 
SB76NE1 44 3 1.1465 0.0493 0.0180 0.0667 0.0848 5.312 
SB76N13 19 4 1.0371 0.0492 0.0186 0.0908 0.1021 5.016 
SB76N15 19 4 1.4731 0.0591 0.1506 0.0870 0.1743 4.822 
SB76N16 19 4 1.3596 0.0227 0.1156 0.0350 0.0619 3.799 
SB76NS1 38 3 2.8873 0.0335 0.2853 0.0308 0.1453 5.309 
SB76NS2 20 3 1.0715 0.0201 0.0288 0.0268 0.0323 6.284 
SB76SW1 44 3 4.3452 0.0247 0.4996 0.0190 0.1614 2.835 
SB76WC2 44 3 1.8765 0.0216 0.0975 0.0247 0.0610 2.701 
SB76WC3 24 3 1.7121 0.0521 0.1788 0.0537 0.1339 4.822 
SB76WS2 28 3 1.2128 0.0747 0.0441 0.0953 0.1360 5.426 
S75WC6M 18 3 1.0972 0.1137 0.0150 0.1592 0.1872 3.763 
S75WC8M 21 3 2.0039 0.0406 0.2647 0.0389 0.1220 2.951 
S76EE3M 44 3 1.4436 0.0275 0.0440 0.0347 0.0596 5.412 
S76EE4M 24 3 1.2430 0.0192 0.0511 0.0243 0.0359 6.198 
S76NI1M 38 3 1.3280 0.0374 0.0418 0.0476 0.0745 3.833 
S76N12M 38 3 1.0000 0.0332 0.0000 0.0499 0.0499 3.766 
S76WC1M 44 3 2.6797 0.0090 0.1980 0.0090 0.0362 3.576 
SB76S1 44 3 4.1539 0.0237 0.4624 0.0186 0.1479 4.806 
S77EC1M 65 3 1.5170 0.0435 0.0345 0.0559 0.0991 7.249 
SB77EE2 65 3 3.5333 0.0258 0.1945 0.0259 0.1370 4.971 
S77EE3M 65 3 1.4824 0.0437 0.0322 0.0565 0.0973 4.858 
S77ES1M 75 3 1.5228 0.0184 0.0292 0.0240 0.0421 7.147 
S77ES2M 75 3 2.5413 0.0626 0.0901 0.0723 0.2389 6.284 
SB77ES5 17 3 2.3503 0.0227 0.6600 0.0161 0.0801 5.234 
SB77ES6 16 3 1.9266 0.0250 0.4191 0.0214 0.0723 6.714 
SB77NS1 60 3 1.3388' 0.0396 0.0258 0.0522 0.0797 5.598 
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Trial v r EFF APV ijj U2 U2 Grand 
Code (t/ha) Mean 	(t/ha) 
SB77SW1 65 3 2.6632 0.0351 0.1192 0.0387 0.1405 4.066 
SB77WC1 65 3 1.1041 0.0538 0.0083 0.0753 0.0891 5.580 
S77S1M 65 3 1.2400 0.0491 0.0159 0.0665 0.0913 5.813 
SB78EC1 63 3 1.2805 0.0286 0.0203 0.0383 0.0550 5.626 
SB78EE1 63 3 1.6619, 0.0605 0.0464 0.0758 0.1509 5.281 
S78EE2M 63 3 1.0000 0.0282 0.0000 0.0423 0.0423 5.575 
S78EE3M 63 3 1.4950 0.0583 0.0340 0.0752 0.1308 5.478 
SB78ES1 73 3 1.7315 0.0250 0.0431 0.0315 0.0650 5.536 
SB78ES2 73 3 4.0442 0.0430 0.2081 0.0425 0.2608 4.671 
SB78ES3 17 4 4.6653 0.0121 8.1123 0.0022 0.1137 2.877 
S78ES5M 71 3 2.3450 0.0123 0.0834 0.0143 0.0434 3.078 
SB78ES6 17 4 2.0505 0.0121 0.4512 0.0134 0.0498 3.095 
SB78ES7 18 3 1.2090 0.0447 0.0831 0.0531 0.0811 5.631 
S78ES10 64 3 1.1953 0.0379 0.0144 0.0518 0.0680 4.912 
SB78NS1 63 3 1.8091 0.0336 0.0571 0.0410 0.0911 4.340 
SB78SW1 63 3 5.4291 0.0551 0.4204 0.0450 0.4490 5.260 
SB78WC1 63 3 1.5378 0.0429 0.0377 0.0548 0.0989 6.168 
SB78S1 63 3 1.9724 0.0313 0.0687 0.0376 0.0928 6.408 
SB79EC1 54 3 1.1547 0.0743 0.0146 0.1015 0.1287 5.946 
SB79EE1 54 3 1.0868 0.0724 0.0090 0.1013 0.1180 5.687 
SB79EE5 54 3 1.0608 0.0597 0.0068 0.0845 0.0951 5.706 
SB79ES1 67 3 2.0193 0.0288 0.0675 0.0344 0.0872 5.861 
SB79E52 67 3 1.4963 0.0323 0.0326 0.0416 0.0725 6.072 
SB79ES3 70 3 1.0874 0.0346 0.0065 0.0488 0.0564 5.128 
SB79ES5 18. 4 2.2664 0.0110 0.5091 0.0118 0.0498 5.086 
SB79ES6 18 3 1.5764 0.0364 0.2083 0.0371 0.0861 4.291 
S79ES7R 18 3 1.3294 0.0613 0.1176 0.0701 0.1223 5.463 
SB79NS1 53 3 1.0713 0.0544 0.0079 0.0766 0.0875 4.457 
265 
Trial v r EFF APV U 2 c4 Grand 
Code (t/ha) Mean 	(t/ha) 
SB79SW1 54 3 2.8949 0.0300 0.1749 0.0310 0.1304 5.588 
SB79WC3 54 3 2.3680 0.0578 0.1204 0.0640 0.2054 5.141 
SB79S1 54 3 1.0844 0.0429 0.0087 0.0602 0.0698 5.835 
S80EC1M 53 3 1.1797 0.0423 0.0160 C.0575 0.0748 5.134 
S80EE1M 53 3 1.4520 0.0493 0.0371 0.0633 0.1075 6.005 
SB80EE2 53 3 1.0003 0.0458 0.0003 0.0684 0.0688 4.984 
SB80EE5 53 3 1.1627 0.0586 0.0155 0.0799 0.1023 4.204 
S80ES3M 18 3 1.2899 0.0549 0.0972 0.0643 0.1064 5.020 
SB80ES4 66 3 1.4255 0.0599 0.0285 0.0782 0.1282 6.721 
SB80NS2 18 3 1.6456 0.0186 0.2393 0.0182 0.0459 4.848 
SB80NS3 17 3 3.0429 0.0228 1.3514 0.0114 0.1042 4.194 
SB80NS4 18 3 1.5559 0.0294 0.2014 0.0301 0.0687 5.458 
S880N$5 17 3 1.3098 0.0235 0.1204 0.0269 0.0463 3.602 
SB80SW1 53 3 1.9894 0.0599 0.0867 0.0698 0.1789 5.894 
SB80WC3 53 3 1.2799 0.0439 0.0250 0.0580 0.0842 5.759 
SB80WS1 67 3 1.8379 0.0302 0.0548 0.0371 0.0832 5.020 
SB80WS2 18 3 1.0227 0.1141 0.0152 0.1596 0.1751 4.675 
SB80WS4 18 3 1.5901 0.0168 0.2161 0.0169 0.0402 5.954 
S80S1M 53 3 1.2359 0.0732 0.0197 0.0983 0.1357 6.593 
SB81EC1 60 3 1.0875 043316 0.0079 0.0443 0.0515 6.293 
SB81EE1 60 3 1.3991 0.0658 0.0301 0.0856 0.1382 5.272 
SB81EE2 60 3 2.2375 0.0329 0.0948 0.0377 0.1105 5.291 
SB81EE5 60 3 1.3817 0.0201 0.0288 0.0263 0.0418 4.230 
SB81ES1 73 3 1.1655 0.0436 0.0106 0.0604 0.0763 7.314 
S81ES2M 73 3 1.3832 0.0499 0.0219 0.0662 0.1035 6.545 
SB81ES3 71 3 2.9598 0.0277 0.1286 0.0301 0.1231 5.453 
SB81NS1 61 3 2.1389 0.0473 0.0845 0.0552 0.1519 5.724 
SB81NS4 18 3 1.3812 0.0174 0.1377 0.0192 0.0361 5.644 
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Trial 	v r 	EFF APV G 2 U2 Grand Code (t/ha) L R Mean (t/ha) 
SB81NS5 	18 3 	1.1083 	0.0308 	0.0456 	0.0397 	0.0512 6.622 
S81NS1O 	18 3 	1.0804 	0.0279 	0.0372 	0.0367 	0.0453 6.464 
SB81SW1 	60 3 	4.6325 	0.0694 	0.3454 	0.0601 0.4829 4.570 
SB81WC3 	60 3 	1.6286 	0.0479 0.0469 	0.0599 0.1172 6.502 
S81$1M 	60 3 	1.3151 0.0742 0.0226 0.0986 0.1465 5.155 
S075EC1 	18 .3 	1.0000 0.0185 0.0000 0.0278 0.0278 4.484 
S075NE1 	18 3 	1.1120 0.0292 0.0466 0.0376 0.0488 5.672 
S078ES1 	22 3 	1.8201 0.0331 0.2309 0.0326 0.0904 4.307 
078NS1M 	24 3 	2.6273 0.0308 0.4101 0.0260 0.1217 4.454 
S080NS1 	23 3 	1.4960 0.0601 0.1244 0.0676 0.1349 4.080 
S080Ws1 	23 3 	1.2587 0.0485 0.0676 0.0594 0.0916 4.246 
WB79ES1 	27 3 	1.3992 0.0861 0.0813 0.1027 0.1808 6.803 
WB80ES1 	30 3 	1.8731 0.0925 0.1576 0.0989 0.2600 5.487 
WB81ES1 	34 3 	1.2257 0.0899 0.0360 0.1164 0.1653 5.871 
WW76ES1 	57 3 	1.2087 0.1216 0.0176 0.1643 0.2205 7.180 
WW76ES2 	57 3 	2.2168 0.0299 0.0994 0.0341 0.0997 6.820 
WW76NS1 	50 3 	1.6014 0.0201 0.0558 0.0248 0.0484 5.188 
WW77ES]. 	62 3 	3.1736 0.0550 0.1736 0.0564 0.2621 7.855 
WW77ES2 	62 3 	3.1173 0.0496 0.1681 0.0512 0.2322 7.166 
WW77NIJ. 	49 3 	1.3457 0.0538 0.0335 0.0697 0.1087 7.556 
WW77NS1 	49 3 	4.0769 0.0633 0.3694 0.0541 0.3876 4.195 
WW78EC1 	44 3 	2.5177 0.0533 0.1783 0.0548 0.2014 4.803 
WW78EC2 	44 3 	1.3552 0.0744 0.0394 0.0950 0.1512 5.993 
W78EE2M 	44 3 	1.1861 0.1642, 0.0220 0.2195 0.2922 5.930 
WW78ESJ. 	57 3 	1.9272 0.0427 0.0741 0.0507 0.1235 6.665 
W78NS].M 	44 3 	1.3816 0.0412 0.0405 0.0525 0.0854 	4.742 
WW78WC1 	44 3 	1.5335 0.0737 0.0582 0.0905 0.1697 	6.830 
WW78S1 	44 3 	1.7476 0.0713 	0.0817 0.0840 	0.1871 	7.448 
267 
Trial v r EFF APV 02 o 2 Grand 
Code (t/ha) L R Mean 	(t/ha) 
WW79EC1 44 3 1.2451 0.0448 0.0281 0.0589 0.10838 6.852 
WW79EE2 44 3 1.5202 0.0347 0.0567 0.0428 0.0793 6.260 
WW79EE3 44 3 2.4690 0.0412 0.1713 0.0427 0.1526 7.633 
WW79EE4 44 3 1.9444 0.0391 0.1044. 0.0444 0.1141 5.908 
WW79ES1 53 3 1.1297 0.0997 0.0127 0.1374 0.1690 8.449 
WW79NS1 44 3 1.9360 0.0625 0.1034 0.0712 0.1817 5.133 
W79WC1M 44 3 1.4674 0.0433 0.0496 0.0541 0.0955 7.453 
WW79WS1 53 3 1.5467 0.0324 0.0474 0.0405 0.0752 7.231 
W79S1M 44 3 1.6247 0.0566 0.0627 0.0689 0.1381 5.616 
W80EE1M 43 3 1.4178 0.0527 0.0457 0.0664 0.1122 7.228 
WW80EE3 43 3 1.0032 0.0590 0.0013 0.0871 0.0889 6.665 
W80EE4M 43 3 1.8729 0.0230 0.0920 0.0266 0.0646 7.685 
W80EE5M 43 3 1.5246 0.1041 0.0534 0.1292 0.2382 5.585 
WW80ES1 53 3 1.3012 0.0540 0.0269 0.0710 0.1054 7.952 
WW80ES2 18 3 1.0000 0.3739 0.0000 0.5608 0.5608 4.777 
WW80ES3 18 4 1.1798 0.1869 0.0668 0.3100 0.4412 6.729 
W80ES4R 18 3 1.0312 0.1000 0.0187 0.1383 0.1547 4.745 
WW80NS1 42 3 1.6980 0.0266 0.0805 0.0315 0.0679 3.874 
W80WC1M 43 3 1.9439 0.0590 0.1006 0.0673 0.1722 7.585 
WW80WS1 53 3 1.7059 0.0572 0.0611 0.0698 0.1466 3.997 
WW80WS2 18 3 1.0089 0.0559 0.0086 .0.0803 0.0847 5.985 
W80S1M 43 3 2.1757 0.1717 0.1350 0.1860 0.5605 7.260 
WW81EC1 38 3 1.1077 0.0662 0.0167 0.0903 0.1100 8.410 
WW81EE3 38 3 1.4429 0.2898 0.0584 0.3564 0.6273 4.905 
WW81EE4 38 3 1.1244 0.0325 0.0188 0.0441 0.0549 6.873 
WW81ES1 51 3 2.1755 0.0877 0.1093 0.0989 0.2863 8.163 
WW81ES3 18 4 1.9346 0.0423 0.3526 0.0506 0.1638 5.815 
WW81NS1 39 3 2.1371 0.0392 0.1504 0.0418 0.1258 5.967 
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Trial v r EFF APV a 2 a 2 Grand 
Code (t/ha) L R Mean 	(t/ha) 
WW81NS2 18 3 1.3446 0.0186 0.1233 0.0210 0.0375 6.879 
WW81NS3 18 3 2.1726 0.0463 0.4901 0.0367 0.1510 8.821 
WW81WC1 38 3 3.5187 0.0561 0.4240 0.0455 0.2963 6.639 
WW80WS1 53 3 1.7059 0.0572 0.0611 0.0698 0.1466 3.997 
WW81S1 38 3 1.3748 0.0536 0.0500 0.0669 0.1106 6.639 
2-. 	'i 
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