e periodic nonuniform sampling plays an important role in digital signal processing and other engineering fields. In this paper, we introduce the Gaussian regularization method to accelerate the convergence rate of periodic nonuniform sampling series. We prove that the truncation error of the Gaussian regularized periodic nonuniform sampling series decays exponentially. Numerical experiments are presented to demonstrate our result.
Introduction
In signal processing, the Paley-Wiener space is defined by
For each f ∈ B δ (R) with δ ≤ π, the periodic nonuniform sampling formula is of the form [1, 2] 
where ψ m,n (t) ≔ M M k�1 sin (π/M) t − τ k,n π t − τ m,n M k�1,k≠m sin (π/M) t m − t k ,
τ m,n ≔ t m + nM, 0 ≤ t 1 < t 2 < · · · < t M < M, n ∈ Z. (4) Unlike Lagrangian nonuniform sampling, periodic nonuniform sampling does not require 1/4 condition (see [3] ). e engineering background of periodic nonuniform sampling is Time-interleaved Analog-to-Digital Converters (TIADC) [4] , which uses several low sampling rate analogto-digital converters for parallel sampling to achieve highspeed data acquisition. TIADC is widely used in radar, communications, and other fields. Because the system has the mismatch error of the sampling clock, it leads to the generation of periodic nonuniform sampling data. Periodic nonuniform sampling has attracted considerable attention both in applied mathematics [5] [6] [7] [8] [9] and engineering [10] [11] [12] [13] [14] [15] [16] .
We are concerned with the practical situation when only finitely many sample data are available. To reconstruct the values f(t) for t ∈ [− M, M], we shall use the localized data τ m,n , n ≤ N. Truncating the periodic nonuniform sampling series leads to a convergence rate of the order O(1/ �� N √ ) [6] . In order to improve the convergence rate, the case of oversampling is considered (namely, bandwidth δ is strictly less than π); Strohmer and Tanner [9] proposed the Gevrey regularized periodic nonuniform sampling series which achieves a truncation error of the order O(exp(− λN 1/α )), where λ is some positive constant and α > 1. is method provides high-order accuracy to approximate band-limited functions. However, most of Gevrey functions are hardly expressed explicitly, and the decay of the truncation error is not strictly exponential.
On the contrary, the Gaussian regularization method has been successfully used in Shannon sampling [17] [18] [19] [20] [21] and Hermite sampling [22] [23] [24] . anks to its simplicity and high convergence rates. In this note, we apply the Gaussian regularization method to the periodic nonuniform sampling series:
where
e following theorem shows the corresponding truncation error is exponentially decaying as the number of sample data increases to infinity.
where C δ is some constant which depends on δ and
From the above estimate, we can see that if the sampling points are too close, which means the data degradation occurs, the error will become very large.
We give the proof in Section 2. e original proof (based on Fourier analysis [18] or complex analysis [25] ) for Gaussian regularized Shannon sampling may not be directly extended to this problem. We give an elementary proof that applies not only to Gaussian regularized periodic nonuniform sampling but also to other Gaussian regularization sampling methods such as Gaussian regularized Lagrangian nonuniform sampling. In Section 3, some numerical experiments are performed to illustrate our result.
Proof of eorem 1. We begin with a decomposition
where we have used the Cauchy-Schwartz inequality (12) and elementary inequality
Next, we estimate E 1 (t), our estimate is different from [18] . Let
Since G N (t) ∈ B π− δ (R), by equation (2), we have
choosing x � t and G N is even function, then
Since
We have
We write A ≲ B if A ≤ c δ B for some positive constant c δ depends on δ. Note that
To this end, we compute 2
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where we use the fact |n|≥3 
Numerical Experiments e band-limited function under investigation takes the form
e truncation error of the Gaussian regularized periodic nonuniform sampling series is measured by
where t [M] stands for (t 1 , t 2 , . . . , t M ) which is defined in (4) . e truncation error of the periodic nonuniform sampling series is measured by
e following error is the theoretical estimate in eorem 1:
We omit C δ , ‖f‖ L 2 (R) and µ here. e above errors for different choices of δ and t [M] are listed in Tables 1-3 . e numerical experiments show that the truncation error accords with our theoretical estimation. Figure 1 shows the truncation error of the entire sampling interval when N � 15. 
Conclusion
e convergence order [18, [25] [26] [27] of Gaussian regularization of the Shannon sampling series is the best among other known regularization methods [28] [29] [30] [31] [32] because of the good time-frequency concentration of the Gaussian function. In this paper, we proposed the Gaussian regularized periodic nonuniform sampling series and proved that this series is strictly exponentially decaying. us, its truncation error is superior to [9] . More important, our method is much simpler. e approximation algorithm for some discrete model is discussed in [33] . e distance between its discrete model and Paley-Wiener space is given in [34] (see Corollary 2 and 3), from which we can know that there is no way to compare the results in [33, 34] and ours. Moreover, the maximum distance between sampling points only needs to be less than M (see (4)) for periodic nonuniform sampling, while eorem 1 in [34] tells us that the maximum sampling distance required for the more general nonuniform sampling they discussed is less than 1.
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