On the Ornstein-Zernike behaviour for the supercritical Random-Cluster
  model on $\mathbb{Z}^{d},d\geq3.$ by Campanino, M. & Gianfelice, M.
ar
X
iv
:1
50
3.
04
23
9v
1 
 [m
ath
.PR
]  
13
 M
ar 
20
15
On the Ornstein-Zernike behaviour for the
supercritical Random-Cluster model on Zd, d ≥ 3.
M. Campanino#,†, M. Gianfelice◦,†
#Dipartimento di Matematica
Universita` degli Studi di Bologna
P.zza di Porta San Donato, 5 I-40127
massimo.campanino@unibo.it
◦
Dipartimento di Matematica e Informatica
Universita` della Calabria
Campus di Arcavacata
Ponte P. Bucci - cubo 30B
I-87036 Arcavacata di Rende
gianfelice@mat.unical.it
July 18, 2018
Abstract
We prove Ornstein-Zernike behaviour in every direction for finite connection
functions of the random cluster model on Zd, d ≥ 3, for q ≥ 1, when occupa-
tion probabilities of the bonds are close to 1. Moreover, we prove that equi-decay
surfaces are locally analytic, strictly convex, with positive Gaussian curvature.
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1 Introduction and results
Ornstein-Zernike behaviour of correlation functions for Gibbs random fields and of con-
nection functions for percolation models gives an exact power law correction outside
critical points. Apart from its intrinsic interest, in the two-dimensional case it is related
to the behaviour of fluctuations of interfaces and therefore to the study of phases of two
dimensional systems ([Ga], [CCC], [CI], [CIL], [CIV2], [CD-CIV]).
Initially Ornstein-Zernike behaviour has been rigorously proved in the high temper-
ature/low probability region (see e. g. [BF]). In the last few decades these results have
been extended to subcritical percolation models and to high temperature finite-range
Ising models up to their critical points ([CCC], [CI], [CIV1], [CIV2]).
Above the critical probability connection functions converge to a positive constant
as the distance of the sites tend to infinity. One is then led to study the asymptotic
behaviour of finite connection functions, i.e. the probabilities that two sites belong to
a common finite open cluster. These correspond for Gibbs random fields to truncated
correlation functions. In [BF] Bricmont and Fro¨hlich proved Ornstein-Zernike behaviour
for truncated correlation functions of Ising model in the direction of axes in dimension
d ≥ 3 at low tempterature. In the same paper arguments are given, suggested by
their proof, in favour of a different asymptotic behaviour in the two-dimensional case.
A rigorous proof of this in the case of finite connection functions of two-dimensional
Bernoulli percolation above critical probability is given in [CIL].
The analysis of the asymptotic behaviour of finite connection functions in dimension
d ≥ 3 has been carried on for Bernoulli percolation with the parameter close to 1 in
[BPS] for connection functions along Cartesian axes and then in [CG] for connections
in all directions. [BPS] uses cluster expansions, whereas [CG] exploits the methods
developed in [CI] and [CIV1], [CIV2], together with specific techniques built up to deal
with probabilities of non-monotone events such as finite connections. Here we extend
the results of [CG] to FK random cluster models, with q ≥ 1, when the probability
parameter p is close to 1. The exponential decay of finite connection functions of FK
2
random clusters can be established by using an inequality proved in [BHK].
In the rest of this section we present the main results of the paper and the notation
that we will use. In the next section we prove the existence of the finite correlation length
for translation invariant Random Cluster measures and show that, for p sufficiently close
to 1, finite supercritical clusters, up to a negligible probability, have a one-dimensional
structure. This will allow us to reduce the analysis of the exact asymptotics of the finite
two-point connection function to the proof of a local limit theorem result for an effective
stationary random walk via thermodynamic formalism.
Acknowledgements. We thank R. van den Berg for pointing out the results of reference
[BHK] on which Proposition 4 is based and the referee for useful comments.
1.1 Notation
Given a set A ⊂ Rd, d ≥ 1, let us denote by Ac its complement. We also set P (A) to
be the collection of all subsets of A, Pn (A) := {A ∈ P (A) : |A| = n} and Pf (A) :=⋃
n≥1Pn (A) , where |A| is the cardinality of A.Moreover, we denote by A˚,A respectively
the interior of A and the closure of A and set dA := A\A˚ the boundary of A in the
Euclidean topology. Furthermore, for B ⊂ Rd, we set
B +A :=
⋃
x∈B
(x+A) , (1)
where, given x ∈ Rd,
x+A :=
{
y ∈ Rd : y − x ∈ A
}
. (2)
Moreover, we denote by |x| :=
∑d
i=1 |xi| , by 〈·, ·〉 the scalar product in R
d and by
‖·‖ :=
√
〈·, ·〉 the associated Euclidean norm. We then set, for x 6= 0, xˆ := x
‖x‖
, Sd−1 :=
{z ∈ Rd : ‖z‖ = 1} and, denoting by B the closed unit ball in Rd, for r > 0, we let
rB :=
{
x ∈ Rd : ‖x‖ ≤ r
}
and Br (x) := x+ rB.
For any t ∈ Rd we define
Ht :=
{
x ∈ Rd : 〈t, x〉 = 0
}
(3)
to be the (d− 1)-dimensional hyperplane in Rd orthogonal to the vector t passing through
the origin and the corresponding half-spaces
Ht,− :=
{
x ∈ Rd : 〈t, x〉 ≤ 0
}
, (4)
Ht,+ :=
{
x ∈ Rd : 〈t, x〉 ≥ 0
}
, (5)
so that, setting for t ∈ Rd,Htx := x+H
t, we denote by Stx,y := H
t,+
x ∩ H
t,−
y .
We also denote by dist (A,B) the Euclidean distance between two subset A,B of Rd.
3
1.1.1 Graphs
To make the paper self-contained, we will now introduce those notions of graph theory
which are going to be used in the sequel and refer the reader to [Bo] for an account on
this subject.
Let G = (V,E) be a graph whose set of vertices and set of edges are given respectively
by a finite or denumerable set V and E ⊂ P2 (V ) . G
′ = (V ′, E ′) such that V ′ ⊆ V and
E ′ ⊆ P2 (V
′)∩E is said to be a subgraph of G and this property is denoted by G′ ⊆ G.
If G′ ⊆ G, we denote by V (G′) and E (G′) respectively the set of vertices and the
collection of the edges of G′. |V (G′)| is called the order of G′ while |E (G′)| is called its
size. Given G1, G2 ⊆ G, we denote by G1∪G2 := (V (G1) ∪ V (G2) , E (G1) ∪ E (G2)) ⊂
G the graph union of G1 and G2. Moreover, we say that G1, G2 ⊆ G are disjoint if
V (G1) ∩ V (G2) = ∅. A path in G is a subgraph γ of G such that there is a bijection
{0, .., |E (γ)|} ∋ i 7−→ v (i) := xi ∈ V (γ) with the property that any e ∈ E (γ) can
be represented as {xi−1, xi} for i = 1, .., |E (γ)| . A walk in G of length l ≥ 1 is an
alternating sequence x0, e1, x1, .., el, xl of vertices and edges of G such that ei = {xi−1, xi}
i = 1, .., l. Therefore, paths can be associated to walks having distinct vertices. Two
distinct vertices x, y of G are said to be connected if there exists a path γ ⊆ G such that
x0 = x, x|E(γ)| = y. A graph G is said to be connected if any two distinct elements of
V (G) are connected. The maximal connected subgraphs of G are called components of
G and their number is denoted by κ (G) .Moreover, to denote that γ ⊂ G is a component
of G we write γ ⊏ G. Given E ′ ⊆ E, we denote by G (E ′) := (V,E ′) the spanning graph
of E ′. We also define
V (E ′) :=
(⋃
e∈E′
e
)
⊂ V . (6)
Given V ′ ⊆ V, we set
E (V ′) := {e ∈ E : e ⊂ V ′} (7)
and denote by G [V ′] := (V ′, E (V ′)) that is called the subgraph of G induced or spanned
by V ′. Moreover, if G′ ⊂ G, we denote by G\G′ the graph G [V \V (G′)] ⊆ G and define
the boundary of G′ as the set
∂G′ := {e ∈ E\E (G′) : |e ∩ V (G′)| = 1} ⊂ E . (8)
1.1.2 The Random Cluster measure
Let Ld denote the graph associated to
(
Zd,Ed
)
, with
E
d := {{x, y} ∈ P2
(
Z
d
)
: |x− y| = 1} . (9)
Let L0 be the collection of subgraphs of L
d of finite order. If G ∈ L0, we denote by G
the graph induced by the union of V (G) with the the sets of vertices of the components
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of the Ld\G of finite size. We define the external boundary of G to be ∂G := ∂G. We
remark that, given Gi := (Vi, Ei) , i = 1, 2 two connected subgraphs of L
d of finite size,
by (8), ∂ (G1 ∪G2) ⊆ ∂G1 ∪ ∂G2. Moreover,
∂ (G1 ∪G2) = ∂
(
G1 ∪G2
)
⊆ ∂G1 ∪ ∂G2 . (10)
We then set G0 :=
{
G ∈ L0 : ∂G = ∂G
}
and denote by Gc the collection of connected
elements of G0.
Considering the realization of Ld as a geometric graph embedded in Rd, which, with
abuse of notation, we still denote by Ld, we can look at it as a cell complex, i.e. as the
union of Zd and Ed representing respectively the collection of 0-cells and of 1-cells, we
denote by
(
Zd
)∗
the collection of d-cells dual to 0-cells in Ld, that is the collection of
Voronoi cells of Ld, and by
(
Ed
)∗
the collection of (d− 1)-cells dual 1-cells in Ld, usually
called plaquettes in the physics literature.
We also define
E :=
{
{e∗1, e
∗
2} ∈ P2
((
E
d
)∗)
: codim (de∗1 ∩ de
∗
2) = 2
}
(11)
and consider the graph G :=
((
E
d
)∗
,E
)
.
We remark that since duality is an involution: if E∗ ⊂
(
Ed
)∗
, E∗∗ = E ⊂ Ed.
A bond percolation configuration on Ld is a map Ed ∋ e 7−→ ωe ∈ {0, 1}. Setting
Ω := {0, 1}E
d
, we define
Ω ∋ ω 7−→ E (ω) :=
{
e ∈ Ed : ωe = 1
}
∈ P
(
E
d
)
, (12)
Denoting by G :=
{
G ⊆ Ld : G = G (E) , E ∈ P
(
Ed
)}
the collection of spanning sub-
graphs of Ld, we define the random graph
Ω ∋ ω 7−→ G (ω) := G (E (ω)) ∈ G (13)
and by κ (ω) the number of its components. Then, given l ≥ 1, x1, .., xl ∈ Z
d, we denote
by
Ω ∋ ω 7−→ C{x1,..,xl} (ω) ∈ P
(
Z
d
)
(14)
the common open cluster of the points x1, .., xl ∈ Z
d, that is the set of vertices of the
component of the random graph G to which these points belong, provided it exists, and
define, in the case C{x1,..,xl} is finite, the random set ∂C{x1,..,xl} to be equal to ∂G if G
is the component of G whose set of vertices is C{x1,..,xl} and the random set
S{x1,..,xl} :=
(
∂C{x1,..,xl}
)∗
. (15)
Let F be the σ-algebra generated by the cylinder events of Ω. If Λ ⊂⊂ Zd, let
EΛ be the subset of Ed such that V
(
EΛ
)
= Λ and denote by ΩΛ := {0, 1}
EΛ
, by
5
FΛ the corresponding product σ-algebra and by TΛ the σ-algebra generated by the
cylinder events {ω ∈ Ω : ω∆ ∈ A} , where ∆ ⊂ Λ
c, A ∈ F∆. The Random Cluster (RC)
measures on Zd (see [FK], [ES]) with parameters q ≥ 1 and p := {pe}e∈Ed , where
Ed ∋ e 7−→ pe ∈ [0, 1] , are the dependent bond percolation probability measures P on
(Ω,F) specified by
P (A|TΛ) = P
·
Λ;q,p (A) P− a.s. , A ∈ F , (16)
where, setting for any π ∈ ΩcΛ,Ω
π
Λ :=
{
ω ∈ Ω : ωe = πe, e ∈ E
d\EΛ
}
,PπΛ;q,p is the prob-
ability measure on (Ω,F) with density
P
π
Λ;q,p (ω) :=
1
ZπΛ (q;p)
∏
e∈EΛ
pωee (1− pe)
1−ωe qκΛ(ω)1ΩpiΛ (ω) , (17)
where κΛ (ω) is the number of the components of G (ω) intersecting Λ.
Random Cluster measures satisfy the FKG inequality, that is, for any couple f, g of
r.v.’s increasing w.r.t. the natural partial order defined on Ω, P (fg) ≥ P (f)P (g) .
Moreover, the partial order of Ω induces a stochastic ordering on the elements of
the collection of probability measures defined by (17); namely, for any increasing r.v.
f, Pπ1Λ;q,p (f) ≤ P
π2
Λ;q,p (f) if π1 ≤ π2. Hence, denoting by  such ordering, ∀π ∈
ΩcΛ, P
f
Λ;q,p  P
π
Λ;q,p  P
w
Λ;q,p, where P
f
Λ;q,p and P
w
Λ;q,p stand for respectively the prob-
ability measure with density (17) corresponding to the free (π ≡ 0) and to the wired
(π ≡ 1) boundary conditions. Since, for # =f,w, the (weak) limit of the sequence{
P
#
Λ;q,p
}
along any exhaustion {Λ} ↑ Zd exists (see e.g. [Gr] Theorem 4.19) and is the
Random Cluster measure which we denote by P#q,p, the ordering  extends as well to
Random Cluster measures and Pfq,p  P  P
w
q,p.
Furthermore, denoting by Pp′ := P1,p′ the independent Bernoulli bond percolation
probability measures on Zd with parameter set p′ = {p′e}e∈E , by Theorem (3.21) p.43 of
[Gr], we obtain the following stochastic domination inequalities
Pp(q)  P
f
q,p  P
w
q,p  Pp , (18)
where ∀e ∈ Ed, pe (q) :=
pe
pe+q(1−pe)
.
In the following, we assume the Random Cluster random field specification defined in
(16) to be translation invariant; therefore we set, ∀e ∈ Ed, pe = p. Moreover, we assume
the Random Cluster measure Pq,p to be translation invariant.
1.2 Results
Theorem 1 For any d ≥ 3 and any q ≥ 1, there exists p0 = p0 (q, d) such that, ∀p > p0,
uniformly in x ∈ Zd as ‖x‖ → ∞,
Pq,p
{
0←→ x ,
∣∣C{0,x}∣∣ <∞} = Φq,p (xˆ)√
(2π ‖x‖)d−1
e−τq,p(x) (1 + o (1)) , (19)
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where Φq,p is a positive real analytic function on S
d−1 and τq,p an equivalent norm in R
d.
As a by-product of the proof of the previous theorem we also obtain the following
result.
Theorem 2 For any d ≥ 3 and any q ≥ 1, there exists p0 = p0 (q, d) such that, ∀p > p0,
the equi-decay set of the two-point finite connectivity function is locally analytic and
strictly convex. Moreover, the Gaussian curvature of the equi-decay set is uniformly
positive.
2 Analysis of connectivities
Given x, y ∈ Zd, we set
ϕ (x, y) :=
{
min
{∣∣S{x,y} (ω)∣∣ : ω ∈ {∣∣C{x,y}∣∣ > 0}} x 6= y
0 x = y
. (20)
ϕ is symmetric and translation invariant, therefore in the sequel we will write
ϕ (x, y) = ϕ (x− y) . (21)
For any x ∈ Zd and k ≥ ϕ (x) , let us set Ak (x) :=
{∣∣S{0,x} (ω)∣∣ = k} and Ak (x) :=∨
l≥kAl (x) . We define
ψk (x) := min
{∣∣E (C{0,x} (ω))∣∣ : ω ∈ Ak (x)} , (22)
and set A (x) := Aϕ(x) (x) and consequently ψ (x) := ψϕ(x).
By Lemma 6 in [CG] it follows that that there exists c2 = c2 (d) > 1 such that, for
any x ∈ Zd,
c−12 ≤
ϕ (x)
ψ (x)
≤ c2 . (23)
Proposition 3 There exists a constant c3 = c3 (d) > 1 such that, for any p ∈ (p
∗, 1) ,
where
p∗ = p∗ (q, d) :=
q
(
1− 1
c3
)
1
c3
+ q
(
1− 1
c3
) , (24)
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and any δ > δ∗, with
δ∗ = δ∗ (p, q, d) :=
log c3(d)q(p+q(1−p))
c2(d)−1
pc2(d)
log (p+q(1−p))
c3(d)(1−p)q
, (25)
Pq,p
(
{
∣∣S{0,x}∣∣ ≥ (1 + δ)ϕ (x)}|{0 < ∣∣C{0,x}∣∣ <∞}) (26)
≤
1
1− c3
(
q(1−p)
p+q(1−p)
)

c
1+δ
3
(
q
p+q(1−p)
)1+δ
(1− p)δ
pc2


ϕ(x)
.
Proof. For any k ≥ 2d, we define the (possibly empty) collection of subgraphs of G
Gk :=
{
G ⊂ G : G = G
[
(∂G′)
∗]
, G′ ∈ Gdc ; |V (G)| = k
}
. (27)
We have
{0 <
∣∣C{0,x}∣∣ <∞} = ∨
k≥ϕ(x)
Ak (x) (28)
and, for any E ∈
{
E ′ ⊂ Ed : E ′ = E (ω) , ω ∈ Ak (x)
}
, denoting by
Ak (E; x) := {ω ∈ Ak (x) : E (ω) = E} , (29)
we get
Pq,p (Ak (x)) = Pq,p
({
ω ∈ Ω :
∣∣S{0,x} (ω)∣∣ = k} |Ak (E; x))Pq,p (Ak (E; x)) (30)
≤ Pq,p
({
ω ∈ Ω :
∣∣S{0,x} (ω)∣∣ = k} |Ak (E; x)) .
Moreover, because
{∣∣S{0,x}∣∣ = k} is a decreasing event, it holds, since (18) is also valid
for Pq,p (·|Ak (E; x)) (see [Gr] Theorem (3.1) p.37), that
Pq,p
({∣∣S{0,x}∣∣ = k} |Ak (E; x)) ≤ P p
p+q(1−p)
{∣∣S{0,x}∣∣ = k|Ak (E; x)} (31)
≤
(
q (1− p)
p+ q(1− p)
)k ∑
G∈Gk
P p
p+q(1−p)
{
G
[
S{0,x}
]
= G
}
≤ |Gk|
(
q (1− p)
p+ q(1− p)
)k
.
We can choose for each G ∈ Gk a minimal spanning tree TG and consider the collection
of graphs
Tk := {TG : G ∈ Gk} . (32)
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Since given a connected tree there is a walk passing only twice through any edge of the
graph, there exists a constant c3 = c3 (d) > 1 such that |Gk| = c
k
3. Therefore,
Pq,p
{∣∣S{0,x}∣∣ ≥ (1 + δ)ϕ (x) , 0 < ∣∣C{0,x}∣∣ <∞} ≤ Pq,p {∣∣S{0,x}∣∣ ≥ (1 + δ)ϕ (x)} (33)
≤
∑
k≥(1+δ)ϕ(x)
Pq,p (Ak (x)) ≤
∑
k≥(1+δ)ϕ(x)
ck3
(
q (1− p)
p+ q(1− p)
)k
.
Since
Pq,p{0 <
∣∣C{0,x}∣∣ <∞} = ∑
k≥ϕ(x)
Pq,p (Ak (x)) ≥ Pq,p (A (x)) , (34)
for any E ∈
{
E ′ ⊂ Ed : |E ′| = ψ (x) , E ′ = E (ω) , ω ∈ A (x)
}
, denoting by A (E; x) :=
{ω ∈ A (x) : E (ω) = E} , by (18) and (23),
Pq,p (A (x)) = Pq,p (A (x) |A (E; x))Pq,p (A (E; x)) (35)
≥ Pq,p
({∣∣S{0,x}∣∣ = ϕ (x)} |A (E; x))P p
p+q(1−p)
(A (E; x))
≥ Pp
({∣∣S{0,x}∣∣ = ϕ (x)} |A (E; x))
(
p
p+ q (1− p)
)ψ(x)
≥
(
p
p+ q (1− p)
)ψ(x)
(1− p)ϕ(x)
≥
{[(
p
p+ q (1− p)
)]c2
(1− p)
}ϕ(x)
.
Therefore, ∀p ∈
(
q
(
1− 1
c3
)
1
c3
+q
(
1− 1
c3
) , 1
)
, choosing δ∗ as in (25), ∀δ > δ∗, we have
Pq,p
(
{
∣∣S{0,x}∣∣ ≥ (1 + δ)ϕ (x)}|{0 < ∣∣C{0,x}∣∣ <∞}) (36)
≤
1
1− c3
(
q(1−p)
p+q(1−p)
)
[
c3
(
q(1−p)
p+q(1−p)
)](1+δ)ϕ(x)
[(
p
p+q(1−p)
)c2
(1− p)
]ϕ(x)
=
1
1− c3
(
q(1−p)
p+q(1−p)
)

c
1+δ
3
(
q
p+q(1−p)
)1+δ
(1− p)δ(
p
p+q(1−p)
)c2


ϕ(x)
.
Proposition 4 Given q ≥ 1 and p ∈ (0, 1) let Pq,p be a translation invariant Random
Cluster measure on Ld with parameters q and p. Then, for any x ∈ Rd,
τq,p (x) := lim
n→∞
1
n
logPq,p
{
0←→ ⌊nx⌋ ,
∣∣C{0,⌊nx⌋}∣∣ <∞} (37)
exists and is a convex and homogeneous-of-order-one function on Rd.
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Proof. For any ∆ ⊆ Zd, let us denote by E∆ :=
⋃
x∈∆E
(
C{x}
)
⊆ Ed the set of edges
belonging to open paths starting at the vertices of ∆.
Let now Λ be a finite subset of Zd such that Λ ∋ 0. For any two distinct lattice points
x, y ∈ Λ, looking at 1{0←→x , 0=Λc}, 1{x←→y , y=Λc} as functions of
(
E{x},EΛc
)
, they are
both nondecreasing on E{x} and nonincreasing on EΛc . Therefore, by Theorem 2.1 in
[BHK],
Pq,p ({0←→ x , 0= Λ
c} ∩ {x←→ y , y = Λc} | {x= Λc}) ≥ (38)
Pq,p ({0←→ x , 0= Λ
c} | {x= Λc})Pq,p ({x←→ y , y = Λ
c} | {x= Λc}) ,
that is
Pq,p {x= Λ
c}Pq,p {0←→ x , x←→ y , x= Λ
c} ≥ Pq,p {0←→ x , x= Λ
c}× (39)
× Pq,p {x←→ y , x= Λ
c} ,
which implies
Pq,p
{
0←→ x , x←→ y , C{0,x,y} ∩ Λ
c = ∅
}
≥ Pq,p
{
0←→ x , C{0,x} ∩ Λ
c = ∅
}
×
(40)
× Pq,p
{
x←→ y , C{x,y} ∩ Λ
c = ∅
}
.
But
Pq,p
{
0←→ y , C{0,y} ∩ Λ
c = ∅
}
≥ Pq,p
{
0←→ x , x←→ y , C{0,x,y} ∩ Λ
c = ∅
}
,
(41)
hence
Pq,p
{
0←→ y , C{0,y} ∩ Λ
c = ∅
}
≥ Pq,p
{
0←→ x , C{0,x} ∩ Λ
c = ∅
}
× (42)
× Pq,p
{
x←→ y , C{x,y} ∩ Λ
c = ∅
}
.
Taking the limit Λ ↑ Zd we have
Pq,p
({
0←→ y ,
∣∣C{0,y}∣∣ <∞}) ≥ Pq,p ({0←→ x , ∣∣C{0,x}∣∣ <∞})× (43)
× Pq,p
({
x←→ y ,
∣∣C{x,y}∣∣ <∞}) .
Proceeding as in the proof of Proposition 15 in [CG] we obtain the thesis.
2.1 Effective structure of connectivities
2.1.1 Definitions
Let t ∈ Rd. Given two points x, y ∈ Zd such that 〈x, t〉 ≤ 〈y, t〉 , we denote by Ct{x,y}
the cluster of x and y inside the strip Stx,y, if they are connected in the restriction of the
configuration to Stx,y.
Let u be the first of the unit vectors in the direction of the coordinate axes u1, .., ud
such that 〈t, u〉 is maximal.
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Definition 5 Given t ∈ Rd, let x, y ∈ Zd such that 〈x, t〉 ≤ 〈y, t〉 be connected inside
Stx,y. The points b ∈ C
t
{x,y} such that:
1. 〈t, x+ u〉 ≤ 〈t, b〉 ≤ 〈t, y − u〉 ;
2. Ct{x,y} ∩ S
t
b−u,b+u = {b− u, b, b+ u} ;
are said to be t-break points of C{x,y}. The collection of such points, which we re-
mark is a totally ordered set with respect to the scalar product with t, will be denoted by
Bt (x, y) .
Definition 6 Given t ∈ Rd, let x, y ∈ Zd such that 〈x, t〉 ≤ 〈y, t〉 be connected inside
Stx,y. An edge {b, b + u} such that b, b + u ∈ B
t (x, y) is called a t-bond of C{x,y}. The
collection of such edges will be denoted by Et (x, y) , while Bte (x, y) ⊂ B
t (x, y) will denote
the subcollection of t-break points b of C{x,y} such that the edge {b, b+ u} ∈ E
t (x, y) .
For any t ∈ Rd and ε ∈ (0, 1) , let
Cε (t) :=
{
x ∈ Rd :
(
tˆ, x
)
≥ (1− ε) ‖x‖
}
. (44)
Definition 7 Given t ∈ Rd, let x, y ∈ Zd such that 〈x, t〉 ≤ 〈y, t〉 be connected inside
Stx,y. Then, for any ε ∈ (0, 1) :
1. x is said to be a (t, ε)-forward cone point if Ct{x,x+u} = {x, x+ u} and C{x,y} ∩
Ht,+x ⊂ x+ Cε (t) ;
2. y is said to be a (t, ε)-backward cone point if Ct{y−u,y} = {y − u, y} and C{x,y} ∩
Ht,−x ⊂ y − Cε (t) ;
3. z is said to be a (t, ε)-cone point if z ∈ Bt (x, y) and C{z,y} ⊂ z + Cε (t) ,C{x,z} ⊂
z − Cε (t) . The collection of (t, ε)-cone points is denoted by K
t
ε (x, y) .
Definition 8 Given t ∈ Rd, let x, y ∈ Zd such that 〈x, t〉 ≤ 〈y, t〉 be connected inside
Stx,y. Then, for any ε ∈ (0, 1) :
1. C{x,y} is said to be (t, ε)-forward irreducible if x is a (t, ε)-forward cone point and
Ktε (x+ u, y) = ∅;
2. C{x,y} is said to be (t, ε)-backward irreducible if y is a (t, ε)-backward cone point
and Ktε (x, y − u) = ∅;
3. C{x,y} is said to be (t, ε)-irreducible if x, y ∈ K
t
ε (x, y) and K
t
ε (x+ u, y − u) = ∅.
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Notice that by definition, if x is a (t, ε)-forward cone point, then is also a (t, ε′)-
forward cone point for any ε′ ∈ (ε, 1) .The same remark also applies to (t, ε)-backward
cone points and therefore to (t, ε)-cone points implying Ktε (x, y) ⊆ K
t
ε′ (x, y) . Hence,
if for t ∈ Rd and x, y ∈ Zd as in Definition 8, there exists ε ∈ (0, 1) such that
C{x,y} satisfies either condition 1 or 2 or 3 of that definition, then C{x,y} is said to
be respectively t-forward irreducible, t-backward irreducible, t-irreducible and we de-
note by Kt (x, y) :=
⋃
ε∈(0,1)K
t
ε (x, y) the collection of t-cone points of C{x,y} as well as
E t (x, y) := {e ∈ Et (x, y) : e ⊂ Kt (x, y)} .
Definition 9 Given t ∈ Rd, let x, y ∈ Zd such that 〈x, t〉 ≤ 〈y, t〉 be connected. Two
subclusters γ1 and γ2 of C{x,y} are said to be compatible, which condition we denote by
γ1
∐
γ2, if they are connected and there exists b ∈ K
t (x, y) such that γ1 is a subcluster
of C{x,b} ∩H
t,−
b containing b and γ2 is a subcluster of C{b+u,y} ∩H
t,+
b+u containing b+ u.
Therefore, two subsets s1, s2 of S{x,y} will be called compatible, and we will still
denote this condition by s1
∐
s2, if there exist two compatible subclusters γ1, γ2 of C{x,y}
such that si =
(
∂γi
)∗
∩ S{x,y}, i = 1, 2.
2.1.2 Renormalization
In Lemma 4 and Proposition 5 in [CG] we proved that ϕ is subadditive and the sequence
{ϕ¯n}n∈N , such that ∀n ∈ N,R
d ∋ x 7−→ ϕ¯n (x) :=
ϕ(⌊nx⌋)
n
∈ R+, converges pointwise
on Rd, and uniformly on Sd−1, to a convex, homogeneous-of-order-one function ϕ¯. As in
[CG] we also define
W :=
⋂
xˆ∈Sd−1
{
w ∈ Rd : 〈w, xˆ〉 ≤ ϕ¯ (xˆ)
}
. (45)
Given x ∈ Zd, let t ∈ dW (x) := {w ∈ dW : 〈w, x〉 = ϕ¯ (x)} .
For N ∈ N larger than 1, let us set tN = tN (x) :=
⌊
‖x‖
N
⌋
− 1 and
yi := ⌊iNxˆ⌋ ; H
t
i := H
t
yi
;Ht,−i := H
t,−
yi
; Ht,+i := H
t,+
yi
, i = 0, .., tN ; (46)
ytN+1 := x ; H
t
ytN+1
:= Htx ; H
t,−
ytN+1
:= Ht,−x ; (47)
Sti := H
t,+
i ∩H
t,−
i+1 . (48)
With a slight notational abuse we still denote by S{0,x} its representation as a hypersur-
face in Rd and define
Cti := C{0,x} ∩ S
t
i ; S
t
i := S{0,x} ∩ S
t
i . (49)
Hence, C{0,x} =
⋃tN
i=0C
t
i and S{0,x} ∩ S
t
0,x ⊆
⋃tN
i=0S
t
i .
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We call crossing any connected component s of Sti such that, denoting by K (s) the
compact subset of Sti whose boundary is s, there exist y ∈ H
t,−
i ∩Z
d and y′ ∈ Ht,+i+1∩Z
d,
both belonging to C{0,x}, which are connected by an open path in L
d ∩ K (s) .
We remark that since C{0,x} is connected, the existence of two crossings in S
t
i implies
the existence of two disjoint paths connecting Hti and H
t
i+1 while the converse does not
hold true in general.
We say that a slab Sti is good if S
t
i is connected and made by just a single crossing
of size smaller than twice the minimal one, otherwise we call it bad.
In [CG] we proved that, for q = 1, for
∣∣S{0,x}∣∣ ≤ (1 + δ)ϕ (x) , with δ > δ∗ given in
(25), the number of bad slabs is at most proportional to δ ‖x‖
N
. This is a purely determin-
istic statement. To make the paper self-contained we rederive it here.
Given t ∈ Rd, for any x, y ∈ Zd such that 〈t, x〉 ≤ 〈t, y〉 , in [CG], we introduced the
function
φt (x, y) := min
ω∈{Htx←→Hty}
∣∣{e∗ ∈ S{x,y} (ω) : e∗ ⊂ St{x,y}}∣∣ , (50)
where {
Htx ←→H
t
y
}
:=
⋃
(x′,y′)∈Ht,−x ∩Zd×H
t,+
y ∩Zd
{∣∣C{x′,y′}∣∣ > 0} , (51)
which, by translation invariance, we can write φt (x, y) = φt (y − x) , and proved (see
[CG] Lemma 17) that, for any x ∈ Rd and t ∈ dW, φ¯t (x) := limn→∞
φt(⌊nx⌋)
n
= ϕ¯ (x) .
Let η be the fraction of slabs containing a portion of S{0,x} whose size is larger than or
equal to twice the minimal size of a single crossing. Since any crossing is composed by
at least φt (⌊Nxˆ⌋) plaquettes, we have
‖x‖
N
(η2φt (⌊Nxˆ⌋) + (1− η)φt (⌊Nxˆ⌋)) =
‖x‖
N
(1 + η)φt (⌊Nxˆ⌋) < (1 + δ)ϕ (x) . (52)
Moreover, given ǫ > 0, there exists Rǫ > 0 such that, for any x ∈ Z
d ∩ (RǫB)
c
,
ϕ (x) ≤ ϕ¯ (x) (1 + ǫ) . Hence, choosingN sufficiently large such that φt (⌊Nxˆ⌋) ≤ φ¯t (Nxˆ) (1 + ǫ) ,
since t ∈ dW (x) , φ¯t (Nxˆ) = ϕ¯ (Nxˆ) and, by the previous inequality, we get η < δ. Fur-
thermore, since the number of plaquettes of S{0,x} exceeding ϕ (x) is at most δϕ (x) , if
S{0,x} does not give rise to multiple crossings and S
t
i is a bad slab, the components of
Sti which are not crossings must be connected either to S
t
i−1 or to S
t
i+1. Therefore, the
number of bad slabs with a single crossing is at most the same as the number of such
triples of consecutive slabs, the last being smaller than δ ‖x‖
N
. Hence, the total number of
bad slabs can be at most equal to 2δ ‖x‖
N
.
Let t ∈ dW (x) . Denoting by {vi}
d
i=1 an orthonormal basis of R
d where v1 = tˆ and
{vi}
d
i=2 is any orthonormal basis of H
t, we define, for i ∈ 0, .., tN and n := (n2, .., nd) ∈
Zd−1,
QN (i, n) := S
t
i ∩
⋂
j=2,..,d
{
z ∈ Rd : 〈vj, z〉 ∈ [njN, (nj + 1)N ]
}
, (53)
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which we call N-blocks.
For any i = 0, .., tN , we define the N-sets D
t
N (i) to be convex hull in R
d of the
N -blocks {QN (i, n)}n∈Zd−1 intersecting S
t
i. Denoting by
{
Stil
}gN
l=1
the set of good slabs,
the corresponding N -sets DtN (il) , will be called good while the remaining N -sets bad,
while the set
CN :=
tN⋃
i=0
DtN (i) (54)
will be called N-renormalized cluster.
Definition 10 Given ε ∈ (0, 1) and l ∈ {1, .., gN} , a point of z ∈ C
t
il
is called a (t, ε)-
correct point and the collection of these points is denoted by Ktε (0, x) , if
il−1⋃
j=0
DtN (j) ⊂ z − Cε (t) ,
tN⋃
j=il+1
DtN (j) ⊂ z + Cε (t) . (55)
Thus, setting kN := |K
t
ε (0, x)| ,K
t
ε (0, x) = {z1, .., zkN} . Let
{
Stik
}kN
k=1
⊆ {Sti}
tN
i=0 such
that, for any k = 1, .., kN ,S
t
ik
∋ zk and define
Dtε (k) := ((zk + Cε (t)) ∩ (zk+1 − Cε (t))) , k = 1, .., kN − 1 . (56)
We select among these compact subsets of Rd those containing
⋃ik+1−1
j=ik+1
DtN (j) and de-
note their collection by {Dtε (km)}
cN−1
m=1 .
Lemma 11 There exist ε ∈ (0, 1) sufficiently large and a positive constant c5 = c5 (δ, ε) ,
such that cN ≥ c5
‖x‖
N
.
Proof. Let M a positive constant to be chosen later. If
{
Stil
}gN
l=1
, we set m+1 := i1 and
r+1 := min
{
k ∈ {i1, .., tN + 1} :
k∑
j=i1
∣∣Stj∣∣ > MN (k − i1)
}
; (57)
m+i := min
{
r+i + 1, .., tN + 1
}
∩ {i1, .., igN} ; (58)
r+i+1 := min

k ∈ {m+i , .., tN + 1} :
k∑
j=m+i
∣∣Stj∣∣ > MN (k −m+i )

 . (59)
Analogously, we define m−1 := igN and
r−1 := max
{
k ∈ {0, .., igN} :
gN∑
j=k
∣∣Stj∣∣ > MN (igN − k)
}
; (60)
m−i := max
{
0, .., r−i − 1
}
∩ {i1, .., igN} ; (61)
r−i+1 := max

k ∈ {0, .., m−i } :
m−i∑
j=k
∣∣Stj∣∣ > MN (m−i − k)

 . (62)
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Since
∣∣S{0,x}∣∣ ≤ (1 + δ)ϕ (x) and since by Remark 3 in [CG] there exists c+ = c+ (d) > 1
such that ϕ (x) ≤ c+ ‖x‖ , we get
(1 + δ) c+ ‖x‖ ≥
∑
i≥1
m+i+1−1∑
j=r+i
∣∣Stj∣∣ ≥∑
i≥1
(
m+i+1 − 1− r
+
i
)
MN (63)
as well as ∑
i≥1
(
r−i −m
−
i+1 − 1
)
≤
(1 + δ) c+
MN
‖x‖ . (64)
Hence, if we denote by r±N the number of the slabs labelled by the r
+
i ’s and r
−
i ’s re-
spectively and by m±N the number of the (good) slabs labelled by the m
±
i ’s, we obtain
r±N ≤
(1+δ)c+
MN
‖x‖ that is, choosing M > 2 (1 + δ) c+,
cN =
∣∣∣{m+i }m+Ni=1 ∩ {m−i }m−Ni=1
∣∣∣ ≥ (1− 2(1 + δ) c+
M
)
‖x‖
N
. (65)
This implies that we can find ε = ε (δ, d) and, setting
{
m+i
}m+
N
i=1
∩
{
m−i
}m−
N
i=1
=: {m1, .., mcN} ,
in each Stmi , i = 1, .., cN , a (t, ε)-correct point zi such that D
t
ε (k) ⊃
⋃mi+1−1
j=mi+1
DtN (j) .
By construction, for any k = 1, .., cN , each zk belongs to a given D
t
N (il) , l = 1, .., gN .
Therefore, if also zk + u = zk+1 ∈ D
t
N (il) , by the finite-energy property of Pq,p, the
probability that {zk, zk + u} ∈ E
t (0, x) is bounded below by β = β (M,N) > 0 re-
gardless of the percolation configuration outside the N -set DtN (il) . Hence, for a fixed
N -renormalized cluster CN containing a subset {z1, .., z2L} of t-correct points such that,
∀i = 1, .., L, z2i = z2i−1 + u and any pair {z2i−1, z2i−1 + u} belong to distinct N -sets
DtN (il) , l ∈ {1, .., gN} , the conditional distribution of |E
t (0, x)| given CN stochasti-
cally dominates the binomial distribution of parameters 2L and β. Since the number of
t-correct points kN ≥ c5
‖x‖
N
, we have:
Proposition 12 For any p ∈ (p∗, 1) sufficiently close to 1 and δ > δ∗ sufficienly small,
with p∗ and δ∗ given in respectively (24) and (25), uniformly in x and in t ∈ dW (x) ,
there exist two positive constants c6 = c6 (δ, ε) , c7 = c7 (N,M, p, q, d) such that
Pq,p
(∣∣E t (0, x)∣∣ < c6‖x‖
N
}|
{
0 <
∣∣C{0,x}∣∣ <∞}
)
≤ e−c7‖x‖ . (66)
2.1.3 Reduction to a one-dimensional thermodynamics
Since by Definition 7 Kt (0, x) ⊆ Bt (0, x) , it is a totally ordered set with respect to the
scalar product with t, we can relabel the elements ofKt (0, x) in increasing order and con-
sider Kte (0, x) :=
∨
i≥1 {bi, bi+u} ⊆ K
t (0, x) , where ∀i ≥ 1, 〈bi+1, t〉 > 〈bi, t〉 , {bi, bi+u} ∈
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E t (0, x) , which implies that Ct{bi+u,bi+1} is a t-irreducible subcluster of C{0,x}. Therefore,
we have proven that, with probability larger than 1−e−c7‖x‖, there exists ε = ε (δ) ∈ (0, 1)
such that, as in the subcritical case [CIV2], C{0,x} can be decomposed as a concatena-
tion of (t, ε)-irreducible compatible subclusters, that is C{0,x} = γ
b
∐
γ1
∐
..
∐
γn
∐
γf ,
for some n ∈ N, n ≥ c6
N
‖x‖ , where γb = C{0,b1} ∩ H
t,−
b1
is (t, ε)-backward irreducible,
γf = C{bn+1,x} ∩ H
t,+
bn
is (t, ε)-forward irreducible and, for i = 1, .., n, γi = C
t
{bi+u,bi+1}
is
(t, ε)-irreducible. From this follows, by Definition 9, that S{0,x} can be decomposed as a
concatenation of compatible subsets, namely
S{0,x} = s
b
∐
s1
∐
..
∐
sn
∐
sf , (67)
with sb =
(
∂γb
)∗
∩ S{0,x}, s
f =
(
∂γf
)∗
∩ S{0,x} and for i = 1, .., n, si =
(
∂γi
)∗
∩ S{0,x}.
The elements of such a decomposition of S{0,x} will also be called t-irreducible.
If s is a realization of the random element si, i = 1, .., n, part of the just described
decomposition of S{0,x}, considering the just given representation of K
t
e (0, x) , we define
i− (s) := max
{
i ≥ 1 : s ⊂ Ht,+bi ; bi ∈ K
t
e (0, x)
}
, (68)
i+ (s) := min
{
i ≥ i− (s) + 1 : s ⊂ H
t,−
bi
; bi ∈ K
t
e (0, x)
}
. (69)
Moreover, if s is a realization of sb, we define
i+ (s) := min
{
i ≥ 1 : s ⊂ Ht,−bi ; bi ∈ K
t
e (0, x)
}
, (70)
and set b− (s) := bi−(s), b+ (s) := bi+(s).Clearly, by definition, e− (s) := {b− (s) , b− (s) + u}
and e+ (s) := {b+ (s)− u, b+ (s)} belong to E
t (0, x) . We also set Λs to be the subset
V of Zd such that (∂G [V ] \E t (0, x))∗ = s. Hence, defining, for any realization s of
si, i = 1, .., n,
Ωs :=
{
ω ∈ Ω : ∃γ ⊏ G (ω) s.t.
(
∂γ
)∗
⊃ s ; ωe = 1, (71)
∀e ∈ {e− (s) , e− (s) + u}
∨
{e+ (s)− u, e+ (s) , }
}
,
for any realization sb of sb
Ωsb :=
{
ω ∈ Ω : ∃γ ⊏ G (ω) s.t.
(
∂γ
)∗
⊃ sb ; ωe = 1, (72)
∀e ∈ {e+ (sb)− u, e+ (sb)}}
and for any realization sf of sf
Ωsf :=
{
ω ∈ Ω : ∃γ ⊏ G (ω) s.t.
(
∂γ
)∗
⊃ sf ; ωe = 1, (73)
∀e ∈ {e− (sf) , e− (sf ) + u}} ,
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up to factors of order 1 + o
(
e−c7‖x‖
)
,
Pq,p
{
0←→ x ,
∣∣C{0,x}∣∣ <∞} = (74)∑
sb⋑0
∑
sf⋑x
∑
n≥1
∗∑
(s1,..,sn)
Pq,p
{
0←→ x , S{0,x} = sb
∐
s1
∐
..
∐
sn
∐
sf
}
=
∑
sb⋑0
∑
sf⋑x
∑
n≥1
∗∑
(s1,..,sn)
Pq,p (Ωb ∩ (
⋂n
i=1Ωi) ∩ Ωf ) , (75)
where Ω# := Ωs# ,# = b, f, 1, .., n, and
∑
sb⋑0
,
∑
sf⋑x
stand respectively for the sum over
the elements of{
s ⊂ (E)∗ : s =
(
∂γ
)∗
∩ S{0,x} s.t. γ ∋ 0 and is t-backward irreducible
}
, (76){
s ⊂ (E)∗ : s =
(
∂γ
)∗
∩ S{0,x} s.t. γ ∋ x and is t-forward irreducible
}
, (77)
while the last sum is over all the realizations (s1, .., sn) of the strings (s1, .., sn) of t-
irreducible compatible subsets of S{0,x}.
Decomposition of probabilities Setting, for any n ≥ 1,
{s#} := {ω ∈ Ω : s# (ω) = s#} , # = b, f, 1, .., n (78)
and
P
f
Λsb∪{b−(sb)};q,p
=: Pfq,p;s∗
b
; Pf{b−(sf)}∪Λsf ;q,p
=: Pfq,p;s∗
f
, (79)
P
f
{b−(si)}∪Λsi∪{b−(si)};q,p
=: Pfq,p;s∗i , (80)
P
f
Λsb∪
(⋃n
i=1Λsi
)
∪Λsf ;q,p
=: Pf
q,p;
(
sb
∐
s1
∐
..
∐
sn
∐
sf
)
∗ , (81)
we have
Pq,p (Ωb ∩ (
⋂n
i=1Ωi) ∩ Ωf | {sb} ∩ (
⋂n
i=1 {si}) ∩ {sf}) (82)
= Pf
q,p;
(
sb
∐
s1
∐
..
∐
sn
∐
sf
)
∗ (Ωb ∩ (
⋂n
i=1Ωi) ∩ Ωf )
= Pfq,p;s∗
b
(Ωb)P
f
q,p;s∗
f
(Ωf )
n∏
i=1
P
f
q,p;s∗i
(Ωi)
and
Pq,p (Ω#) = Pq,p (Ω#| {s#})Pq,p {s#} = P
f
q,p;s∗#
(Ω#)Pq,p {s#} , # = b, f . (83)
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Therefore,
Pq,p (Ωb ∩ (
⋂n
i=1Ωi) ∩ Ωf ) = Pq,p (Ωb)Pq,p (Ωf )
n∏
i=1
P
f
q,p;s∗i
(Ωi)× (84)
×
Pq,p ({sb} ∩ (
⋂n
i=1 {si}) ∩ {sf})
Pq,p {sb}Pq,p {sf}
.
Furthermore, the last term in the r.h.s. of the previous formula admits the equivalent
decompositions
Pq,p ({sb} ∩ (
⋂n
i=1 {si}) ∩ {sf})
Pq,p {sb}Pq,p {sf}
=
Pq,p ({sb} | (
⋂n
i=1 {si}) ∩ {sf})
Pq,p {sb}
× (85)
×
n−1∏
j=1
Pq,p
(
{sj} |
(⋂n
i=j+1 {si}
)
∩ {sf}
)
Pq,p ({sn} | {sf})
=
Pq,p ({sf} | (
⋂n
i=1 {si}) ∩ {sb})
Pq,p {sf}
× (86)
×
n−2∏
j=0
Pq,p
(
{sn−j} |
(⋂n−j−1
i=1 {si}
)
∩ {sb}
)
Pq,p ({s1} | {sb}) .
Once we have fixed sb and sf , we choose one of the just defined representations,
say the first, and, for any n ∈ N, denoting by Int the collection of strings (s1, .., sn) of
t-irreducible compatible subsets of S{0,x}, we set
Int ∋ (s1, .., sn) 7−→ g (s1, .., sn; sb, sf) :=
Pq,p ({sb} | (
⋂n
i=1 {si}) ∩ {sf})
Pq,p {sb}
∈ [0,+∞) ,
(87)
Int ∋ (s1, .., sn) 7−→ Ξ (s1, .., sn; sf) := logP
f
q,p;s∗1
(Ω1)Pq,p
(
{s1} |
(⋂n
j=2 {sj}
)
∩ {sf}
)
∈ (−∞, 0] .
(88)
Let St :=
⋃
n∈N I
n
t , where I
n
t is the set of infinite sequences s := (s1, ...) such that
the string composed by the first n symbols appearing in s label the elements of Int , while
the remaining symbols are fixed to be the empty set. Setting, for any s, s′ ∈ St such
that s 6= s′, i (s, s′) := min {k ≥ 1 : sk 6= s
′
k} and, for any complex-valued function f on
St,vark (f) := sup{s,s′∈St : i(s,s′)≥k} |f (s)− f (s
′)| , let Hθ be the Banach space of real
bounded continuous functions on St which are also uniformly Ho¨lder continuous for a
given exponent θ < 1 endowed with the norm ‖·‖θ := ‖·‖∞ + supk≥2
vark(·)
θk−1
.
In the next subsection we will prove that g (·; sb, sf) and Ξ (·; sf) admit a unique
extension on Hθ for some θ < 1 denoted respectively by gsb,sf and Ξsf . This will allow
us to define the Ruelle’s operator
Lsff (s) :=
∑
s∈It
eΞsf (s,s)f (s, s) , f ∈ Hθ , (89)
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where It := I
1
t , whose largest isolated eigenvalue is finite and has multiplicity 1, since
by Proposition 12,
sup
s∈St
∑
s∈It
eΞsf (s,s) <∞ . (90)
Therefore, up to factors of order 1 + o
(
e−c7‖x‖
)
, by (74),
Pq,p
{
0←→ x ,
∣∣C{0,x}∣∣ <∞} =∑
sb⋑0
∑
sf⋑x
∑
n≥1
Pq,p (Ωb)Pq,p (Ωf )
[
Lsf
]n
gsb,sf (∅) , (91)
where ∅ stands for the sequence (∅, ...) ∈ St.
Let
Kq,p :=
⋂
yˆ∈Sd−1
{
w ∈ Rd : 〈w, yˆ〉 ≤ τq,p (yˆ)
}
(92)
the convex body polar with respect to Uq,p :=
{
y ∈ Rd : τq,p (y) ≤ 1
}
. Since τq,p and ϕ¯
are equivalent norms in Rd, if v ∈ dKq,p is polar to x (i.e. 〈v, x〉 = τq,p (x)), we can choose
t = t (v) as one of the elements of dW (x) maximizing its scalar product with v. Notice
that, by translation invariance of the RC random field, we can consider any realization
of S{0,x} as a collection sb, (s1, .., sn) , sf of realizations of its t-irreducible components
modulo Zd-shift patched together. Then, for any element si, i ≥ 1 of the t-irreducible
decomposition of S{0,x}(67) we define
X (si) := bi+1 − bi . (93)
Thus, up to factors of order 1 + o
(
e−c7‖x‖
)
, we can write
eτq,p(x)Pq,p
{
0←→ x ,
∣∣C{0,x}∣∣ <∞} = (94)
=
∑
y∈Hv,+0 ∩H
t,+
0
∑
z∈Hv,−x ∩H
t,
x
∑
sb⋑−y
∑
sf⋑x−z
Pq,p (Ωb)Pq,p (Ωf) e
〈v,x−(z−y)〉×
×
∑
n≥1
∗∑
(s1,..,sn) :
∑n
i=1X(si)=z−y
Pq,p (Ωb ∩ (
⋂n
i=1Ωi) ∩ Ωf )
Pq,p (Ωb)Pq,p (Ωf)
e〈v,z−y〉
=
∑
y∈Hv,+0 ∩H
t,+
0
∑
z∈Hv,−x ∩H
t,−
x
∑
sb⋑−y
∑
sf⋑x−z
∑
n≥1
Pq,p (Ωb)Pq,p (Ωf ) e
〈v,x−(z−y)〉
[
Lvsf
]n
gsb,sf (∅) ,
where, assuming the shifts of t-backward and t-forward irreducible clusters are nor-
malised in such a way that b1 = bn+1 = 0,
∑
sb⋑−y
,
∑
sf⋑x−y
now stand respectively for
the sum over the elements of{
s ⊂ (E)∗ : s =
(
∂γ
)∗
∩ S{0,x} s.t. γ ∋ −y and is t-backward irreducible
}
, (95){
s ⊂ (E)∗ : s =
(
∂γ
)∗
∩ S{0,x} s.t. γ ∋ x− z and is t-forward irreducible
}
(96)
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and, Lvsf is the tilted Ruelle’s operator on Hθ defined, as in (89), by the potential Ξv :
Int −→ R such that
Ξv (s1, .., sn; sf) := log e
〈v,X(s1)〉P
f
q,p;s∗1
(Ω1)Pq,p
(
{s1} |
(⋂n
j=2 {sj}
)
∩ {sf}
)
. (97)
We refer the reader to [CIV1] sections 3.2 and 4 for further details on Ruelle’s Perron-
Frobenius theorem on countable alphabets.
Polymer expansion for the supercritical Random Cluster model A polymer
expansion for the supercritical Random Cluster model has already been set up in [PS]
for any q > 0. However, in order to prove Proposition 14 below, instead of adapting to
our purpose the formalism developed in that work, we find it more convenient to perform
the expansion in a form closer to the one presented in [KP].
We can look at the elements of the collection of the connected subgraphs of finite
order of G =
((
Ed
)∗
,E
)
, where E is defined in (11), as a set of polymers which we denote
by S. Two polymers s, s′ ∈ S are said to be compatible, and we write s ∼ s′, if they are not
connected (as subgraphs of G), otherwise are said to be incompatible and we write s ≁ s′.
Given S ⊂ S, we denote by P (S) the collection of the subsets of S consisting of mutually
compatible polymers and call contours the elements ofP0 (S) := {σ ∈ P (S) : |σ| <∞} .
We also set P := P (S) ,P0 := P0 (S) . Given S ∈ Pf (S) , s ∈ S we write S ≁ s if there
exists s′ ∈ S such that s′ ≁ s. Moreover, we call S a polymer cluster if it cannot be
decomposed as a union of S1, S2 ∈ Pf (S) such that every pair s1 ∈ S1, s2 ∈ S2 is
compatible. We denote by C (S) the collection of polymer clusters in S and let C be the
collection of polymer clusters in S.
Given Λ ⊂⊂ Zd, we denote by SΛ the subset of S such that, for any s ∈ SΛ, s ⊂
G
[(
EΛ
)∗]
, where we recall that, for any ∆ ⊂ Zd, G
[(
E∆
)∗]
is the subgraph ofG induced
by
(
E∆
)∗
. We also set E∗S := V
(⋃
s∈S s
)
. Then, we define κw (S) to be the number
of the components of
(
Zd,Ed\ES
)
and κf (S) to be the number of the components of(
Λ,EΛ\ES
)
. Moreover, for any s ∈ SΛ, we set ‖s‖# := κ# (s)− 1,# =f,w.
Let PΛ := P (SΛ) . We remark that, given s ∈ SΛ, for any σ ∈ PΛ such that
σ ∋ s, ‖s‖# = κ# (σ)− κ# (σ\s) .
The function
PΛ ∋ σ 7−→ Ψ# (σ) :=
∏
s∈σ
(
1− p
p
)|s|
q‖s‖# ∈ R+ , # = f,w , (98)
where we set Ψ# (∅) := 1, is called activity of the contour σ. Since, ‖s‖# ≤ |s| ,we get
Ψ# (σ) ≤
∏
s∈σ
(
1− p
p
q
)|s|
. (99)
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We then define, for any S ⊆ SΛ,
Z#q,p (S) :=
∑
σ∈P(S)
Ψ# (σ) =
∑
σ∈P(S)
∏
s∈σ
(
1− p
p
)|s|
q‖s‖# , # = f,w. (100)
Considering for each s ∈ SΛ a minimal spanning tree and bounding their number as
in Proposition 3, we obtain that we can choose c8 > 0 such that, for p ∈ (p0, 1) , with
p0 = p0 (q, d) :=
1
1+ e
c8
qc3
c8
2+c8
,
∑
s′∈SΛ : s′≁s
ec8|s
′|
(
1− p
p
q
)|s′|
≤ |s|
c3e
c8
(
1−p
p
q
)
1− c3ec8
(
1−p
p
q
) ≤ c8
2
|s| . (101)
Therefore, given s ∈ SΛ, if ℓ (s) denotes the diameter of V (s) considered as a subset of
Rd, since ℓ (s) ≤ |s| ,
∑
s′∈SΛ : s′≁s
e
c8
2
|s′|+
c8
2
ℓ(s′)
(
1− p
p
)|s′|
q‖s
′‖# ≤
c8
2
|s| . (102)
Thus, by the theorem in [KP], for any S ⊆ SΛ,
log Z#q,p (S) =
∑
S′∈C(S)
ϑ# (S) , # = f,w (103)
where, setting CΛ := C (SΛ) ,
CΛ ∋ S 7−→ ϑ# (S) :=
∑
S′∈P(S)
(−1)|S|−|S
′| logZ#q,p (S
′) (104)
is such that, ∀s ∈ SΛ, ∑
S∈CΛ : S≁s
e
c8
2
∑
s′∈S ℓ(s
′) |ϑ# (S)| ≤
c8
2
|s| . (105)
Condition (105) provides the existence of thermodynamics for the polymer model
with partition function Z#Λ (q, p) :=
∑
σ∈PΛ
Ψ# (σ) , i.e. the existence of the limit
limΛ↑Zd
log Z#Λ (q,p)
|Λ|
along any cofinal sequence (see [Ge]) {Λ} ↑ Zd [KP], this limit being
independent of the boundary conditions.
Considering the realization of the elements of the decomposition of S{0,x} given in
(67) as elements of S we have
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Lemma 13 Let s1, s, sf , s
′
f be realizations of respectively s1, s, sf . Then, by (78) and
(85) there exists c10 > 0 such that
Pq,p ({s1} | {s} ∩ {sf})
Pq,p
(
{s1} | {s} ∩
{
s′f
}) ≤ exp e−c10dist(s1,sf△s′f) . (106)
Proof. By (17), (100), and (103), we obtain
Pq,p ({s1} | {s} ∩ {sf})
Pq,p
(
{s1} | {s} ∩
{
s′f
}) = Pq,p ({s1} ∩ {s} ∩ {sf})
Pq,p
(
{s1} ∩ {s} ∩
{
s′f
}) Pq,p
(
{s} ∩
{
s′f
})
Pq,p ({s} ∩ {sf})
(107)
= exp

 ∑
S∈C : S≁s1
∐
s
∐
sf
ϑw (S)−
∑
S∈C : S≁s
∐
sf
ϑw (S) +
+
∑
S∈C : S≁s
∐
s′
f
ϑw (S)−
∑
S∈C : S≁s1
∐
s
∐
s′
f
ϑw (S)


= exp

 ∑
S∈C : S≁s1,S≁sf
ϑw (S)−
∑
S∈C : S≁s1,S≁s′f
ϑw (S)


= exp
∑
S∈C : S≁s1,S≁sf△s
′
f
ϑw (S) .
Since, by definition of s1, sf and s
′
f , there exists ε > 0 and b+ (s1) , b− (sf) , b−
(
s′f
)
∈ Zd
such that s1 ⊂ b+ (s1)− Cε (t) , sf ⊂ b− (sf) + Cε (t) and s
′
f ⊂ b−
(
s′f
)
+ Cε (t) ,
for any s ∈ S such that S ∈ C and S ≁ s1
∨
sf , ℓ (s) ≥ ‖b+ (s1)− b− (sf)‖ . Hence,
given ζ ∈ (0, 1) , let us define, for any l ≥ 0,StlζN,b2 := H
t,+
b2+tˆlζN
∩ Ht,−
b2+tˆ(l+1)ζN
and
StlζN,b1 := H
t,−
b1−tˆlζN
∩ Ht,+
b1−tˆ(l+1)ζN
, where b2 is the element of the set
{
b− (sf) , b−
(
s′f
)}
closer to b1 := b+ (s1) w.r.t. the Euclidean distance. Setting s
(l)
1 := s1 ∩ S
t
lζN,b1
, s
(k)
f :=(
sf△s
′
f
)
∩ StlζN,b1 , there exists c9 = c9 (ε) > 0 such that, by (105), we have∑
S∈C : S≁s1,S≁sf△s
′
f
|ϑw (S)| =
∑
k,l≥0
∑
S∈C : S≁s s.t. s∈s
(k)
1
∨
s
(l)
f
|ϑw (S)| (108)
≤
∑
k,l≥0
e
−c8dist
(
s
(k)
1 ,s
(l)
f
) ∑
S∈C : S≁s s.t. s∈s
(k)
1
∨
s
(l)
f
|ϑw (S)| e
c8
∑
s′∈S ℓ(s
′)
≤ e−c8‖b1−b2‖
(
c9ζN
∫ ∞
0
dre−c8rrd−1
)2
.
A straightforward consequence of this result is the following
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Proposition 14 There exists θ = θ (p, q, d) ∈ (0, 1) and two positive constants c11, c12
such that uniformly in v ∈ dKq,p, t-irreducible subsets s1, sb, strings of t-irreducible sub-
sets s, s′, and pairs of t-irreducible subsets sf , s
′
f :
c11 ≤ g (s|sb, sf) ≤
1
c11
, (109)∣∣g (s1, s|sb, sf)− g (s1, s′|sb, s′f)∣∣ ≤ c12θi(s,s′) , (110)∣∣Ξv (s1, s|sb, sf)− Ξv (s1, s′|sb, s′f)∣∣ ≤ c12θi(s,s′) . (111)
2.2 Exact asymptotics of finite connections
We refer to [CIV1] section 5 for the derivation of local limit type results associated with
Ruelle’s operators on countable alphabets.
Let p ∈ (p0 ∨ p
∗, 1) . For any n ∈ N, the measure on Int ,
νvn (s1, .., sn|sb, sf) := e
∑n
i=1 Ξv(si,..,sn;sf)g (s1, .., sn; sb, sf) (112)
allow us to represent (94) as
eτq,p(x)Pq,p
{
0←→ x ,
∣∣C{0,x}∣∣ <∞} = ∑
y∈Hv,+0 ∩H
t,+
0
∑
z∈Hv,−x ∩H
t,−
x
∑
sb⋑−y
∑
sf⋑x−z
Pq,p (Ωb)Pq,p (Ωf) e
〈v,x−(z−y)〉×
(113)
×
∑
n≥1
νvn
(
n∑
i=1
X (si) = z − y|sb, sf
)
.
Because Proposition 12 implies∑
sb⋑−u
Pq,p (Ωb) e
〈v,u〉 ≤ e−c7‖u‖ ;
∑
sf⋑u
Pq,p (Ωf ) e
〈v,u〉 ≤ e−c7‖u‖ (114)
uniformly in u ∈ Zd, the main contribution of the r.h.s. of (94) comes from the last
sum in (113) when z − y is close to x and n is close to the optimal value. Therefore,
proceding as in section 4.1 of [CIV2] we have
∑
n≥1
νvn
(
n∑
i=1
X (si) = z − y|sb, sf
)
=
Θq,p (xˆ)√
(2π ‖x‖)d−1
F (sb)F (sf) (1 + o (1)) , (115)
where Θ is a locally analytic positive function defined on a neighborhood of xˆ in Sd−1
and F is a function on the set of all the possible realizations of t-backward and t-forward
subsets sb and sf which is bounded above and below.
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This proves Theorem 1 with
Φq,p (xˆ) = Θq,p (xˆ)

 ∑
u∈Hv,+0 ∩H
t,+
0
∑
sf⋑u
Pq,p (Ωf ) e
〈v,u〉F (sf )


2
. (116)
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