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Resumo 
Neste trabalho são estudadas algumas constantes numéricas importantes, tais como 1r, e e a con-
stante de Euler que aparecem amplamente em todos os ramos da matemática, bem como suas 
principais características e propriedades, dentre elas irracionalidade e transcendência. 
ii 
Abstract 
In this dissertation we study some important mathematical constants such as 11", e and Euler's 
constant that appear in almost all branches of mathematics. Special attention is given for the 
transcendence and irrationality of them. 
iii 
Introdução 
O objetivo deste trabalho é apresentar algumas importantes constantes numéricas que aparecem 
amplamente na matemática. Dentre elas, não poderíamos deixar de ressaltar os números 1r, e e 
a razão áurea. No primeiro capítulo, apresentamos algumas definições e resultados extremamente 
úteis no decorrer deste trabalho. 
No capítulo seguinte, introduzimos inicialmente um aparato histórico sobre o número :rr; além 
disso, damos três provas distintas da irracionalidade de 1r, bem como mostramos sua transcendên-
cia. 
A seguir, no capítulo 3, definimos o número e, retratamos sua importância com aplicações e 
vemos que tal número também é irracional transcendente. 
No capítulo 4, definimos a constante de Apery que está diretamente relacionada com a função 
zeta de Riemann e vemos que tal constante é irracional. Em seguida, nosso estudo engloba a 
constante de Euler 1', onde mostramos que O < 1' < 1, e também damos uma representação em 
séries para I· 
No capítulo 6 estudamos a chamada razão áurea (ou proporção divina) e sua importante relação 
algébrica, bem como geométrica, com a seqüência de Fibonacci. 
E por fim, analizamos a constante de Niven e alguns limites provados pelo próprio Niven. 
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Capítulo 1 
Aspectos Teóricos 
Neste capítulo estudaremos alguns conceitos e resultados que serão úteis no decorrer deste trabalho. 
Definição 1.1 Dizemos que o número a é algébrico se ele satisfaz alguma equação polinomial da 
forma anXn +an-tXn-I + .. . +atx+ao =O com a; E Z, V i. Caso contrário, a é dito transcendente. 
Exemplos: 
(i) a = .;2 é algébrico, pois satisfaz a equação x 2 - 2 = O. 
(ii) Todo número racional a= ajb é algébrico, pois satisfaz a equação bx -a = O. 
(iii) a = ?'5 é algébrico, pois é raiz da equação x3 - 5 = O. 
Definição 1.2 Uma forma linear com coeficientes racionais é uma expressão do tipo 
X= qp;l + Q2X2 + .. · + Q111 Xm 
onde q1 , Q2, ... , Qm E (I e os X;' s podem ser vistos como números reais fixados. 
Lema l.S Dadas m + 1 formas lineares 
Xm+l = Qm+t,lXt +. · · + Qm+t,mXm 
elas são linearmente dependentes sobre o coniunto dos racionais, isto é, existem n, ... , rm+t E() 
com alguns ou todos não nulos, tais que 
TtXt + TzXz + · · · + <m+tXm+l ::: Ü 
A demonstração do lema pode ser vista em [1]. 
Teorema 1.4 (ver [1]) Seiam a, f3 dois números algébricos; então, o produto a./3 é também 
algébrico. 
Demonstração: 
Como a, f3 são números algébricos, então exitem equações polinomiais 
I 
e daí dividindo por Cn a primeira equação e por dm a segunda equação, obtemos 
(I) 
(2) 
onde an-1, ... , at, ao, bm-t. ... , b1, bo são números racionais, de tal modo que a seja raiz de (1) e 
(3 seja raiz de (2). De (1) segue que 
(3) 
ou seja, an está escrito como combinação linear de 1, a, ... , an-I com coeficientes racionais. 
Em seguida, multiplicando (3) por a obtemos 
e substituindo o valor de an encontrado em (3) expressamos an+l como combinação linear dos 
mesmos 1, a, ... , nn-l com coeficientes racionais. E assim sucessivamente, escrevemos as potências 
a·1, para j ?_ n, como combinação linear de 1, a, ... , an-1 com coeficientes racionais. Analoga-
mente, para {J podemos exprimir as potências [Jk para k = m, m + 1, ... , como combinação linear 
de l,{J, ... ,{Jn-l com coeficientes racionais. Agora vamos mostrar que a.(J satisfaz uma equação 
polinomial de grau m.n com coeficientes racionais; para isto, consideremos os m.n + 1 números 
(4) I, a.~, (a.~)', ... , (a.~)m.n 
Desenvolvendo tais potências acima e observando o que fizemos para as potências a1, j ?_ n e 
(Jk, k ?_ m, obtemos que os números em (4) podem ser expressos como combinações lineares dos 
m.n números a? [Jk, O ~ j ~ n - 1, O ~ k ~ m - 1 com coeficientes racionais. Agora aplicando o 
Lema (1.3), considerando os xfs como os mn + 1 números em (4), resulta que existem racionais 
ro, r1, ... , rmn tais que ro + rt (n(J) + r2(a(3) 2 + ... + rmn(at?}mn = O, ou seja, a{J satisfaz uma 
equação polinomial de grau mn, i.e., a{J é um número algébrico. 
c.q.d. 
Definição 1.5 Uma função f : ( -+ [ é dita derivável no ponto z E ( quando existe o limite 
limzo--)0 f(z+z~~-f(z), onde zoE(. Dizemos que a função f é analítica quando ::3 jl(z), V z E(. 
Considere u(x, y) e v(x, y) as partes real e imaginária de f(z), isto é, f(z) = u(x, y) + iv(x, y), 
z = x + iy. Suponhamos que f(z) seja analítica em ([então, f'(z) = u,(x,y) + iv,(x,y) e 
F(z) = -iuy(x,y) +vy(x,y). Assim, temos: 
u,(x,y) = Vy(x,y) e uy(x,y) = -va:(x,y) 
Estas duas equações acima são chamadas equações de Cauchy-Riemman. 
Lema 1.6 (ver [1]) Seja f;(.....;.([ uma função analítica e Zt,z2 E(. Então: 
1!(,,)- f(z,)l <: 2lz,- zd sup{l!'('> + À(z,- z,))l o O<: À :51}, 
onde [zl representa o módulo de z = x + iy, ou seja, [z[ = Jx2 + y2 . 
Demonstração: 
Vamos mostrar inicialmente que o resultado é válido para os pontos z2 = z0 e z1 ==O, ou seja, que 
(I) 
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Sejam u(x,y) e v(x,y) as partes real e imaginária de f(z). Dado o ponto zo = x0 + iy0 , vamos 
definir as funções: 
fo R ---> R e 1/J: R --t R 
>. e+ f( À)~ u(>.xo, >.y0 ) À e+ </(À)~ v(Àxo, Àyo) 
Como q; e "ljJ são funções reais, aplicando o teorema do valor médio no intervalo [0, 1], obtemos: 
(2) 
(3) 
Assim, 
v(xo,yo)- v(O, O)= vx(Àzxo, ÀzYo)xo + vy(Àzxo, Àzyo)Yo 
e daí, multiplicando a segunda equação por (+i) e somando as duas equações , temos: 
f(Zo) - f(O) ~ 
(4) u,(ÀtXo, ÀtYo)Xo + uy(ÀtXo, ÀtYo)Yo+ 
i[vx(Àzxo, Àzyo)xo + vy(À2xo, Àzyo)Yo] 
Agora utilizaremos as seguintes desigualdades: 
(i) se z = x + iy, então [zl :$; [xl + [y[. 
(ii) (Desigualdade de Cauchy-Schwarz): dados a1 ,a2 ,b1 ,b2 E R então 
latbt + azbzl ::; Jar + a~.Jb? + b~. 
Aplicando (i) e {ii) em (4), resulta 
(5) 
lf(zo)- f(O)[ < 
J"u~(ÀtXo, ÀtYo) + u~(ÀtXo, ÀtYo).y' x~ + Y~ + 
Jv~(Àzxo, Àzyo) + v~(Àzxo, Àzyo).J x~ + YÕ 
Assim, observando que f 1(z) = Ux (x, y) + iv""(x, y) = -iuy(x, y) + vy(x, y), segue que os radicais 
em (5) envolvendo u e v são o módulo de f' calculado em determinados pontos, ou seja, 
e portanto, 
lf(zo)- f(O)[ <: 2[zo[sup{[f'(>.zo)l o O<:>.<: 1). 
Agora, considerando a função g(z) = f(z + z1) e os pontos z0 = z2- z11 segue que 
[g(zz- z,)- g(D)[ <: 2[,- z,[ sup{[g'(>.(zz- z,))[ o O<: À<: 1). 
[f(z,) - f(z,)[ <: 2[z, - z,[ sup{[f '(z, + ,\(zz - z,))[ o O <: >. <: I). 
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c.q.d, 
Definição 1. 7 Sejam t 1, t 2, ... , tn E ( as raízes de um polinômio P(X); logo, podemos escrever: 
P(X) ~(X- t,).(X- t,) ..... (X- tn) 
Desenvolvendo o produto acima obtemos 
onde 
n 
(1.1) ,, L;t, 
j=l 
(1.2) ,, L: t, .t, 
;<j 
(1.3) ,, ~ L: t;.t.itk 
i<i<k 
(Ln) Sn t1.t2.t3. · · · .tn 
Esses polinômios representados acima são chamados polinômios simétricos elementares em t 1 , t 2 , t 3 , ... , tn. 
Exemplos: 
(i) No caso n = 1, existe apenas um polinômio simétrico elementar, s1 = t1 . 
(ii) No caso n = 3, os polinômios simétricos elementares são 
Definição 1.8 Uma permutação a dos inteiros 1,2, ... ,n é uma função bijetora do conjunto 
{1, 2, ... , n} sobre ele mesmo. Em símbolos: 
a: {1,2, ... ,n} --+ {1,2, ... ,n} 
i f-1. a(i) 
Exemplos: 
(i) Se n = 2, temos as permutações 
a1 : 1 --+ 1, 
2 -+ 2 
(ii) Se n = 3, temos as permutações 
a1 : 1 -+ 1, (12: 
2 
-+ 2 
3 -+ 3 
0'4: 1 -+ 1, (15 : 
2 -+ 3 
3 -+ 2 
1 
2 
3 
1 
2 
3 
a2:l--+2 
2 -+ 1 
-+ 2, (13 : 
-+ 3 
-+ 1 
-+ 2, ae : 
-+ 1 
-+ 3 
1 
-+ 3 
2 -+ 1 
3 
-+ 2 
1 -+ 3 
2 
-+ 2 
3 -+ 1 
Definição 1.9 Um monómio é uma expressão da forma at~1 t~ 2 . . . i~" com k; E .z+ e a E A onde 
A é um conjunto. 
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Exemplos: 
(i) 3t1t~t5 
(ii) t~ttt6 
Definição 1.10 O grau de um monômio é o inteiro E~=l k; e o peso de um monômio é o inteiro 
2:~=1 ik;. 
Exemplo: O monômio 3t1 t~t5 tem grau igual a 4 e peso igual a 12. 
Definição 1.11 O grau de um polinômio é o máximo dos graus de seus monômios.E o peso de wn 
polinômio é o máximo dos pesos de seus monómios. 
Exemplos: 
(i) O polinômio (t1 + ... + tn)5 tem grau igual a 5 e peso igual a 5n. 
(ii) O polinômio ti + ... + t~ tem grau igual a 3 e peso igual a 3n. 
Definição 1.12 Um polinômio f(tt, ... , tn) é dito simétrico se f" h, ... , tn) === f(t 1 , ... , tn), V a 
permutação de 1, 2, ... , n. Onde j""(tt, ... , tn) é por definição f(ta-(1), ... , t.,.(n))· 
Observação: De um modo geral podemos definir o polinômio simétrico como segue. Seja 
A um anel comutativo qualquer com elemento unidade. Um polinômio de A[x1 , ... , Xn] que se 
transforme em si mesmo por quaisquer das permutações das indeterminadas x1, ... , Xn, chama-se 
uma função (racional, inteira} simétrica das variáveis x1 , •.• , Xn (ver [3]). 
Exemplos: 
(i) Os polinômios simétricos elementares definidos anteriormente são simétricos. 
(ii) Todo polinômio nos polinômios simétricos elementares com coeficientes racionais é um 
polinômio simétrico. 
Teorema 1.13 (ver [1]) Seja f(tt, ... , tn) um polinômio simétrico de grau d com coeficientes em 
A, onde A = Z oulD. Então, existe um polinômio p(s1 , ..• , sn) de peso menor do que ou igual 
a d com coeficientes em A, onde s1, . . , sn são os polinômios simétricos elementares definidos 
anteriormente tal que 
Demonstração: 
A demonstração será feita por indução sobre n. 
Observemos que obviamente o resultado é válido para n = 1, pois temos St = t 1 . Daí, 
Hipótese de indução: Suponhamos que o resultado seja válido para os polinômios em t 1 , ..• , tn- 1 . 
Tese: O resultado é válido para os polinômios em t1, ... , tn. 
Sejam S1, ... , Sn-l os polinômios simétricos elementares em t 1, .. , tn-1, ou seja, considerando 
tn = O obtemos 
n-' 
81 = Ltj, 82 = t;t_j,···• Bn-1 =ttt'l···tn-1· 
j=1 19<j~n-l 
Para verificarmos que o resultado é válido para polinômios em t 1 , ... , tn, usaremos indução 
sobre os graus d destes polinômios . 
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Se d = O, o resultado é trivialmente válido, pois temos somente neste caso os polinômios 
constantes. 
Suponhamos então que o resultado seja válido para os polinômios de grau menor do que d, e 
vamos mostrar que ele é válido para polinômios de grau d. Considere f(tt, ... , tn) um polinômio 
de grau d, logo, pela hipótese de indução existe um polinômio de peso menor do que ou igual a d, 
Pt (St, ... , Bn-1), tal que 
(1) j(tt, ... ,tn-t,O)=pt('St, ... ,Sn-t)-
Deste modo p1 (s1 , ... , Sn-t) é um polinômio simétrico em t 1, ... , tn com grau menor ou igual 
a <L 
Agora, consideremos o polinômio 
(2) 
o qual também é simétrico em tt, ... , tn. 
Afirmação:ft (tt, ... , tn) = Sn-h(t1, ... , tn) onde o grau de f2(t1, ... , tn) é menor do que d. 
De fato: 
Fazendo tn =O, obtemos de (2) e (1) ft(tl, ... ,tn-t,O) =O, então tn é fator comum em 
ft(t1,···•tn)· Como fl(ft, ... ,tn) é simétrico em it,---,tn resulta que 'V j = 1, ... ,n, ti é fator 
comum de ft(tt, ... ,tn), e então ft(th···,tn) = Bnh(tt,---.tn) e 8(h) $ d-n < d. 
Agora, aplicando a hipótese de indução, existe um polinômio P2 ( St, ... , sn) de peso menor do 
que ou igual a d- n, tal que h(ti,··. ,tn) = P2(s1, ... ,sn)-
Deste modo, obtemoa que f(t 1 , ... , tn) = sng2(st, ... , sn)+gt (s~, ... , Bn-l ). Tomando p(st, ... , 
sn) = Sn1J2(St, ... , sn) + P1 (st, ... , Sn-1) o teorema se verifica. c.q.d. 
Na verdade, o teorema acima diz que o subanel dos polinômios aimétricoa com coeficientes 
racionais é gerado pelos polinômios simétricos elementares. 
Lema 1.14 Sejam Ot, ... , Cl'n números algébricos, tais que os polinômios simétricos elementares 
B1 = I:~o= 1 a;, s2 = Í:t:o::;i<j:s;na;aj,···• Bn = Cl'J-····an sejam números em A {onde A= Z 
ou <D). Se os a 1 s são raízes de um polinômio de _qrau n, com coeficientes em A, então os ( j ) 
números algébricos f3k, ... k; = ak1 + ... + ak; com 1 S. kt < ... < ki S. n são raízes de um polinômio 
de grau ( j ) , com coeficientes em A. 
A demonstração do lema pode ser vista em [1]. 
Definição 1.15 Uma expressão da forma 
aJ+ 
b, 
a, + b, 
ou 
a, + b, 
a, + b, 
é chamada de fração contínua e os números a1, a2 , ... são chamados quocientes parciais. Quando 
os bjs são iguais a 1, então denota~se a fração contínua por [at, a2, .. . ]. 
Observação: Se o número dos afs for finito dizemos que a fração contínua é finita e caso 
contrário dizemos que é infinita; e quando todos os a,!s são inteiros dizemos que a fração contínua 
é simples. 
6 
Exemplos: 
(i) Vamos obter a fração contínua que representa o número racional ~~: 
79 ~ 2x28 + 23 
28 1x23 + 5 
23 4x5 +3 
5 lx3+ 2 
3 lx2+ 1 
2 2x1 +0 
logo podemos escrever 
79 2 23 I I 
~ 
+ 28 2+ 28 2+ 28 
" 
I + 5 
23 
2+ I 2+ I ~ ~ I + I I + I 
.,- 4 + 3 5 5 
2+ I I ~ 2+ I + I I + I 
4 + I 4 + I 
' I + 2 
' 3 
2+ I + 
I 
I 
4 + I 
I + 1 
I 
2+ I I + I 
4 + I 
I + I 
I + I 
2 
Assim, a última expressão é a fração contínua que representa o número racional ~~, e 
às vezes é denotado por [2, 1, 4, 1, 1, 2] 
(ii) Consideremos a seqüências 2, 1,4,5 e 3 e a fração contínua representada por [2, 1, 4, 5, 3], 
isto é, 
2+ I I + I 
4 + I 
5 + I 
3 
onde podemos reduzí-la para 
7 
2+ 1 + 
4 + 
' 2+ 1 + 
Observações: 
1 
1 
15±1 
' 
1 
64±3 
'" 
2 + --,-1---,-+-2---,-1 --
4 + 3 
16 
28333 
1. Todo número racional pode ser representado de duaa maneiras distintas sob a forma de fração 
contínua e toda fração contínua simples finita representa um número racional. 
2. Toda fração contínua simples infinita representa um número irracional. 
Teorema 1.16 Se az, ... , an,bt,bz, ... ,bn são todos inteiros positivos, então: 
1. A fração contínua infinita 
a2+ as+ a"+ a5+ an+ 
converge para um limite irracional se após algum valor finito de n a condição a., ;?_ bn sempre 
seja satisfeita. 
2. A fração contínua infinita 
converge para um limite irracional se após algum valor finito de n a condição Un 2:: bn + 1 
sempre seja satisfeita onde o sinal> não precisa ocorrer sempre , mas deve ocorrer infinitas 
vezes. 
A demonstraçãodo teorema pode ser vista em [2] 
Definição 1.17 A junção maior inteiro é a que associa a cada número real x o maior inteiro 
menor do que ou igual a x. Denotaremos tal valor por L x J 
Exemplos: 
(i) L 4 J = 4; 
(ii) L5,2 J = 5: 
(iii) L-5,1 J = -6; 
(iv) L 0,380 j =O. 
Na proposição seguinte temos algumas propriedades desta função . 
Proposição 1.18 (ver [tO]) Para x E R, temos: 
1. Lx+nj = Lxj +n, VnEZ. 
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2. LxJ ::;x< LxJ +1, x-1< LxJ ::;x, o::;x- LxJ <1. 
3. se x Ft Z, então L - x j = ·- L x j - L 
4. l•J + lYJ :S lx+yj :S l•J + lYJ +I. 
5. L x J + L - x J =O se x E 7l. e -1 se x rf. 7l 
6. Se n é um inteiro positivo, L ; J é o número de inteíros do conjunto {1, 2, 3, ... , n} que são 
divisíveis por a. 
Demonstração: 
As afirmações (1),(2) e (3) são conseqüências da definição. 
(4) Considere x = n +a: e y = m + j3 onde nem são inteiros e O :5 a< 1, O :5 j3 < 1, daí: 
LxJ + LYJ n+m 
L n +mj 
:5 Ln+o+m+f3J 
l X +y j 
n+m+ Lo+!3J 
< n+m+1 
~ l•J + lyJ +!. 
(5) Seja x = n +a: com O :5 a:< 1, temos -x = -n- 1 + 1- a, daí: 
LxJ + L-xJ = n+ L -n-1+1-a:J 
n-n-1+ Ll-aj 
~ {Osea=1e 
-1 se a> O. 
( 6) Basta observarmos que o quociente na divisão do inteiro n por a (a "f. O) é igual a 
n = L ~ J a+ r onde O ..S: r < a. 
L~J,i.e., 
c.q.d. 
Definição 1.19 Dada uma seqüência (ar), a função geradora ordinária para esta seqüência é 
definida como a série de potências 
Exemplos: 
(i) A função geradora para a seqüência (ar) = (0, O, 1, 1, 1, ... ) é a série de potências 
f(x) = 0+ 0x+x2 +x3 +x4 +x5 + .. 
(ii) A função geradora para a seqüência (ar) = (1, f!,~. lf, ... ) é a série de potências 
f( ) " 1 "~ "3 , .. x =e= +x+2T+sr+ ... +rr+ ... 
(iii) Vamos encontrar a seqüência cuja função geradora ordinária é dada por x2 + x3 +e". 
Seja (ar) a seqüência que procuramos, daí: 
logo, 
g 
Teorema 1.20 (ver [20]) Teorema Binomial 
( )u u(u-1) 2 u(u-1) ... (u-r+1) r 1 +X = 1 + UX + 21 X + ... + r! X + · 
onde u é um real qualquer e lxl < 1. 
E se denotarmos por 
teremos 
{ 
u(u-l) ... {u-r+l) 
c! 
1 
se r> O 
se r= O 
O número ( ; ) definido acima é chamado de coeficiente binomial generalizado. Seu for igual 
ao inteiro positivo n, ( ; ) será o familiar coeficiente binomial, e como ( ~ ) é zero para r > n, 
a expansão acima se reduzirá à expansão binomial usuaL 
Proposição 1.21 Seja P(X) um polinômio de grau r. Defina a junção F( X)= P(X) +P'(X) + 
... + p(rl(X), então 
d~(cx F( X))~ -e-x P(X). 
Demonstração: 
.!:_(,-x F( X))~ _,-x F(X) + ,-x F'(X) dX . . 
-e-x[P(X) + P'(X) + ... + p(cl(X)J + ,-x.[P'(X) + P"(X) + ... + p(c)(X) + 
+P(c+'l(X)J 
c.q.d. 
Proposição 1.22 (ver [1]) Seja Q(X) = L;"'o ajXi um polinômio com coeficientes inteiros, e 
seja p <r. Então: 
(i) QUl(X) =L.;=, u{11J1 aixi-•, i 5 r 
(ii) (v2 111 Q(i)(X), parai 2:p é um polinômio com coeficientes inteiros divisíveis porp. 
Demonstração: 
lO 
(i) Seja Q(X) = a0 +a1X +- . . +ar-txr-1 +arXr. Observemos que Q'(X) = O+at + ... + 
(r !)a X ,_, +ra x'-' ou se'a QPl(X)- I! a X(l-t) + + ,, a xc-! - r-1 r , ~ , - rr=t)1 1 · · · T1='f)T r 
e assim por diante; daí, concluímos que 
' ., 
Q(il(X) ~" J· a xi-> 
L, (j !)! ' 
J=• 
! (ii) Basta observarmos que u.!1)1 E Z e como i;::::. p segue também que 
1 jl 
(p !)! (j J)l E Z. 
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c.q.d. 
Capítulo 2 
• o numero 1r 
2.1 A história do número 11" 
Podemos indagar, o que é o número -rr? Um modo simples de responder tal indagação é dizer que 
1r é a área de um círculo de raio 1, ou também dizer que 1r é o comprimento de uma circunferência 
de diâmetro igual a 1. 
Desde a antigüidade observou-se que o número de vezes em que o diâmetro está contido na 
circunferência é constante, seja qual for o tamanho desta circunferência; dizendo de outro modo, 
se uma circunferência tem comprimento C e diâmetro D, enquanto outra tem comprimento C' e 
d" D' - C_C' tametro , entao D - IJ1· 
Esse valor, hoje é representado pela letra grega 1r. Porém na antigüidade, não existia uma 
representação padrão para designar tal razão; Euler, em princípio, utilizava as letras p ou c, mas, 
a partir de 1737, passou a adotar a letra 1r. Desde então, todo mundo o seguiu. 
Arquimedes foi o primeiro a dar limite::; ::;uperior e inferior para 1r. Ele comparou a circunferência 
do círculo com o comprimento total dos lados do polígono regular de n lados, obtendo para n = 96 
a desigualdade 3~~ < 1r < 3t, ou seja, 2{13 < 1r < 2]. Com o método de Arquimedes tornou-se 
possível determinar o valor de 1r mais corretamente . 
• Já Ptolomy (mais ou menos 150 anos depois de Cristo) escolheu um valor intermediário entre 
os dois valores de Arquimedes a saber 1r ~ 3~~ ~ 3, 14166 .... Desde então, astrônomos de todo 
o mundo procuram melhorar o valor de 1r. O astrônomo e filósofo chinês Zhang Heng (78-139) 
trabalhou com o valor y'1õ ~ 3, 162; Liu Hui calculou (cerca 263) para um polígono regular 
de 192 lados os limites 3, 14 6~~ < 1r < 3, 14~~~ e mais tarde para um de 3072 lados um valor 
aproximado correspondendo à fração decimal 3,14159. Finalmente, de Zu Chang-Zhi (430-501) 
surge a aproximação 1T ~ n~' a qual é a primeira aproximação com seis casas decimais corretas. o 
astrônomo islâmico al-kasi calculou o valor de 2n na circunferência de um círculo de raio unitário 
por meio de um polígono regular de 3.228 lados encontrando 6,2831853071795865. 
Leonardo di Pisa (cerca de 1170-1240) calculou1r por meio de um polígono de 96lados obtendo 
1r ~ ~;: ~ 3,141818. 
Porém, foi Ludolph Van Ceulen (1540-1610) o primeiro a encontrar o valor de 1r com 35 
casas decimais corretas; assim, esse feito computacional impressionou tanto seus sucessores que 
1r freqüentemente foi chamado a constante de Ludolph. As primeiras 20 casas decimais corretas do 
valor de 1r são 
3,14!5926535897932846. 
Já Wallis em 1655, descobriu seu famoso produto: 
1r 2.2 4.4 6.6 2n.2n 
2- 1.3'3.5·5.7' · (2n-1)(2n+l) 
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enquanto que Vieta em 1759, encontrou a primeira representação analítica de 1r, na forma do 
produto infinito 
~ = f{.J~ + ~.[{. ~ + ~-Jà+ à-f{ ... 
Mais tarde, o desenvolvimento do cálculo infinitesimal e da teoria de séries infinitas contribuíram 
para um entendimento melhor do número 1r. 
Assim, em 1761 .lames Gregory dá a clássica representação em séries 
a qual é redescoberta por Leibniz. 
Newton, tomando z = i na série 
1 z3 1.3 ..... (2n -1) z 2n+I 
arcsenz =z + 2-.-3 + ... + 4 (2 ) .-- + .. 2 ...... n 2n + 1 
obteve, mais ou menos em 1665, a representação 
11" 1 111 1311 13511 
6 = 2 + 2"3'8 + 2"4"5" 32 + 2"4"6'7"128 + .. 
a qual permitiu a ele calcular sem grandes dificuldades as catorze primeiras casas decimais do valor 
de íT. 
A seguir, apresentaremos provas da irracionalidade e da transcendência de 11". 
Teorema 2.2 O número íT é irracional. 
Demonstração: 
1Q MODO:(ver [2]) Suponhamos por absurdo que 1r seja racional; então, f também é racional. 
Assim, podemos escrever f=; com mdc(À,t-L) =L 
Daí, a representação em frações contínua de tan x é dada por 
x x2 x2 
tanx=---1- 3- 5- (2n + !) 
em particular, para "Í· obtemos 
(I) 
Por outro lado, como ,\ e 1-L são inteiros fixos, podemos tomar n suficientemente grande de tal 
forma que tenhamos 2n + 1 > ~ + 1; então, pelo teorema (1.16) (parte 2) segue que a fração 
contínua (1) converge para um limite irracional (ABSURDO). Portanto íT é irracional 
2Q MODO:(ver [1]) Mostraremos, na verdade, que 11" 2 não é racional e, por conseguinte, íT não 
pode ser racional (pois o quadrado de um racional é racional). 
Consideremos a ftmção f(X) = X"(t-;-xr, onde n é um inteiro positivo. 
n. 
Afirmação 1: Dkf(O) E Z,V k =0,1,2, ... ; de fato: Tomandog(X) = ~xneh(X) = (1-X)n, 
pela fórmula de Leibniz para as derivadas do produto de duas funções resulta que: 
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D'(f) = D'(gh) 
Observando que 
D' xnlx~o = { n~ i<n J=n 
i>n 
obtemos Dk f(O) =O se k < n e Dk f(O) = ( ~ ) nk-n(l-X)nlx=o se k ~ n. Como ( ~ ) E Z, 
segue que Dk f(O) E Z, V k =O, 1, 2,. 
Afirmação2: Dkf(l) E Z, V k = 0,1,2, ... , de fato: Basta usar a afirmação 1, notando que 
f(! X) j(X). 
Agora, suponhamos por absurdo que 1r2 seja racional, ou seja, 1r2 = ~ com p, q E Z e mdc(p, q) = 
1. Definimos a função : 
(2) F( X) = qn{ •'n f(X) - •'n-2 D' !(X) + ... + ( -l)n D'n !(X)) 
Temos que F{ O), F(l) E Z (em virtude das duas afirmações anteriores e do fato que 1r 2 E~)­
Agora, vamos calcular a seguinte derivada primeira 
{F 1(X)sen(1rX) -1rF(X) cos{1rX)} 1 = 
= F"(X)sen(wX) + wcos(wX).F'(X)- w[F'(X) cos(wX)- wsen(wX)F(X)J 
F "(X)sen(1r X) + 11"2 F(X)sen(1r X) 
sen(1r X)[Fn(X) + 1r2 F( X)] 
pn1r2 j{X)sen(1r X) 
Daí, aplicando o Teorema Fundamental do Cáculo para a função h(X) = F'(X)sen(rrX)-
1i"F(X)cos(?TX), obtemoB f01 h'(X)dX = h(1)- h(O), ou seja, 
[ pnw' f(X)sen(rrX)dX = wF(I) +•F(O) = w(F(I) + F(O)) 
(3) wpn [ f(X)sen(wX)dX = F(l) + F(O). 
Como F(O),F(1) E Z segue que o lado direito de (3) é um inteiro. Vamos mostrar que para 
um certo valor adequado de n o lado esquerdo de (3) é tun inteiro estritamente menor do que 1. 
Para O< X< 1, temos que O< f( X)< 1, (pois X"< 1 e (1- X)" < 1) assim: 
n 
11 1' 1 wpn 1' O < 1rp" j(X)sen(1rX)dX < 1rp11 1 sen(1rX)dX = I sen(7l"X)dX o 0 n. n. 0 2pn -,, n. 
e como limn-Hoo ~ = O, então podemos tomar um n E JN tal que ~ < 1, e portanto o lado 
esquerdo de {3) é um inteiro menor que 1 {ABSURDO). 
Portanto 1r2 não é racional e, conseqüentemente, 71" não é racional. 
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32. MODO:(ver [3]) Necessitamos do seguinte resultado auxiliar: 
Lema Uma junção f : Z -+ 7L. a qual tende para zero quando a varíável tende ao infinito deve ser 
eventualmente nula a partir de um determinado índice. 
Demonstração: 
Se f(n)-+ O quando n-+ +oo, nós temos que lf(n)- OI<~ para n 2::: N, para algum N E ]\i_ 
Por outro lado, como f(n) E Z, isto implica que f(n) =O para n 2::: N. 
(4) 
(5) 
Portanto, f =o:: O, V n 2::: 11\L c.q.d. 
Agora vamos mostrar que 1r é irracional. 
Consideremos a integral 
In= /_:
1 
(1- X 2)" cos(o:X)dX 
Integrando por partes nós obtemos: 
cl In= 2n(2n- 1)In-1- 4n(n- 1)In-2 
Fazendo a indução sobre n segue que 
sen>2. 
onde P e Q são polinômios em o: de grau menor que 2n + 1 com coeficientes inteiros. O termo n! 
origina-se do fator 2n(2n- 1) da equação (4). 
Daí, suponhamos por absurdo que 1r seja racional, ou seja , 1r = r onde a, b E 7L. e b #- O com 
mdc(a,b) = 1. Seja a=%, substituindo em (5), obtemos então que .ln = b2":;I .. é um inteiro. 
Por outro lado, 
(6) b2n+1 lH • .ln = - 1- (1 - X 2 ) 11 cos( -2 X)dX. n. -1 
Assim, se -1 <X< 1 temos que o integrando de (6) é maior que zero; logo, .ln >O. Então 
.In i:- O, V n. Porém, 
IWnH f (' ) C[b[2n+l [.Jnl ~ --1 - cos -X dX-::; 1 n. 2 n. 
onde C é uma constante. Portanto, quando n-+ +oo, .l.,-+ O (contradição, com o lema anterior). 
Logo, 1r é irracional. c.q.d. 
Em verdade, o primeiro a acreditar na irracionalidade de 71" foi Euler. A nossa primeira de-
monstração acima, segue a primeira demonstração da irracionalidade de 1r, dada pelo matemático 
francês .l.H.Lambert, por volta de 1761, enquanto a segunda é devida ao matemático Legendre, 
dada em 1794. 
Teorema 2.3 (ver [1]) (Teorema de Lindemann) O número 1r é tmnscendente, ou seja, 71" não 
é solução de nenhuma equação polinomial com coeficientes inteiros. 
Demonstração: 
Suponhamos por absurdo que 1r seja algébrico. Como i = P é algébrico, então i1r também 
é algébrico (pois, o produto de dois números algébricos é algébrico), assim, i1r é raíz de alguma 
equação polinomial com coeficientes inteiros Pt (X) =O. 
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Sejam a 1 = iJr, a 2 , ..• , an as raízes de Pt (X). Como é'r = cos(7r) + isen(7r) = -1, temos: 
(1) 
cujos expoentes são: 
n TI (1 +e";)= O= 1 + somatório de exponenciais 
.í=l 
l:l'J, •.. ,an (2.1) 
(2.2) a; + ai para quaisquer i < j 
(2.n) 
Além disso, observemos que o número de termos em (2.1) é n, em (2.2) é ( ~ ) , ... , e em 
(2n)é(~)~L 
Como a 1 , ... , an são raízes da equação polinomial P1 (X) de grau n, segue pelo Lema (1.14) 
do capítulo 1 que 
(i) os números em (2.2) são raízes de uma equação polinomial de grau ( n2 ) com coefi-
cientes inteiros P2(X) =O. 
(ii) os números em (2.3) são raízes de uma equação polinomial de grau ( ~ ) com coefi-
cientes P3(X) =O. 
e assim sucessivamente, e portanto, os números (2.1), (2.2), ... , (2.n) são raízes da equação polino-
mial com coeficientes inteiros P1 (X).P2(X) .... . Pn(X) =O cujo grau é 2n -1. 
Sejam {31 , •.. ,f3m os números em (2.1), ... ,(2.n) que são diferentes de zero. Como 2n -1 > 
m, existem fatores da forma X", para a > O, assim simplificando tais fatores obtemos que 
(31, f32, ... , (3111 são raízes de uma equação polinomial com coeficientes inteiros R{X) = cmXm + 
c111 _ 1xm-I + ... + c1 X +Co= O. Como Tij=1(1 +e";)= O, segue que k + ei3' + ... + ei3"' =O, 
onde k é uma constante. 
Consideremos o polinômio P(X) = (p:l)!XP-1(R(X))P onde s = mp- 1 e pé um número 
primo que iremos escolher posteriormente. Observemos que o grau de P(X) é r = s + p. 
Consideremos a função F(X) = P(X) + P '(X) + ... + pHP(X), daí, aplicando a proposição 
(1.21), obtemos que 
d~ (ex F( X))~ -e-x F( X). 
Agora, vamos considerar a função f(z) = e-z.F(z); logo, pelo lema (1.6) do capítulo 1, temos: 
para j = 1, 2, ... , m, ou seja, 
paraj = 1,2, ... ,m. 
Tomando €j = 2lf3il sup{le{l->..)/3; P(Àf3J)I : O -:::; À :$ 1 }, obtemos que para j = 1, 2, ... , m 
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(3) lkF(O) +L F(J);)I :'52: fj {pois k + e/31 + ... + ei3m = 0.) 
j=l j=l 
Vamos mostrar que o lado esquerdo de (3) é um inteiro diferente de zero, enquanto que o lado 
direito para p adequado, é menor do que 1. Para isto, calculemos as derivadas do polinômio P(X) 
nos pontos 0,/3I,···•/3m-
Temos que 
P(X) ~ ,• X'-1.(R(X))' (p- J)l 
• 
c xv-1 { xm xm-1 }' (p l)! · Cm +Cm-t + ... +ctX+eo 
(p ~ J)l.{ci:XP-1 + ... } 
logo, p(il(O) =O para i< p -1 e p(P-1l(O) == c8 dr;. Por outro lado, p(i)(f3J) =O, i < p, j = 
1,2, ... ,m (pois (3.i é raíz de R(X)). 
Assim, pela proposição (1.22) temos que os coeficientes de p(il(X) são inteiros divisíveis por 
p, e como tais coeficientes são obviamente divisíveis por C8 segue que os coeficientes de p(il(X), 
i ;::: p, são inteiros divisíveis por pc8 , e portanto F(O) = c"ci; + pc8 ko, onde ko E Z. Por outro lado, 
para os (3; temos que 2::;:1 F(/3j) = 2:;:1 2:;;;-:p p(i)((3j) = L;;;-:p L_~=l pUl(f3J) (pois p(i) (/3j) =O 
para i< p). 
Agora, para cada i fixado com p ~ i ::; s + p, obtemos 2:;:1 p(i) (f3J) = pc8 Q(!h, ... , !3m), 
onde Q((31 , .. . , f3m) é um polinômio nos {3; 's de grau menor ou igual a s. Claramente vemos que 
Q(/31 , ••. , !3m) é um polinômio simétrico nos (3;'s com coeficientes inteiros; logo, pelo Lema (1.14) do 
capítulo 1, existe um polinômio G(1'I, ... , 1'm)de grau menor ou igual as <.:om coeficientes inteiros, 
onde 1'1, ..• , 'Ym são os polinômios simétricos em f3t, ... , f3m tal que Q (f3t, ... , /3m) = G( 1'1, .•. , 'Ym). 
Observando também que ')'1 = c,.c_,, 1'2 = c.,.c_ 2 , ••• , 'Ym = ~ temos que L_j:1 F({3j) = pk1, onde 
kt E Z, e conseqüentemente, obtemos que o lado esquerdo de (3) é um inteiro b = [c8 c{; + pc8 ko + 
pk1[ = [c8 cg +p(cako+kt)[ e, tomandop> k, c e Co segue que bf- O (poisp Jb). 
Agora vamos estimar o lado direito de (3). 
SejaM= max{[.Bti, ... ,[.Brn[} e como Ej = 2lf3t[sup{[e(l->.lfJ,p(>..(3i)l O:$ À< 1} segue 
Ej ~ 2M eM C cJ~;)! sup{[.\f3jlp- 1 R.(À{3j) : o :$À :5 1 }. 
Seja N = max{[R(z)l: [zl > M}, que usado na desigualdade acima nos dá: 
Como limn-++oo M~ = O V M > O, temos que para p suficientemente grande, podemos tomar 
1 - n. 
Ej < m+ 1 e entao, 
m 
LEj::; ~ < 1 
i=l m + 
(ABSURDO). 
Portanto 7r é transcendente. c.q.d. 
Surge como conseqüência direta do teorema (2.3) a resposta negativa da quadratura do círculo. 
Em outras palavras, seria possível construir utilizando apenas régua e compasso, um quadrado 
de área igual à de um círculo dado; o teorema {2.3) mostra que não; de fato, caso contrário, se 
pudéssemos construir um segmento igual a .j1r (pois .j1r é o lado do quadrado de área igual à de 
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wn círculo de raio unitário), entãoy1r seria algébrico (pois todos os segmentos construtíveis com 
régua e compasso possuem comprimento igual a um número algébrico). Deste modo, íT também 
seria algébrico (contradição com o teorema (2.3)). 
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Capítulo 3 
o , numero e 
Definimos o número e, que aparece na teoria da função logaritmica, como o número tal que a área 
hachurada abaixo é igual a 1 
y 
f(x)= 
0/ 
e 
Figura :1.1 
1 
X 
X 
Em verdade, provavelmente por volta de 1727 ou 1728, Euler usou a letra t mais de doze vezes 
pant representar a base de sistema de logaritmos naturais numa exposição manuserila de set1s 
resultados. O conceito por trás desse número era bem conhecido desde a invenção dos logaritmos, 
porém nenhurna notação padronizada para ele se tornara comum. 
Numa carta a Goldbach em 1731, Euler novamente usou a letra e para designar aquele número 
cujo logaritmo hiperbólico é igual a 1, aparecendo impresso pela primeira vez na mechanica de Euler 
de 1736, livro onde a dinâmica de Newton é apresentada inicialmente em formR analítica. Assim, 
essa notação sugerida talvez pela primeira letra da pahJVra "p_xponencial" tornou-se padrão. Um 
valor mais preciso de e é 2, 718281828459 ... , e mais ainda, veremos neste capítulo que é irracional 
transcendente, surgindo assim uma indagação natural sobre a importância de tal número. Ele 
aparece em várias questões dentro da matemática. 
Vejamos um exemplo sobre a aplicação do número e. Suponhamos que nós emprestássemos a 
alguém a quantia de 1 real a juros de 100% ao ano; no final do ano, essa pessoa deveria nos pagar e 
traria 2 reais: 1 que tomara emprestado e 1 de juros. Isso scri~t justo? A resposta é certamente que 
não; vejamos a razão de tal fato: Se tal pessoa viesse nos pagar seis meses depois do empréstimo, 
nós receberíamos 1 ·1- ! reais, ou seja, neste momento ela estava com 1 -+ ~ reais nosso c ficou com 
esse por mai~ ~eis meses, com juros de 100% ao ano; logo, deveríamos receber 
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no fim do ano. Porém, isto ainda não é jmto. 
Dividindo o ano num número arbitrário n de partes ignais, transcorrido o primeiro período de 
(1 ano)/n, nosso capital estaria valendo 1-·1 ~ reais. No fim do segundo período de (l ano)/n, nós 
estaríamos com (1 + ~ )2 reais, e assim por diante. No fim do ano nós deveríamo~ receber (1 + ~) n 
reais, 'f n; decorre que o valor justo e exato que deveríamos receber pelo real emprestado seria 
( 1 )" lím 1+- -e reais n->oo n 
Agora, considerando x >O e a expressão (1 +~)"',vamos mostrar que tomando valores muito 
grandes para x, podemos fazer o valor desta expressão aproximar-se de c tanto quanto desejemos, 
011 seja, em outras palavras provaremos que limx·-><Xl (1 -1- ~)"' ·oc e (x f- 0). Pondo y = ~ (com 
' x f=- O) equivale mostrar que limy--+0 (1 + y)ii =e (y ,L 0). 
Observação: Seja IR+ o conjunto dos números reais positivos. Definimos a função real 
In: IR+ ~- R pondo, para cada x > O 
1' 1 In x =-- ~dt t 
O número lnx será chamado o logaritmo natural de x. l{elcrnbrando sobre a convensão sobre 
os extremos do intervalo de integração: 
temos, pois: 
In l =O e lnx <O quando O< x < 1. 
Quando x :> l, In ;r: é a área da "faixa de hipérbole" 
Hf- {(i,y) E IR_2; 1 $ t $ x, 0$ y $ 1/t}. 
y 
f(x)= 
~ 
1 
Fig11ra :t'2 
A área hachurada é igual a ln.c. 
1 
X 
X 
X 
Quando O< x < 1, lnx é a iirca da faixa hachurada da Figura 3.3 com o sinal menos. 
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y 
Resumindo, temos: 
f(x)= 
~ 
X 1 
Figura 3.3 
lnl =-O; 
lnx >O, se x > 1; 
Inx <O, se O< rc < 1 
1 
X 
X 
Alguns matemáticos, consideram o logaritmo acima de maneira errônea como lo.Qaritmo rwptr·i-
ano, devido ao matemático John Napier (1550-1617), porém o logaritmo definido por Napier tinha 
valores diferentes deste (ver [2]). 
' Teorema 3.1 Para x f O, temos limx--+O (1 x)7 =e. 
Demonstração: 
Suponhamos inicialmente q1.1e x > O. 
y 
1 
1 ~'----::-!- - - - -1 +X 
1 
Figura 3.4 
1 
X 
l+x 
X 
Assim, In (1 + x) é a área da faixa Hf+:r, a qual está contida no retângulo de base igual a x 
com altura igual a L Como a área deste retângulo é igual a x, segue que In (1 -I- x) < :r; ent.ão, 
~.ln(l-1-.r.)<x,ouseja,ln[(l+x);]< 1.1stonosdizqueonúmero(11 x)!: < 1. 
Portanto, 
(lI ' (1 -1- xF < e, para x > O. 
Por outro lado, notando que a faixa H{_)_"' contém um retângulo de base igual a x e altura igual 
a 1 ~"', logo com área 1 ~"' , temos 
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ou seja, 
Isto nos mostra que 
(2) 
De ( 1) c (2) resulta que 
X 
l+x <in(11-x), 
-1~ <In [{1 1- x)~] 
1 +x 
~ ' ci+~ <(1-1 x)", parax>O 
' ' ' Fazendo x ---+ O vemos que e Tl"7 ---+ e. Como (1 + :r.)" está mais prox1mo de e do que e T=F"i, 
' ' concluímos que limx---+0 (1 + x)" = e, isto é, quando x tende a zero por valores positivos, (1 I x) :< 
tende a e. 
Suponhamos agora que x < O e sem perda de generalidade que x > -1 (pois faremos x tender 
a zero); logo, x + 1 > O e então, podemos considerar In (1 + x ). 
Como -1 < x < O, -ln (1 + x) é a área da faixa de hipérbole li i+x• a qual contém um retângulo 
com base igual ao número positivo -x a altura igual a 1; logo, a altura deste retângulo é -x. Além 
disso, a mesma faixa H i+x está contida num retângulo com base igual a -:r e altura igual a 1_l,", 
e então de área igual ao número positivo 1+:,, e assim e~crevernos 
Observe a figura abaixo: 
y 
1 
1+x 
1 
1+x 
_,. 
-x < -ln(l +:c)<-~· . l+x 
Figura 3.5 
X 
Dividindo os três membros da dupla desigualdade anterior pelo número positivo -x, obtemos 
In(! +x) 1 
1 < < 
X l-f X 
ou seJa, 
' 
1 
J < ln[(l+:c)"] < 1 ' lx 
então 
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' ' e<(l+x):; <er:r; 
donde concluímos que 
' lim(l+xF=e, sex<O. 
a:->0 
Portanto, V x E R temos lim,.,-+0 (1 + x).; =e. 
Ou equivalentemente, limy-++oo ( 1 + ~) Y = e. c.q.d. 
Em particular, dando a n = 1, 2, 3, ... valores inteiros, temos limn-H>o ( 1 + i) n = e que é a 
fórmula clá8sica do número e. 
Teorema 3.2 (ver [1]) O número e é irracional. 
Demonstração: 
Sabemos do cálculo que limn-+oo ( b + TI + ~~ + ... + ~~ ) = e'", onde x E R. Em particular, para 
x = 1, temos: 
(1) 
Suponhamos por absurdo que e seja racional, isto é, e= ~ com p, q E lN e mdc(p, q) = L Daí, 
de (1) nós obtemos 
(2) 
00 1 L, 
i=q+1 1 ' 
Por outro lado, 
1 1 
(q+1)! + (q+2)! + ... 
:! cq~1) + (q+1)1(q+2) +---) 
< 
. 1 
pOlS(q+l)> ( ) Vn>L q+n 
1 
Agora a expressão (q!t) + (q1t)2 + ... denota uma série geométrica de razão r = (q~t) < 1, 
logo sua soma é igual a 
então 
1 
r (q+IT 
--- 1 1 - r 1 - 7::"'T'i\ \q+t, 
1 1 1 
-<--
i) ql"q 
i=q+1 
00 
L 
1 
Logo, retomando (2) com a estimativa anterior, obtemos 
o<~- (1 + ~ + ~ + ... + ~.) < .!:.,.~, q 1! 2.1 q. q. q 
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ou seja, 
(3) 
Observando as desigualdades em (3), vemos que o termo do meio é um inteiro, pois q! cancela 
todos os denominadores das frações aí presentes (ABSURDO, pois como f :::; 1, (3) nos diz que o 
termo do meio é um inteiro não-nulo estritamente menor do que 1). 
Portanto e é irracional. c.q.d. 
Vamos mostrar agora a transcendência do número e. O nome "Teorema de Hermite" é freqüentemente 
dado à afirmação de que e é um número transcendente, pois foi este talentoso matemático francês 
Charles Hermite (1822) quem demonstrou tal afirmação. Depois, matemáticos corno Weierstrass e 
Hilbert simplificaram a prova original de Herrnite. 
Teorema 3.3 (ver [1]) O número e não é raiz de nenhuma equação polinomial com coeficientes 
inteiros, i. e., e é transcendente. 
Demonstração: 
Suponhamos por absurdo que e não seja transcendente, ou seja, existe urna equação polinomial de 
grau m tal que amem + . . . :.1 e + ao = O, onde, sem perda de generalidade, podemos supor que 
ao f. O. Vamos definir a função 
f { ) = xP-1. (x- 1)P. (x- 2)P ... (x- m)P 
X (p J)( 
onde pé um número primo arbitrário. 
Observemos que f é um polinômio na variável x com grau (f (x)) = mp + p - 1. 
Seja F(x) =f (x) + f 1 (x) + ... + f(mp+p- 1) (x); notando que f(mp+p) (x) =O, e como vimos 
que 
então para todo j 
ai foi e-"' f (x) dx = ai.[ -e-"' .F (x)]Í = a1F (O) -ai e-i F (j). 
Multiplicando por e1 e somando sobre j =O, 1, 2, ... , m nós obtemos 
(I) f: (a; e' [ ,-• f (x) dx) 
J=Ü o 
m m 
F(O) Laiei- La, F (i) 
j=O j=O 
m mp+p-1 
-L L a,t(') Ul 
j=O j=O 
Nós alegamos agora que cada J(il(j) é um inteiro e que este inteiro é divisível por p a menos 
que j = O e i = p - L Nós usamos a regra de Leibniz para o produto de duas funções 
( Dk(jg) = E.~=O ( : ) Di j.Dk-j g) novamente. Os únicos termos não-nulos que surgem quando 
j f. O, provêm do fator (x- j)P por diferenciar exatamente p vezes. Como ~ = p, todos tais 
termos são inteiros divisíveis por p. No caso j = O o único termo não-nulo é quando i = p- 1 e 
então 
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Jlp->) (O)~ (-1)' ... ( -m)'. 
O valor de (1) é portanto kp+ao ( -l)P ... { -m)P para algum k E 71... Agora se p > max{m, laol} 
então o inteiro ao ( -ll ... ( -m)P não é divisível por p. Deste modo para p primo suficientemente 
grande o valor de (1) é um inteiro não divisível por p, então não-nulo. 
Agora, vamos estimar a integral em (1). Se O S x :5 m, nós temos 
mmP+P-1 
lf(x)ls; (p- 1)1 
daí 
-:; f ]ajej]11 ~mv+:~1 dx 
.i=O O p . 
m mp+p-1 -~ laiel]m(p 1)! 
a qual tende a zero quando p --t oo (ABSURDO). 
Portanto e é transcendente. 
c.q.d. 
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Capítulo 4 
A constante de Apery 
Definição 4.1 A função zeta de Riemann Ç(s) tem sua origem nas identidades expressas pelas 
duas fórmulas 
onde n percorre todos os inteiros, e 
onde p percorre todos os primos. 
Ambas expressões acima podem ser tomadas como definição de ((.s), onde s é uma variável 
complt>.xa s =a+ it. 
Definição 4.2 A constante de Apery é definida como o valor da função zeta de Riemann quando 
s = 3, ou seja, 
00 1 
({3) = Í: 3 = 1, 202056903... ( Constante de Apery) 
n=1 n 
Esta designação se deve ao fato de que Apery em 1979, demonstrou a irracionalidade de ((3). 
Em verdade, nesta seção mostraremos que ({s) paras= 2 e s = 3 são ambos números irracionais. 
Observação: Denotaremos o mínimo múltiplo comum de 1, 2, ... , n por dn- É fácil verificar 
que: 
TI [~~ TI ~ rr(n) dn = p ogp < p"JQgF < n 
onde L j denota a função maior inteiro definida em (1.17) e 1r(n) denota o número de primos 
menore5 ou iguais a n. Além di550, se tornarmos n suficientemente grande, temos dn < 3n, vi5tO 
l. 1r{n)Iogn 1 que Imn--too n = . 
Lema 4.3 (ver [14]) Sejam r e s inteiros não-negativos. Se r> s, então: 
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(a) I; I; ;~~:dxdy é um número racional cujo denominador é um dívi.sor de d;. 
(h) I01 J01 -1~~~;Yxry8 dxdy é um número racional cujo denominador é um divisor de d~. 
Se r = s, então: 
(c) J; fo1 ;~~:dxdy = ((2)- f;-···- fz ' 
( d) I01 f01 -/~~;11 dxdy = 2. { ((3) - fr- ... - ~} · 
Observação: No caso r =O, nós temos queM somM fs- ... - ~e ~- ... - ~ desaparecem. 
Demonstração: 
Seja a um número não-negativo qualquer. Consideremos a integral 
( 1) 
Desenvolvendo 1_!x11 em série geométrica, isto é, 1_!" 11 = 1 +xy+x
2y2 +x3y3 + ... e substituindo 
em (1), nós obtemos 
(2) 
(3) 
11 11 {xr+u ys+u + xr+u+lys+u+l + xr+u+I+lys+u+l+l + ... }dxdy 
Calculando a dupla integral resulta que 
1' 11 xr+uys+ot oo 1 0 0 1-xy dxdy={;(k+r+a+l).(k+s+a+l) 
Assumindo r > s, então podemos escrever 
= 1 
t; (k +r+ a+ 1).(k + s +a+ 1) 
= 1 { 1 1 } L;:-=-; (k + s +a+ 1) - (k +r+ a+ 1) 
ko=O 
- + ... +--1 { 1 1 } 
r-s s+1+u r+cr 
Logo, se a =O, então: 
1' 1' x'y' 1 { 1 1 } --dxdy=-- -(--+ ... +( ) 0 0 1-xy r-s s+1) r+1 
e portanto a afirmação (a) fica demonstrada. 
Agora diferenciando a integral (1) com respeito a a, nós obtemos 
e calculando em a = O nos dá 
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1' 11 logxy r sd d ---X y X y, o o 1-xy 
enquanto que a soma em (3) se transforma em 
1 { 1 1 } 
--- ( 1)'+ ... +--,-' r-s s+ r 
e então: 
ou seja, 
11 ( 1 logxydd 1 { 1 1} 0 ) 0 --1---x-yxy==-,-_-s (s+1) 2 + ... +r2 ' 
e a afirmação (b) fica demonstrada. 
Suponhamos agora que r= s, logo de (1) e (2) vem que 
(4) 11 t xr+uys+a oo 1 o lo 1 xy dxdy=L(k+r+O"+l)2 k=O 
Fazendo a = O, obtemos 
logo, a afirmação (c) fica demonstrada. 
Diferenciando (4) com respeito a a, nós temos 
og XY r+,- r+ad d L -2 
---x y x y= 1' 1' l 00 0 0 1-xy k=0 (k+r+u+l)3 
e calculando em tJ =O vem que 
1' 11 logxy r rd d ---x y x y o o 1-xy 
logo, a afirmação (d) fica demon:strada. 
Teorema 4.4 (ver [14]) A constante ((2) é um número irracional. 
28 
c.q.d. 
Demonstração: 
Seja n um inteiro positivo e consideremos a seguinte integral 
(1) 1' 1' (1- y)"Fn(x) dxdy, o o 1-.r;y 
onde P.,(x) é um polinômio tipo Legendre dado por n!P.,(x) = { d~} n 1:n .(I - x )". Temos que 
Pn(x) E Z[:c]. Pelo lema anterior (parte (c)) a integral (1) é igual a (A.,+ ll., ((2))d_;;-2 para algum 
An e Bn ern Z. Em seguida, tomando: 
{ ' u -- 1-.-y dv = P,(x)dx 
e fazendo n-passos de integração parcial com respeito a x, a inlegral (1) se transforma em 
(2) (- )" y - y X - .T. d d 1' 1' "(1 )" "(1 )" 1 I )" +1 X y. o o 1-xy" 
Agora, consideremos a função de duas vadáveis 
P(x y) _ y(1- y)x(1- x) 
' (1-xy) 
para todo O ::::; x ::::; ] , O ::::; y ::::; 1. 
Obviamente F(x, y) =- F(y, x ), além disso: 
) ( X ) 
.!!._F(x y)= y(l-y .1-2x l.r: y 
ax ' (l-xy) 2 
a 
811
P(x,u) ... :r:(l-x).(l- 2y+y
2x) 
(1 - .?;y )2 
AHsim, vamos analisar os ponloH crilicos de F(x,y) na região indicada na Figura -1.1: 
x=y 
F(x,y) 
1 
Figura 4.1 
a 
-F(x,y)- O ::::;.. 
ôx 
y(J- y).(J- 2.r; + .T2 1J) 
- o (1-xy) 2 -
1 - 2x + x 2 y =O 
pois, y(1- y)-/- O V O< y < 1, cnlão y = 2~-l· 
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x(1- x).(1- 2y + y2x) 
::::} =O (1 xy)' 
a 
ByF(x,y) ~O 
:::::} 1-2y+y2x=O 
pois x(l- x) =f:. O V O< x < 1, então x = 211-;1 . 
Disto concluímos que as derivadas pardais se anulam simultaneamente se e somente x = y. 
Mas ao longo de x = y, temos: 
1-2x+x3 =O=> (x-l).(x2 +x -1) =O-[ 
e 
1-2v +u' ~o=> (v -1).(v'+v-1) ~o-[ y'=~ 
y 11 = -1-I ( não convém) 
Logo, o ponto (x,y) = ( 4-I, J%- 1 ) é um ponto crítico de F(x,y), e como 
F(J5-1 J5-1) 
2 ' 2 
(~)'(~)' 
(~) 
~ (v'52- 1) e-2v'5r 
e e -2v'5r ~ ( v'52- 1 r 
então 
( v'5-1)' F(x,y) ~ 2 
para todo O S x ~ 1, O ::::; y ::; L 
Então a integral (1) é limitada em valor absoluto por 
{ v'5-
1 }'n r' r' - 1-dxdy ~ { v'5 - 1 }'" Ç(2) 
2 Jo }0 1- xy 2 (pela observação feita no Lema (4.3).) 
Como a integral (2) é não-nula, nós temos: 
e portanto, 
para n suficientemente grande. 
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Isto implica na irracionalidade de ((2), pois como An, Bn E Z se ((2) fosse racional a expressão 
em módulo seria limitada abaixo independentemente de n. c.q.d. 
Teorema 4.5 (ver [14]) A constante de Apery ((3) é um número irracional. 
Demonstração: 
Consideremos a integral 
(I) 1' 11 logxy --Pn(x)Pn(y)dxdy, 0 0 1-xy 
onde n1Pn(x) = {t,rxn(1-x)n. 
Pelo Lema (4.3) (parte{d)) a integral (1) é igual a (An + Bn ((3))d;; 3 para algum An E Z e 
Bn EZ. 
Observando que - ~o!.;ff = J01 1 (1 1 "'lilz dz então podemos escrever a integral ( 1) como 
Tomando 
1' 1' 11 Pn(x)Pn(Y) dxdydz o o 0 1 (1 xy)z 
{ 
u = (1 (1 ~y)z) 1 
dv = P(x)dx 
e fazendo n-passos de integração por partes com respeito a x, a integral (1) se transforma em 
1
'1'1'(xyz)n(1-x)nPn(Y)d d d 
o o o (1 (1 xy)z)n+I x y z 
Agora, substituindo w = 1 (~-~y)z nós obtemos 
1
'1'1' (1-x)nPn(Y) d d d 
o o o (1- (1- xy)w)) x y w. 
Utilizando novamente o argumento 
{ 
u- ' 
- (1 (1 :~:y)w) 
dv ~ Pn(y)dy 
e fazendo n-passos de integração parcial com respeito a y, nós obtemos 
(2) 
Vamos considerar a função de três variáveis 
Daí: 
8F 
8x 
8F 
8y 
) _ x(l - x)y(l- y)w(l - w) F(x,y,w - 1 (I xy)w para O :5 x,y,w :51. 
( ) ( ){ [1-(1-xy)w].(l-2x)-x(l-x).yw} yl-ywl-w [1-(1-xy)w]' 
( ) ( ){ [l-w-2x+2xw-x'yw]} 
= y 1-y w 1-w [1- (1-xy)w]2 
( ) ( ){ 1-w-2y+2yw-y
2xw} 
= x 1- x w 1- w [1 _ (1 _ xy)w]2 
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BF 
Bw ( ) ( ) {
[!- (1-xy)w].(l-2w) -w(l-w).(xy -I)} 
= xl-xyl-y (! ( ) ]' 
- 1-xyw 
{ 
1- 2w +w2 -xyw2 } 
x(l- x)y(l- y) [I- (I- xy)w]' 
assim: 
{ 
1- w -2x +2xw- x2 yw ==O 
1- w- 2y + 2yw -y2xw =O 
1- 2w +w2 -xyw2 =0 
Dal.!!. equação temos: w(2x -1- x 2y) = 2x -1. 
Da~ equação temos: w(2y -1- y2x) = 2y- 1. 
Dividindo , obtemos: 
i.e., 
2x-1-x2y 2x-l 
2y 1 y2 x = 2y- 1' 
eentãox=y. 
e 
Substituindo x = y na 1.!!. equação temos 
2x- 1 
1-w- 2x +2xw -x2w =O ::<- w = 2x 1 
Por outro lado, da 3!! equação temos: 
l-2w +w2 -x2w2 = O 
l-2w+(l-x2)w2 = O 
1 _ 2 ( 2x-1 )+(l-x')( 2x-1 )' 2xlx3 2xlx3 o 
3. 
X 
2x -1-x3 -4x+2 
2x-l-x3 = 
(x2 - 1)(2x- 1) 2 
(2x 1 x3)2 
{ -x3 - 2:r: + 1).(2x- 1 - x3 ) 
(x3 + 2x -l)(x3 - 2x + 1) 
(x 3 + 2x- l)(x- 1)4(x2 + x- 1) 
x 5 + 2x3 - x 2 +x4 +2x2 - x -x3 - 2x+ 1 
(x2 - 1)(4x2 - 4x + 1) 
= (x2 -1)(4x2 - 4x + 1) 
(x- 1)4(x + 1)(4x2 - 4x + 1) 
4x3 - 4x2 + x +4x2 -4x + 1 
x5 +x3 +x4 +x2 -3x+l 4x3 -3x+l 
x5 +x4 -3x3 +x2 O 
x2 (x3 +x2 -3x+l) O 
x 2(x- l)(x 2 + 2x- 1) = O :::> x = y = ../2- 1 
w 
2x -1 
2x-1-x3 
2()2-1)-1 
2()2-1) -1- (v'2-1)' 
2)2- 3 
2)2- 3- 5)2 + 7 
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logo: 
F(x,y, z) 
2.;2- 3 (4 + 3.;2) 
4- 3Vl. (4+ 3Yl) 
-.fi 
-2 
v'2 
2 
v'2 F(Vl -I, V2 -I, -zl 
(Vl- 1)'(1- (.fi -1)) 2.;2/2(1- v'2/2) 
1- (1- (.fi -1)(.;2 -1)hi2/2 
(v'2-1)(5Yl-7) 
< (Vl- 1)4 
ou seja, o máximo da função a:(I tlf? "'~,w~ w) ocorre quando x = y e portanto nós temos 
x(l- x)y(l- y)w(l- w) < (Vl _I)' 
I (I xy) w -
para todo O$ x,y,w :S 1. 
Então a integral (1) é limitada superiormente por 
(-h_ 1)4n t t (1 ( 1 ) dxdydw = lo lo lo 1 - 1 - ;cy w 
= (.../2 -1)4n r r -logxy dxdy lo lo (1-xy) 
= 2(V'2 -1)4n((3) (pela observação feita no Lema (4.3)). 
Como a integral (2) é não-nula nós temos 
O < IAn + Bn ((3)d~ 3 1 < 2((3)( Vl- 1)4n 
e então 
o < IA.+ B. ((3)1 
< ((3)d~(J2 -I)'" 
< 2 ((3) 27"(Vl -1)4n 
< (~r 
para n suficientemente grande, o que implica na irracionalidade de Ç(3). 
Teorema 4.6 (ver [13])Uma representação em série para ((3) 
K' { ;;:.., ((2n) } 
((3) ~ 7 1 - 4 ;S; (2n + 1)(2n + 2)2'" 
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c.q.d, 
Demonstração: 
Consideremos a série binomial 
00 
(I) (1 - x2 )-~ = 1 +L: C~;x 2k 
k=1 
. ( -1/2 ) ( 2k ) a qual converge para lxl < 1, com coefinentes C~; = ( -1)k. k = 2-2k k 
onde ( ~ ) designa o coeficiente binomial generalizado definido no teorema (1.20). 
Integrando a identidade (1) em relação a x, obtemos: 
(2) 
Dividindo (2) por x segue que 
e integrando novamente, temos 
(3) l x oo 2k+t r 1sen-1tdt =X+ L ck ( ~ )2 o k=l 2+1 
Tomando u = sen- 1t, a integral do lado esquerdo de (3) se transforma em 
1 
... -,, 
0 
ucotu du, 
e substituindo x por sent em (3) nós temos 
(4) l t oo sen2k+lt ucotudu =L (2k 1)2. O k=O + 
Por outro lado, como 
ucotu=1-2t Ç;;:)u2n, 
n=l 
então de (4) vem que 
oo ((2n) t2n+1 oo sen2k+lt 
t- 2 2: 1f2n 2n+1 =LCk(2k+1)2 
n=l k=O 
Integrando de O a I e usando o produto de Wallis (ver [5]) na forma 
C, lt sen2k+lt dt = ""'1:...,,. 
o (2k+l) 
nós então obtemos 
11"2 oo ((2n) (1r/2)2n+2 
8- 2L ~'" (2n+1)(2n+2) 
n=l 
oo I 
L:(2k+l)' k=O i í(3) 
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1.3 ..... (2k-1) 
2.4 ..... (2k) 
e portanto, simplificando a equação acima temos 
_ ~' { _ 4 f- ((2n) } ((3) - 7 1 ~ (2n + 1)(2n + 2)2'" 
c.q.d. 
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Capítulo 5 
A constante de Euler 
Além dos três símbolos e, 1r, i pelos quais Euler em grande parte é responsável, uma outra constante 
importante na matemática, também devida a Euler, freqüentemente denotada por "' é definida pela 
seguinte relação 
. ( 1 1 1 ) 
"'f= hm 1+-+-
3
+ ... +--logn =0,5772156649 ... 
n->oo 2 n 
Euler em 1735 obteve o valor 0,577218, porém em 1781 ele calculou com maior prec1sao o 
valor 0,5772156649015325. Vários outros matemáticos continuaram a tentativa de encontrar uma 
excelente estimativa para "f, dentre eles Gauss, que encontrou 'Y = O, 57721566490153286060653 ... ; 
já famosos matemáticos astrônomos como Shanks que obteve 110 casas decimais (das quais 101 
corretas) enquanto .J.C. Adams, provavelmente estendendo o trabalho de Shanks, encontrou 'Y 
com 263 casas decimais corretas. O valor encontrado por Adams perdurou até 1952, quando 
.l.W. Wrench .lr. calculou 'Y com 328 casas decimais precisas. Hoje já existem vários métodos 
computacionais proporcionando o cálculo de 'Y com milhares de casas decimais; entretanto, não é 
de nosso interesse aqui. Apesar do conhecimento de 'Y com mais de 30000 casas decimais, não é 
sabido se 'Y é racional ou irracional. A título de informação, alguns autores consideram a constante 
'Y como a constante de Euler-Mascheroni, devido ao fato de que Mascheroni calculou 'Y com 32 
casas decimais corretas (ver [11] e [23]). 
Neste capítulo, apresentaremos algumas propriedades da constante 'Yi como primeiro resultado, 
vamos dar lUlla simples demonstração de que O < 'Y < 1. 
Teorema 5.1 (ver [5]) O< "f::: limn->oo (1 + ~ + ... + ~) ~ logn < 1. 
Demonstração: 
Primeiramente observemos que: 
• sexER, x>Oentão,log(1+x) <x; 
• se x E R, O< x < 1 então, ~log(l-x) > x; 
daí: 
• se x ::: ~, temos; 
-log(1- -fi)>*> log(1+ ~),ou seja, 
-log {n;;-t) > ~ > log (ntl) 
36 
• se x = -'- temos: n-1 
-log (1- n~l) > n~ 1 > log(1 + ,.~ 1 ), ou seja, 
então 
log(~=n > n~l > log(n::_l) 
c assim por diante. 
logG) >i> log(j) 
log(f) > 1 > log G) 
1=l>log(f) 
I+ logn > L~ > log(n + 1), ou seja, 
log(n + 1) <L:~< 1 ·I logn c portanto, 
log(n + 1) -logn <L t -logn < 1 + logn -]ogn 
log ("~~ 1 ) <L:~ -logn < 1 
log (1 1- ~) <L~- logn < 1 
Agora, quando n _,.=temos que limlog (1 -1- ~) =O, e então 
O< lirn (~ _!_ -logn) =r< 1. 
n--+oo L..t n 
Teorema 5.2 (ver [24]) Para todo número natural n, temos que 
1 
2(n + 1) 
d l 1 1 l l on elln'--1+2+3+---+;:;-- ogn. 
Demonstração: 
1 
<D-"'<-
n ' 2n 
c.q.d. 
Vamos justificar o limitante superior através dos argumentos geométricos que apresentamos a 
seguir: Observamos inicialmente que a soma 1 + ~ +- ... + -;, correspondc à sorna das áreas dos 
retângulos de base igual a 1 e altura igual a ~ como segue 
1 
~ 
I 
1 
f(x)= 
/L/ 
' -
2 3 n 
Figura 5.1 
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1 
X 
além disso, ternos também que log n representa a seguinte área hachurada abaixo 
f(x)= 
/L? 
1 n 
Figura 5.2 
1 
X 
Portanto, observando as figura:; anLeriores, vemos que Dn corresponde à área hachurada a seguir 
1 
112 
113 
Figura 5.3 
Por outro lado, observamos que 1 geometricamente corrcsponde à área do quadrado de lado 
menos a soma das infinitas áreas assinaladas abaixo 
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1 
1/2 
1/3 
1 
f(x)= ~ 
~ 
---
n 
Figura 5.4 
que equiwtle a dizer, que 1' é a soma das infinitas áreas abaixo 
1 
1/2 
1/3 
1 
f(x)= ~ 
~ 
---
Figura 5.5 
Pelas observações feitas acima, podemos concluir que Dn - 7 é estritamente menor do que 
2~, uma vez que estamos adicionando áreas inferiores à metade (já que o v;ráfico tem concavidade 
voltada para cima), c portanto a soma de todas elas será inferior à metade da área total do relàngulo 
que é igual a ~-
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y 
~ Rn+l 
~ 1 y X 
X 
n +l n +2 
Fig"ura 5.6 
Para estl\belccermos o limite inferior, nós inscrevemos em cada região pseudo-triangular Rn, Rn+J, Rn+2> ... 
um certo triângulo definido como segue (a figura 5.7 ilustra a construção para Rm)· O triângulo 
inscrito (escurecido na figura .?.7) tem a mesma base de R"" mas sua hipotenusa é a extensão da 
hipotenusa do próximo lriângulo circunscrito (o claro da fuwra 5.7). A concavidade da hipérbole 
assegura que esta exlensão 
m m +I m +2 
Figura 5.7 
Como o triângulo inscrito é congruente a qualquer circunscrito, e corno a área deste é ~ ( m~-l - m\ 2), 
segue que 
área(R:m) > - --- --1 ( 1 1 ) 
2 m+l mf-2 
Somando essas relações sobre os valores de m, nós temos que 
> 
1~(1 1) 2];, m+l- m+2 
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I 
2(n +I) 
I desde que - -4 O 
m 
Teorema 5.3 (ver [17]) Para todo número naturaln, temos que 
I I 
24(n+1)2 <Rn-"(< 24n2' 
onde Rn = 1+! + ... + ~ -log(n+ !). 
Demonstração: 
Consideremos x E R com x > O, e definamos a função 
f(x) = --1- -log (x + ~) +log (x + ~) X+ 1 2 2 
Observemos que, 
Rn- Rn+l = 
c.q.d. 
= 1 +!. + ~ + ... +!.- log (n + !) - [1 +.!. +.!. + ... +.!. + - 1- -log (n + ~)] 2 3 n 2 2 3 n n+l 2 
= --
1
--Iog(n+.!.) +log(n+~) 
n+ 1 2 2 
= f(n) 
e também que, 
ou seja, 
f '(x) = 
portanto 
f'(x) (-1).( -l).(x + 1)-'- _I_+ _I_ 
x+t x+~ 
I I I 
"(x:-+,-.,1)"' - x-+-~ + x-+-~ 
(x+ ~). (x+ !) - (x+l)'. (x+ !) + (x+ 1)'. (x +í) 
(x + 1)' (x + !) . (x+ ~) 
(x' + !x +~X+ i) - ((x' + 2X + l).(x + !J) + ((x' + 2x + 1).(x + m 
(x + 1)'. (x +i). (x + D 
x2 +2x+ 1- (x3 + ~x2 +2x2 +3x+x+ ~) + (x3 + !x2 +2x2 +x+x+ !) 
(x+ 1)'. (x + i). (x +i!) 
(,&:2+ fJ.x +i- fo3- ,%x2- f2x2- ftx- h- fts+ ,.txz+ fJ.xz+ ftx + t) 
(x + 1)'. (x + ! ) . (x + ! ) 
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c então. temos que 
-f'(x) < -~. (x I ~)-' 2 . 
Por outro lado, como limx__,.oo j(.'r) =O, segue que 
f(k) ~ -1+= f'(x)dx < ~ t= (x + ~)-' dx ~ _J_. (k + ~)-' 
k 4 J,., 2 12 2 
Também como (k + ~) 2 > k.(k + 1), vem que 
( 1)-3 k + 2 < 1 2k + 1 ;z· k 2 (k + 1)2 
('H -3d 
Jk X .X. 
Na verdade, geometricamente fica evidente que ( k + ~) -J é menor que a área sob a curva 
y = x-3 para k :s; x :s; k + 1. Veja a figura 5.8: 
k 
Então, 
ou seja, 
(1) 
k + .!.. 2 k + 1 
Figura 5.8 
= 
I:(Rk- Rk.;-1) 
k=n 
= 2: f(k) 
k=n 
< 1 = ( T' 12~ k+2 
< 'f 12 n x-3dx 
1 
-
24(n) 2' 
1 R-~~<--
n ' 24n2 
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Por outro lado, observemos que 
daí segue que 
3 
= x2 +2x+ 4 
< x2 +2x+l 
(x + 1)', 
-F(x) >~(:r+ 1)-4 
e procedendo com o mesmo raciocínio, obtemos 
f(x) -100 f'(x)dx 
1 roo 
> 4 },. (x + 1)-4 dx 
~ _!_(k + W' Qá que lim f(x) ~ 0), 12 o:---+00 
e então 
00 
Rn-,~~)R,-Rw) 
k=n 
00 
~ I: f(k) 
k=n 
1 00 
> - I;(k + 1)_, 12 
k=n 
1 00 
> 12 I;x-'dx 
nH 
1 
24(n + 1)'' 
ou seJa, 
(2) 1 24(n+1) 2 <Rn-'Y 
De (1) e (2), vem que 
1 1 
24(n + 1)2 < Rn - 7 < 24n2 
Teorema 5.4 (ver [19]) 
. ~- (senx ) lnx hm -- -cosx -dx = 1-7 
p---++oo 1. X X 
' 
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c.q.d. 
Demonstração: 
Consideremos I(J.L) = Ji (•e;"'- cosx) 1:"'dx, 
" 
ou seja, I(p,) = Ji (senx ,§COSI!') lnxdx. Vamos 
" resolver a integral, através da integração por partes: sejam u = Inx, então du = ~dx e dv = 
5en:& .rxc05 "'dx, então v= 1- se~""; daí: 
logo, 
"n~ 1 (1) (1) {" ( "nx) dx lnJ.L--;--Inp-In;;+J.Lsen ;; .In ;; - }J. 1--x- -;;-
" 
lnp---.lnJ.L-l~+lnJ.L+J.Lsen - .lnJ.L- 1----sen~ (1) /,"( "nx)dx 
J.L J.L t X X 
sen~ ( (!)) f"( senx)dx 
--;-.lnJ.L+ 1-J.L.Sen P, +lnJ.L- }J. 1----;--;;-
" 
Por outro lado observemos que: 
--dx ;," I l. 1 +X 
" 
ln(l + x)l~ 
' 
ln(l + p.) -In ( 1 + ~) 
( " + 1) In(! + ~) -In -~-
1 (!:.:t:..!:) n !:±! 
" In(~) 
portanto, podemos escrever 
ou ainda, 
In" ( I) 1" (senx x ) dx I(tt) = -SenJ-t.- + 1- psen- lnJ.L + ---I+-- -
IJ. jJ- .1. X 1+x X 
" 
I(tt) = -senJ-t.- + 1 - p.sen- In J.L + -- - -- -lnp ( 1) 1" (senx 1 ) dx 
/1 J.L .1. X 1+x X 
" 
Agora, como limx-+oo h~x =O e 1 -11-sen (~) ...., ~e, além disso como a integral sob [O, +oo] 
é absolutamente convergente, temos que 
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I, I()-1=(""" 1 )dx lffi Jt- ----- -
1'--l'+co o x l+x x 
Por outro lado, utilizando a conhecida relação "f = 1- J0+00 [ se;'t - t~t J ~t, nós temos 
. /," (senx ) lnx hm ---cosx -dx=l-1' 
J..!-++oo .1 X X 
" 
c.q.d. 
Teorema 5.5 (ver [20]) (Uma representação em série para 'Y) 
Demonstração: 
Consideremos a função f(x) = -(x- L x j ) +~.onde L x J denota a função maior inteiro definida 
em (1.17). Se s = a+it é uma variável complexa satisfazendo !R(s) = CJ > O, então temos a seguinte 
representação para a função zeta de R.iemann Ç(s) (definida em (4.1)), 
((s) = ~1 + 1-8 r+X> X- 8~~ j dx 8- lt X 
multiplicando por (-1) ambos os lados, obtemos: 
isto é, 
8 r+=- (x- l X j ) dx ~ --'- + ((8) ~- (-'-- ((8)) 
} 1 xs+l s- 1 s - 1 
e daí, somando e subtraindo t no numerador do integrando obtemos: 
(x- l x J ) - l ],+= l ( 8 ) 
'-------'':;:;'C'----'-2 . dx + s --'-dx =- --- ((s) 
xs+I 1 xs+I s - 1 
ou seja, 
],+= f(x) 1 ],+= dx ( ' ) 8 -dx--s -~- ---((•) 1 xe+l 2 1 xs+I 8 - 1 
e considerando o fato de que ! s JtJC' x~$ 1 = ! , obtemos 
(1) ' -dx~- --((8) +-, !+= f(x) ( 8 ) I 1 x 8+1 s - 1 2 
a qual é igual a 'Y- ! paras = 1, de fato: 
Como 1im8 -+1+ ( Ç(s)- s~l) = 1, temos que: 
-C~1 -Ç(s)) +~=-G=~+ ~~1 -Ç(s)) +~, 
logo, prusaando o limite quando s -t 1 + obtemos 'Y- !· Agora vamos definir a função 
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(2) g(x) ~ J(x)- J(~x) 
assim 
(3) 
(4) 
(5) 
X - 4 - 2 { 
l.seO<x- LxJ <! 
g( ) - -;} se ~ ~ x - L x J < 1. 
De (2) segue que f(x) = L:o g(~;'"l, e se !R(s) >O nós temos 
/,
00 J(x) d _ Loo 1 ~+oo g(2'.x) d 
' --X _, --X 
:z;s+l - 2; xs+l 
1 ;=O 1 
Fazendo y = 2i.x em (4), nós obtemos 
Tomando s = 1 e observando que L:1=o 2k(s-l) = 1 +i, então 
Daí de (3) segue que 
1m+! g(y) -dy m y2 = ~ rm+t dy - .!. rm+l dy 4 }m y2 4 Jm+f y2 
1 
(2m)(2m +!)(2m+ 2) 
e portanto, 
46 
c.q.d. 
Capítulo 6 
, 
A Razão Aurea 
Nós iniciamos o capítulo com um problema de estética; consideremos o seguinte segmento de reta: 
Agora indagamos, como seria mais "agradável" dividir tal segmento em duas partes? 
Em princípio, alguém poderia responder imediatamente para particionarmos o segmento em 
duas partes iguais com ba.se na noção de ponto médio 
Porém outros poderiam dizer para particionarmos o segmento em 1-4 ou 1-3 pontos. 
De qualquer modo, a resposta "correta" 1 não é nenhuma destas, e é encontrada na ciência West-
ern dos antigos gregos avançados (sábios teóricos que falavam dela como o princípio da "simetria 
dinâmica" ou ''simetria ativa"). Se considerarmos o pedaço do lado esquerdo com comprimento 
igual a u = 1, então o pedaço do lado direito será de comprimento igual a v =O, 618 .... (ver [26], 
[28], [29]). 
Definição 6.1 Um segmento de reta particionado desta forma é dito ser dividido em seção áurea 
ou seção divina. 
Agora, como poderíamos justificar de modo a favorecer esta particular divisão com tal status? 
Na verdade, o pensamento é que o comprimento u está para o comprimento u +v, assim como o 
comprimento v está para o comprimento u; em símbolos temos: 
u v 
u+v u 
Daí, tomando rjJ = ;, e observando que 
1 1 v u +v u 1+- = 1+- = 1+- = -- =- = ~ 
rp ~ u u v 
obtemos a equação quadrática em rjJ 
(1) ~2 -~-1=0 
A raiz positiva da equação {1) é dada por 
1 + v'5 ~ = 2 = 1, 6180339887 ... 
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uma constante a qual é chamada razão áurea ou proporção divina 
Observemos que se u:::: 1, então 
como vimos anteriormente. 
Primeiramente, estudamos a relação entre cp e os números de Fibonacci. 
Definição 6.2 A seqüência de Fibonacci (ou simplesmente números de Fibonacct) é a seqüência 
Fo, F1, ... , Fn definida por: 
{ 
Fo:::: O,F1 :::: 1 
Fn::::: Fn-1 +Fn-2, n ~ 2 
assim, (Fn) = (0, 1, 1, 2,3, 5, 8, 13, ... ). 
Então, vamos ver o que relaciona cp com a seqüência de Fibonacci. Inicialmente notemos que: 
~ = l+i = 1+ ' = 1+ I + I I + I 
1 I + I 
1 
= I+ I + I 
I + I 
I + I 
1 
I+ I + I 
I + I 
I + I 
I + I 
~ 
ou seja, cp está representada como uma fração contínua infinita simples e, além disso, olhando para 
as frações contínuas parciais, observamos que: 
l+f, I + I > I = 
'' 
I+ ' = I+! t, 1 + I ' 
I 
I+ l+ffi ' I + I ,, 
I + I 
I 
I+ I + I l+ffi ~ 
I + I 
I + I 
I 
assim, todos os resultados são razões de sucessivos números de Fibonacci. Vejamos a seguinte 
tabela abaixo 
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Razão Valor 
1/1 1 
2/1 2 
3/2 1,5 
5/3 1,6666 
8/5 1,600 
13/8 1,625 
21/13 1,6135 
34/21 1,6190 
55/34 1,61764 
89/55 1,6181818 
144/89 1,617977 
233/144 1,6180556 
377 233 1,6180258 
610/377 1,6180371 
Isto motiva a seguinte conjectura limn--too Fp:;-1 = ifJ. Para a demonstração de tal fato, necessi-
tamos do seguinte resultado auxiliar: 
Lema 6.3 (ver [9]) 
F: ~_2_(1+J5)n __ 1 (1-J5)n n >O 
n)52 )52' 
Demonstração: 
Multiplicando cada membro da relação de recorrência Fn = Fn-l + Fn-2 por xn, obtemos 
( 1) 
Somando a relação (1) para n :::::_ 2, temos 
00 00 L Fn-lXn +L Fn-2Xn 
n=2 n=2 
00 00 
~ ..., n-1 + 2 ~ ..., n-2 
X ~rn-IX X ~rn-2X 
n=2 n=2 
00 00 
= x L:; Fnxn +x2 }:Fnxn 
n=l n=O 
Agora, seja f(x) a função geradora para a seqüência F0,Ft, ... , Fn, ... (veja definição (1.17)), 
logo podemos reescrever a equação acima como 
f(x)- Fo- F:,x ~ x(f(x)- F:o) + x2 f(x) 
Mas Fo = O e Ft = 1, daí obtemos 
(1- x- x2 )f(x) ~ x 
ou seja, 
(2) 
Agora, vamos desenvolver (2) em série de potências, o coeficiente de xn será então Fn. 
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Calculando as raízes do polinômio 1- :r- x 2 e lembrando que x-a== -a (1- ~),temos 
(3) f(x) 
daí: 
logo: 
X 
(I ')(I •) -~ --';A 
A B 
1 - !±L§: X + ~~-_-,i'-:-,;;-r.;-X 
' ' 
{ 
(usando frações parciais) 
A (1- ~x) +B (1- ~x) 
(1-1+/Sx) (1- 1- 2YÃx) 
(-~A-~B)x+A+B 
1 x x2 
substituindo os valores de A e B em (3) e desenvolvendo os termos obtemos: 
f(x) 
e portanto 
Teorema 6.4 (ver [9]) 
I I I I 
F =-1 (l+v'5)" __ I (J-y'5)" 
"v'5 2 y'5 2 
l • Fn+l A.. 
'm --="'' 
n-Jooo Fn 
c.q.d. 
isto é, quando n -t oo o limite da seqüência de quocientes de sucessivos números de Fibonacci é a 
razão áurea. 
Demonstração: 
Pelo Lema anterior, temos: 
F _...!c_ I+Vs _...!c_ 1-Vs ( )n+' ( )"+' n+l - .J5 2 y'5 2 
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daí 
1 - ,;r; 
onde a= ,~,;r; = 
-,-
F"= 
1 
J5 
l 
J5 
' (i=h!'5)n-i-l _ _l_ (i-v'fi)nH 
;:752 ,)52 
' ('+v")n _ ' (l-v")n 7s 2 "75 ---r-
( )
n+l 1-l;v'5 
< 1, e conseqüêntemente temos, 
2 
c.q.d. 
Em seguida vamo:s analiz<tr a conexão geométrica entre a razão áurea d.> e os números de Fi-
bonacci. lnióalmente, chamamos de nctdngulo áureo àquele cuja razão de scns lados é aproximada-
mente igual à razão áurea </;, por exemplo urn retângulo com lados iguais a 8 e 5. Os retângulos 
áureos foram descobertos pelos antigos gregos via geometlia. A construção geométrica de um 
retângulo áureo pode ser feita como segue: 
lw lw 
2 
•I• 2 I< •I 
í 
w ' 
1 
1 w 
2 + ' 
c 
Figura 6.1 
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Começa-se com um quadrado, o qual é dividido ao meio pelo segmento de reta pontilhado como 
mostra a figura 6.1 ; logo após um arco de círcunfcrência é traçado com centro em C e raio r; este 
é um retângulo áureo, de fato: 
Pelo teorema de Pitágoras, lemo~: 
e então 
w 
l=- I 
2 
1 ' ' 4UI +UI 5 ' -w 4 
!5 (1+ !5) l 1 + !5 
-w - ~-;;-~w ::;;} - = -- ~ q, 
2 2 UI 2 
Agora, consideremos a figura 6.2 que segue: 
Ó - I 
só- 8 
s-3ó 
I 2 ó- 3 2- ó 
Figura 6.2 
Começamos com um simples retângulo áureo (de comprimento igual a rjJ e largura igual a 1); 
existe uma seqüêneia natural de retângulos áureos colocados um dentro do outro, obtidos pela 
remoção do quadrado mais à esquerda para o primeiro retângulo, e do quadrado mais à direila 
para o segundo relàngulo, etc. 
O comprimento e largura dos n retângulos áureos podem ser escritos por expressões lineares 
a +b.rjJ onde os eoefieientes a e b são sempre números de Fibonacci. Esses retãngulos áureos podem 
~er inscritos em uma espiral logarítmica como a desenhada na figura 6.2 .. 
Assumindo que o canto esquerdo mais baixo do primeiro retângulo seja origem de um sistema 
xy de coodenadas, então um ponto de aeumulação para tal espiral é (x 00 , y00 ) = ( 1153 1>, ~). 
Tais espirais logarítmicas são "equiangulares" no sentido que toda reta através de (:1: 001 y00 ) 
corta a espiral em um ângulo constante o:. Neste caminho espirais logarítmicas generalizam 
círcunfc>rências ordinárias (para os quais o: "- 90°). Na espiral logarítmica desenhada acima aparece 
o ãngulo constante o = arccot (~In rP) = 72,968. graus. Espirais logarítmicas são encontradas 
facilmente na natureza, por exemplo, os cascos de conchas, marfins de elefantes c desenhos de 
girassóis e pinheiros. Uma outra aplicação geométrica da razão áurea surge quando inscrevemos 
um pentágono regular dentro de uma dada círcunferência por meio de régua e compasso. Isto 
é conseqüência do [aLo qne 2 cos ( -g:) - f/; e 2sen ( "K) =· yl3 - f/; (ver [26] e [28]). A razão áurea 
também possui uma expan::;ão infinita simples em radicais 
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Entre outras possíveis fórmulas envolvendo a razão áurea (jl, convém mencionarmos duas famosas 
fórmulas devidas a Ramanujam (ver [27] e [28]): 
1 e-2rr 
( y'W5- ~) el' 1+ ,, 1 + e 
1 + e 
,, 
1 + e 
,, 
1 + e "' ~
e 
1 e-21Tv'5 
~ 1+ [ ~ ,-~J.e~ 1 + e 4rrv'5 HV54/3.(,P 1)5/~ 1 + e-6rrv'5 
1 + e 6rrv'5 
1 + e 10rrv'5 
~ 
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Capítulo 7 
A Constante de Niven 
Definição 7.1 Se g(x) >O, V x;::: a, nós escrevemos f(x) = O(g(x)) quando o quociente !f;j é 
limitado parax 2: a, ou seja, 3M> O tal que lf(x)l::; Mg(x), V x 2: a. (lê-se: f(x) é "o" grande 
de g(x)). 
Definição 7.2 Dizemos que f(x) = o(g(x)) quando x-+ oo se lim:.-too !t;l = O.(lê-se: f(x) é "o" 
pequeno de g(x)). 
Definição 7.3 Para todo inteiro positivo m > 1, sejam= {p1)a1 .{p2 )a2 .... . (p~;:)a• denotando a 
fatoração prima de m. Defina as seguintes funções 
h(m) = { 1 ~em= 1 
mm(a1,a2, ... ,a~;:) sem> 1 
e 
H(m) ~ { lsem:::::l 
max(a1,a2, ... ,a~;:) sem> 1. 
Ivan Niven (ver [30]) mostrou que: 
1 n 
lim -'E h(m) = 1 
n-+oo n 
m=l 
e 
lim 
2:::, ,h(m) -n ((3/2) 
,fii - ((3) n~oo 
onde ((x) denota a função zeta de Riemann definida em (4.1). Além disso, Niven provou que 
onde 
1 n 
lim -"' H(m) ~C 
n-+OO n L...t 
m=l 
c~ 1 + ~ ( 1- ((~)) ~ 1, 705211 ... 
devido a tal fato a constante C é conhecida como Con.stante de Niven. 
Teorema 7.4 (ver [30]) 
n L h(j) ~ n +c,fii + o(Jn) 
m=l 
.J~ <(:u& onu.e co::::::~-
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Demonstração: 
Consideremos S o conjunto dos quadrados dos números naturais e S(n) o número de elementos de 
S que não excedem n; além disso, seja To conjunto dos inteiros positivos m tais que h(m) 2': 2. 
Cada elemento m E T tal que m ~ S pode ser escrito de forma única como 
{1) m=k2 .Qt.Q2 ••. Qt, (qt.Qz ... qt)lk, t~l, ondeqt,qz, ... ,qtsãoprimosdistintos. 
Agora, fixemos q1 .q2 ••. flt e consideremos o número de elementos de T que são :S n e têm a 
forma (1) para algum k. Isto é o mesmo que o número de quadrados :S " que são dividíveis q,.q2 ... Qt 
por q1.Q2 ... Qt. 
Daí, para qualquer número real x > O o número de quadrados positivos :S x que são divisíveis 
por q1.Q?. ••. Qt é S ( (q,.q2~ .. q,)2). Então o número de elementos de T que são::; n e têm a forma (4) 
é 
(2) 
Observemos também que 
(3) y'X- 1 < l y'X J ~ S(x) 5, y'X 
Logo, se somarmos os termos em (2) sobre todos os subconjuntos q1.q2 .. . qt de Pt,p2 , ..• ,pr 
onde Pr é o r-ésimo primo e Pr+l > n, nós temos 
(4) 
onde a soma é sobre os 2r termos com cada {3; =O ou 3, daí de (3) segue que 
T(n)ó,I:s((, ," '")) <:..fii-IT(l+p~'i') 
rJi pg .. ·Pr i=l 
Paras > 1, sabemos que Ç(s) = Tiv (1- p-s)-1 onde o produto se estende sobre todos os 
primos e então 
(5) T(n) ((3/2) 
..;n < ((3) 
Por outro lado, escolhamos N > (PtP2 •• ·Pr)3 logo, podemos reescrever (4) como uma inequação 
com n substituído por N e também usando (3) obtemos 
e daí 
T(N) ((3/2) TI (1 c' i')_, _ 2' VN > ((2) . + P, N 
•>' 
Tomando r suficientemente grande, então N suficientemente grande, logo de (5) vem que 
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(6) lim T(n) 
n-+oo .,fti 
T(n) 
((3/2) 
((3) 
Vn((3/2)((3) +o( -./0) 
Agora, sejam S3 o conjunto dos cubos dos números naturais e T3 o conjunto dos inteiros 
positivos m tais que h(m) 2'_ 3. 
Cada elemento m E T3 tal que m rf- S3 pode ser escrito unicamente como 
(7) 
a; = 1 ou 2, onde q1 , q2 , ... , Qt são primos distintos. Daí fixemos qf1 .q~ 2 ..• qf' e consideremos os 
números inteiros S n pertencentes a T3 que tem a forma (7) acima para algum k. 
Isto é o mesmo que o número de cubos ::::; ,., 11'! "• que são divisíveis por qf 1 .q~2 •.• qf'. q, .q2 ... q, 
Então o número de elementos de T3 que são S n e tem a forma (7) é 
(8) 
Logo o análogo de (4) é 
(9) 
onde a soma é sobre os 3r termos com {3; = O, 4 ou 5, e r é escolhido tal que Pr + 1 > n. 
Agora, para qualquer número real x temos S3 (x) S ?/X, assim de (9) vem que 
ou seja, 
e então 
(10) 
T3(n) <; L{ n }'i' (,/,' pg' p~') 
< nt/3.IJ(l+p-4/3)IJ(l+p-5/3) 
' ' 
n'/3 ((4/3)((5/3) {((8/3)((10/3Jr', 
~,(~) < ((4/3K(5/3){((8/3)((10/3W' 
Com raciocínio análogo, obtemos Tk(n):::: O (n1fk) para todo inteiro k;::: 3, onde Tk denota os 
inteiros m tais que h(m) 2': k. 
Agora, vamos examinar os inteiros positivos h(l), h(2), ... , h(n). O número destes que excedem 
1 é T(n); o número destes que excedem 2 é T3 (n). Além disso, observando que mcut: {h(l), h(2), ... , 
h(n)} = l log2 n j segue que 
n + T(n) <; h(l) + ... + h(n) <; n + T(n) +T3 (n).log, n 
Isto com (6) (10) nos dá 
56 
n 
~ h(j) ~ n + cv'n +o( vÍn) 
j=l 
((3/2) 
com c= (('3)"· 
Teorema 7.5 (ver [30]) 
Demonstração: 
I n 
lim - "' h(j) ~ I 
n--+oo n ~ j=l 
Pelo teorema anterior temos que: 
t hiJ) = n + (~~;~) v'n +o( vÍn) 
J=l 
multiplicando ambos os lados por ~' obtemos 
e portanto 
!_ t h(j) ~ I + ((3/2) Jn + o( vÍn) 
n i=t ((3) n n 
l. I ~h(.) _ 1. (I ((3/2) Jn o( vln)) lffi- ú J- lffi +---+--
n--too n . n--+oo ((3) n n 
J=l 
lim !_ ~ h(j) ~ 1 
n--+oo n ~ j=l 
Teorema 7.6 (ver [30]) 
Demonstração: 
1 n 
lim -"' H(j) ~C, 
n--too n L.... j=l 
c.q.d. 
c.q.d. 
Seja Qk o conjunto dos inteiros positivos m tais que H(m) :5 k -1, i.e., Qk ={mE Z+/H(m)::; 
k -1} e Qk(n) ={mE Z+/m :5 n e H(m)::; k -1}. Observemos que o número de inteiros m 
satisfazendo 1 :5 m :5 n e H(m) = k -1 é igual a Qk(n)- On-t(n) e além disso, para n 2: 2 o 
max{H(l), ... ,H(m)}= llog2 nJ. Então, temos que 
n j+l 
~ H(i) = ~(k- 1).(Q,(n)- Q,_, (n)}, j ~ l log,(n) J 
Mas como Qj+l(n):::: n, logo podemos escrever 
n j 
(1) ~H(i) ~;.n- ~Q,(n), j ~ llog,nj 
k=2 
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Agora, vamos mostrar que se r satisfaz p~ ::; n ::; p~+l então 
(2) 
onde os p; 's são primos com Pl < pz < ... < Pr e a so1aoJntém 2r termos obtidos fazendo cada 
ai == O ou k. Isto pode ser estabelecido interpretando .!} como o número de inteiros ::; n que 
são divisíveis por s. Consideremos os conjuntos 
A, {mE 4Mik}, #(A,.)~ l; j 
Assim, o lado direito de (2) pode ser visto como o número de inteiros de 1 até n menos 
#(A1 U A2 U ... U Ar), então pelo princípio da inclusão exclusão resulta que: 
n- #(A1 u A, u ... u A,.) 
n- [t,#A;- ,t;i #(A,. nAi) + 1 <~<> #(A;nAi nA,)- .. J 
n-[l~J -l~J- -l;,J + lPt~J + + lp:~p~j- l 
I:r-l)"l±c+"· l p"'p"'n po' j 
1 2 · • · r 
Deste modo, podemos escrever a equação (2) como 
(3) 
onde p, designa a função de Moobius definida por 
p,{1) == 1 e para n::::: p~'p~2 ... p~r ~-t(n)::::: (-1Y se a1::::: az = ... ar= 1 
~-t(n) ==O caso contrário. 
onde a soma é sobre todls os divisores positivos d de PtP2 .. ·Pr· Nesta soma qualquer termo para 
o qual dk > n tem I jl; == O e assim nós podemos tomar a soma em (2) sobre todos os inteiros 
positivos d satisfazeh.do k ::; n. 
Por outro lado sabemos que 
((W' ~ il (l-p-') ~f Md~· 
p d=1 
Isto com (3) dá 
n((W'- Q,(n) ~ f M(jn- 2: M(d) l; j 
d=l d~~n 
2: M(d) {; - l ;, j } + 2: ; M(d) 
dk~n dh>n 
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(4) 
Agora, vamos analizar as duas somas do lado direito de (4). A primeira soma é menor do que 
n1fk e como na segunda soma, seu primeiro termo é menor do que 1, e todos outros termos são 
limitados por 
n x-kdx = -- < n1fk loo nl/k n'l~ k~l desde que k ~ 2, 
então, podemos escrever (4) como 
]n((k)-1 - Qk(n)l :0:::: ntfk + 1 + ntfk < 3ntfk 
Isto com (1) resulta que 
• j 
n-'L:H(i)-1-L:{!-Ç(k))-' ~ 
i=l 
I 
j j 
j- n-' t; Q,(n)- 1- t;{l- Ç(k)-'} 
n-' lt,{nÇ(W'- Q,(n)} 
j 
< n_, L: [nÇ(W'- Q,(n)[ 
k=2 
j 
::; n-l L3nl/k 
k=2 
< n- 1 (3n112) log2n. 
Quandon ---t oo e j= L log2 nJ temos que limn-+ool:~ 1 H( i)= 1+ l:k':2 [1-Ç(k)-1]. 
c.q.d. 
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