Abstract: This paper describes the results of experiments conducted to test the efficiency of the VQ algorithms to recognize and distinguish minute differences among consonant features of Hindi. The database was created by combining all the frequently occurring 29 Hindi consonants with vowel Id to form CV-type syllables recorded by 20 male Hindi speakers. The acoustic features in the form of cepstral vectors were derived for each syllable file in the training set. For each syllable, [he set of 20 codebooks for 20 speakers were first clubbed to form the universe for that syllable. LBG algorithm was used to generate the codebook of size 64. Using the codebooks as reference templates the recognition rate was found to be 73.28% out of the to[d of 580 test samples. Further analysis showed that when syllables were clubbed in groups according to the manner and place of their articulation, the average recognition rate for the syllables corresponding to same place of articulation and same manner of articulation was found to be 83.38% and 76.25% respectively.
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TRODUCTION
Recognition of spoken words by a machine can be done using two distinct standard approaches -feature extraction methods and statistical pattern recognition methods [1, 2] . For our experiments, we have studied the recognition performance of spoken Hindi nonsense syllables using the technique of Vector Quantization. The information pertaining to each syllable is kept in individual codebook of fixed size.
METHODOLOGY & EXPERIMENTAL DETAILS
All the 29 Hindi consonants of frequent occurrence were combined with vowel /# to form CV-type syllable and were spoken by 20 adult male speakers from Hindi background. Each syllable is spoken in isolation to avoid any coarticulatory effects and the gap between the two sets of recordings was two weeks. The first set was used for creating the individual syllable codebooks and the second set was used for the recognition phase for testing the system.
The algorithm is implemented on a PC environment using a standard 12-bit sound ADC card. Each syllable is first blocked into frames of length 20 msec duration. Consecutive frames are spaced 53 samples apart. For each blocked frame, 12 autocorrelation coefficients were computed. Next using the rwursive Durbin's Algorithm, 12 LP coefficients were computed [3, 7] and an LPC derived cepstral vector is computed upto the 12th order [3] .~ls vector is used to represent the frame of the speech signal. The block diagram of the system showing the front-end feature analysis is shown in figure 1 .
As the size of the syllable is small, for this experiment, the codebooks were generated manually using the first utterance of the spoken syllable. For each syllable, the set of feature vectors generated by the above process is taken and is saved into a file taking care that the preceding silence region of the syllable is discarded. This is accomplished by using a computer graphics program developed by the author. Thus for each syllable, 20 sets of code vectors, each set corresponding to a speaker were concatenated to form the universe of feature vectors for that syllable. Using the LBG algorithm, codebooks of size 64 were generated using the 'splitting' procedure [4, 5] , Similarly, for the remaining syllables their corresponding codebooks were generated. Thus for this experiment, we have a set of 29 codebooks.
The training database DB-I consisted of one utterance of each syllable for all the 20 speakers were used to create the codebook and for each syllable, one codebook was generated. The database DB-11 was used exclusively for testing the recognition system. For all the 580 samples, the 29 syllable codebooks were used for recognizing the lest utterance. In the recognition phase, a test syllable is taken from DB-11 and front-end analysis is done. Distances [6] are computed for eaeh syllable for all the 29 syllables. The syllable corresponding to which the distance is minimum is selected as the recognized syllable as shown in figure 2. 
RESULTS/CONCLUSIONS
It was found that out of the 580 test samples of database DB-H, 425 syllables were recognized correctly resulting in a recognition score of 73.2870. In addition, it was noted that for some syllables, especially the ones containing frication like /caf, the recognition rate was low. This was probably due to the low sampling rate (8000 sarnple~second) which did not allow the higher frequency components to be reflected in the feature vectors. An analysis was carried out to find if the place of articulation could be better recognized compared to manner of articulation. The results obtained are shown in Table 1 . This may be due to the fact that all the four unvoiced unaspirated (/pti,/t#,/txaf and k~syllables are acoustically quite distinct. On the other hand, syllables belonging to the same place of articulation (/pti, /phti,~ti, hh~have higher score as they are acoustically very similar. It was also clear that the more the number of acoustic cues available, better is the rwognition rate. Recognition of semi-vowels, affricates, liquids and nasals are better than the plosives. Presently, the word spotting technique and segmentation logic is being enhanced so that accurate word boundary detection can be carried out in moderately noisy environment. As the experiment was conducted in general laboratory conditions without any specialized noise reduction techniques, it can be expected to get better results if the recordings were conducted in a studio or a controlled environment.
