Abstract. In the case of informative sampling the sampling scheme explicitly or implicitly depends on the response variables. As a result, neither the sample distribution of response variables, nor the covariance matrix reects the corresponding population counterparts. In this paper, a relationship between multivariate sample and population distributions is used. Based on this, the inuence of the informative sampling on the covariance matrix is investigated. It is shown that with inclusion probabilities in a multiplicative form with respect to study variables, the independence between variables is preserved in the sample. Further, it is shown that with inclusion probabilities exponentially depending on the study variables, the multivariate exponential family is invariant under sampling. The sample distribution belongs to the same family as the population distribution but with dierent parameters. The relationship between parameters is given. The multinomial and multivariate normal distributions are examined in more detail and the parameters of their sample distributions are derived explicitly. The eect of the informative sampling on the respective covariance matrices and correlations is analysed and illustrated in the examples.
Introduction
Many statistical methods are based on the dependence between variables. In the multivariate case, the most important dependence characteristic to use is the covariance matrix of variables. Therefore, valid estimation of the covariance matrix is of utmost importance in data analysis. But with survey data the task is not trivial; sampling may disturb relationships between variables. In this article we focus on the multivariate distributions and their covariance matrices under non-ignorable or informative sampling. In the case of informative sampling the sampling scheme explicitly or implicitly depends on the study variable(s). As a result, the sample distribution of the study variables does not reect the population distribution and does not approximate it after increasing the size of a sample either. The traditional sample estimates are biased for the population parameters.
We use an analytical form of sample probability density function as proposed by Pfeermann and Sverchkov (1999) . So far this approach was used for one-dimentional response variable in the modelling context. We use their approach to derive sample probability density functions for multivariate distributions. We concentrate on the exponential family. We assume inclusion probabilities to depend on the study variables. Having chosen an exponential function for this relationship we show that the multivariate sample probability density function again belongs to the exponential family but with dierent parameters. Knowledge of the sample distribution makes classical statistical inference possible with survey data. In particular, we give explicitly the sample probability density functions for the multinomial and multivariate normal distributions. We present covariance matrices of the obtained sample distributions and analyse dierences between population and theoretical sample covariances.
It should be mentioned that the theoretical sample covariance matrix can be estimated from a sample in the classical way by a traditional sample covariance matrix. The established relationship between the theoretical sample and population covariance matrices now allows to produce an estimate for the population covariance matrix.
In sample surveys, the population covariance matrix can also be estimated in other ways, for example by a design-weighted sample covariance matrix (Traat, 2003) . These other ways do not lend themselves to analytical comparisons of theoretical sample and population covariances. With our approach the eect of the informative sampling can be analysed from the derived expressions.
Preliminaries
Let U = {1, 2, . . . , i, . . . , N } dene the nite population of size N . The vector of study variables at object i is denoted by y i = (y 1 i , y 2 i , . . . , y k i ) , where k is the number of study variables. Let f p (y i ) be the probability density function (pdf) of the study variables in the population, either discrete or continuous. The vector of parameters indexing f p is denoted by θ = (θ 1 , θ 2 , . . . , θ m ).
The sample from a population is denoted by s and consists of n objects from U , selected according to some sample selection scheme with inclusion probabilities π i = P (i ∈ s). In what follows we consider single stage sampling with inclusion probabilities π i . In practice, probabilities often depend on the values of study variable(s), the values of the auxiliary variables and, possibly, values of design variables used for sample selection. For simplicity we consider the case without any auxiliary or design variables, but all results are also valid for conditional distributions given with the auxiliary or design variables. Sample pdf f s of study variables is characterized by additional condition of object i being included in the sample s:
As shown by Pfeermann and Sverchkov (1999) , by applying Bayes theorem to the sample pdf we get the following relationship between sample and population pdfs (E p () denotes expectation):
Expression (1) denes the relationship between population and sample distributions, so that if π i depends on
In this case the population distribution diers from the sample distribution and the sample design is informative. Note that E p (π i ) is the normalizing constant in (1), i.e.,
Relationship (1) or (2) is the basis for the following sections.
Independence in the population
Consider the case when variables y 1 , . . . , y k are independent in the population. Then the population pdf can be rewritten as the product of marginal distributions:
Let the sample selection probabilities depend on the study variables and have expectations in multiplicative form,
Substituting (3) (5) into (1), we see that the sample pdf is again the product of marginal pdfs, i.e.,
. and so variables are independent in sample as well. So, even in the case of highly informative sampling, the independence between variables can be preserved if eects of dierent variables in the inclusion probabilities are multiplicative, like in (4). Example 1. Consider the population of N = 300 objects and two study variables, y and z, which are independent and follow the standard normal distribution in the population. We take a sample of n = 40 objects from that population with two versions of inclusion probabilities which make sampling informative:
where i is a random error following a uniform distribution U (−0.15, 0.15) and c a and c b are normalizing constants. We use Pareto sampling as described by Traat et al. (2004) .
Conditional population expectations of inclusion probabilities are then
Graphs on Figure 1 show the population objects and objects selected into the sample in cases (7a) and (7b). In case (7a) eects of y and z were not multiplicative and objects with both positive or both negative values of y and z were selected into the sample, thus introducing correlation in the sampled values, r = 0.40. While in case (7b) independence was preserved, r = 0.06, the sampling is still informative: sample distributions of y and z are dierent from population distributions (sample mean of y is 0.17, sample mean of z is 0.41).
Population distribution in multivariate exponential family
An example of exponential family in the univariate case with informative sampling was examined in Pfeermann et al. (1998) . Presented here is a generalisation for the multivariate case. In general, due to informative sampling, a multivariate distribution in the population has another form in the sample. Also dependence characteristics, such as covariance, change. In some cases the sample covariance depending on the population parameters can be derived analytically.
Let the population distribution belong to the multivariate exponential family (Lehman, Casella 1998) ,
where η = (η j ) is an m-dimensional vector of canonical parameters taking values in the parameter space
If the inclusion probabilities also have an exponential form
where p j are some constants, then, according to (1), the sample distribution belongs to the same family as the population distribution but with dierent parameters, η * j = (η j + p j ), j = 1, . . . , m, provided η * lies in Ψ,
Multinomial population distribution
Consider for example the k-dimensional multinomial distribution y = (y 1 , y 2 , . . . , y k ) with number of trials l and probabilities θ = (θ 1 , θ 2 , . . . , θ k ), i.e.,
The vector of canonical parameters is η = (log θ 1 , . . . , log θ k ), with parameter space Ψ ⊂ R k such that
, and T j (y) = y j . Let the population inclusion probabilities have expectations
then the sample distribution of the vector y is again multinomial with canonical parameters η * = (log θ 1 + p 1 , . . . , log θ k + p k ), provided η * lies in Ψ. The vector of probabilities for the sample distribution is thus θ * = (θ 1 e p 1 , . . . , θ k e p k ). By dening a vector e = (e p 1 , . . . , e p k ), we can write θ * as an elementwise product θ * = θ · e. The sample covariance matrix thus becomes
The correlation coecients between the variables y i and y j in the population and the sample are, respectively,
So, if p i and p j are positive, i.e., objects with larger y i and y j tend to be selected more often, then the negative correlation between y i and y j in the sample is stronger than that in the population.
Multivariate normal population distribution
The multivariate normal distribution belongs to the exponential family. Its density function equals
where µ is the vector of expectations and Σ is the covariance matrix. We will derive its sample distribution explicitly.
Suppose that the inclusion probabilities are again in exponential form, but we now present them in matrix form
where A is a (k × k) symmetric matrix and b is a (k × 1) vector. After applying (1) we see, given that the matrix Σ −1 − 2A −1 is positive denite, the sample distribution is in this case again normal with the vector of expectations λ and the covariance matrix Ω having the forms
From the above expressions we can make some conclusions on the relationship between the population and the sample covariance matrices in the case of a normal distribution:
• The sample covariance matrix is dierent from the population covariance matrix only if the matrix A is dierent from the matrix of zeros, that is, if the expectation of inclusion probabilities depends on the squares and products of study variables. If A = 0, then the mean of the distribution changes but not the structure of dependencies.
• If variables are independent in the population, i.e., Σ is diagonal, then independence is preserved in the sample i A is also diagonal (including A = 0).
• With the choices of A, the structure of dependencies between variables can drastically change: dependent variables can become independent, and vice versa, the sign of the covariance can change, etc.
So, with a normal population distribution and inclusion probabilities having the form (8), parameters of the sample distribution (including covariance matrix) can be calculated analytically using expressions (9) and (10). The same relationships can be used in an opposite way to derive population parameters from the sample parameters. It is important to note that the sample parameters can be estimated in the classical way from a sample by the sample mean and the sample covariance matrix.
Example 2. To illustrate how dierent the population and sample correlations may be, let us consider a population of N = 10000 objects with two study variables, y and z. Let the study variables follow a standard normal distribution with correlation coecient r. We take a sample of 1000 objects with exponential inclusion probabilities of the form (8) with A = −1 1/2 1/2 −1 and b = 1 1 , and use Pareto sampling. Table 1 shows the population correlation r, the theoretical sample correlationr calculated with the help of relationship (10) and the empirical sample correlationr,
i∈s (y i −ȳ) 2 i∈s (z i −z) 2 , averaged over 1000 repetitions. The theory states, thatr is a consistent estimator forr, but not for r. We see that both strength and direction of the correlation may drastically change in the sample as compared to the population, negative correlation can become positive and independent variables in the population can become correlated in the sample. We also see thatr estimatesr very well.
Summary
In this paper we considered the multivariate exponential family. We showed that this family is closed under informative sampling if the inclusion probabilities are of exponential form. We derived sample distributions for the multinomial and multivariate normal distributions, and presented formulas of the respective covariance matrices. We showed that informative sampling can drastically change the dependence structure in the sample as compared to that in the population; sampling can even make dependent variables independent and vice versa. However, special cases exist where informative sampling does not inuence covariances between variables. For example, independence between variables is preserved if the inclusion probabilities depend on the study variables in a multiplicative way.
