This article investigates how to use the estimation of distribution algorithm based on Lévy flight to solve the set-union knapsack problem (SUKP). First, the mathematical model of the SUKP is introduced. Then, a quadratic greedy repair and optimization algorithm (Q-GROA), which deals with infeasible solutions, is proposed. Thereby, a new approach, the estimation of distribution algorithm based on Lévy flight (LFEDA) combined with the Q-GROA is also proposed to solve the SUKP. A number of experiments are performed on the SUKP datasets to evaluate the performance of our proposed model. The results verify that the proposed method is significantly better than other algorithms with respect to the solution's performance.
I. INTRODUCTION
The 0-1 knapsack problem (0-1 KP) [1] is a classic NP-hard problem; it has important applications in project selection, cargo loading, investment decision-making and so on. The 0-1 KP is as follows: given n items, where the item i (1≤ i ≤ n) has weight w i and profit p i , and a knapsack with capability C, the 0-1 KP describes packing a number of items into the knapsack without exceeding the capability C, so that the items in it have the maximal value among all possible combinations.
The set-union knapsack problem (SUKP) [2] - [5] , which is a variation of the 0-1 KP [1] , is an NP-complete problem, and it has important applications in many fields such as machine loading in flexible manufacturing systems [2] - [4] , the allocation of storage to fields in a database [4] , data stream compression and smart cities. First, Goldschmidt et al. [2] studied the SUKP and proposed a dynamic program running in exponential time to solve it exactly, but the dynamic program is not applicable to this problem. Arulselvan and The associate editor coordinating the review of this manuscript and approving it for publication was Hisao Ishibuchi.
Ashwin [4] presented an approximation algorithm named the A-SUKP for solving the SUKP with the additional restriction that the A-SUKP approximates a special case of the SUKP within a constant factor, and the A-SUKP greatly improved the speed for solving the SUKP. Then, He et al. [5] proposed a novel binary artificial bee colony algorithm (BABC) with the greedy repair and optimization algorithm (S-GROA) for solving the SUKP, and the BABC provides a new idea for solving the SUKP using evolutionary algorithms (EAs). Baykasoğlu et al. [6] used the binary weighted superposition attraction algorithm (bWSA) to solve the SUKP. At present, the SUKP is a hotspot of KP problems, and there are fewer EAs to solve it. Therefore, estimation of distribution algorithms (EDAs) [7] - [9] are a trending research topic in the field of evolutionary computations and will be explored to solve the SUKP.
EDAs are new stochastic optimization algorithms based on statistical principles, which explore the space of potential solutions by establishing a probabilistic model and sampling the candidate solutions based on the model. The explicit application of probabilistic models in optimization provides more important advantages than other types of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ metaheuristics. At present, the related theoretical research of EDAs has achieved many results, and EDAs have good optimization performance in many fields, including combinatorial problems, pattern matching, secondary distributions, mechanical structure design, numerical optimization problems and so on. Population-based incremental learning (PBIL) is the earliest EDA model [10] . EDAs were first proposed in 1996 [7] and had been rapidly developed over the following years. Hauschild and Pelikan [11] discussed the advantages of EDAs using probability models over other types of metaheuristics and outlined many different types of EDAs. Pelikan et al. [12] proposed a Bayesian optimization algorithm based on EDAs. Aickelin et al. [13] used EDAs to implement the explicit learning of rule-based nurse scheduling, and an ant-miner method was used to improve each solution that was generated in each generation. Zhang et al. [14] proposed multi-objective EDAs based on the rule model for the variable links of continuous multi-objective optimization problems. Chang et al. [15] used three mechanisms to effectively combine particle swarm optimization with EDAs, and proposed a new particle swarm EDA framework that retained the original unique functions of the two algorithms. A new type of EDA was proposed to solve a special kind of nonlinear bilevel programming problem [16] . Ceberio et al. [17] proposed a hybrid method consisting of an EDA and a variable neighborhood search to solve the problem of flow shop scheduling. Inspired by the organization and division of the bee colony, Novais et al. [18] used a clustering method in the target space and combined the EDAs to propose a hybrid multi-objective estimation distribution algorithm based on an artificial bee colony and clustering to solve continuous variables. Luo et al. [19] divided the particle swarm into several subgroups and built a probability model for each subgroup based on the EDAs to solve the complex multi-objective optimization problem of reservoir flood control operations. Alden and Miikkulainen [20] introduced a Markovian learning EDA by employing a Markov random field model, and applied it in computational biology and autonomous agent design. Pérez-Rodríguez and Hernández-Aguirre [21] combined EDAs and the Mallows distribution in order to build better sequences for flexible job shop scheduling problems with process plan flexibility. Min et al. [22] used the Monte Carlo method and transfer learning technique to propose a domain EDA based on domain adaptation and nonparametric estimation to solve the dynamic multi-objective optimization problem. Based on Pareto EDAs, Shao et al. [23] constructed three probability models to solve the multi-objective distributed no-wait flow shop scheduling problem with the sequence correlation setup time and achieved better results. While EDA applications have been very extensive and achieved certain results, they are less frequently applied to the knapsack problem; therefore, this paper will study EDAs to solve the SUKP problem. The remainder of this paper is organized as follows. In section II, the definition and the mathematical model of the SUKP are introduced. Section III introduces EDAs. In the following section, Lévy flight is reviewed, and an efficient quadratic greedy repairing and optimization algorithm (Q-GROA) that can deal with the infeasible solution of the SUKP is presented. Subsequently, we applied Lévy flight and the Q-GROA to EDAs (named LFEDAs) to form a new approach for solving the SUKP. In section V, a large-scale comparison between LFEDAs and other methods including the A-SUKP, binary differential evolution (binDE) [24] , BABC [5] , binary weighted superposition attraction (bWSA) [6] and EDAs for solving three real-world problems is conducted, and the experimental results show that LFEDAs are superior to other algorithms with respect to efficiency and performance. We summarize our results and suggest future research directions in section VI.
II. DEFINITION AND MATHEMATICAL MODELS
The SUKP [2] , [3] , [5] contains a set of items S ={1,2,. . . ,m} and a set of elements U ={1,2,. . . ,n}. Each item i(i =1,2,. . . ,m) has a nonnegative value p i corresponding to a subset of elements, and each element j (j =1,2,. . . ,n) has a nonnegative weight w j . For a nonempty set A ⊆ S, the weight of set A is W (A) = j∈ i∈A U i w j and the profit of set A is P(A) = i∈A p i . Finding a subset S * ⊆ S is the purpose of the SUKP, which will maximize P(S * ) and meet the conditions W (S * ) ≤ C, where C is a nonnegative value and is the given capacity of the knapsack. Without loss of generality, the SUKP can be expressed as follows:
The above mathematical model cannot be solved using EAs. Therefore, an integer model based on the above model is introduced, which is easier for EAs.
Let
Obviously, the relationship between X and A X ⊆ S is a one-toone mapping. Through this one-to-one mapping relationship, the SUKP can be modeled as follows:
According to the model above, all 0-1 vectors of X are the only potential solutions of the SUKP, and only the solutions that satisfy the limit condition (4) and (5) are the feasible solutions.
III. ESTIMATION OF DISTRIBUTION ALGORITHMS
EDAs are EAs that are stochastic optimization algorithms. They explore the space of potential solutions by using the constructed explicit probabilistic model to find the most promising solution. In EDAs, there is no traditional crossover or mutation. Usually, EDAs start with the initial population that is generated based on a uniform distribution in the solution space. Then, the population is evaluated using the fitness function, and the population is sorted according to the fitness function. For example, from the sorted population, when we use 60% as the selection operator, the subset of the top 60% best solutions is selected. The probabilistic model is constructed using the selected solution method in order to estimate the probability distribution of the solution. Once a probabilistic model has been established, some new solutions can be sampled based on this probabilistic model and a new population can be generated. Until the termination conditions are met, we repeat this process, and each iteration is usually called a generation of the EDAs. The basic procedure of EDAs is shown in Algorithm 1. Here, NP is the population size, X is the n-dimensional vector, Miter is the maximum number of iterations, P m is the selection factor, B is the optimal solution, and the function f is the fitness value.
Algorithm 1 EDAs Pseudocode
Input: parameters NP, Miter, P m , t Output: B and f (B) 1) generate initial population P(0)={X k (0)|1≤ k ≤NP} randomly; 2) compute fitness f (P(0)); 3) for t ← 1 to Miter 4) sort P(t) by f (P(t)); 5) generate the selection population S(t) from P(t) using the selection operator P m ; 6) build probabilistic model M (t) from S(t); 7) generate new feasible solutions P'(t) by sampling M (t); 8) generate new P(t) by P'(t) and P(t); 9) calculate B and f (B); 10) end for 11) return B and f (B).
An important step in distinguishing EDAs from many other metaheuristic methods is the construction of the model and the attempt to capture the probability distribution of a promising solution. This task is not trivial because the goal is not a perfect representation of a promising solution for the population, but rather a more general distribution that captures the functionality of the chosen solution and makes it better than any other candidate. In addition, we must ensure that models are efficiently built and sampled.
IV. EDAS BASED ON LÉVY FLIGHT A. LÉVY FLIGHT
The Lévy distribution is a probability distribution [25] that was proposed by the French mathematician Lévy in the 1930s. As a random movement, Lévy flight is an alternate way of walking with a short distance search combined with occasional longer distance walking [26] , which is a random search path that obeys a Lévy distribution. So far, scholars have proven that the foraging trajectory of many animals and insects in nature, such as albatrosses, bees and fruit flies, conform to a Lévy distribution (Lévy flights) pattern. Lévy flight can increase the diversity of the population and broaden the scope of the search, which makes it is easier to jump out of local optimal points in the intelligent optimization algorithm.
The Lévy flight location update formula is as follows [27] :
where X i is the position of the i-th individual, X t i represents X i 's t generation position, ⊕ is point-to-point multiplication, α represents the step control amount, and Lévy(λ) is a random search path. The latter satisfies the following:
At present, Lévy flight has been applied to firefly algorithms (FAs) [27] , [28] , moth search algorithms (MSAs) [29] , cuckoo search (CS) [30] and many state-of-the-art algorithms because Lévy flight significantly improves the search ability of metaheuristic algorithms.
B. QUADRATIC GREEDY REPAIRING AND OPTIMIZATION
The SUKP is a constrained optimization problem that will definitely generate infeasible solutions when metaheuristic algorithms are used to solve it. Because infeasible solutions reduce the effectiveness of the algorithm, how to deal with infeasible solutions is the key problem that needs to be solved. The most common methods for dealing with infeasible solutions are the repair approach, the penalty function approach, the purist approach, the separation method and the hybrid approach [31] , [32] . They have their own advantages and disadvantages for the general constrained optimization problem, but for the 0-1 KP, Michalewicz [33] showed that the repair approach is more suitable than any other approach to address nonfeasible solutions. He et al. [5] , [34] proposed a repair and optimization algorithm for solving the infeasible solutions of randomized time varying knapsack problems, the discount {0-1} knapsack problem (D{0-1}KP) and the SUKP. On the basis of the S-GROA [5] , Q-GROA is proposed to handle the infeasible solutions of the SUKP. According to the SUKP, suppose that c i (0<= c i <= m) (i =1,2,. . . ,n) counts the number of occurrences of the element
. . m] be the descending subscript order in which the Quicksort algorithm is employed to sort all items in S in descending order according to p j /W_N j (j =1,2,. . . ,m). For an arbitrary mdimensional 0-1 vector Y=[y 1 ,y 2 ,. . . ,y m ]∈{0,1} m , we simplify the notation as A Y ={i|y i ∈Y && y i = 1, 1≤ i ≤ m}. The detailed steps of the Q-GROA are shown in Algorithm 2.
In the Q-GROA, the Quicksort algorithm's time complexity is O(mlogm), where step 1 calculates the parameters c i (i =1,2,. . . ,n), W_N j (j =1,2,. . . ,m) and if 
C. APPLICATION OF EDAS BASED ON LÉVY FLIGHT TO SUKP
In this section, the Q-GROA and Lévy flights are applied to EDAs for the SUKP in order to deal with infeasible solutions and increase the diversity of solutions. Therefore, Algorithm 1 needs to be further modified in the following three aspects.
(1) Before generating the initial population, according to p j /W_N j (j =1,2,. . . ,m), all items in S are sorted in descending order, and the index of each ordering item is stored in array H [1. . . m].
(2) To increase the diversity of the population, the Lévy flight strategy is introduced with a flight probability of α when generating new populations.
(3) The Q-GROA is used to repair and optimize the potential solutions that are generated in every iteration, and the output of the objective function of the feasible solutions is considered the fitness.
The detailed steps of the EDAs based on Lévy flight (LFEDAs) for the SUKP are shown in Algorithm 3.
To show the LFEDAs more clearly, a flowchart is shown in Fig. 1 . O(N 4 ) . In other words, it is a random approximation algorithm with polynomial time complexity for solving the SUKP.
V. EXPERIMENTAL RESULTS
We use three types of large-scale SUKP instances to verify the performance of the EDAs and LFEDAs, and the SUKP instances can be downloaded from http://sncet.com/ThreekindsofSUKPinstances(EAs).rar. An m × n 0-1 matrix M = (r ij ) (i = 1,2,. . . ,m;j = 1,2,. . . ,n) denotes the subsets U = {U 1 , U 2 ,. . . , U m }, and when r ij = 1, it denotes j ∈ U i . The name of the three types of SUKP instances is unified as sukp m_n_α_β, where m is the number of items, n is the number of elements, α = ( m i=1 n j=1 r ij )/(mn), α represents the density of element 1 in matrix M , β = C/ n j=1 w j , and β is the ratio of C to the sum of all elements. As shown in Table 1 , when 
A. PARAMETER SETTINGS
The value of the parameter flight probability α for the LFEDAs is determined experimentally. Assume that α is 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9. Due to space limitations, we conducted experiments by LFEDAs on only 6 instances, Fir1, Fir5, Sec1, Sec5, Thi1 and Thi5, after being independently run 100 times each. In Table 2 and Figs. 2-7 , the results of the Kruskal-Wallis test of different α value are given. In Table 2 , the p value of the Kruskal-Wallis test is given; if the p value is near zero, this casts doubt on the null hypothesis and suggests that at least one sample median is significantly different from the others. Fig. 2 to Fig. 7 show box plots of the 100 best results.
It can be seen from Table 2 and Fig. 2 -Fig. 7 that when α = 0.5, the best solutions that are obtained by the six cases are the largest, and the median is the largest or the second largest; therefore, α = 0.5 is a suitable choice.
The parameter settings of the LFEDAs are as follows: a population size of NP=100, a selection operator of P m =0.6, a flight probability of α =0.5, and the maxiteration is MaxIter=Max{m, n} for all SUKP instances, where m is the number of items and n is the number of elements in the instances.
B. COMPARISON OF EXPERIMENTAL RESULTS
To study the performance of the LFEDAs for solving the SUKP, the results are compared with those of the A-SUKP, BABC [5] , binDE [24] , bWSA [6] and EDAs for the three kinds of SUKP instances.
In Table 3 -5, Cbest is the best result that is currently known for the instance. Best, Mean, and Std are the best value, the mean value and the standard deviation that are achieved by all algorithms over 100 times independently. In the A-SUKP approximation algorithm, Best is the same as Mean, and they are approximate results.
It can be seen from Fig. 8(a) , Fig. 9(a) , and Fig. 10 (a) that in terms of the best solution, the LFEDAs are inferior to the EDAs only in Thi1, and the LFEDAs are better or equal to the EDAs in other cases. It can be seen from Fig. 8(b) , Fig. 9(b) , and Fig. 10(b) that the LFEDAs are superior to the EDAs in terms of the mean performance for the three kinds of SUKP instances. Therefore, the Lévy flight strategy is feasible for solving the SUKP because Lévy flight increases the diversity of the solutions and it helps us find a better solution. Therefore, we only compare the LFEDAs with other algorithms in the following text.
Since the EA is a stochastic approximation algorithm, in order to evaluate its performance, it is also necessary to consider the average statistical performance. The gap fitting curve can be used to compare the average performances of all algorithms, where the Gap measure is the relative difference between the optimal value Opt and the mean value Mean, and the formula is given in (8) . The closer the gap curve is to the transverse axis, the smaller its value is, and the better the average performance of the algorithm.
The Opt of the SUKP instances is unknown, so Opt is replaced by Cbest when calculating the Gap among the A-SUKP, BABC, binDE and LFEDAs. The Gap curve of each algorithm is given in Fig. 11-Fig. 13 .
It can be seen from Fig. 11 to Fig. 13 that the Gap value of the LFEDAs is closest to the X axis; therefore, the average performance of the LFEDAs is the best, the A-SUKP is the worst, the bWSA ranks second in most instances, and the BABC is superior to binDE in most cases. Obviously, when solving the first type of SUKP instance, the Gap value of the LFEDAs is less than 5% except for Fir10. When solving the second and third kinds of instances, the Gap values of the LFEDAs are no more than 10%, while the Gap values of the other algorithms are nearly 25%. Tables 6-8 show the comparison of LDEDAs with other algorithms in the optimal solution of three types of instances. ''+'' represents LFEDAs are poor, ''-'' denotes LFEDAs are better, and ''='' represents the same optimal solution for both algorithms. In addition, the total number of ''+'', ''-'', ''='' is listed in the last three lines of the table. Obviously, it can be seen that LFEDAs are superior to other algorithms in terms of optimal solutions. From Fig. 14, we observe that the Stds of the BABC and binDE are less than 300 in most cases, and the Stds of the LFEDAs are smaller than those of the bWSA in most cases; therefore, we conclude that the BABC and binDE are more robust algorithms than the LFEDAs and bWSA for the first kind of SUKP instances. From Fig. 15 , we find that the Stds of the LFEDAs are less than 100 in 7 cases, the Stds of the LFEDAs are larger than those of the binDE and BABC only the second kind of SUKP instances. From Fig. 16 , the Stds of the LFEDAs are less than 200 in all cases, the Stds of the LFEDAs are slightly larger than the BABC only for the Thi10 instance and slightly larger than the BABC and binDE for the Thi4 instance, and the Stds of the LFEDAs are smaller than those of the other three algorithms for all other examples. There is no doubt that the LFEDAs are the most robust of all algorithms in the third categories of SUKP cases.
Based on the above analysis, we draw the following two conclusions. (1) Among all the algorithms, LFEDAs provide better solutions than EDAs, which obviously shows that the Lévy flight strategy for EDAs is an effective way to solve the SUKP. (2) When using LFEDAs to solve the SUKP, the calculation results are better than those of other algorithms. The results show that the algorithm based on the probability model is more suitable for solving SUKP than other algorithms. 
VI. CONCLUSION
In this paper, EDAs based on Lévy flight are proposed to solve the SUKP problem. To apply the LFEDAs to solve the SUKP, we propose the Q-GROA to solve the infeasible solutions. Compared with the BABC and binDE using the S-GROA, LFEDAs are more effective than the BABC and binDE, and the average solution performance is better. In fact, the Q-GROA is a general-purpose algorithm that can be applied to other EAs (e.g., the artificial algae algorithm (AAA) [35] , the fireworks algorithm (FWA) [36] , brainstorming optimization (BSO) [37] , particle swarm optimization (PSO) [38] and the moth flame optimization algorithm (MFO) [39] to solve the infeasible solutions of the SUKP. Since the SUKP is an NP-complete problem and there is no pseudopolynomial to solve it, it is necessary to find an efficient and fast approximation algorithm. The research results in this paper show that using LFEDAs to design approximation algorithms is a feasible research direction. In our future research, we will continue to solve the SUKP by developing EDAs and EAs such as the AAA, FWA, BSO, PSO and MFO and will find the best performing EAs. The other two research directions are (i) using more accurate discriminators to consolidate recent machine learning methods [40] , and (ii) using adaptive frameworks to improve the robustness and accuracy.
