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ABSTRACT 
In this article, multiple comparison procedures 
with the average for normal   means under 
heterocedasity are under investigation by single 
stage sampling technique. A subset selection 
approach and a simultaneous confidence 
interval (S.C.I) approach are considered for 
normal distribution. These procedures will have 
broad applicability in selecting a subset which 
includes all populations with larger means than 
the average in experimental designs and/or in 
identifying groups of treatments with smaller 
than the average, larger than the average and 
not much difference from the average means in 
various fields. A simulation program by 
Monte-Carlo method is developed to find the 
simulated critical values for both of subset 
selection and SCI. The simulated values are 
tabulated for practice use for equal sample size. 
Key Words and Phrases: 
subset selection, simultaneous confidence 
interval, Bonferroni inequality, 
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  When working with statistical data analysis 
one often has only one single sample available.  
Chen and Lam (1989) proposed a 
single-sample procedure by splitting up the one 
sample into two portions for the problem of 
interval estimation.  Lam (1992) adapted it to 
a subset selection procedure which was proven 
to be quite satisfactory.  Wen and Chen (1994) 
applied the single-sample procedure for 
multiple comparisons with the largest mean and 
with a control.  The single-sample procedure 
has design and computational simplicity in 
practice.  The single-stage sampling procedure 
for multiple comparisons with the average of 
all populations under 
consideration is proposed below. 
Let ijX  be an independent random sample of 
size 3≥in  from the normal population iπ  
with unknown mean iµ  and unknown and 
unequal variance 2iσ .  Employ the first (or 
randomly) in -1 observations to define the 
usual sample mean and sample 
variance, respectively, by 
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Let the weights of the observations be 
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Let the final weighted sample mean be defined 
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As for the problem of multiple comparison 
procedure with the average normal mean under 
heteroscedasticity, the set of upper one-sided 
confidence intervals is given 
by kinSdXXU ikii ,...,1),/
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It is difficult to find the exact joint sampling 
distribution of the singular k-variate statistic of 
k
TT
~
,...,
~
1 . Therefore, the Monte-Carlo 
simulation is used here to obtain an 
approximate sampling distribution of the 
maximum order statistic of ][
~
k
T .  In order to 
have the probability of cinclusion being at least  
*
P , the value of  *d  is given by the *P $th 
percentile of the approximate sampling 
distribution of  ][
~
k
T , **][ )
~
( PdTP
k
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 is given by the upper 2/α   
percentile of the approximate sampling 
distribution of ][
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 In the case of equal sample size nn
i
= , the 
simulated value of *d  for subset selection 
when *P and the simulated value of d~  
for simultaneous confidence interval when 
α−1 = .90 are given in the following table. The 
upper entry is the average of the simulated 
percentiles, each based on 3000 runs, and the 
standard error (s.e.) is reported at the lower 
entry. To do this we only need to generate some 
random numbers from a standard normal or 
chi-square distribution with some specific 
degrees of freedom and calcualte 
i
T
~
's, then 
order these 
i
T
~
's and select the maximum 
value ][
~
k
T  at each run.  After N independent 
runs, the *P th percentile of the distribution of  
][
~
k
T  can be approximated by selecting the N *P  
biggest number out of the ranking list of the 
N largest values of ][
~
k
T . 
























 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


	


 ! "##$%&'
()*+,-./01234567
89:;<=>?@ABC'DEF
EGHI

JKLMN
Chen, H. J. and Dudewicz, E. J. (1976). 
Procedures for fixed-width interval estimation 
of the largest normal means. Journal of 
American Statistical Association, 71, 752-756. 
 
Chen, H. J. and Lam, K. (1989). Single-stage 
interval estimation of the largest normal mean 
under heteroscedasticity. Communication in 
Statistics-Theiry and Methods, 18(10), 
3703-3718. 
 
Dudewicz, E. J. and Dalal, S. R. (1975). 
Allocation of observations in ranking and 
selection with unequal variances. Sankhya, Ser. 
B., 37, 28-78.    
 
Gupta, S. S. and Panchapakesan, S. (1979).  
Multiple Decision Procedure: Theory and 
Methodology of Selecting and Ranking 
Populations. Wiley, New York. 
 
Hochberg, Y. and Tamhane, A. C. (1987).  
Multiple Comparison Procedures.  Wiley, 
New York. 
 
Lam, K. (1992).  Subset selection of normal 
populations under 
heteroscedasticity.  The Frontiers of Modern 
Statistical Inference 
Procedures, II (Eds. Bofinger, E., Dudewicz, E. 
J., Lewis, G. J., and 
Mengersen, K.), 307-344, American Sciences 
Press, Inc., Columbus, Ohio. 
 
Marsaglia, G. (1986).  A current view of 
random numbr generators, Computer 
Science and Statistics: Proc. 16th Symp. 
Interface, Atlanta, March 1984 
(Elsevier Science Publishers, Amsterdam). 
 
Marsaglia, G., Zaman, A., and Tsang, W. W. 
(1990).  Toward a universal 
random number generator.  Statistics and 
Probability Letters, 8, 
35-39. 
 
Stein, C. M. (1945).  A two-sample test for a 
linear hypothesis whose power 
is independent of the variance.  {\em Annals 
of Mathematical Statistics}, 
16, 243-58. 
 
Tong, Y. L. (1980).  Probability Inequalities in 
Multivariate 
Distributions.  Academic Press, New York. 
 
Wen, M. J. and Chen, H. J. (1994).  
Single-stage multiple comparison 
procedure under heteroscedasticity.  American 
Journal of Mathematical 
and Management Sciences.  Vol. 14, Nos 1 
and 2, 1-48. 
 
 
