Besov as well as Sobolev spaces of dominating mixed smoothness are shown to be tensor products of Besov and Sobolev spaces defined on R. Based on this we derive several useful characterizations from the the one-dimensional case to the ddimensional situation. Finally, consequences for hyperbolic cross approximations, in particular for tensor product splines, are discussed.
Introduction
The present paper deals with characterizations of iterated tensor products of Sobolev and Besov spaces on R. Our main results are the identities Here α denotes a specific tensor (quasi-)norm depending on p. Based on these formulas we will discuss a new approach to estimates of certain best approximations related to hyperbolic crosses. Here we concentrate on tensor product splines and derive results parallel to the well-known estimates for trigonometric polynomials with frequencies from hyperbolic crosses. In addition we consider best m-term approximation with respect to tensor product wavelet systems oriented on some recent results of Nitsche [22] . Function spaces of dominating mixed smoothness have been introduced by Nikol'skij around 1962. They are systematically studied by Amanov [1] , Schmeisser [29] and Vybiral [48] . Connections to hyperbolic cross approximation (in the context of periodic functions) may be found in Temlyakov [37] , Sprengel [35] as well as in [34] and [45] . Definitions will be recalled in Appendix A. There is a well-developed abstract theory for tensor products of Banach spaces, cf. the monograph Defant and Floret [8] . Since we are dealing with function spaces and sequence spaces only we do not need the abstract theory in its full generality. Our approach is based on the treatment of Light and Cheney [20] . Basic concepts of the abstract theory of tensor products of Banach spaces are collected in Appendix B. There we also discuss an extension of the projective norm to tensor products of certain quasi-Banach spaces. This is parallel to the approach suggested by Nitsche [22] . Constants will change their value from line to line, sometimes indicated by adding subscripts.
Main results
To begin with we describe our results on the representation of certain Besov as well as Sobolev spaces of dominating mixed smoothness as iterated tensor products of Besov and Sobolev spaces defined on R. As an application we obtain characterizations by means of wavelets under improved conditions. Then we continue with a discussion of some applications to hyperbolic cross approximation.
Tensor products of Sobolev and Besov spaces
Recall the definitions of the distribution spaces in Appendix A. Basic notions of tensor products can be found in Appendix B. ) as an iterated tensor product of the Sobolev spaces of fractional order. In all cases of occurence of iterated tensor products of quasi-Banach spaces considered in this paper the resulting space will not depend on the order of the tuples which are formed during the process of calculating
(iv) In the periodic case with d = 1 formula (2.1) is already known, see Sprengel [35] . 
Theorem 2.2 (Tensor products of Besov spaces)
(c) Nitsche [22] has introduced tensor products of Besov spaces with 0 < p < 1 in connection with best m-term approximation for tensor product wavelets. But in his paper, no relation to spaces of dominating mixed smoothness is given. (d) In a periodic context (2.2) (with d = 1) has been proved earlier in [33] .
Wavelets and spaces of dominating mixed smoothness
Since many years it is well-known that isotropic Besov spaces as well as isotropic Sobolev spaces allow a discretization. That means, there exist isomorphisms onto sequence spaces, see Subsection A.3.1 for details. The following sequence spaces play a major role in our investigations. ) the following more complicated sequence spaces are necessary. To begin with we need a few further notation. Let X be the characteristic function of the interval (0, 1). We put
Let us further define
(ii) Furthermore we define
Our results on tensor products have some nice applications. 
Theorem 2.5 (Sequence space isomorphisms)
, be a given system of functions. Then we define Ψ to be the collection of all functions
As usual, f, g denotes the L 2 scalar product of f and g if both belong to L 2 . However, in many situations we have to interpret f, g as the application of the tempered distribution f to g. Since g will not belong to S in general this question needs some care. For this we refer to Appendix A, Subsection A.3. 
Remark Observe that we only need to know the restrictions for the wavelet isomorphism for d = 1. No further conditions enter.
Nonlinear approximation and spaces of dominating mixed smoothness
Let 0 < p < 2. Let ϕ be an orthonormal scaling function and ψ be an associated wavelet such that the system (ψ j,k ) j,k given by
where t ∈ R, k ∈ Z and j ∈ N 0 , yields an unconditional basis of B
3), we denote the corresponding tensor product system. Further, let
(here |Λ| denotes the cardinality of the set Λ).
) by the tensor product wavelet system Ψ with respect to the L 2 -norm is the quantity
For s > 0 and p as above we consider the approximation space A
Mainly as a corollary of the characterization of
, see e.g. Pietsch [25] or DeVore [9, Thm. 4] , and of Corollary 2.6 we obtain the following. 
in the sense of equivalent quasi-norms.
Remark With the right-hand side S
(R) Theorem 2.7 has been proved in Nitsche [22] . Our treatment of tensor products, see Theorem 2.2, allows to identify this approximation space with a Besov space of dominating mixed smoothness. Recall, that these spaces can be described by means of differences and derivatives, cf. [31] and [44] .
Splines and spaces of dominating mixed smoothness
A case of particular importance is given by choosing J 1 = . . . = J d to be an isomorphism associated to an orthonormal spline wavelet system. Let m ∈ N. Let X be the characteristic function of the interval (0, 1). Then the normalized cardinal B-spline of order m + 1 is given by
beginning with N 1 = X . Let F denote the Fourier transform and F −1 its inverse transform. We normalize these transformations by
we obtain an orthonormal scaling function which is again a spline of order m. Finally, by
we obtain the generator of an orthonormal wavelet system. For m = 1 it is easily checked that −ψ 1 (x − 1) is the Haar wavelet. In general these functions ψ m have the following properties: 
(v) The functions ψ m satisfy a moment condition of order m − 1, i.e.
It will be convenient for us to use the following abbreviations:
where x ∈ R, k ∈ Z and j ∈ N 0 .
Let us now focus on the mapping Remark (a) The content of this proposition is essentially well-known, see Bourdaud [5] , Frazier and Jawerth [12] , Meyer [21] , Lemarie and Kahane [19] or DeVore [9] . More details will be given later on. However, we wish to mention that the case m = 1 has its own history. The characterization of Besov spaces by means of the Haar basis attracted some attention in the literature, see e.g. Ropela [27] , Oswald [23] and Triebel [39, 40] for earlier papers with this respect. (b) Wavelet characterizations of Besov spaces with p < 1 are investigated e.g. in Bourdaud [5] , Cohen [6] , Kyriazis and Petrushev [18] and Triebel [42] . As an immediate conclusion of the preceeding proposition and Corollary 2.6 we obtain assertions on the characterization of the spaces S 
Theorem 2.9 (Spline wavelet isomorphisms)
Remark Kamont [17] has proved a similar result for the spaces S
. . = r d > 0, but using a different system of splines, at least if m > 1. The case p = 2 and m = 1 may be found in Oswald [24] as well.
Approximation from the hyperbolic cross
We concentrate on the case r 1 = r 2 = . . . = r d > 0. Here we make use of the conventions S
In [10] the following type of approximation related to hyperbolic crosses is considered. Define
We are interested in determining the asymptotic behaviour of the quantities
and
as n tends to infinity. Mainly as a consequence of Theorem 2.9 one obtains the following.
holds.
(ii) Let 0 < p < ∞ and max(0,
(iii) Let p = ∞ and 0 < r < m − 1. Then we have
Next we want to define the error of best approximation of a function f ∈
by splines of degree less than m related to the hyperbolic cross. For this purpose it will be convenient to introduce some further notation first. Let 
Furthermore, the spaces V 
, a concept which is related to the definition of the P m n . Fortunately we have
This can be seen by using (iv) in our list of properties of the ψ m given above.
To have a compact formulation we shall use the following quantity:
where F → L p denotes an arbitrary quasi-Banach space.
Theorem 2.11 (Error of best approximation)
Let d > 1 and let m ∈ N. (i) Let 1 < p < ∞ and 0 < r < m − 1. Then it holds E m n (S r p H(R d )) p 2 −rn , n ∈ N . (ii) Let 1 ≤ p < ∞ and 0 < r < m − 1 + 1/p. Then it holds E m n (S r p,p B(R d )) p      2 −rn if 1 ≤ p ≤ 2 , n (d−1)( 1 2 − 1 p ) 2 −rn if 2 < p < ∞ , (2.5) n ∈ N. (iii) Let 0 < p < 1 and 1 p − 1 < r < m
. Then there exists a constant c such that
holds for all n ∈ N. (iv) Let p = ∞ and 0 < r < m − 1. Then there exists a constant c such that [46] . All the inclusions are strict except for p = 2 where we have coincidence. (b) DeVore, Konyagin, Temlyakov [10] have also proved the upper bound in (i). But we would like to mention a difference between the results in part (i) and part (ii), respectively. The assumptions in (i) are more restrictive than in part (ii). E.g., if m = 1, i.e. for the Haar system, part (i) is not applicable whereas in (ii) the natural restriction r < 1/p shows up. (c) In case 1 < p < ∞ we refer to Kamont [17] for corresponding estimates in terms of a certain modulus of smoothness for functions defined on [0, 1] [3, 4] derived similar estimates by using Meyer wavelets instead of splines. (e) All estimates stated in Theorem 2.11 have counterparts in the classical periodic context of best approximation by polynomials with frequencies taken from a hyperbolic cross. We refer to Dinh Dung [11] , Galeev [13] , Romanyuk [26] , Temlyakov [37] and [34] , [45] . However, the Littlewood-Paley theory for the spline system Ψ m differs from the Littlewood-Paley theory of the trigonometric system. So, at least partly, our test functions are not the same as used in the quoted literature.
At least for the most interesting case p = 2 there is a partial inverse of the inequality (2.5). In fact we have the following equivalence.
Corollary 2.12 (Characterization via approximation)
Remark For m = 1 we refer to Oswald [24] . Let us further mention that there is not much hope to generalize Corollary 2.12 to p = 2. In a slightly different setting (approximation by entire analytic functions with frequencies in the hyperbolic cross) it has been shown in [30] that the approximation
)) has to be understood in a different context of approximation by entire analytic functions with frequencies in the hyperbolic cross. For the approximation spaces related to approximation from hyperbolic crosses we refer to DeVore, Konyagin, Temlyakov [10] .
Proofs

Tensor products of Sobolev spaces
The proof follows along the lines of the proof of
We shall prove a more general result first. Let µ be an infinitely differentiable, positive function such that for any multiindexᾱ ∈ N d 0 there exist a constant cᾱ and a natural number mᾱ with
With other words, the functions µ, (1/µ) as well as all their derivatives are polynomially bounded. Then, for 1 < p < ∞, we define
Distribution spaces of such a type have been discussed by many authors, e.g. by Hörmander [15] , Panejach, Voljevich [47] and Bagdasarian [2] . Taking
The proof of this proposition requires some preparation. The set of all finite rectangles in R 
The inverse mapping is given by I (1/µ) (here we need (3.1)). The outcome of this simple observation is the following.
Lemma 3.2 Let 1 < p < ∞. Then the image of the set
After these preparations we are in the position to prove Proposition 3.1.
Proof of Proposition 3.1.
Step 1. To begin with we shall verify the continuous embedding
. . , n. The linearity of I µ 1 ⊗µ 2 as well as of I µ 2 yields 
Taking the infimum over all representations of h we end up with
which implies (3.2) (see also (B.4) and (B.3)) .
Step 2. We proceed with a proof of
First we consider a function
where f j and g j are multiples of characteristic functions of finite rectangles. It is not difficult to see that we may choose these functions f j , g j in such a way that g j |L p (R d 2 ) = 1, j = 1, ..., n, and supp g j ∩ supp g i = ∅ if i = j. Thanks to this special choice of the functions g j we find
On the other hand we conclude
Hence, the special choice of the functions g j implies
With (3.4) we obtain
. A density argument, see Lemma 3.2, completes the proof of (3.3). 2
Proof of Theorem 2.1. Choosing either
then the theorem follows immediately from Proposition 3.1. 2
Tensor products of weighted sequence spaces
Let I be a countable index set. Let w = (w(j)) j∈I be a sequence of positive real numbers. Let 0 < p < ∞. Then p (w, I) consists of all sequences a = (a j ) j∈I of complex numbers such that
) means the collection of all sequences (a j,k ) j,k∈N such that
Furthermore, c 0 (w, I) denotes the closure of the set of finite sequences with respect to the norm
The norms on the left-hand side and on the right-hand side coincide.
Remark Formula (3.4) represents a special case of the more general formula For the convenience of the reader we shall give an elementary proof of Proposition 3.3. The only nontrivial fact we will use within this proof is ( p ) = p where 1/p + 1/p = 1.
Proof of Proposition 3.3 .
Step 1. We shall prove
where (a
. . , n. Then, using ( p ) = p where 1/p + 1/p = 1 and Hölder's inequality, we obtain
Since this is true for all representations of h we conclude
Step 2. Now we deal with
) such that only finitely many components are not vanishing. Let
where e k denotes the elements of the canonical basis.
A density argument completes the proof. 2
The quasi-norms on the left-hand side and on the right-hand side coincide.
Remark (i) Formula (3.6) with p = 1 is well-known. We refer to [20, Cor. 1.16] .
(ii) In the framework of a more general concept of tensor products of quasiBanach spaces, Nitsche [22] has proved a similar result for the unweighted case.
Proof of Proposition 3.4.
Since this is true for all representations of h we conlude
Step 2. It remains to prove
We follow the arguments from Step 2 in the proof of the previous Proposition. By the same density argument it will be enough to deal with finite sequences. Therefore, let
Then we obtain
This proves the claim. 2
The norms on the left-hand side and on the right-hand side coincide. N) ) .
Vice versa, if
(we put h k, = 0 if either > N or k > M ) and using the abbreviations
we obtain
A density argument completes the proof of (3.7). 2
We formulate a few consequences of Propositions 3.3, 3.4, 3.5 for more specialized sequence spaces, see Definition 2.3. Switching in these propositions from
(simply by renumbering) and selecting the appropriate weights we obtain the following. 
In (i)-(iii) all quasi-norms coincide.
The notation has to be understood as the iterated tensor product, see the remark after Theorem 2.1. Since S 
Tensor products of Besov spaces
The heart of the matter consists in the assertions on tensor products of weighted sequence spaces of the previous paragraph.
Proof of Theorem 2.2 As in proof of Lemma 3.7 we first combine Propositions A.7, A.9 with the observation that the isomorphism J d used in Proposition A.9 is the tensor product of the isomorphisms J used in Proposition A.7. This follows from the coincidence of J 
On the other hand we know that 
In view of Corollary 2.6(ii) we see
,...,
The proof is complete. 2
Spline wavelet isomorphisms
Proof of Proposition 2.8.
Step 1. The assertion in part (i) is covered by Theorems 3.5 and 3.7 in Frazier and Jawerth [12] (see also the remarks on the top of page 132 concerning the inhomogeneous counterparts), since the functions ψ m j,k are smooth molecules.
Step 2. For part (ii) we refer to Bourdaud [5] , for p ≥ 1 also to Lemarie and Kahane [19, Part II, Chapt. 6, Thm. 5] and DeVore [9] . Only the case p = ∞ requires an additional comment. The references cover
with c independent of (a j,k ) j,k and −m < r < m − 1. Furthermore, observe that the spaceb 
Error of best approximation
To begin with we shall prove Proposition 2.10. In case 1 < p < ∞ our main tool will be Littlewood-Paley theory in a form developed in [10] .
Proof. Let m = 1. Then ψ 1 is essentially the Haar wavelet. For the Haar system the claim is explicitly stated and proved in [10] (see the comments before Lemma 2. Step 1. Proof of (i). Employing Lemma 3.8 we obtain
This proves the estimate from above in (i). Now we turn to the estimate from below. Our test functions are
, see Theorem 2.9, and P m n g n = 0 we obtain 2 −nr
for some positive constant c independent of n. This completes the proof of (i).
Step 2. Let 1 < p ≤ 2. We shall use the elementary inequality
together with Lemma 3.8. Then
This proves the estimate from above in part (ii) under the given restrictions.
Step 3. Let 0 < p ≤ 1. Using the elementary inequality ( j |c j |)
Hence, the sequence ( Step 4. Let 2 < p < ∞. We argue as in Step 1. In addition we shall apply Hölder's inequality with 1/2 = 1/p+1/u.
the estimate from above in (ii) follows.
Step 5. It remains to deal with p = ∞. We find
where we used again Section 2.4/(iv) in the third line. Since
the estimate in part (iii) follows.
Step 6. Estimate from below in (ii). Substep 6.1. Let 0 < p ≤ 2. We shall use the same test functions as in Step 1.
if |j| 1 = n + 1, see Theorem 2.9, and P m n g n = 0 we obtain 2 −nr
for some positive constant c independent of n. Substep 6.2. Let 2 < p < ∞. We put
Then Theorem 2.9 implies
Furthermore, by means of Lemma 3.8,
This completes the proof of (ii).
Step 7. Estimate from below in (iii). 
where 10) and satisfy a refinement equation given by (3.9) . Let us calculate the value of Ψ m at some particular points. We obtain
Using the functions defined above we arrive at
An easy calculation using equation (3.10) gives us
We introduce a further abbreviation for the Eisenstein series
This yields in particular
If m is even then we have Θ m (π) = 0. This and (3.11) yield
In case m > 1 is odd we claim Ψ m (π) = 0. We argue by contradiction. Assume
Using our formula for M m this turns out to be equivalent to
With the help of (3.12) this identity can be transformed into
(see (3.12) ). Therefore, (3.14) can not be true since ε 2m (ξ) > 0 for all ξ, ε m (π/2) > 0 and ε m (3π/2) < 0. This and (3.13) imply that for all m > 1 the continuous function Ψ m is not identically zero and consequently 
holds. Here indicates that we sum only over those vectorsj satisfying j > 0 for all . Furthermore
, n ∈ N .
for some positive constant c independent of n. 2
Proof of Theorem 2.11. The Littlewood-Paley argument in Lemma 3.8 yields the uniform boundedness of
n is a projection a standard argument leads to 
for some c independent of n. Finally, for all values of p the quantity
Characterization via approximation
Proof of Corollary 2.12. For p = 2 we have the identity
To continue we shall use some standard arguments. Observe
From this equivalence the inequality
follows by triangle inequality and the uniform boundedness of
we derive
Since r > 0 the claim follows. . Its locally convex topology is generated by the (semi-)norms
In other words, a sequence {ϕ j } j ⊂ S(R 
A.1 Classes of distributions on R
Here we recall the definition and a few properties of Besov and Sobolev spaces defined on R. We shall use the Fourier analytic approach, see e.g. [41] . Let ϕ ∈ C ∞ 0 (R) be a function such that ϕ(t) = 1 in an open set containing the origin. Then by means of
we get a smooth dyadic decomposition of unity. First we deal with Besov spaces. In a similar way one could introduce Sobolev spaces of fractional order. However, here we prefer the interpretation as potential spaces.
If ϕ j , j ∈ N 0 , is a smooth dyadic decompositon of unity as introduced in Subsection A.1, then by means of
we obtain a smooth decompositon of unity on R Remark This result, even in a more general form, can be found in Triebel [42] . We also refer to Frazier and Jawerth [12] and Kyriazis and Petrushev [18] , where corresponding estimates for more general systems (not only orthonormal) are treated.
B Appendix -Tensor products
We shall deal with tensor products in several different situations.
B.1 Tensor products of Banach spaces
We follow [20] , but see also [8] . Let X and Y be Banach spaces. X denotes the dual of X. Consider the set of all formal expressions
We introduce an equivalence relation by means of
Then the algebraic tensor product X ⊗ Y of X and Y is defined to be the set of all such equivalence classes. One can equip this set with several different norms. We are interested in so-called uniform norms only. Let
, we define their tensor product by
We call a norm α(·, X, Y ) on X ⊗ Y a uniform tensor norm if it satisfies 
B.2 Tensor products of distributions
As usual, we put D(R 
B.3 Tensor products of spaces of distributions
Tensor products of functions and sequences have been the original source for the introduction of the abstract tensor product. However, since we are dealing with quasi-Banach spaces of distributions and sequences, we prefer to make a few comments to the coincidence of these tensor products. Vice versa, if we assume (B.7), then arguing backwards, we find that 
B.5 Tensor products of certain quasi-Banach spaces of distributions
We want to generalize the concept of the projective tensor-norm γ (see Definition B.2 (ii)) in order to include also special quasi-Banach spaces either of type X → S (R
