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Developmental processes taking place during the third trimester and the neonatal period
lay the foundation for a functioning human brain. In the course of these months, neuronal
migration, cellular organisation, cortical development and myelination shape the form
and function of our arguably most complex and outstanding organ.
Diffusion weighted MRI (dMRI) has been extensively used to study the rapid changes in
microstructural properties of white and grey matter non-invasively and provides contrast
that is complementary to other imaging modalities [Yoshida et al., 2013]. The sensitivity
to processes on the cellular level has made diffusion imaging a tool for studying white
matter development and the early detection of injury [Hüppi, Dubois, 2006].
Linking the measured signal to changes in the cellular composition and organisation
of brain tissue poses data processing challenges unique to the pediatric population. In
particular, movement during the acquisition corrupts diffusion images beyond repair
and requires manual data cleaning. We developed a neural network classifier that can
perform this task automatically, allowing large-scale automated processing and analysis
of diffusion data.
Also, inferring cellular tissue properties from the signal is difficult as the brain simul-
taneously undergoes a number processes that could alter the contrast in various ways.
In simulations, I investigate the validity of often implicitly assumed relations between
quantities derived from Diffusion Tensor Imaging (DTI) and myelination in the context
of changing tissue compartment volume fractions, showing that the interpretation of DTI
parameters is flawed in the absence of a-priori knowledge about tissue microstructure.
In recent years, progress in acquisition and reconstruction techniques have facilitated
acquiring quantitatively and qualitatively richer diffusion images. Currently, High Angu-
lar Resolution Diffusion Imaging (HARDI) and higher order diffusion models are uniquely
positioned to capture and characterise developmental and maturation processes. The De-
veloping Human Connectome Project (dHCP) is a group effort to advance the field of
pediatric MRI and has made possible much of the work in this thesis. The HARDI data
acquired as part of the dHCP captures microstructural properties of the developing brain
with an unprecedented quality and information content.
Characterising tissue properties requires a model that allows inferring processes on
the cellular level from HARDI data. To build this model, it is necessary to incorporate
domain knowledge about physical and biological properties of brain tissue. Even for
11
adult populations, where brain tissue properties are comparatively static, developing
higher order diffusion models that provide microstructure-specific markers is an open
research question [Novikov, Kiselev, Jespersen, 2018]. For these reasons, this thesis
investigates the use of data-driven techniques for the study of brain development, which
do not require explicit a priori models of tissue microstructure, but rather attempt to
decompose the observed signal into interpretable components.
In chapter 8, we develop tools to produce an unbiased group template of tissue prop-
erties at term, using a method that makes few assumptions about the microstructual
properties of neonatal brain tissue. However, rapid brain maturation entails changes in
tissue properties that require taking the temporal component into account. This term-
time template is extended to the longitudinal domain in chapter 9, capturing tissue
maturation patterns from 33 to 44 weeks gestational age in the dHCP cohort.
Together, these developments pave the way for detailed investigations into the devel-
opment of the human brain. These techniques will form the basis for more advanced
analyses, and will hopefully provide useful insights not available using existing methods.
Parts of this thesis and work related to experiments performed in this thesis have
been presented at conferences under the titles "Effect of demyelination on diffusion ten-
sor indices: A Monte Carlo simulation study" [Pietsch, Tournier, 2015], "Multi-contrast
diffeomorphic non-linear registration of orientation density functions" [Pietsch et al.,
2017a], "Transfer learning and convolutional neural net fusion for motion artefact de-
tection" [Kelly et al., 2017], "Multi-shell neonatal brain HARDI template" [Pietsch et
al., 2017b], and "Longitudinal multi-component HARDI atlas of neonatal white matter"
[Pietsch et al., 2018].
A manuscript with the title "A framework for multi-component analysis of diffusion





Normal brain maturation in the perinatal
period
Contents
2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2. Normal brain development . . . . . . . . . . . . . . . . . . . 14
2.2.1. The big picture and timing of developmental events . . . . . . 14
2.2.1.1. Gestational age . . . . . . . . . . . . . . . . . . . 15
2.2.1.2. Brain development in the third trimester and the neona-
tal period in a nutshell . . . . . . . . . . . . . . . . 15
2.2.2. Neurons and neuroglia: basic units of brain parenchyma . . . 18
2.2.2.1. Neurons . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2.2. Neuroglia . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3. Neural proliferation and migration . . . . . . . . . . . . . . 20
2.2.4. White matter development . . . . . . . . . . . . . . . . . . 28
2.2.4.1. Regressive events . . . . . . . . . . . . . . . . . . . 30
2.2.4.2. Myelination . . . . . . . . . . . . . . . . . . . . . 31
2.1. Introduction
Understanding the developing human brain, be it for clinical or purely academic reasons,
requires a temporal perspective on maturation processes. Most processes responsible for
the structure of a functioning human brain start in the early embryonic weeks up to birth
at around 40 weeks but the brain continues to mature at least into the second decade of
life. This chapter summarises developmental processes that take place during the third
trimester (27 weeks post conception until birth) and the neonatal period (birth to four
postnatal weeks) with a focus on structural changes that are potentially detectable within
this perinatal period, using diffusion MRI.
In this period, the morphology of the brain is relatively mature but the brain tissue
undergoes rapid structural and functional development, which manifests in changes in
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the shape, size, density, and arrangement of cells. Histological work conducted a century
ago on the shape and arrangement of cells in the nervous system has led to remark-
able progress in the understanding of how the brain functions [Llinás, 2003]. Following
these seminal works, technical advancements such as immunofluorescence or electron mi-
croscopy allowed probing the constituents of brain tissue to a near-molecular level, which
facilitated much more detailed and specific observations and led to new and refined un-
derstanding of the brain and the functions of its constituents [Sotelo, 2011].
In recent years, MRI has opened the possibility of measuring brain tissue properties
non-invasively, which has led to numerous in-vivo studies of the normal, healthy human
brain and its maturation. Yet, imaging newborns in a noisy MRI machine with lengthy
sequences is challenging in many ways. Furthermore, interpreting the MRI signals, which
integrate the tissue properties over at least a cubic millimetre and linking it to cellular
properties is an ongoing field of research.
The aim of this chapter is to give a biological context to the signal changes we observe
in the neonatal period with diffusion MRI. Therefore, I will not go into embryonic de-
velopmental processes such as the formation of the neural tube and the prosencephalon,
or into the genetic or biochemical factors that orchestrate brain development but focus
on neuronal migration and organisation, and on cortical development and myelination,
which take place predominantly in the fetal and neonatal period.
2.2. Normal brain development
2.2.1. The big picture and timing of developmental events
The time before birth (prenatal period) can be split into two periods: the embryonic
period, which consists of the first eight weeks post-fertilisation, which is followed by the
fetal period, which lasts until birth. The neonatal period is the time from birth to one
postnatal month.
In the embryonic period, features of the brain develop rapidly and the brain under-
goes systematic morphological changes [O’Rahilly, Müller, 2010]. The first morphologic
features of the nervous system appear as early as 3 weeks post-fertilisation. In the
following fetal period, the brain develops by refining existing structures in a spatially
and temporally varied manner, which is hard to characterise and subdivide into distinct
morphological stages [O’Rahilly, Müller, 2006, chapter 4].
In the last fetal months and the neonatal period, the brain weight increases rapidly
but, while the total number of cells increases, the density of DNA in the brain decreases
in most parts of the brain [Dobbing, Sands, 1973]. The overall water density of brain
tissue falls complementary to the increase in lipid concentration [Dobbing, Sands, 1973].
In this period, the growth of the brain is dominated by increasing cell size, branching and
myelination [Dobbing, Sands, 1973] with the exception of the cerebellum whose cells are
and remain comparatively small, leading to a steady increase in cell density (measured
as increased DNA density [Dobbing, Sands, 1973]). In the neocortex, the total number
of neurons remains constant between birth and 3 years of age but the number of glial
cells (oligodendrocytes and astrocytes) increases linearly in that time span [Kjær et al.,
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2016]. Note that there is controversy in the total numbers of neurons and glial cells
and reported total numbers depend heavily on the cell counting methods used [Bartheld,
Bahney, Herculano-Houzel, 2016].
The major developmental events leading to and during the neonatal period are sum-
marised in figure fig. 2.1. The timeline serves as a frame of reference for the following
sections but it can not depict the complex spatial heterogeneity of onset, peak occurrence
and termination of developmental processes.
2.2.1.1. Gestational age
Unfortunately, multiple time scales have been defined to describe the age of a developing
human, which have different origins and are typically used in different contexts [Engle,
2004] or confused with each other [O’Rahilly, Müller, 2000]. The term “gestational age”
is commonly used to describe the age in the prenatal period but it is used differently
in embryology and obstetrics and therefore discouraged by some researchers as being
ambiguous [O’Rahilly, Müller, 2000]. In obstetrics, gestational age commonly refers to
the time since “the first day of the last menstrual period” [Engle, 2004]. Note that
gestational age is only defined up to birth after which the term postmenstrual age is
used to refer to the gestational age plus the time since birth. A normal gestational age
is defined as birth at 38 to 42 weeks gestational age [Engle, 2004].
However, the last menstrual period occurs about two weeks before ovulation. Hence,
using the obstetric definition of gestational age, an embryo with gestational age of be-
tween zero and two weeks is yet to be conceived [O’Rahilly, Müller, 2006, chapter 5]
making age a misnomer. It also introduces some biological variability that can span
several days [Engle, 2004], which renders it a less desirable measure for embryonic time
measure.
Therefore, in embryology, gestational age usually refers to the time since fertilisation.
However, in practice, embryonic age, especially across species, is best characterised by
morphometric measures [O’Rahilly, Müller, 2000].
However, defining a single timescale is undoubtedly useful. Since the dHCP defines the
age of the babies at scan using the definition used in obstetrics, I will use this definition
whenever I refer to the age or use the term “gestational age”. Exceptions are descriptions
of early embryonic events for which I explicitly state the age in weeks post-fertilisation.
2.2.1.2. Brain development in the third trimester and the neonatal period in a
nutshell
Brain development in the weeks leading up to and post-birth, are governed by several
developmental processes that affect the cortical morphology, which can be observed as
a marked increase in gyrification (the number of many cerebral fissures, sulci and gyri)
[Chi, Dooling, Gilles, 1977; Striedter, Srinivasan, Monuki, 2015]. Maturation on smaller
length scales changes microstructural properties such as the cortical cytoarchitecture and
the increased formation of connections in the brain.
In the third trimester, the cortex matures into its final six distinct horizontal layered
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structure and the neurogenesis of new types of neurons starts [Honig, Herrmann, Shatz,
1996].
Neuronal migration [Sidman, Rakic, 1973; Kriegstein, Noctor, 2004] refers to the move-
ment of neurons from their birthplace, usually the ventricular zone (VZ) or subventricular
zone (SVZ), to their final destinations. Neuronal migration to the cerebral cortex has
mostly finished before the third trimester [Rakic, 1990; Volpe, 2008] but at 28 weeks
afferent neurons migrate from the subplate zone (subplate (SP)) to the cortical plate
(cortical plate (CP))1 and immature neurons continue to migrate tangentially from the
subventricular zone (SVZ) to the olfactory peduncle and frontal cortex which continues
for up to 18 postnatal months [Sanai et al., 2011].
Starting at 23 weeks, synapses emerge in the cortical plate [Molliver, Kostovic, Loos,
1973] and during the third trimester, neurons in the subplate form transient synapses
with thalamic afferent neurons [Kostović, Judaš, 2010; Hevner, 2000] and short-range
connections throughout the brain increase in number [Dehaene-Lambertz, Spelke, 2015].
1See fig. 2.3 for the time course of cortical layer development and notation.
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Figure 2.1.: Timeline of developmental events. The cyan line (top) shows
the age distribution of the longitudinal cohort investigated in chapter 9. This
diagram collects peak occurrences and timespans of developmental processes that
I found in the literature. Darker shades mark peak occurrences. Note that
although it incorporates diagrams from multiple reviews ([Andersen, 2003; Dubois
et al., 2014; Knuesel et al., 2014; Linderkamp et al., 2009]), this diagram is not
complete. For instance, Dubois et al. remark that “information on the beginning
and ending of axonal pruning are missing in the human brain.” References: [1]:
[Volpe, 2008, chapter 2], [2]: [Linderkamp et al., 2009], [3]: [O’Rahilly, Müller,
2006], [4]: [Volpe, 2008, chapter 1], [5]: [Mrzljak et al., 1988], [6]: [Burkhalter,
Bernardo, Charles, 1993], [7]: [Dubois et al., 2014], [8]: [Kostović, Jovanov-
Milošević, 2006]
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2.2.2. Neurons and neuroglia: basic units of brain parenchyma
2.2.2.1. Neurons
Neurons and glial cells are the basic cell type families that make up the majority of the
brain parenchyma and determine its information processing function through complex
electric and chemical processes [Debanne, 2004].
The number of named neuronal cell types goes into the hundreds [Masland, 2004] and
neurons are heterogeneous in their morphology, physiology and molecular fingerprint,
have highly complex lineages, and neuron classification hierarchies vary between locations
in the brain and across species [Zeng, Sanes, 2017]. Neuron properties are collected in
databases [Ascoli, Donohue, Halavi, 2007] and the process of classifying cells remains far
from complete (see [Zeng, Sanes, 2017]).
Zeng, Sanes categorise cortical neurons based on their function in excitatory neurons
and inhibitory interneurons. Interneurons transmit information between different types
of neurons, in contrast to motor and sensory neurons. Although less valuable for classi-
fication [Zeng, Sanes, 2017], the morphological properties of neurons are likely the most
relevant from a diffusion perspective.
Given that even the basic structure of axons is heterogeneous, I will briefly describe
a common structure to introduce the basic notation used in diffusion microstructure
modelling. Neurons consist of a cell body (soma), dendrites and an axon. Dendrites
(déntro, Greek for tree) are tree-like protrusions that gather information (post-synaptic
potentials) and transmit it to the soma. This information is processed and integrated
at the protrusion of the neuron (“axon hillock”, located at the soma or at a dendrite)
that leads into the axon [Debanne, 2004]. Axons transport electric impulses to the local
neural cell network typically over distances of µm to mm but can project into distant
structures over cm reaching 1m in humans. Axons and dendrites are collectively referred
to as neurites or neuronal processes.
In humans, each neuron is programmed to develop up to one axon [Parker et al., 2013]
but axons can bifurcate into multiple axon collaterals giving rise to recurrent networks.
Axons and axon collaterals branch in their terminal area into multiple telonderia and
can, therefore, reach many target sites [Hall, 2015, chapter 45]. Axon collaterals can
connect back to the soma or reach other neurons in the close vicinity. Recent research
shows that axonal trees not only transmit impulses but also themselves contribute to the
information processing by regulating the propagation of information or even reversing
the direction in which the action potential travels [Dehaene-Lambertz, Spelke, 2015]. In
the hippocampus, this axonal and dendritic arborisation gives rise to networks of local
information feedback loops (recurrent networks) that play a role in pattern completion
and separation, spatial context and episodic memory [Freund, Buzsáki, 1996; Rolls, 2013].
Although the neuroarchitecture of the hippocampus is comparatively simple [Stevens,
1998], the morphological categorisation of hippocampal interneurons gives rise to at least
16 morphological classes based on the location of the soma, the most prevalent orientation
of the dendrites with respect to the cortical surface (horizontal, vertical or star-shaped:
stellate) and the cortical zone reached by the axon [Parra, Gulyas, Miles, 1998]. See
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fig. 2.2 for a sample of the morphological and scale diversity of neurons across species
and neuronal cell types.
Pyramidal neurons (see fig. 2.2 D) are a class of excitatory neurons, which make up the
majority of neurons in the human cortex but can also be found in subcortical structures,
particularly the hippocampus and amygdala [Spruston, 2008]. They are named for their
pyramidal shaped soma from which long reaching dendrites protrude off the pointy (api-
cal) end while dendrites on the opposing basal end of the soma are comparatively short.
Compared to inhibitory neurons, pyramidal neurons’ axons are linear, less intricate and
connect to fewer and more distant cells [Huang, Di Cristo, Ango, 2007]. Pyramidal neu-
rons have in common that they possess physiologically distinct dendritic domains, yet,
within the group of pyramidal neurons, function and appearance are varied [Spruston,
2008].
2.2.2.2. Neuroglia
In the adult brain, different types of glial cells exist: astrocytes, oligodendrocytes, mi-
croglia and ependymal cells. The function of glial cells involves giving structure to
neurons by guiding them during development, supplying neurons with nutrients, electri-
cal insulation, clearance of dead and diseased neurons and they play a crucial part in
chemical signalling and metabolism [Jäkel, Dimou, 2017].
The star-shaped astrocytes are the most numerous cell type in the adult brain [Ket-
temann, Ransom, 2005] and their roles include metabolic interaction with neurons, the
regulation of water and ion concentrations and in the formation of the blood-brain barrier
to name a few [Kimelberg, 2010]. Ependymal glial cells separate the ventricular system
from the brain parenchyma and regulate exchange between the two systems. They pro-
duce, absorb and move the cerebrospinal fluid (CSF). Microglia are immunocompetent
cells and constantly and rapidly move their fine extensions (filopodia) to sense their
environment[Jäkel, Dimou, 2017].
NG2-glial cells are oligodendrocyte precursor cells that build functional synapses with
neurons that only allow communication from the neurons to the NG2-glial cells [Sun,
Dietrich, 2013]. NG2-glial proliferate into mature oligodendrocytes but their population
persist throughout life by rapid self-regeneration [Hughes et al., 2013], which makes them
stand out in the adult parenchyma [Dimou et al., 2008].
Non-myelinating oligodendrocytes are present in large numbers in the cortex but their
function is not well understood [Jäkel, Dimou, 2017]. Myelinating mature oligodendro-
cytes give rise to lipid-rich membranes extrusions that wrap around axons to electrically
insulate and feed them [Nave, 2010]. For details on myelination see section 2.2.4.2.
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Figure 2.2.: “Morphological Diversity: A Representative Sample of Recon-
structed Neurons from NeuroMorpho.Org (A) Rat neocortex Martinotti cell
(NMO_00351). (B) Rat neocortex bipolar cell (NMO_06144). (C) Rat neo-
cortex pyramidal cell (NMO_05729). (D) Mouse neocortex pyramidal cell
(NMO_05549). (E) Mouse hippocampus Schaffer collateral-associated neu-
ron (NMO_07893). (F) Mouse cerebellum Golgi cell (NMO_06902). (G)
Cat brainstem vertical cell (NMO_06171). (H) Rat olfactory bulb deep short-
axon cell (NMO_06222). (I) Mouse neocortex Cajal-Retzius cell (NMO_07521).
(J) Mouse retina ganglion cell (NMO_06379). (K) Spiny lobster stomatogas-
tric ganglion motoneuron (NMO_06635). (L) Rat hippocampus granule cell
(NMO_06778). (M) Mouse cerebellum Purkinje cell (NMO_00865). (N) Rat
neocortex layer 2/3 interneuron (NMO_04548). Scale bars represent 100 µm;
somata and dendrites: black; axons: red.” Reproduced with permission from
[Parekh, Ascoli, 2013].
2.2.3. Neural proliferation and migration
The birth (“proliferation”) and migration of neuronal cells in the brain starts at 7 weeks of
gestation and the majority of neurons reach their final locations by the end of the second
trimester (around week 20-24) [Rakic, 1990; Rakic, 2003]. Recent research has uncovered
neurogenesis and migration, albeit shorter-range, lasting into adulthood [Ghashghaei,
Lai, Anton, 2007]. It is hard to overstate the importance of this period for brain devel-
opment as it defines the morphology and programs the future functional development of
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the brain. Rakic has suggested that the roughly 1000-fold higher cortical surface area in
humans compared to mice is caused by an additional 7 cell division cycles of neuronal
progenitor cells in the human embryo [Rakic, 2009].
The early human brain consists of a single layer (neuroepithelium), which subsequently
splits into separate zones, some of which disappear or transform into further separable
layers later in gestation (see fig. 2.3). The zone that is in contact with the cerebrospinal
fluid is called the ventricular zone (VZ), above which the transient “preplate” layer de-
velops from week 10 [Honig, Herrmann, Shatz, 1996]. By week 14, the cerebrum can
be divided into six zones starting from the ventricles: VZ, subventricular zone (SVZ),
intermediate zone (intermediate zone (IZ)), subplate (SP), cortical plate (CP) and the
marginal zone (marginal zone (MZ)), which is closest to the surface-facing membranes
of the brain (the pial surface).
Early neuronal progenitor cells (specialised neuronal stem cells) are located in the
ventricular zone (VZ, see fig. 2.3), and extend into the direction of the pial surface but
might not reach it. They continue to divide into two identical progenitor cells and define
the rate at which later proliferation occurs.
Later in gestation, neural progenitor cells in the ventricular zone of the developing
brain divide into further specialised progenitor cells: neuroepithelial cells and radial glial
progenitor cells. The latter are rooted in the VZ but extend to the pial surface. They
subdivide and continue to divide into radial glial progenitor cells and neurons.
Two types of progenitor cells are located in the subventricular zone (SVZ), the cell
layer adjacent to the VZ: the basal (a.k.a intermediate neuronal) progenitor cells, which
do not reach the pial or ventrical surface; and recently discovered radial progenitor cells,
which extend to the pial surface but do not reach into the ventricular zone [Lehtinen,
Walsh, 2011]. The basal progenitor cells eventually give rise to most of the pyramidal
projection neurons [Kowalczyk et al., 2009].
Neuronal proliferation occurs in two major phases. The first phase is characterised by
radial glia and neuronal proliferation and occurs predominantly around 2 to 4 months of
gestation [Clancy, Darlington, Finlay, 2001] and is followed by a phase of “glial multipli-
cation”, which lasts into the first year of life [Volpe, 2008, chapter 2].
Most neurons are created in the VZ [Volpe, 2008, chapter 2]. The SVZ gives rise to
most glial cells [Volpe, 2008, chapter 2] and in later stages to neurons that terminate
in the cortical layers [Kowalczyk et al., 2009]. The VZ disappears before birth and the
intermittent zone (IZ) becomes the white matter [Honig, Herrmann, Shatz, 1996].
The majority of neuronal migration occurs between the third and fifth month [Volpe,
2008, chapter 2] but lasts into the perinatal period. Early migration is dominated by
neurons extending their membrane radially from their place of birth to the cortex, which
allows them to move their soma along these relatively short distances. When the cortex
has grown further, two major directions of neuronal migration emerge: radially and
tangentially with respect to the surface of the cortex. This migration occurs in distinct
waves that are characterised by changes in neuronal shape or their direction of migration
[Kriegstein, Noctor, 2004; Rakic, 1990]. Radial migration gives rise to projection fibres
and the structure of the cortex.
Radial glial cells span a network of locally parallel fibres ranging from the VZ to the
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Figure 2.3.: Top: Revised version of the 1970s Boulder Committee’s model
of human neocortical development at 30 (a), 31-32 (b), 45 (c), and 55 (d)
embryonic days and at 14 weeks (e). Adjusted from [Bystron, Blakemore, Rakic,
2008] with permission. Bottom: Schematic of cortical development between
10.5 weeks and birth. Reproduced from [Mrzljak et al., 1988] with permission.
V(Z): ventricular zone, PP: preplate, SV(Z): subventricular zone, IZ: intermediate
zone, SP: subplate zone, CP: cortical plate, MZ: marginal zone, which includes
the subpial granular layer (SG), WM: white matter. For scale and locations of
cortical zones see figs. 2.4 and 2.7.
cortical plate and serve as “scaffolding” for migrating neurons. In humans, they guide
up to 30 generations of neurons simultaneously [Rakic, 1990] on their up to 7mm long
radial migration to the cortex [Kriegstein, Noctor, 2004]. Neurons born early terminate




































Figure 2.4.: Coronal schematic section of the human cerebrum at 21 weeks
with annotated prenatal cortical layers. Adapted from the BrainSpan Atlas of the
Developing Human Brain [Internet]. Funded by ARRA Awards 1RC2MH089921-
01, 1RC2MH090047-01, and 1RC2MH089929-01. ©2011. Available from: http:
//brainspan.org
in the lower layers of the cortical plate and younger neurons migrate through the cortical
plate extending it towards the MZ (see figure fig. 2.5, forming so-called neuronal columns
that are believed to be crucial for information processing and abstraction [Tsunoda et al.,
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2001].
At the same time, neuronal progenitor cells inside the SVZ, the IZ and the MZ migrate
tangentially, guided by molecular mechanisms. The tangential migration of neuronal pro-
genitor cells and cortical interneurons is followed by radial migration into the cortical
plate [Volpe, 2008, chapter 2][Ghashghaei, Lai, Anton, 2007]. A recently identified pro-
liferative zone in the ventral ganglionic eminences (which later form the basal ganglia)
gives rise to interneurons that also migrate tangentially [Anderson et al., 2001].
Individual neurons can travel for weeks in the human brain [Rakic, 2003] and migration
pathways vary between brain regions [Corbin, Nery, Fishell, 2001]. Furthermore, migra-
tion can occur in multiple stages and in different directions. For systematic reviews and
details on neuronal migration see [Ghashghaei, Lai, Anton, 2007; Sidman, Rakic, 1973;
Valiente, Marín, 2010; Kriegstein, Noctor, 2004; Marín, Rubenstein, 2001].
The subplate plays a crucial role in cortical development, particularly the neocortex in
human and primates [Kanold, Luhmann, 2010]. Subplate neurons are heterogeneous in
shape (see [Kanold, Luhmann, 2010]) and function and consist of at least 5 morphological
subtypes. They are relatively mature in their dendrite density and synaptic innervation.
Their dendrites can reach up to 1mm [Kanold, Luhmann, 2010].
The developed thalamocortical and corticothalamic pathways propagate sensory and
motor information via the thalamus to cortical layer 4 and feed the signal from cortical
layers 5 and 6 back into the thalamus (see fig. 2.6). These pathways are created in
two stages, starting at the end of the second trimester and finishing around week 26
[Kostović, Jovanov-Milošević, 2006]. Thalamocortical axons first connect to neurons
located in the transient subplate zone that are connected to the cortex (see fig. 2.5). This
connection lasts 4 weeks after which thalamocortical axons extend into the cortex with
locations determined by the previous interactions with subplate neurons. Corticothalamic
migration is similarly divided by a transient connection via subplate neurons. In humans,
subplate neurons undergo apoptosis after the establishment of the cortical connection.
See section 2.2.4 for further discussion of the subplate.
By week 20 to 24 of gestation, most neuronal migration to the cerebral cortex has come
to a halt [Rakic, 1990; Rakic, 2003] with only a few remaining areas of neurogenesis in
the SVZ and the dentate gyrus of the hippocampus, and sparse and mostly short-range
neuronal migration remaining into the second year of life and even fewer into adulthood
[Cayre, Canoll, Goldman, 2009; Sanai et al., 2011; Ghashghaei, Lai, Anton, 2007]. How-
ever, neuronal maturation is far from complete. At birth, neurons in the frontal cortex
are still small and poorly connected and have small and sparse dendritic trees (see fig. 2.6)
[Courchesne et al., 2007]. Glial cells are thought to mediate neuronal maturation [Stiles,
Jernigan, 2010] but the time course of neuronal maturation and glial differentiation and
maturation in the neonatal and following postnatal period is still poorly understood,
due to the limited post-mortem human brain samples from the postnatal period [Stiles,
Jernigan, 2010; Dubois et al., 2014].
Glial progenitors keep proliferating and migrating beyond the time of birth, and in the
case of oligodendrocyte progenitor cells continue throughout the lifespan. Glial progenitor
cells reproduce in the SVZ of the forebrain and migrate mostly radially and differentiate in
their target sites into astrocytes and oligodendrocytes [Cayre, Canoll, Goldman, 2009]. In
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contrast to neurons, the majority of these processes happens peri- and postnatally [Stiles,
Jernigan, 2010]. For a captivating review of oligodendrocyte precursor proliferation see
[Richardson, Kessaris, Pringle, 2006].
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Figure 2.5.: “The relation between a small patch of the proliferative, ventric-
ular zone (VZ) and its corresponding area within the cortical plate (CP) in the
developing cerebrum. ... Neurons produced between E40 and EIOO by a given
proliferative unit migrate in succession along the same radial glial guides (RG)
and stack up in reverse order of arrival within the same ontogenetic column. Each
migrating neuron (MN) first traverses the intermediate zone (IZ) and then the
subplate (SP), which contains interstitial cells and “waiting” afferents from the
thalamic radiation (TR) and ipsilateral and contralateral cortico-cortical connec-
tions (CC). ...” Reproduced from [Rakic, 1988] with permission.
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Figure 2.6.: Rapid Golgi stained (A) and Nissl (Cresyl Violet) stained (B) sec-
tions of the medial frontal gyrus of a 32 week old preterm born infant (left) and
of an infant born at term (right). Golgi stains visualise the peripheral membrane
of a sparse subset (1-3%) of neurons [Zaqout, Kaindl, 2016]. The relative spar-
sity of cells stained allows resolving the shape and extent of individual axonal
and dendritic processes [Kobayashi, Lavenex, 2014]. Nissl staining colours Nissl
substance in the majority of glial cells and neurons found in brain tissue. Nissl
substance is found in nucleic acid (RNA and DNA) and extra-nuclear RNA (for
instance in ribosomes). Hence cytoplasm and nuclei stand out in this stain, which
is therefore commonly used to quantify cell body densities. Arrows in (A) point
at the location of individual subplate neurons. Scale bars: 150 µm. Reproduced
from [Mrzljak et al., 1988] with permission.
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2.2.4. White matter development
White matter development involves the creation, migration, settlement and differentia-
tion of neurons that subsequently form long-range connections in the brain and into the
rest of the body. White matter is named after its appearance relative to grey matter;
it is brighter due to the higher proportion of lipid-rich oligodendrocyte membranes that
ensheath white matter axons (“myelin”). The majority of myelination occurs in the third
trimester and postnatally and is ongoing into adulthood [Kinney et al., 1994; Brody
et al., 1987].
Adult white matter contains besides neurons large numbers of glial cells (astrocytes,
oligodendrocytes, microglia) and is categorised by the areas it connects. Projection fibres
establish bi-directional connections between the cortex and the thalamus, the brainstem
or the spinal cord. Commissural fibres establish inter-hemispheric connections, with the
corpus callosum (corpus callosum (CC)) being the most prominent commissural white
matter structure. Associative fibres form local connections between gyri (“u-fibres”) or
intra-hemispheric long-reaching cortical connections.
White matter development follows temporal trajectories that vary spatially, with struc-
tures responsible for sensory processing maturing before associative areas. Mapping those
maturation patterns and their implications in humans is an active field of research of great
clinical importance [Volpe, 2008] but with large gaps in knowledge [Dubois et al., 2014].
This is in part due to the unique developmental characteristic of human foetuses, and
the challenges of fetal and neonatal imaging, and the lack of reliable and quantitative
microstructural measures for in-vivo imaging [Dubois et al., 2014].
Early developing white matter tracts appear between 9 and 47 post-fertilisation days
[O’Rahilly, Müller, 2006] and neurogenesis for most white matter neurons peaks before
the tenth week [Bayer et al., 1993] and is mostly complete by week 16 [Clancy, Darlington,
Finlay, 2001] (see section 2.2.3).
The majority of long-range connections are established in the second and third trimester.
During the last trimester, white matter neurons develop dendritic connections with neu-
rons in the adjacent grey matter and grow their axonal extension, giving rise to macro-
scopically aligned axon bundles. Axon growth and migration are guided by the routes
defined by early matured axons, and neuronal activity, and proximity-dependent chemical
factors [Dubois et al., 2014].
Neurons produced between 38 and 48 post-fertilisation days grow axons that form
inter- and intra-hemispheric cortical connections into the subplate and connect the sub-
plate with the thalamus (see section 2.2.3 and fig. 2.7). These early connections establish
the organisation of white matter connections and guide later developing axons through
their neuronal activity [Kanold, Luhmann, 2010] and their structural scaffolding [Mc-
Connell, Ghosh, Shatz, 1989]. Ipsilateral connections via axons from the developing
corpus callosum reach the subplate between week 24 and 32 [DeAzevedo, Hedin-Pereira,
Lent, 1997] and many long-ranging axons remain there until the subplate vanishes after
birth [Kostović, Judaš, Sedmak, 2011]. In preterm-born babies, thalamocortical fibres
are still growing into the subplate zone [Kostović, Jovanov-Milošević, 2006] and at term,
short-range cortical connections continue to form in the subplate zone of the frontal
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Figure 2.7.: “Transient fetal organization of the developing cerebral wall during
the 20th post-conception week (PCW) (a, b, c), fetal phase (d, e, f), early preterm
phase (g, h, i) and late preterm phase (j, k, l). The first main periventricular
crossroads of pathways are shown in red, the second, frontal crossroads are shown
in green (a, d, g, j). Growth of the cortical afferents (b, e, h, k): thalamocortical
afferents are shown in red, callosal fibres in blue, and basal forebrain fibres in
white lines. Insets illustrate the laminar organization of transient zones of the
cerebral wall (from pia to ventricle). CP, cortical plate; SP, subplate zone; IZ,
intermediate zone; SVZ, subventricular zone with cal, callosal fibres; WM, white
matter; WMg, gyral white matter. Accumulation of the thalamocortical afferents
in subplate is marked with a black asterisk (e). ’Retracting’ callosal axons are
shown as blue dotted lines (k). The transient zones are visible on in vitro MRI
(c, f, i, l), as are fibre-rich periventricular zones (white asterisks in c, f, l).”
Reproduced from [Kostović, Jovanov-Milošević, 2006] with permission.
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cortex [Burkhalter, Bernardo, Charles, 1993].
In the superficial subplate areas called periventricular crossroads (see fig. 2.7), thala-
mocortical fibres and callosal fibres wait for triggers that determine the final migration
to their connection point [Judaš et al., 2005]. The MRI properties of the fetal subplate
are dominated by the extracellular matrix [Kostović et al., 2002; Judaš et al., 2005] and
Kostović, Jovanov-Milošević predict that the cellular properties of the periventricular
crossroads make it stand out in diffusion imaging relative to the other cortical layers
[Kostović et al., 2002].
The extracellular matrix [Bosman, Stamenkovic, 2003; Novak, Kaye, 2000; Lau et al.,
2013] refers to a part of the tissue that is found outside the cell membranes. It makes up
about 20% of the adult brain volume [Nicholson, Syková, 1998], consists mostly of water
[Cragg, 1979] but also contains large molecules, in particular saccharides (glycans) and
proteins, through which it provides a dense mesh-like structural support for neuronal
tissue in the brain (“perineuronal nets”) [Kwok et al., 2011]. Note that the high water
density and adhesive properties of the proteins make the extracellular matrix close to
invisible in electron-microscopy images that do not counteract tissue shrinkage [Bignami,
Hosley, Dahl, 1993]. It is involved in cell interactions and plays an important role in
brain pathology [Lau et al., 2013; Horssen et al., 2006], repair [Sherman, Back, 2008] and
development [Letourneau, Condic, Snow, 1994].
The viscosity of the extracellular matrix is presumed to be close to that of CSF [Nichol-
son, Syková, 1998] but the proximity to cell membranes causes a drop in apparent dif-
fusion coefficient to about 38% the diffusivity of free water. The volume fraction of the
extracellular matrix in the 10 day old rat cortex and corpus callosum is about 40%, twice
as high as in adult rats [Bondareff, Pysh, 1968].
2.2.4.1. Regressive events
The rapid proliferation of neurons, their maturation and formation of synapses leads to
an overproduction of neuronal connections, which is counteracted by subsequent pro-
grammed cell death (apoptosis) of neural progenitors and neurons and retractive and de-
generative axonal and dendritic pruning [Riccomagno, Kolodkin, 2015]. These processes
are subject to complex activity and molecular environment-dependent spatiotemporal in-
teractions between neurons and between glial cells and neurons [Riccomagno, Kolodkin,
2015; Vanderhaeghen, Cheng, 2010].
All neuronal and neural progenitor cells undergo apoptosis and cell death is ubiquitous
in the cortex during late gestation [Rakic, Zecevic, 2000]. The cortex has its highest
number of neurons at 28 to 32 weeks of gestation, which drops by up to 70% by the
time of birth [Rabinowicz et al., 1996]. Macroscopically, regressive events occur over
timescales of weeks up to years; on the microscopic-level, development and pruning of
individual cells happen in the timeframe of minutes up to hours [Stiles, Jernigan, 2010].
The newborn human and rhesus monkey brain does not form new axonal connections
crossing the corpus callosum [LaMantia, Rakic, 1990; Kostović, Jovanov-Milošević, 2006]
but axonal retraction is rapidly diminishing the number of axons in the corpus callosum
[Innocenti, Price, 2005]. The corpus callosum of the developing rhesus monkey at birth
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has more than 3.5 times the number of axons found in the adult brain and this number
drops in the first three postnatal weeks by 43% at a rate of approximately 50 axons per
second [LaMantia, Rakic, 1990]. This pruning succeeds the establishment of terminal
zones of callosal fibres and is accompanied by an overall increase in synaptic connection
in the cortex, which suggests that pruning is selective to excess (“supernumerary”) neurons
[LaMantia, Rakic, 1990]. However, the majority of neural apoptosis occurs before term
[Stiles, Jernigan, 2010]
2.2.4.2. Myelination
In mammals, oligodendrocyte precursor cells are born in the ventral VZ in the spinal
cord and in the forebrain from where they migrate into all parts of the brain and sub-
sequently differentiate into oligodendrocytes [Richardson, Kessaris, Pringle, 2006; Bau-
mann, Pham-Dinh, 2001]. The oligodendrocyte differentiation is followed by an increased
production of myelin protein and the development of membrane protrusions that start
wrapping loosely around axons. A single oligodendrocyte covers segments of multiple
axons and a single axon is covered by segments of myelin sheaths interrupted by short
myelin-bare segments called the “nodes of Ranvier” (see fig. 2.8). Over time, the num-
ber of wraps increases while the membrane structure compacts and chemically matures
forming an increasingly dense and thick lipid-rich sheath. These processes combined are
referred to as “myelination”.
Adult myelin sheath The piece-wise electrical insulation the myelin sheath provides the
axons with, allows neurons to change their mode of information propagation to saltatory
conduction. In this form of conduction, action potentials do not need to be propagated
via ion channels through the full length of the axon but they can “jump” over myelinated
parts of the axon, which results in roughly 60-fold increased propagation velocity with
low energetic and cross-sectional area demand. However, myelinated axons are not all
heterogeneously covered by myelin [Tomassy et al., 2014]. Early proliferating oligoden-
drocytes tend to create long segments [Young et al., 2013] and segment length is spatially
variable across the brain [Bakiri et al., 2011]. Variation in myelin thickness and node dis-
tance influences the conduction velocity [Waxman, Pappas, Bennett, 1972; Bakiri et al.,
2011] and might, therefore, play a role in the fine control of information synchronisation
[Fields, 2014]. Intermittent myelin-free axonal sections allow the formation of axonal
synapses [Somogyi et al., 1998] and the release of neurotransmitters, which increases the
degrees of freedom to the formation of signal circuits and processing within the neuron
and between adjacent cells [Fields, 2014]. Not all axons myelinate but those that do tend
to be thicker and, in turn, oligodendrocytes cause axons to grow in calibre [Friede, 1972;
Sánchez et al., 1996; McTigue, Tripathi, 2008].
Mature myelin is composed of multiple dense layers with each layer having the cross-
sectional molecular sequence: “protein-lipid-protein-lipid-protein” (see fig. 2.8) with 70%
of the dry weight being lipids [Quarles, Macklin, Morell, 2006]. Electron microscopy
shows protein layers as more electron dense, which makes adjacent protein-rich layers of
low-magnification images appear as thick dark lines. Note that EM staining introduces













Figure 2.8.: Diagram of a myelinated neuron and its parts. The rectangular
inset shows a portion of the axonal cytosol, as well as oligodendrocyte cytosol
(c) and membrane (m), and extracellular (e) and pericellular (p) space drawn
to scale. Myelin sheath thickness values and the adapted transmission electron
image are from [Kwon et al., 2017] (Creative Commons CC BY), the neuron
drawing is based on [Myelinated neuron, 2018] (public domain).
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tissue compression and distortion that is not present in in-vivo X-ray or neutron scatter-
ing [Denninger et al., 2014] or optical scattering techniques [Schain, Hill, Grutzendler,
2014]. A myelin sheath has two cytoplasmic spaces, one that can be reached from the
extracellular space without crossing a membrane and one that can be traced from the
oligodendrocyte’s cytosol (see fig. 2.8). The cytosol space has a depth of about 3nm
in mice [Kwon et al., 2017] but its thickness is variable across species [Blaurock, 1981].
The extracellular space between myelin sheaths can swell by up to 8nm under osmotic
pressure [Rand, Fuller, Lis, 1979].
If one were to unroll the oligodendrocyte protrusion that forms compact myelin, it
would resemble a trapezoid-shaped pizza-like structure with a flat basin and bulges of
cytoplasm at the inner- and distal edges parallel to the axon and at the sides adjacent
to the nodes of Ranvier [Snaidero et al., 2014]. In contrast to peripheral myelin, the
outermost wedge of cytoplasm parallel to the axon does not loop completely around the
axon.
Oligodendrocyte development Similar to the neuronal overproduction, oligodendro-
cytes are produced in excess and undergo apoptosis if they do not receive signalling
markers from adjacent axons [Raff et al., 1993]. However, the majority of oligodendro-
cytes are produced postnatally. Neurons control the survival of oligodendrocytes during
development, which makes sure that the presence of oligodendrocytes is matched to the
current requirement of myelinating axonal surface area [Barres, Raff, 1999]. Molecular
and synaptic signalling [Lin, Bergles, 2004] and metabolic interaction and symbiosis be-
tween neurons and oligodendocytes continues into adulthood and is an active field of
research [McTigue, Tripathi, 2008; Michalski, Kothary, 2015].
Oligodendrocyte development is a multi-staged process with distinct transient phases
[Miller, 2002; Baumann, Pham-Dinh, 2001; Sherman, Brophy, 2005]. The cell lineage con-
sists of oligodendrocyte precursor cells, immature oligodendrocytes, and finally, mature
oligodendrocytes [Hardy, 1997] and these stages are of great importance for neuropathol-
ogy related to prematurity [Back et al., 2001; Volpe, 2001]. In human white matter,
oligodendrocyte precursor cells and immature oligodendrocytes can be found between
week 18 and term but the latter cell population increases sharply from 10% to more than
30% of the oligodendrocyte population between week 27 and 30 [Back et al., 2001]. Back
et al. defines oligodendrocytes as mature when they express “myelin-associated markers
that include myelin basic protein (MBP)”2. This stage is first detected in parts of the
periventricular white matter at week 30, where the density of mature oligodendrocytes
markedly increases until birth [Back et al., 2001]. The genesis of immature oligodendro-
cytes before birth and their presence with a concurrent absence of myelin, which spans
3 months in humans, are not observed in rodents [Back et al., 2001; Reynolds, Hardy,
1997].
2This is in contradiction to other definitions [Watkins et al., 2008; Hardy, Friedrich Jr, 1996]. Watkins et
al. find that, in cell-culture, immature oligodendrocytes start expressing myelin but oligodendrocytes
loose this ability mostly when they mature [Watkins et al., 2008]
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Myelin sheath development and maturation The development of the myelin sheath
is predated with a pre-myelinating oligodendrocyte growing multiple thin processes for
distances of typically 50µm that seek axons [Hardy, Friedrich Jr, 1996]. On contact with
the axon, a process grows along the axon as a thin process and then develops membranes
that envelop the axon once. This first part of the forming myelin sheaths grows along
the axon while progressively forming more layers creating the swiss roll-shaped sheath
of an internode (see [Snaidero et al., 2014] for a conclusive and complete study of this
process). On contact with axons, the oligodendrocyte goes into a transitional stage during
which it retracts the environment-sensing processes in the vicinity of successful “initiator
processes” [Hardy, Friedrich Jr, 1996]. Myelin formation occurs primarily during a brief
window early in oligodendrocyte development and is mediated by interactions between
the oligodendrocyte and the axon and astrocytes [Watkins et al., 2008].
This early sheath has properties between that of the oligodendrocyte cell membrane
and that of mature myelin [Barkovich, 2000] and undergoes biochemical changes during
maturation [Kinney et al., 1994]. In general, mature membrane proteins are formed before
lipids [Quarles, Macklin, Morell, 2006, chapter 4]. This increase of extracellular-space
facing lipid content (mostly cholesterol and glycolipids) is a likely cause of T1 relaxation
times shortening and increased magnetisation transfer [Kucharczyk et al., 1994] observed
in developing white matter [Barkovich et al., 1988; Barkovich, 2000].
The molecular synthesis occurs at the distal part of the process, which continues to
grow around the axon and therefore increases the number of layers from the inside of the
sheath [Sherman, Brophy, 2005]. While the sheath grows, it develops transient proteins
(myelin-associated glycoprotein) that serve as structural support separating adjacent
membranes, which gives rise to spaces in which proteins can form [Barkovich, 2000].
MBP is likely synthesised in the inner parts of the sheath and diffuses through the
loosely wrapped sheath to the distal part of the sheath [Snaidero et al., 2014].
Concurrently, cytoplasm gets expelled and juxtaposed myelin layers gradually come
into close contact through binding proteins (myelin proteolipid protein) located in the
outer lipid bilayer [Coet, Suzuki, Popko, 1998]. This process starts in the outer layers and
causes an inward-moving compaction of the myelin sheath and a reduction of free water
content [Michalski, Kothary, 2015] (see [Snaidero et al., 2014] for high-resolution EM
images). On a macroscopic level, maturing white matter contains decreasing amounts
of unbound water, which is linked to a reduction of the free water T1 and T2 relaxation
times and an increased compartmentalisation [Matsumae et al., 2001].
The final thickness of the myelin sheath scales with the thickness of the axon. The ratio
of diameter between myelinated axon and the axonal membrane is called the “g-ratio”
and ranges from 0.6 to 0.7 across animals [Sherman, Brophy, 2005]. However, neural
activation during development and in adulthood can cause mature oligodendrocytes to
reactivate the ensheathment process, which leads to neuroplasticity on the level of the
myelin sheath [Gibson et al., 2014; Wake, Lee, Fields, 2011].
Spatiotemporal myelination patterns Also on the macroscopic level, myelination is a
gradual progress during which myelin in a given white matter tract goes from absent
2.2. Normal brain development 35
to only microscopically detectable on a myelin stained section, perceivable by eye, over
to adult-like density (see fig. 2.9) [Gilles, Shankle, Dooling, 1983, chapter 12]. Gilles,
Shankle, Dooling and Yakovlev, Lecours report this progression over time in great detail
[Yakovlev, Lecours, 1967].
The maturation of myelin in white matter follows region specific sigmoidal patterns
with variable onset and growth rates. In general, the progression of myelination in the
human brain follows posterior-to-anterior, central-to-peripheral and inferior-to-superior
trajectories [Dietrich et al., 1988; McArdle et al., 1987; Leipsic, 1901; Barkovich, 2000].
See [Gilles, Shankle, Dooling, 1983, table 12-7, figure 12-4] for a structure-resolved sum-
mary of onset, maturation transitions and peak changes of myelination between week 20
and 48. Maturation in many major white matter tracts levels off before two years of
gestation. For reviews on this sequence during infancy, see [Brody et al., 1987; Kinney
et al., 1988; Dean et al., 2015]. Kinney et al. clusters myelination trajectories into 8
groups based on the presence of myelin at term and the time when mature myelin is
observed. This grouping is possibly linked to the time-course of cortical development
[Guillery, 2005].
One of the first maturing structures are motor roots, which exhibit microscopic myelin
as early as 20 weeks and mature rapidly to birth [Gilles, Shankle, Dooling, 1983; Yakovlev,
Lecours, 1967]. About 50% of the structures investigated in [Gilles, Shankle, Dooling,
1983] reach mature myelin levels at week 40. For instance, the posterior limb of the
internal capsule starts myelinating at week 32 and reaches mature density at birth. The
anterior limb, however, starts myelinating later with microscopic myelin-forming at 38
weeks and it matures much slower. At term, the corticospinal tract (CST) myelination
has progressed to mature levels in the midbrain and in the central parts of the corona
radiata (see fig. 2.9). The corpus callosum starts myelinating at week 32 but progresses
very slowly and remains in the microscopic stage at week 48.
7 months term 4 postnatal weeks 12 postnatal weeks adult
Figure 2.9.: Myelin and Nissl stained sagittal sections of the human foetus,
term-born, infant and adult. Myelination follows a caudocranial, central to pe-
ripheral and posterior to anterior trajectory. The inferior cerebellar peduncles start
myelinating before 25 weeks and myelination progresses in the adjacent brainstem
and thalamic nuclei before it reaches primary motor and somatosensory, visual
and auditory and finally association cortical areas [Fields, 2005; Barkovich et al.,
1988]. Images are adapted and manually adjusted in contrast from [Dehaene-
Lambertz, Spelke, 2015; Guillery, 2005; Flechsig, 2017], which have the common
primary source [Flechsig, 1920] (public domain).
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This chapter reviews the physical principles of diffusion, diffusion MRI, diffusion in
brain tissue and methods to infer biophysical properties of brain tissue from the diffusion
MRI signal.
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3.1. Molecular diffusion, Brownian motion
In 1827, Robert Brown described the jiggling motion of microscopic pollen grains in
fluid [Brown, 1828]. This random movement was first mathematically described by the
statistician Thorvald Thiele [Thiele, 1880] and independently in 1905 by Albert Einstein
[Einstein, 1905]. A series of experiments confirmed that water molecules move randomly,
impacting the microscopic particles with random momentum and direction.
This random movement is referred to as diffusion and can be described using prob-
ability theory or macroscopic or microscopic physical principles [Vlahos et al., 2008;
Philibert, 2005]. Here, I will briefly discuss diffusion from a macroscopic (Fick’s laws)
and microscopic (random walk) point of view.
3.1.1. Fick’s law of diffusion
Diffusion in gas or liquids is a process that is driven by collisions of particles (such as
water molecules) due to their thermal motion.
Adolf Fick introduced the laws of diffusion as an analogue phenomenon to the spread
of heat in material caused by a heat gradient [Fick, 1855]. He adapted Fourier’s theory
of heat transfer by replacing local heat with local density or concentration ρ(x, t) = ρ
and introduced a diffusion coefficient D similarly to a material’s heat conductivity.
Fick’s first law of diffusion states that the particle flux J (the rate at which particles
traverse an infinitesimal area) is proportional to the concentration gradient:
J = −D∇ρ(x, t) (3.1)
Using the conservation of mass ∂ρ∂t + ∇J = 0, one can derive Fick’s second law, also
called the diffusion equation, which states the rate of change in density over time
∂ρ
∂t
= −∇J = ∇ (D∇ρ) = D∇2ρ (3.2)
Assuming that all particles are located at x = 0 in an unbounded d-dimensional space









Einstein expressed Fick’s laws as a probabilistic process in which the probability that
a particle located at x0 at time 0 moves to location x at time t is described by the
distribution P(x, t|x0, 0).
Assuming an initial particle density ρ(x0, 0), this yields the expectation value (the
average over all possible values, weighted by their probability) of the local particle con-
centration at x and time t:
ρ(x, t) =
∫
ρ(x0, 0)P(x, t|x0, 0)dx (3.4)
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= D∇2|x0P(x, t|x0, 0) (3.5)
with ∇|x0 , the gradient with respect to the initial condition.
If we assume all particles at time 0 to be located at x0, P(x, t|x0, 0) is equal to the
Dirac delta distribution δ(x− x0) and the solution to eq. (3.5) is





3.1.2. Discrete-time random walk
This section introduces diffusion as a discrete-time step random-walk process, which is a
Markov process. For more detailed and general derivations see [Bressloff, 2014, chapter 2].
Brownian motion can be interpreted as a random walk, which is a stochastic process
that determines the direction and distance each particle – or water molecule – moves in
a given discrete, constant time interval δt. Assuming a particle located at x0 = 0 at time





Since we are interested in diffusion in an isotropic, viscous fluid in equilibrium, we’ll
assume that any step si is independent of the previous step si−1 and that steps are random
variables with values drawn from a common probability distribution p(s). Hence, si are
random variables.
A measure of the spreading of a particle is its mean-square-displacement (MSD). It
is defined as the expectation value of the squared distance from the original position at





























Provided that the step distribution has zero mean (particles do not drift or flow),
< s2i > is the variance of P(s). < sTi sj > is the covariance between steps i and j, which
has to be zero as steps are assumed to be independent.
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Therefore in one-dimensional space, the MSD after n time steps with steps drawn from







= n var(P(s)) = nl2 (3.11)































with ed the unit vector of dimension d.
Using t = nτ with τ , the time between two collisions, the one-dimensional MSD is
MSD1(x) = nl2 =
t
τ




Note that the MSD is linear with time; equivalently, the root-mean-square-distance in-
creases with the square root of the time.
For 3-dimensional random walk with equal probability distribution variance in any
dimension( l1 = l2 = l3 = l) the MSD becomes
MSD3D(x) = n3l2 = 6Dt (3.15)
For free water at 20°C and 37.5°C, D is 2.0µm2/ms and 3.1µm2/ms, respectively1.
3.2. Principles of diffusion weighted imaging
Before nuclear magnetic imaging was invented, Bloch and Purcell [Bloch, 1946; Pur-
cell, Torrey, Pound, 1946] developed a spectroscopic technique called nuclear magnetic
resonance (NMR), which applies to all atoms with non-zero nuclear magnetic moment
(“spin”) such as protons (1H) found in water molecules.
The main idea behind 1H-NMR is that by applying a strong stationary (homogeneous)
magnetic field (B0, parallel to the z-axis), a state is created in which protons align in
one of two configurations – parallel or antiparallel to the magnetic field – precessing at a
field-dependent frequency and with a fixed “angle” relative to the B0-axis and with the
majority of protons aligned with the magnetic field causing a net-magnetisation M0 in
that direction. The NMR experiment measures the response of the spins to electromag-
netic perturbations. This response depends on the density of the spins, the energy of
the pulse, and the interactions of the spins with each other and their environment. This
allows probing properties of material and tissue. An excitation pulse with a magnetic
1http://dtrx.de/od/diff/
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Figure 3.1.: Simulation of random walk of water molecules at 37.5°C showing
the trajectories of 50 particles located at the origin at time 0 diffusing along
the spatial axis over time. The grey area shows where 95% of the particles are
expected to be found according to eq. (3.6).
field oscillating at the spins’ precession frequency causes a subset of the spins to flip their
orientation and to precess in phase with the excitation pulse. Their net magnetic moment
can be measured as an NMR signal of a strength that depends on the proton density
in the tissue. Over time the signal decays with tissue specific rates due to spin-lattice
interactions (T1-decay) and spin-spin interactions (T2-decay, see section 3.2.2). NMR se-
quences can be designed to modulate these contrasts, giving it the ability to distinguish
tissue types and normal from abnormal tissue.
Lauterbur [Lauterbur, 1973] introduced methods that use spatial encoding of the NMR
signal, which allow the reconstruction of NMR images (MRI). Briefly, spatial informa-
tion is inferred from the phase and frequency of the measured MRI signal. This encod-
ing is typically imparted via gradient coils that cause known and distinctive, spatially-
dependent, orthogonal, approximately linearly varying magnetic fields of specific duration
and direction [Edelstein et al., 1980]. These spatially varying magnetic gradient fields
(short “gradients”) are superimposed onto the static B0-field when the spins are excited
and before and while the signal is read. In 2D MRI, a linear gradient field is applied
orthogonal to the slice plane, rendering the precession frequency of the spins a function
of the (signed) distance to the slice. Using an excitation pulse with a limited bandwidth,
it is possible to excite only those spins in the planes with corresponding precession fre-
quencies. The slice thickness is a function of the bandwidth of the RF pulse and the
gradient strength. For now, let us assume that the frequency spectrum is continuous
within a defined bandwidth so that the excited planes make up a single contiguous slab
(see section 3.2.3 for imaging multiple spatially separated slabs).
3.2. Principles of diffusion weighted imaging 41
All spins in the excited slab contribute to the signal measured in the receiver coils as
a sum of oscillating waves with different frequencies and phases. By applying a gradient
during the acquisition of the signal, oriented perpendicular to the slice-selection gradi-
ent, the measured signal’s frequencies can encode the location relative to this direction
(“frequency encoding”). Similarly, a gradient applied in orthogonal direction to both
gradients allows encoding the remaining spatial direction via a location-dependent phase
shift (“phase encoding”). By repeatedly sampling the signal with varying phase-encoding,
it is possible to transform the measured signals into a 2D image of signal densities via
the Fourier transform.
Diffusion weighted imaging uses gradients to additionally encode statistical properties
of the molecular movement that occurs in the sample between excitation and sampling
with the spatial encoding of the NMR signal to form diffusion weighted images. For an
overview of the physical foundations and the history of the field of diffusion MRI see
[Price, 1997; Minati, Węglarz, 2007; Le Bihan, Johansen-Berg, 2012].
3.2.1. Pulsed gradient spin-echo (PGSE)
Hahn [Hahn, 1950] observed that the NMR signal amplitude of a spin-echo experiment
(see fig. 3.2, top) is reduced if the spins are located in an inhomogeneous magnetic field.
Following the initial excitation pulse, the inhomogeneous magnetic environment makes
the spins precess at different rates, which causes a dephasing of the initially aligned
spins. Disregarding spin relaxation processes, the 180° pulse subsequently applied after
time TE/2, inverts this relative phase difference and causes the spins to realign at time
TE when the NMR signal is measured. Yet, this is only true for stationary spins. Spins
undergoing Brownian motion accumulate non-zero but random phase differences, which
causes a reduction in the transverse magnetisation amplitude.
The Stejskal-Tanner sequence [Stejskal, Tanner, 1965], shown in figure 3.2, is a spin-
echo sequence that uses two magnetic field gradients of amplitude G applied in the same
direction eG (G = G eG) just before and after the 180° pulse.
Assuming that the gradient duration δ is short compared to the spacing between the
leading edges of the gradients (∆), we can treat spins as stationary during a gradient
pulse and diffusing between the gradients (“narrow pulse approximation”). The first
gradient causes a spatially dependent phase shift proportional to the gyromagnetic ratio




G(t′) · x1dt′ = γδG · x1 (3.16)





G(t′) · x2dt′ = γδG · x2 (3.17)
which results in a net phase shift of
φ = φ1 − φ2 = γδG (x1 − x2) · eG (3.18)











Figure 3.2.: Stejskal-Tanner spin echo sequence: The top line (“RF”) shows a
spin echo experiment where spins are excited with a 90° pulse. After dephasing
for time TE/2, a 180° pulse inverts the phase relations for stationary particles
which causes a zero phase-shift at signal readout time (TE relative to the first
excitation).
If the spin did not change its position along the direction of the diffusion gradient,
the phase difference (eq. (3.18)) becomes zero and the spin contributes fully to the echo
signal. However, the phase shift linearly depends on the change in location along the
gradient direction in the interval ∆ and the product of diffusion gradient strength and







with S0 the signal without diffusion weighting gradients, where the average is taken over
all initial spin positions and trajectories.
Using the probability distribution P(x|x1,∆) for spins located at x1 moving to the
location x in the time period ∆, we can express the diffusion attenuation in the narrow





with ρ(x1) the initial spin density distribution in the volume of the object V , which is
commonly assumed to be constant (1/V ) [Yablonskiy, Sukstanskii, 2010]. Hence, substi-
tuting γδG2pi with q, this becomes a 3D Fourier transform of the conditional probability
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Let the 1D coordinate system x′ be defined along the diffusion gradient direction.












4D∆ e−iγδGsds = S0e−γ
2δ2G2∆D (3.22)
The diffusion weighting effect of the gradients and RF pulses in an NMR sequence
on an object are commonly summarised in a single variable b, the “b-value” [Le Bihan,
1995]. For the Stejskal Tanner sequence with instantaneously switching gradients and




In fact, eq. (3.23) is valid for free diffusion with arbitrary gradient weighting causing














Taking a more realistic gradient trajectory with trapezoidal gradients with finite gra-









See [Sinnaeve, 2012] for derivations of b-value for common gradient waveforms in Stejskal-
Tanner sequences.
3.2.2. T1, T2 and T2* weighting
The Bloch equations [Bloch, 1946] describe how the sample magnetisation (M(t)) changes
over time in the presence of relaxation. Torrey formalised the effect of diffusion on the
sample magnetisation by adding a diffusion term to the Bloch equations [Torrey, 1956]
dM
dt












where T1 and T2 are the longitudinal and transverse relaxation times, respectively. The
longitudinal relaxation refers to the return of excited spins to their original state by
interaction with their surrounding environment (“lattice”). T2 decay describes the loss of
phase coherence due to spin-spin interactions in the sample.
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This shows that the EPI signal is also modulated by an exponential decay with rate
1/T2. In practical experiments, the transverse signal decays at a faster rate than 1/T2
due to magnetic field inhomogeneities caused for instance by an imperfect B0-field or by
heterogeneous magnetic susceptibility of the scanned object. The observed decay of the






and T ′2, the decay rate due to
magnetic field inhomogeneities.
In addition, magnetic field inhomogeneities also contribute to the T2-decay due to the
random motion of diffusing particles through an effectively randomly varying magnetic
field. This effect is present irrespective of any externally applied diffusion gradients and
cannot be refocussed by a spin-echo.
Since diffusion-weighted images are typically acquired using spin-echo imaging, diffusion-
weighted images are also inherently T2-weighted.
3.2.3. Multi-slice spin-echo echo-planar imaging
Diffusion-weighted imaging requires large gradient amplitudes to achieve the required
sensitisation to small random motion. This sensitisation to motion is a major prob-
lem for in-vivo imaging; babies in particular. Incoherent bulk motion or flow introduce
phase errors across the object. Due to uncontrollable and irregular motion (particularly
in pulsation-related motion), these errors result in inconsistencies in the data acquired
between the different excitations.
Mansfield’s echo-planar imaging (EPI) technique [Mansfield, 1977] allows acquiring
all (single-shot EPI) or parts (multi-shot or segmented EPI) of the k-space required to
form a 2D image after a single excitation by encoding the spatial information with rapidly
alternating gradient pulses while the gradient-echo forms. The full readout typically takes
on the order of 100ms. Single-shot EPI is particularly suitable for diffusion-weighted
imaging as all data are acquired after a single preparation and therefore, all k-space
samples are affected by the same phase errors, effectively freezing motion.
Figure 3.3 shows a schematic pulse diagram of the Stejskal-Tanner imaging sequence,
in which the k-space is sampled during the readout using fast alternating gradient pulses
applied in the frequency encode (x) direction and intermittent blips in the phase encode
(y) direction, which shift to the next k-space line. This results in a zig-zag traversal of
k-space.
To image the whole brain, multiple 2D EPI images can be acquired at different slice
locations and stacked into a 3D volume. This is usually performed in an interleaved
fashion by acquiring even and odd slices separately to minimise cross-talk or spin-history
effects due to overlapping excitation pulses and motion between slices. The time for
acquiring a single slice is determined by the duration of the diffusion preparation, the
EPI-readout and additional delays due to thermal heating [Hutter et al., 2017]. The
time between repeated excitations of the same slice (repetition time, TR) is linearly














Figure 3.3.: Stejskal-Tanner spin echo imaging sequence with gradient duration
δ and ∆, the delay between the onset of the two pulsed field gradients.
dependent on the number of slices. For volumes consisting of 50 to 60 slices, it takes on
the order of 10s to acquire all slices. Inconsistent bulk motion during this time causes
misalignment of slices and non-sampled areas, which are challenging or impossible to fix
in post-processing.
To reduce the chance of motion corruption it is desirable to shorten the acquisition
time. Partial Fourier techniques [McGibney et al., 1993] reconstruct the images from
as little as half the k-space data, exploiting the conjugate symmetry of k-space. This
technique is susceptible to phase errors, introduced for instance by motion or eddy cur-
rents, and therefore requires sampling significantly more than 50% of k-space for EPI
sequences.
Parallel imaging methods allow a reduction of the time required to acquire a slice
by reducing the number of phase encoding gradients. Using multiple imaging coils and
information about their varying spatial sensitivities (SENSE [Pruessmann et al., 1999],
GRAPPA [Griswold et al., 2002]), the signal can be reconstructed from the undersam-
pled k-space data. However, the reduced amount of acquired data causes a reduction
in SNR. Reduced SNR and imperfections in the signal separation due to insufficient dif-
ferences and imperfections in the estimated coil-sensitivity profiles as well as numerical
instabilities in the reconstruction further reduce image quality [Blaimer et al., 2013].
Furthermore, the time required for the diffusion encoding is bounded by the achievable
and safe maximum gradient strength and slew rate, which limits the achievable in-plane
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acceleration [Setsompop et al., 2012].
Advances in parallel imaging have introduced techniques that allow the simultaneous
excitation and acquisition of multiple slices using multi-coil arrays [Larkman et al., 2001;
Barth et al., 2016]. Using the coil sensitivity profiles, it is possible to reconstruct multiple
slices simultaneously, which reduces the scan time of a volume by a factor equal to the
number of simultaneously excited slices with a moderate SNR penalty. Blipped gradient
pulses can be used to control the aliasing of the excited slices by shifting the slices in the
phase encode direction, further increasing the signal to noise and achievable acceleration
[Setsompop et al., 2012].
3.2.4. Artefacts
EPI requires a comparatively long signal readout and strong gradients. This has implica-
tions for the image quality and robustness to magnetic field inhomogeneities and motion
and makes diffusion MRI subject to image artefacts [Le Bihan et al., 2006].
3.2.4.1. Susceptibility artefacts
The interface between areas of different magnetic susceptibility such as brain tissue and
air filled cavities or bone causes local magnetic field inhomogeneities. This results in
a local modulation of the spins’ precession frequency, which induces a local shift in
position along the phase encoding direction, and local compression or stretching due to
the variations in these shifts in the phase encode direction, leading to image distortions.
The time between frequency encode samples in EPI (“dwell time”, about 5µs) is limited
by the receiver bandwidth (the frequency range that can be sampled in that time).
However, at typical image resolutions, the time between samples in the phase encode
direction is two orders of magnitude longer than in the frequency encode direction; or
equivalently the effective bandwidth of the phase encode direction is much smaller than
that along the frequency encode direction.
Susceptibility differences in the head, especially close to the fontal cortex and the
medial temporal lobe, can cause shifts of several voxels along the phase encode direction,
resulting in strong distortion with hyper- and hypointense image areas due to compression
and expansion, respectively. These distortions can be corrected using additional data to
estimate the magnetic field inhomogeneities (field maps), which can be used to unwarp
the image distortions. However, areas where voxels were compressed have lost spatial
information. This loss of information can be alleviated by non-linear registration and
combination of images acquired with different phase encode directions [Andersson, Skare,
Ashburner, 2003].
3.2.4.2. Eddy currents
The strong fast-switching gradients in EPI cause eddy (Foucault) currents in conducting
material in the scanner. These current loops counteract the change of the magnetic
field caused mainly by the diffusion-weighting gradients at high b-values but also by
the imaging gradients (Lenz’s law). Eddy currents introduce a time-delay and reduced
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amplitude of those time-varying gradients and can be present long after the gradients
were switched off.
Eddy currents present during readout can for instance cause misalignment in the k-
space trajectory of the readout. If they produce a magnetic field component along the
frequency encode direction, they cause the k-space lines to drift, resulting in a sheared
image. Eddy current fields in the phase encode direction alter the k-space line spacing,
which results in a stretched or compressed image in the y-direction. Fields along the B0
axis introduce a frequency shift and hence a shift in the frequency encode direction that
is dependent on the slice location along the B0 axis.
It is possible to reduce the effect eddy currents have on the net magnetic field by
modifying the waveform fed into the amplifier to compensate for the expected effects
of eddy-currents (“pre-emphasis”, “pre-compensation”) but this does not prevent eddy
currents. Actively shielded gradient coils are designed to minimise the field outside the
coil, and so to minimise the production of eddy-currents in any materials outside the coil
[Hidalgo-Tobon, 2010]. The remaining distortions can be further corrected using image
registration techniques [Haselgrove, Moore, 1996].
Diffusion analysis techniques typically require multiple images acquired with different
diffusion encoding directions and strengths. However, those images would be affected by
different eddy currents and therefore different distortions. Hence, accurate spatial align-
ment requires post-processing techniques that correct for susceptibility artefacts, eddy
current artefacts and bulk motion between volumes [Andersson, Sotiropoulos, 2015b].
3.2.4.3. Bulk motion
Bulk or rigid body motion of the head in in-vivo diffusion MRI causes phase errors in
the transverse signal that manifest in image artefacts. If the brain can be treated as
a rigid body and if the motion is small enough to be negligible in the absence of the
diffusion weighting gradient, then this motion can be decomposed into a translation and
a rotation. Each have different effects on the magnitude and phase of the acquired data.
A small translation causes a phase shift in the signal but does not affect the magnitude
image [Hahn, 1960]. A rotation, on the other hand, introduces phase gradients that
depend on the direction of the rotation axis and that of the diffusion weighting gradient
[Anderson, Gore, 1994; Trouard et al., 1996]. If uncorrected, these phase gradients cause
blurring, signal dropout and image distortions in multi-shot EPI that can be corrected
fully or to some degree using additional 1D, 2D or 3D navigator echoes. This is under the
assumption that the head moves in a trajectory that is coherent while the EPI sequence
is performed and that the head performs a rigid body motion [Norris, 2001].
Even though single-shot EPI is relatively robust to bulk motion, acquisition of volumes
covering the brain, using multiple b-values and diffusion encoding directions, requires
spatially alignment to be consistent across volumes and across slices within each volume.
This retrospective alignment is commonly performed using image registration [Anderson,
Gore, 1994] and reorientation of the diffusion gradient directions [Leemans, Jones, 2009].
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3.2.4.4. Pulsatile artefacts
The arterial vasculature in the brain expand and shrink with the cardiac cycle. This
pulsatile motion affects also the brain, which moves with velocities up to 1.5mm/s in the
vicinity of vessels and in spatially varying temporally nonlinear patterns [Greitz et al.,
1992]. During a cardiac cycle, the arterial, venous and capillary blood volumes change
in complex synchrony with the brain and CSF volume.
In the presence of diffusion weighting gradients, cardiac pulsation in parenchyma causes
incoherent motion on a voxel-scale, which introduces nonlinear phase shifts and therefore
signal dropout [Poncelet et al., 1992]. Cardiac gating can be used to acquire data outside
pressure peaks (diastole) and to make the signal more consistent between repetitions
[Brockstedt et al., 1999] compared to non-gated EPI, but has the drawback that it
prolongs the total acquisition time and introduces irregular waiting times in the sequence,
which, if a short TR is used, can introduce spin-history artefacts as discussed in the next
section.
3.2.4.5. Cross talk and spin-history
The imaging sequence changes the state of the spins in the sample. These perturbations
persist when the repetition time (TR) is shorter than the spin relaxation. The T1 relax-
ation time in brain tissue is about 0.8s to 1.3s [Wansapura et al., 1999] and in CSF about
3s [Condon et al., 1987]. Therefore, at a TR of 9s, more than 95% of the signal should
be in the original state. Imaging repeatedly at shorter (but constant) TR can bring
the system into a steady-state. However, this poses the risk of spatially varying degrees
of recent exposure to previous pulses (“spin history”), which induces spatially varying
intensity modulations. These spin-history effects can be caused by subject movement
or temporal inconsistencies between slices or volumes, introduced by cardiac gating or
variable length calibration scans.
Furthermore, slice selection pulses are not perfectly constrained to the imaged slice due
to hardware limitations. It is also desirable to use excitation profiles that are slightly
wider than the slice thickness to be robust to motion relative to the slice encoding direc-
tion. However, since slices are acquired consecutively, each excitation would interference
with the state of the slice to be imaged next. This “cross-talk” can be reduced by ac-
quiring slices in an interleaved fashion where even and odd slices are acquired separately.
However, in the presence of spin-history artefacts, this temporally interleaved acquisition
pattern can cause sharp stripe patterns along the slice direction.
3.3. Biophysical correlates of diffusion measurements
Moseley [Moseley et al., 1990] observed that at image resolutions of 3mm, diffusion in
white matter is anisotropic but isotropic in grey matter. In axon bundles or muscle fibres,
the diffusion signal is less attenuated in the direction perpendicular to the fibre axes than
along the fibres. These findings suggest that diffusion in biological tissue is hindered or
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restricted by structures on the scale of the size of cells.2 This statistical coincidence
allows diffusion MRI to probe microstructural properties of the tissue, despite the image
resolution being on the order ofmm and has made diffusion-weighted MRI an established
tool to study tissue microstructure and the organisation of cells across the whole brain
in vivo.
Diffusion contrast allows measuring differences of the diffusion characteristics across
areas in the brain, between subjects and over a period of time. Yet, inferring from
the signal what actually caused a difference is an inverse problem that requires detailed
knowledge about microscopic properties of brain tissue [Edgar, Griffiths, 2009] and their
effect on the signal given a specific diffusion sequence.
Possible cellular processes that contribute to the diffusion contrast are osmosis due
to concentration gradients, active transport along the highly organised microtubule and
active or passive transport across cell membranes.
3.3.1. Cell membranes and myelin
The most likely largest contribution to the diffusion contrast are cell membranes. Beaulieu,
Allen showed that even unmyelinated axons and axons with depolymerised microtubule
exhibit strong diffusion anisotropy [Beaulieu, Allen, 1994].
Cell membranes are composed of lipid bilayers consisting of a hydrophobic interior.
This reduces the rate at which polar molecules such as water can diffuse across the mem-
branes [Verkman et al., 1996] and contributes in a major form to the observed diffusion
signal by restriction of water and hindrance through permeable membranes or as a net
lower mean squared displacement due to densely packed membranes. Cell membranes
are a major factor of the observed diffusion anisotropy in neural tissue [Beaulieu, 2002].
Within membranes, proteins and therefore protein-bound protons perform anisotropic
diffusion [Saffman, Delbrück, 1975]. Yet this movement is invisible on typical diffusion
weighting time-scales due to the very short T2 on the order of tens of µs [Deese et al.,
1982; Wilhelm et al., 2012]. Membranes also affect water molecules in their direct vicinity
through chemical and physical processes [Deese et al., 1982; Stanisz et al., 2005], which is
the basis of T1, T2 and magnetisation transfer imaging [Stanisz et al., 2005; Stanisz et al.,
1999; Henkelman, Stanisz, Graham, 2001] and these effects, markedly the T2 weighting,
are superimposed on the diffusion weighting of the signal.
Myelin has a relatively short T2 of between 10ms and 40ms [Mackay et al., 1994;
Mackay et al., 2006]. This greatly attenuates the contribution of those protons in most
diffusion imaging sequences [Wilhelm et al., 2012; Barkovich, 2000]. However, anisotropic
diffusion of myelin-associated water has been shown using diffusion sequences with T1-
or T2-selective excitation pulses [Andrews, Osborne, Does, 2006].
On a larger length-scale, cell membranes form complex landscapes of barriers of various
permeability and chemical environment. Electron micrographs offer fascinating snapshots
2Hindered diffusion in physics refers to the reduced average displacement compared to free diffusion due
to collisions with impermeable boundaries on the time-scale of the experiment. These boundaries do
not confine particles, merely hinder their movement. In restricted diffusion, particles are surrounded
by boundaries, limiting their movement to the volume enclosed by the boundaries [White et al., 2014].
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of this mesostructure (see figs. 2.8 and 3.4). Despite local tissue compression and scale
distortions of up to 30% introduced by the tissue preparation [Denninger et al., 2014],
electron micrographs offer unique 2D or stacked 2D images covering less than an MRI
voxel up to whole brain coverage, which allows high-resolution nerve-tracking [Mikula,
Binding, Denk, 2012; Mikula, Denk, 2015] and validation of microstructure diffusion
model parameters [Mollink et al., 2017; Stikov et al., 2015b].
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Figure 3.4.: “Block-face image of a whole [mouse]-brain cross-section cut at
the level of bregma -1.26, coated with 5 nm platinum-carbon and imaged with
scanning electron microscopy (SEM) using secondary-electron detection. Inset,
horizontal view of the entire mouse brain after embedding; block dimensions
are 6 × 8.5 × 14 mm3. AP, anterior-posterior. (b) Single image tile (green
box in a). Inset, magnified subregion indicated by the blue box. ... (e) High-
magnification transmission electron microscopy (TEM) image of a 70-nm section
taken from a region in the dorsolateral striatum (labeled asterisk in a) in a different
sample. Note the intra-period and major dense lines in the inset in e. mit,
mitochondrion; Ax, axon; m, microtubules.” Bottom left: “Serial block-face
electron microscopy stack from the corpus callosum, cut down the middle, with 50
traced axons emerging, randomly colored.” Bottom middle and right: individual
xy and yz slices of the same block with seed location shown in cyan. Notice the
orientation dispersion evident in the 3D rendering and the spatial heterogeneity
of fibre alignment in the corpus callosum evident in the cross-sectional image.
Adapted from [Mikula, Binding, Denk, 2012] with permission.
3.3.2. Tissue compartments and exchange
Assuming no significant water exchange between the intra and extra-cellular space during
a diffusion MRI experiment, molecules residing inside cells are restricted and hindered
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in their movement by the cellular boundaries. Similarly, water in the extracellular space
is hindered by those membranes, yet, given enough time, molecules can diffuse for long
distances in any direction. These two compartments have distinct diffusive characteristics
that contribute in an additive fashion to the diffusion signal.
However, biological tissue is very heterogeneous in terms of cell types, sizes and shapes
and their arrangements. For instance, the optic nerve in adult male guinea pigs is com-
posed of the following tissue volume fractions (electron microscopic measurements pre-
pared to avoid tissue shrinkage): 32% axoplasm, 25% myelin, 12% astrocyte processes,
16% astrocyte somas, 8% oligodendrocyte processes, 5% oligodendrocyte somas [Perge
et al., 2009]. Surprisingly, only 57% by pure volume of the optic nerve contains axons (all
axons were myelinated) and astrocytes occupy 14 times the volume of the extracellular
space (2%).
Even in coherent appearing tracts such as the central corpus callosum, axons do not
follow parallel trajectories (see fig. 3.4) but are inherently disperse [Mollink et al., 2017].
Also, on a coarser scale, white matter bundles intermix and at clinical resolutions, the
prevalence of multiple fibre orientations (“crossing fibres”) in a voxel is non-negligible
with estimates of at least 30% affected voxels in white matter [Behrens, Berg, Jbabdi,
2007; Jeurissen et al., 2013].
Even in the absence of complex geometric arrangements, separating those cellular
details from the diffusion signal is challenging. Perge et al. found that individual axons
in the optic nerve vary in diameter by a factor of 2 and that 95% of the axons have
diameters between 500nm and 1.5µm, which cannot be resolved with current diffusion
MRI sequences on scanners with gradient strengths of up to 300mT/m [Nilsson et al.,
2017]. Also, the validity of the assumption that we can neglect exchange between cellular
compartments in diffusion MRI of healthy brain tissue is a matter of ongoing debate
[Novikov et al., 2016].
The rate at which water crosses cell membranes is subject to complex molecular kinet-
ics [Amiry-Moghaddam, Ottersen, 2003; Stein, 2012]. The cellular water content and ion
concentrations are regulated via active transport of water through water channels; aqua-
porin in astrocytes [Papadopoulos, Verkman, 2013] and possibly other active transport
mechanisms in neurons [Yang et al., 2017]. The biological mechanisms that influence the
water residence time in neural tissue are not fully understood [Yang et al., 2017].
A fast exchange between the intra- and extracellular space would increase the RMS
displacement perpendicular to axons, which would make axons appear less anisotropic or
higher calibre if not accounted for [Nilsson et al., 2013b]. The average residence time of
water in cells, the intracellular preexchange lifetime, characterises the time taken for 63%
of the intracellular water to exchange with the extracellular space and has to be longer
than the extracellular preexchange lifetime to maintain homoeostasis in tissue with less
extra- than intracellular space [Quirk et al., 2003].
Reported exchange times in brain tissue vary widely from 25ms to 2.5s [Nilsson et
al., 2009; Pfeuffer et al., 1998; Quirk et al., 2003; Pfeuffer, Provencher, Gruetter, 1999;
Nilsson et al., 2013a] and are heterogeneous across the brain [Lampinen et al., 2017]. In
myelinated axons, water residence time increases with myelin thickness [Dortch et al.,
2013; Harkins, Dula, Does, 2012]. Astrocytes have higher permeability than neurons
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[Solenov et al., 2004; Borgnia et al., 1999; Quirk et al., 2003] and their relatively rapid
exchange of water with the extracellular space has lead researchers to build diffusion
models that include those glial cells in the “extracellular” compartment [Jespersen et al.,
2007; Yablonskiy, Sukstanskii, 2010]. For a review on the role of water exchange on
diffusion microstructure estimation see [Nilsson et al., 2013b].
3.4. Diffusion signal representations
The diffusivity of free water at 37.5° is 3.1µm2/ms but the measured diffusivity in brain
tissue lies between 0.6 and 1.0µm2/ms, corresponding to a RMS displacement of 11µm
to 14µm during a diffusion time of duration 100ms. The measured diffusivity depends on
the tissue and is affected by pathologies such as stroke [Warach et al., 1992], which makes
diffusion weighted imaging a valuable tool in clinical practice. To distinguish the free
diffusion constant D from its estimated counterpart as measured via diffusion-weighted
MRI, the latter is commonly referred to as Apparent Diffusion Coefficient (ADC) [Le
Bihan et al., 1986].
ADC summarises all tissue properties in a single value. Diffusion Spectrum Imag-
ing (DSI) [Wedeen et al., 2005] lies on the other extreme of signal representations. We
assumed free diffusion in the absence of structure influencing the molecules in the deriva-
tion for equation 3.23, which describes the signal decaying in a mono-exponential way.
However, one can use the general equation 3.21 to reconstruct the conditional probabil-
ity distribution P(x, t|x0, 0) by means of Fourier transformation of the diffusion signal
measured with q-vectors with different diffusion sensitisation strengths and directions,
spanning the range of interest. DSI gives access to orientation and length-scale resolved
tissue properties. The drawback of this method, however, is that it requires strong gradi-
ents and long acquisitions to sample q-space with sufficient density and coverage, which
limit its clinical applicability [Lätt et al., 2007a; Lätt et al., 2007b].
Therefore, the most common techniques acquire the signal for multiple diffusion encod-
ing directions to sample the orientation dependence of the diffusion attenuation but with
a constant gradient weighting strength (||q|| = const). This is referred to as sampling on
a single b-value “shell”. In the following sub-sections, I will briefly discuss signal repre-
sentations that use data acquired on a single or on multiple shells to capture information
about the tissue.
3.4.1. Diffusion tensor
Diffusion Tensor Imaging (DTI) [Basser, Mattiello, LeBihan, 1994] is a method that
aims at measuring the diffusion anisotropy in the tissue under the assumption that the
probability distribution P can be approximated as a multivariate Gaussian distribution
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 (3.30)
This is a generalisation of the mean-square particle displacement being uniformly
defined by the variance of a Gaussian distribution (see eqs. (3.6) and (3.13)) to the
arbitrarily-oriented multivariate Gaussian distribution in eq. (3.29).
D is a symmetric (Dij = Dji), positive-definite3, rank-2 tensor (matrix) [Basser, Mat-
tiello, LeBihan, 1994]. Or put in physical terms, the mean square distance has to be
larger than zero and the probability distribution is point-symmetric with respect to x0
(P(x, t|x0, 0) = P(x0, t|x, 0)).
For gradient direction eG, the corresponding apparent diffusivity is the projection ofD:
eTGDeG. The signal attenuation in direction eG in the diffusion tensor model is therefore
S(b, eG) = S(b = 0)e
−beTGDeG (3.31)
Or expressed as a matrix product S(b) = S(b = 0)e−
∑
i,j bijDij , the scalar b (eq. (3.25))















By measuring at least six non-collinear diffusion encoding directions on a single shell
and an additional typically non-diffusion weighted measurement (S0), one can determine
the diffusion tensor in a voxel by solving eq. (3.31) for the coefficients of the diffusion
tensor.
D depends on the orientation of the sample with respect to the scanner coordinate
system. It is therefore common to report a scanner coordinate system independent
representation of the diffusion tensor. Since D is a positive definite matrix, we can
decompose it via eigenvalue decomposition
D = EΛE−1 = EΛET = E
λ1 0 00 λ2 0
0 0 λ3
ET (3.33)
with E, an orthonormal matrix and Λ a real-valued positive diagonal matrix. The
columns of E (Ei) are eigenvectors of D and the diagonal entries of Λ are the correspond-
ing eigenvalues: DEi = λiEi that we can assume to be sorted so that λ1 >= λ2 >= λ3.
The matrix E defines the direction along which the diffusion tensor is oriented and can
be used to extract the principal direction (E1) of the diffusion tensor. The eigenvalues
can be used to derive scalar measures that describe rotation invariant properties of the
diffusion tensor [Le Bihan et al., 2001] such as the diffusivity along the principal direction
(“axial diffusivity”), the average diffusivity in the directions perpendicular to that (“radial
3 xTDx > 0, for every non-zero real-valued vector x
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diffusivity”), the average or mean diffusivity, and the degree of anisotropy (Fractional
Anisotropy (FA)). FA is normalised to the range between zero for isotropic diffusion and
one for anisotropic diffusion (λ2 and λ3 are negligible compared to λ1).
axial diffusivity Da = λ1
radial diffusivity Dr =
λ2 + λ3
2
mean diffusivity Dm =
λ1 + λ2 + λ3
3
















3.4.2. High Angular Resolution Diffusion Imaging (HARDI)
The diffusion tensor model is not capable of unambiguously representing multiple fi-
bre populations with different orientations or diffusive properties in a voxel [Alexander,
Barker, Arridge, 2002]. Partial volume effects of multiple tissue compartments with
high anisotropy aligned in different directions for instance cause a net lower fractional
anisotropy and the principal eigenvector direction does not coincide with the main fibre
directions [Alexander, Seunarine, 2010].
To address this issue, diffusion data can be acquired at higher angular resolution (High
Angular Resolution Diffusion Imaging (HARDI)), which allows higher order models to
extract directional-resolved microstructural information in each voxel [Tuch, 2002b]. In
HARDI, contrary to DSI, the q-space is sampled sparsely in the radial direction [Tuch et
al., 2002a]. Single-shell HARDI is acquired with a fixed radial component with directions
spread to minimise (antipodal symmetric) density variations in the angular domain.
Multi-shell HARDI is an extension that uses data acquired on multiple b-value shells.
The single-shell techniques sample the direction-dependency of the diffusion attenuation
for a given diffusion weighting strength; the multi-shell version can be used to resolve
additional intra-voxel tissue properties [Tuch et al., 2002a; Descoteaux et al., 2006; Assaf,
Basser, 2005; Alexander, 2008; Jensen et al., 2005; Jeurissen et al., 2014].
3.5. Diffusion signal models
A voxel in a diffusion MRI image averages the motion of water molecules that are influ-
enced in their movement by a complex biophysical environment. The question is, which
processes lead to changes in the observed signal and how to infer the latter from the
former. This has since its conception [Stejskal, Tanner, 1965] remained an active field
of research with many open questions [Novikov et al., 2016; Novikov, Kiselev, Jespersen,
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2018].
3.5.1. Tissue properties and length scales
The mm-scale spatial resolution of MRI allows capturing a detailed map of the whole
brain, which can be used to investigate its macrostructure including gyrification, surface
and volume measures and anatomical features on the scale of white matter bundles.
Diffusion MRI with diffusion times of 1ms to 1s probes molecular motion at much smaller
length-scales of 1µm to 45µm and is sensitive to properties of the intra and extracellular
environment and, on larger length scales, to the spatial arrangement and alignment of
cells. The former is usually referred to as the tissue microstructure and the latter as
tissue mesostructure [Novikov et al., 2016; Reisert et al., 2017].
The microstructural fingerprint of a tissue compartment depends on the µm-level T1
and T2 relaxation rates and deviation from the Gaussian diffusion profile it causes on the
observed (averaged) signal [Novikov et al., 2016]. It captures the molecular neuroanatomy
[Pollock, Wu, Satterlee, 2014] and biochemistry of the brain [Kinney et al., 1994].
The mesostructure can be thought of as the coarse alignment of the microstructurally
distinct compartments in the voxel and expresses the orientationally-resolved compart-
ment volume fractions and is influenced by the fibre orientation distribution (spherical
probability distribution of fibre directions), fibre crossings, fanning, bending and undula-
tion. Different diffusion models use different measures and terms when they refer to the
mesostructure: NODDI: “fibre dispersion” [Zhang et al., 2012], CSD: “fibre orientation
distributions” [Tournier, Calamante, Connelly, 2007]. Separating microstructural proper-
ties to derive tissue-specific mesostructure is a difficult, potentially degenerate modelling
problem [Novikov et al., 2016] and different models (or fitting procedures) have to make
- possibly tissue-specific [Novikov et al., 2016] - assumptions about model parameters
[Reisert et al., 2017].
By connecting the voxel-wise micro and mesoscopic information, diffusion MRI allows
to derive unique macroscopic properties that can be used to infer long range connections
in the data via tracking techniques (“tractography”) [Basser et al., 2000; Mori et al.,
1999]. Resulting tractograms depend on the extracted microstructural information and
on the tracking algorithm, each with their assumptions and limitations. Unfortunately,
the uncertainty and ambiguity associated with fibre tracking does not warrant an in-
terpretation of the resulting tractograms as a measure of the true white matter fibre
connections and their “strengths” [Donahue et al., 2016; Girard et al., 2014; Jeurissen
et al., 2017]. However, the resulting streamlines can be used for the extraction of local
or global connectivity patterns [Gong et al., 2008] in the diffusion data and can guide
statistical analysis of diffusion properties along the path [Raffelt et al., 2015].
3.5.2. Compartment models
The aim in using tissue compartment models is to find a set of parameters that best match
the diffusion data and use these parameters to reason about the mesoscopic properties
of the tissue. The step from model parameters to tissue properties naturally depends
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on the validity of the model assumptions, the interpretability of the model parameters,
the robustness of the fitting procedure to noise and the model behaviour in the presence
of biological heterogeneity and pathology. A common assumption is that the contribu-
tions to the diffusion weighted signal S(G(t)) can be expressed as a weighted sum of
independent compartment contributions




where fc is the volume fraction (possibly weighted by the compartment-specific T2 de-
cay) of compartment c, and mc the corresponding signal attentuation given the diffusion
weighting G(t) and set of compartment parameters pc.
Most models of white matter are restricted to 2 to 3 compartments and contain typ-
ically a total of 4 to 12 parameters that are fitted to the diffusion signal [Ferizi et al.,
2015]. However, the number of parameters might be limited to 10 or 11 by the resolution
limit of current PGSE diffusion sequences and scanner hardware and fitting stability de-
creases with increasing number of parameters [Ferizi et al., 2015]. Despite the relatively
low number of parameters, there is a growing variety of microstructure models. Some of
the models are reviewed and compared in [Panagiotaki et al., 2012; Ferizi et al., 2015;
Jelescu, Budde, 2017].
A common assumption of compartment models is that the intra-axonal diffusivity is
nearly unhindered parallel to the axon axis but zero or very small in the transverse
direction. A hindered but anisotropic compartment is prevalent to model diffusion in
the extracellular space and possibly including contributions from diffusion through glial
cells, assuming highly permeable membranes. An isotropic compartment (“ball”) is used
to model free water or water trapped in cells, depending on the radius of that ball.
Depending on the shape of the assumed anisotropic diffusion profile or their parametri-
sation, anisotropic compartments are referred to in a number of ways: sticks, cylinders,
zeppelins or tensors.
Besides neurite orientation and density [Jespersen et al., 2007; Zhang et al., 2012],
models are geared to derive different tissue properties such as axon diameter [Assaf
et al., 2008], cell permeability [Nedjati-Gilani et al., 2017] and orientation dispersion
[Zhang et al., 2012]. The NODDI framework [Zhang et al., 2012] assumes fixed and pre-
defined intra-axonal, extracellular (axial), and isotropic diffusivities and supposes a linear
relation between the axial and radial diffusivity of the extra-axonal space, depending only
on the intra-axonal fraction. These parameters are used to fit the volume fractions of
the intra-axonal and isotropic volume compartments and a dispersion parameter that is
modelled by a distribution of zero-diameter fibre bundles (sticks), with angular deviations
from the mean direction characterised by a Watson distribution. These choices narrow
the free parameter pool, which is sensible from an algorithmic stability point of view
but they are problematic for multiple reasons. The model does not take a tissue or
sequence dependency of the diffusivities into account. This leaves volume fractions and
dispersion as the only free parameters to model changes in diffusivity, rendering the
model’s parameters unspecific to the actual microstructural properties it explicitly models
[Jelescu, Budde, 2017]. NODDI does not model fibre crossings, hence a dispersion index
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could be attributed to fibre crossings or fibre dispersion [Kaden et al., 2016] and the
relationship between axial and radial extra-axonal diffusivity is an approximation that
is violated in Monte Carlo simulations and analytical models for packing densities in
biologically plausible ranges [Novikov, Fieremans, 2012].
Overall, despite explaining the diffusion signal well and producing values that lie in
plausible ranges, some of the derived parameters can differ significantly between models
[Novikov et al., 2016] and there seems to be no clear best model [Ferizi et al., 2015;
Reisert et al., 2017; Jelescu, Budde, 2017].
3.5.3. Constrained Spherical Deconvolution
Spherical convolution Let the axially symmetric function R(b, θ) (“response function”)
characterise the diffusion signal profile of white matter fibres in the brain as a function
of the b-value and azimuth relative to the fibre axis (θ) [Tournier et al., 2004]. In the
absence of exchange between fibre populations, the HARDI signal can be expressed as a
weighted sum of differently oriented fibre populations
S(b, θ, φ) =
∑
i
fiAi (R(b, θ)) (3.35)
with Ai, the operator that rotates the response function R(b, θ) from its arbitrary initial
direction into the ith fibre population’s direction. Going from a discrete weighted sum to
an integral over all fibre directions, one can write eq. (3.35) as a spherical convolution of
the response function with f(θ, φ), the Fibre Orientation Distribution (FOD) [Tournier
et al., 2004].
S(b, θ, φ) = f(θ, φ) ∗R(b, θ) (3.36)
Tissue response function The white matter response function can be simulated using
any of the anisotropic and isotropic model components discussed in section 3.5.2. How-
ever, it can also be sampled from the data; more precisely from voxels that appear to
contain only white matter and whose white matter orientation distribution is sharp (high
FA) so that one can assume that the voxel contains a single collinear fibre population.
Note that white matter voxels contain mostly non-axonal tissue and extracellular matrix
(compare section 3.3.2) and that the white matter response function is not specific to
the angular and b-value dependency of the diffusion signal of parallel axons. The white
matter response function is assumed to capture the diffusion profile of a voxel containing
a representative sample of a single strand of compact, coherently aligned white matter
—including associated non-axonal cells and extracellular matrix. After voxel-wise reori-
entation of this “single fibre” signal to a common direction, the signal can be averaged
to obtain the white matter specific response function [Tournier, Calamante, Connelly,
2007].
For typical clinical diffusion gradient durations and b-values larger than 3000s/mm2,
the radial diffusion weighted signal originating from the extracellular volume fraction
(and highly permeable cells such as astrocytes, see section 3.3.2) is highly attenuated
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in white matter fibres. The radial signal of the restricted intra-axonal compartment,
however, is almost completely preserved and approximately proportional to the intra-
axonal volume fraction [Raffelt et al., 2012]. Note that the contribution to the signal
from restricted small cells (“dot” compartment) is likely negligible in white matter [Tax
et al., 2018]. As the FOD amplitude is approximately proportional to the radial signal,
Raffelt et al. coined the term Apparent Fibre Density (AFD) for the FOD amplitude to
indicate that the FOD under these imaging conditions is sensitive to the “intra-axonal
volume fraction of the axons running along the corresponding orientation” [Raffelt et al.,
2012]. The specificity of AFD to the fibre intra-axonal volume fraction depends on the
b-value and on the degree to which contributions from other cell types can be ignored.
The presence of multiple tissue types that exhibit different diffusion profiles, for in-
stance due to differences in relaxation rate, water exchange, or packing density, are not
explicitly modelled in constrained spherical deconvolution (CSD). Hence deviations from
the white matter response function would be captured by an altered FOD amplitude.
This makes CSD sensitive to pathology [Raffelt et al., 2012] and places CSD somewhere
between a pure signal representation that has no interpretable value and the microstruc-
tural tissue models that explicitly model and fit tissue micro- and mesostructural prop-
erties.
Spherical Harmonics A Fourier series allows representing a continuously differentiable
function on the unit circle as a uniformly convergent series of weighted sinusoids and
cosines with increasing frequency. Equivalently, a Laplace series can be used to represent
a function in R3 that is continuously differentiable on the unit sphere as a uniformly
convergent series of spherical harmonics [Kalf, 1995].
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with φ ∈ [0, pi], φ ∈ [0, 2pi] and Pml (ξ), the associated Legendre polynomial of order l ≥ 0
and degree |m| ≤ 0.
When diffusion signal and fibre response are represented in spherical harmonics, the
convolution of the response function with the FOD (eq. (3.36)) becomes a set of linear
matrix vector multiplications, in analogy to the convolution theorem in the Fourier series
[Healy Jr, Hendriks, Kim, 1998]. This allows the efficient estimation of the FOD using
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the known fibre response function R(G(t), θ) and measured HARDI signal [Tournier et
al., 2004].
In analogy to the frequency in the Fourier series, spherical harmonics of higher order
can represent increasingly sharper functions. The uniformly convergent property of the
series ensures that the deviation from the function becomes smaller with increasing order,
which allows smooth functions to be approximated using a truncated series of spherical
harmonics up to a finite order lmax. This allows representing the HARDI signal by
projection onto the spherical harmonic basis up to a predefined order [Frank, 2002].
The l = 0 term (“DC”-term) is the average value of the function over the sphere [Sloan,
2008] and the higher order terms capture the angular frequency component. If the signal
(or the response function) is aligned with the z-axis, it follows from the axial symmetry
that all m 6= 0 phase terms are zero. The series of pure m=0 terms are also referred to
as zonal spherical harmonics.
Note that the change of basis to spherical harmonics in itself is not very useful as
it is simply a different representation of the signal lacking biological interpretability.
However, spherical harmonics are computationally advantageous in decomposing the sig-
nal into an orientation-resolved density (“orientation distribution”), given a kernel that
characterises the diffusion signal characteristics in a given direction [Anderson, 2005;
Tournier et al., 2004]. The uniformly convergent property of spherical harmonics is con-
venient for analysing the FOD expressed in spherical harmonics as it gives direct access
to the average contribution of the white matter signal in the voxels (DC term). Tissue
configurations with close to uniform angular profiles on the voxel level (grey matter) have
small coefficients in the higher order terms.
Non-negativity constraint In practice, spherical deconvolution involves an ill-conditioned
matrix inversion that results in unstable FOD estimates that yield unphysical negative
FOD amplitudes. This can be addressed with a non-negativity constraint on the FOD
amplitude[Cheng et al., 2014; Tournier, Calamante, Connelly, 2007]. The FOD can be





‖Cbf − Sb‖22 ,with Af ≥ 0 (3.39)
with Sb = [S(b, θ1, φ1), ..., S(b, θN , φN )]T the HARDI signal intensities of shell b mea-
sured (or super-resolved) in N directions concatenated to a vector, f the vector of FOD
indices in the spherical harmonic basis, C the matrix that performs the convolution on
the coefficients of f , and A the matrix that transforms the coefficients of f to signal
amplitudes [Tournier, Calamante, Connelly, 2007].
3.5.4. Multi-Shell Multi-Tissue Constrained Spherical Deconvolution
The FOD captures the orientation-resolved density of the signal attributed to white
matter. However, estimating the FOD in brain regions containing contributions of cere-
brospinal fluid (CSF) and grey matter (GM) leads to noisy FOD estimates [Dell’Acqua
et al., 2010; Roine et al., 2014] and looses its meaning in non-white matter voxels. To
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account for partial volume effects, Jeurissen et al. proposed multi-shell multi-tissue con-
strained spherical deconvolution (MSMT-CSD), which uses multi-shell HARDI data to
deconvolve the signal into n distinct tissue types defined by their respective b-value de-
pendent response function Rt(b, θ, φ) with t = 1, ..., n. Extending eq. (3.39) to n tissue










,with Atft ≥ 0 (3.40)
Here Sb denotes the concatenation of the m shell-specific signal vectors (Sb), ft the
concatenation of the n tissue-specific orientation distribution function (ODF) and each
entry in the tensor C
bt
the shell (rows) and tissue (column) specific convolution operation
matrix.
The prerequisite to solve this constrained least squares fitting problem uniquely is
that the HARDI data are sampled on at least n shells and that the individual tissue
response functions have distinct b-value dependencies [Jeurissen et al., 2014]. In adults,
tissue-specific response functions for cortical grey matter and CSF can be derived from
coregistered segmented T1 images [Jeurissen et al., 2014]. Alternative methods derive tis-
sue specific voxel masks by segmentation of the diffusion signal via sparsity-constrained
[Jeurissen, Tournier, Sijbers, 2015], or convexity constrained [Christiaens et al., 2015]
non-negative matrix factorization or heuristics [Dhollander, Raffelt, Connelly, 2016] based
on threshold masking [Ridgway et al., 2009] of the b-value dependency of the direction
averaged signal. In contrast to deep grey matter, the diffusion signal characteristics of
cortical grey matter in adults are different from that of white matter and CSF, facilitating
a decomposition of the signal that matches expected maps of these tissue types [Jeurissen
et al., 2014]. In neonates the decomposition of HARDI signals into white matter (WM),
GM and CSF is an open research question as grey matter in neonatal HARDI data has
signal characteristics very similar to that in deep white matter.
In the presence of local brain pathology such as tumours or lesions, it is possible to
represent abnormal tissue as an additional tissue contrast if it has a diffusion signal
characteristic that is sufficiently distinct from that of normal brain tissue [Christiaens
et al., 2015]. Alternatively, the signal in pathology can be represented using the response
functions derived from normal tissue. Abnormality would then manifest as altered tissue
density in the resulting orientation distribution functions (ODFs) compared to healthy
tissue.
3.6. Conclusion
Diffusion weighted MRI (dMRI) is a non-invasive modality that offers unique insights
into tissue properties at the cellular level and beyond, which makes it a valuable tool to
study and assess normal and abnormal brain tissue characteristics and to capture the
rapidly changing organisation and composition of brain tissue in the perinatal period.
Reliably inferring tissue properties from diffusion data requires knowledge about bio-
physical properties of tissue, a model how this manifests in diffusion data and a way
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of retrieving this information. Although, animal and post-mortem studies have con-
tributed much knowledge about the cellular changes occurring during brain development
(see chapter 2), it is an open research question how to characterise these changes using
dMRI.
Given the difficulty of most diffusion models to reliably derive tissue characteristics in
the mature brain, MSMT-CSD can be an alternative path to capture and characterise
tissue maturation, provided it is possible to find meaningful and sufficiently distinct tis-
sue response functions in the data. Under this assumption, MSMT-CSD can be used to
reconstruct spatial and temporal maps about brain maturation with directional informa-
tion about fibrous structures in the brain.
Chapter 4
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4.1. Introduction
Deep learning is one of the most promising and rapidly evolving1 fields of machine learn-
ing and has transformed computer vision [Goodfellow, Bengio, Courville, 2016]. Deep
learning has its name from algorithms that allow the extraction of hierarchical represen-
tations of knowledge from data. Especially for computer vision tasks, neuroscience has
inspired algorithms for extracting and processing feature representations [Hassabis et al.,
2017; Bengio, 2011].
The algorithms for successfully training supervised deep neural networks have been
available for decades but their success was limited by the amount of available data and
1On average, 400 papers were published each month in 2017 in the computer vision category on arxiv,
which is one of the fastest growing categories in computer science https://arxiv.org/help/stats/2017_
by_area/index.
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sufficient computing capabilities. Specialised hardware (GPUs, TPUs) and large scale
data collection efforts [Sun et al., 2017] have facilitated building learning algorithms
that for the first time surpass human pattern recognition performance in specific tasks
[Schmidhuber, 2015].
The ImageNet classification competition in 2012 showed the capabilities of deep con-
volutional neural networks in large-scale image classification: the AlexNet [Krizhevsky,
Sutskever, Hinton, 2012] architecture beat the second best ranked algorithm by 41%.
This caused a shift in the field and in subsequent years, deep neural networks dominated
the rankings [Russakovsky et al., 2015].
This chapter gives a brief introduction to image classification using a Convolutional
Neural Network (CNN) focusing on aspects most relevant for medical image classification.
See [Litjens et al., 2017; Suzuki, 2017; Lee et al., 2017; Bejnordi et al., 2017] for reviews
of deep learning in medical image analysis, and recent introductions and reviews of the
field of deep learning can be found in [Goodfellow, Bengio, Courville, 2016; Schmidhuber,
2015; LeCun, Bengio, Hinton, 2015].
4.2. Supervised learning: classification
Machine learning algorithms can be separated into 3 categories: supervised, unsuper-
vised, and reinforcement learning. In supervised machine learning, an algorithm is trained
to perform a task of learning the mapping from some training data to corresponding “cor-
rect” answers that is was provided with, with the goal of generalising this mapping to
data outside the training data. An example of supervised learning is linear regression.
Unsupervised learning extracts patterns directly from the data, such as in k-means
clustering. In reinforcement learning [Sutton, Barto, 1998], the algorithm is not provided
with pre-defined answers but can interact with its simulated environment and learns
through reward signals.
In classification, the aim is to discriminate between a defined set of k categorical classes.
Presented with some data, a classification algorithm is a function that maps this data
to the corresponding category or to a discrete probability distribution representing the
likelihood2 that the sample belongs to either category [Goodfellow, Bengio, Courville,
2016, chapter 5]. Figure 4.1 shows an example of a simulated 2D dataset consisting
of two categories (red and blue) and the learned feature space mapping for 3 different
classification models. For an introduction to supervised learning and classification see
[Robert, 2014; Hastie, Tibshirani, Friedman, 2009a].
2Calculating class-correspondence likelihoods without assigning class labels is a regression method, not
classification, but this distinction is often not made in machine learning practice.
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class density and sample logistic regression NN with 3 neurons NN with 5 neurons
Figure 4.1.: Classification example: Two sampling probability distributions in
the shape of half-moons generate samples (dots) of the blue and red class (left).
The background colour in the images on the right show the learned mapping of
the 2D input space to the category labels for logistic regression and for two neural
networks with 3 and 5 “neurons” or units, respectively.
4.2.1. Logistic regression
Binary logistic regression estimates the likelihood that a categorical dependent variable
y has the value 0 or 1 given a real valued vector x′ ∈ Rn. Let β = (β0, β1, β2, . . . , βn)T be
the parameter vector of logistic regression and x = (1, x1, x2, . . . , xn)T the feature vector
with an added bias term.




1+e−z is smooth and monotonously increasing
with z and maps any real valued z to the interval [0, 1] [Hastie, Tibshirani, Friedman,
2009b, p 119]. Logistic regression uses this function as a “hypothesis” function hβ to
represent the probability that the sample x belongs to class 1
p(y = 1|x;β) = hβ(x) = 1
1 + e−βTx
(4.1)
Using p(y = 0|x, β) = 1− p(y = 1|x, β) and that y is either 0 or 1, the probability can
be expressed jointly for both classes
p(y|x;β) = (hβ(x))y(1− hβ(x))1−y (4.2)






Optimal parameters are usually found by maximising the log likelihood
l(β) = log(L(β)) =
m∑
i=1
yilog(hβ(xi)) + (1− yi)log(1− hβ(xi)) (4.4)
This is equivalent to minimising the cross-entropy or the Kullback-Leibler divergence
[Kullback, Leibler, 1951] of the predicted label distribution and the training sample
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distribution. These are natural distance measures for probability distributions but not
the only loss function used for binary classification [Akaike, 1998; Buja, Stuetzle, Shen,
2005].
Note that logistic regression works well if the input features correlate with the decision
outcome. For instance, in [Mor-Yosef et al., 1990], multivariate logistic regression clas-
sification has been used to recommend cesarean delivery using descriptions of the fetus’
and the placenta’s presentation and maternal risk factors. However, logistic regression
performs poorly directly on MRI images as the intensity of individual voxels is most
useful in comparison with other voxels.
4.2.2. Gradient-based optimisation
In machine learning, gradient-based optimisation is an iterative approach to solving a
set of equations and is typically used when the equations can not be solved directly,
either due to resource constraints or if no analytical solution exists. “Gradient” refers to
the derivative of the cost function with respect to the parameters of the system. The
parameters are optimised by repeatedly making small steps in the direction that decreases
the cost c(β, xi) given the current parameters. The parameter update is







with (t) the step size at step t and s is the number of samples that contribute to the
update.
Assuming the negative log likelihood of the parameter vector (eq. (4.4)) as the cost
function (c(xi, β) = −l(β)), the contribution to the update of the logistic regression
parameters for a single sample is [Ng, 2012]
∂l(β, xi)
∂β
= (yi − hβ(xi))xi (4.6)
Algorithmically, optimising l(β) is equivalent to finding β by minimising the mean
squared error between the predicted and the training labels. However, due to the non-
linear mapping of the sigmoid function, the mean squared loss function for logistic regres-
sion is non-convex and slow to optimise [Goodfellow, Bengio, Courville, 2016, chapter
6].
Using the current best estimate for the parameters, eq. (4.5) estimates the parameter
update as the direction in which the cost of the training data decreases the quickest. If
this estimate is calculated using all available training samples, the algorithm is called
batch gradient descent. However, one can also update the parameters after observing a
single example (s = 1, “online stochastic gradient descent”) or by summation of gradi-
ents from a small number of samples between 1 and m (“mini-batch stochastic gradient
descent”). A batch refers to the set of samples from which an update of the network
parameters is calculated and applied. A training epoch is finished when all samples have
been used once.
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There are a number of different optimisation algorithms that attempt to speed up con-
vergence and improve robustness to local minima. See [Goodfellow, Bengio, Courville,
2016, chapter 8] and [Ruder, 2016] for an overview. All experiments in chapter 6 use
the gradient descent optimisation algorithm “Adaptive Moment Estimation” (Adam)
[Kingma, Ba, 2014], which is a universal and robust default optimiser for training neu-
ral networks [Ruder, 2016]. Adam uses parameter specific learning rates ((βi, t)) that
are adapted during training using exponentially decaying estimates of the mean and the
variance of the gradients.
4.3. Convolutional neural networks
Neural networks consist of connected units or “neurons”. A neuron performs a weighted
addition and summation of its input signals, adds a bias term and optionally transforms
this number via an activation function (see fig. 4.2). In feedforward neural networks,
data and computation flows in one direction (see fig. 4.3); neurons pass their output on
to the the next layer of neurons or finally to the output layer. Weight and bias terms
are learned parameters and the number and arrangement of neurons and the types of
activation functions are typically fixed.
A very common activation function is the rectified linear unit (“relu”) relu(x) =
max(0, x) and is typically used throughout the network. This allows the network to
combine features non-linearly and to loose information due to the surjectivity of the
transformation [Geiger, Feldbauer, Kubin, 2011]. Similarly to logistic regression, sig-
moid activation functions can be applied to the output of a neural network to obtain a
classification model.
Although the basic building blocks of neural networks are relatively simple and well-
understood operations, their combination allows building - maybe surprisingly [Ander-
son, 1972; Gu et al., 2009] - complex systems that can store abstract representations of
information distributed throughout the network [Hinton, 1986].
Convolutional neural networks [Fukushima, 1979; LeCun, Bengio, 1995] are a special
type of artificial neural networks and are very successful in computer vision, text and
speech analysis, domains where the input to the network is high dimensional and has
spatially or temporally local patterns that have a meaning that is invariant to some
degree of affine transformation of the input [LeCun, Bengio, Hinton, 2015; Schmidhuber,
2015].
Convolutional neural networks use filters that, in analogy to the visual cortex [Eicken-
berg et al., 2017; Bengio, 2011], are sensitive to certain local patterns such as edges. The
filter size is typically very small and is referred to as the receptive field. By increasing
the filter size or by stacking multiple layers, convolutional neural networks can learn to
extract representations from larger areas of the image and to combine those to more and
more complex patterns similar to processes in the human cortex [Riesenhuber, Poggio,
1999].
Designing a neural network is often trial and error and while there are motivations for
some design decisions, their impact on performance is often not clear but needs to be
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Figure 4.2.: Artificial neuron: smallest unit of a neural network. The weights
associated with the neuron and are multiplied with the 3 input features x1, x2,
and x3, summed and offset with a bias term. The activation function f , which
can be any linear or non-linear function, transforms this value and passes it on













Figure 4.3.: A fully connected neural network consisting of one hidden layer
with 3 neurons and an output layer that integrates the information of each unit.
If the activation function is a heaviside step function, this neural network can
perform classification operations and is called a perceptron.
evaluated empirically such as in [Valle et al., 2017]. Here, I will introduce the building
blocks and motivations behind parts of the neural network architectures used for the
motion artefact detection (chapter 6).
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input output
Figure 4.4: Illustration of a convolution
layer with two units (red and blue), filter
size 2x2 and stride 1. Here, the output
layer has the same spatial extent as the
input layer, which is typically achieved
by zero padding of the input layer.
4.3.1. Convolution layer
Convolutional neural networks for image classification use convolution layers that have
typically small rectangular-shaped learnable filters. A filter is applied to a local patch of
the input array via element-wise multiplication and summation over all resulting elements
(akin to a dot product). The resulting value is added to the bias term and optionally fed
into an activation function. This is repeated in a stepwise fashion with a defined step size
(“stride”) to cover the whole output feature map (see fig. 4.4). For operations with stride
one, adjacent output values originate from a patch shifted by one row or one column in
the input array. Strides larger than one produce outputs with smaller spatial extent.
In contrast to fully connected layers, where neurons have a connection and associated
weight for each input unit (see fig. 4.3), convolution layers reuse the same set of filters
by sliding them across the input layer. Hence, filters are learned irrespective to global
translation. A convolution layer with Z units produces Z output maps that have a
spatial extent determined by the spatial extent of the input layers and by the stride
and padding of the convolution layer. If the input to a convolution layer consists of
multiple (D) channels, a separate convolution filter is applied to each channel and their
output summed to produce a data point in the corresponding output layer. Hence, a
convolution layer combines spatially local patterns and correlations across input channels.
These operations are repeated for each of the Z output channels using input and output-
specific filters. If the filters are of size M ×N then the convolution layer has M ×N ×D
parameters per filter, which in total makes M ×N ×D×Z weights and Z bias terms for
the layer. The number of parameters is independent of the size of the input layer and for
typical image resolutions much lower than what a fully connected layer would require.
The extracted features can be passed on to another convolution layer that locally
combines those features across input channels to create another feature map. The first
two layers of a CNNs tend to respond most strongly to local image intensity variations
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such as edges and textures while higher levels respond to more complex patterns and show
increasing invariance to perspective [Olah, Mordvintsev, Schubert, 2017; Zeiler, Fergus,
2013]. Yet, individual neurons in higher levels do not necessarily encode a single semantic
feature to a higher degree than a random combination of neurons, so the information is
encoded in the manifold they span [Szegedy et al., 2013].
Alternatives to stacked convolution layers are inception modules that separate the
operations across channels from that in the spatial domain [Szegedy et al., 2015; Chollet,
2016]. A very recent alternative are capsule networks [Sabour, Frosst, E Hinton, 2017]
that attempt at modelling the “pose” of a feature (translation, rotation and scaling)
explicitly but they require different training algorithms.
4.3.2. Pooling layer
Pooling layers locally apply a function to each feature map that reduces a local patch to
its average or maximum value. Typically, the maximum activation is used with a filter
size of 2x2 and applied with a stride of 2, therefore removing 75% of the parameters (see
fig. 4.5). This results in a limited degree of invariance to affine spatial transformations of
the input. Most common CNN architectures reduce the width of the network gradually by
repeated max pooling filters interleaved with convolution filters. However, pooling layers
have been criticised for being a crutch as they could be replaced by convolution filters
with stride larger than 1 [Springenberg et al., 2014] or better by explicitly modelling the
location and orientation of the features [Sabour, Frosst, E Hinton, 2017] in analogy to
the ventral stream in the brain [Poggio, 2011].
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input output
Figure 4.5: Illustration of a pooling layer with fil-
ter size 2x2 and stride 2.
4.3.3. Deep, wide, balanced?
The concept of the depth of a network originates from complexity theory and is the largest
number of computational steps (layers) from the input to the output [Bengio, 2011].
Theoretically, feed forward neural networks with a single hidden layer and sigmoidal
activation functions are capable of approximating any continuous function operating on
bounded input to any precision, limited by the number of neurons or the width of the
layer [Cybenko, 1989]. This has also been shown for multi-layer networks with any
bounded, continuous and nonconstant activation function [Hornik, Stinchcombe, White,
1989; Hornik, 1991].
Deep neural networks are able to compute more complex functions compared to shallow
neural networks with the same number of parameters by reusing computations in deeper
levels of the network [Montúfar et al., 2014; Pascanu, Montufar, Bengio, 2013]. Note that
the ability to compute a function efficiently does not necessarily mean that the model
can learn it efficiently [Song et al., 2017]. Although, shallow neural networks can mimic
deep neural networks by learning their feature representation, it is difficult to train them
from scratch on the original training data [Ba, Caruana, 2013].
A general recommendation by the authors of the Inception architecture in 2015 was
to balance width and depth in a network [Szegedy et al., 2015]. Yet, developments since
then facilitated very deep [He et al., 2015a] and wide [Zagoruyko, Komodakis, 2016]
networks, which outperform previous architectures in large-scale image classification.
Training very deep neural networks has been greatly facilitated by adding “residual”
connections between blocks of layers, which help counteract vanishing gradients during
training. The performance of those networks is correlated with their depth up to thou-
sands of layers, yet the rate of improvement drops exponentially with the number of
layers [Zagoruyko, Komodakis, 2016].
“Research into convolutional network architectures proceeds so rapidly
that a new best architecture for a given benchmark is announced every
few weeks to months, rendering it impractical to describe in print the
best architecture.” [Goodfellow, Bengio, Courville, 2016, chapter 9]
In general the developments in computer vision are too rapid and groud breaking to be
summarised meaningfully. When applying a CNN to a new task, it is presumably best
practice to use a network design that works well on related datasets.
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4.4. Training a neural network and generalisation
Gradient descent allows optimising a classification algorithm by minimising the error on
the training data. Similar to the example of logistic regression, neural networks param-
eters are found via gradient descent [Paola, Schowengerdt, 1995]. CNNs are optimised
by an automatic differentiation technique called backpropagation [Rumelhart, Hinton,
Williams, 1986; Rumelhart, Hinton, Williams, 1985] or backwards propagation of errors.
The training sample is fed to the network to obtain the output value, which is compared
to the true label using the cost function (for instance cross-entropy). The true label is
propagated sequentially from the output backwards to the input layer to calculate the
difference between actual and desired output of each unit in the network. This difference,
multiplied by the magnitude of the input to the unit (chain rule), is a linear approxima-
tion to the cost function gradient and is scaled by the (negative) learning rate to update
all weights and bias terms of the network.
A classification system that perfectly fits the training data would be useless if it could
not be applied to unseen data. In other words, machine learning requires not just the
optimisation of a cost function on a specific set of data but the ability to generalise
[Bengio, 2012].
Learning theory shows that the upper bound of the difference between training and
test set error increases with the number of parameters and decreases with the size of the
training set (see [Goodfellow, Bengio, Courville, 2016, chapter 5]). However, good vision
CNNs often have enough parameters to completely memorise the training data and,
despite regularisation, can easily fit random noise [Zhang et al., 2016]. Furthermore,
the number of “effective” parameters in neural networks is difficult to estimate [Zhang
et al., 2016]. Neural networks have complex cost functions [Nguyen, Hein, 2017] and,
theoretically, it should be very hard to train even a 3 node neural network [Blum, Rivest,
1989]. Learning theory can not yet offer model-independent insights into why CNNs
generalise well in practice [Zhang et al., 2016; Dinh et al., 2017].
4.4.1. Regularisation
Regularisation are methods that are used to improve the generalisation performance of
an algorithm [Kukačka, Golkov, Cremers, 2017]. In optimisation this is often achieved
by limiting the solution space in size or by constraining it to certain properties with the
aim to generalise better, often at the cost of an increased training error.
In deep learning, regularisation barely limits the networks from perfectly fitting the
training set [Zhang et al., 2016] and, empirically, networks perform well even when ex-
tremely overparametrised [Poggio et al., 2018] and in the absence of implicit regularisation
[Zhang et al., 2016]. However, some amount of regularisation is typically applied and can
improve generalisation performance by a few percent accuracy [Zhang et al., 2016]. See
[Kukačka, Golkov, Cremers, 2017] for a “taxonomy” of regularisation techniques used for
neural networks.
One approach to improve generalisation is early stopping of the training process, which
prevents overfitting for some applications with convex cost functions and can be used for
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neural networks [Martin, Mahoney, 2017]. However, it is difficult to determine when to
stop training and it does not have an effect on all networks [Zhang et al., 2016].
In some architectures, training beyond a decrease in training loss can increase gener-
alisation performance by improving the network’s feature representation from an infor-
mation theory point of view [Shwartz-Ziv, Tishby, 2017]. Shwartz-Ziv, Tishby show that
certain neural networks learn in two phases. First, the mutual information between the
labels and the network outputs increases, indicating the learning to represent the data.
This learning phase is followed by a phase of decreasing mutual information between the
input and the network activations. In the latter stage, networks seem to forget learned
but unimportant connections in the training data, leading to a better generalisation
performance. However, these findings might be network architecture specific [Amjad,
Geiger, 2018].
The choice of loss function, learning rate, batch size, dataset, and network architecture
itself influence the cost function landscape and how it is traversed and therefore implicitly
have an impact on the generalisation performance [Jastrze¸bski et al., 2017]. For instance,
convolution layers use their filters globally, which constrains the network to learn filters
that are invariant to translation.
Stochastic or mini-batch gradient descent updates the parameters of the network based
on little data and results in noisy trajectories. However, traversing the cost landscape
using all training data (batch gradient descent) does not necessarily improve the final
accuracy but requires much smaller learning rates on non-linear cost function landscapes
[Wilson, Martinez, 2003]. Often, networks trained with very small batch sizes generalise
better, hence noisy steps can be seen as regularisation. This gain, however, is offset by
an increased computational cost of updating the network parameters for each sample
independently [Goodfellow, Bengio, Courville, 2016, chapter 8].
Batch normalisation layers were designed to stabilise training. They normalise their
input, the activations of the previous layer for all samples of the training batch, to
zero mean and unit variance via a batch-specific affine transformation (scale and offset).
These normalised activations are then transformed with an affine transformation that is
independent of the training batch but are learned parameters of the layer. This batch-
wise normalisation and re-scaling stabilises learning by factoring out fluctuations in the
magnitude of the activations when weights of other layers are changed and leads to
faster training [Ioffe, Szegedy, 2015]. Although they were not intended for regularisation,
batch normalisation layers improve generalisation performance in many cases [Zhang et
al., 2016; Ioffe, Szegedy, 2015] and are part of high-performing network architectures
[Szegedy et al., 2015; He et al., 2015a].
Dropout regularisation [Srivastava et al., 2014] is a simple and popular technique to
prevent overfitting on small and noisy datasets [Jindal, Nokleby, Chen, 2017]. During
training, it randomly sets a fraction of weights in a network to zero to avoid units to
become dependent on specific combinations of features thus favouring features that are
robust to small changes in context.
Another regularisation technique is forcing the network to learn classification rules
that do not perfectly separate the training data but leave some degree of uncertainty
[Szegedy et al., 2015]. This can be achieved with label smoothing or by penalising low
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entropy classification distributions [Pereyra et al., 2017].
Regularisation techniques can also increase the effective size and variance of the train-
ing data by transforming the data directly in ways that preserve the characteristics of the
data (data augmentation) or by transforming the extracted representation in the network
(feature augmentation). If data transformations can be applied, they often outperform
feature augmentation methods [Wong et al., 2016]. Common image augmentation strate-
gies are erasing [Zhong et al., 2017], cropping [Krizhevsky, Sutskever, Hinton, 2012],
flipping [Simonyan, Zisserman, 2014], padding and rigid or non-linear transformations of
the input images. See [Kukačka, Golkov, Cremers, 2017] for an overview of data-related
regularisation techniques.
4.4.2. Learning from imbalanced data
Compared to balanced datasets of similar size, imbalanced data or data with skewed
class distributions can introduce biases and reduce generalisation performance of classi-
fication algorithms. Although in practice not always the case [He, Garcia, 2009], it is
intuitively clear that if a minority class with a complex feature space is represented by
very few samples in the training data, there might not be sufficient patterns present for
an algorithm to learn a generalisable representation of that class.
This overfitting of the minority class can be especially problematic if noise is present
in the data. Furthermore the difference in data densities between classes can cause a
classifier to learn a decision boundary that is biased as the cost of misclassifying the
minority class is proportionally smaller. This gets exacerbated in the presence of small
disjuncts or overlapping class boundaries and can be problematic if there is a mismatch
between distributions in training and test data (sample selection bias or dataset shift)
[López et al., 2013].
It is instructive to simulate this on a one or two dimensional dataset and plot the
decision boundary as a function of between class imbalance. As in fig. 4.1, the generating
distributions have slightly overlapping class boundaries but equal class densities. Samples
with varying degrees of class imbalance are drawn from these distributions and 3 classifiers
are fit as above: a linear logistic regression model and two neural networks with one
hidden layer containing 3 and 5 neurons, respectively.
On the balanced sample, the neural network can separate the classes with a nonlinear
boundary. The logistic regression finds a decision boundary that best separates the data
with a straight line, which is a crude approximation of the half-moon shaped boundary
between the two classes but the best separation a linear classifier can achieve. However,
this boundary shifts towards the minority class with increasing between-class imbalance
and would achieve low performance if tested on a non-skewed dataset (see fig. 4.6).
With increasing class imbalance, the neural network becomes more susceptible to noisy
samples of the majority class and learns a class boundary that has little in common with
the original sample densities.
The last row shows the classifier training and validation performance (accuracy and
area under the ROC: AUROC) as a function of the majority fraction with 95% bootstrap
confidence intervals for 10 independent test datasets. For each bootstrap estimate, 1000
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Figure 4.6.: Classification performance in the presence of a skewed sample dis-
tribution: the top row shows (as in fig. 4.1) two sampling probability distributions
in the shape of half-moons, from which samples are drawn for the blue and red
class. The background colour in the images on the right indicates the learned
separation of the parameter space for a logistic regression and two neural network
classifiers. The training sample is skewed for row 2 and 3 with 80% and 90%
of the samples belonging to the red class. The decision boundary is increasingly
biased for higher sample imbalance. The 5 neuron neural network degrades faster
than the 3 neuron network indicating its tendency to overfit.
samples are drawn from the original distribution, either distributed equally across classes
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(“test balanced”) or with the same imbalance as the training sample (“test imbalanced”).
Test accuracy on a similarly imbalanced dataset increases with increasing imbalance
but this is owed to accuracy being a poor measure for imbalanced datasets. AUROC
decreases for all classifiers with increasing imbalance, irrespective whether the test data
is balanced or imbalanced.
Many techniques have been developed to improve learning from imbalanced data [He,
Garcia, 2009], most notably sampling techniques and cost-sensitive learning [López et al.,
2012], kernel-based and active learning techniques, and ensemble methods [Galar et al.,
2012; Khoshgoftaar, Van Hulse, Napolitano, 2011]. In the following I will describe some
ideas that are most relevant with regard to CNNs as used in chapter 6, and point the
reader to the reviews [He, Garcia, 2009; López et al., 2013; Japkowicz, 2000] for more
details.
King et al. proposes to balance the classes by weighting their contribution to the
cost function [King et al., 2001]. Assuming an imbalanced dataset of N samples with
Ni samples in class i and i = 1...M , one can weight the contribution of samples from
class i with wi = N/(M ∗ Ni), satisfying the conditions that the effective number of
data points is equal across classes (w1 ∗ N1 = w2 ∗ N2 = ... = wM ∗ NM ) and that
the total number of effective data points remains the same as in the non-weighted case
(w1 ∗N1 + ...wM ∗NM = N). A similar approach is taken for cost-sensitive learning of
neural networks in [Kukar, Kononenko, 1998], where the step size of the gradient descent
is weighted by the misclassification cost.
In the case of logistic regression, binary trees and some ensemble methods, it is possi-
ble to tweak decision thresholds to adjust to class imbalance after training (“threshold-
moving”) [Collell, Prelec, Patil, 2016]. This has been applied to neural networks [Saerens,
Latinne, Decaestecker, 2002] but can not account for learned distorted non-linear class
boundaries as demonstrated by the decrease in AUROC in fig. 4.6.
Alternative approaches use oversampling of the minority class, undersampling of the
majority class or hybrids. However, undersampling looses information and repeated
sampling of the same data creates artificial high density areas in the feature space,
which might cause a non-linear classifier to overfit to the samples of the minority class.
Techniques such as SMOTE [Chawla et al., 2002] and ADASYN [He et al., 2008] address
this issue by creating synthetic samples by combining existing samples that are in areas
where the classifier might most benefit from a higher sample density. These approaches
require the ability to create synthetic samples or, in the case of multi-layer networks, at
least synthetic features generated from intermediate layers.
4.4.3. Transfer learning
Training a neural network from scratch with high generalisation performance typically
requires tens to thousands of examples to map the labels to the training data and to
generalise well to unseen data [Vinyals et al., 2016; Hochreiter, Younger, Conwell, 2001].
Humans on the other hand seem to learn richer representations than machine learning
algorithms from only one or very few examples [Lake, Salakhutdinov, Tenenbaum, 2015].
Given large amounts of training data, deep neural networks learn to extract useful
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characteristics or sub-structures of the training data and this ability can be transferred
to a different but related task domain if these extracted representations generalise to the
new task [Bengio, 2011; Andrychowicz et al., 2016]. Transfer learning allows transferring
the learned feature extraction to related domains where data is limited, hard to collect
[Pan, Yang, 2010] or even completely absent [Bengio, 2011]. In image-classification tasks,
typically only the final layers of the network that map the features have to be learned from
scratch to the new target function. However, if enough training data is available, fine-
tuning of more or all layers often increases classification performance [Lamblin, Bengio,
2010].
Interestingly, many medical image classification applications of transfer learning have
successfully used models trained on large general purpose image datasets and domain
specific pre-training is not necessarily better or can lead to worse performance than
networks pre-trained on large general purpose datasets [Menegola et al., 2016]. Ruder,
Plank have used statistical methods to select data suitable for transfer learning and
emphasize that not only domain similarity but also diversity in the data are crucial for
successful transfer learning [Ruder, Plank, 2017].
Chapter 5
Binary classifier performance evaluation
on imbalanced data
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5.1. Introduction
Classification algorithms play an increasing role in processing and analysing medical
data. In chapter 6, we develop a neural network classification algorithm to detect mo-
tion corrupted diffusion data with the aim of preventing severe motion artefacts from
affecting subsequent analysis. A fundamental question in building and comparing these
algorithms is how to compare their performance if the cost of misclassification is not
known or if it depends on the target application. In neonatal imaging, for instance, a
certain degree of redundancy is incorporated in the sequence design to account for mo-
tion. Applying the same classifier to a dataset with less redundancy, e.g. due to scan
5.2. Background: Binary classifier performance metrics 79
abortion, potentially changes the cost of misclassifying an acceptable volume as unusable.
Furthermore, medical data collection is commonly focused on specific groups (patients
or healthy controls), expensive, and often invasive, resulting in small and imbalanced
datasets. Given a specific test set, assessing and comparing the performance of classifica-
tion algorithms is surprisingly non-trivial when the cost of misclassification is not known
[Adams, Hand, 1999; Parker, 2013; Japkowicz, Shah, 2011] and in the presence of skewed
class distributions [López, Fernández, Herrera, 2014]. Classification performance analysis
research is spread across disciplines that use different jargons [Lavesson, Davidsson, 2007]
and lacks consensus [Jamain, Hand, 2008], especially with regard to interpretability and
significance of differences [Japkowicz, Shah, 2011; Steyerberg et al., 2010].
In practice, classifier performance is dependent on the chosen metrics [Weiss, Provost,
2003] and it is common to report multiple performance metrics. However, any single
measure of performance is limited, might oversimplify [Drummond, Japkowicz, 2010;
He, Garcia, 2009], and makes different implicit or explicit assumptions about the cost
of misclassifying samples of each category [Parker, 2013; Hand, 2009]. Unfortunately,
model selection and comparison is often based on metrics that make poor assumptions
about the problem [Adams, Hand, 2000] or use methods that are biased [Forman, Scholz,
2010] or yield highly variable rankings [Efron, Tibshirani, 1997].
This chapter serves as a brief introduction to the most commonly reported performance
metrics (section 5.2) and demonstrates how these metrics’ sensitivity to classifier perfor-
mance changes for skewed data distributions (section 5.3). The simulations presented
here aim to give an intuition about performances reported in chapter 6 and how they
depend on the class imbalance naturally present in motion corrupted data and in the un-
even distribution of diffusion weightings in any dataset. Finally, I give a brief overview
of non-parametric generalisation estimation techniques (cross-validation and bootstrap)
and how they are used in deep learning.
5.2. Background: Binary classifier performance metrics
5.2.1. Point measures
actual positive actual negative
predicted positive true positive (TP ) false positive (FP )
predicted negative false negative (FN) true negative (TN)
Table 5.1.: Confusion matrix. T and F stand for true and false, indicating
the agreement between classifier and ground truth labels for samples that the
classifier identified as positive (P ) or negative (N). Hence, the P and N in FP
and FN do not refer to the true class labels but to the classifier’s prediction.
Accuracy measures the closeness of the prediction to the ground truth labels, irrespec-
tive of the class label and distribution. Expressed in units of the classification confusion
matrix (see table 5.1), accuracy is the sum of true positives and the true negative pre-
dictions normalised by the number of samples (TP + TN)/(TP + TN + FP + FN).
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Precision is the fraction of correctly labelled positive labels of all positive classifications
TP/(TP+FP ) and is a measure of the exactness of a classifier in retrieving positive sam-
ples. Recall or sensitivity, is the proportion of correctly labelled positive samples relative
to the total number of positive samples TP/(TP + FN). It measures the completeness
in the context of retrieving all positive samples.
The Fβ score or F-measure is the weighted harmonic mean of precision and recall:
Fβ =
(1 + β2) · PREC · REC
(β2 · PREC) + REC (5.1)
Fβ is 1 only for perfect precision and recall and goes to zero if either precision or recall
go to zero. For β < 1, precision is weighted higher than recall.
Given that the goal is to estimate the performance of a binary classifier, accuracy
might be an obvious choice to measure the agreement between the test set and the
classification result [Ling, Huang, Zhang, 2003]. However, accuracy assumes an equal cost
of misclassifying positive and negative samples and is sensitive to the ratio of positive and
negative samples, which makes it flawed for comparisons across datasets [Demšar, 2006].
On an imbalanced dataset, such as the motion artefact dataset in chapter 6, accuracy is
a poor choice to assess the quality of a classification algorithm, as a classifier that always
predicts the majority label can achieve high accuracy but is practically useless. Parker
does “not even bother to discuss it” in his performance metric comparison [Parker, 2013].
Precision and recall do not take the true negative values into account and therefore,
neither does the F-measure. This can be irrelevant to measuring information retrieval
systems that report the k most relevant samples of a large pool of samples but is not
ideal for binary classification [Powers, 2011]. Alternative measures based on the confusion
matrix are the Cohen kappa (Cohenκ) and Matthews correlation coefficient. The Cohen
kappa score measures the agreement between two raters, corrected for agreement expected
if both annotations were random label vectors. However, Cohenκ scores are hard or
impossible to interpret and recently, authors of Cohenκ variants discouraged the use of
all Cohenκ measures [Pontius Jr, Millones, 2011]. Here, I report the scores computed by
scikit-learn [Pedregosa et al., 2011] for completeness and comparison reasons.
The Matthews correlation coefficient (MCC) [Matthews, 1975] is an alternative to
the F-measure and Cohenκ score. The MCC is equivalent to the Pearson correlation
coefficient between two Bernoulli random variables and can be calculated using all entries
in the confusion table.
MCC =
TP · TN − FP · FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(5.2)
In contrast to the other measures discussed here, the MCC is a correlation coefficient
and ranges from -1 to 1. Values below 0 indicate disagreement beyond the level of chance.
The MCC is an often recommended measure for reporting performance on imbalanced
data if the confusion matrix has to be represented as a single number [Powers, 2011;
Shi et al., 2010; Chicco, 2017; Boughorbel, Jarray, El-Anbari, 2017]. However, Powers
suggests using the MCC not for performance comparisons between classifiers but as a
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measure of changing “behaviour” of a classifier when tested on a differently skewed test
set [Powers, 2012].
Accuracy, Fβ , MCC and Cohenκ scores are set-based measures that do not take the
rank of the classification results with respect to the ground truth labels into account.
When they are used for assessing continuous labels produced by a probabilistic classifier,
then the class boundary needs to be defined using a threshold t on the classification vector.
However, in practice, the optimal threshold is application dependent and thresholding
looses discriminative information that a “proper scoring rule” [Gneiting, Raftery, 2007]
can use. Even if a best guess about the misclassification cost of each class and therefore
optimal threshold can be made, it is more plausible to define the cost using a distribution
instead of a single point [Hand, 2009].
5.2.2. Binary integrated measures
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Figure 5.1.: Receiver operator curves of the classifiers shown in fig. 4.1 evaluated
using 500 test samples. At the chosen operating point (probability threshold
0.5, circles), the neural networks perform nearly equally well, outperforming the
logistic regression. However, in the high specificity (low false positive) area of
the plot, the logistic regression and the neural network with 3 units have higher
recall than the neural network with 5 units. Hence the ranking depends on
the threshold, which is determined by what an acceptable false positive rate is.
The area under these curves is a performance measure that is independent of
the misclassification cost.The dashed line indicates performance equal to random
chance.
The area under the receiver operator curve (AUROC), average precision (AP), and
the H-measure are integral measures and use information about the classification label
ranking instead of applying a single classification label threshold. The receiver operator
curve can be generated by plotting recall versus the false positive rate (1 - specificity) for
each class threshold between 0 and 1 (see fig. 5.1). The AUROC is the area under this
curve and represents the probability that a classifier assigns a higher value to a sample of
the positive class than to a sample of the negative class [Mason, Graham, 2002]. In scikit-
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learn, which is used throughout this thesis, the AUROC is calculated via the trapezoidal
method using all unique classification values in the classification vector as thresholds.
For classification algorithms that produce probabilistic labels, accuracy is empirically
[Bradley, 1997] and provably [Ling, Huang, Zhang, 2003] less discriminating than the
area under the receiver operator curve. Probabilistic algorithms trained with AUROC as
the loss function achieve higher AUROC and higher accuracy than when trained using
accuracy [Ling, Zhang, 2002].
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Figure 5.2.: Precision recall curves for the same classification results as shown
in fig. 5.1.
Average precision (AP) is defined as the area under the precision-recall curve and is
typically used to compare information retrieval algorithms that return a fixed number
of samples that most likely represent samples of the positive class. Given a vector of
probabilistic classification labels, one can sort it in descending order and calculate the
precision and recall for every value in the vector. For a fixed length sample vector,
AP can be interpreted as the average precision measured whenever a positive sample
is observed. Similar to the receiver operator curve, the precision recall curve (fig. 5.2)
can be generated by varying the class-boundary of the predicted labels from 0 to 1.
However, there exist at least 8 different algorithms to compute AP [Boyd, Eng, Page,
2013]. Implementations differ in how they treat coordinates with different precision but
equal recall. I use the scikit-learn implementation, which uses a step function integral,





(RECti − RECti−1)PRECti (5.3)
The AUROC has been criticised for being “incoherent” by implicitly weighting misclas-
sifications of the positive and negative class differently, depending on the classifier itself
[Hand, 2009; Parker, 2013]. Hand proposed an alternative cost function, the H-measure.
I will briefly summarise the motivation behind the H-measure, for the derivation see
[Hand, 2009] and for a discussion see [Parker, 2013]. The loss function L(t) at a given
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threshold depends on the distributions of scores y that the classifier produces for each
class: F−(t) = p(y >= t|−) and F+(t) = p(y < t|+) and on the fractions of samples in
the classes pi− and pi+
F (t) = pi−F−(t) + pi+F+(t)
with pi− ∈ [0, 1], pi+ ∈ [0, 1] and 1 = pi− + pi+.
This assumes an equal weighting between misclassifying samples of either class. Hand
defines a relative “cost” of misclassifying a sample of the negative class c ∈ [0, 1]; 1− c is
the cost of misclassification of the opposite class.
F (c, t) = cpi−F−(t) + (1− c)pi+F+(t) (5.4)
For any given cost c, the loss can be minimised with a specific threshold tc =
argmint(F (c, t)). Instead of using a single cost, Hand argues to integrate eq. (5.4) over a
range of cost values weighted by a function w(c) that expresses domain knowledge about
the expected distribution of cost values. Using this cost function formulation, Hand shows
that the AUROC implicitly uses a classifier-dependent cost distribution w(c). However, a
classifier-dependent misclassification cost distribution does not make sense, as it should
be application-specific and fixed.1 The H-measure on the other hand uses an explicit
distribution of misclassification weightings for each class.
To make results comparable, the original method [Hand, 2009] proposed to use a
symmetric distribution (Beta(2, 2)) as a universal weighting function. However, the
default H-measure was later refined to take the prevalence of positive and negative labels
into account (Beta(pi+ + 1,pi− + 1)) [Hand, Anagnostopoulos, 2014]. The Kolmogorov
Smirnov statistic has a symmetric cost of misclassifying all cases of one class but being
completely correct on the other class. The refined H-measure is an extension of this
statistic, which would use a cost value c = pi+, to a distribution with mean pi+. Here,
the H measure that uses the symmetric beta distribution is denoted as H1, the class-
imbalance sensitive version as H.
Note that the conclusion that the AUROC is incoherent has been challenged in [Ferri,
Hernández-Orallo, Flach, 2011] who use a different definition of loss. Ferri, Hernández-
Orallo, Flach come to the conclusion that AUROC assumes a uniform distribution of
misclassification costs and a uniform distribution of thresholds. See [Parker, 2013] for a
brief discussion of both methods.
Example To illustrate the behaviour of different measures, consider the true class la-
bels ytrue = (0, 0, 0, 0, 1, 1). A classifier that produces the labels y1 = (0, 0, 0, 0, 0, 1) or
y2 = (0, 0, 0, 1, 1, 1) has the same accuracy (0.83) but average precisions 0.7 and 0.67,
respectively. The AUROC and H-score assign lower scores to the classifiers that mis-
classify the minority class: AUROC (y1) = 0.75, AUROC (y2) = 0.88, H(y1) = 0.43,
H(y2) = 0.5. The prediction y3 = (0, 0, 0, 0.1, 0.2, 1) has an AUROC, AP and H-measure
1Akin to comparing two peoples’ height in units of the length of their feet: the metric would depend
on the object measured.
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score of 1 as it perfectly preserves the true label rank but an accuracy of 0.67 if thresh-
olded at 0.5. The MCC values for y1 and y3 are 0.63, that for y2 is 0.71.
5.3. Simulations: performance estimation on imbalanced
data
5.3.1. Introduction
The performance of a classifier for a specific application depends on the class balance and
on the cost of misclassifying either category. For instance, assume that the positive class
represents the presence of a disease, for which the treatment is relatively safe and cheap
but not treating it would be dangerous and costly. Let p+ be the likelihood of yielding
a correct result when the sample is of the positive class and p− be the corresponding
likelihood for the negative class. In this scenario, a free and harmless medical test that
has a high probability of success of correctly identifying diseased subjects (p+) would be
preferential to one with lower p+, nearly irrespective of their respective chance for false
positives. If the cost of the test (or that of the treatment) increases, p− becomes more
important, especially if the population consists of many negative samples.
By design, a single number can not represent the full information about the classifi-
cation performance on the majority and minority class and give information about the
class distribution. While most metrics have an intuitive interpretation, it is difficult to
compare two classifier’s performance as the metric value and its sensitivity to changes
in performance on detecting positive or negative samples can depend on the test set
imbalance.
To put the classifier performance values into perspective, I simulate a binary “classifier”
with well-defined performance on the positive and negative class and report classification
performance metrics using 7 of the most common performance metrics on balanced and
unbalanced data: accuracy, Fβ-score (β = 1 and 0.1), Matthews correlation coefficient
(MCC), Cohen kappa (Cohenκ), area under the receiver operator curve (AUROC), av-
erage precision (AP), and the H (and H1) measure. This allows comparing performance
metrics as a function of classifier performance and imbalance while controlling for the
classifier’s ground-truth performance.
5.3.2. Simulations
Different binary classification performance metrics implicitly or explicitly weigh the cost
of misclassifying samples of the two classes differently and their score can depend on the
prevalence of samples from the positive pi+ and the negative class pi−. Therefore, compar-
ing algorithms across different datasets using dataset-dependent performance measures,
requires a calibration of metric values.
To simulate classifiers with a class-specific performance, I use a Bernoulli trial for
each class with a class-dependent probability of success (p+ and p−). Each simulated
classifier returns a total of 100’000 draws from those class-specific binomial distributions
y = (B(1, p−),B(1, p−), ...,B(1, p+),B(1, p+))T . p− and p+ are limited to [0.5, 1.0], as
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labels of classifiers performing worse than chance can simply be inverted. Without loss
of generality, I will assume 0 as the labels of the negative and 1 for the positive class.
This setup allows simulating class imbalance with a well defined classifier performance
and sample size by varying the fraction of data in one of the categories. The maximum
simulated imbalance is 1% minority class size (1000 samples) and was decreased to 10%
and equally sized groups.
To motivate this simulation, consider an image classification task of categorising two
types of trees. Assume a given classifier to perform poorly if the images contain only the
trunk and branches but performs well if they contain leaves. p+ and p− are different if
one type of tree is foliated for a shorter period than the other type or in other words,
given a selection of images taken at random time points, it is less likely to correctly
classify the former type of tree.
5.3.2.1. Comparing performance values
Figure 5.3 shows performance metric values for classifiers with varying probability of
success in each category. Each 2D plot spans a grid with varying p+ and p− and shows the
associated performance metric values. Different class imbalance scenarios are organised
in columns.
Contour lines in fig. 5.3 illustrate which p+ and p− combinations are equivalent for any
given metric. The orientation of those lines highlights the varying assumptions about
misclassification costs in each category: metrics with horizontal or vertical contour lines
are insensitive to one of the classes.
With the exception of AUROC values, all investigated performance measures values
are dependent on the class balance, pi+, and pi−. The other metrics’ sensitivity to changes
in the performance of classifying samples of the minority and the majority class changes
with the class imbalance. Hence, if the class imbalance is unknown, AUROC provides
values that are directly comparable. For pi+ < pi−, the H-measure and the AUROC
have similar gradients with respect to the class-specific classification performance. In
contrast, the H1, Cohenκ and the MCC show a class performance sensitivity similar to
accuracy when the classifier performs well on the majority class. They are dominated by
the majority class when high performing classifiers are compared on imbalanced data.
A class skew dependence makes comparison across datasets challenging. Across differ-
ent class-imbalance scenarios, the change of a performance metric’s gradient with respect
to p+ and p− leads to possibly different decisions about classifier rankings. This is ac-
ceptable (and desired) when the cost of misclassification is known. However all metrics
except of the AUROC make assumptions about this cost and these assumptions change
with changing class imbalance.
5.3.2.2. Uncertainty due to noisy test data
Due to the stochastic nature of the classifier simulations, the predicted labels (and the
predicted class distribution) varies between draws. These probabilistic fluctuations are
inherent to the Bernoulli trial and would not occur in a classifier that consists of only
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deterministic elements. However, evaluations in chapter 6 use random distortions of
the test images (test set augmentation) that slightly affect the predicted label; but the
ground truth label and the classifier remain fixed. Note that this is different from random
fluctuations in the test set (data and labels) due to, for instance, bootstrap sampling from
a test data pool as ground truth and predicted labels do not commute for all performance
measures (AUROCyˆ(y) 6= AUROCy(yˆ)).
To illustrate this using the example of the tree-classification problem: if the tree photos
were captured at the same time but independently for each classifier (for instance using
a Polaroid film camera), each classifier would see slightly different contrasts, colours and
lighting conditions. Both, classifiers and trees, are the same but the predicted class
probability is likely a function of image contrasts and therefore will differ between both
classifications, which in turn changes the associated performance values.
This variation is due to changing test conditions and how they affect the classifiers’
prediction. If this fluctuation is large compared to the gradient of the metric with re-
spect to classifier performance, then it requires a large number of test evaluations to
accurately rank the classifiers with respect to their (average) performance. Furthermore,
performance metrics that use nonlinear functions (Fβ score, H-measure) can amplify the
ranking uncertainty in flat areas of the performance landscape but decrease it in steep
areas. For a visual impression of this variability using only one trial, see fluctuations in
the contour lines in fig. 5.3.
Repeating the simulations multiple times allows investigating how useful each metric
is for ranking classifier performances in the presence of test-noise. Correctly ranking
similar-performing classifiers requires more test repetitions if a metric fluctuates sub-
stantially between test repetitions but changes little with respect to changes in classifier
performance. This is especially relevant for the assessment of algorithm performance on
small test sets, common in medical imaging.
Using repeated testing, confidence interval of the performance measure value can be
estimated to assess the variability of a given classifier due to test data augmentations
(see fig. 5.4). By extrapolation of the confidence intervals between adjacent points in
the pi−, pi+ landscape, it is possible to estimate the uncertainty in pi− and pi+ that this
variation causes.






), which limits confidence intervals to the range [0,1] and has
been shown to yield accurate confidence intervals for mean average precision in the setting
of information retrieval and bootstrapping [Park, 2011].
Due to the different (implicit or explicit) relative weighting of pi− and pi+ between
performance metrics, this uncertainty becomes a function of class imbalance, pi−, pi+,
and metric; hence plotting this relation requires more dimensions than can comfortably
fit on this page. Therefore, fig. 5.4 shows horizontal and vertical “cross-sections” of the
2D colour maps shown in fig. 5.3. In each column, performance of the classifier is fixed for
one of the classes but varied for the other. For any point along the metric performance
curves in fig. 5.4, the horizontal extent of the estimated confidence band indicates the
uncertainty in either pi− or pi+ due to the test-variability. In other words, the horizontal
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extent of the 95% confidence bands in fig. 5.4 indicates the plausible range of p+ or p−
values that a classifier with a fixed performance could have, when evaluated 9 times; it
approximates the range of classifier performance values that can not be distinguished
from each other with less than 10 test repetitions.
Accuracy, Fβ and Cohenκ have the highest uncertainty for ranking high-performing
classifiers if they differ in their performance on the minority class. For the purpose of
this work (a moderate class imbalance and high-performing classifiers), the most reliable
metrics for ranking in the presence of test-data augmentation are AUROC, MCC and
H-measure, followed by AP and H1.
Note that the expected variance of the sample mean of n independent draws from a
binomial distribution B(1, p) is 1np(1 − p). For n=100’000 draws, the standard error of
the sample mean is at most 0.16% for p=0.5 and below 0.1% for p=0.9. For n=1000
draws, the respective standard errors of the sample mean are 10 times larger. Hence,
using two Bernoulli trials of constant total size, the re-test variability is performance
and class imbalance-dependent. In future work, these simulations could be repeated
with constant re-test variability, to allow comparison across class-imbalance domains,
and could be extended with a more fine-grained numerical analysis of the width of the
confidence bands or with an analysis of the variability of classifier ranks.
5.3.2.3. Rank-preserving label noise
For assessing a probabilistic binary classifier, a performance metric should be robust to
label noise that does not affect the order of the predictions with respect to the ground
truth labels. In the example given above, y4 = (0.1, 0, 0, 0, 1, 1) should yield equal
performance to y5 = (0, 0.1, 0, 0, 1, 1) as the data can still be perfectly separated into the
two classes with any threshold between 0.1 and 1.
To test the tolerance of the implementations of the performance metrics to this kind
of noise, the above simulations were repeated with additive noise in the range [0,0.5) and
(-0.5,0] for negative and positive classification labels. Noise was added to the negative
and subtracted from the positive class. It was drawn from a beta distribution with shape
parameters a = 1 and b = 10, which has an average value of 0.092 and a cumulative
density of 0.999 at 0.5, and values above or equal to 0.5 were set to a random number
uniformly sampled between 0 and 0.5 − 10−8 to not affect the ranking of classification
labels with respect to the ground truth labels. The simulations were repeated with a
second distribution that is generated in the same way but with noise closer to white
noise (beta distribution with a = 1 and b = 4). Both distributions are shown in fig. 5.5.
H measure and AUROC show no visible difference in re-test variability for classification
labels with or without rank preserving noise (not shown). However, average precision
yields different values compared to the noiseless binary classifier. AP scores are system-
atically lower on noisy labels than on binary labels (fig. 5.6B). The bias exceeds 8% of
the noise-free AP value in the case pi1 = 1% and depends on the relative performance
of the classifier on either class. Hence, when comparing two different classifiers, the
worse-performing classifier might score higher if it produces less fine-grained labels. Fig-
ure 5.6C shows the relative difference in AP values between simulations with differently
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distributed label noise. For these two classifiers, AP shows higher variability compared to
the comparison of two simulations without label noise (fig. 5.6A) but has no detectable
bias. The implementation is therefore presumably biased in the presence of different
granularity in the label vectors.







































































































































































































































































































































































































































































































































































































































































































































































Figure 5.3.: Comparison of different classifier performance measures for sim-
ulated classifiers (rows A to I) with varying degrees of class imbalance between
the positive (feature = 1) and negative (feature = 0) class (columns). Intensity
represents the metric value for a classifier with a specific likelihood of success in
the positive and negative class (p+, p−). Colour ranges are scaled independently
for each plot to highlight the direction of the performance value gradient for a
fixed (dataset-specific) class imbalance. Contour lines are drawn at 10, 30, 50,
70, and 90% of the colour range.



















































































































































































































































































































































































































Figure 5.4.: Uncertainty in performance values due to probabilistic test condi-
tions. Each row shows the expected average performance value (lines) and the
variability due to stochastic fluctuations in the predictions (blue hull) for a given
metric. The columns are sorted by class imbalance, each column showing the per-
formance values as a function of p+ with fixed p− or the reverse. 95% confidence
intervals are calculated from 9 simulations. For details see section 5.3.2.2.
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Figure 5.6.: Percentage deviation of the AP score between two simulations
(relative to the first simulation). A: both simulations were conducted without
added rank-preserving noise, B: the first simulation without, the second with
rank preserving label noise, C: both simulations with noise, drawn from either of
the rank-preserving label noise distributions shown in fig. 5.5. White represents no
difference between both simulations. AP values are less reliable on probabilistic
labels than on binary labels (compare colour ranges in fig. 5.6A and fig. 5.6C).
Coherently blue areas in fig. 5.6B indicate a systematic change in performance
value. AP is biased when it is used to compare binary labels with probabilistic
labels, especially on imbalanced data.
5.4. Background: Nonparametric performance estimation 92
5.3.3. Conclusion
“It can not be emphasized enough that no claim whatsoever is being
made in this paper that all algorithms are equivalent in practice, in the
real world.” [Wolpert, 1995]
The experiments performed here mostly serve as a lookup table for performance com-
parison and were designed to give an interpretable meaning to performance values. When
evaluating a classifier for a specific task that has a known cost of misclassifying samples
from both classes, the choice of metric is determined by the application.
The MAQC-II initiative [Shi et al., 2010], recommends using the AUROC and the
MCC. The former is independent of the class imbalance, which has the advantage that
its values can be compared across datasets. On very imbalanced datasets and for high-
performing classifiers, the MCC is, similarly to accuracy, relatively insensitive to the
minority class but is more reliable for performance ranking with test noise.
AUROC is equally sensitive to performance on both classes, insensitive to class imbal-
ance, and produces relatively reliable rankings. The H-measure is more reliable than the
AUROC for ranking performance based on the majority class but less reliable for the per-
formance on the minority class. The above simulations are not able to determine whether
H-measure is more consistent than AUROC but theoretically it should be preferred when
a prior distribution over the misclassification cost can be defined [Parker, 2013]. How-
ever, using the two suggested cost weightings [Hand, Anagnostopoulos, 2014], H-measure
values are not directly comparable across datasets with different class imbalances.
5.4. Background: Nonparametric performance estimation
“That there is nothing in any object, considered in itself, which can
afford us a reason for drawing a conclusion beyond it; and, That even
after the observation of the frequent or constant conjunction of objects,
we have no reason to draw any inference concerning any object beyond
those of which we have had experience;” David Hume, in A Treatise of
Human Nature, book I, part III, section XII
Assessing the generalisation performance of a classifier on a sample that intersects
the training data would produce overly optimistic results. A valid approach to obtain
an unbiased estimate of the performance on unseen data is to use a hold out data set
[Dougherty et al., 2010]. In data splitting, all available data is separated into disjoint but
similar sets [Picard, Berk, 1990]: training set, test set, and for some algorithms addition-
ally a validation set. As the names suggest, the training set is used solely to determine
the model parameters. The validation set serves for estimating the generalisation per-
formance during training and can be used for model selection. The test set data is never
used for model training or selection but only for the final evaluation of the generalisation
performance to unseen data [Hastie, Friedman, Tibshirani, 2009b]. This approach has
multiple downsides if the number of samples is not extremely large [Harrell, Lee, Mark,
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1996; Demšar, 2006]. The training data size needs to be sufficient so that adding more
data does not significantly improve the model performance, the validation and test sets
need to be large enough to ensure sensitivity to the generalisation performance, and the
variability introduced by the split of the data needs to be negligible.
Alternative methods to simple data-splitting are cross-validation and bootstrapping.
These methods make, through repeated resampling, better use of the available data and
allow estimating performance measures with low bias and variability [Steyerberg et al.,
2001; Efron, 1983].
5.4.1. Cross-validation and bootstrap
Cross-validation and bootstrap are data partitioning techniques that allow non-
parametric statistical investigations into model performance for unseen data. They use
repeated computation instead of making assumptions about the distribution of the per-
formance results.
Cross-validation is “the most widely used error prediction technique” [Efron, 2004]
and there are many different variants that differ in the way they create data splits, the
level of nesting, and number of repetition [Arlot, Celisse, 2010]. In essence, all methods
involve training a model on a subset of the data (“fold”) and evaluating it on the hold-
out sample. This is repeated for different splits of the data. Each fold yields a slightly
pessimistic performance estimate if the size of the training data contributes to the model
performance. By using a small test split, the bias can be reduced at the expense of
higher test variability [Dougherty et al., 2010; Braga-Neto, Dougherty, 2004; Kohavi,
1995]. This can be alleviated by repeating cross-validation multiple times [Kim, 2009].
The required number of repetitions is sample size and application specific but a rule of
thumb is that “more than 200 models may need to be developed and tested” [Efron, 1983;
Harrell, Lee, Mark, 1996].
“[B]ootstrap procedures are nothing more than smoothed versions of cross-validation,
with some adjustments made to correct for bias” [Efron, Tibshirani, 1997]. In contrast to
cross-validation, bootstrap methods [Jain, Dubes, Chen, 1987; Efron, Tibshirani, 1986]
sample training data from the available data using random draws with equal likelihood
and replacement. Due to this sampling strategy, on average, only 63.2% of the data
is unique in any training run, hence potentially reducing the diversity in the training
data. The remaining data is used as test data for that bootstrap sample. The reduced
training data size results in biased (pessimistic) performance estimates but the variance
across bootstrap samples is reduced compared to cross-validation due to the independent
sampling between boostrap estimates. This bias can be accounted for by estimating the
optimism when evaluated on the training set. See [Wehrens, Putter, Buydens, 2000] for
an introduction to bootstrap techniques. One of the most popular methods is the “.632
bootstrap” method, in which the true performance is estimated using a fixed weighting
of the pessimistic test and optimistic training performances; in “.632+ bootstrap” the
weighting is adjusted by an estimate of how much the model overfits [Efron, Tibshirani,
1997].
The obvious question, which method to choose, has been addressed many times in
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the literature. Results vary presumably due to different scoring rules, different signal to
noise in the data and models with varying tendencies to overfit. One of the most cited
studies concludes that 10-fold cross-validation is optimal when accuracy is the criterion
[Kohavi, 1995]. For logistic regression, bootstrap methods are reported to be more ef-
ficient [Steyerberg et al., 2001; Harrell, 1998]. When matched for compute-resources,
repeated k-fold CV and bootstrap work equally well [Kim, 2009]. For small samples, the
.632+ bootstrap can be biased for high signal to noise ratio [Molinaro, Simon, Pfeiffer,
2005] but this is not observed for larger sample sizes, where k-fold cross-validation and
bootstrap perform equally well [Molinaro, Simon, Pfeiffer, 2005; Beleites et al., 2005].
5.4.2. Deep learning
While cross-validation is considered to be an important tool to assess generalisation
ability in machine learning, a good choice of performance metric and statistical rigour
for model comparison have been lacking for some time in machine learning practice
[Demšar, 2006].
In deep learning experiments, cross-validation, analysis of the impact of hyper-
parameters and hypothesis-driven model comparisons are rarely reported, which Lucic
et al. attribute to the high computational cost of training multiple models and the rapid
advances in the field [Lucic et al., 2017]. The size of the training data is in many deep
learning vision tasks the major driving factor of algorithmic performance [Halevy, Norvig,
Pereira, 2009; Sun et al., 2017; Valle et al., 2017]. It is therefore common practice to
use all available data for training to leverage this additional information and to sacrifice
the ability to accurately evaluate the model’s generalisation performance; or worse, to
optimise parameters using the test set [Valle et al., 2017].
For an account on how deep neural networks are trained in practice, see [Valle et al.,
2017]. Valle et al. developed a model for melanoma detection using multi-way ANOVA to
determine the effect of model hyper-parameters. Note that although one aim of that study
is to “investigate methodological issues for designing and evaluating deep learning models
for melanoma detection”, multi-way ANOVA is questionable in its statistical validity for
classification comparisons (and underpowered) [Demšar, 2006], their experimental design
does not account for the sample selection variability using bootstrap or cross-validation
techniques, and p-values appear not to be corrected for multiple comparisons. Also,
a comparison of models that are state of the art with models found using ANOVA is
confounded by the larger training data in the latter case with “more careful ... matching
of diagnostics among the sources” likely increasing the data quality as well.
Splitting the training data into k-fold, cross-validation might degrade classifier perfor-
mance substantially leading to different design decisions [Lu et al., 2016]. Furthermore,
algorithm design decisions such as degree of data augmentation or regularisation depend
on the size of the training data and can be difficult to estimate using cross-validation
especially for small datasets. Cross-validation can introduce problems if used inappro-
priately. Multiple classifiers learned via cross-validation are not independent [Dietterich,
1998] and cross-validation folds do not share the same data distributions. This can intro-
duce biases in statistical estimates [Forman, Scholz, 2010]. For binary classification using
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F-score and AUROC, the type of cross-validation and its exact implementation can cause
biases which become especially relevant in the case of class imbalance [Forman, Scholz,
2010]. For the calculation of the area under the precision recall curve (average precision),
Boyd, Eng, Page conclude that bootstrapping and 10-fold cross-validation produce un-
reliable estimates in skewed or imbalanced datasets and that they require large number
of estimates and therefore computation [Boyd, Eng, Page, 2013].
Also, cross-validation schemes can not account for human biases such as proficiency.
Shi et al. performed a large-scale analysis across 36 teams and more than 30’000 models
trained on the same dataset but applied to different prediction tasks to test generalisation
performance. The prediction task was the most important factor in the algorithm design
but also proficiency of the researchers played an important role for the generalisation
performance.
5.4.3. Conclusions
Cross-validation and bootstrap methods require prohibitively large numbers of training
iterations for deep learning to estimate model performance with low bias and variance.
However, if model selection or ranking is the goal and if bias can be assumed to be
consistent across models, then sampling methods with low variability but higher bias
(such as bootstrap) are preferable [Kohavi, 1995]. For instance, Paass uses 30 bootstrap
samples for model selection in neural network design [Paass, 1993]. However, the per-
formance bias using bootstrap methods is data-dependent, making it harder to compare
methods across datasets. Despite warnings against benchmarking methods [Drummond,
Japkowicz, 2010], reporting pessimistic performance results might not be in the interest
to researchers trying to beat the state of the art.
Alternatively, methods can be compared across domains to test their generalisability
[Demšar, 2006], but this is difficult for algorithms that are specialised to a domain,
especially if algorithms require large amount of data, as the case with deep learning in
medical imaging. To conclude, in deep learning, performance and validation are both
limited by the size of the data and compute resources and in practice emphasis is placed
on improving performance. This is at the expense of higher uncertainty about the validity
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6.1. Introduction
6.1.1. Motion artefact detection and correction
In diffusion weighted MRI (dMRI), diffusion weighting is achieved via large gradients
that amplify the dephasing and therefore signal attenuation due to random movement of
protons. As reviewed in section 3.2, this makes dMRI sensitive to bulk motion. The most
common approach to reduce bulk motion sensitivity [Le Bihan et al., 2006] is an imaging
technique called single-shot Echo Planar Imaging (EPI), which acquires all k-space data
required to reconstruct a slice rapidly after a single excitation and applied diffusion
weighting. A volume is typically acquired as a series of parallel 2D slices, acquired with
interleaved ordering (see section 3.2.4.5).
Depending on the duration of a subject’s movement, motion artefacts affect isolated or
multiple slices within a volume and can extend across multiple volumes. In adults, motion
is often slow and can mostly be accounted for by correcting the location and orientation
of the acquired volumes through image registration techniques [Leemans, Jones, 2009;
Zwiers, 2010].
Incoherent subject movement during the diffusion preparation can cause phase errors
that induce signal loss on the slice-level. Motion during the acquisition of the volume
introduces misalignment of acquired slices, most prominently visible as a mismatch be-
tween adjacent slice positions, and signal dropout due to spin history effects.
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Recent work has addressed the within-volume misalignment through slice to volume
registration and aims at detecting artefacted data through comparison with data acquired
in adjacent locations in q-space [Andersson, Sotiropoulos, 2015b].
Motion corrupted volumes can decrease the quality of registration-based pre-processing
steps such as the correction of susceptibility and eddy-current distortions, and lead to
biased scalar diffusion measures and fibre directions [Pannek et al., 2012a]. Quality
control and artefact detection, correction and robust fitting procures are typically incor-
porated at multiple stages in the diffusion data processing pipeline and there are many
techniques that aim to robustly represent the diffusion signal and/or derive artefact-free
diffusion model parameters [Mangin et al., 2002; Chang, Jones, Pierpaoli, 2005; Ander-
sson, Sotiropoulos, 2015a]. See [Liu, Zhu, Zhong, 2015] for a comparison of 3 software
packages geared towards artefact detection and correction in diffusion tensor imaging.
Here, I focus on the very first stages of the processing pipeline, where motion artefact
detection is applied to the reconstructed raw diffusion images, not the diffusion model
parameters.
There are a variety of motion artefact detection tools that use residuals of diffusion
tensor fits [Chang, Jones, Pierpaoli, 2005], residuals of higher-order representation fits
[Pannek et al., 2012b] or smoothness constraints in the q-space domain [Andersson et al.,
2016] to reject or correct corrupted data on the slice and voxel level. Motion artefact
correction methods rely on the redundancy of uncorrupted data through repeated scans
or adjacency in q-space.
In adults, severe intra-volume motion affects only about 1.4% of the data [Ling et al.,
2012] but in neonatal imaging, motion is much more prevalent and severe, requiring ad-
ditional focus on quality control [Pannek et al., 2012a; Heemskerk et al., 2013]. From
local experience, the artefact detection and replacement of the software tool eddy [An-
dersson et al., 2016] (without slice to volume registration) can cope with a small number
of severely motion affected volumes but produces artefacts in the presence of many mo-
tion corrupted volumes, an observation confirmed at other sites working with neonates.
Studies on neonates report the exclusion of 13 to 26% of volumes prior to processing
[Pavaine et al., 2016; Dudink et al., 2007; Pul et al., 2012; Van Kooij et al., 2011].
Finding subtle artefacts in diffusion images requires experience but it is easy for a
human to spot severe motion corruption. Common practice is to remove severely motion
corrupted volumes manually and use software to process the remaining data. However,
manual removal of severely motion-corrupted volumes is time-consuming and might be
subjective. There are a number of approaches to detect and correct for motion artefacts
in dMRI data. At image resolutions of 1mm or coarser, sharp and large steps in intensity
between adjacent slices are likely not of anatomical origin but caused by motion arte-
facts. A simple to implement quality control measure is to quantify inter-slice intensity
variations [Li et al., 2013]. However, this technique requires a manually set threshold
that is likely dependent on the size of the brain and the b-value and the authors did
not test their method on b-values above 1000mm/s2. Pannek et al. take a registration-
based approach by dividing a diffusion volume into its odd and even slices and registering
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those rigidly to estimate the within-volume motion. The Frobenius norm1 of the rigid
transformation matrix and the identity matrix serves as a motion severity measure. This
method has the drawback that it ignores signal dropout and the Frobenius norm is likely
a poor proxy for assessing artefact severity as changes of the rotation matrix entries are
weighted equally to those of the translation vector measured in real-world coordinates.
Motion artefacts can also be detected by extracting information from the local im-
age texture. In [Liu et al., 2013], motion artefacts are detected and corrected by fit-
ting smooth within-slice image intensity profiles and measuring intra-volume motion and
contrast artefacts by analysing image intensity correlations. Zhou et al. use local binary
patterns, which is a texture analysis method used in computer vision (see [Bouwmans
et al., 2016] for a review), to account for motion artefacts in diffusion tensor fitting [Zhou
et al., 2011].
All approaches mentioned require some form of calibration to form a decision about
usability or to weight the contribution of the data. Depending on the extracted fea-
tures, this calibration can depend on scanning or anatomical parameters such as b-value
and the size of the brain, requiring re-calibration for the specific target application, or
on the subject-level. An alternative to designing feature extraction methods that indi-
cate motion is to train a supervised classification algorithm to do both; extract features
and calibrate them at the same time. This requires ground truth labels generated via
simulations of motion or human-generated annotations.
Recently, [Lorch et al., 2017] employed a supervised machine learning approach using
decision forests to detect texture specific to motion in T2-weighted images with motion
simulated in k-space. We applied deep convolutional neural networks, which are the
state of the art technique in image classification [Krizhevsky, Sutskever, Hinton, 2012], to
classify diffusion-weighed volumes into usable and severely motion-corrupted, matching
human-generated annotations [Kelly et al., 2017].
6.1.2. Motion artefact detection using neural networks
This chapter addresses questions on how to design and train an automated, fast and
data-driven neural network classification algorithm for the assessment of severe motion
artefacts in neonatal diffusion images with the aim to find and train a neural network
architecture that can replace the manual task of removing severely motion artefacted
(‘outlier’) volumes. This task is usually performed by a human, which makes it a subjec-
tive, labour intensive and possibly inconsistent process. I use artificial neural networks
to learn to distinguish severely motion corrupted volumes from volumes that I labelled as
either usable or outlier. For background about artificial neural networks in the context
of image classification see section 4.3.
An alternative approach to generate ground truth labels is to simulate motion artefacts
[Drobnjak et al., 2006; Lorch et al., 2017], which has the advantage of having control
over the severity and quality of motion and is less labour intense than manual data
annotation. However, the quality of the classifier would depend on how realistic and
1The Frobenius norm is the square root of the sum of the squared elements of a matrix.
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applicable the simulator is for the target application. By using human-generated labels
to train a neural network that can generalise these decision criteria to unseen data, it
is possible to remedy the labour intensity and inter-operator variability. However, it
assumes that the annotations are of sufficient quality to improve downstream diffusion
image processing and analysis.
It would be ideal to exclude the human decision making in the first place, and instead
build a pipeline that removes outlier volumes to directly improve the outcome of the
diffusion analysis. This could be achieved, for instance, by reinforcement learning or by
optimising a neural network that performs the full processing pipeline. Besides a high
computational cost, this is only possible if a suitable and robust metric for assessing the
output of the diffusion analysis can be defined. In this work, I use human judgement
of image quality as a surrogate for directly optimising the performance of the diffusion
analysis pipeline and focus on answering the questions:
• Can we build a neural network that classifies outlier volumes with near human-level
performance?
• How much training data is required and what are good ways to sample and augment
data?
• How does the within-class structure of the diffusion data affect performance?
• Is it possible to adapt existing neural networks trained on unrelated computer
vision classification tasks to perform motion artefact detection with less training
data or with superior performance?
Related work The successful application of deep neural networks to general vision prob-
lems in recent years has prompted researchers to investigate their applicability to answer-
ing medical questions. The main challenge is that medical datasets are more difficult to
collect and are therefore typically much smaller and often imbalanced in their class com-
position compared to curated general vision datasets. However, networks trained on
these large datasets have a surprising versatility and performance on unrelated datasets
and vision tasks that they have not been trained for. The technique of reusing parts
of these networks for unsupervised feature extraction or retraining the last layers to a
new dataset is referred to as transfer learning and is commonly used in medical image
classification [Yosinski et al., 2014; Sharif Razavian et al., 2014].
In the context of lymph-node detection and lung-disease classification in CT images,
Lu et al. find that deep vision models pre-trained on large general images provide a
good initialisation which, in the case of sufficient target domain training data, can be
substantially improved with fine-tuning using medical datasets [Lu et al., 2016]. In many
applications, deep models perform better than shallow models if enough training data
is available and pre-trained models fine-tuned for the target domain, often outperform
models trained from scratch [Lu et al., 2016].
In general, deep learning profits from better models and more and better training
data. While an increased data size has allowed remarkable progress in classification
accuracy, improvement on fixed datasets is important ongoing research [Zhu et al., 2012],
especially for medical imaging applications, where the data size is commonly extremely
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limited [Cho et al., 2015]. In [Valle et al., 2017], the authors perform an exhaustive
search to find parameters that yield the best performing melanoma screening models.
They investigate different model architectures, pre-processing methods and the effect of
data-augmentation for training and test sets.
However, melanoma classification and lung disease classification are rather complex
computer vision problems that are similar to general image classification tasks and require
comparatively large contextual information using large receptive fields and deep networks
and it is not clear if these findings translate to the domain of dMRI motion artefact
detection.
6.1.3. Neural network architecture
The neural network architecture used here is inspired by and adapted from the popular
VGG network architecture [Simonyan, Zisserman, 2014]. It is named after the Visual
Geometry Group (University of Oxford) that submitted the model for the ImageNet
competition ILSVRC-2014. It was designed to classify colour photos of humans, animals,
plants, buildings, and general objects of the imagenet dataset [Deng et al., 2009] into
1000 categories.
A number of architectures exist that perform similarly or even better on the imagenet
dataset and some have less parameters to train. The reasons I opted for this model
are its relatively high accuracy in object detection tasks, the availability2 of network
weights pre-trained on the ImageNet challenge dataset, and its relatively simple structure,
which simplifies hyper-parameter optimisation and facilitates a future implementation as
a standalone image processing tool. However, the optimal choice or the automated design
of network architectures for a specific task is an open research question. See section 4.3
for a brief discussion of building blocks of convolutional neural networks.
The VGG network uses convolution layers with the smallest possible 2D filter size
(3x3) that are applied with a step size (stride) of 1. By stacking multiple convolution
layers without pooling their output, it is possible to increase the effective receptive field
of each unit with a smaller number of parameters compared to a network that uses a
single convolution layer instead and filters that cover the same receptive field [Simonyan,
Zisserman, 2014]. Furthermore, convolution layers use rectified linear activation units,
which allows learning non-linear functions, whereas single layers with large convolution
filters do not have this degree of freedom. These blocks of convolution layers are separated
by 2x2 maximum pooling layers with stride 2 and followed by a small number of fully
connected layers at the end of the network. Convolution layers in each block have equal
spatial dimensions but the stride 2 local pooling layers reduce the spatial dimensions of
the network in a step-wise fashion with increasing depth (see table 6.25).
The input of the VGG16 network is 3 dimensional with the 3 colour channels as the
third dimension and it has 64 convolution filters in the first layer. The name of the
network indicates that it consists of 16 fully connected layers. These layers are arranged
in 5 blocks consisting of 2, 2, 3, 3, and 3 convolution layers, followed by a flattening
2http://www.robots.ox.ac.uk/~vgg/research/very_deep/
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operation that converts the 2D feature map into a 1D vector through concatenation. The
last 3 layers are fully connected (‘dense’) layers, which compute a nonlinear combination
of the extracted features, and finally yield a vector representing the class correspondence
likelihood.
However, the number of convolution filters doubles for each of the first 4 blocks, which
leads to an increase in the parameters of the convolution layers from 1792 in the first
layer to 2.36 million parameters in the last convolution layer. The first dense layer has
102 million parameters, which is by far the highest parameter count of any layer.
Table 6.1.: The original VGG16 network architecture.
name activation output shape parameters
1 InputLayer (224, 224, 3) 0
2 Conv2D 3x3 relu (224, 224, 64) 1792
3 Conv2D 3x3 relu (224, 224, 64) 36928
4 MaxPooling2D 2x2 (112, 112, 64) 0
5 Conv2D 3x3 relu (112, 112, 128) 73856
6 Conv2D 3x3 relu (112, 112, 128) 147584
7 MaxPooling2D 2x2 (56, 56, 128) 0
8 Conv2D 3x3 relu (56, 56, 256) 295168
9 Conv2D 3x3 relu (56, 56, 256) 590080
10 Conv2D 3x3 relu (56, 56, 256) 590080
11 MaxPooling2D 2x2 (28, 28, 256) 0
12 Conv2D 3x3 relu (28, 28, 512) 1180160
13 Conv2D 3x3 relu (28, 28, 512) 2359808
14 Conv2D 3x3 relu (28, 28, 512) 2359808
15 MaxPooling2D 2x2 (14, 14, 512) 0
16 Conv2D 3x3 relu (14, 14, 512) 2359808
17 Conv2D 3x3 relu (14, 14, 512) 2359808
18 Conv2D 3x3 relu (14, 14, 512) 2359808
19 MaxPooling2D 2x2 (7, 7, 512) 0
20 Flatten (25088,) 0
21 Dense relu (4096,) 102764544
22 Dense relu (4096,) 16781312
23 Dense softmax (1000,) 4097000
I used the Keras deep learning library (version 2.0.8) with the Tensorflow 1.2.1 backend
and scikit-learn 0.19.0, pandas 0.20.2 and R 3.4.1 with the package hmeasure 1.0 for the
statistical analysis of all diffusion image artefact classification experiments. For the fash-
ion image classification experiments, I used Tensorflow version 1.4.0 and its incorporated
version of Keras.
6.2. Effect of class imbalance on image classification
This section explores the effect of class imbalance on the performance of a typical com-
puter vision classification problem using the VGG model architecture (see section 6.1.3).
The aim of the following simulations is to investigate the influence of reduced train-
ing size, within-class and between-class imbalance on the classification performance and
whether sample weighting and oversampling aid in training classifiers on skewed data
that perform well on an unskewed test dataset.
One way to simulate within-class structure for binary classification is to group a dataset
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that contains multiple categories into two meta-categories (“groups”). By comparing
neural network performances of models that were trained to distinguish the original
categories with networks that had only access to the meta-categories, it is possible to
assess the value of learning the within-class structure.
For the application of motion artefact detection, within-class imbalance can consists
of types of artefacts that manifest differently at different b-values. Due to the higher
number of b=2600 images, those artefacts would be overrepresented features if all data
was fed to the network in the same proportion as present in the training set.
6.2.1. Data
I use a publicly available dataset of fashion images [Xiao, Rasul, Vollgraf, 2017] that
contains 60 000 training images (5 000 of which were exclusively used for evaluation
during training) and 10 000 test images. I chose this dataset for practical reasons:
it contains 10 classes with varying degree of between-class similarity, is composed of
relatively small grayscale images (28x28 pixels), which allow fast training, and it is a more
challenging dataset than for instance handwritten digit recognition, which is considered
by some researchers as too easy to test modern neural networks on [Perez, Wang, 2017].
An example selection of images from each category is shown in figure 6.1.
Figure 6.1.: Exemplary samples of the fashion dataset of the categories 0 to 9
from left to right.
To assess binary classification performance, two classification target groups are defined
as categories 0 to 4 and categories 5 to 9 (see fig. 6.1). By varying the number of training
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category full small 02 02_13
0 to 4 0.500 0.300 0.500 0.500
5 to 9 0.500 0.301 0.101 0.101
5 0.100 0.060 0.020 0.010
6 0.100 0.061 0.020 0.015
7 0.100 0.060 0.020 0.020
8 0.100 0.060 0.020 0.025
9 0.100 0.060 0.020 0.030
Table 6.2.: Sample size fractions of different classes (0 to 9) relative to the
full training data set (n=55000 images) for each partition. Binary classes are
categories 0 to 4 and categories 5 to 9. Note that the within-class imbalance in
the 02_13 fraction affects only the minority class.
samples in each category, it is possible to assess the effect of data size, within-class
imbalance, and of between-class imbalance. For this, I use 4 different partitions: the
partition full contains the complete training dataset and the other 3 partitions contain
40% less data, without group imbalance (small), with 5:1 between-group imbalance (02),
and with additional within-group imbalance in the smaller group (02_13). The fractions
of training samples in each partition are listed in table 6.2 and plotted in figure 6.2.
All models were validated during training and finally tested on the same distinct (and
unskewed) validation and test datasets. All models were trained 4 times on randomly gen-
erated training partitions with random selection from the training data pool (bootstrap,
[Efron, Tibshirani, 1986]) to obtain an estimate of the variability of model performance.
For each individual bootstrap sample of a partition, images were sampled without
replacement but samples were drawn with replacement between bootstraps. This ensures
that the model fitting on categories with fewer examples are not dominated by particular
examples but are representative of the category. Note that samples can be part of multiple
bootstraps and that the number of unique samples depends on the relative size of the
respective categories. The full partition bootstraps differ only in the order of samples
presented to the models.
In contrast to typical non-parametric bootstrapping, for each partition, data were
sampled without replacement. This is motivated by two factors. First, random sampling
with replacement would decrease the variability in the fully sampled partition effectively
decreasing the sample size making the results harder to interpret. Second, theoretical
findings on different but possibly related problems (strongly convex loss functions [Gür-
büzbalaban, Ozdaglar, Parrilo, 2015], least means squares optimization problems [Recht,
Re, 2012]) show that higher learning rates are expected for randomly reshuﬄed data
compared to data drawn with replacement [Gürbüzbalaban, Ozdaglar, Parrilo, 2015].
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Figure 6.2.: Distribution of sample size split by category for different training
data partitions. Error bars indicate one standard deviation due to bootstrap
sampling.
6.2.2. Network architecture
The vision model architecture is an adapted and extended version of [Rasul, 2017]. It
is a typical VGG-inspired vision network and contains 483’682 trainable parameters. It
consists of two convolution blocks followed by a block of three fully connected layers
(see table 6.3). All convolution and fully connected layers use rectified linear activation
functions. The convolution blocks contain two 2D convolution layers, each with 32 filters
in the first and 64 filters in the second block. The convolution blocks are separated
by maximum pooling layers, with pooling size 2x2 and stride 2, followed by a dropout
layer (see section 4.4.1) with dropout rate 0.25 to prevent overfitting. The output of the
second max-pooling layer is fed into a batch normalisation (see section 4.4.1) and another
dropout layer with dropout probability 0.25. The majority of the model’s parameters
are in the fully connected layer mapping the 3136 features to 128 features.
i 1 2
5 6 8aux 11 12 1315
Figure 6.3.: Convolution and dense layers of the hybrid model consisting of the
vision model and auxiliary information layer that are concatenated and used as
input for layer 11. Input layers are shown in grey (input image i and auxiliary
input aux), convolution layers are shown in purple, batch normalisation in cyan
and dense layers in orange. The height and depth of the boxes represents spatial
extent, the width represents number of features. Omitted are dropout, pooling,
flatten and concatenate layers. Layer numbers refer to tables 6.3 and 6.5.
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name activation input shape output shape parameters
1 Conv2D 3x3 relu (28, 28, 1) (28, 28, 32) 320
2 Conv2D 3x3 relu (28, 28, 32) (28, 28, 32) 9248
3 MaxPooling2D 2x2 (28, 28, 32) (14, 14, 32) 0
4 Dropout (p=0.25) (14, 14, 32) (14, 14, 32) 0
5 Conv2D 3x3 relu (14, 14, 32) (14, 14, 64) 18496
6 Conv2D 3x3 relu (14, 14, 64) (14, 14, 64) 36928
7 MaxPooling2D 2x2 (14, 14, 64) (7, 7, 64) 0
8 BatchNormalization (7, 7, 64) (7, 7, 64) 256 (128)
9 Dropout (p=0.25) (7, 7, 64) (7, 7, 64) 0
10 Flatten (7, 7, 64) (3136,) 0
11 Dense relu (3136,) (128,) 401536
12 Dense relu (128,) (128,) 16512
13 BatchNormalization (128,) (128,) 512 (256)
14 Dropout (p=0.5) (128,) (128,) 0
15 Dense softmax (128,) (2,) 258
Table 6.3.: Vision model architecture for classification into two categories using
484066 parameters 384 of which are non-trainable. For each layer, the total
number of parameters is shown. The batch size dimension is omitted. Note that
shape tuples reflect the dimensionality of the internal representation, i.e. (128,)
is a 1D vector, (28,28,1) is a 3D array consisting of one 2D slice. If a layer has
fixed or non-trainable parameters, they are shown in brackets next to the total
number of parameters. “relu” stands for rectified linear unit (see section 4.3).
The shape of most layers is illustrated graphically in fig. 6.3.
notation description
10 trained on 10 classes
10+10 trained on 10 classes, fully connected layers retrained on 10 classes
10+bin trained on 10 classes, fully connected layers retrained on 2 classes
bin+10 trained on 2 classes, fully connected layers retrained on 10 classes
bin trained on 2 classes
bin+bin trained on 2 classes, fully connected layers retrained on 2 classes
(aux&vis)bin trained on 2 classes with auxiliary information input
(aux&vis)bin+bin as bin(aux) but fully connected layers retrained without auxiliary information
o between-group balanced over-sampling
os between-group and within-group balanced over-sampling
w weighting to balance the between-group imbalance
ws weighting to balance the between and within-group imbalance
Table 6.4.: Notation of models and sampling schemes.
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name activation input shape output shape parameters
aux Dense (auxiliary) (1,) (1,) 2
vis Vision (layers 1-10) (28, 28, 1) (3136,) 65248 (128)
10b Concatenate (aux & vis) [(1,), (3136,)] (3137,) 0
11 Dense relu (3137,) (128,) 401664
12 Dense relu (128,) (128,) 16512
13 BatchNormalization (128,) (128,) 512 (256)
14 Dropout (128,) (128,) 0
15 Dense softmax (128,) (2,) 258
Table 6.5.: Combined vision and auxiliary information model for binary classifi-
cation. The vision model architecture is identical to the first 10 layers in table 6.3.
The auxiliary input is concatenated to the output of the vision model. The com-
bined model has 484196 parameters, 384 of which are non-trainable (shown in
brackets). For a graphical representation see fig. 6.3.
Models labelled bin are trained to perform a binary classification task of deciding
whether images belong to the first five or last five categories (columns in figure 6.1). The
first group contains only clothing articles whereas the second group contains shirts and 4
accessory categories. Models labelled 10 were trained to recognize all categories, which
is a more challenging classification problem but also potentially allows the model to learn
better feature representations [Zhu et al., 2012; Esteva et al., 2017].
To investigate the performance of the vision network when presented with all 10 train-
ing labels on the binary classification task, I convert the output of the 10 models to the
binary classification task by changing the prediction from the most likely category to the
corresponding group.
Most experiments are performed using the vision architecture shown in table 6.3. A
hybrid model that uses the images and an additional input of size 1 is shown in table 6.5.
The output of the features after 10 layers of the vision network is combined with this
additional information layer and fed combined to the last 3 classification layers. This
allows passing “auxiliary” information to the network that can be combined with the
vision-based features. These networks are denoted as (aux&vis)bin. Non-image auxiliary
information can improve classification performance if it is relevant for the classification
task. In the context of motion classification, auxiliary information could be the b-value,
information about the slice position, or the subject’s age or gender. Furthermore, this
information can be used to indirectly guide the network’s learning process even if auxiliary
information is not present during inference as discussed below.
6.2.3. Training
Each model was trained using the Adam optimiser [Kingma, Ba, 2014] for 12 epochs
without data augmentation (see section 4.4.1) followed by at least 100 epochs with data
augmentation (0 to 8 degree rotation, 0 to 10% translation, both uniformly sampled)
or until the model’s validation loss (cross-entropy) did not decrease for more than 12
epochs. The latter was the case for one data-split, bootstrap, model and sampling method
combination (02 , 10 , w) and took 5 more epochs to converge. The Adam parameters are
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β1 = 0.9 and β2 = 0.999, no learning rate decay and a learning rate of 0.001. The gradient
moment estimates were reset between training stages and all models were trained with
a batch size of 128 images.
































































































Figure 6.4.: Exemplary learning curves for the binary classification problem on
the full dataset (top) and the 02_13 split (middle and bottom). Blue curves
show the validation accuracy, red curves the validation loss (cross-entropy). The
left columns show the training progress of the full network, the right columns
display the progress of the networks on the left retrained after resetting the final
layers (number 11 to 15).
During training, each model’s state was saved if its validation loss was an all-time low.
For testing, the model with the lowest validation loss was used unless a model from a
later epoch had a validation loss that differed from the best validation loss by less than
0.05. Exemplary validation loss and accuracy curves are shown in fig. 6.4. This ensures
that models were exposed to similar number of epochs irrespective of their convergence
rates while providing a failsafe for models that overfit. The choice of data augmentation
scheme is inspired by public Keras code that classifies similar data using VGG-style
architectures.
Following this two-stage training, the last classification layers after the flatten layer
were reset to random weights and trained on the same data again, repeating the 2-stage
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process described above. The lower layers (1 to 9) were kept constant during this second
training round. Models that were partially re-trained have a + sign in their name. For
instance, the model 10+bin was first trained on 10 categories, stripped of its last layers,
and received randomly initialised classification layers, which were trained to perform
binary classification.
Class imbalance can have detrimental effects on classifier performance (see section 4.4.2).
Two methods to improve training on imbalanced data are data sampling and cost weight-
ing according to the distribution of samples. I use minority class oversampling, denoted
as o, to account for the imbalance between-groups. Each training batch contains an equal
number of samples from each category, hence in a training epoch some or all samples from
the minority class are used multiple times (but with different random transformations).
Another approach to account for class imbalance is to weigh the misclassification cost
of minority samples higher than that of majority samples. I use the weighting scheme
proposed in [King et al., 2001] for logistic regression, which weights the samples with











i=1 I(li = l)
(6.2)
with I(x), the indicator function.
In the 02_13 partition, the minority class also has a skewed within-class distribution.
Assuming that one knows the within-class structure, it is possible to also account for this
in the weighting and sampling methods of the binary classifier. The variants of sampling
and oversampling that use the multi-class labels are denoted as ws and os, respectively.
The hybrid models (aux&vis)bin are trained to perform binary classification, similarly
to the bin models. However, during training (and testing), this hybrid model has access
to the additional auxiliary information, whether the sample is from an odd or even class
(parity). This information is fed into the network after the first 10 layers of the vision
architecture and therefore contributes to the training of the last dense layers, which in
turn might have an indirect effect on the lower vision layers as both are trained jointly
via back-propagation.
To test how auxiliary information affects the training of the first vision layers, this
model is stripped of its auxiliary input and the last classification layers, and receives
randomly initialised binary classification layers that are retrained for binary classification
in the same way as the bin+bin networks. This model, denoted (aux&vis)bin, has the same
architecture as bin (or bin+bin) and was trained for the same number of epochs as the
other two-stage models.
See table 6.4 for a complete summary of the model and data sampling notations used.
For models that were trained twice, the same sampling (or weighting) scheme were used
throughout. Not all combinations of models and sampling strategies were explored due
to time-constraints.
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6.2.4. Results and discussion
All performance results are reported as average and 95% confidence interval across 4 mod-
els trained independently on different bootstrap samples in the form mean [lower bound,
upper bound]. The 95% confidence intervals are calculated using the t-distribution es-
timate on the logit-transformed measures. Due to computational constraints3, models
were trained and evaluated on only 4 bootstrap repetitions, which presumably causes
confidence intervals that cover more than 95% of the true variability.
All results report AP and AUROC scores to represent one metric typically used in
information retrieval and in classifier evaluation. Note that AP and AUROC scores in
the multi-class models refer to the performance on the binary task, which is assessed
by transforming the prediction label, not to the multi-class AP or AUROC, usually
calculated by averaging the (weighted) scores across labels.
6.2.4.1. Balanced dataset
The full partition contains the complete training set and all classes are equally repre-
sented. This serves as the baseline partition as it represents ideal conditions to train the
classification networks. The vision network achieves an AUROC of 0.9905 on the binary
problem, when trained to classify all 10 clothing categories (10 in table 6.6). The model
trained on the binary classification directly, achieves a lower AUROC of 0.9868 (bin).
The higher performance of the model trained on the 10-class problem shows the value of
features that differentiate the within-class structure in this grouping. This effect is likely
dependent on the imbalance of clothing and accessory articles in the binary grouping of
the data and therefore dataset dependent.
In both cases, performance can be improved by retraining the last layers from scratch.
Training the first layers on the binary problem and then retraining the last layers to
classify 10 categories (bin+10) results in a reduced model performance compared to the
10+10 model. Hence, the first 10 layers of the bin networks have not learned a sufficient
representation of features that allows delineating the 10 classes, which in turn degrades
performance on the binary classification task.
All models that train on the 10-class problem outperform models that train on the
binary problem. This is the case for training the full model, for the first layers and for
the retrained last layers. Hence, learning features that delineate the within class-structure
improves performance.
The small partition contains 40% less data than the full partition. The AUROC of all
models drops compared to that trained on the full dataset: 10+10 drops from 0.9919
to 0.9907 and bin+bin from 0.9873 to 0.9860. However, the ranking between classifiers
remains the same (table 6.7).
3Training of all models took approximately one week on a Nvidia GeForce GT 730M GPU.
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classifier sampling AP AUROC
10 0.9899 [0.9878, 0.9916] 0.9905 [0.9888, 0.9921]
10+10 0.9914 [0.9897, 0.9928] 0.9919 [0.9903, 0.9932]
10+bin 0.9910 [0.9895, 0.9922] 0.9915 [0.9902, 0.9926]
bin+10 0.9859 [0.9853, 0.9865] 0.9871 [0.9868, 0.9874]
bin 0.9855 [0.9840, 0.9869] 0.9868 [0.9855, 0.9879]
bin+bin 0.9861 [0.9844, 0.9876] 0.9873 [0.9860, 0.9885]
Table 6.6.: Results for the full partition split by models that had access to all
10 categories are shown on the top. The best average performance for the binary
models is highlighted in bold font. AP stands for average precision, AUROC for
area under the receiver operator curve. See table 6.4 for classifier and sampling
notation.
classifier sampling AP AUROC
10 0.9896 [0.9880, 0.9910] 0.9903 [0.9889, 0.9916]
10+10 0.9901 [0.9886, 0.9914] 0.9907 [0.9894, 0.9919]
10+bin 0.9895 [0.9875, 0.9913] 0.9904 [0.9887, 0.9918]
bin+10 0.9846 [0.9785, 0.9890] 0.9859 [0.9805, 0.9898]
bin 0.9831 [0.9748, 0.9887] 0.9849 [0.9782, 0.9896]
bin+bin 0.9846 [0.9765, 0.9899] 0.9860 [0.9792, 0.9906]
Table 6.7.: Results for the small partition split. See table 6.4 for classifier and
sampling notation.
6.2.4.2. Between-group imbalance
In the 02 partition, the categories 5 to 9 are reduced by 80% compared to the full
partition but each category is equally represented. The ratio of the first group (0 to 4)
to the second group is 5:1 but the total number of samples is equal to that in the small
partition. Table 6.8 shows the results of classifiers trained on this partition using no
sampling strategy, oversampling (o) or sample weighting (w).
Compared to the small partition, the AUROC of the 10+10 model drops from 0.9907
to 0.9890 and that of the bin+bin model from 0.9860 to 0.9845. Sample weighting sig-
nificantly decreases the performance of the bin and 10 models. Oversampling slightly
improves the performance of the bin+10 model but slightly decreases that of the bin and
bin+bin models. The confidence intervals are smaller for training using oversampling
hinting at a higher stability. However, more bootstrap iterations are required to rank the
two methods with sufficient confidence.
The best-performing model remains 10+10 , trained without oversampling or weighting.
Weighting degrades performance but further experiments are required to determine the
effect of oversampling for this partition.
6.2.4.3. Between- and within-group imbalance
The 02_13 partition has the same between-group imbalance and the same number of
samples as the 02 partition but an additional imbalance in the number of samples of
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classifier sampling AP AUROC
10 0.9872 [0.9857, 0.9885] 0.9883 [0.9872, 0.9893]
10 ws 0.9860 [0.9853, 0.9866] 0.9873 [0.9866, 0.9879]
10+10 0.9881 [0.9874, 0.9887] 0.9890 [0.9882, 0.9898]
10+bin 0.9870 [0.9858, 0.9881] 0.9886 [0.9873, 0.9896]
bin+10 0.9843 [0.9794, 0.9881] 0.9860 [0.9816, 0.9894]
bin+10 o 0.9848 [0.9818, 0.9873] 0.9862 [0.9834, 0.9885]
bin 0.9812 [0.9760, 0.9853] 0.9839 [0.9799, 0.9871]
bin o 0.9804 [0.9762, 0.9839] 0.9831 [0.9801, 0.9856]
bin w 0.9760 [0.9647, 0.9837] 0.9794 [0.9694, 0.9861]
bin+bin 0.9817 [0.9768, 0.9856] 0.9845 [0.9809, 0.9875]
bin+bin o 0.9811 [0.9772, 0.9844] 0.9842 [0.9816, 0.9864]
Table 6.8.: Results for all permutations of classifier models, permutations and
sampling methods trained on the 02 partition, containing 60% of the data with
between-class imbalance of 5:1. See table 6.4 for classifier and sampling notation.
different classes in the minority group. Also in this partition, best-performing models
were trained on the 10-class problem: 10 and 10+10 . Compared to training on the 02
partition, the AUROC is reduced from 0.9890 to 0.9876 for the 10+10 model and from
0.9845 to 0.9807 for the bin+bin model. Note that the AUROC credible intervals widen
from [0.9882, 0.9898] to [0.9818, 0.9916] when comparing the 02 and 02_13 partitions for
the 10+10 models and from [0.9809, 0.9875] to [0.9737, 0.9859] for the bin+bin models,
indicating worse average performance and decreased stability when trained on the 02_13
partitions.
Oversampling the second group to account for between-group imbalance improves the
performance of the bin, bin+bin, and bin+10 models (see table 6.9). The AUROC can
be further improved for all 3 models by oversampling that accounts for the within-group
imbalance (os). Cost weighting decreases the performance of the models bin and 10 .
6.2.4.4. Multi-modal model with auxiliary input
All models discussed so far had only access to the images. However, in practice, it might
be possible to use additional information, in my example, the class parity. This does not
provide the result to the task, whether a sample belongs to the group of categories 0 to
4 or to that of 5 to 9 but presumably makes predicting the group easier. The models
(aux&vis)bin had access to the class parity during training and require it for testing.
These models might learn to rely on this information and could therefore learn an image
feature extraction that performs worse than that of models that had only access to the
images.
The AUROC of the (aux&vis)bin model is 0.9829, which is higher than that of the
bin model, which achieves 0.9795 (see table 6.9). Hence, the parity carries valuable in-
formation either for learning a better model, predicting the groups, or for both. To
judge the quality of the lower layers of the vision architecture, it is instructive to assess
the performance of the model that was stripped of its auxiliary and final layers, which
were replaced and trained in the same way as the 10+bin and bin+bin models. Note
6.2. Effect of class imbalance on image classification 114
classifier sampling AP AUROC
10 0.9858 [0.9829, 0.9882] 0.9870 [0.9846, 0.9891]
10+10 0.9865 [0.9799, 0.9910] 0.9876 [0.9818, 0.9916]
10+bin 0.9845 [0.9812, 0.9872] 0.9864 [0.9833, 0.9889]
bin+10 0.9807 [0.9697, 0.9878] 0.9828 [0.9735, 0.9889]
bin+10 o 0.9826 [0.9769, 0.9869] 0.9844 [0.9792, 0.9883]
bin+10 os 0.9832 [0.9812, 0.9849] 0.9851 [0.9834, 0.9866]
bin os 0.9781 [0.9738, 0.9818] 0.9825 [0.9790, 0.9854]
bin+bin os 0.9790 [0.9768, 0.9810] 0.9829 [0.9811, 0.9845]
(aux&vis)bin 0.9809 [0.9749, 0.9855] 0.9829 [0.9779, 0.9868]
(aux&vis)bin os 0.9825 [0.9780, 0.9860] 0.9849 [0.9811, 0.9880]
(aux&vis)bin+bin 0.9787 [0.9689, 0.9854] 0.9820 [0.9739, 0.9877]
bin 0.9755 [0.9659, 0.9825] 0.9795 [0.9712, 0.9855]
bin o 0.9783 [0.9756, 0.9806] 0.9821 [0.9789, 0.9848]
bin w 0.9717 [0.9626, 0.9786] 0.9772 [0.9695, 0.9830]
bin+bin 0.9768 [0.9690, 0.9826] 0.9807 [0.9737, 0.9859]
bin+bin o 0.9768 [0.9707, 0.9817] 0.9813 [0.9758, 0.9856]
Table 6.9.: Results on the 02_13 partition. Note that (aux&vis)bin models per-
formance results can not be compared directly with the other model’s performance
as they have additional information about the test data. The (aux&vis)bin+bin
models are tested without auxiliary information. See table 6.4 for classifier and
sampling notation.
that this model ((aux&vis)bin+bin) does not require the parity of the test images at test
time. Freezing the lower layers limited this model to learn to combine the previously
learned vision features without learning new features of the slightly different task. This
model performs worse than the 10+bin model but better than the bin+bin model. Con-
sequently, auxiliary information helped the network to learn a better vision network but
is outperformed by the model that learned to distinguish all 10 categories.
6.2.5. Conclusion
The performance of the classifier degrades with decreasing training data size and within-
group and between-group imbalance further limit performance. Cost weighting based
on the frequency of class labels is counter productive but oversampling the minority
class does improve performance in most cases. Retraining the last layers from scratch is
beneficial for model performance in all cases. This is reminiscent of the 2-stage wiring
process of neurons connecting to the cortex in human brain development described in
section 2.2.3.
The grouping of the categories into the chosen groups causes an imbalance in terms
of the variability of appearance of the articles. This might contribute to the higher
performance of models that are trained to predict all 10 labels for the task of assigning
group (binary) labels. Hence, forcing the networks to learn the harder task of delineating
the within-group structure yields better results. This holds true even on the reduced size
and imbalanced samples.
An alternative to classifying more categories than needed for the final classification, is
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to provide additional information in the form of branches in the network. There is scope
for improving medical computer vision models by incorporating additional information
such as gender, age or clinical risk factors in the training process. The learned vision
architecture can be superior, even in the absence of this information at test-time. In
other words, the auxiliary information was useful for the process of learning from the
images, not just for the final prediction. Auxiliary information acts as an indirect form of
data augmentation and can be seen as the reverse method of multi task learning, which
also can improve model performance [Ruder, 2017]. To the best of my knowledge, this
has not been reported elsewhere.
6.3. Motion artefact detection - Methods
6.3.1. Diffusion data and annotations
The motion artefact detection algorithm is developed for the application on neonatal
diffusion data acquired as part of the Developing Human Connectome Project (dHCP).
Subjects are scanned without sedation in natural sleep on a 3T Philips Achieva MR scan-
ner with dedicated 32-channel neonatal head coil and patient handling system [Hughes
et al., 2017a]. However, neonates moved in a significant fraction of scans [Hutter et al.,
2017].
The multi-shell High Angular Resolution Diffusion Imaging (HARDI) sequence is
adapted for the tissue properties of the neonatal brain [Tournier et al., 2015b; Tournier
et al., 2015a] and consists of 300 volumes acquired using 4 diffusion weightings: 20
b=0s/mm2, 64 b=400s/mm2 88 b=1000s/mm2 and 128 volumes on the b=2600s/mm2
shell4. The Stejskal-Tanner sequence (∆ = 42.5ms, δ = 14ms,Gmax = 70mT/m) uses
4 phase encoding directions and volumes are ordered to maximise the uniformity of the
sampling for increased robustness to periodic motion and scan interruption [Hutter et
al., 2017]. Volumes have a resolution of 1.5 × 1.5 × 3mm3, covering a field of view of
15×15×10.2cm3 with a slice overlap of 1.5mm (64 slices). The sequence uses multiband
factor 4, SENSE 1.2 and partial Fourier 0.855 for acceleration, has an echo spacing of
0.81ms, and a slice acquisition pattern of interleave 3, shift 2 (see fig. 6.5) [Hutter et al.,
2017]. The reconstruction method follows the extended SENSE technique proposed in
[Zhu et al., 2016]. Sensitivities were estimated from non-accelerated reference acquisi-
tions with matched readouts as in [Hennel et al., 2016] to promote equivalent distortions
in the coil maps as in the data.
For 47 randomly selected neonatal subjects, each volume was annotated manually by
displaying the volumes as 2D images in axial, sagittal and coronal projections, in which
the point of view can easily be changed, providing more information in case of difficult
to assess image quality. Each volume was labelled with respect to motion artefacts as
either acceptable, borderline, or unusable (‘reject’). No formal rules were defined for as-
signment to the categories but volumes with multiple slices affected by dropout or severe
misalignment between adjacent slices were always rejected, less severe artefacted volumes
4For brevity, the units s/mm2 are dropped in the neural network analysis.
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or volumes that are difficult to assess due to high diffusion weighting located between
clearly motion artefacted volumes were labelled borderline. Volumes were kept in tem-
poral order but could be traversed in any order for comparison. By labelling volumes in
temporal or reverse order, surrounding higher b-value images help in annotating volumes
of the b=2600 shell in the case of motion occurring across several consecutive volumes.
See fig. 6.6 for annotated coronal images in order of acquisition of an exemplary subject
with short bursts and prolonged motion.
Figure 6.5.: “Illustration of the slice spacing and multiband acquisition order.
The slice direction is shown vertically, the excitation order horizontally.” [Hutter
et al., 2017] Adapted from [Hutter et al., 2017] (Creative Commons Attribution
NonCommercial License).
Figure 6.6.: A single coronal slice of 180 consecutive volumes of an exemplary
dataset shown in temporal order (row major order) with annotations as colour
outline: red (‘reject’), white (‘borderline’), and green (‘accept’).
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b=0p x b=400p x b=1000p x b=2600p x
Figure 6.7.: A random sample of the test data. ‘p’ stands for samples from
good volumes (pick) and ’x’ for rejected volumes.
Training and validation data split The training and validation set consists of 36 ran-
domly chosen subjects that have on average 274.1, totalling more than 9800 volumes that
are labelled either ‘accept’ or ‘reject’. Volumes where the human rater was undecided
(‘borderline’ cases) were not included in training, validation and testing unless otherwise
mentioned. The fraction of accept labels among the two clear-cut categories is 85%, 84%,
85% and 90% for the b=0, 400, 1000 and 2600 shell, respectively. Less volumes were
labelled as rejected in the highest shell, which is likely a problem of detectability in these
noisier data.
For validation, 2 subjects were held out from the training pool and used to assess
generalisation quality (learning) and training state selection. These subjects were selected
by ranking all subjects’ class imbalance and choosing from the subjects with the least
overall class imbalance to ensure that the relatively low number of validation subjects
contains sufficient examples of each category. Models training on 32 or fewer subjects
were monitored using 4 validation subjects.
Each volume was processed and stored as 2D image arrays in coronal and sagittal
view through the centre of mass of the original unmasked image as these likely are most
representative of the artefacts. The minimum and maximum image intensities of each
slice were independently linearly transformed to the range [0, 1] to facilitate learning
b-value independent features. For each orientation, an additional six parallel planes
adjacent to the centre of mass were added to the data pool, each slice 2 voxels apart
from its closest neighbouring slices. This approach aims at increasing the amount of
data, improving the robustness of the classification to the location of the centre of mass,
and the effect of brain size.
Treating the classification as a 2D problem is motivated by the fact that motion arte-
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facts are apparent in 2D projections and do not necessarily require 3D information and
can therefore be implemented using much faster 2D convolution filters. The problem
could potentially even be treated by 1D convolution filters in the axial direction and
pooling in the orthogonal direction. Using multiple slices in each volume remedies the
loss of information going from 3D to 2D. Also, pre-trained vision architectures allow
transfer learning approaches. To my knowledge, there is no 3D pre-trained network
available that is comparable in performance and resource requirements to the popular
and high-performing networks pre-trained on 2D RGB general purpose images.
Using multiple sagittal and coronal projects results in more than 138 000 images with
relatively high variation of location and size of anatomical features. However, all slices
from a single volume are treated as multiple examples of the same data source and slices
of the same subject are assigned to one of training, validation or testing data pools as
spreading images across set boundaries might prevent detection of overfitting of subject-
specific markers such as specific anatomical features. All training images were randomly
shuﬄed before each training epoch and the model did not have access to information
such as slice location or subject data other than the bare image.
Test data The test data consists of 3201 volumes from 11 randomly selected subjects.
Of the 210, 684, 947 and 1360 volumes in each shell in order of increasing b-value, 25,
93, 132 and 118 were labelled as rejected. The respective fraction of accepted volumes is
88%, 86%, 86% and 91%.
To test human operator variability, 4 subjects were labelled again by the same op-
erator (me) and additionally by a second operator (Christopher Kelly, MD, PhD) who
has annotated a large number of volumes himself and seen a representative sample of
classifications of non-test subjects annotated by the first operator. The inter-operator
variability dataset contains 1072 volumes labelled as ‘accept’ or ‘reject’ and the repeat
annotations contain 1154 volumes not labelled as ‘borderline’.
6.3.2. Training and testing setup
All networks were trained on images with intensities scaled between 0 and 1 for each slice
independently and unless otherwise stated, training data was augmented using random
geometric transformations: horizontal shifting by up to 10% of the FOV, horizontal
flipping and zooming between 90% and 110% of the original image size. Missing areas
are filled by reflecting the augmented image to avoid artificial sharp boundaries in the
image (see fig. 6.8). In contrast to the original VGG16 network, the Keras version of
the model uses equally scaled colour channels. Therefore, RGB input for the VGG16
networks was simulated by concatenating the grey-scale channel 3 times. Test image
augmentation uses 5% shifting and zooming, which simulates the image characteristics
of augmented training images while being in the centre of the training distortion space.
Except for the fixed parameters in the transfer learning models, all bias terms of all
models are initialised with zeros and all weights are initialised using Glorot (a.k.a Xavier)
initialisation [Glorot, Bengio, 2010]. Glorot initialisation draws weights from a uniform
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Figure 6.8.: A sample of the non-augmented training data of each b-value and
class (top row) and multiple augmented versions of the same images below. ‘p’
stands for good volumes (pick) and ’x’ for rejected volumes.
distribution with limits ±√6/(number of input units + number of output units), ensur-
ing that the variance of the gradients does not vanish or increase exponentially as they
pass through the layers during training [He et al., 2015b]. This reduces model volatil-
ity especially for deep neural networks but does not completely prevent models from
becoming corrupted during training.
Unless otherwise stated, all models were trained with batches containing an equal
number of good and outlier volumes and an equal number of images across b-values.
Training of all models was performed in batches of 64 images, which is a typical batch
size [Goodfellow, Bengio, Courville, 2016, chapter 8] and motivated by my GPU memory
capacity and processing speed when training the largest VGG16 network. Batch size was
reduced to 60 for models trained on 3 of the 4 b-values to allow a balanced number of
images in each batch. An epoch ends when all data has been presented to the network
at least once.
All models were trained using a cross-entropy loss metric optimised by the Adam
algorithm [Kingma, Ba, 2014] with exponential first and second order moment decay
parameters β1 = 0.9 and β2 = 0.999, without learning rate decay and with a learning
rate of 0.001 for all models trained from scratch except for the high parametric models
(scratch_2233d , scratch_22333d , see section 6.3.3.2), for which the learning rate was re-
duced by a factor of 10 to increase training robustness. Transfer learning and fine tuning
of the pre-trained VGG16 network was performed with slow learning rate of 0.0001, ex-
cept for models that reuse the early layers of the VGG16 model (for instance vgg16_2),
for which training was found to be more robust with a learning rate of 0.0005. Con-
vergence in training loss was reached for most models before 30 iterations but training
was continued until at least 30 epochs were reached. Learning rate and batch size in-
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fluence the width and depth of training cost function minima found by neural networks
trained using batched gradient descent [Jastrze¸bski et al., 2017]. However, it is not clear
whether or how that affects generalisation performance [Dinh et al., 2017]. Also, Adam
adjusts the parameter update dynamically based on the first and second order moments
of the gradient and is relatively robust to the choice of parameters [Kingma, Ba, 2014].
Optimising learning rate, batch size and learning rate decay is left for future work.
Additionally to the final model state, learned parameters were saved after 10, 20 and
30 epochs and if any of AUROC, AP, or accuracy on the validation set increased be-
tween epochs. Training was continued beyond the minimum number of epochs until no
validation metric decreased for 10 consecutive epochs. Training beyond convergence is
motivated by work showing networks tend to learn information compression in this phase,
which improves generalisation performance [Mehta, Schwab, 2014; Shwartz-Ziv, Tishby,
2017].
For all models, training was repeated 3 times with resampled training and validation
data. To reduce sample selection variation for model comparison, all models were trained
and evaluated on the same disjoint sets of data for the respective training repetition.
For all models, the state that achieved the highest AUROC on the validation set was
used for performance evaluation on the test set. However, models with a sudden increase
in training loss (possibly due to vanishing or exploding gradients) or with AUROC on
the validation set of less than 0.8 were excluded from the analysis. Failed training runs
were not repeated. Unless stated otherwise, all results reported are derived from the 3
training repetitions.
The default parameters reported in this section were selected by experimentation with
training stability across all model architectures. However, all experiments were designed
before any model was evaluated on the test set to prevent bias in the parameter search.
During the experiment design and training, the only information available about gener-
alisation performance was the training and validation loss on 2 or 4 subjects. Previous
work on the same dataset [Kelly et al., 2017] involved a different network architecture
and, except for the slice-selection, explored different aspects related to transfer-learning
and architecture fusion.
6.3.3. Model architecture search space
Similar to the class-imbalance experiments, the motion artefact detection is performed
with VGG16-like (see section 6.1.3 and table 6.1) or at least inspired by its design. The
CNN architectures investigated can be grouped by their design principles and source of
training data into 3 categories.
6.3.3.1. Models derived from pre-trained VGG16 network
The original version of the VGG16 network (table 6.1) was designed to classify colour
photos of the imagenet dataset into 1000 categories. Training this network on that
dataset took 2-3 weeks on 4 high performing GPUs [Simonyan, Zisserman, 2014]. I
used the weights of this VGG16 network to determine whether it is possible to transfer
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the learned feature representation and extraction to the motion artefact classification
problem.
Since MRI images are not part of the imagenet classes, the last layer has to be retrained
to differentiate between 2 instead of 1000 classes. The VGG16 network adjusted to 2
output channels and 64 by 99 pixel input is shown in table 6.10. In order to feed greyscale
images into the network, individual slices were stacked 3 times at their native resolution.
However, the original network expects an input size of 224 by 224 pixels, which is higher
than the resolution of the diffusion images. Since convolution layers connect features on
a per-pixel basis, it is possible to reuse all convolution layer weights as they are. The only
limitation is a minimum input size due to the spatial 2x2 pooling layers with stride 2 that
reduce the spatial dimension after each block. The last convolution block of the modified
network has a spatial extent of 4 by 6 instead of 14 by 14 which leads to a 2 by 3 image
after pooling instead of the 7 by 7 feature map. Consequently, the layers following the
flattening layer after the last convolution block have to be adjusted in their dimensionality
(after line 20 in table 6.1) and retrained from scratch. I also reduced the number of units
in the final fully connected layers from 4096 to 16 to reduce the number of parameters
and account for the presumably lower requirements in feature combination complexity
of a binary classification task than the original classification into 1000 categories. This
approach allows reusing all of the feature extraction engine in the first 13 layers and
training a comparably low-parametric classifier on the 25088 features produced by the
network up to layer 20. The networks that reuse all the pre-trained convolution layer
weights but retrain only the 3 final classification layers with the reduced number of units
are denoted as vgg16_22333 . Note that an alternative approach would be to upsample
and crop the diffusion images to the network’s native resolution but this approach might
degrade image textures and was not explored.
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Table 6.10.: The VGG16 network architecture, adjusted for 2 classes and with
16 instead of 4096 units in the fully connected dense layers. (Compare to the
last layers of the original VGG16 network shown in table 6.1.)
name activation output shape parameters
1 InputLayer (64, 99, 3) 0
2 Conv2D 3x3 relu (64, 99, 64) 1792
3 Conv2D 3x3 relu (64, 99, 64) 36928
4 MaxPooling2D 2x2 (32, 49, 64) 0
5 Conv2D 3x3 relu (32, 49, 128) 73856
6 Conv2D 3x3 relu (32, 49, 128) 147584
7 MaxPooling2D 2x2 (16, 24, 128) 0
8 Conv2D 3x3 relu (16, 24, 256) 295168
9 Conv2D 3x3 relu (16, 24, 256) 590080
10 Conv2D 3x3 relu (16, 24, 256) 590080
11 MaxPooling2D 2x2 (8, 12, 256) 0
12 Conv2D 3x3 relu (8, 12, 512) 1180160
13 Conv2D 3x3 relu (8, 12, 512) 2359808
14 Conv2D 3x3 relu (8, 12, 512) 2359808
15 MaxPooling2D 2x2 (4, 6, 512) 0
16 Conv2D 3x3 relu (4, 6, 512) 2359808
17 Conv2D 3x3 relu (4, 6, 512) 2359808
18 Conv2D 3x3 relu (4, 6, 512) 2359808
19 MaxPooling2D 2x2 (2, 3, 512) 0
20 Flatten (3072,) 0
21 Dense linear (16,) 49168
22 Dense relu (16,) 272
23 Dropout (p=0.5) (16,) 0
24 Dense sigmoid (2,) 34
Motion artefact classification presumably requires less hierarchical feature representa-
tions and smaller spatial context than object detection. Therefore, it might be sufficient
to reuse only low-level features produced by the first blocks and train a classifier on their
output. However, the original VGG16 network is designed to reduce the spatial extent
of the feature maps gradually between blocks. Consequently, reusing only the first layers
poses the design question of whether the spatial domain is to be reduced by pooling in
a single step, potentially loosing significant amount of information, or to be fed as a 1D
vector to the final classifier layers, loosing no information other than the spatial context
but increasing the size of the final classification layers. Two network architectures using
the output of the second block for classification are shown in table 6.12. The former
architecture spatially averages the 16x24 feature map before it is flattened, while the
latter concatenates the feature vectors of all pixels. Concatenation increases the num-
ber of parameters in the first dense layer from 2064 to 786448. Global average pooling
could be replaced by maximum pooling or by a local pooling that retains some of the
spatial information. Exploring these options is left for future work. Networks reusing
the unchanged weights of the first 1, 2, 3, 4 and 5 blocks with global average pooling
are named vgg16_2 , vgg16_22 , vgg16_223 , vgg16_2233 , and vgg16_22333 , indicating
the number of convolution layers in each block. Networks that do not use global average
pooling have the suffix nopool . In the networks vgg16_2233f3 and vgg16_f22333 , all
layers after the letter f were fine-tuned using the VGG16 weights as initialisation, after
training the final 3 dense layers.
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Table 6.11.: The vgg16_2 network architecture, reusing the first block of the
VGG16 network followed by global average pooling. None of the attempts to
train this network without global average pooling were successful.
name activation output shape parameters
1 InputLayer (64, 99, 3) 0
2 Conv2D 3x3 relu (64, 99, 64) 1792 (1792)
3 Conv2D 3x3 relu (64, 99, 64) 36928 (36928)
4 MaxPooling2D 2x2 (32, 49, 64) 0
5 Sequential (2,) 1346
Table 6.12.: vgg16_22 with (left) and without (right) global average pooling.
The top part of the table is identical for both networks and kept fixed during
training (indicated by the number of non-trainable parameters in brackets).
name activation output shape parameters output shape parameters
1 InputLayer (64, 99, 3) 0 (64, 99, 3) 0
2 Conv2D 3x3 relu (64, 99, 64) 1792 (1792) (64, 99, 64) 1792 (1792)
3 Conv2D 3x3 relu (64, 99, 64) 36928 (36928) (64, 99, 64) 36928 (36928)
4 MaxPooling2D 2x2 (32, 49, 64) 0 (32, 49, 64) 0
5 Conv2D 3x3 relu (32, 49, 128) 73856 (73856) (32, 49, 128) 73856 (73856)
6 Conv2D 3x3 relu (32, 49, 128) 147584 (147584) (32, 49, 128) 147584 (147584)
7 MaxPooling2D 2x2 (16, 24, 128) 0 (16, 24, 128) 0
8 AveragePooling2D 15x23 (1, 1, 128) 0 - -
9 Flatten (128,) 0 (49152,) 0
10 Dense linear (16,) 2064 (16,) 786448
11 Dense relu (16,) 272 (16,) 272
12 Dropout (p=0.5) (16,) 0 (16,) 0
13] Dense sigmoid (2,) 34 (2,) 34
Table 6.13.: vgg16_223 with (left) and without (right) global pooling.
name activation output shape parameters output shape parameters
1 InputLayer (64, 99, 3) 0 (64, 99, 3) 0
2 Conv2D 3x3 relu (64, 99, 64) 1792 (1792) (64, 99, 64) 1792 (1792)
3 Conv2D 3x3 relu (64, 99, 64) 36928 (36928) (64, 99, 64) 36928 (36928)
4 MaxPooling2D 2x2 (32, 49, 64) 0 (32, 49, 64) 0
5 Conv2D 3x3 relu (32, 49, 128) 73856 (73856) (32, 49, 128) 73856 (73856)
6 Conv2D 3x3 relu (32, 49, 128) 147584 (147584) (32, 49, 128) 147584 (147584)
7 MaxPooling2D 2x2 (16, 24, 128) 0 (16, 24, 128) 0
8 Conv2D 3x3 relu (16, 24, 256) 295168 (295168) (16, 24, 256) 295168 (295168)
9 Conv2D 3x3 relu (16, 24, 256) 590080 (590080) (16, 24, 256) 590080 (590080)
10 Conv2D 3x3 relu (16, 24, 256) 590080 (590080) (16, 24, 256) 590080 (590080)
11 MaxPooling2D 2x2 (8, 12, 256) 0 (8, 12, 256) 0
12 AveragePooling2D 7x11 (1, 1, 256) 0 - -
13 Flatten (256,) 0 (24576,) 0
14 Dense linear (16,) 4112 (16,) 393232
15 Dense relu (16,) 272 (16,) 272
16 Dropout (p=0.5) (16,) 0 (16,) 0
17 Dense sigmoid (2,) 34 (2,) 34
6.3. Motion artefact detection - Methods 124
Table 6.14.: vgg16_2233 with (left) and without (right) global pooling.
name activation output shape parameters output shape parameters
1 InputLayer (64, 99, 3) 0 (64, 99, 3) 0
2 Conv2D 3x3 relu (64, 99, 64) 1792 (1792) (64, 99, 64) 1792 (1792)
3 Conv2D 3x3 relu (64, 99, 64) 36928 (36928) (64, 99, 64) 36928 (36928)
4 MaxPooling2D 2x2 (32, 49, 64) 0 (32, 49, 64) 0
5 Conv2D 3x3 relu (32, 49, 128) 73856 (73856) (32, 49, 128) 73856 (73856)
6 Conv2D 3x3 relu (32, 49, 128) 147584 (147584) (32, 49, 128) 147584 (147584)
7 MaxPooling2D 2x2 (16, 24, 128) 0 (16, 24, 128) 0
8 Conv2D 3x3 relu (16, 24, 256) 295168 (295168) (16, 24, 256) 295168 (295168)
9 Conv2D 3x3 relu (16, 24, 256) 590080 (590080) (16, 24, 256) 590080 (590080)
10 Conv2D 3x3 relu (16, 24, 256) 590080 (590080) (16, 24, 256) 590080 (590080)
11 MaxPooling2D 2x2 (8, 12, 256) 0 (8, 12, 256) 0
12 Conv2D 3x3 relu (8, 12, 512) 1180160 (1180160) (8, 12, 512) 1180160 (1180160)
13 Conv2D 3x3 relu (8, 12, 512) 2359808 (2359808) (8, 12, 512) 2359808 (2359808)
14 Conv2D 3x3 relu (8, 12, 512) 2359808 (2359808) (8, 12, 512) 2359808 (2359808)
15 MaxPooling2D 2x2 (4, 6, 512) 0 (4, 6, 512) 0
16 AveragePooling2D 3x5 (1, 1, 512) 0 - -
17 Flatten (512,) 0 (12288,) 0
18 Dense linear (16,) 8208 (16,) 196624
19 Dense relu (16,) 272 (16,) 272
20 Dropout (p=0.5) (16,) 0 (16,) 0
21 Dense sigmoid (2,) 34 (2,) 34
6.3.3.2. The VGG architectures trained from scratch
Models named scratch_* are heavily inspired by the design of the VGG16 network.
The main difference is that they have between 5 and 16 fully connected layers and only 8
instead of 64 units in layers of the first convolution block. Similar to the VGG16 network,
this number is doubled in each following block. The last block is followed by a flattening
layer and 3 fully connected layers, which all use non-linear activation functions. They
are named scratch because all models were trained from scratch and the numbers after
the underscore indicate the number of convolution layers in each block. The output of
the last local maximum pooling is fed as a 1D vector into the final dense layers without
additional spatial pooling. Consequently, networks with lower number of blocks have
larger fully connected layers. The extreme case is the model that consists of only one
block (scratch_2), which has 100360 of its 101114 parameters in the first dense layer. In
contrast, the model consisting of 5 convolution blocks (scratch_22333d) has only 6152
parameters in the first dense layer. The models scratch_223 and scratch_2233 are the
most similar in their size of the final convolution layer’s spatial map to the original
VGG16 network. See tables 6.15, 6.31 to 6.33, 6.35 and 6.36 for details of the model
architectures.
In order to prevent overfitting of the deeper networks, the models with 4 or more
blocks were trained using dropout regularisation [Srivastava et al., 2014] on the output
of some or of all maximum pooling layers and before the final classification layer. The
dropout rate (p) was set between 0.2 and 0.5 as this gave a smooth decrease in training
loss but neither the locations, nor the magnitude of the regularisation were optimised.
The four block architecture was implemented without (scratch_2233 , table 6.15) and
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with dropout regularisation (scratch_2233d , table 6.35).
Additionally a four block network with 32 input units was trained using dropout reg-
ularisation. This architecture (scratch_2233d32 , table 6.37) has four times the number
of units in the first layer as the other scratch networks but half the number as that of
the VGG16 network.
Table 6.15.: The scratch_2233 model architecture.
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Conv2D 3x3 relu (32, 49, 16) 1168
6 Conv2D 3x3 relu (32, 49, 16) 2320
7 MaxPooling2D 2x2 (16, 24, 16) 0
8 Conv2D 3x3 relu (16, 24, 32) 4640
9 Conv2D 3x3 relu (16, 24, 32) 9248
10 Conv2D 3x3 relu (16, 24, 32) 9248
11 MaxPooling2D 2x2 (8, 12, 32) 0
12 Conv2D 3x3 relu (8, 12, 64) 18496
13 Conv2D 3x3 relu (8, 12, 64) 36928
14 Conv2D 3x3 relu (8, 12, 64) 36928
15 MaxPooling2D 2x2 (4, 6, 64) 0
16 Flatten (1536,) 0
17 Dense relu (8,) 12296
18 Dense relu (8,) 72
19 Dense sigmoid (2,) 18
6.3.3.3. The custom-made architecture
A third class of network architectures deviates from the VGG architecture the most. It
was developed following the intuition that a model with a smaller number of layers and
more filters in layers closer to the input layer might perform better on the relatively small
dataset and the binary classification problem of mostly textural information. The goal is
to learn robust representations on a small dataset that distinguish between artefacted and
good data and to train a network that does not overfit to a particular spatial arrangements
of these patterns present in the training data.
Two types of regularisation are used to ensure stable training and to prevent overfit-
ting: The output of all convolution and all but the last dense layer are fed into batch
normalisation layers before applying the non-linearity (rectified linear activation layers).
A batch normalisation layer (see section 4.4.1) performs two operations. First, it scales
and shifts its input linearly (affine transformation) to zero mean and unit variance across
all samples in the batch. Then it applies the learned affine transformation to the nor-
malised data. Hence, it increases the learned parameter count by 2 for each input channel
and requires computing and storing the mean and variance of a particular batch, adding
another 2 parameters required for training. During testing, the normalisation to zero
mean and unit variance is applied to a single sample but could use test data statistics
as well [Ioffe, Szegedy, 2015]. This normalisation has the effect of stabilising the learn-
ing, leading to faster training convergence and better performing models [Ioffe, Szegedy,
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2015]. Through batch-wise normalisation, training samples are always seen in the context
of other samples. This adds a stochastic variation of features and can be seen as feature
augmentation and is likely an important aspect in the context of class imbalance where
oversampling the minority class stabilises the batch sample statistics. The original imple-
mentation uses batch normalisation layers after the non-linearity [Ioffe, Szegedy, 2015].
I opted for placing it in between convolution and activation layers, which yielded higher
performance in the Inception-v4 model [Szegedy et al., 2017].
Each rectified linear unit layer is followed by a dropout regularisation layer in which
between 10% and 20% of the features are set to zero. Note, that recent research suggests
that the combination of batch normalisation and dropout can lead to suboptimal test
performance [Li et al., 2018]. I did not test the custom architecture without dropout
regularisation or without batch normalisation.
To investigate the influence of the shape and size of convolution filters, and the effect of
pooling, I trained different versions of this network architecture. Models named custom
and custom2 use 1D convolution filters in the first convolution layer, which span 5 and
3 pixels in the axial direction followed by 4x1 and 2x1 max pooling layers, respectively.
The following convolution and pooling layers use 2x2 filters, increasing the receptive
field in the non-axial direction and reducing the spatial width of the feature maps to 23
pixels. Similarly to the scratch networks, the last dense layers use 8 units to combine the
flattened feature maps. See table 6.16 for a list of the layers in these architectures.
The architectures custom3 and custom4 (table 6.17) use square (3x3) and horizontally
oriented 1D (1x3) convolution filters in the first layer and 2x2 and 1x2 spatial pooling.
Finally, models of the custom5 type use 3x1 convolution filters and 2x1 pooling layers
throughout, preserving the full spatial resolution in the non-axial direction (table 6.18).
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Table 6.16.: custom (left) and custom2 (right) architectures.
name activation output shape parameters name output shape parameters
1 InputLayer (64, 99, 1) 0 InputLayer (64, 99, 1) 0
2 Conv2D 5x1 linear (60, 99, 64) 320 Conv2D 3x1 (62, 99, 64) 192
3 BatchNormalization (60, 99, 64) 256 (128) BatchNormalization (62, 99, 64) 256 (128)
4 Activation relu (60, 99, 64) 0 Activation (62, 99, 64) 0
5 MaxPooling2D 4x1 (15, 99, 64) 0 MaxPooling2D 2x1 (31, 99, 64) 0
6 Dropout (p=0.1) (15, 99, 64) 0 Dropout (p=0.1) (31, 99, 64) 0
7 Conv2D 3x3 linear (13, 97, 48) 27648 Conv2D 3x3 (29, 97, 48) 27648
8 BatchNormalization (13, 97, 48) 192 (96) BatchNormalization (29, 97, 48) 192 (96)
9 Activation relu (13, 97, 48) 0 Activation (29, 97, 48) 0
10 MaxPooling2D 2x2 (6, 48, 48) 0 MaxPooling2D 2x2 (14, 48, 48) 0
11 Dropout (p=0.1) (6, 48, 48) 0 Dropout (p=0.1) (14, 48, 48) 0
12 Conv2D 3x3 linear (4, 46, 32) 13824 Conv2D 3x3 (12, 46, 32) 13824
13 BatchNormalization (4, 46, 32) 128 (64) BatchNormalization (12, 46, 32) 128 (64)
14 Activation relu (4, 46, 32) 0 Activation (12, 46, 32) 0
15 MaxPooling2D 2x2 (2, 23, 32) 0 MaxPooling2D 2x2 (6, 23, 32) 0
16 Dropout (p=0.1) (2, 23, 32) 0 Dropout (p=0.1) (6, 23, 32) 0
17 Flatten (1472,) 0 Flatten (4416,) 0
18 Dense linear (8,) 11776 Dense (8,) 35328
19 BatchNormalization (8,) 32 (16) BatchNormalization (8,) 32 (16)
20 Activation relu (8,) 0 Activation (8,) 0
21 Dropout (p=0.2) (8,) 0 Dropout (p=0.2) (8,) 0
22 Dense linear (8,) 64 Dense (8,) 64
23 BatchNormalization (8,) 32 (16) BatchNormalization (8,) 32 (16)
24 Activation relu (8,) 0 Activation (8,) 0
25 Dropout (p=0.2) (8,) 0 Dropout (p=0.2) (8,) 0
26 Dense linear (2,) 16 Dense (2,) 16
27 Activation sigmoid (2,) 0 Activation (2,) 0
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Table 6.17.: custom3 (left) and custom4 (right) architectures.
name activation output shape parameters name output shape parameters
1 InputLayer (64, 99, 1) 0 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 linear (62, 97, 64) 576 Conv2D 1x3 (64, 97, 64) 192
3 BatchNormalization (62, 97, 64) 256 (128) BatchNormalization (64, 97, 64) 256 (128)
4 Activation relu (62, 97, 64) 0 Activation (64, 97, 64) 0
5 MaxPooling2D 2x2 (31, 48, 64) 0 MaxPooling2D 1x2 (64, 48, 64) 0
6 Dropout (p=0.1) (31, 48, 64) 0 Dropout (p=0.1) (64, 48, 64) 0
7 Conv2D 3x3 linear (29, 46, 48) 27648 Conv2D 3x3 (62, 46, 48) 27648
8 BatchNormalization (29, 46, 48) 192 (96) BatchNormalization (62, 46, 48) 192 (96)
9 Activation relu (29, 46, 48) 0 Activation (62, 46, 48) 0
10 MaxPooling2D 2x2 (14, 23, 48) 0 MaxPooling2D 2x2 (31, 23, 48) 0
11 Dropout (p=0.1) (14, 23, 48) 0 Dropout (p=0.1) (31, 23, 48) 0
12 Conv2D 3x3 linear (12, 21, 32) 13824 Conv2D 3x3 (29, 21, 32) 13824
13 BatchNormalization (12, 21, 32) 128 (64) BatchNormalization (29, 21, 32) 128 (64)
14 Activation relu (12, 21, 32) 0 Activation (29, 21, 32) 0
15 MaxPooling2D 2x2 (6, 10, 32) 0 MaxPooling2D 2x2 (14, 10, 32) 0
16 Dropout (p=0.1) (6, 10, 32) 0 Dropout (p=0.1) (14, 10, 32) 0
17 Flatten (1920,) 0 Flatten (4480,) 0
18 Dense linear (8,) 15360 Dense (8,) 35840
19 BatchNormalization (8,) 32 (16) BatchNormalization (8,) 32 (16)
20 Activation relu (8,) 0 Activation (8,) 0
21 Dropout (p=0.2) (8,) 0 Dropout (p=0.2) (8,) 0
22 Dense linear (8,) 64 Dense (8,) 64
23 BatchNormalization (8,) 32 (16) BatchNormalization (8,) 32 (16)
24 Activation relu (8,) 0 Activation (8,) 0
25 Dropout (p=0.2) (8,) 0 Dropout (p=0.2) (8,) 0
26 Dense linear (2,) 16 Dense (2,) 16
27 Activation sigmoid (2,) 0 Activation (2,) 0
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Table 6.18.: custom5 architecture.
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x1 linear (62, 99, 64) 192
3 BatchNormalization (62, 99, 64) 256 (128)
4 Activation relu (62, 99, 64) 0
5 MaxPooling2D 2x1 (31, 99, 64) 0
6 Dropout (p=0.1) (31, 99, 64) 0
7 Conv2D 3x1 linear (29, 99, 48) 9216
8 BatchNormalization (29, 99, 48) 192 (96)
9 Activation relu (29, 99, 48) 0
10 MaxPooling2D 2x1 (14, 99, 48) 0
11 Dropout (p=0.1) (14, 99, 48) 0
12 Conv2D 3x1 linear (12, 99, 32) 4608
13 BatchNormalization (12, 99, 32) 128 (64)
14 Activation relu (12, 99, 32) 0
15 MaxPooling2D 2x1 (6, 99, 32) 0
16 Dropout (p=0.1) (6, 99, 32) 0
17 Flatten (19008,) 0
18 Dense linear (8,) 152064
19 BatchNormalization (8,) 32 (16)
20 Activation relu (8,) 0
21 Dropout (p=0.2) (8,) 0
22 Dense linear (8,) 64
23 BatchNormalization (8,) 32 (16)
24 Activation relu (8,) 0
25 Dropout (p=0.2) (8,) 0
26 Dense linear (2,) 16
27 Activation sigmoid (2,) 0
6.4. Motion artefact detection - Experiments
I perform multiple training experiments on VGG-architecture inspired models, designed
to gain insights into whether deep networks and large amount of data are required for this
task, whether transfer learning is beneficial for classification performance, and how to
best train these networks given the class imbalance in the diffusion data. In particular,
the experiments investigate (a) the effect of model depth, (b) the number of model
parameters, (c) data sampling and weighting, and (d) image augmentation schemes on
the classification performance of diffusion motion artefacts.
6.4.1. Defining model evaluation strategies: Metrics, slice-selection and
slice-pooling
The CNN classifiers were trained to assign labels to 2D slices of volumes. However, the
final application is to assign labels to volumes. The question at heart is: how to best
transition from the training regime that uses 2D, possibly distorted images from multiple
locations in the brain, to the test regime that is interested in single volume-level labels?
The decision on whether to reject a volume can be made using, for instance, a subset
of the slices or the average classification result across slices, or any other combination of
classification results such as median, maximum norm or a decision tree. It seems plausible
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that a consensus vote across multiple slices can lead to better and more stable predictions.
However, slices close to the centre of the brain might provide better classification results
than slices at the periphery because they provide more useful data. During ground truth
labelling, human observers saw all 3 projections in the centre of the image and were able
to scroll through the images. I tended to look at the sagittal projection first. One might
find a changing “preference” between coronal or sagittal slices and the location of the
slice varying across classifiers. If a model-independent preference for certain slices exists,
it would be valuable to know for future training image sampling schemes.
However, these aspects are also important for establishing an unbiased test of model
performance. For instance, imagine a classifier that quantifies the total amount of arte-
facts present in the image and uses a simple threshold to decide whether an image is
artefacted or not. This classifier would yield biased results in slices far from the centre of
the brain as the potentially artefacted area is small compared to the field of view. Deep
neural networks tend to need large amounts of training data which can be achieved by
image augmentation which increases the amount of data but also introduces blurring due
to resampling. These networks therefore learn a mapping from blurred images to labels
and using them on the original non-blurred data might decrease their performance or
cause biased results if they are sensitive to this change in image properties. However,
using non-augmented data could be beneficial for stability if it preserves the artefacts’
characteristics. This effect could be dependent on the network architecture and therefore
bias the model selection process.
The weighting of model stability is another consideration that is affected by the choice
of testing scheme. Consider a classifier that produces random predictions in 50% of the
slices but retrieves the correct label with likelihood 100% in all other slices. It would
appear unstable in the evaluation of a single slice but might be more useful if the labels
are averaged on the slice and orientation-level compared to a more stable classifier with
lower average performance. Also, pooling multiple augmented versions of each image
can improve overall classification performance significantly [Valle et al., 2017]. However,
if computation time during inference is a bottleneck, then the more stable algorithm
might be preferable. This weighting of stability against computing resources is implicit
in whether one evaluates on single slices or across pooled decisions.
Definitely answering these questions would require additional testing data to determine
which model evaluation techniques lead to better models and is outside the scope of this
work. However, it is instructive to investigate how performance metrics for a represen-
tative sample of model architectures vary across different testing conditions. This gives
some insights into the structure of the data and on the performance metrics.
Table 6.19 shows the test results of a single model (scratch_22) split up by b-value
and evaluated across all b-values (b=all). The classification labels were generated using
augmented and non-augmented test data as indicated in the ‘aug’ column. The classifica-
tion results can either be compared at the slice level or at the volume level. Volume-level
labels were derived from single individual slices in the centre of mass or by averaging
the classifications of all 14 coronal and sagittal slices. Additionally, for the test scenar-
ios using augmentations, the analysis was performed on the average classification of 25
differently augmented versions of the test data.
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b aug sample H H∨ AP AUROC sp95r MCC TN FN TP FP
0 yes 1, com:sag 0.935 0.903 0.974 0.996 0.968 0.836 176 0 25 9
0 no 1, com:sag 0.944 0.9 0.973 0.996 0.978 0.836 176 0 25 9
0 yes 25, com:sag 0.935 0.903 0.974 0.996 0.968 0.836 176 0 25 9
0 yes 1, com:cor 0.897 0.853 0.958 0.993 0.951 0.822 175 0 25 10
0 yes 1, group:s+v 0.908 0.871 0.968 0.995 0.962 0.822 175 0 25 10
0 no 1, group:s+v 0.913 0.877 0.964 0.994 0.973 0.822 175 0 25 10
0 yes 25, com:cor 0.897 0.853 0.958 0.993 0.951 0.822 175 0 25 10
0 yes 25, group:s+v 0.913 0.877 0.969 0.995 0.973 0.822 175 0 25 10
0 no 1, slices 0.886 0.833 0.956 0.993 0.962 0.812 2449 5 345 141
0 yes 1, slices 0.887 0.836 0.957 0.993 0.957 0.805 2438 3 347 152
0 no 1, com:cor 0.891 0.833 0.944 0.991 0.962 0.783 174 1 24 11
400 yes 25, group:s+v 0.993 0.987 0.996 0.999 0.998 0.942 581 0 93 10
400 yes 1, group:s+v 0.997 0.993 0.997 1 0.998 0.937 580 0 93 11
400 yes 1, com:sag 0.993 0.987 0.992 0.999 0.998 0.926 578 0 93 13
400 no 1, group:s+v 0.997 0.993 0.996 0.999 0.998 0.926 578 0 93 13
400 yes 25, com:sag 0.993 0.987 0.992 0.999 0.998 0.926 578 0 93 13
400 no 1, slices 0.986 0.976 0.996 0.999 0.997 0.921 8078 0 1302 196
400 no 1, com:sag 0.984 0.973 0.995 0.999 0.998 0.916 576 0 93 15
400 no 1, com:cor 0.993 0.986 0.996 0.999 0.997 0.916 576 0 93 15
400 yes 1, slices 0.983 0.971 0.995 0.999 0.997 0.912 8053 0 1302 221
400 yes 1, com:cor 0.981 0.97 0.995 0.999 0.997 0.911 575 0 93 16
400 yes 25, com:cor 0.981 0.97 0.995 0.999 0.997 0.911 575 0 93 16
1000 yes 1, group:s+v 0.969 0.958 0.996 0.999 0.998 0.939 800 0 132 15
1000 yes 25, group:s+v 0.968 0.954 0.995 0.999 0.996 0.935 799 0 132 16
1000 no 1, group:s+v 0.966 0.955 0.995 0.999 0.995 0.934 800 1 131 15
1000 no 1, com:cor 0.966 0.958 0.995 0.999 0.995 0.927 798 1 131 17
1000 yes 1, com:cor 0.971 0.961 0.996 0.999 0.998 0.92 795 0 132 20
1000 yes 25, com:cor 0.971 0.961 0.996 0.999 0.998 0.92 795 0 132 20
1000 yes 1, slices 0.956 0.939 0.993 0.999 0.994 0.91 11096 6 1842 314
1000 no 1, slices 0.953 0.94 0.993 0.999 0.995 0.905 11087 13 1835 323
1000 yes 1, com:sag 0.956 0.943 0.991 0.999 0.995 0.893 790 2 130 25
1000 yes 25, com:sag 0.956 0.943 0.991 0.999 0.995 0.893 790 2 130 25
1000 no 1, com:sag 0.948 0.934 0.991 0.998 0.994 0.883 787 2 130 28
2600 yes 25, group:s+v 0.956 0.899 0.956 0.996 0.986 0.816 1192 1 117 50
2600 yes 1, group:s+v 0.953 0.894 0.954 0.995 0.986 0.813 1191 1 117 51
2600 no 1, group:s+v 0.953 0.9 0.958 0.996 0.986 0.81 1190 1 117 52
2600 yes 1, com:sag 0.928 0.868 0.948 0.994 0.983 0.797 1185 1 117 57
2600 no 1, com:sag 0.922 0.859 0.931 0.993 0.978 0.797 1185 1 117 57
2600 yes 25, com:sag 0.928 0.868 0.948 0.994 0.983 0.797 1185 1 117 57
2600 no 1, slices 0.921 0.85 0.94 0.994 0.98 0.78 16504 16 1636 884
2600 yes 1, slices 0.919 0.849 0.933 0.993 0.98 0.78 16505 18 1634 883
2600 no 1, com:cor 0.915 0.846 0.951 0.994 0.97 0.764 1174 2 116 68
2600 yes 1, com:cor 0.925 0.859 0.946 0.993 0.981 0.754 1172 3 115 70
2600 yes 25, com:cor 0.925 0.859 0.946 0.993 0.981 0.754 1172 3 115 70
all yes 25, group:s+v 0.958 0.931 0.987 0.998 0.992 0.885 2747 1 367 86
all yes 1, group:s+v 0.957 0.932 0.987 0.998 0.993 0.884 2746 1 367 87
all no 1, group:s+v 0.958 0.934 0.987 0.998 0.992 0.879 2743 2 366 90
all yes 1, com:sag 0.946 0.919 0.981 0.998 0.99 0.862 2729 3 365 104
all yes 25, com:sag 0.946 0.919 0.981 0.998 0.99 0.862 2729 3 365 104
all no 1, com:sag 0.941 0.91 0.979 0.997 0.987 0.856 2724 3 365 109
all no 1, slices 0.939 0.908 0.981 0.997 0.988 0.856 38118 34 5118 1544
all yes 1, slices 0.939 0.905 0.98 0.997 0.988 0.855 38092 27 5125 1570
all no 1, com:cor 0.938 0.909 0.983 0.998 0.988 0.852 2722 4 364 111
all yes 1, com:cor 0.942 0.912 0.983 0.997 0.988 0.849 2717 3 365 116
all yes 25, com:cor 0.942 0.912 0.983 0.997 0.988 0.849 2717 3 365 116
Table 6.19.: The effect of different groupings of CNN classification results
to form the final classification on performance measures for a model of the
scratch_22 architecture. The aug column indicates whether data augmentation
was used for testing. The sample column splits the performance measures into
different classification sampling strategies. The number in the sample column
indicates how many augmented (or non-augmented) versions of each image were
used and the abbreviations after the comma show the grouping on the volume
level: com: centre of mass, sag : sagittal, cor : coronal, group:s+v : classification
label averaged grouped by subject and volume (possibly across augmentations).
Results are rounded to three digits and sorted by b-value using the b-value specific
model-independent performance rank see text).
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b sp95r H MCC AP AUROC
0 0.96 [0.95, 0.96] 0.90 [0.89, 0.90] 0.80 [0.79, 0.80] 0.959 [0.957, 0.962] 0.993 [0.993, 0.994]
400 0.9978 [0.9976, 0.9979] 0.992 [0.991, 0.993] 0.93 [0.92, 0.93] 0.9960 [0.9957, 0.9962] 0.9994 [0.9994, 0.9995]
1000 1.00 [0.99, 1.00] 0.960 [0.958, 0.961] 0.91 [0.90, 0.91] 0.9939 [0.9936, 0.9943] 0.9989 [0.9988, 0.9990]
2600 0.978 [0.977, 0.979] 0.92 [0.92, 0.93] 0.76 [0.75, 0.78] 0.931 [0.929, 0.933] 0.992 [0.992, 0.993]
all 0.988 [0.987, 0.988] 0.940 [0.939, 0.942] 0.85 [0.84, 0.85] 0.980 [0.979, 0.981] 0.9970 [0.9968, 0.9971]
Table 6.20.: Comparison of mean and 95% confidence intervals of 5 performance
metrics. Performance was evaluated for all sampling schemes listed in table 6.19
across 14 models of the architectures vgg16_22333 , scratch_2 , scratch_22 ,
scratch_223 , scratch_2233 , scratch_2233d , and scratch_2233d_noaug .
6.4.1.1. Metric selection
For model performance comparisons, it is helpful to find one or two representative met-
rics and testing schemes instead of discussing results such as table 6.19 across model
instances. For this purpose, a representative sample of 7 model architectures, trained
twice on 34 subjects yielding 14 different models was selected and analysed across test
sampling schemes with the goal of finding a combination of metric and test method that
is representative.
The selected architectures span the range from shallow neural networks (scratch_2)
to deeper networks (scratch_2233d) to the model (vgg16_22333) and deep networks
trained without data augmentation (scratch_2233d_noaug).
Comparing metric values Table 6.20 lists the mean performance values and 95% con-
fidence intervals of all 14 models evaluated across the 11 test sampling schemes listed in
table 6.19 for 5 performance measures: specificity at 95% recall (sp95r), Matthews cor-
relation coefficient (MCC), H measure, average precision (AP) and area under the ROC
(AUROC). Confidence intervals were calculated using the t-statistic and logit transform,
treating all models as independent.
The average performance values in table 6.20 differ across b-values presumably due
to varying classification performance but also due to b-value dependent degrees of class
imbalance and how each metric weights misclassification costs under these circumstances
(compare fig. 5.3). Also the relative spread of performance values across models and
testing scenarios for a given b-value is metric dependent. In general, AUROC and AP
require up to four digits of precision for reporting the 95% confidence intervals while
MCC CI values vary in the second digit. Furthermore, the performance ranking across
b-values is also metric-dependent. For instance, the classification of the b=0 slices has the
lowest H-value but MCC, AP and AUROC rank the 2600 shell performance significantly
worse than the b=0 performance.
Consensus between metrics If it is possible to assign specific costs to misclassification
of artefacts or non-artefacted data, one should chose a performance metric that takes
this into account [Hand, 2006]. However, it is not trivial to determine the effect motion
artefacted volumes have on any diffusion processing pipeline and its outcome. This
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cost likely depends on the number and quality of image data close by in q-space and
the robustness of the processing pipeline. Therefore, an approach could be to chose the
metric that ranks different models in a similar order as most other metrics. This assumes
the consensus between metrics being a proxy for true performance but also introduces a
stability in the results obtained - independent of the application’s true misclassification
cost.
I am not only interested in the agreement of what the best model is across metrics but
also in finding a metric that is representative for the task of ranking models. However,
selecting a metric based on the agreement with the consensus rank might be at the
expense of selecting a metric with lower sensitivity for model-selection evaluation. If most
metrics considered rank consistently, but differently, a single metric that is less sensitive
but happens to align better with the average ranking would, it appear as superior. If
a range of models perform at different levels, an ideal metric would rank them in that
order.
For instance, assume a set of models with performance ranks r = [1, 3, 4, 2], with 1
being the best performing model. If a given metric M yields the performance values
[0.7, 0.8, 0.9, 0.8] it could assign the ‘average’ ranking rM = [1, 2.5, 4, 2.5] or ‘minimum’
ranking rM = [1, 2, 4, 2]. The mean average distance (MAD) from the true ranking is
independent of the ranking scheme (1 in both cases). For comparison, a reversed order
between two consecutive models would yield a distance of 2. However, the consensus
rank is affected by the choice of ranking method and whether the mean or median across
models is used. I chose the median since stability is the criterion I am trying to assess,
and average ranking, as it keeps the sum across ranks constant.
Rankings of the N=14 models were calculated for each combination of b-value, test
sampling method, and test metric (H, AP, AUROC, sp95r and MCC). The consensus
ranking is defined as the median ranking across metrics. A representative metric has







abs(ri − rMi ) | b, test sample method
〉
b, test sample method
The highest agreement in model rank with the consensus when averaged over all b-values,
test augmentation and sample methods has AUROC (1.51), followed by AP (1.60), H
(1.74) and sp95r (1.77). MCC disagrees with the median rank far more often, on average
by 3.03 positions. sp95r produces tied performance values in 26% of rankings, followed
by AUROC with 2.4%, MCC with 1.8%, and H and AP with each 1.0% tied values on
average. Hence, sp95r is far less sensitive for ranking models.
Figure 6.9 shows the deviation of the model ranking for the 14 models split up by
b-values (columns) and metrics (rows). A boxplot with small width indicates strong
agreement of the metric with the consensus in the respective b-value and sampling sce-
nario. Small whiskers in presence of points with large (positive or negative) rank differ-
ence values indicate metric instability. In the case of MCC, the 25th and 75th percentile
(box edges) are large, showing that this metric ranks systematically differently than the
consensus. Rankings performed on the slice-level and using only the centre of mass
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slices show higher disagreement between metrics. Hence model selection based on those











































































Figure 6.9.: Difference between the consensus model ranking and the model
ranking using a single metric for ranking (columns). Model rankings are calculated
with fixed b-value and test sample for each metric independently. The consensus
rank for each model is the median rank across metrics.
6.4.1.2. Effect of test data sampling methods
So far, all comparisons were made with the 11 test sampling method combinations (test
image augmentation, groupings of slices, 25 repetitions using augmentations) kept fixed
and averaged over. However, those test data sampling methods give insights into the clas-
sifier and metric behaviours for different test domains. Analysing the model-independent
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performances under these different scenarios allows gaining insights into CNN classifier
performance and stability under different classification conditions:
Testing using all slices independently is a measure for average slice-wise performance.
Using only the central slice of the coronal projections (sample = com:cor) or that of
the sagittal projections (sample = com:sag) is a per-volume measure derived from single
slices. In contrast, averaging the classification outcome of all 14 slices per subject and
volume (sample = group:s+v) combines multiple points of view of the anatomy into a final
classification. The effect of augmenting the test images can be observed by comparing
classifier performance without augmentation, with augmentation on a single augmented
sample or with augmentation and 25 augmentation repeats for each slice.
Figure 6.10 shows the performance ranking of test sampling methods across models.
The sampling methods are ranked for each model and metric independently. Shown
is the median (top row) across metrics for all models. For b=0, the sagittal centre of
mass slice gives overall highest classification performance and is superior to the coronal
slice and the average across slices. For all other b-values, the test sampling using each
slice with classification results averaged across all slices yields the highest performance,
especially in the high b-value regime. Using 25 augmentations of all slices further im-
proves performance. These findings are also valid for the two models trained without
data augmentation (scratch_2233d_noaug , data not shown). The bottom row shows the
disagreement (MAD) between metrics on the ranking of each sampling method. The
metrics agree most on the ranking of the overall best performing method using test data
augmentation and 25 repetitions of each slice. In general, metrics agree more in the
scenario of averaging classifications across multiple slices (groups:s+v).
In contrast to threshold-based measures, the integral metrics H-measure, AUROC and
AP are designed to be more stable in the presence of changing test conditions. This is
apparent in the number of unique rankings these metrics assign to the same model tested
under 11 slightly different conditions. AUROC yields on average 4.9 distinct ranks, H-
measure 5.2 and average precision 5.6. This is in contrast to MCC and sp95r, which yield
6.6 and 7.2 ranks, respectively.
6.4.1.3. Conclusion
Specificity at 95% recall is sensitive to changes in test conditions but if they are controlled
for, agrees well with the consensus of the other metrics. AUROC, AP and H rank models
more consistently and are the least impacted by changes in test conditions. Rankings
based on MCC are the most distinct from rankings generated using the other metrics
and are slightly more sensitive to changes in test conditions than the integrative metrics.
H-measure agrees well with the consensus but uses an explicitly defined weighting of
misclassification cost that depends on the class imbalance. Model rankings produced
via the AUROC measure are the most representative and AUROC rankings are the least
sensitive to changes in test conditions. MCC is the most dissimilar from all other metrics.
Hence further discussions report H-measure, AUROC and MCC but use AUROC for
ranking models.
The non-augmented sagittal slice located in the centre of mass seems to be ideal for


































median across metrics b=0
5 10
rank
median across metrics b=400
5 10
rank
median across metrics b=1000
5 10
rank
median across metrics b=2600
5 10
rank
median across metrics b=all

































MAD across metrics b=0
0 1 2 3
rank
MAD across metrics b=400
0 1 2
rank
MAD across metrics b=1000
0 1 2 3
rank
MAD across metrics b=2600
0 1 2 3
rank
MAD across metrics b=all
Figure 6.10.: Performance rankings of different test data sampling methods
across 14 models. Top: Median rank across the metrics H, AP, AUROC, sp95r
and MCC. Bottom: Disagreement between metrics on the sampling rank (mean
average deviation).
classification in the absence of diffusion weighting and augmentation and the other slices
degrade classification performance. Classifier performance for the other shells is best
when classification labels are averaged across all coronal and sagittal slices. Further-
more performance can be improved by augmenting 25 versions of the test images. This
effectively simulates a pooling across slightly different classifiers because artefacts are
presented at different locations of the neural network and therefore processed differently.
For all further analysis I choose pooling classification labels of 25 augmentations across
all slices as it yields rankings that are similar for most metrics, indicating high general-
isability of rankings.
6.4.2. Data properties and training parameters
6.4.2.1. Training data size and augmentation
Training data size For models of the scratch_2233d architecture and models reusing
parts of the pre-trained VGG16 model, model performance increases consistently with
the number of training subjects (see table 6.21). Also the spread in performance between
different training runs decreases with increasing number of subjects.
While it is plausible that networks trained on fewer subjects are less consistent between
training runs, the difference of the spread in table 6.21 is likely biased by the lower sample
variability in the high subject regime. For models trained on fewer subjects, the training
subjects were selected randomly and therefore training runs show higher variability. The
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number of subjects AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
scratch_2233d
2 0.9976




all b0 b400 b1000 b2600
Table 6.21.: Effect of the size of the training data on classification performance
of models of the scratch_2233d architecture. Models were trained on 2, 15, 30
and 34 subjects. All numeric values correspond to the joint testing of all b-values
(b=all) for which the average and confidence intervals across 3 training runs are
shown. The performance for individual b-values is shown as their average across
training runs omitting error bars for clarity.
anatomical variability between training runs is drastically reduced in the case of 34
subjects as only 2 subjects’ role can be swapped between training and validation data.
The order of samples presented to the network was shuﬄed randomly before each epoch
and therefore each run, which leads to different model updates after each training batch
and hence different models even when trained on identical data. Sample selection bias
can only partially be accounted for by shuﬄing the training data before each run and a
fair comparison would require more training data or bootstrap resampling, which requires
training hundreds of models.
Augmentation All models were trained on multiple slices from each volume, which can
be viewed as a form of natural data augmentation that preserves the image characteristics
but varies image features. Slices from the same volume are not independent but they
likely provide additional information that shares the volume’s artefact characteristics.
Training image distortion further increases the effective size of the training data. The
goal is to augment training in ways that preserves the characteristics necessary for classi-
fication but offers additional information to the network. For instance, shifting the image
content can be used to learn models that are less dependent on the input image location
by learning feature representations at each input location - if the network parameter ca-
pacity allows it. However, if the variability in the training data is sufficient then there is
no need to augment the data. In that case artefacts caused by image augmentation can
degrade classification performance. This trade-off depends on the amount and quality of
training data, the problem characteristics, and the network’s properties. Image rotation,
for instance is a plausible augmentation for object detection but unlikely to help detect-
ing stripe artefacts that are always aligned with the pixel grid. For the latter application,
even regridding the images, which blurs fine textures and smooths edges could degrade
performance.
Table 6.22 lists the experiments performed to investigate the effect of training augmen-
tation on classifier performance for models of the scratch_2233d architecture, trained on
2 and 34 subjects. The training augmentation components investigated are: no augmen-
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tation, horizontal shift (hshift), horizontal and vertical shift (shift), horizontal flipping
(flip) and zooming. For computation resource reasons, not all combinations were tested.
The number of subjects impacts performance to a much higher extent than the aug-
mentation scheme. Across metrics, models trained without augmentation perform no
worse than models trained with full augmentation. Models trained on 34 and 2 training
subjects using hshift+flip+zoom image augmentation (the default) perform comparatively
consistently across training runs. The relative insensitivity to image augmentation can
be interpreted as a sign of an easy classification problem and the presence of sufficient
variability in the data [Perez, Wang, 2017].
In the case of 34 subjects, horizontal shifting without zooming or flipping, has the
highest AUROC value. This is the augmentation scheme that does not blur in axial
direction. In the case of 2 training subjects, hshift+flip+zoom yields the highest AUROC
value. Variability between training runs is too high to make definite statements, but this
suggests that zooming in combination with flipping is beneficial for small datasets, but
degrades performance in the full dataset likely due to blurring. Even the full training set
can profit from augmentation if it conserves texture characteristics perpendicular to the
(axial) plane direction.
6.4.2.2. The effect of class imbalance and remedies
Medical data is rarely balanced in the prevalence of the labels and indeed our dataset
contains only about 15% artefact positive labels. Furthermore, the number of volumes
in each b-value is very different, which results in an overall small number of artefacted
b=0 samples compared to artefacts in the other shells. If a classifier learns a b-value
independent criterion for artefacts then this within-class imbalance should not matter.
As discussed earlier, two easy to implement strategies that aim at improving classifier
performance in the presence of class imbalance are minority class oversampling and cost
function weighting based on class-prevalence.
During a training epoch, a neural network is presented with each training sample at
least once. In the case of oversampling the minority class5, an epoch contains multiple
versions of the minority class but each sample of the majority class once. It is plausible
that a network learns faster and better if it receives a balanced mix of positive and
negative examples. However, the minority samples are very similar repetitions of the
same data (or identical for non-augmented training) and might cause the network to
overfit to their specific characteristics and anatomy. Hence there might be a trade-off in
oversampling that depends on the data, the network and the classification problem.
Minority class oversampling could be implemented on the epoch-level, balancing the
overall number of samples from each class, or on the batch-level, which is used here,
mainly for programming convenience reasons but might have an impact on the custom
architecture due to its batch normalisation layers. I investigate the effect of no over-
5Using data-augmentation and training until convergence, the only differences between oversampling
the minority class and undersampling the majority class are the number of steps in each epoch and
how often each sample of the majority class is seen due to random selection in the undersampling
case.
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augmentation, 34 subjects AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
test augmentation
none 0.9979













all b0 b400 b1000 b2600
augmentation, 2 subjects AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
test augmentation
none 0.9975













all b0 b400 b1000 b2600
Table 6.22.: Effect of training augmentation methods on classification perfor-
mance of models of the scratch_2233d architecture trained on 34 subjects (top)
and trained on 2 subjects (bottom) evaluated without test image augmentation
and with shift+flip test augmentation. hshift stands for horizontal shift, shift for
both vertical and horizontal shift, flip for horizontal flipping (anatomical left-right
or anterior-posterior), and zoom for scaling the image. Results obtained using
test augmentation are very similar to those without test image augmentation.
The number of subjects impacts performance at a much higher degree than the
augmentation scheme.
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sampling (no bal), oversampling images of the minority label (l bal), and additionally
balancing b-values in each batch (l+b bal), which was the default for all other training
experiments.
Besides oversampling, up-weighting the cost (and parameter update) of the minority
class relative to the majority class, “incentivises” the network to focus on samples of
the minority class. This can be seen as a class-dependent regularisation of the step size,
increasing the step size for the minority and lowering it for the majority class. Depending
on the cost-landscape, a network could end up in the same or a very different cost-function
minumum.
Similar to sample weighting in logistic regression [King et al., 2001], I implemented





i=1 I(li = l)
(6.3)





i=1 I(li = l)I(bi = b)
(6.4)
Note that the vectors l and b contain all ground truth labels and b-values of a training
epoch. Hence, the weight is normalised on the epoch level. Random sampling from the
training data causes stochastic fluctuations of weight each batch carries. To regularise
potential overshooting due to high prevalence of rare samples in a batch, I implemented
a third weighting scheme that uses eq. (6.4) but normalises the weight in each batch to
sum to the batch size (l+b weight BN).
To sum up, all tested combinations of sampling and weighting are: no oversampling
or weighting (no bal), using oversampling of the minority label (l bal), additionally bal-
ancing b-value within-class imbalance (l+b bal), not oversampling but weighting by label
distribution (l weight), weighting by label and b-value distribution without regularisation
(l+b weight) and normalised on the batch-level (l+b weight BN). These methods were
tested on models of the architectures scratch_223 , scratch_2233d , and custom, each
trained 3 times.
The performance of models trained on non-balanced batches varied much more. Not
balancing the data yielded a high number of failed models: none of the 3 training attempts
was successful for the combinations scratch_223 with no bal, l weight and for custom with
no bal, l weight, no bal, l+b weight, or no bal, l+b weight BN. The custom architecture
was most unstable on unbalanced batches and produced only 2 useful models out of the
12 training attempts. This is likely related to the batch normalisation layers.
For the scratch_223 architecture, balancing labels and b-values is optimal, however
the other architectures performed equally well or better when trained on batches with
balanced labels or in the absence of balancing. However, only 1 out of 3 non-balanced
models were successfully trained for the custom and scratch_2233d architectures.
Not enough models using label weighting trained successfully to make detailed state-
ments about the different weighting methods. Of the 9 attempts, only 2 models trained
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sampling / weighting (n) AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
scratch_223
l+b bal (3) 0.9981
0.98 1 0.8 0.9 1 0 0.5 1
l bal (3) 0.9979
no bal (2) 0.9972
no bal, l+b weight (1) 0.9952
no bal, l+b weight BN (2) 0.9978
scratch_2233d
l+b bal (3) 0.9979
l bal (3) 0.9980
no bal (1) 0.9980
no bal, l+b weight (2) 0.9945
no bal, l+b weight BN (2) 0.9979
no bal, l weight (1) 0.9976
custom
l+b bal (3) 0.9982
l bal (3) 0.9982
no bal (1) 0.9982
no bal, l weight (1) 0.9981
all b0 b400 b1000 b2600
Table 6.23.: Effect of class imbalance remedies on classifier performance for
models of 3 different architecture. All models were trained on 3 time using differ-
ent training data but only the n models were used for the analysis as the others
did not achieve an AUROC greater than 0.8 on the validation set. The absence
of a combination means that none of the 3 models was trained successfully. Error
bars exceeding the plotted range are shown with dashed lines.
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successfully using label weighting. Label and b-value weighted training was more stable.
However, in all architectures, weighting decreases model performance compared to non-
weighted unbalanced training. Batch normalised weighting improves performance over
unnormalised weighting.
6.4.3. Network architectures and transfer learning
6.4.3.1. Depth, number of free parameters, filter dimensionality
The networks investigated are only a small subset of the networks used for computer vi-
sions and likely not representative to make general statements about the required number
of layers and network capacity. However, within the constraints of VGG-style networks,
a few general trends emerge.
Table 6.24 shows the performance of all models trained on the full dataset and using a
common training strategy sorted by the total number of trainable parameters and sorted
by the number of layers. Overall, the performance across architectures is very similar but
high-parametric models tend to be less stable. For the networks trained from scratch, a
total number of 7 or 10 convolution layers (scratch_223 , scratch_2233) is beneficial. The
scratch_2233 model performance can be improved slightly by quadrupling the number
of filters in the first layer, at the expense of training stability and drastic increase in
computation time.
The custom to custom5 architectures perform very similarly. Convolution filter shape
and size seem to matter very little. Again, the highest parametric model has the highest
training-run variability. All custom models achieve scores equal to or higher than any
VGG-like models trained from scratch.
Compared to the training method, the choice of architecture plays a minor role on
performance. The overall two best model architectures custom, with 54 thousand free
parameters, and vgg16_223nopool , which requires training 394 thousand parameters,
achieve an AUROC of 0.9982.
6.4.3.2. Transfer learning from pre-trained VGG16 network
The power of transfer learning is to reuse a pre-trained network to extract features learned
in a different domain. Hence, in the new domain, it provides a set of features without the
need for supervised learning. All the training data can be used to combine these features
to form a prediction, which makes transfer learning appealing for data-scarce domains.
Networks that reuse parts of the VGG16 network weights and has less than 8.5 thou-
sand parameters to recombine those features performed worse than the networks with
higher parameter count (see table 6.24). The worst-performing model is the network
that recycles the first convolution block of the VGG16 network (vgg16_2) and happens
to be the network with the least trainable parameters. However, this network also uses
global average pooling after only two convolution layers (see table 6.10). Hence, its re-
ceptive field is at most 5x5 and the final 3 classification layers do no have access to any
information about the location of the extracted feature vectors.
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model AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
sorted by # parameters
custom (54k) 0.9982













































all b0 b400 b1000 b2600
Table 6.24.: Performance of model architectures trained from scratch and using
transfer learning. All models were trained on 34 subjects with data augmentation.
Architectures are sorted by the number of trainable parameters (top half) and
by the number of fully connected layers (bottom half). 1 of the 3 models of
the scratch_2233 and scratch_2233d32 architectures failed to train and are
excluded from the plots.
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The best performing VGG16-derived network, vgg16_223nopool , reuses the first 3
blocks and retains the spatial information for the final classification. This model has
394 thousand trainable parameters but trains remarkable robustly without using regu-
larisation compared to models trained from scratch using much fewer parameters. The
vgg16_2233 model performs as well or better than any scratch* model, despite it hav-
ing only 8.5 thousand parameters. Overall, there is no benefit in fine-tuning the last
convolution block or reusing deeper convolution layers, unless all layers are fine-tuned
(vgg16_f22333). This is most beneficial for the b=0 shell but makes training very time-
consuming and model performance variable.
Hence, if computational resources are limited, it is best to reuse only 3 to 4 blocks.
This makes training and inference much faster and less memory demanding.
Table 6.25 compares the performance of models trained on 34 and on 2 subjects. Using
only 2 subjects, the full VGG16 network with re-trained last dense layers achieves the
best AUROC of 0.9978 and is the most stable of the models trained on 2 subjects. The
vgg16_22 network performs surprisingly well, given that is uses only 4 convolution layers
followed by spatial pooling. However, the network’s capability is limited as it barely
improves when trained on 34 instead of 2 subjects. Fine-tuning and training classifiers
on a higher spatially resolved feature map degrades performance presumably because the
training data can not support the high number of parameters.
6.4.3.3. Architecture versus augmentation ensembles
Pooling multiple decisions using test data augmentation improves model performance.
However, model architectures or instances could also be pooled to boost performance
[Freund, Schapire, 1997]. This technique is usually applied to “weak” learners that are
easy to train but, provided the compute resources, can also be applied to neural networks.
Provided that all classifications are better than chance, performance is expected to be
higher, the more dissimilar the classifiers are [Hastie, Friedman, Tibshirani, 2009a].
Table 6.26 shows a comparison of performance achieved by averaging predictions from
25 randomly chosen models of certain model architectures, evaluated on a single aug-
mentation (‘model ensemble’), and evaluated for each model independently but using 25
augmented test labels.
Models of each category were chosen randomly across training runs from all models
trained on 34 subjects and on all b-values using l+b bal sampling. For both ensem-
ble methods, the selected models were the same. For the model ensemble, confidence
intervals were calculated by sampling 25 different augmentations and in the augmen-
tation sampling, they represent the spread across models. Confidence intervals do not
account for the model selection variability. The custom* architecture ensemble has only
15, not 25, different models. Therefore, the custom* test augmentation ensemble was
also calculated using only 15 augmentations.
Except for the ensemble that consists only of scratch* models, performance evaluated
on all b-values for model ensembles is on par or higher than the average performance for
individual models using test augmentation. However, the variability in performance of
the model ensembles is higher for individual b-values.
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model / subjects AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
vgg16_2 (1.3k)
34 0.9976




























all b0 b400 b1000 b2600
Table 6.25.: Performance of transfer learning model architectures with last layers
trained from scratch using 34 and 2 subjects. The number of free parameters
(using random initialisation or initialised with the VGG16 weights in the case of
fine-tuned models) are shown in brackets.
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ensemble / architecture AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
model ensemble
custom* 0.9982
0.995 1 0.95 1 0.8 0.9 1
scratch* 0.9976
scratch* custom* 0.9981







scratch* custom* vgg16* 0.9979
scratch_223* 0.9980
vgg16* 0.9980
all b0 b400 b1000 b2600
Table 6.26.: Comparison of performance of model ensembles consisting of 25
models evaluated on one random augmentation each (top) with individual models
using ensembles of test augmentations (bottom).
6.4.4. b-value specific training: domain adaptation and within-class
structure
To investigate the within-class structure of the data, models of the scratch_2233d ar-
chitecture were trained on subsets of the b-value range. Table 6.27 lists the network
performance split by b-value for all models trained on 34 (top) and 2 (bottom) training
subjects.
The scratch_2233d model trained on the b=0, 400, and 1000 shells and all subjects
achieves the highest AUROC and H test score on the shells it was trained on, surpassing
the model trained on all data. This model performs surprisingly well on the b=2600
shell, where it has a higher AUROC than the model trained on all data but lower H
score and MCC. The best model on the b=2600 shell is the model that used only that
shell to train.
That a model that has not been trained on the highest shell performs relatively well
suggests that the networks have learned a feature representation that is robust across
b-value and therefore image contrast changes. Usually, training on more data is bene-
ficial for performance. However, including all shells in the training data decreases test
performance in the highest shell compared to the model trained only on the b=2600 shell.
Using all data is not beneficial or decreases test performance on the lower shells as well.
This suggests that the networks learn competing criteria for the lower and the highest
shell.
As diffusion weightings are interspersed within a scan (see section 6.3.1), if the move-
ment of a baby is independent on the b-value of the volume, and if motion affects the
image quality of all b-values equally, then the ratio of good to bad volumes should be
equal for all b-values. Under these assumptions, the training and test data are biased:
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91.3% of the b=2600 volumes are labelled as usable volumes, but only 88.1%, 86.4% and
86.1% of the b=0, 400 and 1000 shells are ‘acceptable’ by my standards. For the second
observer, the ratios are similarly skewed, albeit with overall slightly more lenient criteria.
The scratch_2233d network labelled 82.4%, 85.9%, 83.9% and 82.9% of the test set
volumes as usable. Overall, the network tends to reject more volumes in any b-value,
especially in the b=0 and b=2600 shell. The network trained only on the b=0 shell
has the same low acceptance ratio for that shell. Lacking definite ground truth labels,
it is not possible to prove that the networks have learned a less biased criterion but it
seems plausible: human observers know that b=0 samples are essential for distortion
correction and motion artefacts are likely to “average out” on that shell due to the lack
of diffusion weighting. The reduced acceptance rate in the b=0 classifications compared
to the average classification acceptance rate might be caused by spin history artefacts,
which can manifest as stripe-patterns in the sagittal and coronal projections and are most
visible in the b=0 shell. This is in line with the observation that the scratch_22333d
network has learned to focus its “attention” on the edge of the brain in the b=0 shell (see
section 6.7.2.2) but uses the full brain and parts of the reconstruction mask in the lower
shells.
The network trained on the b=2600 shell has an acceptance rate of 87.5% in that
shell, indicating that it is possible for the networks to better adjust to the human rating
criterion but this rate goes down to 86.8% for the network trained on all data and even
further down to 82.9% for the network trained on the 3 lower shells, which have on average
86.4% good volumes. Also, the performance on the b=2600 shell seems to be independent
of the number of parameters (see table 6.24). Hence it is not the lack of network capacity
that is limiting learning a good representation. The performance of scratch_2233 on the
b=0 and b=2600 shells is lower than for the models trained with dropout regularisation.
This is reversed (using the AUROC) for the other shells. Lacking definite ground truth,
it is left to the reader to speculate, whether dropout regularisation leads to learning
more representative features or to decreased performance due to over-reliance on more
distributed features.
When trained on only 2 subjects, performing b-value specific training or a combina-
tion of the lower 3 shells produces 9 best results across AUROC, H-measure and MCC
measures. The model trained on all b-values performs best on the b=400 shell according
to the AUROC and H-measure scores. However, the models trained on 2 subjects are
not capable of adjusting from the lower to highest b-value regime. Hence, by increasing
the training data from 2 to 34 subjects, the networks learned a qualitatively different,
more general feature extraction.
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trained on tested on AUROC H MCC FP
34 subjects
all 0 0.995 [0.994, 0.996] 0.914 [0.905, 0.922] 0.801 [0.727, 0.859] 12 [10, 14]
0 400 1000 0 0.996 [0.993, 0.997] 0.918 [0.895, 0.936] 0.795 [0.761, 0.826] 12 [11, 13]
0 0 0.994 [0.986, 0.997] 0.909 [0.870, 0.938] 0.799 [0.779, 0.818] 12 [11, 12]
all 400 1.000 [0.999, 1.000] 0.995 [0.985, 0.998] 0.924 [0.789, 0.975] 15 [9, 23]
400 400 1.000 [0.999, 1.000] 0.996 [0.988, 0.998] 0.925 [0.687, 0.986] 15 [6, 23]
0 400 1000 400 1.000 [0.999, 1.000] 0.99653 0.942 [0.927, 0.954] 10 [9, 11]
all 1000 0.9994 [0.9993, 0.9994] 0.966 [0.965, 0.968] 0.901 [0.812, 0.951] 26 [20, 36]
0 400 1000 1000 0.9994 [0.9994, 0.9995] 0.967 [0.965, 0.969] 0.919 [0.900, 0.935] 20 [17, 22]
1000 1000 0.9992 [0.9992, 0.9993] 0.966 [0.959, 0.971] 0.925 [0.840, 0.967] 19 [14, 28]
all 2600 0.994 [0.994, 0.995] 0.947 [0.943, 0.950] 0.783 [0.694, 0.851] 63 [50, 74]
2600 2600 0.9952 [0.9950, 0.9954] 0.954 [0.948, 0.959] 0.810 [0.724, 0.874] 53 [44, 66]
0 400 1000 2600 0.995 [0.992, 0.996] 0.939 [0.923, 0.951] 0.678 [0.570, 0.770] 115 [90, 138]
1000 2600 0.992 [0.988, 0.995] 0.917 [0.879, 0.944] 0.590 [0.180, 0.904] 213 [91, 424]
all 0 400 1000 0.9993 [0.9992, 0.9994] 0.965 [0.963, 0.968] 0.897 [0.798, 0.951] 53 [39, 73]
0 400 1000 0 400 1000 0.9993 [0.9991, 0.9995] 0.967 [0.964, 0.970] 0.912 [0.898, 0.925] 42 [38, 45]
all all 0.9979 [0.9978, 0.9981] 0.953 [0.948, 0.958] 0.854 [0.773, 0.910] 116 [89, 139]
0 400 1000 all 0.9980 [0.9974, 0.9985] 0.949 [0.938, 0.958] 0.814 [0.747, 0.866] 157 [128, 181]
2 subjects
all 0 0.992 [0.979, 0.997] 0.902 [0.882, 0.919] 0.791 [0.654, 0.883] 13 [9, 16]
0 400 1000 0 0.993 [0.986, 0.996] 0.897 [0.867, 0.921] 0.802 [0.704, 0.873] 10 [9, 12]
0 0 0.993 [0.965, 0.999] 0.917 [0.716, 0.980] 0.775 [0.724, 0.819] 12 [10, 15]
all 400 1.000 [0.999, 1.000] 0.99653 0.927 [0.858, 0.963] 13 [10, 18]
0 400 1000 400 1.000 [0.999, 1.000] 0.996 [0.988, 0.998] 0.948 [0.913, 0.970] 9 [7, 11]
400 400 0.999 [0.999, 1.000] 0.987 [0.976, 0.993] 0.937 [0.784, 0.984] 12 [7, 21]
all 1000 0.9992 [0.9991, 0.9993] 0.965 [0.954, 0.973] 0.892 [0.829, 0.933] 29 [22, 32]
0 400 1000 1000 0.9993 [0.9993, 0.9994] 0.970 [0.969, 0.972] 0.907 [0.893, 0.920] 24 [22, 25]
1000 1000 0.9989 [0.9989, 0.9990] 0.961 [0.959, 0.962] 0.928 [0.884, 0.956] 16 [11, 21]
all 2600 0.994 [0.994, 0.995] 0.942 [0.922, 0.956] 0.742 [0.448, 0.911] 88 [44, 131]
2600 2600 0.994 [0.989, 0.996] 0.935 [0.897, 0.960] 0.802 [0.577, 0.923] 60 [38, 94]
0 400 1000 2600 0.987 [0.963, 0.996] 0.880 [0.792, 0.934] 0.000 [0.000, 1.000] 836 [85, 1242]
1000 2600 0.985 [0.932, 0.997] 0.865 [0.614, 0.963] 0.000 [0.000, 1.000] 836 [23, 1242]
all 0 400 1000 0.9990 [0.9989, 0.9992] 0.962 [0.959, 0.964] 0.891 [0.847, 0.924] 55 [45, 60]
0 400 1000 0 400 1000 0.9990 [0.9984, 0.9994] 0.964 [0.952, 0.973] 0.910 [0.892, 0.925] 43 [40, 47]
all all 0.998 [0.997, 0.998] 0.947 [0.943, 0.951] 0.832 [0.664, 0.926] 142 [89, 191]
0 400 1000 all 0.993 [0.979, 0.998] 0.907 [0.866, 0.937] 0.536 [0.045, 0.966] 879 [127, 1289]
Table 6.27.: Comparison of classifier performance of scratch_2233d models
trained on all b-values to models trained on a subset of the b-values. The table
is split into two parts, the top half showing data for 34 training subjects, the
bottom half for 2 training subjects. Performance analysis is split by b-value using
the b-values the respective models were trained on. For models trained on the
lower 3 shells results are also shown for the b=2600 shell. All models trained
on 34 subjects had at most 2 false negative volumes. The highest false negative
number of 9 occurred for a single model trained on 2 subjects’ b=1000 data and
tested on b=2600. The best average performance values in each test b-value
scenario are highlighted in bold, ties are left in light.
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6.4.5. Comparison to human inter- and intra-operator variability
Inter- and intra-operator variability can be used to compare the network’s performance
with human performance. The ground truth labels for all evaluations are defined as the
first annotations of the intra-operator comparison, which were generated in the same
time-frame and by the same person as the training labels.
Using models that perform best on the test set for comparison with human inter-
operator and intra-operator variability would bias the comparison as both data sets
contain the same test data. Therefore, an ensemble of models, as a best guess of high
performing networks, was defined upfront, prior to training and architecture analysis on
the test set. An ensemble of models likely performs equally or better than a randomly
chose single model as the sum of weak learners boosts performance if they have different
strengths and weaknesses (boosting) and hedges the risk of choosing a poor performing
model. The ensemble denoted as VGGs consists of two randomly selected models of
the architectures scratch_22 , scratch_223 , scratch_2233 , and vgg16_22333 , all trained
on 34 subjects using balanced training. Human performance is compared to that of
the ensemble average vote of all 8 models on 25 test augmentations of all slices and
orientations.
Averaging the results of multiple slices was a likely candidate for higher consistency
[Kelly et al., 2017] but to reiterate, the ensemble was defined prior to knowing the
individual model’s generalisation performance other than on the small validation set and
blinded to the effect of training and test-augmentation strategies other than by proxy to
related research [Valle et al., 2017].
b variability H H∨ AP AUROC sp95r MCC TN FN TP FP
0 intra 1 1 1 1 1 1 67 0 9 0
0 inter 1 1 1 1 1 1 68 0 8 0
0 VGGs at intra 1 1 1 1 1 1 67 0 9 0
0 VGGs at inter 1 1 1 1 1 1 68 0 8 0
400 intra 0.99 0.976 0.964 0.998 1 0.98 216 0 27 1
400 inter 1 1 1 1 1 1 211 0 21 0
400 VGGs at intra 1 1 1 1 1 0.942 214 0 27 3
400 VGGs at inter 1 1 1 1 1 1 211 0 21 0
1000 intra 1 1 1 1 1 1 308 0 33 0
1000 inter 1 1 1 1 1 1 297 0 31 0
1000 VGGs at intra 1 1 1 1 1 1 308 0 33 0
1000 VGGs at inter 1 1 1 1 1 1 297 0 31 0
2600 intra 0.963 0.819 0.742 0.991 0.999 0.854 462 0 23 8
2600 inter 0.963 0.838 0.767 0.992 0.999 0.868 406 0 23 7
2600 VGGs at intra 0.986 0.93 0.949 0.998 0.994 0.788 457 0 23 13
2600 VGGs at inter 0.984 0.93 0.953 0.998 0.993 0.884 407 0 23 6
all intra 0.982 0.942 0.911 0.996 1 0.95 1053 0 92 9
all inter 0.985 0.95 0.922 0.996 1 0.957 982 0 83 7
all VGGs at intra 0.994 0.981 0.995 1 0.997 0.916 1046 0 92 16
all VGGs at inter 0.994 0.979 0.996 1 0.998 0.963 983 0 83 6
Table 6.28.: Inter-operator and intra-operator variability on the performance
of outlier volume detection compared to an ensemble of neural networks. For
each variability setting, test volumes that either of the raters deemed ambiguous
were disregarded. M∨ stands for the H-measure evaluated on the dual problem
of detecting good volumes.
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However, human raters had the freedom to rate volumes as ambiguous with the aim of
boosting training label quality. This impedes direct comparison of binary classification
performance. Best inter- and intra-operator performance is expected on the agreement
of volumes that were labelled as ‘keep’ or ‘reject’ in each session. Table 6.28 lists the
performance evaluated on two subsets of the test data: excluding test samples where
any labels of the intra-operator annotations (‘VGGs at intra’) or where any of the inter-
operator labels contained ‘borderline’ cases (‘VGGs at inter’). Note that the overlap in
volumes not labelled as borderline is different in the intra- and inter-operator setting.
Hence, test set imbalances differ slightly, and performance values in table 6.28, other
than AUROC, can not be compared directly across test settings. Also note that human
labels are binary, whereas VGGs labels are floating point values. As shown in section 5.3,
this biases AP values towards higher human performance values.
Network, intra- and inter-operator performance are perfect on the b=0 and b=1000
shell. In the b=400 data, inter-operator variablity and the network assessed on the
same data are perfect but the intra-operator performance is lower: one false positive
on the human side and 3 false positives on the network’s side. The intra-operator test
set contains 12 more volumes, hinting at the inclusion of less clear cases than in the
inter-operator test set. The highest disagreement occurs on the b=2600 shell but none
of the raters or network ensemble have an AUROC below 0.99. The network ensemble
yields a higher number of false positives in comparison with the intra-rater performance
and exceeds inter-rater performance. Across all b-values, the network ensemble performs
better than the level of human inter-operator agreement and achieves an AUROC above
0.999. In other words, across all b-values, the probability that the network ensemble
correctly ranks a pair of volumes that both raters or the same rater labelled twice as
good and reject is above 99.9%.
To assess the performance on all data, human ratings can retrospectively be trans-
formed into binary labels by assigning borderline cases to either category. Assuming
confidence in the pre-processing pipeline, table 6.29 lists results if borderline labels are
assigned to the ‘keep’ category. However, borderline cases are assigned a value of just
below 0.5 (0.5-10−10) to retain the information about label rank between reject, bor-
derline and accept. This does not change sp95r, MCC or the confusion table quantities.
However, compared to assigning binary labels, using a rank-preserving value can improve
AUROC, H and AP values of inter- and intra-rater performance if the borderline labels
are assigned consistently.
On all b-values and when assessed across b-values, the network ensemble is more
consistent in ranking image quality than the two operators and achieves a higher AUROC
than the repeated annotation of the same operator. If thresholded at 0.5, the networks
tend to be more conservative (higher false positive rate) than humans. However, despite
not been trained on borderline cases, the network ensemble is able to rank images more
reliably than human performance.
Model performance is very similar across architectures and model pooling does not
show benefits on the small test dataset labelled twice (see table 6.30). However, results
on the 4 subjects labelled by two operators suggest that, if calibrated with a – possibly
b-value specific – threshold, the network ensemble outperforms human raters. This is
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architecture / human AUROC AUROC ± 95% CI H ± 95% CI MCC ± 95% CI
Incl. borderline cases
custom* 0.9994






all b0 b400 b1000 b2600
Table 6.30.: Intra and inter-operator performance compared to neural network
performances of 25 different models randomly chosen from single or multiple
architectures. The test data (4 subjects) uses also borderline cases, which are
retrospectively labelled as ‘keep’: 0.5 − 10−10. Models are evaluated using 25
augmentations, points and error bars indicate average performance across models.
remarkable as, contrary to human observers, the classifier did not utilise the temporal
information, which carries valuable information about motion. Also, they use a simple
label averaging procedure to combine labels performed as independent predictions instead
of having access to the 3D volume to form a joint decision.
b variability H H∨ AP AUROC sp95r MCC TN FN TP FP
0 intra 0.946 0.929 0.983 0.999 0.986 0.942 69 1 9 0
0 inter 0.97 0.941 0.982 0.999 0.996 0.882 69 2 8 0
0 VGGs 0.97 0.951 0.991 0.999 0.986 0.947 68 0 10 1
400 intra 0.973 0.952 0.962 0.997 1 0.96 218 1 27 1
400 inter 0.925 0.871 0.944 0.995 0.993 0.853 219 7 21 0
400 VGGs 1 1 1 1 1 0.927 215 0 28 4
1000 intra 0.987 0.98 0.998 1 1 0.984 310 1 33 0
1000 inter 0.933 0.923 0.976 0.998 0.976 0.95 310 3 31 0
1000 VGGs 1 1 1 1 1 0.969 308 0 34 2
2600 intra 0.946 0.793 0.739 0.991 1 0.835 466 1 23 8
2600 inter 0.921 0.802 0.746 0.99 1 0.849 467 1 23 7
2600 VGGs 0.986 0.933 0.95 0.998 0.994 0.761 458 0 24 16
all intra 0.963 0.914 0.908 0.995 1 0.928 1063 4 92 9
all inter 0.873 0.831 0.867 0.991 0.965 0.884 1065 13 83 7
all VGGs 0.983 0.971 0.993 0.999 0.997 0.888 1049 0 96 23
Table 6.29.: Inter-operator and intra-operator variability compared to an en-
semble of neural networks. In contrast to table 6.28, all cases that raters deemed
borderline labelled as 0.5 − 10−10, which marks ambiguous volumes as usable
volumes in binary classification but preserves the ranking with respect to accept
and reject. Note that all test settings share the same data, performance values
are therefore directly comparable.
6.5. Conclusions
Neural network architecture search is typically performed manually due to the large
search space with non-continuous and conditionally-dependent variables [Elsken, Metzen,
Hutter, 2017] and hyper-parameter are selected via cross-validation. However, recent
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work showed that the search for optimal network design of vision architectures can be
automated by algorithms that are designed to optimise learning [Andrychowicz et al.,
2016; Perez, Wang, 2017] or to design performant and efficient network architectures
[Zoph et al., 2017]. Given sufficient compute resources (months to years of GPU time
[Elsken, Metzen, Hutter, 2017]) and if model performance is the primary goal, then
automated architecture search and training optimisation are likely to yield the best results
[Zoph, Le, 2016; Real et al., 2017; Liu et al., 2017; Jaderberg et al., 2017; Andrychowicz
et al., 2016].
However, by exploring model and data parameters such as data sampling and grouping,
it is possible to learn about the structure of the data through training a number of neural
networks and analysing how those models perform under these conditions. Contrary to
the notion of “black-boxes”, once a network is trained - or even during training - it can
be used to gain information about the structure of the data. See section 6.7.2 for an
exemplary “dissection” of spatial saliency maps of intermediate feature representations
and importance maps of areas that contribute the most to the class decision.
More important than the model architecture is the size of the training dataset and the
training method. Class imbalance reduces generalisation performance and hinders ro-
bust learning. Minority class oversampling improves performance and stabilises training.
Cost-weighting decreases performance. Averaging classifications of multiple transformed
test images improves model performance and yields more reliable model rankings, helpful
for model selection and their application.
An ensemble of networks is perfectly capable of replacing the human annotators and
can improve label consistency even when trained on human-generated labels. For the
b=2600 shell, an ensemble of networks performs better in ranking image quality (ta-
ble 6.29) and individual models, especially when trained on the lower 3 shells, yield rates
of motion corrupted volumes that are more consistent with the other shells than that of
the data they were trained on. This hints at a performance that is above the human level
if applied to data with the same characteristics the networks were trained on. The model
ensemble was able to cope with a concept drift (functional relation change) from learning
to classify volumes that human raters were confident to label, to rating borderline cases
at super-human performance.
Progress in classification algorithms due to more sophisticated models might be coun-
teracted by their higher volatility to changing environments that hasn’t been taken into
account [Hand, 2006], for instance due to the selection of the dataset [Torralba, Efros,
2011]. Hence, generalisation performance has to be tested on other cohorts with data
acquired using different sequence parameters and on different scanner hardware. How-
ever, the relatively high performance of models trained on a small number of subjects,
either from scratch or reusing weights of the pre-trained VGG16 network, suggests that
it is possible to transfer the models from the dHCP cohort to a new cohort using a small
number of training samples for fine-tuning.
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6.6. Appendix: model architectures trained from scratch
Table 6.31.: scratch_2
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Flatten (12544,) 0
6 Dense relu (8,) 100360
7 Dense relu (8,) 72
8 Dense sigmoid (2,) 18
Table 6.32.: scratch_22
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Conv2D 3x3 relu (32, 49, 16) 1168
6 Conv2D 3x3 relu (32, 49, 16) 2320
7 MaxPooling2D 2x2 (16, 24, 16) 0
8 Flatten (6144,) 0
9 Dense relu (8,) 49160
10 Dense relu (8,) 72
11 Dense sigmoid (2,) 18
Table 6.33.: scratch_223
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Conv2D 3x3 relu (32, 49, 16) 1168
6 Conv2D 3x3 relu (32, 49, 16) 2320
7 MaxPooling2D 2x2 (16, 24, 16) 0
8 Conv2D 3x3 relu (16, 24, 32) 4640
9 Conv2D 3x3 relu (16, 24, 32) 9248
10 Conv2D 3x3 relu (16, 24, 32) 9248
11 MaxPooling2D 2x2 (8, 12, 32) 0
12 Flatten (3072,) 0
13 Dense relu (8,) 24584
14 Dense relu (8,) 72
15 Dense sigmoid (2,) 18
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Table 6.34.: scratch_2233
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Conv2D 3x3 relu (32, 49, 16) 1168
6 Conv2D 3x3 relu (32, 49, 16) 2320
7 MaxPooling2D 2x2 (16, 24, 16) 0
8 Conv2D 3x3 relu (16, 24, 32) 4640
9 Conv2D 3x3 relu (16, 24, 32) 9248
10 Conv2D 3x3 relu (16, 24, 32) 9248
11 MaxPooling2D 2x2 (8, 12, 32) 0
12 Conv2D 3x3 relu (8, 12, 64) 18496
13 Conv2D 3x3 relu (8, 12, 64) 36928
14 Conv2D 3x3 relu (8, 12, 64) 36928
15 MaxPooling2D 2x2 (4, 6, 64) 0
16 Flatten (1536,) 0
17 Dense relu (8,) 12296
18 Dense relu (8,) 72
19 Dense sigmoid (2,) 18
Table 6.35.: scratch_2233d
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Conv2D 3x3 relu (32, 49, 16) 1168
6 Conv2D 3x3 relu (32, 49, 16) 2320
7 MaxPooling2D 2x2 (16, 24, 16) 0
8 Conv2D 3x3 relu (16, 24, 32) 4640
9 Conv2D 3x3 relu (16, 24, 32) 9248
10 Conv2D 3x3 relu (16, 24, 32) 9248
11 MaxPooling2D 2x2 (8, 12, 32) 0
12 Dropout (p=0.2) (8, 12, 32) 0
13 Conv2D 3x3 relu (8, 12, 64) 18496
14 Conv2D 3x3 relu (8, 12, 64) 36928
15 Conv2D 3x3 relu (8, 12, 64) 36928
16 MaxPooling2D 2x2 (4, 6, 64) 0
17 Dropout (p=0.5) (4, 6, 64) 0
18 Flatten (1536,) 0
19 Dense relu (8,) 12296
20 Dense relu (8,) 72
21 Dropout (p=0.5) (8,) 0
22 Dense sigmoid (2,) 18
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Table 6.36.: scratch_22333d
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 8) 80
3 Conv2D 3x3 relu (64, 99, 8) 584
4 MaxPooling2D 2x2 (32, 49, 8) 0
5 Dropout (p=0.2) (32, 49, 8) 0
6 Conv2D 3x3 relu (32, 49, 16) 1168
7 Conv2D 3x3 relu (32, 49, 16) 2320
8 MaxPooling2D 2x2 (16, 24, 16) 0
9 Dropout (p=0.2) (16, 24, 16) 0
10 Conv2D 3x3 relu (16, 24, 32) 4640
11 Conv2D 3x3 relu (16, 24, 32) 9248
12 Conv2D 3x3 relu (16, 24, 32) 9248
13 MaxPooling2D 2x2 (8, 12, 32) 0
14 Dropout (p=0.2) (8, 12, 32) 0
15 Conv2D 3x3 relu (8, 12, 64) 18496
16 Conv2D 3x3 relu (8, 12, 64) 36928
17 Conv2D 3x3 relu (8, 12, 64) 36928
18 MaxPooling2D 2x2 (4, 6, 64) 0
19 Dropout (p=0.2) (4, 6, 64) 0
20 Conv2D 3x3 relu (4, 6, 128) 73856
21 Conv2D 3x3 relu (4, 6, 128) 147584
22 Conv2D 3x3 relu (4, 6, 128) 147584
23 MaxPooling2D 2x2 (2, 3, 128) 0
24 Dropout (p=0.5) (2, 3, 128) 0
25 Flatten (768,) 0
26 Dense relu (8,) 6152
27 Dense relu (8,) 72
28 Dropout (p=0.5) (8,) 0
29 Dense sigmoid (2,) 18
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Table 6.37.: scratch_2233d32
name activation output shape parameters
1 InputLayer (64, 99, 1) 0
2 Conv2D 3x3 relu (64, 99, 32) 320
3 Conv2D 3x3 relu (64, 99, 32) 9248
4 MaxPooling2D 2x2 (32, 49, 32) 0
5 Conv2D 3x3 relu (32, 49, 64) 18496
6 Conv2D 3x3 relu (32, 49, 64) 36928
7 MaxPooling2D 2x2 (16, 24, 64) 0
8 Conv2D 3x3 relu (16, 24, 128) 73856
9 Conv2D 3x3 relu (16, 24, 128) 147584
10 Conv2D 3x3 relu (16, 24, 128) 147584
11 MaxPooling2D 2x2 (8, 12, 128) 0
12 Dropout (p=0.2) (8, 12, 128) 0
13 Conv2D 3x3 relu (8, 12, 256) 295168
14 Conv2D 3x3 relu (8, 12, 256) 590080
15 Conv2D 3x3 relu (8, 12, 256) 590080
16 MaxPooling2D 2x2 (4, 6, 256) 0
17 Dropout (p=0.5) (4, 6, 256) 0
18 Flatten (6144,) 0
19 Dense relu (8,) 49160
20 Dense relu (8,) 72
21 Dropout (p=0.5) (8,) 0
22 Dense sigmoid (2,) 18
6.7. Appendix: Looking under the hood of the
scratch_22333d architecture
It can be illustrative to understand what aspects of the input data contribute most to
a classification algorithm’s decision. There are techniques to investigate what affects
a general classification algorithm’s decision [Baehrens et al., 2010] but recent work on
deep neural networks focuses on extracting feature maps using the layer structure of
the network or on generating inputs to the network that maximise a neuron’s response
(activation maximisation). Note that inspecting the activation of single hidden units in
a deep neural network is not necessarily informative [Szegedy et al., 2013] as information
is spread across units and layers in the network.
Starting from the last layer, one can employ dimensionality reduction techniques such
as PCA or t-SNE to visualise a low dimensional representation of the extracted features
that are fed to the final classification layer (see [Kelly et al., 2017]). This can give hints
about the granularity of the features extracted from the data but becomes less useful for
high dimensional outputs (many classes) or intermediate layers. On the input side of the
network, one can plot the convolution filters and corresponding weights to get an idea of
whether the network contains redundant or “dead” filters. However, human vision and the
way deep neural networks perceive images can be very different [Nguyen, Yosinski, Clune,
2014] making interpretation of individual filters or projections of activations tricky. Also,
both of those methods are not spatially resolved and provide little information on the
network’s inner working.
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Research on how to visualise features and properties of a neural network in a meaningful
way is still in its infancy and often not reproducible [Kindermans et al., 2017]. See [Olah,
Mordvintsev, Schubert, 2017] for examples and an introduction into feature visualization
in neural networks. Early work in [Zeiler, Fergus, 2013] used a mirrored “deconvolution”
network derived from the learned network that allows to trace the contribution to a
classification outcome by reverting each convolution, pooling and activation operation in
the original network.
I chose the VGG architecture for its structural simplicity. While the learning process
of neural networks is very different from human learning and therefore not particularly
intuitive, it is possible to use the trained network to investigate how it processes the
image in the early layers. This gives an idea about what kind of low-level features are
useful for separating the classes. All images below are from a single network of the 16
layer scratch_22333d architecture (see table 6.36).
Figure 6.11.: One good and one rejected sample image of the b=400 shell.
The 8 convolution kernels of the first convolution layer are:






For comparison, the convolution kernels of the original VGG16 model are:
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The following images display the feature maps that the first convolution and pooling
layers of a scratch_22333d network produce when they are presented with the acceptable
(odd columns) and the rejected (even columns) b=400 images shown above. Early feature
maps (see maps after layer 1) resemble edge detector filtered images with different filter
directions and strengths. Feature maps of following layers recombine and process these
to produce feature maps that seem to highlight horizontal stripes to varying degrees and
varying selectivity of their vertical extent (see maps after layer 2), perform background
suppression or amplification and extraction of the inferior pial surface. Later layers (see
after layer 6) have less clear image characteristics but show a separation of both images
in terms of average activation (intensity), which is close to the final goal of using a single
threshold to separate both images.
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Figure 6.14.: after layer 1
Figure 6.15.: after layer 2
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Figure 6.16.: after layer 3
Figure 6.17.: after layer 4
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Figure 6.18.: after layer 5
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Figure 6.19.: after layer 6
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6.7.2. Saliency maps
Furthermore, it is possible to rank input areas by their contribution to the activation of a
unit in the network. Creating spatial importance (“saliency”) maps [Simonyan, Vedaldi,
Zisserman, 2013], requires inverting the information flow (de-convolution, de-pooling and
inverting the nonlinearities) and calculating the input layer’s Jacobian with respect to
the unit’s activation. There exist multiple techniques that produce different results. The
images below use a method geared towards rectified linear units that propagates only
gradients that contribute positively to the activation. The implementation is taken from
[Kotikalapudi, contributors, 2017].
Figure 6.20.: The randomly selected input data for generating saliency maps.
b=0p x b=400p x b=1000p x b=2600p x
The images show pixels that are most important for the activation of 7 units in the last
convolution layer of block 2 (after 4 convolution layers) and for the final classification
in hot colours. The final layer’s sigmoid activation was replaced by a linear function.
After the first 4 convolution layers, the networks reacts most strongly to horizontal edges
with large contrast. At this level, the network does not seem to place an emphasis on
dark bands wider than one or two slices (see fig. 6.21). Also, the units have a degree
of overlap in their activations indicating that the network has more capacity at this
stage than required. Interestingly, the network seems to have learned to mask the brain
images, consistent for different brain positions and some filters focus on the edge of the
reconstruction mask fig. 6.23. Mostly for coronal slices, units at this depth react to
patterns at the edge of the field of view. This happens at a much lesser degree in sagittal
slices. Some filters appear to be less discriminative on the b=0 shell (fig. 6.26) than
others (fig. 6.27).
The activations at the very end of the network (fig. 6.28) indicate that the network
bases its decision that a volume is acceptable on the majority of the image surface. For
outlier volumes, the network reacts most strongly to features at the interface between
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brain and background for b=0 images. This changes for higher b-values, where horizontal
stripe patterns and “hot spots” located in the brain contribute to a higher degree to the
decision.
6.7.2.1. Block 2
Figure 6.21.: saliency map: block 2, filter 1
Figure 6.22.: saliency map: block 2, filter 2
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Figure 6.23.: saliency map: block 2, filter 3
Figure 6.24.: saliency map: block 2, filter 4
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Figure 6.25.: saliency map: block 2, filter 5
Figure 6.26.: saliency map: block 2, filter 6
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Figure 6.27.: saliency map: block 2, filter 7
6.7.2.2. Final layer
Figure 6.28.: Saliency map of the activation of the last layer.
Chapter 7
Diffusion tensor estimates in the context
of changing myelin volume fractions
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7.1. Introduction
In this chapter I perform Monte Carlo simulation experiments of white matter that
undergoes a change in myelin content and investigate the effect of changes in relative
volume fraction of intra- and extra-axonal space on diffusion tensor indices and fractional
anisotropy. This is motivated by the geometrical necessity that a change in myelination
of the neonatal brain during development and during demyelination of diseased white
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matter is likely to be accompanied by relative changes in tissue compartment volume
fractions, and that these may in themselves fully explain the changes observed in these
pathologies.
The ratio of the inner axon radius (excluding myelin) to the outer radius including the
myelin sheath is called the g-ratio [Rushton, 1951] and changes in the normal developing
brain until adulthood [Sherman, Brophy, 2005; Dean III et al., 2016]. For instance,
developing human axons in muscle nerves increase in radius up to 5 years of age, while
the growth of the myelin sheath surrounding the axons can go on for more than ten
years after that [Schröder, Bohl, Bardeleben, 1988]. Decreased g-ratio in cerebral white
matter is associated with learning [Fields, 2008] and gives insights into sex-dependent
maturation processes during adolescence [Perrin et al., 2009]. At birth, the majority of
brain tissue is not myelinated (see fig. 2.1). The cerebellum myelinates early and has a
g-ratio of about 0.93 at birth, which falls slowly until adulthood to 0.9 [Dean III et al.,
2016]. In the corpus callosum and the corona radiata, the g-ratio drops rapidly from 1.0
at birth to below 0.9 in the first year of life [Dean III et al., 2016].
Starting at 20 year or possibly earlier, the g-ratio increases slowly with age at spatially
varying rates [Cercignani et al., 2017]. Besides normal maturation and ageing, patho-
logical changes in g-ratio can occur in the central and peripheral nervous system in the
pediatric and adult population. In the whole population in the UK in 2010, 203.4 in
100,000 people were affected by multiple sclerosis [Mackenzie et al., 2014]. The incidence
of demyelinating diseases of the central nervous system in children is reported to be be-
tween 0.9 and 1.56 per 100,000 [Langer-Gould et al., 2011; Banwell et al., 2009] and that
of pediatric-onset multiple sclerosis [Gall et al., 1958; Verhey, Shroff, Banwell, 2013] in
particular is estimated to be 0.51 per 100,000 children in America [Langer-Gould et al.,
2011]. Measuring changes in g-ratio in-vivo could help distinguishing pathologies such as
congenital hypomyelination neuropathy and Dejerine-Sottas syndrome [Balestrini et al.,
1991], and it could inform on disease progression in progressive neurodegeneration in
amyotrophic lateral sclerosis and primary lateral sclerosis [Kolind et al., 2013]. It has the
potential to be a valuable biomarker in patients with chronic multiple sclerosis exhibiting
de- and remyelinating lesions, which are associated with disease severity [Albert et al.,
2007].
Diffusion tensor imaging is routinely used in clinical and preclinical studies of demyeli-
nating diseases [Aung, Mar, Benzinger, 2013]. Changes in diffusion tensor indices and
fractional anisotropy are frequently attributed to different disease and developmental
stages and are used as markers of structural white matter integrity [Wheeler-Kingshott
et al., 2012; Budde et al., 2009], myelination-related abnormalities [Song et al., 2002] and
normal and abnormal brain development [Cheong et al., 2009; Neil et al., 2002; Feldman
et al., 2010]. Changes in diffusion tensor quantities are reported to be related to abnor-
mal myelination during white matter maturation [Cheong et al., 2009], demyelination in
mouse models [Song et al., 2005a; Song et al., 2003] and multiple sclerosis pathologies
[Klawiter et al., 2011], as well as myelin repair [Fox et al., 2011].
However, in general, it is very difficult to unambiguously interpret changes in the
diffusion signal and relate them to biological changes in the tissue [Jones, Knösche,
Turner, 2013; Jones, Cercignani, 2010; Le Bihan et al., 2006]. The interpretation of
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white matter (WM) condition Fractional Anisotropy (FA) radial– axial– mean–diff.
demyelination ⇓ [1] ⇑ [1,3,4,9] ⇒ [1]
abnormal myelination /low birth-weight ⇓ [2] ⇑ [2] ⇓ [2] ⇑ [2]
remyelination ⇓ [4,9]
high myelination / large axons ⇑ [1] ⇓ [1] ⇑ [1]
multiple sclerosis lesions ⇑ [6] ⇓ [4,6] ⇒ [6] ⇑ [8]
multiple sclerosis normal appearing WM ⇓ [6] ⇓ [6] ⇒ [6]
axonal injury / degeneration ⇓ [1,6] ⇑ [1] ⇓ [1,3,9]
axonal density ⇑ [0,1] ⇓ [0,1] ⇒ [1]
WM maturation ⇑ [5,7] ⇒ [7]⇓ [5] ⇑ [7]⇒ [5] ⇒ [5]
Table 7.1.: Reported effects of white matter characteristics on diffusion tensor
quantities. Arrows stand for increase (⇑) or decrease (⇓) with the severity of
the condition whereas (⇒) stands for no or regionally inconsistent dependency.
Sources: 0: [Golabchi et al., 2010], 1: [Feldman et al., 2010], 2: [Cheong et al.,
2009], 3: [Song et al., 2003], 4: [Song et al., 2005b], 5: [Bava et al., 2010], 6:
[Fox et al., 2011], 7: [Ashtari et al., 2007], 8: [O’Connor et al., 2013], 9: [Sun
et al., 2006b]
diffusion tensor-derived measures can be highly confounded in voxels containing non-
collinear axon bundles [Wheeler Kingshott, Cercignani, 2009] or voxels contaminated by
CSF [Karampinos et al., 2008; Cheng et al., 2011], especially if they are affected by
pathology [Mottershead et al., 2003].
Even in the absence of partial volume effects, white matter pathology can cause multi-
ple physiological processes to happen in complex spatial patterns [Burzynska et al., 2010],
simultaneously or in succession [Mahad, Trapp, Lassmann, 2015]. Factors that confound
the interpretation of diffusion tensor measures include axonal degeneration and associ-
ated tissue atrophy [Kim et al., 2007; Ferguson et al., 1997], axonal swelling [Anderson
et al., 1996; Fisher et al., 2007] and changes in relative tissue volume fractions and tissue
packing density [Golabchi et al., 2010], inflammation [Sun et al., 2006a; Lodygensky et
al., 2010; Xie et al., 2010] and oedema [Ebisu et al., 1993]. In particular, oedema caused
by different pathophysiological processes such as extracellular oedema with broken (va-
sogenic oedema) or intact (ionic oedema) blood brain barrier, and oedema affecting cell
permeability (cytotoxic oedema), can all exhibit very different diffusion tensor properties.
These processes, all of which or combinations thereof are likely expected in white mat-
ter pathologies and abnormal maturation, complicate the interpretation of any observed
changes in the diffusion signal. For example, examination of excised nerves in the garfish
showed that its non-myelinated olfactory nerve has a higher degree of anisotropy than
its myelinated trigeminal and optic nerves [Beaulieu, Allen, 1994]. Yet, most demyelina-
tion studies associate reduced myelination with an increase in radial diffusivity (compare
table 7.1), with no change in axial diffusivity, which would result in an overall reduc-
tion in FA. Clearly, this comparison of unmyelinated and myelinated nerves in the same
well-defined environment shows that FA (or AD/RD) alone cannot represent degree of
myelination.
Similarly, [Talbott et al., 2016] report that axial and radial diffusivity of severe contu-
sive spinal cord injury in rats, which ablates most axons and myelin sheaths, are virtually
7.2. Model-based simulation of diffusion 171
identical to those of axon-sparing chemical demyelination. A further example is found
in mouse models used to investigate demyelination in multiple sclerosis lesions, where
a decrease in myelin content is associated with an increase in radial diffusivity [Song
et al., 2005a; Sun et al., 2006b; Song et al., 2003]. Gadolinium-enhancing MS lesions in
humans, however, show the opposite effect on radial diffusivity [Fox et al., 2011]. Finally,
[Wang et al., 2011] report no change in radial and axial diffusivity in the centre of the
corpus callosum in the cuprizone mouse model of inflammatory demyelination, which
they attribute to confounding effects of increased cellularity and vasogenic edema.
Despite these conflicting results, there have been comparatively few studies investi-
gating the effects of changes in neurite tissue density associated with demyelination on
the diffusion signal using computer simulations. In this study, I investigate the influence
of the degree of myelination on the estimated diffusion tensor in simulations with and
without associated neurite density changes. The arrangement of axons and the diffusion
simulation are similar to work reported in [Hall, Alexander, 2009]. This study differs
from [Hall, Alexander, 2009] in the inclusion of myelin in the substrate and in the way
diffusion is modelled within the layers of the myelin sheath. Fieremans et al. investigate
diffusion kurtosis changes of parallel axons that undergo demyelination and ablation but
in the absence of tissue compaction [Fieremans et al., 2012].
This work aims to specifically investigate the interpretability of diffusion tensor indices
in the context of changing g-ratios and to test frequently reported relationships between
myelin content and diffusion tensor derived quantities. Therefore, to rule out confounding
partial volume effects on the diffusion tensor indices [Vos et al., 2011], the simulated tissue
consists of parallel axons in the absence of crossing fibres. This serves as a ‘best case’
scenario but is an idealised or unrealistic condition, as it disregards non-axonal cell bodies
and previous studies found multiple fibre populations in one third of all voxels with an FA
above 0.1 [Behrens, Berg, Jbabdi, 2007], and more recently up to 90% of white matter
voxels [Jeurissen et al., 2013] at typical in-vivo resolutions. Furthermore, any other
potential disease-specific changes in tissue properties are disregarded. Nonetheless, these
simulations provide an alternative perspective on factors that might affect DTI-derived
measures in pathology.
7.2. Model-based simulation of diffusion
7.2.1. Monte Carlo diffusion simulation
Diffusion from an atomistic point of view can be understood as particles undergoing
collisions with other particles and barriers (see section 3.1). While it is impossible to
describe the movement of each particle, one can make certain statements about the whole
ensemble of particles. Diffusion is simulated as many particles that move in a specified
way so that their ensemble average resembles Gaussian diffusion. In particular, the par-
ticles have no preferred direction (unbiased) and no history (uncorrelated) but obey the
physical boundaries of the simulated tissue. The ensemble average particle displacement
for free diffusion after a time period t is
√
(2d)Dt where d is the dimensionality of the
system and D the Gaussian diffusivity. A consequence of the central limit theorem is
7.2. Model-based simulation of diffusion 172
that for a sufficient large number of time steps, one can use a fixed step width for all
walkers as an approximation for Gaussian diffusion [Hall, Alexander, 2009].
From a statistical physics point of view, diffusion MRI measures the probability dis-
tribution of all particles’ displacements. This distribution is Gaussian in the case of free
diffusion but in general unknown for hindered or restricted diffusion. By simulating the
movement of many particles that experience the tissue’s diffusive properties, one can
estimate the actual probability distribution of this anomalous diffusion without the need
to explicitly derive it. This technique is called Markov chain Monte Carlo and is used to











































































































































































































Figure 7.1.: Calibration of the number of walkers n with t = 50,000 time steps
on the substrate with the highest axonal packing density (80.6%).
The program datasynth [Panagiotaki et al., 2012] from the camino toolkit [Cook et
al., 2006] allows simulating diffusing water molecules in tissue substrates and measure
the spin phase during an MRI experiment. In this study, the signal was measured in
61 directions with b-values 1000s/mm2 and 3000s/mm2 with a Stejskal-Tanner sequence
(see section 3.2.1). The sequence parameters were chosen to lie in the range of achiev-
able parameters for typical clinical scanners: TE=85ms, δ=22.6ms and ∆=32.6ms for
b=1000s/mm2 and TE=105ms, δ=43.2ms and ∆=44.2ms for b=3000s/mm2. The gra-
dient strength is 33mT/m for both b-values.
The number of particles (N) and time steps (t) used in the MC simulation needs to be
calibrated to the substrate to trade off precision and accuracy of the simulations [Hall,











































































































































































































Figure 7.2.: Calibration of the step size t with n = 10,000 walkers on the sub-
strate with the highest axonal packing density (80.6%).
Alexander, 2009]. To calibrate the parameters, a parameter search for N up to 100,000
and t up to 500,000 was run on a substrate with maximum packing density and each
parameter combination was repeated ten times to assess the rerun variability. fig. 7.1 and
fig. 7.2 show the mean effect of demyelination across reruns on all considered variables for
increasing N and t. Based on these plots I deem N=10,000 and t=50,000 to be sufficient
to avoid bias while still being computationally feasible. Simulations of the substrate
with the highest packing density when fully demyelinated show that with t=50,000 at
most 19.6% of the walkers scatter off an axonal membrane at any time step, which in
other studies is generally accepted as sufficient temporal resolution for unbiased results
[Landman et al., 2010]. An illustration of the walkers that interact with a boundary in
a single time step is shown in fig. 7.8 for a subset of this high density substrate.
7.2.2. Modelling white matter
Axons Axons are modelled as double-walled impermeable cylinders. The inner cylinder
defines the intra-axonal space in which water can move in any direction until it hits the
inner axonal wall, from which it deflects elastically. Myelin was modelled as infinitely
thin non-permeable cylindrical layers wrapped concentrically around the inner axon, with
walkers restricted to diffusing on the surface of their corresponding myelin layer. In other
7.2. Model-based simulation of diffusion 174
words, exchange between myelin layers was assumed to be negligible.
The simulations start at the lowest g-ratio of 0.75 which is derived from data in [Liewald
et al., 2014] who report g-ratios of healthy white matter ranging from 0.52 to 0.86 in the
superior longitudinal fascicle of a macaque monkey with a median value of 0.74.
Axon arrangement Analogous to [Hall, Alexander, 2009], white matter bundles are
modelled as parallel axons with random diameters and randomly organised. The cross
section through a unit rectangular cuboid of axons is depicted in fig. 7.3. Axons inter-
secting with the edges of this cross section are wrapped around on the opposing side to
counteract edge effects. The substrate is replicated in the cross-sectional plane so that
walkers, which are initially located at random positions within the cuboid, do not diffuse
into empty space.
Figure 7.3.: Figures (a) and (b) are visualisations of the simulated substrate
showing parallel cylinders with layers of myelin (blue) surrounding the intra-axonal
compartment (red). The periodicity of the substrate is illustrated in (b) as grey
axon fragments that correspond to axons on the opposing side of the substrate.
Figure (c) shows the distributions of simulated axon radii across all substrates split
into two groups based on their packing density. Cyan (magenta) bars correspond
to substrates with packing densities larger (smaller) than the median packing
density of all substrates, overlap is shown in sky blue. The line plot is the
probability density of the shifted gamma distribution we fitted to data taken
from [Liewald et al., 2014].
Similarly to the AxCaliber model [Yaniv Assaf et al., 2004; Assaf et al., 2008] and
simulations in [Hall, Alexander, 2009], the probability of an axon having a specific inner
radius r is assumed to follow a gamma distribution whose probability density is defined
as





for r > 0 and p, s > 0. (7.1)
with parameters p (“shape”) and s (“scale”) and Γ the gamma function.
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To simulate realistic axon radii, this function was fitted to axon diameter measurement
histograms taken from an electron microscopy study of the human occipitofrontal fascicle
[Liewald et al., 2014]. Before fitting, the radius distribution was shifted by the minimum
observed radius 0.08µm as axons must have a minimum non-zero radius to be biologically
plausible. The fitted probability density function has parameters s = 0.17µm and p =
1.68 and is shown in fig. 7.3.
The non-overlapping placement of axons with relatively high packing density was
achieved by brute-force placement of axons starting with the largest ones similar to [Hall,
Alexander, 2009]. However, this ordering by size necessitates defining a fixed number of
radii that are drawn from the gamma distribution. The constraint to place all axons in
the defined volume and the limitation to a small number of axons (170) for efficiency
reasons might skew the actual distribution of successfully drawn radii. The minor dis-
crepancy in probability density shape between the assumed gamma distribution and the
resulting axon distribution shown in fig. 7.3 (c) is likely due to these reasons. Thankfully,
this effect seems independent of packing density, which is defined as the proportion of
the cross-sectional area taken up by the myelinated axons in the substrate. The sim-
ulated axon packing density was varied from 0.54 to 0.81, which is respectively below
and slightly above reported packing densities of 0.80 in the rat brain [Syková, Nicholson,
2008].
Tissue properties In the simulations, the diffusive properties of myelin are modelled
differently compared to the rest of the tissue. This is motivated by different water volume
fractions inside axons and between myelin sheaths and reported differences in diffusivity
and T2 relaxation time, whereas intra- and extra-axonal tissue are assumed to share these
parameters [Akhondi-Asl et al., 2015; Björk et al., 2016]. While myelin-bound protons
are ignored as they can not be measured due to their very short T2 on the order of 10µs
[Samsonov et al., 2012], we used T2=26ms for water trapped between myelin layers, and
T2=80ms elsewhere [Hurley, Mossahebi, 2010; Laule et al., 2004]. [Laule et al., 2004]
report 0.369g H2O per gram myelin and 0.82g H2O per gram of non-myelinated tissue in
normal white matter. Hence, we use free water volume fractions of 0.37 for myelin and
0.82 for non-myelin in the simulations.
ADC values for both environments are difficult to translate into free diffusion lengths
as the ADC is also influenced by tissue geometry. A diffusion constant of 2.0µs2/ms was
used for non-myelinated tissue and 0.5µs2/ms for myelin. The latter is based on apparent
diffusion constants measurements in frogs by [Andrews, Osborne, Does, 2006], who report
the ADC in myelin at room temperature compared to the intracellular compartments
being reduced by a factor of 3.1, measured along, and 5.1, if measured perpendicular to
the axon. Step lengths for myelin are calculated according to the expected mean squared
displacement for 2D Brownian motion as these walkers are effectively confined to a 2D
surface. To increase the sampling density of myelin, walkers were placed with equal
density in all compartments and the signals were weighted by their respective volume
water fraction and T2 attenuations.
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Approximating dispersion Axons in white matter bundles are not perfectly parallel
at the resolution level of typical diffusion MRI. The mean intravoxel dispersion in the
corpus callosum of humans is 14.6 ± 3.6 degrees [Budde, Annese, 2013], 14.4 degrees in
rats [Leergaard et al., 2010] and 12 degrees in owl monkeys [Choe et al., 2012].
Using parallel cylinders, the simulated model can not accurately account for the effect
of dispersion on the extracellular space. Therefore the simulated effect of dispersion
is limited to a blurring of the signal in the angular domain. This replaces modelling
dispersion within a single substrate with averaging the signal of a large number of rotated
substrates.
To speed up computation, the signal of the existing Monte Carlo calibration simula-
tions were reused but each was assigned a retrospectively rotated version of the diffusion
gradient directions. For each sample the gradient directions were jointly rotated around
a random rotation axis by an angle drawn from a normal distribution with standard
deviation of 14 degrees.
This was repeated 1000 times and the tensor fit for each sample was performed on the
resulting concatenated signal and gradient table.
Rotating gradient directions and concatenating signal vectors has the further advantage
that it avoids interpolation artefacts when the signal of those rotated substrates are
mapped to the original diffusion gradient directions.
This is equivalent to averaging the signal of 1000 rotated exact replicates of the sub-
strate that do not interact with each other. This is therefore an approximation because,
unless dispersion happens at a much coarser spatial resolution than the axonal level, one
would expect the signal to be affected by the difference in geometry that dispersion must
introduce. Note that all simulations and results are without dispersion unless stated
otherwise.
7.2.3. Modelling demyelination
Demyelination in the following simulations is defined as increasing g-ratio that ranges
from 0.75, representing healthy mature white matter, to 1 for completely demyelinated
axons. This change in myelin content, however, does not define how the remaining tissue
behaves. Depending on the process that is causing the change in g-ratio and its speed,
one can imagine two different scenarios, which are illustrated in fig. 7.4: myelin either
trades space with the extracellular matrix with the axons remaining stationary; or the
extracellular volume fraction stays constant during changes in g-ratio.
For demyelination, the latter causes white matter tracts to compact down during de-
myelination due to the reduced myelin volume fraction. The compacting case is simulated
as an increase in the inner radius, exactly compensated by a global down-scaling of the
substrate. Despite constant inner axonal radii during demyelination, the decreased size
of the substrate in effect increases the intra-axonal volume fraction at the expense of
the myelin volume fraction. In the “in place” case, the extracellular space is obviously
less hindered. Although the extra-axonal volume fraction remains constant in the com-
pacted case, the number of “pores” per unit area in the extracellular space increases with
demyelination causing a decreased average pore size, which in turn results in a more
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hindered extracellular matrix.
Figure 7.4.: Illustration of simulated demyelination of a substrate where axons,
depicted in red, undergo demyelination with linearly increasing g-ratio from left
to right. The volume fraction of myelin (blue) is either taken up by extracellular
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intracellular volume fraction myelin volume fraction extra-cellular volume fraction g-ratio
compacted in place compacted in place compacted in place compacted
b = 1000 s/mm2
b = 3000 s/mm2
Figure 7.5.: Diffusion tensor measures plotted in relation to changes in intra-
cellular, myelin, and extracellular volume fractions and g-ratio separately for the
two demyelination scenarios at b=1000s/mm2 (top) and b=3000s/mm2 (bot-
tom). Note that intracellular, extracellular, and myelin volume fractions as well
as packing densities are not independent and their relations are determined by
the simulation scenario. Arrows represent the direction of change from fully
myelinated to demyelinated axons. Diffusivities in units of 10-3mm2/s. Lines




There is a consistent inverse relationship between axial diffusivity and myelin content,
irrespective of the demyelination scheme and b-value (fig. 7.5). The difference in axial
diffusivity between fully myelinated and fully demyelinated tissue is on the order of 9%,
which is mainly driven by the reduced contribution of the myelin signal whose lower
mean diffusivity reduces the overall axial diffusivity. In fact, if the myelin signal is not
taken into account, the axial diffusivity is independent of the g-ratio with the exception
of near-complete demyelination where the diffusion tensor can not represent the stick-like
shape of the attenuation profile and the fit overestimates the axial diffusivity.
7.3.2. Radial diffusivity
For both b-values, radial diffusivity increases with demyelination for the “in place” sce-
nario and decreases for the “compacted” case and is therefore not specific to myelin con-
tent. In the simulations, it is strongly dependent on the extracellular volume fraction and
confounded by the initial tissue packing density, irrespective of the simulated demyeli-
nation scenario. In other words, a change in radial diffusivity cannot be attributed to a
change in myelin volume fraction if the intra-axonal and extracellular volume fractions
are unknown.
7.3.3. FA and mean diffusivity
Fractional anisotropy decreases for substrates where axons stay in place during demyeli-
nation and increases for the “compacted” scenario. Axial diffusivity is mostly independent
of the demyelination scheme; the FA behaviour can therefore be mainly attributed to the
changes in radial diffusivity. Mean diffusivity increases with demyelination in the “in-
place” scenario, closely following the increase in extracellular volume fraction. Yet, it is
near constant in the “compacted” case where mean diffusivity is positively or negatively
correlated with myelin volume fraction depending on the packing density. These findings
are valid for both simulated b-values.
7.3.4. Myelin tissue properties
To investigate the effect of the choice of myelin tissue properties, all simulations were
repeated for the two extreme cases: (i) ignoring the myelin signal; and (ii) setting all
tissue properties (T2, free water density, diffusivity) to those of non-myelin tissue. For
b=1000s/mm2, all results as stated above are qualitatively still valid. The only quali-
tative difference in radial diffusivity and FA can be observed in the (ii) scenario in the
curves for b=3000s/mm2 in the “in place” scenario in which FA first decreases and then
increases with progressing demyelination (data not shown).
7.3.5. Packing density
All lines in fig. 7.5 correspond to a specific substrate undergoing demyelination. The
colour-coding indicates the respective packing density (defined as intra-axonal plus myelin
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volume fraction or equivalently 1 - extracellular volume fraction) of this substrate before
demyelination. For the compaction scenario this initial packing density, by design, re-
mains constant during demyelination but the range of simulated packing densities allows
its effect to be observed. All observed trends are largely independent of initial packing
density, yet the relative changes of FA and radial diffusivity are larger for higher packing
densities.
7.3.6. Myelin content as a function of AD and RD
Depending on the simulation scenario, a reduction of the myelin volume fraction causes
an increase of the relative volume fraction of the extracellular compartment (“in-place”)
or of the intra-axonal compartment (“compacting”) volume fraction. The axonal packing
density stays constant in the “compacting” case but decreases in the “in-place” simula-
tions. Therefore, determining any of those volume fractions’ influence on the axial or
radial diffusivity requires taking those correlations into account.
Partial least squares regression [Abdi, 2010] between all volume fractions and radial
and axial diffusivity showed that the intra-axonal volume fraction is the volume fraction
that, taken by itself, is the least correlated with any diffusion tensor measure and that
myelin- and extracellular volume fractions have a near orthogonal effect on the measured
diffusion tensor indices. Hence, in the simulation results, radial and axial diffusivity
together capture most of the information about the geometry of the substrate and can
therefore be used in a multivariate linear model to predict volume fractions of any tissue
compartment (fig. 7.6).
Figure 7.6.: Extracellular and myelin volume fractions as function of axial and
radial diffusivities in units of 10-3mm2/s. Green surfaces minimise the orthogonal
distances between data and the planes. Distances are shown as lines.
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7.3.7. Dispersion
The simulated dispersion, which is effectively angular blurring of the signal (without
interpolation of the signal), manifests as a reduction of axial and an increase in radial
diffusivity, causing an overall reduction of FA. Figure 7.7 shows the effect of dispersion
on FA, radial and axial diffusivity to be largely independent of packing density and
demyelination simulation scenario.







highest packing density substrate
scenario and dispersion angle
compacted 0 deg
compacted 14 deg
in place 0 deg
in place 14 deg
0.75 0.80 0.85 0.90 0.95 1.00
lowest packing density substrate













0.75 0.80 0.85 0.90 0.95 1.00













0.75 0.80 0.85 0.90 0.95 1.00
g-ratio
Figure 7.7.: Diffusion tensor measures for the substrates with the highest and
lowest initial packing density undergoing demyelination in either scenario, with
and without dispersion. Diffusivities in units of 10-3mm2/s.
7.4. Discussion
The demyelination Monte Carlo simulations investigate the influence of changing volume
fractions during changes in myelin volume fraction on the predictive value of diffusion
tensor indices for clinically relevant diffusion times and b-values. The effects of axonal
packing density and myelin content on diffusion tensor quantities are often reported in
clinical and preclinical studies; radial diffusivity in particular is often associated with
myelin content or used as a marker for de- and remyelination.
In the developing brain with a given initial configuration of unmyelinated axons, an
increase in myelin content could be accompanied by a decrease in extracellular volume
fraction with axons remaining “in place”; or myelinating white matter tracts could expand
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in cross-sectional area with constant extracellular volume fraction, at the expense of
surrounding tissue or by pruning of existing axons (the inverse “shrinking” scenario).
This chapter investigates the specificity of the diffusion tensor indices on (de)myelination,
taking into account what happens to the space that would have been taken up by myelin.
Myelin could be replaced either by extracellular space, or alternatively the white matter
tracts could compact down to take up this extra space (compare fig. 7.4). The former
case may happen in the early stages of demyelination for instance, whereas the latter
might be expected in the more chronic stages, or in unmyelinated tracts. Similarly, dur-
ing white matter development, axonal pruning and changes to the extra-axonal space can
coincide with myelination, dwarfing the effect of changing myelin content on the diffusion
tensor indices and fundamentally rendering them non-specific to myelin. For example,
one could ask whether findings based on DTI measures translate between transgenic
myelin-deficient (“shiverer”) mouse models [Readhead, Hood, 1990] and demyelinating
diseases – even for perfectly parallel fibres.
7.4.1. Comparison with literature values
The simulation results for FA cover the range of reported in-vivo values for white mat-
ter of 0.87 for b=1000s/mm2 and 0.92 for b=3000s/mm2 [Tournier, Calamante, Con-
nelly, 2013; Yoshiura et al., 2001] and yield diffusivities on the order of 0.78×10-3mm2/s,
1.9×10-3mm2/s, 0.23×10-3mm2/s for mean, axial and radial diffusivity, respectively. Re-
ported values for mean, axial and radial diffusivity measured in the optic radiation
at b=1000s/mm2 are 0.82×10-3mm2/s, 1.3×10-3mm2/s and 0.57×10-3mm2/s, respec-
tively [Klistorner et al., 2015]. For major white matter tracts implicated in language
processing [Ivanova et al., 2016] those values are 0.83×10-3mm2/s, 1.2×10-3mm2/s and
0.64×10-3mm2/s, respectively. Axial and radial diffusivity measured at b = 700s/mm2
in the posterior corpus callosum, are 1.58±0.14-3mm2/s and 0.41±0.05-3mm2/s, respec-
tively [Kumar et al., 2013]. Literature values for mean diffusivity in white matter range
from 0.62 to 0.79×10-3mm2/s [Helenius et al., 2002].
It is not possible to directly compare axial and radial diffusivities between the above
simulations, which use perfectly parallel axons, and in-vivo tissue measurements with
an unknown degree of dispersion, and the likely presence of other cell types (e.g. oligo-
dendrocytes, astrocytes). One can expect that the lack of microscopic dispersion in the
model causes the axial and radial diffusivity to be further from the mean diffusivity
compared to in-vivo measurements, which is indeed the case. Simulated macroscopic
intravoxel dispersion with a standard deviation of 14 degrees reduces this effect (fig. 7.7)
but is not sufficient to explain the observed difference between in-vivo and simulated
anisotropy.
Axial diffusivity increases with complete demyelination by approximately 17% for
b=1000s/mm2 and by 22% for b=3000s/mm2. This increase can be attributed to the
reduced volume fraction of myelin, which has lower diffusivity compared to the other
compartments. This finding is in apparent contradiction with MS lesion studies that
show no or only weak correlation with increased mean diffusivity [Fox et al., 2011; Mot-
tershead et al., 2003]. Furthermore, axial diffusivity in shiverer mice is not correlated
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with myelin content [Song et al., 2002]. This suggests that these changes could be masked
in-vivo for instance by the presence of dispersion. Alternatively, the role of the myelin
signal plays in our simulations might be exaggerated. Indeed, when the myelin signal is
set to zero, mean diffusivity is independent of the myelin water fraction.
We can conclude that modelling (de)myelination purely as changing volume fractions is
insufficient to adequately account for all aspects of in-vivo demyelination and associated
encephalopathy related effects observed in in-vivo diffusion tensor imaging. In pathol-
ogy such as oedema or inflammation, microstructural changes are expected to alter the
diffusion properties of the tissue in ways that were not modelled here. They are a likely
driving factor for the signal changes observed in-vivo.
7.4.2. Limitations
In other work, segmented electron micrographs were used to increase the realism of white
matter simulations [Xu et al., 2015; Panagiotaki, Hall, Zhang, 2010]. Yet, recent Monte
Carlo simulations suggest that round cylinders are a valid approximation at least for
in-plane diffusion [Kleinnijenhuis et al., 2016]. Furthermore, the geometrical simplicity
of my tissue model is a deliberate choice to account for the limited specificity of diffusion
tensor indices in tissue with multiple fibre configurations.
For healthy mature tissue in the superior longitudinal fascicle of macaques, g-ratios
range from 0.52 to 0.86 with a median of 0.74 [Liewald et al., 2014]. The theoretical
maximal conduction velocity for neurons is achieved with a g-ratio close to 0.6 but it is
generally higher in the central nervous system [Goldman, Albus, 1968]. Also, g-ratios
vary depending on species and axon size [Hildebrand, Hahn, 1978; Waxman, Bennett,
1972]. To simplify the axon placement with gamma-distributed inner radii, I chose to
ignore the axon diameter dependent g-ratio distribution as well as any dependence of the
degree of demyelination on axon radius, as for instance reported for MS. The influence
of non-axonal cells such as glial cells and oligodendrocytes on the diffusion signal is not
well studied and not part of the simulations. These simplifications might have an impact
on the outcome of the simulations and therefore the conclusions drawn.
The simulations are focused on changes in tissue geometry and disregard interaction of
tissue compartments such as induced local gradients due to spatially and orientationally
varying susceptibility. Spatially heterogeneous susceptibility due to incorporated gas can
lead to underestimated diffusion coefficients [Hong, Thomas Dixon, 1992; Lian, Williams,
Lowe, 1994] and, in white matter, the frequency of tissue boundaries varies heavily
between axial and radial directions, which may influence measured anisotropy. However,
Clark, Barker, Tofts showed that susceptibility-induced gradients do not significantly
influence diffusion anisotropy at 1.5T [Clark, Barker, Tofts, 1999].
The simulated protons do not experience surface relaxation at axon or myelin bound-
aries and all simulated cell membranes are assumed to be impermeable. Our simulations
do not take the effect of magnetisation transfer and change of T2 due to exchange into
account. This is not expected to be a major source of error as shown in bovine optic
nerve [Stanisz et al., 1999]. Non-zero cell membrane permeability would increase the av-
erage mobility of water molecules in the radial direction, which would lead to an increase
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in measured radial diffusivity. However, for typical intra-axonal pre-exchange times of
550ms [Quirk et al., 2003] for axons with a diameter of 2 µm, δ=30ms and ∆=30ms,
this was shown to have only a minor impact on the measured radial signal [Raffelt et al.,
2012].
7.5. Conclusion
Radial diffusivity is shown to be only indirectly dependent on the myelin content and is
heavily confounded by changes in axon packing density during g-ratio changes. Changes
in myelination can have divergent effects on radial diffusivity depending on the geo-
metrical manifestation of the process. Changes in mean diffusivity and FA are mainly
driven by changes in radial diffusivity. In the simulations, axial diffusivity increases with
demyelination irrespective of simulation scenario and the degree of myelination can be
determined using radial and axial diffusivity as linear regressors.
Using a simple geometric model of white matter undergoing changes of myelination, we
show that radial diffusivity is not specific to myelin content but axial diffusivity might
be. This is in agreement with recent findings using tissue-clearing and DTI [Chang
et al., 2017]. In our simulations, myelin volume fractions can be predicted by jointly
regressing radial and axial diffusivity, which is in apparent contradiction with in-vivo
demyelination studies, indicating that demyelination may affect factors not included in
the present simulations.
The simulations show that diffusion tensor indices are sensitive to myelin content
but the changes in intra- and extracellular volume fraction during demyelination might
outweigh the effect of demyelination on radial diffusivity and fractional anisotropy. The
two simulated scenarios disentangle the effect of changes in extracellular (“in-place”) or
intra-axonal (“shrinking” ’) volume fractions during demyelination.
Recent in-vivo diffusion studies use the dependency of the diffusion coefficient on se-
quence parameters [Lee, Fieremans, Novikov, 2016] and fit multi-tensor and multi-tissue
compartment models [Jelescu et al., 2016; Wang et al., 2015] to measure myelin vol-
ume fraction or use multiple modalities to estimate tissue volume fractions [Stikov et al.,
2015a]. The current state of the field in in-vivo g-ratio acquisition and analysis techniques
is reviewed in [Campbell et al., 2017]. Myelin water fraction-based g-ratio maps of ba-
bies born permaturely were presented in [Melbourne et al., 2014] and the first study of
g-ratio measurements of children was reported in [Dean III et al., 2016]. Application and
validation of the specificity of these techniques to myelination during brain development
are promising but currently underexplored research endeavours.
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Figure 7.8.: Simulation of the worst-case scenario of the highest density substrate
at the highest tissue compaction (no myelin): 19.6% of walkers experience a
boundary in each time step. The image shows a magnified view of the substrate.
Scale bar: 1µm, trajectories of walkers that interact with boundaries depicted in
red.
Chapter 8
Multi-component neonatal brain HARDI
template
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8.1. Introduction
There is increasing interest in studying the developing brain using advanced multi-shell
diffusion analysis methods, due to their potential to demonstrate microstructural features
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not visible using other modalities. As reviewed in chapter 2, during the neonatal period,
the human brain increases in size rapidly [Brody et al., 1987] and cerebral tissue undergoes
rapid changes in cellular composition, density and water content [Dobbing, Sands, 1973].
These dramatic changes are reflected in MRI contrast and, in recent years, a number
of publications have focussed on mapping anatomical or functional properties of the
developing brain [Shi et al., 2014; Akazawa et al., 2016; Oishi et al., 2011; Avants et al.,
2015; Dittrich et al., 2014; Schuh et al., 2014; Habas et al., 2009; Kuklisova-Murgasova
et al., 2011; Serag et al., 2012a; Serag et al., 2012b].
Developments in diffusion MRI acquisition strategies now allow the routine acquisition
of large amounts of data to be collected in relatively short periods of time [Larkman et al.,
2001]. This makes it possible to acquire eloquent multi-shell High Angular Resolution
Diffusion Imaging (HARDI) data in neonates within acceptable scan times, providing
microstructural information about the developing white matter (WM) not available using
other imaging modalities. To investigate this development, analyses require group-wise
non-linear registration of multi-shell HARDI data over large numbers of subjects to a
common group-average space (the template space).
Numerous diffusion-based templates have been created for adult populations featuring
Diffusion Tensor Imaging (DTI) measures [Peng et al., 2009; Goodlett et al., 2009; Mori
et al., 2008; Yushkevich et al., 2008] and HARDI data [Bouix, Rathi, Sabuncu, 2010;
Patel et al., 2010; Yeh, Tseng, 2011; Varentsova, Zhang, Arfanakis, 2014].
Here, I describe a method for generating a high-quality multi-shell HARDI group tem-
plate of the developing brain at term equivalent age, which forms the foundation for
group and longitudinal analysis of brain development in normal and pathological co-
horts. The creation of a multi-component template required the extension of existing
registration techniques to integrate the population-specific tissue contrasts in the regis-
tration architecture. The template aligns orientation-resolved microstructural features
of the population. In particular, the template resolves the age-specific anisotropy in grey
matter and provides a contrast between signal that is similar to brain tissue and to free
water that is not accessible with structural MRI.
The template forms the basis for longitudinal modelling described in chapter 9. The
multi-contrast registration of ODFs and the template were presented in [Pietsch et al.,
2017a; Pietsch et al., 2017b].
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8.2.1. Image registration
The goal of medical image registration is to align and optionally deform (“warp”) an image
to another image, which enables analysis of corresponding features in a common reference
space or analysis of the mapping to extracted morphometric information. Discussing the
field of registration methods, the various cost functions employed, and their implicit and
explicit constraints and regularisation is beyond the scope of this work. Here, the focus is
on methods used for the creation of the multi-contrast template. For reviews of medical








Figure 8.1.: 2D illustration of the coordinate transformation M from image I to
image J (top) and a linear (Tl) and non-linear (Tn) displacement field defined in
the space of I. A non-linear transformation in general does not preserve angles
and distances.
for reviews focused on non-linear registration and recent developments such as slice to
volume registration see [Crum, Hartkens, Hill, 2004; Andersson, Jenkinson, Smith, 2007;
Sotiras, Davatzikos, Paragios, 2013; Ferrante, Paragios, 2017].
Finding an optimal mapping between two images (denoted M) involves minimising a
cost function C that quantifies the difference between an image I and a second image J ,
subject to regularisation R that encourages plausible deformations
E = C (I, J ◦M) +R(M) (8.1)
J ◦M denotes the composition of the functions J and M , the former being a function
that maps coordinates to intensity values (an image). The transformationM maps every
coordinate x in the reference space (I) to the corresponding location x′ in J (see fig. 8.1).
M : x→M(x) = x′ (8.2)
Note that evaluating registration accuracy is challenging due to multiple sources of er-
rors that affect E [Zitova, Flusser, 2003] and the competing effects of minimising the dif-
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ference between images and obtaining plausible and useful deformations via the choice of
R and the distance measure C. However, it is an ill-posed problem to use the transformed
images alone to assess the quality of the alignment [Rohlfing, 2012] as it always depends
on the subsequent analysis. Without regularisation it is possible to map images so that
they resemble each other to arbitrary degree, which would remove any intensity-based
differences between subjects and make them useless for image intensity-based analysis, as
demonstrated in the “Completely Useless Registration Tool” [Rohlfing, 2012]. A ‘worse’
spatial alignment could preserve more of the intensity differences between both images.
Similarly, in pathology such as tumours or lesions, desirable criteria for alignment might
not be well defined or different from those for healthy tissue. The choice of algorithm
and metric can differ in the presence of severe pathology or large developmental or age
differences between images and can impact the specificity of downstream analysis.
Although there are many distance measures available, for intensity-based registration,
a reasonable distance measure is the mean squared intensity differences calculated across
the area of overlap Ω




The best transformation could be found by grid search if the transformation has few
parameters but in practice it is the result of a form of gradient-based optimisation that
minimises the cost function eq. (8.1) using the gradient with respect to the transformation
parameters ∂E(I, J,M)/∂M . As in gradient-based learning (discussed in section 4.2.2)
gradient descent algorithms can be used to optimise the transformation via minimisation
of E.
8.2.1.1. Transformation representations
Registration algorithms can be grouped by the type of transformation used. Rigid trans-
formations are limited to global translation and rotation and therefore preserve angles
and distances. Affine transformations allow an additional global shear and scaling of the
image. Affine and rigid transformations are referred to as linear transformations, while
non-linear transformations typically have a much higher degree of freedom to express
spatially varying transformations (deformations).
Linear transformations can be applied compactly to any coordinate x via a dot product
of an affine 3x3 matrix (A) with x and an addition of the translation vector t
x′ = Ax+ t (8.4)
When x is parametrised in homogeneous coordinates, the linear transformation is
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Non-linear transformations are either represented using sparse control point-based de-
formations (such as free-form deformations [Rueckert et al., 2006]) or deformations sam-
pled densely on the voxel-grid, also referred to as warps. A displacement is the distance
vector between the feature location in I and the corresponding feature in J and is defined
on the image grid of M : T (x) = x′−x. See fig. 8.1 for two example displacement fields.
A mapping should be topology-preserving; if it is possible to map each location in
I to a location in J , then it is reasonable to expect that each location x′ originates
from a unique location x. Furthermore, a transformation that maps the anatomical or
functional representation of one subject to that of another subject is expected to be
relatively smooth compared to the voxel grid. A mapping between two manifolds that is
differentiable (smooth) and has a differentiable inverse (one-to-one mapping) is referred to
as a diffeomorphism [Arnold, Khesin, 1992]. A diffeomorphic mapping can be generated
by step-wise composition of small diffeomorphic warps [Cootes et al., 2004]. Note that
the assumption of a diffeomorphic mapping is violated for instance when mapping non-
matching cortical folding patterns or normal to abnormal brains. However, in practise,
diffeomorphic algorithms outperform other free form registration algorithms on human
brain data [Klein et al., 2009]. See [Holden, 2008; Sotiras, Davatzikos, Paragios, 2013]
for an overview of diffeomorphic algorithms.
8.2.2. Symmetric diffeomorphic registration of ODFs
The demons algorithm [Thirion, 1998] uses a diffusion model to iteratively apply local
forces to the mapping, gradually and smoothly changing the transformation. In the for-
mulation above, this algorithm can be expressed as a step-wise minimisation of the loss
function with a regularisation on the change in the mapping, followed by Gaussian blur-
ring of the deformation field [Vercauteren et al., 2009; Hernandez, Olmos, Pennec, 2008].
Vercauteren et al. extended the demons algorithm to use an update rule that ensures a
diffeomorphic mapping. However, the loss function used, similar to eq. (8.1), was not
symmetric with respect to I and J . The intensity value of J(x′) is obtained through in-
terpolation but that of I(x) without interpolation. Asymmetric smoothing yields biased
results of either under- or overestimation of change, depending on which image is kept
fixed [Yanovsky et al., 2008] and swapping the images will not yield transformations that
are inverse-consistent. A lack of inverse consistency between the mapping from I to J
(MIJ) and the reverse transformation (MJI) can lead to tissue compaction in one image
that is not matched by tissue expansion in the other image.
This can be prevented by using a symmetrically parametrised transformation that pro-
hibits or penalises inverse-inconsistency [Avants et al., 2008]. For unbiased interpolation,
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the distance measure can be evaluated on a grid in the space that lies halfway between
I and J (Ωh)






2 (x))− J(M 12 (x))
)2
(8.6)
Diffusion images carry orientationally resolved information about the tissue microstruc-
ture. Therefore, non-linear warps applied to diffusion weighted MRI (dMRI) volumes
need to take the proper reorientation, scaling and shear of the tissue into account. For
instance, applying a local shear to an isotropic diffusion profile would make it anisotropic
and fundamentally change the interpretation of the microstructure. Early work focused
on the transformation of the eigenvectors of diffusion tensors [Zhang et al., 2006; Yeo
et al., 2009]. Unfortunately, diffusion tensor models cannot resolve crossing fibres nor
represent the rich microstructural information in HARDI (see section 3.4.2). To address
this, registration methods were developed to align diffusion attenuation profiles repre-
sented in spherical harmonics (see section 3.5.3) [Geng et al., 2011; Bloy, Verma, 2010]
or as Gaussian mixture models [Cheng et al., 2009]. Yet, a model-free representation of
the data can not appropriately preserve the continuity of directions and cross-sectional
area of white matter tracts across voxels [Zhan, Yang, 2006; Tournier et al., 2008; Raffelt
et al., 2011; Raffelt et al., 2012].
Raffelt et al. proposed an extension of the symmetric diffeomorphic demons algorithm
of [Avants et al., 2008] to white matter fibre orientation distribution functions represented
in spherical harmonics, taking the appropriate reorientation of ODFs into account. This
method provides an improved alignment over diffusion tensor-based registration for sub-
sequent group analysis of white matter pathologies [Raffelt et al., 2011] and can be used to
investigate morphological changes specific to white matter bundles [Raffelt et al., 2012].
The metric driving the registration is the mean squared difference in the spherical har-
monics coefficients between both images after reorientation. When I and J are expressed
in the basis of real spherical harmonics of degree l and order m, the squared intensity
difference on the right hand side of eq. (8.6) simply becomes the sum of the squared
difference in the coefficients [Raffelt et al., 2011](
I(M−
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(8.7)
As described in detail in [Avants et al., 2008], registration is performed iteratively via
gradient descent and regularisation is applied by smoothing the cost function gradient
field and the total displacement field. Registration proceeds in an iterative process until
convergence is achieved in steps with increasing spatial resolution and increasing angular
frequency terms.
8.2.3. Unbiased cross-sectional template creation
The purpose of creating a population-specific diffusion template is to define a single rep-









Figure 8.2.: Illustration of an iterative intensity-based template creation method.
Using an initial template, each subject is registered and aligned to the template
space. The transformed images are averaged and become the template for the
next iteration (t+ 1).
not be ideal for applications, such as segmentation [Iglesias, Sabuncu, 2015] or informa-
tion propagation between subjects [Cardoso et al., 2015] but aligning all subjects to a
common space facilitates volumetric analysis and comparison of microstructural features
between groups. Aligning and averaging images removes subject- and image-specific
variability or noise and allows investigating group-differences on a per-voxel and, in the
case of HARDI data, per-fibre basis. The resulting subject-to-template warps can be
used for further analysis of morphology and microstructural tissue properties, such as
tract-specific differences in cross-sectional area [Raffelt et al., 2011].
There are many heuristics for creating an average representation of a population [Gui-
mond, Meunier, Thirion, 2000; De Craene et al., 2004; Joshi et al., 2004; Bhatia et al.,
2004; Lorenzen, Davis, Joshi, 2005; Park et al., 2005; Zöllei et al., 2005; Commowick,
Malandain, 2006; Avants et al., 2010; Reuter et al., 2012]. Approaches differ in the choice
of stereotactic space (single subject, reference space, population average), in the type of
transformation that maps subjects to that space, and in the way the average shape and
appearance is calculated. See [Evans et al., 2012] for a review about brain templates and
techniques.
A template can be constructed by a combined optimisation of all subjects’ shape
and intensity to a common space [Studholme, Cardenas, 2004] but this approach is
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computationally very demanding. Typically, population templates are created by either
averaging the appearance (intensity) [Joshi et al., 2004; Lorenzen et al., 2006], or the
shape (deformations) [Vaillant et al., 2004; Younes, 2007; Beg, Khan, 2006].
In [Avants et al., 2010], a hybrid approach is proposed that first estimates a mapping
between subjects and an initial template. This is followed by an optimisation of the
average appearance by minimising the total pairwise distance in shape-space between
subjects and the initial template. Finally, the template appearance is optimised. Avants
et al. show that the explicit optimisation of shape has a small but significant effect on
the accuracy of aligning the hippocampus of diseased populations therefore increasing
detection power of intensity and shape difference. However, in healthy populations both
methods are practically equivalent.
Raffelt et al. create a population average based on registration to the average intensity
image. They initialise the transformations between subjects and the average space using
affine registration of Fractional Anisotropy (FA) maps to a common space using a block-
matching registration approach [Ourselin et al., 2001]. The WM orientation distribution
functions (ODFs) are transformed to that space and averaged to build an initial template
(see fig. 8.2). This initial template is iteratively updated by registering each subject to
the current template, transforming all images using the updated warps, and averaging
of the aligned images. The template becomes sharper in the next iteration if a part of
any image gets better aligned with the template. This is repeated until the template
convergences.
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Figure 8.3.: Simultaneous symmetric registration of multiple contrasts (red
and cyan) of images I and J . The cost is evaluated within contrasts but both
contrasts drive the registration simultaneously.
Registration driven by WM fibre ODFs is powerful as it also provides, besides a spa-
tially resolved white matter density map, information about the orientation of the tissue.
However, areas with little or no white matter do not contribute to the alignment of the
tissue. Even if a downstream analysis is focused on WM only, grey matter (GM) or cere-
brospinal fluid (CSF) components are perfectly aligned with the WM component and can
provide valuable information for inter-subject registration. Using only part of the tissue
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contrast or ignoring parts of the brain for alignment might bias the registration. This
is particularly relevant in neonates, where overlap between components is much more
pronounced than in adults. Therefore, in [Pietsch et al., 2017a], we extended the ODF
registration framework of [Raffelt et al., 2011] to simultaneously align multiple image
contrasts.
This can be achieved by adapting the distance function eq. (8.6) to a weighted sum of
contributions from component-specific image pairs Ic and Jc (see fig. 8.3)
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(8.8)
By incorporating a component-specific weight wc in the cost function, the cost function
gradient become explicitly weighted by component. The parameter update in linear
registration is proportional to the cost function gradient, which explicitly makes the linear
transformation update weighted by component. Similarly for non-linear registration,
the displacement field update is proportional to the gradient, hence the resulting total
displacement field is contrast-weighted. Note that the transformation M is applied and
optimised simultaneously for all components. In case of one or multiple orientation
distribution function (ODF) components, reorientation is performed for each component
separately.
8.3.2. Extension of the linear registration for the template creation
In contrast to [Raffelt et al., 2011], the initial linear registration is performed not on FA
images but on ODF images, using a symmetric least-squares metric. Instead of block-
matching, registration proceeds in multi-resolution stages starting with rigid followed
by affine registration. Hence, the linear template is created analogously to the iterative
non-linear registration (see fig. 8.2 and table 8.1). However, the average rigid or affine
transformation is factored out from each subject-to-template transformation to ensure
that the template remains centred between iterations. By forcing the average rigid or
affine transformation to be the identity transformation, the population template remains
representative in size and shear and does not drift or rotate between template iterations.
The matrix average Lav is calculated in the log-domain (log-Euclidean mean) using










Each transformation matrix Li is left-multiplied by the inverse average transformation
Li ← L−1av Li. Note that the log-Euclidean mean does not guarantee that the average
matrix is rigid even if all matrices Li are rigid. Therefore, for rigid registration, Lav is
decomposed into the product of a scaling and a rotation matrix and the scaling matrix
is factored out of Lav to only correct for rotation and translation without introducing
scaling and shearing into the rigid template.
8.3. Multi-contrast ODF registration for template creation 195
stage type scaling steps lmax
0 align centres of mass 1 1 0
1 rigid 0.3 max 100 2
2 rigid 0.4 max 100 2
3 rigid 0.6 max 100 2
4 rigid 0.8 max 100 4
5 rigid 1.0 max 100 4
6 rigid 1.0 max 100 4
7 affine 0.3 max 500 2
8 affine 0.4 max 500 2
9 affine 0.6 max 500 2
10 affine 0.8 max 500 4
11 affine 1.0 max 500 4
12 affine 1.0 max 500 4
1 non-linear 0.3 5 2
2 non-linear 0.4 5 2
3 non-linear 0.5 5 2
4 non-linear 0.6 5 2
5 non-linear 0.7 5 2
6 non-linear 0.8 5 2
7 non-linear 0.9 5 2
8 non-linear 1.0 5 2
9 non-linear 1.0 5 4
10 non-linear 1.0 5 4
11 non-linear 1.0 5 4
12 non-linear 1.0 5 4
13 non-linear 1.0 5 4
14 non-linear 1.0 5 4
15 non-linear 1.0 5 4
16 non-linear 1.0 5 4
Table 8.1.: Linear and non-linear iterations for the creation of a population
template. The initial template is updated after each stage. ‘Scaling’ refers to the
spatial down-sampling of the individual images with respect to the original image
grid size; lmax denotes at which order the spherical harmonics are truncated
to control the angular resolution of the ODFs. For each subject to template
registration of the linear stages, the transformation is optimised using up to 100
or 500 gradient descent steps, non-linear transformation are always updated using
5 steps.
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8.3.3. Pairwise registration accuracy experiment
To investigate the effect different microstructural tissue-contrasts have on the registra-
tion accuracy, we used 20 minimally preprocessed HARDI datasets from the Human
Connectome Project (HCP) cohort [Glasser et al., 2013]. The diffusion data has a spa-
tial resolution of 1.25mm isotropic and is sampled on 4 shells b=5, 1000, 2000, and
3000s/mm2 in 90 directions per shell with a TE of 89ms and a TR of 5.5s. See [Uğurbil
et al., 2013] for acquisition details.
The images were bias field corrected using ITK’s N4 algorithm [Tustison et al., 2010]
and intensity normalised using MRtrix’ mtnormalise [Raffelt et al., 2017]. Using a data
driven method [Dhollander, Raffelt, Connelly, 2016], we estimated tissue type response
functions for WM, GM and CSF for each subject. Using the cohort’s average responses,
all images were deconvolved into 3 tissue-specific components using multi-shell multi-
tissue constrained spherical deconvolution (MSMT-CSD) [Jeurissen et al., 2014] (see
section 3.5.4). See fig. 8.4 for an exemplary tissue density map and WM ODFs.





















Figure 8.4.: Group average DC signal for each component (left), component
density map (middle), and WM ODF image (right) of a single HCP dataset.
To assess the influence of the WM and GM components on the registration, we cre-
ated a warped version of each set of images, and registered it back using various relative
weights between the components, and assess the residuals between the original and back-
transformed images. A realistic warp is created by registering the WM component of
subject A (Aw) to that of a randomly chosen other subject B. The resulting transfor-
mation MAB is used to warp the WM and GM components of A to the space of B:
ABw = Aw ◦MAB
ABg = Ag ◦MAB
Finally, the pair ABw and ABg is registered to Aw and Ag and transformed back to the
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If the last registration was perfect, it would undo the first transformationMAB. Hence,
to judge the quality of the registration, one could assess the distance of MAB ◦MABA
from the identity transformation. This, however does not give tissue resolved information
about the quality of the registration. An alternative approach is to calculate the difference
between the images A and ABA within the brain mask Ωm for a specific contrast using




















By changing the relative tissue weight of the WM component in the last registration
(MABA), it is possible to investigate whether GM can contribute to the registration accu-
racy and how to weight the components. Note that transforming and resampling image
A to the space of B and back causes image blurring and therefore non-zero residuals.
For comparison reasons, residuals are normalised by division with the lowest residual of
any weighting.
Figure 8.5 shows the effect of the weightings of the WM component relative to the
GM component on the voxel-wise residuals for the intra-subject registration experiment.
Weights of both components are normalised to sum to 1, hence 0.5 represents equal
weighting. Registration driven only by the WM component yields lower WM residuals
compared to registration driven solely by the GM component. Across the brain, GM
residuals are comparable for those two scenarios but deeper GM (eroded mask) benefits
more from the GM component. Consequently, WM does not only align WM but also
aids in aligning superior GM.
In general it is beneficial to include both components for the alignment of either com-
ponent. Optimal weights differ, depending on which contrast’s residuals need to be
minimised and which region of the brain is considered and there is a clear trade-off be-
tween using either contrast. The weights could be tuned if the analysis was specific to
one component or localised to specific areas of the brain, yet, across the brain, equal
weighting between both components is close to optimal for the alignment of both WM
and GM.
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GM & WM (eroded mask)
Figure 8.5.: Normalised average residuals after transformation of each HCP im-
age onto another subject and subsequent registration with the original undistorted
image. Plotted lines show the residual of the WM, GM and both components
of each subject for varying relative weighting of the WM component to the reg-
istration. The plots in the second column display the residuals evaluated on a
10-times eroded brain mask excluding most of the cortex. Semi-transparent black
circles indicate the lowest residual for each subject.
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8.3.4. Group template experiment
The experiment of registering a distorted image back to its original state is unlikely a
practical application of multi-contrast ODF registration. To investigate the effect of ad-
ditional tissue contrast on a population template, we created two templates of the 20
HCP datasets using an identical procedure: rigid, followed by affine registration (sec-
tion 8.3.2), and finally by non-linear registration (method of Raffelt et al., section 8.2.3)
to iteratively create templates with increasing spatial and angular definition. The spatial
and angular resolutions of each stage are outlined in table 8.1.
One template was created using only the WM components driving registration (denoted
W ). For the other template both WM and GM components were registered jointly with
each contrast weighted equally (denoted C). To compare the templates visually on the
same image grid, they were registered and transformed to their common midway space
using the respective WM components (Ww and Cw) for registration.
Both templates’ WM ODFs appear very similar in terms of spatial sharpness and tract
orientations. Figure 8.6 shows the WM component of both templates in a region of the
superior WM and cortex in sagittal projection close to the centre of the brain (see fig. 8.7
a for an overview image). The template using both contrasts (C) has a slightly higher
WM density (warm colours) within white matter regions and a lower density outside
these regions, indicating a better separation of cortical WM from GM.
Note that using the sharpness of a template as a surrogate for registration quality is
reasonable to some extent but has limitations. The spatial arrangement of tissue mi-
crostructure, WM tracts and cortical folding patterns are remarkably consistent between
subjects on a coarse scale but vary in shape, size, and location on a finer level [Ronan,
Fletcher, 2015; White et al., 1997; Lohmann, Cramon, Steinmetz, 1999; Thompson et al.,
1996]. A single template using diffeomorphic registration can not generate transforma-
tions that consistently align structures such as the Heschl’s gyrus in the auditory cortex,
which is duplicated in up to 60% of the population [Leonard et al., 1998; Evans et al.,
2012].
In connectomics, it is desirable to map white matter tracts to cortical GM regions.
Determining an accurate and unbiased termination point of WM fibres is challenging
and tractography algorithms are biased to end in the gyral crown, where fibres follow
nearly straight trajectories (up to 6 degree bending per 400 µm), compared to steeper
angles at the sulcal walls (22 to 49 degree in 400 µm), where fibres turn by up to 90
degrees within less than 1.5mm [Schilling et al., 2018].
Blurring due to poor spatial separation of WM fibres at the sulcal wall causes an
averaging of fibres oriented along the WM tract and those bending into the cortex.
Figure 8.7 compares the principal direction of WM ODFs of both templates. In the
combined template, WM ODFs bending into the cortical GM have a slightly higher
curvature than in the template created using only the WM component (white quivers in
fig. 8.7 d) and multi-contrast registration produces more orthogonal ODFs in adjacent
voxels, consistent with findings in high-resolution post-mortem scans [Miller et al., 2011].












Figure 8.6.: Higher contrast between high and low density WM ODFs areas in
the cortex of the HCP template generated using WM and GM (C) compared to
the WM only driven registration of templateW . (a) WM ODFs overlaid onto the
WM density for theWw template and (b) for the C template. Absolute (c,e) and
relative (d,f) difference in WM density between both templates. Warm colours
indicate higher density in the C template. In figures c - f, ODFs are of the C
template.





Figure 8.7.: Comparison of the direction of fibres projecting into the cortex of the
template generated using only the WM contrast (W ) and that of the combined
WM and GM template (C). (a) Overview of the WM ODFs (W template).
(b) Zoomed in view of the cortex with the WM density image shown as the
background. (c) WM ODFs (black) of the C template with principal direction
quivers scaled by WM density (white). (d) Principal directions of C (white) and
principal directions of W (black). The arrows in (c) point at areas where ODF
principal direction change by a steep angle. Principal directions of the the W
template (black) tend to follow the main WM bundle and exhibit lower curvature
(arrows in d).
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8.3.5. Conclusion
HARDI data provides unique microstructural contrast that, using MSMT-CSD, can be
separated into tissue components. In contrast to multi-modal registration, these com-
ponents are perfectly aligned and they naturally complement each other in spatial and
orientational information.
We have shown that including WM ODFs and scalar GM images simultaneously in
the registration metric improves the accuracy of the registration and produces sharper
delineations between WM and GM in the cortex. The inclusion of the GM tissue types
seems to provide a moderate improvement in the alignment of subcortical white matter
indicated by slightly increased curvature of fibres bending into the cortex (fig. 8.7). The
optimal weights to assign to each tissue type need to be determined based on the target
application and importance of WM alignment relative to GM alignment but an equal
weighting is a sensible default.
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8.4. Neonatal template
8.4.1. Introduction
In adults, WM, GM and CSF have distinct diffusion signal profiles across shells (see
fig. 8.4), which is the main feature allowing a decomposition of the HARDI signal into
tissue-specific components. In neonates, however, the mean signal decays similarly in
cortical grey matter as in white matter structures such as the corpus callosum (CC)
(see fig. 8.9). Furthermore, cortical grey matter voxels exhibit a high degree of radial
organisation, remnants of migratory and ongoing developmental processes described in
section 2.2.3. Hence a separation based on anisotropy is difficult at best. Also, mean sig-
nal decay curves are less coherent between the body and the genu of the CC than between
WM and GM. Therefore, due to the ambiguities in differentiating between WM and GM
in this age range, the focus for this study is on separating the anisotropic WM-like signal
from the CSF-derived isotropic ‘free water’ component. Note that this decomposition
uses signal characteristics found in WM and CSF to decompose the images. Due to
overlapping signal characteristics, it does not provide a tissue separation in the biolog-
ical sense but a separation into images that best fit the chosen ‘free water’ and ‘tissue’
component fingerprints.
8.4.2. Cohort and preprocessing
36 37 38 39 40 41 42









Figure 8.8.: Age distribution of the Developing Human Connectome Project
(dHCP) cohort.
The cohort consists of 27 healthy term control babies acquired as part of the dHCP.
The youngest subject has a postmenstrual age at scan of 36.1 weeks, the oldest 42.3
weeks; the average gestational age at scan is 40.2 weeks (see fig. 8.8).
The multi-shell high angular resolution diffusion single-shot spin-echo echo-planar im-
ages were acquired on a Philips 3T Achieva scanner using a dedicated neonatal head coil
[Hughes et al., 2017a] with a maximum gradient amplitude of 70mT/m. The 300 volumes
per data set were sampled with four phase-encode directions on four shells with b-values
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of 0 (n=20), 400 (n=64), 1000 (n=88) and 2600 (n=128) with TE=90, TR=3800 ms
[Tournier et al., 2015a; Hutter et al., 2017] and reconstructed to a resolution of 1.5 mm.
See section 6.3.1 and [Hutter et al., 2017; Tournier et al., 2015b] for details about the
acquisition and optimisation of contrast for neonatal imaging.
The images were preprocessed by removal of motion-corrupted volumes using a neural
network classifier (see chapter 6) presented in [Kelly et al., 2017], PCA-based denoising
[Veraart et al., 2016], distortion and motion correction with outlier replacement [Ander-
sson et al., 2016], bias field correction [Tustison et al., 2010] and intensity normalisation
across datasets based on image intensity in high-FA voxels.
8.4.3. Response function estimation


















































Figure 8.9.: Average signal decay in CSF, single fibre voxels (tissue), cortical
grey matter (CGM), and the corpus callosum. left: normalised to the b=0 signal
of the CSF component, right: each function normalised to 1. For comparison to
the response functions in the adult data, see fig. 8.4.
Subject-specific CSF and WM tissue probability maps, sourced from segmented co-
registered T2-weighted images [Makropoulos et al., 2014], were downsampled to the reso-
lution of the diffusion data. These maps were thresholded at 80% to exclude voxels with
partial voluming and used to constrain the single fibre voxel search performed on the
b=2600s/mm2 shell [Tournier, Calamante, Connelly, 2013]. WM responses were subse-
quently extracted from the resulting single fibre mask. The CSF response function was
estimated by selecting the 100 voxels within the thresholded CSF mask with the highest
signal attenuation between the averaged b=0 and b=2600s/mm2 shells. Note that not
all white matter tracts were part of the WM single fibre voxel selection due to constraints
in the probabilistic masks but the masks prevent the inclusion of GM voxels.
These response functions were then averaged across subjects, and used in the MSMT-
CSD decomposition to generate ‘free water’ density and ‘tissue’ ODF maps for each
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subject. See fig. 8.10 for voxels selected for response function estimation and the resulting
decomposition for a single subject. The average signal decay curves are shown in fig. 8.9.
To emphasize that the response function derived from WM voxels is not specific to the
signal of white matter, it is denoted as ‘tissue’.
Figure 8.10.: Axial slice from a single dataset with very little motion corruption.
Left: voxels selected for the ‘tissue’ (blue) and ‘free water’ (red) response function
estimation are overlaid onto the ‘tissue’ density map (a) and onto the ‘free water’
map (b). Figure c shows the ‘tissue’ ODF map.
8.4.4. Multi-component template generation
Similarly to the multi-component registration of adult WM and GM, the neonatal ‘tissue’
and ‘free water’ maps can be jointly registered. A major difference between both cohorts
is that, in neonates, components are not sharply separated but overlap in most areas
of the brain (see fig. 8.10). Between the adult and the developing connectome data,
the spatial resolution relative to the size of the brain, the distribution of anisotropic
signal, and its spatial arrangement differ substantially (compare fig. 8.4). We created
two neonatal population templates, one using only the ‘tissue’ component and the second
one using both components combined to validate the effect of using an aggregate metric
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combining both HARDI-based components. Prior to registration, dHCP images were
up-sampled by a factor of 1.6 to increase the final resolution of the template but the
following template-building procedure was identical to that for the adult templates.
As in the adult case, both neonatal templates differ little in their appearance on visual
comparison. The most visible difference between both templates is the extent to which
superior white matter tracts are aligned (fig. 8.11). The degree of anisotropy, as measured







in the second order spherical harmonics (
√
P2) is slightly higher in subcortical white
matter of the template that used both components for registration (see arrows in fig. 8.11).
Therefore, the template that was generated using multi-contrast registration was selected
for further discussion in section 8.5.
8.5. Group-level observations in the neonatal template
As expected, compared to a single subject, the template is smoother due to the anatom-
ical and developmental diversity of the cohort (compare figs. 8.4 and 8.10) but the signal
decomposition and registration approach proposed here provides good alignment across
subjects on visual inspection, with clear definition of features such as the motor strip,
brainstem, and anterior commissure figs. 8.13 to 8.16.
Early maturing white matter in the cerebellum, the cerebellar peduncle (fig. 8.14), the
CC, and the corticospinal tract (CST) (fig. 8.13) show a high ‘tissue’ and low ‘free water’
density. Compared to adjacent areas in the corona radiata, the CST has a low ‘free
water’ and high ‘tissue’ density and the ODFs are more anisotropic (fig. 8.13), indicating
relatively advanced maturation.
The cerebellum and brainstem are relatively mature at birth and have a high cellularity
and low free water content (see fig. 2.1, section 2.2.1). This is evident in the low ‘free
water’ density in this area (fig. 8.14) and the structural similarity between the adult
and neonatal template. See fig. 8.17 for a direct comparison of an axial slice through
the CST, brainstem and cerebellum at the level of the middle cerebellar peduncle. The
high angular and spatial resolution of the diffusion data allows a clear and immediate
separation of the CST, the middle cerebellar peduncle, the inferior cerebellar peduncle,
and of transverse pontine fibers.
Conversely, parts of the anterior periventricular deep white matter exhibit the opposite
characteristic (fig. 8.15). This area has a relatively low ‘tissue’ density pocket and a high
‘free water’ content, which is consistent with previous observations in diffusion MRI
[Judaš et al., 2005].
In the cortex, we see clear radial organisation, consistent with the known process
of cortical formation (fig. 8.16). Anisotropy in this area has been shown to drop as
dendritic arborisation proceeds [McKinstry et al., 2002]. The arrow in fig. 8.16 a points





Figure 8.11.: Comparison of the neonatal templates generated using only the
‘tissue’ component (a,c) and that where registration was driven by the ‘tissue’ and
‘free water’ component (b,d). The background image is a measure of anisotropy
of the spherical harmonics (
√
P2).
at the radial organisation of ODFs extending from the WM into the frontal temporal
cortex. The ODF anisotropy map in this region shows a low anisotropy between cortical
GM and WM as previously shown in high resolution DTI and histology [Miller et al.,
2011]. As expected, this is not observed in the gyral crown.
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Figure 8.12.: Axial slice of the neonatal template showing the ‘tissue’ ODFs
overlaid onto the ‘free water’ density image in approximately the same location
and orientation as the single subject image in fig. 8.10.





Figure 8.13.: CST and projection fibres. The top row shows ‘tissue’ ODFs
overlaid onto the ‘free water’ component. b: The CST exhibits a low ‘free water’
density (cross hair) compared to surrounding white matter of the corona radiata.
This, and the high fibre density (c), and the high anisotropy (
√
P2) (d) suggest
more advanced maturation compared to other white matter tracts.




Figure 8.14.: Cerebellum, brainstem and cerebellar peduncles. Sagittal view
of cerebellum with ODFs overlaid on ‘tissue’ density image (a) and ‘free water’
density image (b). Figure (c) shows a coronal view through the brainstem and
the cerebellar peduncles with the ‘free water’ density map in the background. An
axial view through the pons and cerebellum (d) shows the relative maturity of
white matter in this region.




Figure 8.15.: Low ‘tissue’ density pocket in the area of the frontal periventricular
crossroads. Neonates have a high ‘free water’ content (a, yellow box) and low
‘tissue’ density (b) in this area. For comparison, figure (c) shows ‘tissue’ ODFs
overlaid onto the average ‘tissue’ density map of the HCP template, showing high
‘tissue’ density in that area.




Figure 8.16.: Radial organisation of ODFs extending from the WM into the
frontal temporal cortex overlaid on the ‘free water’ density (a). Neonates exhibit
high anisotropy in the cortex likely due to radial glial fibers and pyramidal neurons
extending into the cortex [McKinstry et al., 2002]. Image (b) shows the ODF
anisotropy in this region. Voxels where high curvature of fibres entering the cortex
are expected (b, left arrow) exhibit low anisotropy, in contrast to regions where
fibres enter without curving (b, top arrow). For comparison, (c) and (d) show
the ‘tissue’ density in this region of the HCP template.
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8.6. Conclusion
The developed methods allowed the creation of a high-quality multi-shell HARDI tem-
plate of the human brain at the time of birth, in the form of the orientationally resolved
‘tissue’ density and ‘free water’ density maps. This framework forms the foundation for
advanced longitudinal and group-wise investigations into healthy and abnormal brain
maturation.
The template matches the expected anatomy and composition of the developing brain
in the neonatal period, with an overall high water content and high anisotropy in the
cortex. We chose to use a simple model with two tissue types given the difficulty in
distinguishing between WM and GM, and other ongoing developmental processes (e.g.
WM neurogenesis and pruning, proliferation, maturation) occurring during this period.
The high ‘free water’ content in the periventricular cross-roads are challenging for
tractography algorithms that regularise spurious connections by stopping tracking if the
WM ODF amplitude is below a fixed threshold, or if voxels are affected by partial volum-
ing with CSF. This prevents or hinders tracking of thalamo-cortical fibres, especially in
younger subjects. The decomposition into ‘free water’ and ‘tissue’ components and the
resulting information about relative ‘tissue’ volume fraction could be used to spatially
adjust the tracking parameters.
The microstructural information, especially ‘free water’ component, are potential biomark-
ers for disambiguating lesions and bleedings, common findings in prematurely born ba-
bies. The next chapter investigates the maturation of brain tissue microstructure on a
larger time-frame using an additional HARDI-derived component.
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Figure 8.17.: Non-linearly aligned axial slices of the neonatal (top) and the adult
template (bottom) showing the organisation of tissue in the cerebellum and the
CST. MCP: middle cerebellar peduncle, ICP: inferior cerebellar peduncle, TPF:
transverse pontine fibers
Chapter 9
Multi-component HARDI brain atlas
over the neonatal period
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9.1. Introduction 216
We describe a method for creating a time-resolved atlas of the developing white mat-
ter using advanced multi-shell high angular resolution diffusion imaging data. This re-
lies on the recently proposed multi-shell multi-tissue constrained spherical deconvolution
(MSMT-CSD) technique, and decomposes the signal into one isotropic component and
two anisotropic components, with response functions estimated from cerebrospinal fluid,
and white matter in the youngest and oldest participant groups respectively. We build
a time- and orientationally-resolved atlas of those tissue components from data acquired
from 113 babies between 33 and 44 weeks postmenstrual age, imaged as part of the De-
veloping Human Connectome Project. These data were split into weekly groups, and
registered to the corresponding group average templates using a previously-proposed
non-linear diffeomorphic registration framework, designed to align orientation density
functions (ODF). This framework was extended to allow the use of the multiple contrasts
provided by the multi-tissue decomposition, and shown to provide superior alignment.
Finally, the weekly templates were registered to the same common template to facili-
tate investigations into the evolution of the different components as a function of age.
The final multi-tissue atlas provides insights into brain development and accompanying
changes in microstructure, and forms the basis for future investigations into healthy and
pathological white matter maturation. A slightly modified version of this chapter has
been submitted and accepted, subject to revisions, in the special issue “Imaging baby
brain development” of NeuroImage.
9.1. Introduction
Building on the previous chapter, in this work, we describe a method for creating an
unbiased atlas of white matter maturation based on advanced diffusion MRI methods,
in a cohort of neonates scanned over a range of ages, during which large changes in
brain volume, shape and contrast occur. We use high-quality multi-shell High Angular
Resolution Diffusion Imaging (HARDI) data acquired as part of the Developing Human
Connectome Project (dHCP) to build an atlas of 113 babies scanned just after birth with
postmenstrual ages at scan ranging from 32.4 to 44.6 weeks.
The analysis of these microstructural properties in the developing brain requires two
main components: a consistent model for the HARDI signal suitable for the neonatal
period; and a means of realigning these data onto an unbiased common space. The model
used in this work relies on the multi-shell multi-tissue constrained spherical deconvolu-
tion (MSMT-CSD) framework [Jeurissen et al., 2014] and requires the determination of
appropriate response functions to describe the signal ‘signature’ for each different tis-
sue component. The image registration is driven based on two such tissue components
[Pietsch et al., 2017b], to align subjects within 12 multi-tissue cross-sectional weekly
templates, and then jointly to a single time-resolved multi-tissue atlas which is split after
alignment into weekly time steps. The atlas itself was created using a decomposition of
the signal into three components: one isotropic, derived from CSF, and two anisotropic
components, derived from white matter (WM) in the youngest and oldest weekly groups
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respectively. The resulting atlas provides a basis for detailed spatio-temporal investiga-
tions into healthy and abnormal brain maturation at the single fibre level.
9.2. Materials and Methods
9.2.1. Cohort
The cohort used for this atlas consists of 113 babies scanned as part of the dHCP. From
all subjects available, subjects with known clinical abnormalities [Hughes et al., 2017b]
and lesions (using Apparent Diffusion Coefficient (ADC), WM or cerebrospinal fluid
(CSF) decomposition images) were excluded. If a subject was scanned multiple times,
only the first scan was considered. The weekly cohorts have average gestational age at
scan of 32.9, 34.0, 35.2, 35.7, 37.1, 38.1, 39.1, 40.1, 40.9, 42.0, 42.8 and 44.1 and consist
of 11 subjects, except for the two youngest cohorts and the template at 35.7 weeks which
consist of 9, 9 and 10 samples, respectively.
9.2.2. Data
The multi-shell high angular resolution diffusion single-shot spin-echo echo-planar images
were acquired on a Philips 3T Achieva scanner using a dedicated neonatal head coil
[Hughes et al., 2017a] with a maximum gradient amplitude of 70mT/m. The 300 volumes
per image were sampled with four phase-encode directions on four shells with b-values
of 0 (n=20), 400 (n=64), 1000 (n=88) and 2600 (n=128) with TE=90, TR=3800ms
[Tournier et al., 2015a; Hutter et al., 2017] and reconstructed to a resolution of 1.5mm.
The reconstruction method follows the extended SENSE technique proposed in [Zhu et
al., 2016]. Sensitivities were estimated from non-accelerated reference acquisitions with
matched readouts as in [Hennel et al., 2016] to promote equivalent distortions in the coil
maps as in the data.
9.2.3. Preprocessing
The preprocessing of the data consists of: (i) removal of motion-corrupted volumes using
a deep neural network classifier (see chapter 6) [Kelly et al., 2017]; (ii) Marchenko-
Pastur-PCA-based denoising [Veraart et al., 2016] (MRtrix3); (iii) susceptibility and
eddy-current distortion correction and inter-volume motion correction with outlier re-
placement using topup [Andersson, Skare, Ashburner, 2003] (FSL) and eddy [Andersson,
Sotiropoulos, 2015b] (FSL); and (iv) bias field correction based on the b=0 shell using
N4 [Tustison et al., 2010] (ANTs).
Brain masks were generated using a combination of bet [Smith, 2002] (FSL) and a
custom-built threshold-based segmentation.
9.2.4. Tissue decomposition
The approach of decomposing the diffusion signal used in this study relies on the MSMT-
CSD technique [Jeurissen et al., 2014], which separates the diffusion signal into distinct,
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orientationally-resolved tissue types. MSMT-CSD requires multiple, component-specific
response functions to be defined, each of which characterises the signal for the correspond-
ing tissue component within each b-value shell, along with its angular dependence. These
responses are then used to deconvolve the signal into multiple tissue-specific orientation
distribution functions (ODFs).
In adults, the main feature that allows this separation is the fact that different tissue
types have sufficiently distinct b-value dependencies, giving a clear separation of the
brain into WM, grey matter (GM) and CSF (Figure 9.1). As discussed in the previous
chapter, in neonates, this clean separation between WM, GM and CSF does not occur
naturally. At term-equivalent age, the average signal in cortical grey matter is nearly
indistinguishable from that in the corpus callosum (CC), while most of the peripheral
white matter decays much faster with increasing b-value. As shown in Figure 9.1, the
variability in mean signal curves between different WM structures is higher than the
difference between WM and cortical GM. This makes the separation of GM and WM
difficult, but allows the investigation of differences in different WM structures.



































Figure 9.1.: Mean (DC) signal sampled in CSF, WM and GM in adults and
neonates at term-equivalent age (40 weeks postmenstrual age (PMA)). In adults,
GM and WM are separable by their average signal decay curves. This is not the
case for neonates at term-equivalent age where the GM curve lies within the
spectrum of WM curves and is very similar to the average signal decay in the
body of the CC. Adult data was taken from the Human Connectome Project
(HCP). CCsplen, CCbody and CCgenu correspond to the splenium, midbody and
genu of the corpus callosum respectively; OR corresponds to the optic radiations.
Furthermore, the WM signal characteristics exhibit a strong age dependence (see sec-
tion 9.3.1). Therefore, we chose to decompose the diffusion signal using one isotropic
component (Iso), derived from CSF voxels, and two anisotropic response functions Ay
and Ao. The latter two are derived from dense WM in the youngest and oldest cohorts
respectively. The Iso component is equivalent to the ‘free water’ component in the pre-
vious chapter, albeit being derived using a slightly modified procedure described below.
This three tissue model serves as a basis to build a time-resolved atlas, where the balance
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between the two WM components can be interpreted as an indication of the transition
from immature to more mature tissue. This choice is motivated by the observation that
the ‘WM’ response is age-dependent, as shown in section section 9.3.1, and is discussed
further in the discussion.
Response function voxel selection The CSF response function was estimated from
voxels selected based on their average signal decay within a dilated full brain mask,
using the method described in [Dhollander, Raffelt, Connelly, 2016].
The WM response functions were estimated from single-fibre voxels, identified using
an iterative procedure described in [Tournier, Calamante, Connelly, 2013]. This was
performed with eroded brain masks to ensure only voxels within deep WM were selected.
Briefly, the algorithm performs a single-shell CSD using a predefined initial response
function; voxels where the main fibre orientation is most dominant are then selected,
and an updated response computed by averaging the corresponding DW signal after
realignment to a common fibre axis. This process is then repeated until convergence.
For younger subjects, brain masks were eroded to exclude most of the cortical GM and
single fibre voxel masks were edited manually to remove high Fractional Anisotropy (FA)
voxels found in the remaining cortical voxels of younger subjects.
This resulted in consistent WM and CSF voxel selection maps across the age range,
as shown in Figure 9.2.
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Figure 9.2.: Maximum intensity projection of WM (top) and CSF (bottom) voxel
selection masks. Colours represent the frequency a voxel has been selected in the
respective weekly template. All images are nonlinearly aligned to a common
space.
9.2.5. Bias field correction and intensity normalisation
As previously mentioned, the preprocessing of the data includes a bias field correction
step (performed using ITK’s N4 algorithm), to minimise any potential influence on the
estimated response functions. Any residual bias fields were subsequently corrected fol-
lowing MSMT-CSD by ensuring that the summed density of the three components has an
average value of
√
1/(4pi); this was performed using the mtnormalise command available
as part of MRtrix3 [Raffelt et al., 2017].
9.2.6. Multi-contrast ODF registration
A prerequisite for group-level or longitudinal analysis of HARDI data is unbiased and
accurate spatial alignment. We use a symmetric non-linear diffeomorphic registration
framework that takes the appropriate ODF reorientation into account [Raffelt et al.,
2011] to align individual images to the respective group average image. The registration
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cost function metric is the squared L2 norm of the spherical harmonics coefficients after
reorientation between the image and the template, evaluated in the midway-space.
As for the neonatal template, we use the existing ODF registration framework [Raf-
felt et al., 2011] extended to multiple tissue ODFs to be used simultaneously to drive
the registration. In adults, using ‘WM’ and ‘GM’ compartments simultaneously (with
equal weights) has been shown to to yield higher registration accuracy and sharper fea-
tures in the spatial and angular domain [Pietsch et al., 2017a]. However, as previously
mentioned, a decomposition into distinct ‘GM’ and ‘WM’ components is not effective
for neonates, prompting us to decompose the tissue into immature and more mature
anisotropic components. The problem for registration is that the boundaries between
mature and immature tissue are age dependent; using all components would therefore
bias the spatial alignment.
For this reason, we decided to use a simpler, two-component decomposition to drive
the registration, obtained using responses consisting of each subject’s native ‘WM’ re-
sponse, and the group average ‘CSF’ response. Across age groups, the ‘CSF’ component
is consistently located primarily in the ventricles, whereas the single ‘WM’ component
covers the whole brain except for the ventricles and contains the orientational informa-
tion necessary for the alignment of WM bundles. We find that using the ‘CSF’ and
native ‘WM’ component for group alignment produces sharper templates (see fig. 8.11)
compared to registration using the native ‘WM’ component only.
We calculated the deformation fields for each subject by registering each subject’s ‘CSF’
component and single native ‘WM’ component with equal weights to the respective two
component version of the template, and subsequently applied those warps to the subject’s
three component decomposition to create the final three component atlas.
9.2.7. Group average template creation
We created unbiased weekly atlases by iteratively averaging the respective registered
images to the corresponding group average template for that week. The templates were
created in 28 stages, with increasing degrees of freedom for the transformation and with
increasing spatial and angular resolution. More specifically, these stages consisted of
six rigid followed by six affine registration stages, each with decreasing voxel sizes from
3.3mm to 1mm and increasing angular resolution (lmax = 2 for the first four, followed
by four with lmax = 4), followed by 16 nonlinear registration stages. The nonlinear
registration increases spatial resolution in eight steps from 3.3mm to 1mm voxel size
using lmax = 2, followed by eight iterations with lmax = 4 at full spatial resolution. For
each iteration in each stage, the update and displacement fields are smoothed using a
Gaussian kernel with a standard deviation of 2.0 and 1.0 times the size of the stage’s
voxel size, respectively. Warps are upsampled using linear interpolation if the resolution
is increased between stages. Each image is registered to the group average formed from all
other images, excluding the current image (leave-one-out) to ensure faster convergence.
Finally, we built a common atlas that aligns all images to a common space to visualise
and analyse temporal variability of the three components. The procedure of the joint
atlas is identical to the creation of the separately aligned weekly templates. We use the
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resulting transformations to build weekly templates that are all aligned to the same space.
Note that following the pre-processing, images are interpolated only once to transform
them to their respective template space.
9.3. Results











































Figure 9.3.: Longitudinal evolution of the WM response function of subjects
scanned at 32.9 (n=9), 35.2 (n=11), 38.1 (n=11), 40.9 (n=11) and 44.1 weeks
PMA (n=11). Top: Shape and size change visualised as 2D projections through
the fibre axis for each shell. Bottom: Each response function scaled independently
at each b-value to unit radius to visualise the change in shape.
The WM response function estimated from each subject individually shows a clear age
trend in the DC (l = 0) and the higher order harmonic coefficients between 32.9 and 44.1
weeks PMA (figure 9.3). With increasing age, the WM response function increases in
sharpness and the signal decay across b-values reduces. Note that these weekly response
functions exhibit distinct b-value dependencies and are not scaled versions of a single
response function. This suggests that, besides CSF, at least two components are required
to model the WM signal in neonates accurately, and motivates the use of two anisotropic
response functions as was performed in this study.
9.3.2. Multi-tissue model component selection
Given the approximately linear temporal evolution of the WM response functions as
a function of age, we postulate that WM maturation can be modelled as a weighted
sum of two responses. We use the WM response function of the youngest and oldest age
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group, Ay and Ao respectively, to test whether we can express the WM response function





α ∗Ay + β ∗Ao −WM(t)
)2
(9.1)
Figure 9.4 shows that any response function in the cohort is well represented by a
positive weighted sum of the two average response functions of the two age extremes
of the cohort. The relative weight between the response functions transitions smoothly
from the youngest to the oldest group, suggesting that MSMT-CSD performed using
these responses can give meaningful separation of maturation patterns in WM, with the
balance of density between the estimated weights for the two responses representing the
level of WM maturation.
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Figure 9.4.: Evolution of the WM response in spherical harmonics coefficients
in arbitrary units for harmonic degrees up to l = 10. a) WM response function
coefficients for each image in the cohort coloured by age at scan. b) WM response
function average and 68% confidence interval of 9 neonates scanned at 32.9 weeks
(Ay) and of 11 neonates scanned at 44.1 weeks PMA (Ao). The plots in row
c) show the residuals (fit - data) and weights (α and β) of the linear model fit
defined in equation 9.1. Weights are not constrained to be non-negative. The
two curves for α and β are cubic polynomials fitted using a Huber kernel.
The appropriateness of the model was also investigated by looking at the residuals of
each MSMT-CSD fit across the age range, as shown in figure 9.5. Using the three compo-
nent decomposition yields lower residuals than any of the two-component models, which
included the CSF (Iso) and a single WM response function (including notably the case
where each subject’s native WM response function is used). However, there nevertheless
remains anatomical structure in the residuals for the three component decomposition,
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Figure 9.5.: Residuals of the average signal in each shell for different response
function combinations. Values are in percent relative to the average b=0 signal.
Iso refers to the cohort average CSF response function, WMnative to the subject’s
WM response function, WMaverage to the cohort average WM response function




We chose the subjects from the healthy appearing dHCP cohort to include in this work so
that the weekly templates are as unbiased towards gender, age since birth and anatomy
as possible. To ensure comparable anatomical variability across age, we selected 9 to 11
subjects per weekly template. If more datasets were available for a template, we ranked
them using the following criteria and chose only the 11 best samples.
The images were grouped so that the number of motion artefact free volumes per
subject is maximised while minimising both the deviation from normal (age and gender-
matched) birth weight and the age since birth. To better balance age range and gender-
bias, subjects were assigned to up to two time points. See figures 9.13 for plots of cohort
age, weight and quality measures.
9.4.2. Obtaining quantitative density values
In MSMT-CSD, the mapping from diffusion weighted (DW) signal to orientation distri-
bution function (ODF) amplitude is linear and the ODFs obtained are not inherently
normalised, which necessitates the use of bespoke normalisation and bias field correction
procedures to provide quantitative density values that can meaningfully be combined into
a single analysis, such as this atlas. It also requires the use of a single set of responses
that are appropriate over the entire age range, so that density estimates can be compared
like for like.
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First, we estimated CSF and WM response functions for each subject independently,
following an initial coarse bias field correction. Those are used to deconvolve the signal
into two components which are then subsequently corrected using a more fine-grained
bias field correction using mtnormalise (MRtrix3 ). The two ODF images are jointly
scaled so that they sum on average to
√
1/(4pi) within the subject’s brain mask. For any
further analysis, the subject’s response function is also normalised using the inverse of the
scale factor applied in the final bias correction. This ensures that the estimated response
functions are comparable across age-groups (figure 9.1) but is not strictly necessary for
the creation of the atlas.
Following the normalisation of the two subject-specific response functions, we average
the normalised CSF response functions of all subjects and the normalised WM response
functions of the youngest and oldest cohort and use those to deconvolve the initial bias
field corrected DW images. We therefore use the same three response functions for all
subjects. The final three component decomposition is bias-field corrected and normalised
using mtnormalise. This ensures that ODF amplitudes are comparable across all subjects
irrespective of their age.
9.4.3. Group-level observations
The component volume fraction maps in figure 9.6 show the decreasing Iso content
and the increase of the mature tissue component in brain parenchyma over time. This
matches the expected decrease in overall brain tissue water content during development
[Dobbing, Sands, 1973]. In our decomposition, early maturing WM such as the cerebel-
lum, cerebellar peduncle or corticospinal tract (CST) exhibit high Ay and Ao and low
Iso density at all ages (see figure 9.9). In contrast, parts of the periventricular deep
white matter show relatively high free water content (see figure 9.7).
In general, the transition from young to mature-appearing WM occurs from central to
peripheral, inferior to superior and posterior to anterior. The slices shown in figure 9.6
display this pattern most prominently in the periventricular cross-roads, the CST and
the CC. The sagittal images exhibit a pattern of transition from young to more mature
appearing WM in the cerebellum and the CC, consistent with the expected behaviour
[Branson, 2013].
Figure 9.9 shows the spatially localised Ao component in the youngest cohort. At 32.1
weeks PMA, it is confined nearly exclusively to the genu and splenium of the CC and
WM in the CST, the spine, parts of the midbrain and the cerebellum. The transition
from Ay to Ao is similar for the genu and splenium of the CC but the body of the CC
has a comparatively high density of Ay fibres even at 44.1 weeks PMA.
In the cortex of younger subjects, we observe clear radial organisation (figure 9.7) which
reduces with age, consistent with the known process of cortical formation. Anisotropy in
this area has been shown to drop as dendritic arborisation proceeds [Miller et al., 2011;
McKinstry et al., 2002].
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Figure 9.6.: Display of changes in component volume fractions in weekly steps
with image intensities representing average ODF amplitude, scaled identically
across components and weeks. Note that different anatomical orientations are
scaled differently in size.
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Figure 9.7.: Axial sections showing the isotropic component (background) and
the two anisotropic components through the CC and periventricular cross roads
at 32.9 (top row) and at 44.1 (bottom row) weeks PMA. Magnified cropped
images show high anisotropy in the the cortical GM and high Iso component
volume fraction in the periventricular cross roads observed in the young subjects.
All images are part of the jointly aligned atlas.
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Figure 9.8.: Axial sections showing the isotropic component (background) and
the two anisotropic components through the cerebellar dentate nucleus at 32.9
(top row) and at 44.1 (bottom row) weeks PMA. Note the orthogonal opposed
fibre directions of the Ay and Ao ODFs in the lateral cerebellar hemispheres. All
images are part of the jointly aligned atlas.
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Figure 9.9.: Sagittal sections showing the isotropic component (background)
and the two anisotropic components through the brainstem at 32.9 (top row)
and at 44.1 (bottom row) weeks PMA. All images are part of the jointly aligned
atlas.
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9.4.4. Time-resolved component volume fraction changes in selected
regions
Histology studies have reported spatially varying onset and progression of myelination
[Brody et al., 1987; Gilles, Shankle, Dooling, 1983]. Myelination progresses in a nonlinear
and location-specific manner starting at the end of the fourth fetal month lasting until
adulthood in the CC [Kinney et al., 1988]. However, myelinogenesis is preceded by
complex changes in cellular constituents and their organisation in the premyelinating
stages [Back et al., 2002; Wimberger et al., 1995].
We investigate regional differences of WM maturation patterns similarly to earlier
studies which used DW imaging [Bui et al., 2006], diffusion tensor imaging [Zanin et
al., 2011] or HARDI [Kunz et al., 2014]. Our work differs from this early work in that
we use tissue-specific responses instead of biophysical model quantities. Furthermore, in
contrast to tensor-based work, our approach can resolve multiple fibre populations within
a single voxel. In fact, in some crossing fibre regions, the different bundles are ascribed
to different anisotropic responses, potentially reflecting different stages of maturation for
the different bundles (figure 9.12).
We manually segmented 17 white and grey matter structures in the jointly aligned
group average template using the weekly resolved FA, CSF and both WM component
maps. The areas included five regions in the CC from the genu to the splenium, along with
further regions in the posterior and anterior limb of the internal capsule, the cingulum,
external capsule, fornix, head of the caudate, middle cerebellar peduncles, optic radiation,
putamen, superior cerebellar peduncles, thalamus and cortical GM (see figure 9.10).
The middle and superior cerebellar peduncles exhibit a relatively high fraction of Ao
at 33 weeks PMA which increases almost linearly until term (superior) and 44 weeks
(middle). Of interest, the superior cerebellar peduncle has a higher fraction of Ao from 33
weeks which is consistent with the earlier maturation of the superior cerebellar peduncle
compared to the middle cerebellar peduncle [Gilles, Shankle, Dooling, 1983].
We observe that in the posterior limb of the internal capsule, the relative fraction of
the Ao component increases rapidly from 33 weeks until 40 weeks after which it slowly
increases until 44 weeks. This is in contrast to the anterior limb of the internal capsule
which starts to transition from Ay to Ao only after 39 weeks. This is in agreement with
reported temporal maturation time courses for these two adjacent structures, as myelin
is present in histological sections of the posterior limb of the internal capsule starting
at 34 weeks, and myelinates rapidly until after term [Gilles, Shankle, Dooling, 1983],
whereas the anterior limb of the interior capsule shows no evidence of myelination until
after term [Gilles, Shankle, Dooling, 1983].
In comparison, the external capsule, the fornix, the cingulum and the optic radiations
do not myelinate before term [Gilles, Shankle, Dooling, 1983; Yakovlev, Lecours, 1967].
We also observe a later onset of increasing Ao volume fractions in those structures.
In the CC, the splenium appears to mature before the genu and the body exhibits a
more protracted maturational pattern. The splenium has been observed to mature before
the genu on T1- and T2-weighted imaging [Barkovich et al., 1988].
The pattern of maturation in deep GM is distinct from that of early maturing WM.
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The head of the caudate nucleus, the putamen and the thalamus contain very little Ao
signal until 37 weeks PMA. The mature component rises more steeply in the thalamus
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Figure 9.10.: Maximum intensity projections of regions of interest overlaid onto
a maximum intensity projection of the age-average FA image. For images of
individual ROIs see figure 9.14.
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Figure 9.11.: Longitudinal changes of component volume fractions and FA in
selected WM and GM regions of interest. Error bars represent one standard
deviation across voxels in the respective region and are calculated in the average
space.
9.4.5. Limitation of the three tissue model
We focus on modelling the spatial variability of temporal changes in WM. The compo-
nents of our atlas were chosen to be interpretable in terms of brain maturation. However,
WM maturation is undeniably a complex biological process, giving rise to dMRI signals
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that might not necessarily be fully characterised using three components alone. Nonethe-
less, our approach is likely to provide a good first-order approximation to the dominant
effects observed in the data over this age range.
It is important to note that the anisotropic WM responses used in this study corre-
spond to the extremes of the age range under consideration, and are therefore inherently
dependent on these ages.
Also, the use of CSF (Iso) and two WM response functions is not necessarily applicable
to the rest of the brain parenchyma. This is apparent in the MSMT-CSD residual maps
of the younger cohorts (figure 9.5). Yet, this work is the first study using a data-driven
approach to describe WM maturation during the perinatal period in a fibre-resolved
manner. Improving on the response functions selection to model the full brain is scope
for future work.
9.4.6. Multiple fibre specific maturation patterns in a voxel
Differentiating between distinct fibre populations within a single voxel based on differ-
ences in microstructural features is an ongoing challenge in DW imaging. Microstructure-
informed tractography methods have been proposed to disentangle multiple fibre popu-
lations [Daducci et al., 2015; Sherbondy, Rowe, Alexander, 2010; De Santis et al., 2016].
MSMT-CSD allows resolving multiple tissue types in the same voxel. Using two
anisotropic response functions, we can directly resolve fibre populations from different
components in the same voxel if the fibre populations are separable using the chosen re-
sponse functions. We observe this for instance in the cerebellum. Our three component
model separates fibres in cerebellar GM that follow a radial trajectory from tangen-
tial fibres within the same voxel (figure 9.8). This matches with observations of radial
and tangential pathways [Takahashi et al., 2014] that mature at different rates in the
cerebellum.
Furthermore, figure 9.12 shows a section through the CST and the midbrain which
illustrates that the “maturation” trajectory for fibres going in inferior-superior direction
is distinct from that of pontocerebellar fibers in the same voxel. Resolving multiple
maturation patterns in a voxel opens new possibilities for time-resolved investigations
in a fibre-specific manner using frameworks such as fixel-based analysis [Raffelt et al.,
2016]. Note that this ability to resolve different fibre populations based on their distinct
microstructural signature is possible due to the large differences that brain development
introduces in their dMRI signature; differences of such magnitude are unlikely to be
observed in adult data.
9.5. Conclusions
We propose a method to create a time- and orientationally-resolved multi-tissue atlas
of the neonatal brain using three components derived from CSF, WM at 32.9 and WM
at 44.1 weeks postmenstrual age. We find regionally-varying temporal patterns in the
transition between the young and more mature anisotropic components and were able
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Figure 9.12.: Coronal sections showing the isotropic component (background)
and the two anisotropic components through the CST and brainstem at 32.9
(top), 38.1 (middle) and at 44.1 (bottom) weeks PMA. Note the transition from
Ay to Ao is different for different fibre populations within the same voxel. All
images are part of the jointly aligned atlas.
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to distinguish fibre populations within the same voxel with distinct time courses. This
atlas provides a basis for investigations into healthy and pathological brain maturation.
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Figure 9.13.: Demographics of the cohort. Lines link subjects that were grouped
to build the weekly templates. Asterisks indicate the average for each template.
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Chapter 10
Conclusion
Advances in High Angular Resolution Diffusion Imaging (HARDI) facilitates studying
neonatal brain development with higher order diffusion models [Hutter et al., 2017;
Tournier et al., 2015b]. This technique has the potential to non-invasively probe the
cellular make-up and to facilitate the study of normal and abnormal brain maturation
in-vivo.
However, foetal and neonatal subjects tend to move during the time required for the
acquisition of high-quality HARDI data. Current post-processing tools are not capable
of robustly detecting and removing all motion corrupted data. Therefore, in practice,
severely artefacted data are manually removed to avoid degrading downstream analysis.
This process is labour intensive and subject to rater-variability. To allow large-scale
analysis of HARDI data acquired as part of the Developing Human Connectome Project
(dHCP), we developed a supervised classification algorithm that accurately distinguishes
between motion corrupted and usable data. Currently, the safest approach is to remove
corrupted data entirely but ideally, artefact detection should be incorporated in the
processing pipeline, automatically judging on the slice or voxel-level, whether data is
usable.
To analyse the processed neonatal data, it is necessary to decide on which data repre-
sentation or microstructure model is best-suited for a specific application. The diffusion
tensor representation and its derived quantities have been the method of choice for a
large number of studies, despite the ambiguities of interpreting these measures in the
presence of multiple fibre populations in a voxel [Wheeler Kingshott, Cercignani, 2009].
In chapter 7, we simulate diffusion in parallel fibres showing that the changes in diffu-
sion tensor quantities during myelination or demyelination are highly dependent on the
composition of the tissue, also rendering an interpretation of diffusion tensor quantities
in the absence of fibre crossings questionable.
HARDI allows fitting microstructure models that have a higher degrees of freedom than
the diffusion tensor model, which allows extracting more informative parameters from
the data and potentially facilitates characterising tissue properties with higher specificity.
Currently, there exist a number of approaches for deriving tissue characteristics from
the data but they are riddled with fundamental flaws with respect to specificity and
interpretability [Novikov, Kiselev, Jespersen, 2018]. The brain in the foetal and neonatal
period undergoes rapid changes in its shape, size, composition and structure; amplifying
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the need for a robust and descriptive tissue model.
We chose to use the constrained spherical deconvolution (CSD) technique and a data-
driven approach to extract features (“response functions”) that characterise changes in
the developing brain. Studies using CSD on neonatal populations have shown the ability
to resolve white matter fibre-specific differences between infants born at term and those
born prematurely [Pecheva et al., 2017; Blesa et al., 2017; Pannek et al., 2018]. This
voxel or fibre-based statistical analysis requires the accurate alignment of subjects to a
common space. We extended an existing registration framework to multiple orientation-
resolved channels, improving spatial correspondence and angular resolution compared to
white matter-based registration.
In adults, it is possible to separate the HARDI signal into cerebrospinal fluid (CSF),
white matter, and cortical grey matter components [Jeurissen et al., 2014]. However,
in neonates, the overall high water content in the brain, the high anisotropy in cortical
grey matter and the heterogeneous developmental state of the brain make this separation
into tissue components ambiguous. Therefore, we opted to decompose the signal using
the signal fingerprints of free water and white matter. Explicitly taking the high free
water content in the developing brain into account, we create a group template of healthy
subjects imaged at term that resolves these two characteristics of brain tissue with an
unprecedented angular and spatial detail.
A model that captures brain maturation requires features that are sensitive to tem-
poral processes. Investigations into longitudinal signal characteristics reveals that the
maturation of white matter can be modelled as an isotropic free-water component and
two anisotropic components. There is no guarantee that these patterns are specific to
cellular maturation processes but they might be useful in characterising changes in tissue
properties occurring during development and maturation. Using this three component
decomposition and the CSD framework, we built a high quality atlas of microstructural
tissue properties that explicitly represent changing free water content and tissue matu-
ration. This atlas can be directly used to analyse fibre-resolved maturation patterns of
the dHCP cohort.
The artefact removal, multi-channel registration and longitudinal modelling of tissue
response functions provides a framework for processing and analysing foetal and neonatal
diffusion data to study normal and pathological brain maturation at the fibre population-
level. Yet, being a data-driven approach, the longitudinal modelling is limited by the
age-range studied. An extension to in-utero imaging and HARDI data from older infants
could potentially provide a representation that better captures more fundamental tissue
properties, such as neuronal maturation and myelination. This could bring us closer
to developing a higher order model or signal representation that is specific to cellular
processes. Jointly modelling fetal, neonatal and infant data could potentially facilitate
extending the time-resolved tissue decomposition to additional contrasts and possibly
improve specificity to cortical and deep grey matter.
Future directions of research will aim at applying the decomposition to the full cohort
of the dHCP and linking this data to psychological outcome measures. Linking and
harmonising HARDI data or HARDI-derived tissue property maps from a large and di-
verse set of subjects, acquired using different scanner protocols, remains an open research
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challenge that could open new pathways for understanding normal and abnormal tissue
maturation trajectories and how they relate to outcome.
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