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We introduce a two-dimensional network model that realizes a higher-order topological insulator
(HOTI) phase. We find that in the HOTI phase a total of 16 corner states are protected by the
combination of a four-fold rotation, a phase-rotation, and a particle-hole symmetry. In addition,
the model exhibits a strong topological phase at a point of maximal coupling. This behavior is
in opposition to conventional network models, which are gapless at this point. By introducing the
appropriate topological invariants, we show how a point group symmetry can protect a topological
phase in a network. Our work provides the basis for the realization of HOTI systems in alternative
experimental platforms implementing the network model.
I. INTRODUCTION
Topological phases of matter are known to support
boundary modes which are protected by bulk topolog-
ical invariants through the so-called bulk-boundary cor-
respondence. The topological protection is typically
associated with fundamental symmetries (time-reversal,
particle-hole, and chiral symmetry) which have led to
the ten-fold classification of (gapped) topological states
[1–3]. By further including discrete spatial symmetries,
new phases such as topological crystalline insulators [4–
8] and, very recently, higher-order topological insulators
(HOTIs) have been identified [9–29].
A prototypical HOTI model is the Benalcazar-
Bernevig-Hughes (BBH) model [9], where fundamental
and point group symmetries protect zero-energy corner
states in an otherwise gapped, two-dimensional (2D) sys-
tem [30]. HOTIs have already been realized in various
platforms ranging from photonic, phononic, and elec-
tronic systems to microwave and topoelectric circuits [31–
41].
Ever since the discovery of the quantum Hall effect,
a main focus of research has been to study the robust-
ness of topological states against disorder, and the associ-
ated localization-delocalization transitions that destroy a
topological phase [42]. Among other approaches, a pow-
erful tool in this study has been the network model de-
scription of topological phases [42–44], first introduced
by Chalker and Coddington (CC) in the context of the
quantum Hall effect [43]. The network model idea has
subsequently been adapted to a variety of different topo-
logical systems, including the quantum spin-Hall effect,
weak topological insulators, Floquet systems, as well as
different types of topological superconductors [45–51].
However, despite their versatility, no network models for
point group symmetry-protected topological phases have
been introduced to date. This includes HOTIs, which are
very recent additions to the list of topological systems,
but also conventional topological crystalline insulators,
which are by now a decade old [4, 5].
Here, we construct a network model for a HOTI pro-
tected by particle-hole and by four-fold rotation (C4)
symmetry, which hosts mid gap corner modes. Unlike
the C4-symmetric HOTIs in static systems, which have
4 corner states [9, 10], or their periodically driven coun-
terparts, where this number can go up to 8 [52–54], our
network model shows up to 16 corner modes, due to an
additional, phase-rotation symmetry [55]. Upon vary-
ing system parameters, we find that trivial and HOTI
phases are separated by an intermediate, strong topo-
logical phase (STP), which surprisingly is present even
at the point of maximal mode mixing, i.e., when the
reflection and transmission probabilities are equal. This
behavior is in sharp contrast to the conventional Chalker-
Coddington model and its generalizations [45–51], all of
which are gapless at this point.
The rest of this work is organized as follows. In Sec. II,
we describe the construction of the network model and
examine its symmetries. In Sec. III we analyze several
simple limits of the network model, which realize HOTI,
trivial, and STP. A detailed study of the phase diagram
is performed in Sec. IV, and the topological invariants of
the system are calculated in Sec. V. We study the effect
of disorder in Sec. VI, and conclude in Sec. VII.
II. NETWORK MODEL
The CC network model is a 2D square lattice consisting
of directed links and nodes. It models a quantum Hall
device where the links correspond to chiral edge states
which propagate along equipotential lines, and the nodes
correspond to saddle points in the potential where scat-
tering between the edge states takes place [43]. Each
node of the CC network model connects two incoming to
two outgoing states, being described by a 2 × 2 unitary
scattering matrix
S =
(
r t′
t r′
)
, (1)
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Figure 1. Unit cell of the network model. The arrows rep-
resent chiral Majorana modes with wavefunctions ψi. Their
intersections represent scattering nodes. The scattering am-
plitudes at the different nodes are parametrized by the an-
gles θi, with ci ≡ cos θi. The symbol 	 denotes the fact
that the scattered wave acquires a pi-phase shift with respect
to the incoming amplitude [see Eq. (2)]. We introduce the
notation Ψi = (ψ4i−3, ψ4i−2, ψ4i−1, ψ4i)T with Ψi = Ψi+4,
i = 1, 2, 3, 4, see the red arrows. The wavefunctions are re-
lated to each other via Ψi+1 = Si(k)Ψi [see Eqs. (5)–(9)].
where r, r′ and t, t′ are (generally complex valued) re-
flection and transmission amplitudes, respectively. By
imposing constraints on the form of S while keeping the
lattice structure intact, one can include the effect of fun-
damental symmetries on the network model. The CC
network model can thus be extended to describe topolog-
ical phases in a variety of Altland-Zirnbauer (AZ) classes
[42, 45–51, 56, 57].
To construct a network model for a HOTI, we need
both fundamental as well as point group symmetries,
meaning that both the form of S as well as the lat-
tice structure of the network model should be modified.
We choose a unit cell composed of 8 nodes and 16 links,
four times larger than that of the original CC model, see
Fig. 1. We impose particle-hole symmetry, such that the
model belongs to the AZ class D. The directed links of
the network correspond to chiral Majorana modes and
the scattering matrices are real, Si = S
∗
i , with i label-
ing different nodes. This allows to parametrize them in
terms of an angle θi and a relative sign ± as
Si =
(
cos θi ∓ sin θi
sin θi ± cos θi
)
. (2)
In Fig. 1, we have indicated the minus signs connecting
an incoming and an outgoing amplitude per node by the
symbol 	. In the following, we will examine the behavior
of the network model as a function of four different angles
θ1, . . . , θ4 in the unit cell, see Fig. 1 for the convention.
As we will show below, imposing a C4 symmetry implies
setting θ1 = θ2 and θ3 = θ4.
A network model consisting ofN links can be described
using the wavefunction Φ = (ψ1, ψ2, . . . , ψN )
T , where ψj
denotes the amplitude on link j of the network. As waves
propagate through the network, they are scattered into
each other at the nodes, a process modeled as a discrete-
time evolution [58, 59]
ψj(t+ 1) =
∑
k
Sjkψk(t), (3)
with t ∈ Z the discrete time unit and S a unitary matrix
(also known as the Ho-Chalker operator [58]) containing
the transmission and reflection amplitudes of the scat-
tering nodes. A stationary state of the network model
obeys the relation
SΦ = e−iεΦ. (4)
The above equation is reminiscent of the Floquet treat-
ment of periodically-driven systems, where now the role
of the Floquet operator is taken by the unitary matrix
S, and its eigenphases ε play the role of the quasiener-
gies. By solving Eq. (4), we gain access to the spectrum
of the network model, enabling us to identify gaps in
the spectrum of eigenphases and potential corner modes.
Furthermore, by considering an infinite, translationally
invariant network model, Eq. (4) provides access to the
‘bandstructure’ ε(k) of the system with k = (kx, ky) the
two wavenumbers.
In our network model, the momentum space Ho-
Chalker operator in the translationally invariant setting
is a 16×16 matrix, due to the fact that there are 16 links
per unit cell. Using the labeling convention of Fig. 1, it
reads
S(k) =
 0 0 0 S4(k)S1(k) 0 0 00 S2(k) 0 0
0 0 S3(k) 0
 , (5)
where the blocks are given by
S1(k) =

e−iky sin θ3 cos θ3 0 0
cos θ3 −eiky sin θ3 0 0
0 0 cos θ1 sin θ1
0 0 sin θ1 − cos θ1
 ,
(6)
S2(k) =

eikx sin θ4 0 0 cos θ4
0 cos θ2 sin θ2 0
0 sin θ2 − cos θ2 0
cos θ4 0 0 −e−ikx sin θ4
 ,
(7)
3S3(k) = S1(k) [ky 7→ −ky, θ3 7→ −θ3, θ1 7→ pi − θ1], (8)
S4(k) = S2(k) [kx 7→ −kx]. (9)
In the translationally invariant system, particle-hole
symmetry is expressed as S(k) = S∗(−k). This is rem-
iniscent of Floquet systems and indicates that for any
eigenstate of the network model at eigenphase ε and
momentum k, there exist another eigenstate at −ε and
−k. Unlike in periodically-driven systems, however, the
Ho-Chalker operator S also possesses a so-called phase-
rotation symmetry (PRS) ZS(k)Z† = eipi/2S(k), with
Z = diag(i,−1,−i, 1) ⊗ 14 the phase-rotation operator
[55]. The latter symmetry implies that for any eigen-
state with eigenphase ε there also exists an eigenstate at
ε+pi/2. As such, the spectrum of the network model re-
peats four times in ε ∈ [−pi, pi), allowing to focus on the
‘fundamental phase domain’ with ε ∈ [−pi/4, pi/4). Fi-
nally, along the line θ1 = θ2, θ3 = θ4, the Ho-Chalker
operator has C4 symmetry R with RS(kx, ky)R† =
S(ky,−kx), where
R =
 0 0 0 R4R3 0 0 00 R2 0 0
0 0 R1 0
 , Ri = Ki
1 0 0 00 0 0 10 0 1 0
0 1 0 0
 ;
(10)
Ki is a 4×4 diagonal matrix whose i-th diagonal element
is −1 while the others are 1.
III. DECOUPLED LIMITS
We study the network model by first focusing on the
C4-symmetric case where the network properties are con-
trolled by the two angles θ1(= θ2) and θ3(= θ4), corre-
sponding to the mixing angle at the inner and outer nodes
of the unit cell, see Fig. 1. To determine the properties
of the edge and corner states, we construct finite-sized
network models by imposing open boundary conditions
(OBC) in both directions. As shown in Fig. 2, the OBC
are obtained by demanding that the Majorana wavefunc-
tions impinging on the boundary are reflected with unit
probability, which implies a vanishing of the probability
current across the boundary.
First, we investigate the four ‘decoupled limits’ of the
network model, obtained when θi are either 0 or pi/2.
For these values, the incoming Majorana modes do not
get mixed by node scattering but instead turn either
clockwise or counter-clockwise with unit probability, see
Fig. 2. The system then consists of Majorana modes
propagating along closed loops that are fully decoupled
from each other.
In this limit, we can determine the spectrum of the
network model entirely from the structure of these closed
loops. For a closed path consisting of ` links, a Majorana
wavefunction comes back to itself after ` discrete time
steps, i.e., after ` applications of the Ho-Chalker opera-
tor of Eq. (3). Note that there are only two options after a
full loop. Either the link amplitude picks up a total phase
of 0 (periodic) or pi (anti-periodic), since the Majorana
wavefunction is real. The spectrum of the system can
thus be determined from the lengths of these loops. All
periodic loops of length ` contribute to the spectrum of
the Ho-Chalker operator with the eigenphases ε = 2pik/`,
where k = 0, 1, . . . , ` − 1. As such, they admit a gap-
less solution with an eigenphase ε = 0. In contrast, the
spectrum of the anti-periodic loops is shifted by 12 with
ε = 2pi(k + 12 )/` and no gapless solution is possible in
this case. In the following, we discuss the four different
decoupled limits shown in Fig. 2, in order of appearance.
Setting θ1 = θ3 = pi/2, the network model is in a HOTI
phase, see Fig. 2(a). We find that the bulk and edges are
gapped, consisting only of anti-periodic Majorana loops.
At the four corners, however, periodic loops of length 4
lead to mid-gap modes in the spectrum. There are a total
of four modes localized at each one of the corners, with
eigenphases given by the fourth roots of unity, i.e., ε = 0,
±pi/2, and pi. The 0 and pi modes cannot be shifted away
from their value without breaking particle-hole symme-
try. On the other hand, the ε = ±pi/2 modes cannot be
moved away from their value due to the combination of
particle-hole and phase-rotation symmetry. As such, the
only mechanism through which a corner mode may be re-
moved is by coupling it with another corner mode to form
a dimerized pair. Since the system obeys a C4 symme-
try, the hybridization of the corner mode cannot happen
along an edge of the system, but requires all four mid-gap
states to be simultaneously moved to the center (or bulk)
of the network. Therefore, the C4 symmetry protects the
mid-gap corner states of the bulk HOTI phase through
a mechanism that is fully analogous to that of the BBH
model (see Appendix A).
For θ1 = θ3 = 0, the network model is topologi-
cally trivial, see Fig. 2(b). All Majorana loops are anti-
periodic, so that no mid-gap states exist in the spectrum.
Notice, however, that the pattern of closed loops is the
same as that of the HOTI network in Fig. 2(a). The
main difference between the two limits is that for the
trivial system the loops are fully contained inside each
unit cell, whereas in the HOTI phase, they extend across
the boundaries of the unit cells. This feature is analogous
to the BBH model, where the HOTI phase of the tight-
binding Hamiltonian is obtained when sites are dimerized
across the unit cell boundary and the trivial phase con-
tains sites which are dimerized within the unit cell. As
an additional common feature, this means that HOTI
and trivial phases can be mapped onto each other by a
re-definition of the unit cell (see Appendix A).
For θ1 = 0 and θ3 = pi/2, the network model is in
a STP, see Fig. 2(c), equivalent to that realized in the
Cho-Fisher model [60]. The bulk is gapped, and a single
chiral Majorana mode propagates along the edge, akin
to topological p-wave superconductors [61]. The large
Majorana loop extending along the perimeter of the net-
4Figure 2. The top panels show the network model, consisting of 3× 3 unit cells, in the four decoupled limits: HOTI (θ1 = θ3 =
pi/2) in panel (a), trivial (θ1 = θ3 = 0) in panel (b), STP (θ1 = 0, θ3 = pi/2) in panel (c), and Majorana flat band (θ1 = pi/2,
θ3 = 0) in panel (d). The bottom panels show the spectra of the Ho-Chalker operators in the same limits. The inset in panel
(a) is a closeup of the mid-gap corner modes. Gapped (gapless) modes and the Majorana loops producing them are shown in
light (dark) blue. The horizontal dotted lines mark the boundaries of the fundamental phase domain, which repeats four times
due to phase-rotation symmetry. Notice that all gapped Majorana loops contain an odd number of minus signs (denoted by
	) in a closed loop. See Fig. 1 for the minus sign conventions within a unit cell.
work is anti-periodic, such that it does not admit exact
zero-eigenphase states. Instead, like for the chiral Majo-
rana mode on the boundary of p-wave superconductors,
there is a finite-size a gap in the spectrum of the edge
mode [62]. The mini-gap pi/U is inversely proportional
to the perimeter U and vanishes in the thermodynamic
limit. Note that the spectrum of the Ho-Chalker opera-
tor is periodic. As a result, every bulk band has an edge
mode in the gap above and an edge mode in the gap be-
low. Due to this fact, which is reminiscent of so-called
anomalous Floquet topological phases [63–66], the bulk
bands all have a vanishing Chern number, despite the
presence of the chiral edge mode, which winds around
the torus formed by the momentum (along the edge) and
eigenphase.
Finally, setting θ1 = pi/2 and θ3 = 0, the network
model realizes a gapless, Majorana flat band, as shown
in Fig. 2(d). All closed loops are periodic, such that
the number of zero-eigenphase states is extensive and
scales with the system size. In the other three decoupled
limits, the presence of a bulk gap protects the result-
ing phase against small, symmetry preserving parameter
changes. Here, in contrast, the Majorana flat bands may
be gapped out by small changes of the parameters. In
fact, as we will show in the following, the decoupled limit
of Fig. 2(d) represents a tri-critical point in the phase di-
agram of the network model at which the other three
phases meet.
IV. PHASE DIAGRAM
We determine the phase diagram of the network model
by computing its two-terminal dimensionless conduc-
tance G, given by the total transmission probability. To
this end, we attach semi-infinite leads composed of Ma-
jorana modes to its left and right boundaries and cal-
culate the two-lead scattering matrix associated to the
whole network (see Appendix B for details). We consider
systems with either open boundary conditions (OBC) or
with periodic boundary conditions (PBC) in the trans-
verse direction. This enables us to distinguish between
bulk and edge contributions to the two-terminal trans-
mission probability.
We begin by preserving the C4 symmetry and deter-
mining the phase diagram in the θ1–θ3 plane, shown in
Figs. 3(a) and (b). We observe that the trivial and the
HOTI phases have a vanishing two-terminal transmission
probability G for both OBC and PBC. The reason is that
both the bulk and the edges are gapped. There are four
trivial insulating regions in the θ1–θ3 plane, appearing as
horizontally elongated regions of G = 0 in Fig. 3(b), cen-
tered around θ3 = 0, pi. The four HOTI regions appear
in the same panel as vertically elongated G = 0 regions
5Figure 3. The dimensionless conductance G, computed for a
network of 20 × 20 unit cells, is plotted as a function of the
angles θ1 = θ2 and θ3 = θ4 (C4 symmetric) in panels (a) and
(b). Similarly, panels (c) and (d) show the case with θ1 = θ3
and θ2 = θ4 (broken C4 symmetry). Note that in panels (a)
and (c) we use periodic boundary conditions, whereas panels
(b) and (d) are computed using open boundary conditions.
The black solid and green dashed lines denote the gap closings
at k = (0, 0) and (pi, pi), respectively. The four blue dots in
panel (a) mark the decoupled limits of Fig. 2. The two blue
dots in panel (c) indicate the trivial (all θ = 0) and HOTI (all
θ = pi/2) decoupled limits. The black arrow connecting them
is an example of a C4 symmetry breaking path in parameter
space that allows to transition from HOTI to trivial phases
without closing of the bulk gap. The blue cross in panel (d)
shows a point at which only the top and bottom edges of the
network conduct.
centered around θ1 = ±pi/2.
Additionally, we observe a total of four regions of STP,
which show a quantized valueG = 1 with OBC, Fig. 3(b),
but G = 0 when imposing PBC, Fig. 3(a). This is con-
sistent with edge transport due to the presence of a sin-
gle chiral edge mode. Notice how the decoupled limits
shown in Fig. 2 correspond to the centers of the HOTI,
trivial, and STP regions, with the Majorana flat band
of Fig. 2(d) forming a critical point at which the three
phases meet. The position of these phases relative to
each other in parameter space is a consequence of several
symmetries of the Ho-Chalker operator, as we explain in
Appendix C.
Along the phase transition lines, the bulk gap around
ε = 0 closes, as do all of the other gaps (at ε = ±pi/2, pi)
related to it by the phase-rotation symmetry. The gap
closing condition is given by
det
(
4∏
j=1
Sj − 14×4
)
= 0, (11)
with solutions of the form
| cos θ1 ∓ sin θ3| =
√
2| sin θ3 cos θ1|, (12)
at k = (0, 0) and k = (pi, pi), respectively. Note that
the two solutions, shown as solid black and dashed green
lines in Fig. 3(b), nicely match the numerics.
In Figs. 3(a) and (b), there is no path in the phase
diagram which connects the HOTI to the trivial phase
without a bulk gap closing. As discussed in the previ-
ous section, this is a consequence of C4 symmetry, which
forbids the dimerization of corner modes along the edge
of the system. Conversely, if C4 symmetry is broken, it
becomes possible to connect the HOTI and trivial phase
while preserving the bulk gap. We explore this possibility
in Figs. 3(c) and (d), where the transmission probability
is plotted as a function of θ1 = θ3 and θ2 = θ4. These two
axes correspond to different dimerizations between Ma-
jorana loops of the network in the horizontal and vertical
directions, analogous to how dimerization can be varied
independently for the horizontal and vertical hoppings of
the BBH model (see Appendix A).
Along the diagonals of Fig. 3(c), θ1 = θ2 and θ1 = −θ2,
a C4 symmetry is preserved (albeit with a different sym-
metry operator, see Appendix D). When all θs are equal,
there is an intermediate STP centered around θ = pi/4
which separates the trivial (θ = 0) and HOTI (θ = pi/2)
phases. In this case, the analytical expression for the gap
closing is given by | sin(pi/4±θ1) sin(pi/4±θ2)| =
√
3/2 at
k = (0, 0), (pi, pi). The corresponding contours are shown
as black solid and green dashed lines in Fig. 3(d). Note
that along the anti-diagonal with θ1 = −θ2, the system
remains trivial. However, we observe bulk gap closings at
the points (θ1, θ2) = (pi/4,−pi/4) and (−pi/4, pi/4) [cor-
responding to k = (0, pi) and (pi, 0)]. These are visible as
small spots of increased transmission probability in the
numerical data of Fig. 3(c).
Away from the diagonal, there exists a continuous
path, shown as a black arrow in Fig. 3(c), which connects
the HOTI to the trivial phase without closing the bulk
gap. Note that along this path the topology is changed by
an edge gap closing. Indeed, for any path connecting the
HOTI and trivial regions either the bulk or the edge gap
must close, since the Majorana corner modes can only
be gapped out by pairwise coupling. When adjacent cor-
ner modes hybridize through the top and bottom edges,
they form counter-propagating edge modes which are vis-
ible in the transmission map of Fig. 3(d); for instance at
θ1 = pi/2, θ2 = pi/4 (blue cross). In fact, the closing of
the edge gap is the reason for the thin horizontal lines of
Fig. 3(d) at which we observe G = 2, consistent with the
presence of counter-propagating edge modes on both the
top and bottom edges. In contrast, corner modes over-
lapping via the left and right edges of the network (such
as at the point θ1 = pi/4, θ2 = pi/2) do not contribute
to transmission, since the leads are attached to the left
and right sides of the network and thus we only probe
transport along the top and bottom edges.
Note that at the point (θ1, θ2) = (pi/4, pi/4), the links
6Figure 4. (a) Decay parameters as a function of θ1 at
θ2 = pi/4. Note that the number of solutions with λ < 1 corre-
spond to the number of edge modes present. (b) Bandstruc-
ture of the network model at the maximally coupled point,
(θ1, θ2) = (pi/4, pi/4), computed in a ribbon geometry, infi-
nite in the horizontal direction and consisting of 20 unit cells
in the vertical direction. The bulk states are shown in green,
whereas red and blue colors denote modes localized on the top
and bottom boundaries, respectively. The dashed black lines
show the velocities vE = ±
√
2/8 which is the perturbative
expression valid for small wavenumbers.
of the network are maximally coupled, in the sense that
each incoming Majorana mode has an equal probability
of turning clockwise or counter-clockwise at each node
of the network. In the CC model and, as far as we
know, in all of its generalizations [42, 45–51, 57], the
maximally coupled limit is a gapless critical point sep-
arating topologically distinct phases. Interestingly, here
it corresponds to a gapped, STP. For the parametriza-
tion shown in Figs. 3(c) and (d), in which θ1 = θ3 and
θ2 = θ4, the point (θ1, θ2) = (pi/4, pi/4) is in the middle
of the strong topological region of the phase diagram, at
which the bulk gap is even largest.
To gain insight into the behavior of the network in the
vicinity of (θ1, θ2) = (pi/4, pi/4), we study a half-plane
geometry (on y < 0). We use an ansatz wavefunction
Φtot = (Φ, λΦ, λ
2Φ, · · · )T for the edge state, with a de-
cay factor λ between successive unit cells along the y
direction. The eigenvalue equation yielding stationary
states then becomes
[S0(kx) + λS ′ ]Φ = e−iε(kx)Φ, (13)
[λ−1S ′′ + S(kx) + λS ′ ]Φ = e−iε(kx)Φ, (14)
where S0(kx) and S(kx) represent scattering terms within
each unit cell, located at the boundary of the network
(y = 0) and away from it, respectively. The two other
Ho-Chalker operators S ′ and S ′′ represent coupling to
the adjacent unit cells, located respectively below and
above. As discussed before, the open boundary condi-
tion is implemented by having the scattering nodes on
the edge of the system completely reflect the incom-
ing waves with unit probability amplitude (this corre-
sponds to setting θ3 = 0 for those particular nodes).
Considering ε(kx) = 0 and fixing one angle as θ2 =
pi/2, we find two possible values for the decay constant,
λ± = (
√
2 ± 1)2 tan(pi/4 − θ1/2)/ tan(θ1/2) which are
shown in Fig. 4(a). Since normalizable edge modes re-
quire |λ| < 1, this criterion leads to one edge state
for θ1 ∈ ( 112pi, 512pi) ∪ (− 1112pi,− 712pi), and two counter-
propagating edge states for θ1 ∈ ( 512pi, 1312pi). The ranges
for θ1 correspond to the regions of the STP and the hor-
izontal line of G = 2 emanating from it, respectively,
as shown in Fig. 3(d). Furthermore, by performing per-
turbation theory in kx, we obtain the linear dispersion
ε(kx) = vEkx, with the velocity |vE | =
√
2/8 ≈ 0.18 of
the edge state, see Fig. 4(b).
V. TOPOLOGICAL INVARIANTS
In this section, we classify the different topological
phases, realized by the network model, by topological
invariants based on the scattering matrix of the system.
In the HOTI phase, this approach is augmented with a
symmetry indicator analysis whenever possible.
We first discuss the HOTI phase with its limiting case
shown in Fig. 2(a). The presence of corner modes can be
detected in a four-terminal geometry, in which one lead
is attached to each of the corners of the system [15, 67].
We provide more details on this transport geometry in
Appendix B. Crucially, this setup only allows us to char-
acterize the HOTI as an extrinsic topological phase [15],
as corner leads cannot distinguish between topology due
to a nontrivial bulk and due to nontrivial edges.
In the HOTI phase, both bulk and edges are gapped,
as exemplified in Fig. 2(a). As such, in each of the
four corner leads, incoming modes are fully back-reflected
and the corresponding corner reflection matrices rj (j =
1, 2, 3, 4) are unitary. Furthermore, the reflection blocks
rj are also real due to particle-hole symmetry, leading to
the Z2 invariants [68, 69]
νj = sgn det rj . (15)
The values νj = ±1 are topologically distinct since the
only way to interpolate between them is by going through
a point for which det rj = 0, indicating that there is at
least one fully transmitting mode connecting the leads at
the different corners, either through the bulk or through
the edges. Since in the HOTI phase the corner modes
simultaneously appear at all four corners, we will only
investigate r1 in the following.
Conventionally, a value ν1 = 1 indicates the trivial
phase and ν1 = −1 the topological phase, due to the pi
phase shift caused by the resonant reflection of waves on
a zero-energy state [67–69]. However, the relation is ex-
actly inverted in our model, cf. Fig. 2(a). In particular,
we see that the loop containing the corner mode is pe-
riodic and thus does not lead to a pi phase shift. As a
result, we find ν1 = 1 in the topological phase. Anal-
ogously, the invariant is ν1 = −1 in the trivial phase,
with decoupled limit shown in Fig. 2(b) due to the fact
that the loop at the corner is anti-periodic. Therefore,
ν1 = −1 describes the trivial phase of the network model
[70].
7Figure 5. In panel (a), det r1 is plotted for θ1 = θ2 and
θ3 = θ4. Panel (b) shows the deviation of | det rj | from unity,
such that the phase transitions are clearly visible. Panel (c)
[(d)] depicts det r1 [1− | det r1|] for θ1 = θ3 and θ2 = θ4 such
that the C4 symmetry is broken.
In Fig. 5, we show how det r1 depends on the angles
θ1, θ2, θ3 and θ4. In Fig. 5(a), we consider the C4 symmet-
ric network model. We observe a good agreement with a
phase diagram of Fig. 2(b), which has been obtained from
the two-terminal transmission probability. The invariant
correctly identifies the HOTI and trivial regions, while
the STP regions have det r1 ≈ 0. However, the phase
boundaries between the HOTI (or trivial) phase and the
STP are not as easily seen as in the two terminal calcu-
lations. For this reason, we plot 1− | det r1| in Fig. 5(b),
and look at small deviations from 0. The resulting phase
diagram is now in excellent agreement with Fig. 2(b).
Once θ1 = θ3 and θ2 = θ4, such that C4 is broken, the
system produces the phase diagram shown in Fig. 5(c).
Comparing to Fig. 2(c), it differs significantly. The differ-
ence occurs because the two-terminal transmission prob-
ability is only sensitive to gap closings along one set of
edges, while the four-terminal geometry detects gap clos-
ings along all edges. For this reason, in Fig. 2(c), we only
observe the gap closings on the top and bottom edges,
while Fig. 5(c) contains information on gap closings also
on the left and right edges. Again the features are better
visible in Fig. 5(d), where we plot 1 − | det r1|. We see
that the HOTI phase is separated from the trivial phase
by a gap closing either in the bulk or along the edges.
In the presence of a C4 symmetry, the HOTI phase
is a bulk topological phase, such that a transition to a
different phase requires the closing and reopening of the
bulk (and not just the edge) gap [10]. To show this fact
mathematically, we define a bulk Z2 topological invariant
Q = ±1 based on the C4 symmetry eigenvalues of the Ho-
Chalker eigenstates for a translationally invariant system
at the C4 invariant points of Brillouin zone Γ = (0, 0)
and M = (pi, pi), similar to how this is done for static
Hamiltonian systems [10, 71–74]. It reads
Q = d+4 (M)d+4 (Γ)∗ = d−4 (M)d−4 (Γ)∗, (16)
where d±4 are the C4 eigenvalues that square to ±i in
the ‘occupied bands’ of the Ho-Chalker operator. Even
though the latter has a periodic spectrum, the phase-
rotation and particle-hole symmetries enable us to un-
ambiguously define the occupied bands as those in the
interval −pi/4 < ε < 0 (which is half of the fundamental
phase domain).
Since the C4 symmetry operator of Eq. (10) obeys
R4 = −1, its eigenvalues are e±ipi/4 and e±i3pi/4. In
the HOTI phase, we find that the two occupied bands
in the fundamental domain have eigenvalues e−ipi/4 and
e−i3pi/4 at the Γ point. At the M point, these bands
change their symmetry eigenvalues to ei3pi/4 and eipi/4,
respectively. We thus obtain Q = −1 which corresponds
to the HOTI phase. In the trivial phase, we find the C4
symmetry indicators of occupied bands do not change
between Γ and M , which leads to a value of Q = 1.
Finally, the topological invariant of the STP can be
expressed as the winding number [69, 75, 76]
W = 1
2pii
∫ 2pi
0
dϕ
d
dϕ
log det r(ϕ), (17)
where r(ϕ) is the reflection block of the two-terminal scat-
tering matrix. Here, we impose twisted boundary condi-
tions in the vertical direction, with twist angle ϕ, such
that ϕ = 0 corresponds to PBC. We have checked that
all phases of Fig. 3 in which G = 0 with PBC and G = 1
with OBC haveW = −1, confirming that they are indeed
STPs.
VI. DISORDER
We study the effect of disorder on the network model
by adding a random term δθi to each θi, drawn uniformly
for each angle from the uniform distribution [−w,w],
with the disorder strength w, 0 ≤ w ≤ pi. The disorder
breaks the translation symmetry but preserves particle-
hole symmetry since the disordered scattering matrices
remain orthogonal. As the system is still in the class
D, we expect that, with sufficiently strong disorder, the
phase boundaries separating HOTI, STP, and trivial net-
works to evolve into a delocalized, thermal metal phase
[42, 45, 46, 60, 77]. In contrast, for weak disorder, the
system should be insensitive to disorder, with only minor
modifications of the phase diagram with respect to the
clean case.
8Figure 6. Dimensionless conductance G computed for a net-
work model with 20 × 20 unit cells as a function of w and
θi (i = 1, 2, 3, 4) using PBC (a) and OBC (b). Each point is
obtained by averaging over 100 disorder realizations.
We verify this behavior by computing the average two-
terminal transmission of the disordered network model.
In Fig. 6, without disorder (w = 0), we observe all three
phases: trivial, STP, and HOTI. All of them have a lo-
calized bulk and thus are robust against weak disorder
(w  1). However, as disorder strength is increased be-
yond w ' 1, the bulk begins to delocalize, such that each
phase undergoes a metal-insulator transition.
Next, we fix w = 1.1 and in Fig. 7 plot the average
transmission probability as a function of different θs, to
show how the phase diagram of Fig. 3 changes in the
presence of moderate disorder. Among the four decou-
pled limits of the clean C4 symmetric case, the Majo-
rana flat band is first to be delocalized due to its gapless
bandstructure. In addition, the network model near the
phase boundaries (or any other gap closing points) can
also be easily delocalized, as seen in Figs. 7(a) and (b).
As such, we observe that in the disordered phase diagram
the phase transition lines separating HOTI, STP, and
trivial phases evolve into finite-width delocalized regions,
as do the gapless points at (θ1, θ2) = (pi/4,−pi/4) and
(−pi/4, pi/4). Nevertheless, the STP and HOTI phases
retain their nontrivial nature, despite the presence of dis-
order. The transmission probability still changes from
G = 1 with PBC to G = 0 with OBC in the STP,
signaling that the chiral Majorana edge mode is robust
against disorder. We have confirmed that the scattering
matrix invariants characterizing the HOTI and STP re-
tain their nontrivial values. Finally, we observe that the
counter-propagating edge modes separating HOTI and
trivial phases in the C4 broken case [Fig. 7(d)] remain
conducting, albeit with a conductance G < 2. In fact
they are protected by an average translation symmetry
of the ensemble of disorder realizations [78–82].
VII. CONCLUSION
We have introduced a network model realization of
a higher-order topological phase. The system shows
many similarities to the HOTI phases present in static or
Figure 7. Dimensionless conductance G as a function of θ1 =
θ2 and θ3 = θ4 (C4 symmetric) in panels (a) and (b), and
as a function of θ1 = θ3 and θ2 = θ4 (broken C4 symmetry)
in panels (c) and (d). In panels (a) and (c), we use periodic
boundary conditions, whereas panels (b) and (d) we use open
boundary conditions. All plots are computed for a network
model consisting of 50× 50 unit cells, with disorder strength
w = 1.1, and each point is obtained by averaging over 50
disorder realizations.
periodically-driven Hamiltonian systems, namely it hosts
zero-modes localized at the corners, which are protected
by the bulk and edge gaps due to a combination of a
particle-hole symmetry and a four-fold rotation symme-
try. However, the network model additionally features
a phase-rotation symmetry. As a result, there are a to-
tal of 16 topologically protected corner states, more than
for a four-fold symmetric static or Floquet system. The
HOTI phase is robust against disorder, being character-
ized by nontrivial scattering matrix invariants as well as
by a more conventional invariant based on symmetry in-
dicators.
We hope that our work will motivate further theoreti-
cal and experimental research into network models. The
latter (as well as HOTIs) have been successfully realized
using optical fibers and coupled ring resonators [83–86].
In some of these platforms it is also possible to directly
measure the scattering matrix invariants [87, 88]. There-
fore, the HOTI network proposed here, and its invariants
could be experimentally probed in these platforms. Fi-
nally, our work provides an example of a network model
for a point group symmetry protected topological phase.
These are by now the most studied types of topology
in condensed-matter, Hamiltonian systems, but have not
yet been explored on the level of network models. We
believe that different types of topological crystalline in-
sulators protected by different lattice symmetries may be
9realized using arrays of scattering matrices, and we plan
to further explore this direction in the future.
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Appendix A: BBH Model
In this section, we briefly review the main features of
the BBH model and explain its similarities to our network
model.
The BBH model consists of non-interacting spinless
electrons hopping on a square lattice. Only the nearest-
neighbor hoppings are nonzero, and they are staggered in
both directions, consisting of alternating weak and strong
hopping strengths, as shown in Fig. 8(a). A magnetic pi-
flux pierces each plaquette, ensuring that the bulk and
edges are gapped.
The momentum-space Hamiltonian reads
h(k) =(γx + λx cos kx)τxσ0 − λx sin kxτyσz
− (γy + λy cos ky)τyσy − λy sin kyτyσx. (A1)
Here, k = (kx, ky) are the two momenta and Pauli ma-
trices τ and σ represent the sublattice degree of freedom
and the site degree of freedom, respectively. Intracell
hoppings are γx and γy, while λx and λy denote intercell
couplings.
The system has a particle-hole symmetry P = τzK,
where K denotes complex-conjugation. Once γx = γy ≡
γ and λx = λy ≡ λ, the system is C4 symmetric. It obeys
Rh(kx, ky)R−1 = h(ky,−kx), where the C4 symmetry
operator reads [9]
R =
(
0 σ0
−iσy 0
)
. (A2)
We now discuss the similarities between BBH model
and network model, and focus first on the C4 symmetric
limit. If the intracell coupling strength is much weaker
than intercell coupling strength, both systems with open
boundaries would support four topologically-protected
zero-energy corner states. Then, in the opposite limit,
both systems would also yield a trivially gapped bulk.
Figure 8. (a) Sketch of the BBH model. The black dots
represent sites. The intracell/intercell hoppings are shown
in red/blue, respectively, and dashed lines denote negative
hopping strengths (used to implement the pi fluxes). The
gray rectangle depicts a unit cell. (b) Phase diagram of the
BBH model Eq. (A1). The gray area indicates the HOTI
phase, while the red circles denote the points of the bulk gap
closings. Moreover, the gap closings along the x- and y-edges
are shown in blue and green, respectively. The arrows indicate
possible paths in parameter space that lead to bulk gap (red),
x-edge (blue) and y-edge (green) gap closings.
Furthermore, for the BBH model, the bulk gap clos-
ing point is at k = (0, 0) [k = (pi, pi)] and occurs when
γ = −λ [γ = λ], as shown on Fig. 8(b). Similarly, the
network model also possesses two types of gap closing at
k = (0, 0) and k = (pi, pi), shown in Fig. 3.
Once the C4 symmetry is broken, the BBH model
Eq. (A1) is in the HOTI phase as long as γx < λx and
γy < λy. As denoted in Fig. 8(b), the phase without
corner states can be reached by the x-edge gap closing
(γx = λx) or the y-edge gap closing (γy = λy). The con-
sequence of the edge gap closing is the appearance of two
counter-propagating modes per edge. Then in the net-
work model, once the C4 symmetry is broken, the system
is also in a HOTI phase as long as this phase doesn’t reach
edge gap closing lines, which corresponds to a counter-
propagating modes with G = 2, see Figs. 3(d) and 5(c-d).
Appendix B: Transport geometries
In this section, we detail two transport geometries used
for obtaining the phase diagrams in Figs. 3 and 5, re-
spectively. We attach the code used to perform these
calculations as an ancillary file.
For the conductance calculations in Fig. 2, we use two
semi-infinite leads attached to opposite vertical edges of
the 2D system, as shown in Fig. 9(a). Each lead is com-
posed of an array of Majorana modes, thus preserving
particle-hole symmetry. As such, in the Majorana basis
the scattering matrix is real, and it has a size of 4Ny×4Ny
for an Nx × Ny unit cell system. To compute this scat-
tering matrix, we consider that the system consists of
a sequence of 1D slices, as shown for a 2 × 2 system
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Figure 9. In panel (a), the two-terminal transport geometry is
shown. For simplicity, we consider a Nx ×Ny = 2× 2 system
in a HOTI phase. The lead modes are depicted in red. The
modes at corners are indexed with k = 1, 2, 3, 4, while all
other modes are represented with k (k > 4). The vertical
green lines mark the different 1D slices which are combined
to yield the full scattering matrix (see text). In panel (b),
we show the four-terminal transport geometry with the leads
only connected to the corners of the system.
in Fig. 9(a). Each slice contains an array of scattering
nodes arranged vertically. Every slice has 4Ny incom-
ing/outgoing modes, related by the scattering matrix
Sslice =
(
rslice t
′
slice
tslice r
′
slice
)
, (B1)
where rslice and r
′
slice are reflection matrices of the slice
from left to left and from right to right, respectively. The
transmission matrix from left to right, and vice versa are
denoted by tslice and t
′
slice.
The final scattering matrix of the full network is ob-
tained by combining scattering matrices of all 2Nx slices.
If we label the scattering matrices for two adjacent slices
as SL (left) and SR (right), respectively, then the scat-
tering matrix SC of the new slice after combination has
matrix blocks [89]
rC = rL + t
′
LrR(1− r′LrR)−1tL,
tC = tR(1− r′LrR)−1tL,
t′C = t
′
L(1− rRr′L)−1t′R,
r′C = r
′
R + tRr
′
L(1− rRr′L)−1t′R.
(B2)
Therefore, after multiple combination processes, one can
gradually include all slices and obtain the combined scat-
tering matrix for the whole system. With this, we can
calculate the conductance as G = tr(tt†), where t is the
transmission block of the full, two-terminal scattering
matrix: S2−term.
For the calculation of the topological invariant ν1 to
capture the presence of corner modes, we use a four-
terminal geometry depicted in Fig. 9(b). The associ-
ated scattering matrix, S4−term, can be calculated from
S2−term in the following manner. We reorder the incom-
ing and outgoing modes of S2−term such that it has the
structure
S2−term =
(
SA SB
SC SD
)
. (B3)
Here, SA is a 4×4 matrix that related four corner incom-
ing and outgoing modes, denoted in Fig. 9(b). There-
fore (Ψo1,Ψ
o
2,Ψ
o
3,Ψ
o
4)
T = SA(Ψ
i
1,Ψ
i
2,Ψ
i
3,Ψ
i
4)
T . In gen-
eral, SA is not necessarily a unitary matrix as the corner
incoming modes can contribute to the outgoing modes
not pinned at corners. Matrix SB has 4 × (4Ny − 4)
entries, and relates four outgoing corner modes with all
remaining incoming amplitudes, while SC does the op-
posite. Finally, the matrix SD has (4Ny − 4)× (4Ny − 4)
entries, and relates all non-corner incoming to non-corner
outgoing modes.
In order to remove leads from the x-edges of the net-
work model, except at the points of corner terminals, we
assume Ψik = Ψ
o
k, for 4 < k < 4Ny. Then, solving the set
of these 4Ny−4 number of equations, we can eliminate all
but four incoming/outgoing modes. The resulting scat-
tering matrix reads
S4−term = SA + SB(1− SD)−1SC . (B4)
Appendix C: Symmetries of the network model
We discuss here how different symmetries of the Ho-
Chalker operator can be used to fully characterize the
phase diagram discussed in the main text.
In the Ho-Chalker operator, each non-zero element is
proportional to either sin θi or cos θi (i = 1, 2, 3, 4). This
leads to
S(θ1, θ2, θ3, θ4) = −S(θ1+pi, θ2+pi, θ3+pi, θ4+pi). (C1)
The minus sign corresponds to a pi shift of all eigenphases,
which, together with the pi/2 shift caused by phase-
rotation symmetry, means that both S(θ1, θ2, θ3, θ4) and
S(θ1 +pi, θ2 +pi, θ3 +pi, θ4 +pi) have identical spectra and
therefore share the same topological properties.
Another symmetry constraining the phase diagram is
U1S(θ1, θ2, θ3, θ4)U†1 = S(−θ1,−θ2, θ3, θ4) (C2)
with U1 = 14×4 ⊗ diag(1, 1,−1, 1). Because
S(θ1, θ2, θ3, θ4) and S(−θ1,−θ2, θ3, θ4) have identical
spectra, they are in the same topological phase.
Next, one can find that
S(θ1, θ2, θ3, θ4, kx, ky)
= S(θ1, θ2,−θ3,−θ4, kx + pi, ky + pi). (C3)
Therefore, these two systems are also in the same topo-
logical class: STP, HOTI, or trivial.
Finally, we introduce a fourth symmetry,
U2S(θ1, θ2, θ3, θ4)U†2 = S(θ1+pi, θ2+pi,−θ3,−θ4). (C4)
Where
U2 =
1 0 0 00 −1 0 00 0 1 0
0 0 0 −1
⊗
1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 . (C5)
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Taken together, the symmetries listed above help to
explain how the different topological phases of Fig. 3 are
related to each other.
Appendix D: C4 symmetry when θ1 = θ3 = −θ2 = −θ4
Along the diagonal line of θ1 = −θ2 in Figs. 3(c) and
(d), the system still preserves C4 symmetry, but the C4
symmetry condition becomes,
R′S(kx, ky)R′† = S(−ky + pi, kx + pi), (D1)
with
R′ =
 0 0 0 R
′
4
R′3 0 0 0
0 R′2 0 0
0 0 R′1 0
, R′i = Ki
1 0 0 00 0 0 10 0 −1 0
0 1 0 0
, (D2)
with the Ki matrices defined as in Eq. (10). If momen-
tum space is discretized (for instance in a torus geome-
try), this symmetry constraint needs an even number of
discretized momenta kx and ky in order to be preserved.
Correspondingly, in real space the rotation axis is posi-
tioned at the corner of the unit cell.
At the two high symmetry points X = (pi, 0) and Y =
(0, pi) we have [R′,S] = 0 in momentum space. Like
Section V, we can again determine the C4 eigenvalues of
the occupied bands. Since (R′)4 = −1, these eigenvalues
are e±ipi/4 and e±i3pi/4. When changing θ1 = −θ2 so as
to move on the diagonal of Fig3(c), we observe that there
is a bulk gap closing and reopening which occurs at the
point pi/4. This gap closing is parabolic as a function of
the θs, and so does not involve a band inversion in which
states with different C4 eigenvalues cross ε = 0 and are
interchanged. As such, no topological phase transition
takes place at θ1 = −θ2 = pi/4.
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