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measurements with cells  from synchronous cultures  suggested  that  there are no cell‐cycle  related 69 
fluctuations in Cln3 levels4. However, later population‐level studies pointed towards changes in Cln3 70 
abundance during G111,12. Determination of Cln3 levels via microscopy has so far remained impossible, 71 







to  the  instability of Cln3 and  the sensitivity of  its  translation  rate  to overall  translation  initiation15. 77 






exponential20,21, biphasic with  two distinct  linear  growth phases19, or even  to have more  complex 84 
dynamics22,23. Thus, despite being fundamental physiological parameters, the dynamics of the protein 85 
production  rate  and  cell  size during  the  cell  cycle,  and  thus,  their  relationship  and effect on Cln3 86 
dynamics, remain unclear.  87 























that metabolic  oscillations  dynamically  gate  Start29,  but  how metabolic  oscillations  influence  the 109 
commitment to the division cycle remains largely unknown.  110 
Here,  using  microfluidics  and  time‐lapse  microscopy  to  measure  simultaneously  cell  cycle, 111 
biosynthetic, and metabolic activity  in  individual  Saccharomyces  cerevisiae  cells, we  found  that at 112 




proteomics, we  show  that  this  differential  scaling  between  protein  production  rate  and  cell  size 117 
dynamics  leads  to a  severalfold  increase  in Cln3  concentration  in G1, causing Start. Moreover, we 118 
demonstrate that this differential scaling explains Start across different growth conditions and in both 119 
daughter and mother cells. Our results resolve a nearly two‐decade  long enigma, showing that the 120 












we assessed  their  capacity  to produce biomass. We  found  that  the non‐dividing  cells  increased  in 133 
volume nearly two‐fold over time (Figure 1b), and also almost tripled their GFP content when GFP was 134 








1,3‐diazol‐4‐yl)  amino]‐2‐deoxy‐d‐glucose  (2‐NBDG), which  is  not metabolized  further  in  glycolysis 141 
after  its uptake and phosphorylation38. We  found  that  the G1‐arrested cells displayed  significantly 142 
lower  increase  in  2‐NBDG  fluorescence  in  comparison  to  the  dividing  cells  (Figures  1d  and  1e), 143 
indicating that they indeed have a lower glucose uptake rate. Consistently, we found that feeding wild 144 
type cells in the microfluidics device with steady, very low concentrations of glucose, which at around 145 







we  introduced  the  glucose  transporter  gene  HXT1  under  the  control  of  a  tetracycline  inducible 153 
promoter in a strain lacking all native glucose transporters41. In the absence of tetracycline, we found 154 
that  leaky Hxt1  expression  (Extended Data  Figure 1e)  led  to  the  coexistence of dividing  and non‐155 
dividing cells (≈8% of 220 cells, observed for over 16 h), similarly to what we observed in the other low‐156 









We  hypothesized  that  the  increase  in  glycolytic  flux  enables  Start  by  allowing  for  faster  protein 166 
production. To test this, we first determined the rate of protein production in the low‐flux TM6* G1‐167 




















changes  in  the overall  rate of protein production.  First, we  confirmed  that  also  in wild  type  cells 186 
growing at steady‐state conditions, there is an increase in glucose uptake rate during G1 (Figures 2a‐187 
2c). Then, to test the connection between metabolic and protein production dynamics, we measured 188 
in  single  cells  the  production  rate  of  sfGFP  (driven  by  the  TEF1  promoter)  while  concomitantly 189 
monitoring NAD(P)H autofluorescence29,44, which has been previously used  to  report glycolytic  flux 190 
dynamics in yeast45 (Extended Data Figures 2a and 2b). To define the timing of Start, we recorded the 191 





1  of  the  non‐metabolizable  glucose  analogue  2‐Deoxy‐D‐glucose  (2‐DG),  which  is  taken  up, 197 



















the dynamics of protein production  rate are not coupled  to  those of cell size during  the cell cycle. 215 
Remarkably, we observed the uncoupling between protein production rate and cell size dynamics in 216 
both small and large cells (Figures 3c‐3e), as well as in cells that occasionally displayed more than one 217 
pulse  in  protein  production  during  a  longer‐than‐usual  G1,  where  protein  production  rate  also 218 
correlated with the intrinsic metabolic dynamics, but not with cell size dynamics (Figure 3f, Extended 219 














unlinked  proteins47.  Thus,  using  a  genomic  Cln3‐2A‐sfGFP  fusion,  we  could  uncouple  the  post‐234 
translational  fate  of  Cln3  and  sfGFP,  and  despite  the  fast  Cln3  degradation,  sfGFP  remained 235 


















employing  the measured dynamic  changes  in  cell  size and  sfGFP production  rate, we  calculated a 252 
severalfold  increase  in  the  concentration  of  Cln3  during  G1  (Figure  4d).  To  confirm  that  the 253 








To understand how  this  increase  in Cln3 concentration contributes  to Start, we measured also  the 262 
concentration dynamics of  its  target, Whi5. Here, we detected only a  small or no change  in Whi5 263 
concentration  during  G1  by  either microscopy  or  targeted  proteomics measurements  (Figure  5a, 264 
Extended Data Figures 5a and 5b). In contrast, Cln3 concentration not only increased severalfold during 265 
G1 (Figures 4d and 4f), but we found that the pulse in Cln3 production rate coincided with the time of 266 






the  ordered  occurrence  of  the  pulse  in  Cln3  production,  the  onset  of Whi5  translocation  to  the 271 
cytoplasm, and the activation of Cln2 production, suggests that  in the absence of major changes  in 272 
Whi5 concentration (Figure 5a, Extended Data Figure 5b), the  increase  in Cln3 concentration  is the 273 
primary cause for Start. 274 
To  confirm  that  the  increase  in Cln3  levels  is  the  primary determinant of  the  timing of  Start, we 275 
decoupled the dynamics of Cln3 levels from the overall dynamics of protein production. To do this, we 276 
allowed cells to undergo regular pulses  in protein production rate, but dynamically prevented Cln3 277 
levels  from  increasing,  by  enhancing  the  degradation  rate  of  Cln3  via  the  auxin‐inducible  degron 278 
(AID)51,52 (Figure 5e).  In parallel, we monitored Whi5‐mCherry  localization dynamics to define Start, 279 
and estimated the overall protein production dynamics by measuring sfGFP expressed via the TEF1 280 
promoter. Here, we  found that preventing Cln3  levels  from  increasing normally during the pulse  in 281 
protein production rate in wild type cells that were previously undergoing unperturbed cell division 282 
cycles, and thus, cells that were adjusted to having normal Cln3 dynamics, led to an up to ≈ 13‐fold 283 








the  differential  scaling  between  Cln3  production  rate  and  cell  size  is  responsible  for  Start  also  in 292 
mothers. Indeed, we found that mother cells increased in cell size only marginally between cytokinesis 293 






















obtain  replicatively  aged  cells,  and  monitored  Cln3  and  Whi5  dynamics  along  with  cell  cycle 314 




Using  single‐cell  time‐lapse  fluorescence  microscopy  combined  with meticulous  image  and  data 319 
analysis, we measured metabolic, biosynthetic, and cell cycle activity concomitantly, in unperturbed S. 320 










and  single‐cell  level measurements,  which  suggested  an  exponentially  increasing  rate  of  protein 331 
production during  the cell cycle17,18. However, cell cycle dependent  trends can be easily masked  in 332 
population‐level experiments, and on the other hand, dynamic trends  in single‐cell approaches are 333 
particularly prone to molecular and technical noise. In accordance with our results, recent single‐cell 334 
measurements showed a marked slowdown  in  the accumulation  rate of a constitutively expressed 335 













G1  using  targeted  proteomics,  thereby  also  confirming  the  assumption  which  underlies  the 347 
experiments with  the bicistronic  construct,  i.e.  that any potential  temporal  variations  in  the post‐348 
translational regulation of Cln3 abundance (e.g. dynamics in Cln3 degradation) during G1 do not play 349 
a major role. In contrast to previous attempts to quantify Cln3 levels in single cells13, we did not rely 350 




While  it was  recently  proposed  that  the  timing  of  Start  is  determined  by  the  dilution  of Whi513, 355 
accumulating  evidence  from more  recent  studies  contradicts  this model.  In  accordance with  our 356 
findings, Dorsey  et al. did not observe  any dilution of Whi5  in different  genetic backgrounds  and 357 
nutrient  conditions,  attributing  reported  changes  in  Whi5  concentration  to  photobleaching26. 358 













Start.  For  example,  as  cells  proceed  through G1,  the  accumulation  of  the  SBF‐component  Swi426 370 
downstream  of  Cln3,  or  the  chaperone‐mediated  release  of  ER‐retained  Cln324,56  can  potentially 371 
further increase the probability of Start. It is possible that under specific growth conditions, changes 372 
in Whi5 levels13 may also contribute to Start.  373 
Furthermore,  our  findings  show  that  the dynamics  of protein  production  rate  follow  the  intrinsic 374 
metabolic dynamics, suggesting a connection between the two. Also, we show that high metabolic flux 375 
enables the attainment of high overall protein, and by extension, Cln3 production rates. In fact, it was 376 
hypothesized  almost  a decade  ago  that  a metabolic burst during G1  could boost  translation,  and 377 
thereby Cln3 production57, although experimental evidence was missing. Nevertheless,  the  truth  is 378 
possibly more complex than simply metabolic dynamics governing protein production rates. In yeast 379 
and  higher  eukaryotes,  there  are  feedback  interactions  between  metabolism  and  protein 380 
production58,59, and how exactly these processes influence each other in the course of the cell cycle 381 
remains to be revealed. 382 
Early work had suggested  that Start  relies on  the attainment of a critical protein production  rate60 383 
which is necessary for the accumulation of specific activating proteins, and it was conjectured already 384 
by Unger and Hartwell that the unifying signal linking physiological status to the cell cycle decisions is 385 
the  rate  of  protein  production34.  Our  results  demonstrate  that  this  view  was  correct.  Crucially, 386 
however, we additionally show that increased protein production rates control cell cycle Start due to 387 
the  differential  scaling  between  protein  production  rate  and  cell  size  during  G1.  Moreover,  a 388 
sufficiently  strong metabolic  flux  is  required  for  the  attainment  of  high  protein  production  rates, 389 
suggesting that cells assess both their metabolic state and biosynthetic capacity before committing to 390 
entering the cell division cycle.  391 












strains,  performed  the  experiments,  and  analysed  the  data.  D.H.E.W.H.  performed  preliminary 402 





















fresh medium. Below:  Time‐lapse  images of  coexisting dividing and non‐dividing  cells.  Experiment  repeated 422 
independently 4 times with similar results. (b) Cell size (n=18 cells) and (c) total yEGFP content (n=14 cells) of 423 


































in cells aligned  for Start  (n=16 cell  cycles). Dynamics of  (f)  total NAD(P)H and  total  (g)  sfGFP  in  response  to 454 
addition  and  removal  of  2‐DG  (2  gL‐1)  in  wild  type  cells  (n=20  cells)  growing  in  steady  glucose  (20  gL‐1) 455 
environment. Note that due to the abrupt effect of 2‐DG on NAD(P)H and sfGFP dynamics, smoothing splines 456 




















rate, and the differential scaling between the  latter and cell size dynamics.  (a)  Incorporation of a viral self‐475 
cleaving peptide between Cln3 and sfGFP decouples the post‐translational fate of Cln3 and sfGFP, allowing sfGFP 476 
to mature and report on Cln3 production rate. (b) Merged phase contrast and fluorescent (GFP and RFP channels) 477 







steady glucose  (20 gL‐1) environment and Cln3  in  fusion with  the 2A‐sfGFP construct was expressed  from  its 485 










Whi5‐sfGFP,  and  52  and  50  cells  for  Whi5‐mCherry,  for  WF‐1  and  WF‐2,  respectively  (WF‐1:  mean  cell 494 
fluorescence; WF‐2:  integrated  fluorescence over whole cell area divided by cell volume). For confocal, n=44 495 
cells. (b) Heatmap showing the dynamics of the Cln3 production rate during G1 in single wild type daughter cells. 496 









production rate  in a single OsTIR1 Cln3‐AID cell treated with NAA at the  indicated time point. Pre‐Start G1  is 504 
defined as the time of entry to G1 (cytokinesis) until the moment of Start. (g) Duration of pre‐Start G1 before 505 
(n=56 and 44 cells) and after  (n=61 and 46 cells) addition of 1mM NAA  in OsTIR1 Cln3‐AID and OsTIR1 Cln3 506 







Figure  6  |  The  differential  scaling  between  Cln3  production  pulses  and  cell  size  dynamics  constitutes  a 512 
daughter/mother‐, and growth‐condition‐independent cause of Start. (a) Change in cell size and Whi5‐sfGFP 513 
concentration  (integrated  fluorescence over whole cell area divided by cell volume) between cytokinesis and 514 






































































































































































study.  All  strains  used  are  listed  in  Supplementary  Table  1.  Genomic  integrations  of  fluorescent 5 
reporters were carried out using standard PCR‐based strategies to amplify resistance cassettes with 6 
the respective  fluorescent protein and appropriate, typically ≈300‐500 bp  long, flanking sequences, 7 
and  C‐terminal  insertion  to  the  target  gene  by  homologous  recombination63.  Unless  indicated 8 











high  (20  gL‐1)  glucose  cultures were used  to  inoculate  low  glucose media  at  an OD of 0.05. After 20 
























(pE2; CoolLED  Limited). Fluctuations  in axial  focus during  time‐lapse  imaging were  corrected using 43 










To  avoid  photobleaching  related  artefacts,  especially with  respect  to Whi5 measurements, more 54 














ellipsoid.  Fluorescent  intensity  measurements  were  corrected  for  background  autofluorescence 67 
before any further analysis, by subtracting the modal fluorescence value of the whole image from the 68 
mean  cellular  fluorescence  at  each  time  point.  Cell‐cycle  and  cell‐size  related  changes  in 69 
autofluorescence  did  not  have  any  significant  influence  on  the measured  fluorescence  dynamics 70 
(Extended Data Figures 2e, 4g and 5a). Unless  specified otherwise,  total  cellular  fluorescence was 71 
estimated by multiplying  the  cell  volume with  the mean  cellular  fluorescence  at each  time point. 72 
Verification analyses  for widefield measurements were performed also by estimating  total  cellular 73 
fluorescence via  integrating  fluorescence over the whole cell area.  In one case where we observed 74 







defined  as  the  period  between  cytokinesis  and  bud  appearance.  Confocal  images  analysis  was 82 











computational  pipeline  based  on Gaussian  processes  (GPs),  a  class  of  powerful  and  flexible  non‐94 
parametric Bayesian models that are used to define distributions over functions71. GP‐based regression 95 
on noisy data combines  in a natural way our prior beliefs about features of the underlying function 96 
(e.g.  smoothness,  relevant  time  scales  etc.)  with  the measurement  uncertainty  into  a  posterior 97 
probability distribution which reflects the residual uncertainty about the function that gave rise to the 98 











avoid biasing  the  results,  single‐cell  trajectories affected by  such artefacts were discarded.  (ii) GP‐108 






derivative  process  based  on  the  data  of  Step  (iii).  GP  fitting  (hyperparameter  optimization)  and 115 




the processing of  fluorescence measurements. This choice was  justified based on estimates of  the 120 
sfGFP maturation rate, which corresponds to a half‐time of about 5 min75. Moreover, as demonstrated 121 
























































𝑋 ∶          𝑔 𝑙⁄   𝑏𝑖𝑜𝑚𝑎𝑠𝑠 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 164 
6   
 
𝑐 ∶         𝑔 𝑙⁄   𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 165 
𝑐  :         𝑔 𝑙⁄    𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 166 
µ ∶           ℎ   𝑏𝑖𝑜𝑚𝑎𝑠𝑠 𝑔𝑟𝑜𝑤𝑡ℎ 𝑟𝑎𝑡𝑒 167 
𝑞 ∶         𝑔 𝑔 ∗ ℎ⁄   𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑔𝑙𝑢𝑐𝑜𝑠𝑒 𝑢𝑝𝑡𝑎𝑘𝑒 𝑟𝑎𝑡𝑒 168 
𝑞 ∶         𝑔 𝑔 ∗ ℎ⁄   𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 169 
𝑌  :        𝑔 𝑔⁄   𝑏𝑖𝑜𝑚𝑎𝑠𝑠 𝑦𝑖𝑒𝑙𝑑 170 








Hxt1‐GFP  expression,  cultures  without  tetracycline  were  followed.  As  a  control  for  cellular 179 
autofluorescence,  a  culture  of  VW100  tet‐Hxt1 without  tetracycline was  followed.  To  correct  for 180 
fluorescence of the tetracycline molecules at the GFP spectrum, VW100 tet‐Hxt1 cells were incubated 181 












data,  the mean was calculated  for Cln3  levels and doubling  times corresponding  to measurements 194 












warmed  at  30°C.  Approximately  300 mL  of media  containing  small‐sized  cells were  collected  by 205 
increasing the pump speed to 65 mL*min‐1. The elutriated cells were centrifuged at 3900 rpm for 2 206 
min, re‐suspended in 35 mL of pre‐warmed YPD and incubated at 30°C with shaking. Sampling took 207 





Cell  pellets  were  reconstituted  in  40  µL  2%  sodium‐deoxycholate;  7.5  mM  TECEP;  100mM 213 

























dynamic exclusion  for 20 seconds. Total cycle  time was approximately 1 s. For MS1, 3e6  ions were 237 
accumulated  in  the Orbitrap  cell over a maximum  time of 100 ms and  scanned at a  resolution of 238 
120,000 FWHM (at 200 m*z‐1). MS2 scans were acquired at a target setting of 1e5 ions, accumulation 239 








protein was  exported  from  Spectrodive  and  imported  into  the  Orbitrap  Fusion  Lumos  operating 248 
software  for PRM analysis. The complete  list of peptides and  transitions used  for PRM analysis are 249 
shown  in Supplementary Table 4. Chromatographic separation of peptides was carried out using an 250 
EASY nano‐LC 1200 system (Thermo Fisher Scientific), equipped with a heated RP‐HPLC column (75 μm 251 
x 37  cm) packed  in‐house with 1.9  μm C18  resin  (Reprosil‐AQ Pur, Dr. Maisch). For PRM analysis, 252 
peptide samples were prepared as described above and spiked with the heavy reference peptide mix 253 
above at 2  fmol/peptide/ug of  total peptide mass. The peptides were  separated using a  following 254 















For each  target peptide,  the  total peak areas of  the most  intense  transitions were exported. Only 268 




















𝑘 𝑡 𝑘 𝑝,          1  287 
where 𝑘 𝑡   is the (possibly time‐varying) synthesis rate and 𝑘  the degradation rate. We consider 288 
two limiting situations: one in which 𝑘  is very large, leading to a very short protein half‐life, and one 289 
in which 𝑘 0, corresponding to a highly stable protein such as GFP. 290 
To understand the dynamics of 𝑝 𝑡  for large 𝑘 , we can turn to the analysis of the linear system (1) 291 
in the frequency domain81. Viewing the synthesis rate 𝑘 𝑡  as the system input and 𝑝 𝑡  as the output, 292 
frequency‐response  theory  tells  us  that  the  output will  closely  track  input  signals with  frequency 293 
content smaller than the bandwidth of the system, which ranges from the zero frequency up to 𝑓294 








abundance is equal to 𝑘 , /𝑘  . Consequently, for a time‐varying synthesis rate and large  𝑘 , protein 301 
abundance will  be  very  close  to  𝑘 𝑡 /𝑘 .  This  is  result  is  also  known  as  the  quasi  steady‐state 302 
approximation 81 in the theory of chemical kinetics. Finally, it should be noted that keeping 𝑘 𝑡  the 303 
same, increasing 𝑘  will also decrease the average levels of the protein. 304 
When 𝑘 0, equation (1) shows that 𝑝 𝑡  will be given by 305 













spectrometry proteomics  data  have  been  deposited  to  the  ProteomeXchange  Consortium  via  the 319 
PRIDE82 partner repository with the dataset identifier PXD015327. All other data are available from the 320 
authors on resonable request.  321 
 322 
Code Availability 323 
At https://github.com/molecular‐systems‐biology/Litsios‐et‐al‐2019 (DOI: 10.5281/zenodo.3455842), 324 
we provide one CSV file with raw microscopy data together with the respective Matlab file in which 325 
the data processing (smoothing, rate estimation etc.) is performed, as an example of our data 326 
processing pipeline. These data were used in the construction of Fig. 5c of the main text  and 327 
11   
 
Extended Data Figure 4h. The custom‐made Python script used for analysis of confocal images is also 328 
provided. All other Matlab scripts used for processing are available from the authors on reasonable 329 
request. 330 
 331 
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