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Abstract 
Modern computing tools, such as Computer Algebra, often allow a straightforward evaluation of mathematical 
expressions, for example by using recurrence relations. However, results o obtained may hide structures, which in some 
cases are not immediately recognized. This is discussed for a definite integral that is related to the higher derivatives of the 
gamma function. Two other, similar integrals are also considered. 
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1. Introduction 
Modern computing tools, such as Computer Algebra, allow in many cases the evaluation of 
mathematical expressions, for example via recurrence r lations, which it would be too tedious to 
carry out by hand. However, results obtained in this way may hide structures, which in some cases 
are not easy to recognize. This is perhaps tolerable if one is interested in special cases only, but it is 
unsatisfactory when mathematical understanding is required or desirable. 
A typical example of such a problem is the evaluation, in [4-1, of the definite integral 
Rm(a, v) = f ;  e-aXx v-1 lnmxdx (Rea > 0, Re v > 0, me No) (1) 
by repeated ifferentiation of the gamma function F(x): 
( )mfo Rm(a, v) = ~ e-OXx ~- ldx  = ~v a-~r(v)" (2) 
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In some integral tables, e.g. in [-3, No. 4.352 1, 4.358 2, 3, 4], one can find R,,(a, v) for small values 
of m: 
gl  (a, v) = a-T(v)[O(v) - In a], 
RE(a, v) = a-~r(v){[~(v) - lna]  2 + ((2, v)}, 
R3(a, v) = a-~r(v){[0(v) - In a] 3 + 3 [~(v) - In a] ((2, v) - 2~(3, v)}, 
(3) 
R,(a, v) = a-vr(v){[¢(v) - lna] 4 + 6[~0(v) - In a]2((2, v) 
- 8 [~k(v) - In a] ((3, v) + 3(2(0 + 6((4, v)}, 
where ~(x) is the logarithmic derivative of F(x) and 
(n, x) = ~ 1 (n/> 2) (4) 
j=0(J  + x)" 
is the generalized zeta function. This function is related to the derivatives of ¢(x) by 
O(k)(x) = ( -- 1)k+lk!((k + 1, x) (ke N). (5) 
Formulae (3) can be obtained by repeated differentiation, using F'(v)= F(v)~,(v) after each 
step. 
For larger m, it is convenient to apply a lemma, which is easy to prove by induction, easy to 
program in a Computer  Algebra Language, and which allows, by recurrence, the calculation of 
successive derivatives of exp 9(x) when 9(x) is given. 
Lemma 1. Let g(x) be m times differentiable. Then 
-~x e°(X) = e°(X)G"(x) 
with Go(x) = 1, Ga(x) = 9'(x), and 
Gk(X) = G~-I(x) + GI(X)Gk-I(x) (k = 2, 3, ... ,m). 
A straightforward application of this lemma to 
Rm(a, v) = e lnr(v)-vlna = e g(a'v) = a -T (v )G , . (a ,  v) 
leads, using (5) and the abbreviation 4) = 4)(a, v) = ¢(v) - In a, to the following expressions for 
Gin(a, v): 
G1 = 4), 
G2 = 4) 2 ...{_ /~2, 
6 3 = 
G 4 = 
G5 = 
G 6 = 
where 
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~b 3 + 3r/2~b + r/3, 
¢4 _~_ 6q2t~2 + 4r/3~b + ~]4, 
(6) 
t~ 5 + lOr/2~ b3 + 10/]3~ b2 + 5/']4t~ + /]5, 
~6 + 15r]2~b4 + 20qa~b3 + 15r]4~2 + 6r/5~b + r/6, ... 
~/2 = ((2, v), 
~/3 = - 2((3, v), 
1/4 = 3{(2(2, v) + 2((4, v)}, 
(7) 
r/5 = - 4{5((2, v)((3, v) + 6((5, v)}, 
q6 = 5{3(3(2, v) + 18((2, v)((4, v) + 8(2(3, v) + 24((6, v)}, ... 
The quantities G,,(a, v) in (6) clearly have a structure. In particular, the binomial coefficients and 
the absence of a term with ~b'- ~ are striking. However, based only on the information given in (7), 
finding a rule for the coefficients of the products IIh((kh, V) in r/k, which apparently extend over all 
partitions {kh} of k with kh/> 2, seems less obvious. 
It is the purpose of this note to show how these structures can be explained for this and two 
other, similar integrals. They are closely related to the complete Bell polynomials, and some 
properties of these polynomials are presented in the next section. 
2. The complete Bell polynomials 
In Lemma 1 we have given a simple recurrence formula for the calculation of the mth derivative 
of exp g(x). It is, however, well known that this derivative can be expressed in terms of known 
quantities by I7, p. 35] 
(d ;  
-~x e a(x) = eOt~')Ym(o'(x), O"(x), ... ,g('n)(x)), (8) 
where Y,,(xl ,  x2, . . . ,  x,.) is the ruth (exponential) complete Bell polynomial, defined for n = m by 
1-2, p. 134] 
exp xj = 1 + Y , (x l ,  xz, . . . ,  x.) ~ .  (9) 
j= l  n=l 
A combinatorial representation of Y, is given by (simplified from [-8, p. 173]) 
n! (xl"~ kl (x. ']  k" 
Yn(X I '  "'" 'Xn)  = Z k i t  . . .  "'" . ( .)  . k.! \U}  
(n; k l ,  , k . ) ' x ] '  .. k. . . . .  • x . ,  ( lO) 
42 
where 
(n; kl,  . . . ,  k,)' = 
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n! 
(1 !)k, kl ! ... (n!)k.kn! 
are the multinomial coefficients (of the third kind) defined with this notation in [1, No. 24.1.2]. The 
sum has to be taken over all partitions 7r(n) of n, i.e., over all sets of integers {kh} (h = 1, 2, . . . ,  n) 
with 
~ hkh=n (O<~kh~n).  (11) 
h=l  
The coefficients (n; kl ,  . . . ,  k,,)' for n = 1, 2, . . . ,  10 can be found in [1, Table 24.2]. 
The complete Bell polynomials have integer coefficients and the first five are I-2, p. 307] 
Y l (x l )  = x l ,  
Y2(x1, x2) = Xl 2 -F x2, 
Y3(x1, x2, x3) = x 3 + 3XlX2 + x3, 
Y4(x l ,  x2, x3 ,x4)= x 4 + 6x2x2 + 4xlx3 + 3x 2 + x4, 
r5(~1, x2, ~3, ~4, ~5)= ~ + lOxes2 + 10~3 + 15~,x~ + 5~1~, + 10~2~3 + xs. 
It is not difficult to rewrite Y. in a different form, as a polynomial  in the variable x, :  
i Y,  = Cn, jyj(x2, ... ,Xj)X"I -s, Y0, Yl = const. 
j=0  
This leads to 
Y1 = 
Y2 = 
Y3 = 
Y4 = 
Y5 --- 
Y6 = 
where 
X1, 
X~ + Y2, 
X~ + 3yzXl + Y3, 
X~ + 6y2x~ + 4y3xx + Y4, 
x~ 
x~ 
+ 10yEx~ + 10y3x~ + 5y4xl + Ys, 
+ 15y2x~ + 20y3x~ + 15y4x~ + 6ysxl  + Y6 . . . .  
Y2 ~ X2, 
Y3 ~ X3, 
K.S. Kblbig, W. Strampp/Journal of Computational nd Applied Mathematics 69 (1996) 39-47 43 
Y4 = 3x~ + X4, 
Y5 = 10X2X3 + Xs, 
Y6 = 15X32 -+- 15XzX4 -k- 10x3 2 + X6,  . . .  
The structure of the Y, represented in this way is explained by 
Lemma 2. The complete Bell polynomials can be represented by 
Y,(xI ,  ... , x.) = x"l + yj(x2, ... , xj)x~-J,  
j=2  
where 
yj(x2, . . . ,x  j) = Z k2! "'" 
~o~j) ... k j! \-~. ] \ j! J 
kj = ~ ( j ;0,  k2, . . . ,k j ) 'x~ . . . .  x j .  
~o(J) 
This sum has to be taken over those partitions too(j) of j for which the first element kl vanishes, i.e. over 
all ( j  - 1)-tuples of integers {kh} (h = 2, ... ,j) with 
J 
hkh = j (0 <. kh j). 
h=2 
The polynomials yj have integer coefficients and are homogeneous of degree j in the sense of the 
definition of j. Further, yj does not depend on x~_ 1. 
Proof. It is easily seen from (10) that C,,o = yo = 1 and Yl = 0, since 
1.kl  + ~ hkh=n 
h=2 
has only the solution {kh} = {n, O, . . . ,  O} for kl = n and no solution at all for kl = n - 1. Thus, we 
obtain from (10) by separating x l ,  using the notat ion k~ = j, 
n-21  . n! (x2~k2 ( Xn_j ~k,j 
Yn=Xnl +j~__o-fi. xJ1 Z k2! "'" 
• = • \ i ; , - - - J ) ! J  ' 
where the second sum has to be taken over the partit ions rco(n - j )  of n - j  with kl = 0, i.e. over all 
(n - j -  1)-tuples {kh} (h = 2 . . . . .  n - j )  with 
n-j 
hkh = n - j  (0 <~ k h <~ n --j), 
h=2 
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where a set {kh} with k , _ i _ l  ~ 0 is not  possible. By replacing j by n - j ,  we obtain the relation 
stated. The fact that Y, has integer coefficients is clearly transferred to Yr. []  
3. The integrals 
We now return to the integral (1) and prove (empty sums are to be replaced by zero, empty 
products  by one) 
Theorem 3. Let 
a fo = e-aXx~- 1 lnmxdx (Re a > 0, Re v > 0, me No) Gin(a, v) 
and 
~b(a, v) = ~v In a- r(v) = O(v) - In a. 
Let further 
1 (k ~> 2) ((k, v) = (l + v) k 
/=0  
be the generalized zeta function. Gin(a, v) can then be expressed by 
G.(a, v ) :¢m(a ,  v)+ ~( j ) t l j (v )¢~-~(a ,  v), 
j=2  
where 
qi(v) = ( -- 1) j ~ (j; 0, k2, ... ,kj)*(k2(2, v) ... (kj(j, V), 
no(j) 
and where 
j! 
(j; k l ,  ... , kj)* = lk,kl! ... jk, k fl 
are the multinomial coefficients (of the second kind) defined with this notation in [1, No. 24.1.2]. The 
sum in tl~(V) has to be taken over all partitions no(j) of j with 
hkh = j (O <. kh <. j ) .  
h=2 
Proofl F rom (8), we obtain by applying Lemma 2, with dp~k)(a, v) = o~k)(v) (k >>. 1) and using (5), 
q~(v) = r/~(C'(a, v), . . . ,  ¢~J- ')(a, v)) = qj(0'(v) . . . .  ,0  (j- ')(v)) 
= r/1(1!~(2, v), -- 2!~(3, v) . . . .  ,( -- 1)J(j -- 1)!((j ,  v)) 
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=(  - 1) j E k2' . . . .  no(j)  . "'" k j !  
=(-1)  j ~ ( j ;0 ,  k2, . . . ,k j )*(k2(2,  v) "" fkj(j, v). [] 
no(j) 
The coefficients (n; k l ,  ... ,k,)* for n = 1, 2, . . . ,  10 can be found in [1, Table 24.2]. Theorem 
3 explains the relations presented in (6) and (7), which are at the same time examples for Gm (a, v), 
(m = 1, 2, ... ,6) and qj(v). In particular, for a = 1, this theorem gives a representat ion of 
r(',(v)/r(v) in terms of 0(v) and ((k, v). 
We now consider the integral 
f~  x~- l lnmx I__L_{ O____~m 
M=(tl, v, 2) = ~-i-~S~-  dx = F(2) \~v J  tl-'r(v)r(2 - v), 
which has been discussed in [51, and for which results calculated by using Computer  Algebra for 
general values of tl, v, 2 have been given. The structure of these results is explained by 
Theorem 4. Let 
t l vF (2)  f m X v-  1 In" x 
t -v) v (1 + tlx) ~ 
dx (larg tll < rc, O < Re v < Re 2, meNo)  
and 
O(tl, v, 2) = ~v In t l -W(v) r (2  - v) = O(v) - q,(2 - v) - Intl. 
Let further ( (k, v) and (j; kl ,  ... , kj)* be as defined in Theorem 3. G,,(tl, v, 2) can then be expressed by 
j=2 
where 
qj(v, 2) = ( -- 1) j ~ (j; 0, k2, . . . ,  kj)* q~k2(2, V, 2) ... q~k,(j, V, 2), 
no(j) 
(p(i, v, 2) = ((i, v) + ( -- 1)i~(i, 2 -- v) 
and where, as in Theorem 3, the sum in qj(v, 2) has to be taken over all partitions ~zo(j). 
Proof. With ~b(tl, v, 2) instead of q~(a, v) and 
v, 2) = 4)(tl, v, 2) = - ( - 1) O(k)(2 - v) 
=(-1)k+Xk!~p(k  + l ,v,  2) (k>t l )  
instead of flp(k)(a, V), the proof  follows the same line as for Theorem 3. []  
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At last, we consider the integral 
f ]  x~- l ln"x  (0) mF(v) (12) 
Sin(v, 2)= ( l -x )  ~ dx=F(1-2)  ~vv F(1 +v-2) '  
which has been discussed in [6]. For this integral, we have to distinguish between the cases 2 ¢ 1 
and 2 = l (l ~ N). The structure of the results calculated in [6] by using Computer Algebra for 
general values of v and 2 ¢ 1 is explained by 
Theorem 5. Let 
F(1 + v -  2) .If xV-1 ln"x Gin(v, 2) F (v )F (1 -2) . _  -0 - -7~ dx (Rev>O,  Re2<m+l ,  met~o) 
and 
0 F(v) _ 
~b(v, 2) = ~ In r(1 + v - 2) O(v) - •(1 + v - 2). 
Let further ~(k, v) and (j; kl, ... , kj)* be as defined in Theorem 3. Gin(v, 2) can then be expressed 
by 
j=2  
where 
~j(v, 2) = ( - 1)J 2 (j; o, k2, . . . ,  kj)* ~0~2(2, v, 2) ... q~k,(j, v, 2), 
no(j) 
q~(i, v, 2) = ~(i, v) - ((i, 1 + v - 2) 
and where, as in Theorem 3, the sum in qj(v, 2) has to be taken over all partitions no(j). 
Proof. With ~b (v, 2) instead of q~ (a, v) and 
=(- l I k+~k!~0(k+l ,v ,  2) (k~>l )  
instead of 4~k)(a, V), the proof follows the same line as for Theorem 3. [] 
For 2 = l (l e N), special cases of the integral (12), computed with the help of Computer Algebra, 
have been given for m -- 1, . . . ,  4 in [6]. The structure of these results for general values of v, l and 
m is explained by 
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Theorem 6. Let 
f /x  v- 1 in m x 
Nm(v, 1)= (1-- -~7 dx (Rev>O,O<l<~m,m~N) ,  
and let 
Vp(~l ,~2, . . . ,~p)= Yp(¢ I , - I !¢2 , . . . , ( -1 )P -a (P  -1)!~p) ,  Vo= 1, 
where Yp(xl . . . .  , xp) is the pth complete Bell polynomial; let further 
1-1 1 
s(v, I, k) = Y, (v _ j )k  
j=a  
and ((k, v) be the generalized zeta function. Nm(v, l) can then be expressed by 
( _ 1)lm! l-1 
N,,,(v, l) - (I- - ~ [ I  (v -- j) 
j= l  
x ~ ( -  1)k-1 
k=O (m -- k)! ~(k + 1, v)Vm-k(S(V, I 1), s(v, 1, 2), ... ,s(v, 1, m -- k)), 
where ('(1, v) = - O(v) and ((k + 1, v) = ((k + 1, v)for k >>. 1. 
Proof. It has been shown in [6] that Nm(v, I) can be written as 
_ ( _  1)t (~)m 1-1 
Nm(v, I) (l -- 1)-----. v ~vv O(v) l-I (v - j ) .  
j= l  
By using the Leibniz formula, we obtain 
( -  1) / 
,.., exp ~ ln (v - j ) J  . Nm(v, l) - (I 1)! k=0 j=a 
Carrying out the differentiations according to (8) and using (5) leads to the result stated. [] 
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