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La medicina moderna es una actividad cada vez más compleja, basada en la información proveniente 
de múltiples fuentes: historias clínicas, dictáfonos e imágenes y vídeos provenientes de múltiples 
dispositivos. Las imágenes médicas constituyen una de las fuentes de mayor importancia, por cuanto 
ofrecen un apoyo integral del acto médico: el diagnóstico y el seguimiento. Sin embargo, la cantidad 
de información generada por los dispositivos de adquisición de imágenes sobrepasa rápidamente 
la disponibilidad de almacenamiento que tienen los servicios de radiología, lo cual genera costos 
adicionales en equipos de cómputo con mayor capacidad de almacenamiento. Además, la tendencia 
actual de desarrollo de aplicaciones en la “nube de cómputo”, tiene limitaciones por cuanto, aunque 
el almacenamiento es virtual y está disponible desde cualquier sitio, la conexión se hace a través de 
internet. En estos dos casos, el uso óptimo de la información requiere necesariamente de algoritmos de 
compresión potentes y adaptados a las necesidades de la actividad médica. En este artículo se presenta 
una revisión de las técnicas de compresión más utilizadas para el almacenamiento de imágenes, así 
como un análisis crítico de éstas desde el punto de vista de su uso en ambientes clínicos.
Palabras clave: procesamiento de imagen asistida por computador, compresión de datos, metodologías 
computacionales.
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Medical image compression: a review 
Modern medicine is an increasingly complex activity, based on the evidence; it consists of information 
from multiple sources: medical record text, sound recordings, images and videos generated by a large 
number of devices. 
Medical imaging is one of the most important sources of information since they offer comprehensive 
support of medical procedures for diagnosis and follow-up. However, the amount of information 
generated by image capturing gadgets quickly exceeds storage availability in radiology services, 
generating additional costs in devices with greater storage capacity. Besides, the current trend of 
developing applications in cloud computing has limitations, even though virtual storage is available from 
anywhere, connections are made through internet. In these scenarios the optimal use of information 
necessarily requires powerful compression algorithms adapted to medical activity needs.
In this paper we present a review of compression techniques used for image storage, and a critical 
analysis of them from the point of view of their use in clinical settings.
Key words: Image processing, computer-assisted; data compression, computing methodologies.
doi: http://dx.doi.org/10.7705/biomedica.v33i1.804
Las imágenes médicas son hoy en día parte 
fundamental de la exploración diagnóstica de 
un paciente en muchas situaciones clínicas. 
Las diferentes modalidades de adquisición han 
permitido mejorar la calidad del diagnóstico y, 
por ello, su uso se ha extendido prácticamente 
a todas las ramas de la actividad médica. Con 
la integración de las técnicas digitales en la 
adquisición y el desarrollo de herramientas de 
análisis y procesamiento de imágenes, el flujo de 
trabajo del acto médico también se ha modificado 
y se ha estructurado sobre la base de información 
visual, que se ha convertido en fuente fundamental 
del conocimiento. 
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El impacto de estas técnicas ha aumentado 
considerablemente las necesidades computacionales 
y, con ellas, la capacidad requerida de almacena-
miento. Por ejemplo, el Hospital General de Ginebra 
reportó para el año 2008 una producción de 70.000 
imágenes por día, aproximadamente. Además, se 
observó que el tamaño de los archivos, generados 
por los dispositivos de adquisición, puede alcanzar 
fácilmente el orden de los 1.000 gigabytes (GB) 
(Pitkanen MJ, Xin Zhou Hyvarinen, A Muller. 
Using the grid for enhancing the performance of a 
medical image search engine. IEEE International 
Symposium on Computer-Based Medical Systems, 
2008), razón por la cual la mayoría de los servicios 
de radiología almacenan la información por un 
máximo de 30 días en los discos duros locales. Esta 
información se guarda después en algún tipo de 
dispositivo físico, circunstancia que, por supuesto, 
limita la disponibilidad de estos datos. Los recursos 
computacionales y de comunicación para la gestión 
y manejo de estas imágenes, deben diseñarse 
para facilitar su disponibilidad y la interacción con 
ellas. En este contexto, las técnicas de compresión 
se constituyen en herramientas fundamentales, 
no solo para optimizar el espacio y el costo de 
transmisión, sino para lograr un acceso rápido y 
eficiente a los datos (1-3), bajo la restricción de 
que el tratamiento de los datos no tiene por qué 
influir sobre la calidad del diagnóstico (4-6). 
Por otra parte, el tratamiento de estas imágenes 
médicas debe hacerse bajo una legislación 
asociada que regule tanto la forma de desplegar la 
imagen, como los tipos de datos manejados y los 
métodos de compresión utilizados sobre ellas. Esta 
legislación debe apoyarse en estudios psicofísicos 
(7), dirigidos a establecer el compromiso entre 
el grado de tratamiento de estas imágenes y la 
confiabilidad de los datos luego de ser tratados.
Existe un gran número de dispositivos de adquisición, 
para cualquiera de las diferentes modalidades; por 
ejemplo, la radiografía convencional permite generar 
imágenes de diferentes órganos, con diferentes 
parámetros físicos y diferentes especificaciones. 
Las imágenes obtenidas, dependientes de la 
técnica y el órgano específico, pueden ir desde 
simples imágenes bidimensionales (mamografías, 
radiografías de tórax), hasta imágenes tridimen-
sionales (tomografía computadorizada, resonancia 
magnética cardiaca) e, incluso, texto y gráficos. 
El propósito evidente de una estrategia de 
compresión es reducir el tamaño de los datos 
obtenidos para su almacenamiento y transmisión, 
pero con la condición de mantener la integridad de 
la información crucial para el diagnóstico.
En el contexto actual, la información circula por 
la red global con el fin de facilitar el intercambio 
e impulsar la generación de conocimiento. Esta 
tendencia moderna afecta también el ejercicio 
médico, con lo cual se requiere que, además de la 
compresión de los datos, las estrategias permitan 
la interacción adecuada con ellos, en términos de 
las necesidades de un usuario. El paradigma de 
la estrategia está, entonces, dirigida por el tipo de 
flujo de trabajo impuesto según las circunstancias 
clínicas. 
El impacto de la compresión en el flujo del trabajo 
médico se ilustra con el siguiente ejemplo: un 
estudio de resonancia magnética cardiaca (4D) 
usualmente cuenta con:
- 10 series de imágenes 4D.
- Cada volumen con 10 cortes en promedio. 
- 30 muestras en el tiempo, con una resolución 
de 512 x 512.
Con tal cantidad de información para un único 
estudio, cuando estos estudios se requieren para 
análisis a distancia, los tiempos de transmisión se 
pueden convertir en un cuello de botella en el flujo 
de trabajo. Es claro que frente a la magnitud de 
la información generada, los avances tecnológicos 
para su transmisión y almacenamiento no solucionan 
las dificultades introducidas por el volumen de los 
datos requeridos para una interacción adecuada. 
Bajo esta perspectiva, la compresión de las 
imágenes médicas es factor fundamental del uso 
eficiente de recursos: disminución de costos y del 
espacio de almacenamiento, y utilización del canal 
de comunicación.
El grado de compresión aplicado sobre una imagen 
puede, por supuesto, variar el tamaño de los 
archivos, con lo cual la aplicación médica particular 
es la que determina el grado de compresión 
adecuado. Los métodos con elevadas tasas de 
compresión destruyen cierta información contenida 
en la imagen, generalmente altas frecuencias 
espaciales, que pueden resultar cruciales en 
términos diagnósticos.
De forma general, existen dos clases principales 
de algoritmos de compresión en función de la 
degradación que sufre la imagen al ser procesada: 
los algoritmos sin pérdida (lossless), que pueden 
reconstruir exactamente la imagen original, y los 
algoritmos con pérdida (lossy), con los cuales se 
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obtiene solo una representación aproximada de 
los datos después de la reconstrucción (Sahni 
S, Vemuri BC, Chen F, Kapoor C, Leonard C, 
Fitzsimmons J. State of the art lossless image 
compression algorithms. 1997) (5,8).
La compresión de una imagen mediante algún 
método requiere de un conocimiento profundo del 
dominio, que permita definir cuál es la información 
innecesaria, de tal manera que se logre un equilibrio 
entre la cantidad de información perdida y la 
cantidad de información relevante conservada. Bajo 
estas circunstancias, se podría afirmar que el tipo y 
el grado de compresión dependen principalmente 
del contexto en el cual la imagen se va a usar, de 
la modalidad de la misma y de las características 
de los objetos representados en ella.
En la actualidad, existe una amplia discusión sobre 
el grado de compresión que puede utilizarse en 
las imágenes médicas. Una opinión al respecto 
podría ser simplemente que este tipo de imágenes 
requiere métodos de compresión sin ningún tipo de 
pérdida; otra, un poco más arriesgada y defendida 
por algunos autores (9-13), es que la enorme 
cantidad de datos y el costo asociado, limitan el 
beneficio que se obtiene de las imágenes digitales, 
por lo cual una solución un poco idealista pero muy 
pertinente, promueve unas apropiadas tasas de 
compresión con pérdidas.
Clasificación de los algoritmos de compresión 
desde el punto de vista de la estrategia usada
Los métodos de compresión, además de clasificarse 
en técnicas de compresión con pérdida o sin ella, 
pueden clasificarse en: métodos de codificación, 
métodos de compresión del dominio espacial y 
métodos de compresión por transformación del 
dominio (5). 
Los métodos de codificación se aplican directamente 
a los datos crudos de la imagen, tratándola como 
una secuencia de números discretos. Entre los 
métodos más comunes se pueden encontrar: 
codificación aritmética, codificación de Huffman y 
codificación run length. 
Los métodos de compresión del dominio espacial 
son una combinación de algoritmos del dominio 
espacial y de métodos de codificación, que no solo 
operan sobre los valores de grises de una imagen, 
sino que tratan de eliminar la redundancia espacial. 
Los métodos de compresión por transformación del 
dominio representan la imagen usando un conjunto 
apropiado de bases; entre los más destacados se 
encuentra la  transformación discreta del coseno 
y la transformación wavelet (Deering M. The limits 
of human vision. 2nd International Immersive 
Projection Technology Workshop, 1998). En 
la actualidad, existen numerosas técnicas de 
compresión destinadas a la optimización de aplica-
ciones particulares, ya sea de manera conjunta 
o separada.
Percepción visual: medida de la calidad en una 
imagen
Las leyes fundamentales que regulan la percepción 
del sistema visual humano, se estudian y 
caracterizan por medio de experimentos psicofísicos 
(7). De forma genérica, el sistema visual humano 
puede estudiarse desde tres ángulos diferentes, 
pero complementarios (14): el primero caracteriza 
la sensibilidad relativa a los niveles de luminancia 
del fondo y la variación de frecuencia espacio-
temporal; el segundo se concentra en la vía visual, 
y el tercero describe la formación de una imagen 
en la corteza visual.
A pesar de su gran complejidad y eficiencia, el 
sistema visual humano tiene ciertas limitaciones. 
Un ejemplo de ello es que el ojo humano puede 
percibir de forma simultánea apenas una docena 
de variaciones en la intensidad. Esta adaptación 
no es lineal; existe una pérdida de sensibilidad 
no lineal en los extremos inferior y superior 
del rango de estímulos posibles, con lo cual el 
intervalo de intensidades que se pueden percibir 
no es infinito (Deering M. The limits of human 
vision. 2nd International Immersive Projection 
Technology Workshop, 1998). Esta afirmación 
resulta fundamental, pues significa que aun para 
un experto entrenado hay límites en la cantidad de 
intensidades que puede percibir y que cierto nivel 
de pérdida es justificable. 
Por otra parte, el ojo humano también procesa 
la frecuencia, de tal forma que lo que se percibe 
en un punto depende de lo percibido en puntos 
vecinos (15). Existe una frecuencia espacial 
máxima, por encima de la cual no se perciben las 
variaciones, sino que se uniforma lo observado 
(Watson AB, Solomon JA, Ahumada AJ. Visibility of 
DCT basis functions: Effects of display resolution. 
Data Compression Conference, March 29-31, 
1994). En algunos estudios se ha reportado que 
el poder resolutivo espacial del ojo humano es, 
en promedio, de 60 ciclos por grado, es decir que 
el sistema visual humano es capaz de apreciar 
una variación senoidal en el brillo, a lo largo de 
una línea, viendo 60 ciclos en un ángulo de un 
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grado. Si una imagen se considera uniforme, sin 
variación espacial de brillo, cuya luminosidad varía 
en forma sinusoidal con el tiempo, el ojo es capaz 
de apreciar esta variación de brillo (parpadeando) 
hasta que su frecuencia alcanza unos 70 ciclos 
por segundo, lo cual puede interpretarse como 
la resolución temporal del ojo (16). Sin embargo, 
es importante resaltar que, dentro del margen de 
frecuencias espaciales perceptibles, no se pueden 
despreciar las altas frecuencias, puesto que el ojo 
humano es muy sensible a los bordes.
Por su parte, las técnicas de compresión han 
aprovechado las limitaciones del ojo humano, 
intentando eliminar la información que no es 
perceptible para el sistema visual humano e 
incorporando estas estrategias a los algoritmos de 
compresión. Estos modelos de predicción permiten 
al individuo observar e interpretar una imagen 
muy similar a la original, sin supresión de detalles 
significativos en el contenido de la imagen.
El desempeño de un algoritmo de compresión se 
mide usando sistemas métricos encargados de 
determinar las diferencias entre dos imágenes 
(17). El resultado de estos sistemas métricos de 
calidad puede ser un número que representa la 
probabilidad de que el ojo humano pueda detectar 
una diferencia entre las dos imágenes o un número 
que cuantifica la similitud en su percepción.
Los sistemas métricos para la evaluación de 
la calidad en una imagen pueden dividirse en 
subjetivos y objetivos (18). Los sistemas subjetivos 
incluyen información que el sistema visual humano 
procesa de manera selectiva; por ejemplo, le da más 
importancia a las frecuencias bajas. En general, 
estos sistemas métricos utilizan algún tipo de 
análisis estadístico de la apreciación de diferentes 
observadores en un conjunto particular de imágenes 
de prueba, con lo cual suelen ser métodos costosos 
en tiempo y recursos. Por el contrario, la evaluación 
objetiva se apoya en la estructura misma de los 
datos y calcula algún tipo de distancia entre ellos, 
determinando algún valor numérico que representa 
la fidelidad a la imagen original. Entre los sistemas 
objetivos más comunes se encuentran el error 
cuadrático medio, y alguna de sus variantes, como 
la relación señal a ruido de pico, métodos utilizados 
en múltiples aplicaciones (19). 
Sin embargo, estas medidas tienen la limitación de 
que no están diseñadas para encontrar diferencias 
entre la información relevante de dos imágenes. 
En los últimos años se han desarrollado técnicas 
que evalúan de forma estructural la diferencia 
entre objetos, como por ejemplo, la similitud 
de estructura (20,21), y que se conocen como 
sistemas métricos de calidad, puesto que evalúan 
las diferencias entre imágenes desde el punto de 
vista de la diferencia entre información relevante. 
En particular, la similitud de estructura se basa en 
que las estructuras de los objetos de las escenas 
son independientes de la iluminación, de forma tal 
que la influencia de esta debe aislarse del cálculo 
de la calidad de la imagen. En este método se 
calculan tres componentes de forma independiente: 
la luminancia, el contraste y la estructura, 
describiendo cada una de estas características 
con un vector que contiene la media, la desviación 
estándar y la covarianza. Este sistema métrico se 
correlaciona mejor con el desempeño del sistema 
visual humano, es decir, la medida es capaz de 
obtener la información relevante de la imagen 
y establecer la similitud entre dos imágenes de 
manera muy parecida a como lo hace el sistema 
visual. El principio es que los descriptores de 
bajo nivel, luminancia, contraste y estructura, son 
calculados localmente sobre ventanas cuadradas 
de un tamaño determinado (21).
Estos sistemas métricos de calidad han permitido 
una mejor evaluación de las técnicas de compresión; 
por ejemplo, Krupinski (22-24) intenta optimizar la 
información visualizada en mamografías, mediante 
modelos del sistema visual humano, llegando 
incluso a hacer predicciones sobre el rendimiento 
del observador. Zhang (25) usa un esquema de 
cuantificación del sistema visual humano que 
permite mejorar el rendimiento del observador en 
tareas de detección sobre angiogramas coronarios. 
Johnson, por su parte (26), busca introducir nuevos 
sistemas métricos para determinar la calidad de las 
imágenes radiológicas.
Los sistemas métricos de calidad evalúan la 
eficiencia y validez de un método de compresión. 
El desempeño de dichos métodos depende del 
tipo de información en la imagen, con lo cual las 
técnicas de medida de desempeño deben usarse 
según el contexto, el tipo de datos y la modalidad de 
adquisición de las imágenes, entre otros factores. 
Todos ellos influyen directamente en la eficiencia 
de la compresión de un método y, por ende, en los 
resultados obtenidos con los sistemas métricos de 
calidad.
Compresión de imágenes
El objetivo principal de la compresión de imágenes 
digitales es reducir la cantidad de datos necesarios 
para su representación. Este proceso está destinado 
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a producir una representación compacta de la 
imagen, que permite reducir no solo el espacio 
requerido en memoria para su almacenamiento, 
sino la transmisión de los datos a través de las 
redes de comunicación (27). La compresión se 
logra mediante la reducción o eliminación de uno 
de los tres tipos de redundancia: de codificación, 
de pixeles y psicovisual (28). La redundancia 
de codificación está presente cuando se usan 
símbolos con códigos muy largos para representar 
una imagen. La redundancia de pixeles resulta 
de la correlación entre los pixeles de una imagen. 
La redundancia psicovisual se fundamenta en los 
datos que son ignorados por el sistema visual 
humano.
Las técnicas de compresión buscan reducir el 
número de bits requeridos para representar una 
imagen, aprovechando cualquiera de los tres tipos 
de redundancias, mientras se mantiene la resolución 
y la calidad visual de la imagen, reconstruidas tan 
cercanas a las de la imagen original como sea 
posible.
Un sistema de compresión para imágenes está 
compuesto por un codificador y un descodificador 
(figura 1).
Compresión sin pérdida
Las técnicas de compresión sin pérdida tienen como 
objetivo fundamental buscar que la información 
original de la imagen sea preservada después 
de la reconstrucción, manteniendo así la relación 
entre la alta compresión y la calidad (29-31). Todas 
estas técnicas y sus variantes pueden aplicarse a 
la codificación de imágenes usando la redundancia 
estadística y la codificación entrópica. El esquema 
de codificación entrópica tiene en cuenta la 
frecuencia de aparición de los signos a la hora de 
asignarles un código binario de representación 
con longitud variable. La codificación entrópica es 
típicamente usada en la codificación de Huffman, 
run length y codificación aritmética, entre otras. 
Algunas de las técnicas más destacadas en la 
compresión reversible son:
Codificación aritmética:•	  en este tipo de 
compresión un conjunto de símbolos se asocia 
a algún subintervalo del intervalo [0, 1] (32), con 
la particularidad de que a este subintervalo se le 
asocia un identificador único, generalmente su 
media o su valor más pequeño. Como cualquier 
algoritmo de codificación, la codificación aritmé-
tica se hace en dos etapas. En la primera se 
calcula la probabilidad de un símbolo y, en la 
segunda, se le asocia alguna cantidad que 
represente esa cadena de símbolos, en este caso, 
un identificador del intervalo de codificación. La 
probabilidad de presentación de los símbolos 
determina la eficiencia de compresión, así como 
los rangos del intervalo de los símbolos.
 Este concepto se ilustra con el siguiente 
ejemplo. Se van a codificar dos símbolos {a, b} 
con probabilidad de presentación de 0,4 y 0,6, 
Figura 1. Un sistema de compresión es un conjunto de operaciones que comienza por la transformación de los datos para eliminar 
dependencias estadísticas, la cuantificación que reduce el rango dinámico de la representación (solo en compresión con pérdida) y 
una estrategia de cifrado compuesta por un modelo de probabilidad que asigna un nivel de importancia a los datos y un codificador 
que mapea los datos a un espacio de menor dimensión.
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respectivamente. El primer símbolo que se va 
a codificar tiene probabilidad de presentación 
de 0,4, con lo cual el intervalo [0, 1] se divide 
en dos subintervalos [0, 0,4] y [0,4, 1], como se 
observa en la figura 2. Por convención, cuando 
el símbolo es “a”, se escoge el subintervalo de la 
izquierda, con lo cual los subintervalos sucesivos 
asociados a los símbolos de la cadena, se 
buscan en el primer subintervalo [0, 0,4]. Al final, 
la secuencia de símbolos quedará asociada a 
algún subintervalo único entre [0,1].
 En la figura 2 se presenta un ejemplo de 
codificación aritmética para una cadena “baab” 
en un subintervalo de [0, 1]; se inicia tomando 
el intervalo [0, 1]; el primer símbolo por codificar 
es “b” y la probabilidad asociada es 0,6, con lo 
cual se toma el intervalo [0,4, 1]. El segundo 
símbolo es “a”, con una probabilidad asociada 
de 0,4, y, por lo tanto, el nuevo subinteravalo es 
[0,4, 0,64]. El tercer símbolo de entrada es “a” y 
con la probabilidad de 0,4 el subintervalo es [0,4, 
0,496]. Finalmente, la cadena queda asociada 
al subintervalo [0,4576, 0,496], subintervalo del 
último símbolo “b”. Por último, se selecciona algún 
valor dentro de este subintervalo, por ejemplo, la 
media o el límite inferior, y este valor representará 
la secuencia codificada. 
 En este tipo de codificación existe una familia de 
codificadores llamada codificadores aritméticos 
binarios (Chevion D, Karnin ED, Walach E. High 
efficiency, multiplication free approximation of 
arithmetic coding. Memoirs, Data Compression 
Conference, 1991; p.43-52). Su principal 
característica es que los valores posibles son 
binarios. Aunque esto los hace limitados, son 
muy sencillos y potentes. El Q-coder (Feygin 
G, Gulak PG, Chow P. Architectural advances 
in the VLSI implementation of arithmetic coding 
for binary image compression. Memoirs, Data 
Compression Conference, 1994; p. 254-
63) es uno de los integrantes de la familia de 
codificadores aritméticos binarios que, además, 
constituye el núcleo del MQ-coder, base de la 
codificación del estándar JPEG2000 (33,34). En 
la actualidad, este estándar se ha constituido 
en uno de los más eficaces en la compresión 
de imágenes, por permitir una representación 
granular y un acceso eficiente a los datos.
Codificación Huffman:•	  esta es una técnica 
general para la codificación de símbolos, basada 
en la frecuencia de su presentación estadística 
(probabilidad) (35,36). Los pixeles en la imagen 
son tratados como símbolos, los símbolos que se 
presentan con mayor frecuencia son asignados 
a un número pequeño de bits, mientras que los 
símbolos con menor frecuencia son asignados 
a un número de bits más grande (Dong-hui 
Xu, Arati Kurani, Jacob Furst, Daniela Raicu. 
Run-length encoding for volumetric texture. 
The 4th IASTED International Conference on 
Visualization, Imaging, and Image Processing- 
VIIP 2004, Marbella, Spain, September 6-8, 
2004) (37-39) (figuras 3 y 4).
 El código de Huffman es un código prefijo, lo 
cual significa que el código de algún símbolo 
no se repite en ningún otro símbolo. Una de 
las principales ventajas de esta técnica de 
codificación es que permite tasas de compresión 
considerablemente altas.
 Recientemente, Mohandass desarrolló una 
implementación del algoritmo de Huffman 
que permite mejorar la eficacia del método 
convencional (40). El algoritmo propuesto 
fue evaluado en diversos tipos de imágenes 
médicas, como tomografía axial, resonancia 
magnética, ultrasonido y radiología convencional. 
El modelo de sustitución propuesto mejora el 
rendimiento en términos de compresión en 
5,4 %, con lo cual aumenta la transferencia de 
datos, de fundamental importancia en algunas 
aplicaciones en telemedicina.
Figura 2. Esquema de codificación aritmética para la cadena 
baab en un subintervalo de [0, 1]. 
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Codificación run length:•	  es un método de 
compresión muy simple, usado para datos 
secuenciales. Esta técnica sustituye las 
secuencias de símbolos idénticos (pixeles) 
llamados runs por símbolos cortos (41). La 
codificación run length para imágenes en escalas 
de grises es representada por una secuencia 
{Vi, Ri}, en la cual Vi es la intensidad del pixel 
y Ri hace referencia al número consecutivo del 
pixel con una intensidad Vi. Ambos Vi y Ri son 
representados por un byte (figura 5). Dada la 
sencillez de su implementación y eficiencia en 
términos de velocidad, esta técnica ha logrado 
buenos resultados con imágenes de tomografía 
computadorizada (42), mostrando una mejora 
de 3 dB a 4 dB en su relación señal a ruido de 
pico, en comparación con otras técnicas de 
compresión sin pérdida.
Interpolación jerárquica:•	  es un método piramidal 
de una representación que se construye utilizando 
la operación de submuestreo. La idea básica es 
que, partiendo de una versión de baja resolución 
de la imagen original, la cual ha sido obtenida 
submuestreando dicha imagen, se generan 
versiones sucesivas de mayor resolución 
mediante interpolación. De esta forma, lo que 
se transmite o almacena después de codificar 
cada imagen es, en primer lugar, la imagen de 
menor resolución. De la menor resolución de la 
imagen se obtiene la versión con el siguiente 
nivel de resolución, calculando los nuevos 
pixeles entre los anteriores por medio de algún 
método de interpolación. La representación 
sin pérdidas es obtenida por codificación y 
transmisión sucesiva de los residuos de la 
interpolación entre los niveles subsecuentes de 
resolución (43). Algunas investigaciones han 
demostrado buenos resultados en cuanto a 
tasas de compresión para imágenes de 12 bits 
de resonancia magnética cardiaca de 512 x 512 
y para imágenes angiográficas de 9 bits de 512 
x 512 (44).
Pirámide de Laplace:•	  fue desarrollada por 
Burt (Rath G, Guillemot C. Compressing the 
Laplacian pyramid. Proceedings of the 8th IEEE 
Workshop on Multimedia Signal Processing 
(MMSP ’06). Victoria, BC, Canada, October 
2006. p. 75-9) y Burt y Adelson la aplicaron a 
la compresión de imágenes (45). Esta técnica 
utiliza una representación de la imagen como 
una pirámide de imágenes, obtenidas filtrando la 
imagen original con una secuencia de pequeños 
filtros similares al gaussiano (46), cuyo radio es 
variable (figura 6). Cada una de las versiones 
filtradas corresponde a un componente con 
diferente información de frecuencia que, 
cuando se ensamblan como un solo objeto, se 
conoce como la pirámide de Laplace (Liu X, 
Tang J, Xiong S, Feng Z, Wang Z. A multiscale 


















Figura 3. La figura ilustra el codificador de Huffman. En este 
ejemplo hay cuatro símbolos diferentes {A1, A2, A3, A4} con 
sus respectivas probabilidades {0,4; 0,35; 0,2; 0,05}. El árbol 
binario que representa la secuencia de símbolos, se construye 
de izquierda a derecha, tomando los dos símbolos menos 
probables, representándolos con alguna cadena de bits y 
generando un símbolo equivalente que tiene una probabilidad 
igual a la suma de los dos símbolos. El proceso se repite hasta 
obtener una sola cadena de bits que representan la cadena de 
símbolos. 
Figura 4. Código de Huffman obtenido al final del proceso
Figura 5. Codificación run length para una línea a blanco y negro. N son las zonas negras y B las blancas. 
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cancer detection using Laplacian pyramid. IEEE 
International Conference on Information and 
Automation, 2009) (46). La reconstrucción es 
exacta e independiente de la elección de los 
filtros. La pirámide completa se construye de 
manera iterativa, filtrando y ‘submuestreando’ la 
‘subbanda’ de frecuencias bajas.
 Está técnica, además de ser adecuada para la 
compresión de imágenes, es particularmente 
útil en tareas de transmisión progresiva a través 
de un canal de baja capacidad. La transmisión 
progresiva se logra mediante el envío ordenado 
de los coeficientes de las capas de menor 
a mayor resolución. Una de las principales 
desventajas de esta técnica es que los errores 
en la cuantificación de las ‘subbandas’ de mayor 
frecuencia, no permanecen en estas, sino que 
aparecen en la imagen reconstruida como ruido 
blanco, es decir, como ruido compuesto de un 
número muy alto de diferentes frecuencias.
 Este método de codificación se ha utilizado 
en el desarrollo de algoritmos de contraste 
multiescala para imágenes de mamografía (47). 
Estos algoritmos buscan modificar los coeficientes 
iterativamente, nivel por nivel, hasta obtener 
una imagen mejorada en el nivel más bajo. Los 
resultados muestran un mejor contraste en las 
imágenes de mamografía.
 Compresión con pérdida
 Las técnicas de compresión con pérdida son las 
más habituales en la codificación de señales 
de vídeo y audio. Evidentemente, las pérdidas 
son tolerables siempre y cuando que la calidad 
de la señal descodificada sea aceptable (48). 
El principio general sobre el cual se sustenta 
la codificación con pérdidas, es que no resulta 
necesario codificar aquellas componentes de 
la información que no son observables por los 
sistemas de percepción humana. La principal 
ventaja de estas estrategias de compresión es 
que consiguen factores de compresión muy 
superiores a los que se obtienen con los métodos 
sin pérdidas (49,50).
Transformación discreta de coseno:•	  fue desarro-
llada por Ahmed (51), y ha sido estudiada y 
utilizada ampliamente desde entonces. Expresa 
una señal cualquiera, en este caso una imagen, 
como la suma de señales sinusoidales con 
distintas frecuencias y amplitudes (figura 7). Es 
una de las transformaciones más ampliamente 
utilizadas en la compresión de imágenes (51,52), 
debido a permite expresar la información de la 
imagen como una combinación de unas pocas 
frecuencias. 
 La transformación discreta del coseno está 
bastante relacionada con la discreta de Fourier; 
de hecho, es equivalente a la parte real de esta 
transformación, razón por la cual se compone 
exclusivamente de funciones coseno.
 Recientemente, esta transformación se ha 
utilizado en la formulación de algoritmos de 
codificación híbrida (transformación discreta 
de coseno y transformación discreta wavelet) 
para imágenes y videos de endoscopia (53), 
con resultados que demuestran un mejor 
desempeño en comparación con el formato 
JPEG (basado en la transformación discreta 
de coseno) y la transformación discreta 
wavelet (DWT, discrete wavelet transform: 
transformación que representa una señal en 
términos de versiones trasladadas y dilatadas 
de una onda finita. La propiedad fundamental de 
la wavelet es su capacidad de localización en 
tiempo y frecuencia) convencional, en términos 
de calidad visual de la imagen, relación señal a 
ruido de pico y tasas de compresión. 
Codificación por ‘subbanda’: •	 en esta técnica 
se lleva a cabo un conjunto de operaciones 
iterativas sobre una imagen para dividirla en 
componentes espectrales o bandas (54-57). 
Su funcionamiento general parte del hecho de 
que la señal debe atravesar un conjunto de 
filtros pasa-banda para ser descompuesta en 
‘subbandas’ de frecuencia (figura 8). El número 
Figura 6. La figura representa un conjunto de sub-imágenes 
de una pirámide de Laplace.
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de bits asignados a cada banda puede variar 
en función de su importancia. La técnica de 
codificación en ‘subbandas’, además de ser una 
de las más sencillas, permite obtener tasas de 
compresión del orden de un bit por pixel. La idea 
fundamental en esta técnica es dividir la imagen 
en bandas de frecuencia, para ‘submuestrear’ y 
codificar cada una de forma separada, logrando 
con ello que el ruido de cuantificación que se 
produce en cada banda quede confinado a la 
misma. La importancia de esta técnica es que 
cuando se reconstruye la señal, uniendo la 
información de todas las ‘subbandas’, el ruido 
confinado en cada una se anula por el efecto 
que tiene la suma de la información de todas 
las ‘subbandas’. Esta técnica de codificación 
resulta muy útil en aplicaciones médicas, en las 
cuales se pretende transmitir gran cantidad de 
información a través de canales limitados (58). 
Cuantificación•	  vectorial: es una generalización 
del método de cuantificación escalar y se usa 
para la compresión de imágenes y de sonido. 
En la práctica, esta técnica se usa comúnmente 
para la compresión de datos que han sido 
digitalizados a partir de una fuente análoga 
(figura 9). Algunos resultados muestran que el 
vector de cuantificación es una de las técnicas 
de compresión con pérdidas, más eficaces para 
imágenes radiológicas (Kekre HB, Sarode TK. 
An efficient fast algorithm to generate codebook 
for vector quantization. First International 
Conference on Emerging Trends in Engineering 
and Technology, ICETET-2008, Nagpur, India, 
Figura 7. Esquema general de la transformación discreta de coseno
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Imagen reconstruida
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16-18 July, 2008) (59). Su principal limitación se 
encuentra en la gran complejidad computacional 
en tiempos de búsqueda (60,61). El vector de 
cuantificación es extremadamente eficiente 
en compresión de regiones uniformes de una 
imagen (62). Además, esta técnica se usa 
comúnmente en la compresión de imágenes de 
mamografía, puesto que permite la detección y 
clasificación de las anormalidades presentes en 
este tipo de imágenes (63,64). 
Quadtree:•	  la idea fundamental de esta técnica 
es que cualquier imagen puede ser dividida en 
cuatro cuadrantes, un proceso que se repite de 
manera iterativa en cada uno de ellos (figura 
10). En un quadtree, la imagen es representada 
por un nodo padre, mientras que los cuatro 
cuadrantes están representados por cuatro 
nodos hijo, en un orden predeterminado. Una 
imagen de un solo color puede ser representada 
por un quadtree consistente de un solo nodo; en 
general, un quadtree necesita ser subdividido 
solo si los pixeles de la imagen son de diferentes 
colores. 
 El principio de compresión de este método 
consiste en aprovechar la dependencia 
estadística que tienen los pixeles de una 
imagen, es decir que si seleccionamos un 
pixel de la imagen en forma aleatoria, existe 
una buena probabilidad de que sus vecinos 
inmediatos tengan un color similar (65). Esta 
técnica escanea el mapa de bits, región por 
región, buscando las que están compuestas 
de pixeles idénticos. Los quadtrees han sido 
utilizados recientemente para la compresión de 
imágenes de tomografía axial computadorizada 
y resonancia magnética, con resultados muy 
prometedores en comparación con los métodos 
de compresión sin pérdida (66). 
Transformación ortogonal superpuesta •	 (Lapped 
Orthogonal Transform, LOT): fue desarrollada 
con el objetivo de reducir los efectos de 
Figura 9. El codificador toma un conjunto de datos como entrada y genera un conjunto de índices como salida; estos índices 
corresponden a elementos dentro del vector de cuantificación. Los índices se encuentran evaluando la distancia entre una entrada 
y cada uno de los elementos dentro del vector de cuantificación y seleccionando el índice del elemento más cercano, minimizando 
así la distorsión. El proceso de decodificación se hace de forma directa sobre el vector de cuantificación, reemplazando los índices 
por su elemento correspondiente. 
Figura 10. Agrupación de pixeles con color similar en la codificación quadtrees











Biomédica 2013;33:137-51 Compresión en imágenes
bloqueo (discontinuidades en la reconstrucción 
de la señal en los límites del bloque) en la 
codificación de la imagen (67). Con el fin de 
mantener la transformación directa e inversa (la 
transpuesta) de las matrices, cada función base 
de la transformación ortogonal superpuesta 
debe serlo, no solo a las otras funciones del 
mismo bloque, sino a las de los dos bloques 
adyacentes (68). La transformación ortogonal 
superpuesta tiene buen desempeño y posee un 
algoritmo de rápida implementación basada en 
la transformación discreta del coseno.
Codificación fractal:•	  la idea principal de este 
método de codificación es descomponer la 
imagen en segmentos, utilizando las técnicas 
estándar de procesamiento de imágenes, tales 
como separación de colores, detección de bordes 
y espectro de análisis de textura. Cada segmento 
es, entonces, buscado en un repositorio de 
fractales. La librería contiene códigos llamados 
sistemas de funciones iterativas, los cuales son 
conjuntos compactos de números. Usando un 
procedimiento sistemático, se determina un 
conjunto de códigos para una imagen dada, de 
forma que, cuando los códigos de los sistemas 
de funciones iterativas se aplican a un conjunto 
adecuado de bloques de la imagen, se obtiene 
una aproximación muy cercana a la original 
(69). Este esquema es muy eficiente para la 
compresión de imágenes que tienen buena 
regularidad y autosimilitud.
Visión general de las técnicas de compresión 
para imágenes
Formato JPEG (Joint Photographic Experts Group)
El JPEG es el formato de compresión más usado 
actualmente. Ofrece flexibilidad para seleccionar 
una imagen de alta calidad, con una tasa de 
compresión razonable o una tasa de compresión 
muy alta con menor calidad en la imagen. Una 
imagen comprimida con JPEG no muestra 
una diferencia visual con la imagen original sin 
comprimir. La compresión de imágenes JPEG 
contiene una serie de técnicas avanzadas como lo 
son la transformación discreta del coseno, seguida 
por una cuantificación.
Formato JPEG para movimiento 
Una secuencia de video puede ser representada 
como una serie de imágenes en formato JPEG. 
Las ventajas son las mismas que con las imágenes 
estáticas, tanto en términos de calidad como en 
tasas de compresión. La principal desventaja del 
formato JPEG para movimiento es que sólo utiliza 
una serie de imágenes estáticas sin hacer uso de 
las técnicas de compresión de vídeo. El resultado 
es una tasa de compresión ligeramente inferior 
para secuencias de vídeo, en comparación con 
otras técnicas de compresión de vídeo.
Estándar JPEG2000
Desde hace ya algunos años, este estándar se 
ha convertido en el sucesor del JPEG estándar. 
La base de este utiliza los nuevos avances en 
la investigación en el área de la compresión 
de imágenes. El estándar JPEG2000 (70), en 
lugar de la transformación discreta del coseno, 
utiliza una transformación wavelet. El estándar 
JPEG2000 se ha desarrollado con el propósito de 
ofrecer buenas tasas de compresión y un acceso 
progresivo a la información de la imagen, todo esto 
gracias a la gran granularidad y escalabilidad en 
la compresión de los datos. Estas funcionalidades 
resultan muy útiles desde el punto de vista de 
las necesidades de la compresión de imágenes 
médicas. Tales funcionalidades son: progresividad 
por calidad y resolución, compresión con pérdidas 
y sin ellas, acceso aleatorio a diferentes regiones 
espaciales y acceso a cualquier otra información 
de la imagen.
Visión general del algoritmo EBCOT
El Embedded Block Coding with Optimized 
Truncation, más conocido como EBCOT, es el 
motor central de codificación en el estándar de 
compresión de imágenes JPEG2000. En este 
estándar, como primera medida, la imagen es 
transformada con una descomposición wavelet; 
en un paso posterior, esta transformación permite 
dividir cada ‘subbanda’ en bloques relativamente 
pequeños, con dimensiones típicas de 64 x 64 o 32 
x 32 muestras cada uno. Cada bloque de código 
se codifica de manera independiente, produciendo 
un bitstream embebido con muchos puntos de 
truncamiento (figura 11).
Conclusiones
En este trabajo se revisaron las técnicas más 
relevantes para la compresión de imágenes, 
analizando en profundidad aquellas que han 
tenido un mayor impacto en el área médica. 
Existen básicamente dos categorías de técnicas 
de compresión, la compresión sin pérdida y 
la compresión con pérdida. La comparación 
del desempeño entre técnicas de una u otra 
categoría, se torna una labor compleja, a menos 
que los conjuntos de datos utilizados para la 
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experimentación y las medidas de desempeño sean 
idénticas, así como el propósito de aplicación.
Algunos trabajos (49,66,67) nos permiten concluir 
que las técnicas de compresión vector de 
cuantificación y la pirámide de Laplace hacen posible 
detectar y caracterizar anormalidades mucho más 
eficientemente en las imágenes de mamografía. 
Ambas técnicas deben su eficiencia de compresión 
a la uniformidad presente en los datos médicos. Es 
de resaltar que el método vector de cuantificación, a 
pesar de ser una técnica de compresión con pérdida, 
permite resultados equivalentes en mamografía 
a los obtenidos por el de pirámide de Laplace, lo 
cual demuestra que la redundancia intrínseca de 
los datos médicos puede eliminarse sin perder 
información relevante para el diagnóstico. 
En otros estudios se demuestra que la codificación 
de Huffman se mantiene como un método sencillo 
que permite tasas de compresión eficientes en 
diferentes modalidades de imagen (41): tomografía 
axial, resonancia magnética, ultrasonido y rayos X, 
entre otros. Esto se debe a la eficiencia del método 
en la agrupación de un número arbitrario de 
símbolos durante la codificación que, en general, 
se adaptan a las estadísticas de entrada reales. 
Las técnicas de compresión sin pérdida más 
recientemente aplicadas a las imágenes médicas, 
como los quadtrees, han producido resultados 
prometedores en la compresión de imágenes de 
tomografía axial computadorizada y resonancia 
magnética (69), debido a que su representación 
por regiones (agrupamiento de pixeles idénticos) 
permite aprovechar la redundancia existente en 
los datos médicos. La trasformación discreta del 
coseno, por su parte, se ha constituido en el ícono 
de la compresión, dada su capacidad de concentrar 
la mayor parte de la información en pocos 
coeficientes del dominio de frecuencias, lo que 
permite tasas de compresión considerablemente 
altas en cualquier tipo de imagen (57).
Los métodos clásicos para la evaluación de la 
calidad de las técnicas de compresión presentan 
poca correlación con el sistema visual humano. A 
pesar de esto, siguen siendo ampliamente usadas 
por cuanto registran una estimación objetiva sobre 
la similitud entre dos imágenes, en este caso, entre 
la imagen original y la imagen reconstruida luego de 
ser comprimida. Sin embargo, el nivel de relevancia 
en una imagen médica no es homogéneo, es 
decir que toda la imagen no tiene el mismo nivel 
de información. Es por ello que un experto se 
concentra en zonas específicas de la imagen, que 
le permiten tomar decisiones óptimas en un tiempo 
mínimo (71). En consecuencia, un sistema métrico 
debería medir no la simple distancia euclidiana 
entre dos objetos, sino la distancia semántica entre 
las dos imágenes. Las técnicas métricas de calidad 
adaptadas con la funcionalidad del sistema visual 
humano, permitirían una evaluación no solo de la 
distancia de bajo nivel, sino del nivel de relevancia 
de la imagen reconstruida. 
Se ha tratado de capturar esta información relevante 
mediante diferentes enfoques; por ejemplo, los 
modelos propuestos que mayor atención han 
recibido en los últimos años, convirtiéndose en 
línea base para muchas de las implementaciones 
actuales, son el modelo de predicción de diferencia 
visible de Daly y el modelo de discriminación 
visual de Lubin. Ambos representan un progreso 
significativo en la incorporación de modelos 
visuales para conseguir evaluaciones de calidad 
mucho más eficientes. Estos modelos hacen uso de 
resultados psicofísicos para conseguir un modelo 
del sistema visual humano completo, los cuales 
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se caracterizan por tener estímulos físicos como 
entrada y respuestas cognitivas como salida.
El paradigma actual es el uso restringido de la 
compresión con pérdidas, sin importar el gasto de 
recurso y los beneficios colaterales que existen. 
Como se ha analizado a lo largo del presente 
trabajo, la elección de una técnica de compresión 
depende enteramente del tipo de datos utilizados 
y de la finalidad de la aplicación, es decir, de 
las características dentro de la imagen que se 
pretenden conservar para una aplicación particular: 
transmisión de la información por canales limitados 
(telemedicina), clasificación de anormalidades, 
visualización u optimización de espacio, entre otras. 
El uso racional de la compresión con pérdidas, 
definitivamente optimiza el manejo de recursos 
en situaciones clínicas que cada vez tienen una 
necesidad mayor de interacción con volúmenes 
gigantescos de datos. 
En conclusión, la enorme cantidad de datos que 
generan los sistemas de adquisición de imágenes 
médicas (Pitkanen MJ, Hyvarinen XZ, Muller A. 
Using the grid for enhancing the performance of a 
medical image search engine. IEEE International 
Symposium on Computer-Based Medical Systems, 
2008), y la necesidad de almacenamiento y 
transmisión por redes de comunicación de esta 
información, mantienen a las técnicas de compresión 
con representaciones flexibles y manejo eficiente de 
los datos, como una de las líneas fundamentales de 
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