Abstract. We derive sufficient conditions for the solvability of the observer design problem for a wide class of nonlinear time-varying systems, including those having triangular structure. We establish that, under weaker assumptions than those imposed in the existing works in the literature, it is possible to construct a switching sequence of time-varying noncausal dynamics, exhibiting the state determination of our system.
I. INTRODUCTION
Several important contributions towards solvability of the Observer Design Problem (ODP) have been appeared in the literature; see for instance [1] - [26] , [28] - [51] . In the present work we generalize the Lyapunov like approach of the works [46] , [47] , [48] , and particularly of the recent paper [49] , in order to derive sufficient conditions for the solvability of the ODP for a wide class of nonlinear systems under weaker assumptions than those imposed in the existing works on the same subject. The main idea of our work is to construct a switching sequence of time-varying noncausal dynamics exhibiting the state determination of our system. It should be mentioned that the idea of using switching observers has been adopted in several earlier works; see for instance [3] , [17] , [18] , [36] . The results of the present work generalize those obtained in the previously mentioned contributions.
We consider time-varying systems of the form: where ( ) y ⋅ plays the role of output. In Section II we provide sufficient conditions for the solvability of the ODP for the general case (1.1) with linear output dynamics by means of a non-causal observer. The corresponding results of this section (Propositions 2.2 and 2.3) constitute extensions of Proposition 2.1 in [49] . In Section III (Proposition 3.1 and Corollary 3.1) we use the results of Section II for the derivation of sufficient conditions for the solvability of the ODP for a class of composite systems of the following form: The corresponding result generalizes Proposition 3.1 in [49] . Finally, in Section V we derive sufficient conditions for the solvability of the ODP for the general case (1.1), as well for (1.2) and (1.3), by means of a causal observer (Proposition 5.3, Corollary 5.2 and Proposition 5.5).
Notations and Definitions
We adopt the following notations. For a given vector 
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II. THE GENERAL CASE
In this section we specialize our analysis to the case of systems with linear output: n k x y ∈ × . We also assume that there exists a nonempty subset M of n with 0 clM ∈ such that system (2.1a) is M-forward complete, namely, the solution 0 0 ( ) : ( , , ) x t x t t x = of (2.1a) satisfies (1.4) for certain NNN β ∈ . In addition to (1.4), we make the following hypotheses. We assume that there exist an integer ∈ , a map 0 0
and constants 1 L > and 0 R > such that the following properties hold: 
( )
satisfying the CP (see notations) in such a way that for every 0 t t ≥ and for every 
moreover, the following holds
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We show that under A1 and A2 the AC-ODP is solvable for the case (2. 
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such a way that 
The latter is a consequence of (2. 
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Then by taking into account (2.6b) and (2.29) it follows that (2.27a,b) hold. Also, notice that
Furthermore, due to (2.6c) and (2.7), property H1 holds for the pair ( , ) H A with :
It follows, by taking into account (2.27a) and Proposition 2.1, that for the given
, any τ -noncausal with respect to
The following proposition partially generalizes Proposition 2.1 in [49] providing sufficient conditions for the solvability of the observer design problem for the case (2.1) under the additional hypothesis that all initial states belong to a given known compact set. Specifically, it is a priori known that the initial states 0 x of (2.1a) belong to the compact ball R B of radius 0 R > centered at zero. 
and for every 
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is forward complete and is an observer for (2.1);
(ii) The error between the trajectory
and let ξ be a constant satisfying (2.30). Also, consider ( ) 
R R
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Denote by max T the maximum time for which the solution ( ) e ⋅ of (2.33) with initial condition 
Now, by invoking (1.4) and (2.4) we have:
and, by recalling (2.5) in A1, it follows from (2.35a,b) and (2.36) that 0 ( , ( ), ( ); ( )) ( , , ( ))( ( ) ( )), [ , ] and for some : ( ) ( ) ( ) ( , , ( ), ( )) e e t e t x ⋅ = ⋅ ⋅ of (2.33) and by exploiting (2.37), we find:
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By (2.27c) and (2.38) it follows that 2 ( )
Consequently, from (2.39) we deduce
t P t e t e t P t e t d s ds
therefore, by taking into account the first inequality of (2.6a), we have:
Notice that, since 0 ( ) 0 z t = , (1.4) implies:
By taking into account the second inequality of (2.6a), as well as (2.27b),(2.30),(2.40) and (2.41), we get: 
1). ■
We now generalize the result of Proposition 2.2 by establishing sufficient conditions for the existence of a switching observer exhibiting the state determination of (2.1), without any priori information concerning the initial condition. We make the following hypothesis:
A3 Assume that there exist an integer ∈ , a map ( , , )
A ⋅ ⋅ ⋅ as in (2.2) and a constant 1 L > , in such a way that for every 0 R > both hypotheses A1 and A2 hold.
We now state our main result for the solvability of the AC-SODP. 
Proposition 2.3. In addition to hypothesis of M-forward completeness for (2.1a), assume that system (2.1) satisfies A3. Then the AC-SODP is solvable for (2.1) with respect to
T t d sd s t T t t i i L
provided that (2.7) holds with
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It turns out by (2.45) that the sequence { } i t above satisfies:
In order to establish our claim, we proceed by induction as follows. We first consider the case : 1 m = . Due to Assumption A3, we may apply property A2 with : 1 R = , which asserts that there exists a constant 1 0 ε > such that, if for the given 0 t above we define: and further and further 
P t A t q y t e e P t e t H t e d t e P t e t t e q Q t R
φ ′ ′ ′ + − ≤− ∀ ≥ ∈ ∈ = (2.50b)2 1 1 1 1 1 1 2 1 ( ) ( , , ( )) ( ) ( ) | ( ) | ( ) ( ) , ,, ( ),
eP t A t q y t e eP t e t H t e d t eP t e t t e q Q t R m
Finally, due to (2.53a), we may define:
and this completes the establishment of our claim.
We are now in a position, by taking into account (2.43)-(2.47), to construct the desired switching observer exhibiting the state determination of (1. : 
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The latter implies (2.67) and the proof of Proposition 2.3 is completed. ■
III. APPLICATION TO COMPOSITE SYSTEMS (1.2)
In this section we apply the main result of Section II (Proposition 2.3), to derive sufficient conditions for the solvability of the AC-SODP for a class of composite systems (1.2). We first need a preliminary technical result. Let 1 2 , , , k n n ∈ and consider the time-varying map: 
, ker ( , ( )), ( ), provided that (2.10) holds
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• We also assume that for every 0 0 t ≥ and
( , ( )) 0 a t y t ≠ , a.e. 
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with ( ) P ⋅ as given in H2, the following properties hold:
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Proof. The proof is based on the result of Proposition 2.1. Notice that, due to (3.2c), the pair ( , ) H A 
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Notice that, due to definitions (3.1) and (3.4), the desired (3.5c) is equivalent to 
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It turns out, by taking into account (3.7) and (3. 
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By taking into account the first inequality in (3.2a) and (3.12), it follows that, in order to show (3.14), it suffices to find ( ) ⋅ and ( ) d ⋅ satisfying (3.5b),(3.11) and (3. n n × with 0 clM ∈ and assume that (1.2a) is Mforward complete and its dynamics satisfy (3.19) and property (3.23) . We further assume that there exists a constant 
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such that, if we define:
with ( ) R P ⋅ as given in (3.24a), the following properties are fulfilled: 
By taking into account (3.21) and by setting : ( , )
n n e e e = ∈ × , (3.29c) becomes
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By (3.29a), (3.29b) and (3.30) it follows that for arbitrary 0 R > all requirements of A2 hold as well. We conclude that (1.2) satisfies A3, therefore, according to Proposition 2.3, the AC-SODP is solvable for (1.2) with respect to 
Notice that system (3.31) has the form (1.2) with 2  1  1  2  2  2  1  1  2  3  2  2  2  3  2  2  2  1 2 : V x x x = + + along the trajectories of (3.31a) we get 2 V ≤ for all 3 1 2 3 ( , , ) x x x ∈ , therefore (3.31a) is forward complete; particularly, its solution
Next, for each , 0 , satisfying (3.24a,b,c) and (3.25) . Notice that, due to (3.33), the desired (3.24c) is equivalent to 
Then, the desired (3.42) is a consequence of (3.43) and it is obvious that (3.24a) and is an immediate consequence of (3.32) and analyticity of the dynamics of (3.31a). • we assume that ( ) ( ( ), ( )) x x x ⋅ = ⋅ ⋅ of (3.44) satisfies:
The details of establishment of (3.49) are left to the reader. Also, by defining ( ) : ( ) y a y B = D and taking into account (3.20) and (3.44a), it follows that equality in (3.23) holds for all Finally, due to (3.46) and analyticity of dynamics, we can easily show, that condition (3.25) is fulfilled as well.
IV. TRIANGULAR SYSTEMS
In this section we use the results of Sections II and III to establish sufficient conditions for the solvability of the AC-SODP for triangular systems (1.3). We assume that 
( ) 
, namely, we have:
t q y t e e P t e d t e P t e t t e H q Q t
Notice that for : k n = the above claim guarantees that all requirements of A2 are fulfilled as well, therefore the desired statement of our proposition is a consequence of Proposition 2.3. We establish our claim by induction. Consider first the case : 2 k = , namely, let Consider the constants L , R , R ε and ξ as above. Define: :
: 
with ,1 ( ) R P ⋅ as given by (4.12a), the following properties hold: 
By taking into account (4.10a), inequality (4.14c) becomes:
From (4.7),(4.9),(4.14a,b) and (4.15) it follows that all properties of our claim hold for : 2 k = . In order to complete the proof, it suffices to show that, if the induction hypothesis of the claim holds for certain {2,3,..., 1} k n ∈ − , then it is fulfilled for : 1 k k = + as well. We therefore show that for L , R , R ε , ξ as above and Next, we provide sufficient conditions for the solvability of the S-SODP. We strengthen A3 as follows:
A3' Assume that there exist an integer ∈ , a map ( , , )
A ⋅ ⋅ ⋅ as in (2.2) ⋅ satisfies both inequalities of (3.5a).
