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Abstract 
We call a line I a separator for a set S of objects in the plane if I avoids all the objects and 
partitions S into two nonempty subsets, one consisting of objects lying above 1 and the other of 
objects lying below 1. In this paper we presesnt an O(n logn)-time algorithm for finding a 
separator line for a set of n segments, provided the ratio between the diameter of the set of 
segments and the length of the smallest segment is bounded. The general case is an ‘n’-hard’ 
problem, in the sense defined in [lo] (see also [S]). Our algorithm is based on the recent results 
of [15], concerning the union of ‘fat’ triangles, but we also include an analysis which improves 
the bounds obtained in [ 151. 
1. Introduction 
In this paper we consider the problem of efficient construction of a separator 
line for a given set S of II line segments in the plane, as defined in the abstract. 
This and some related problems have been studied in several recent papers. For 
instance, Freimer et al. [9] present an algorithm for shattering a set of objects, i.e. 
finding a set of separator lines that form an arrangement such that none of its 
cells contains more than a single object. 
Let us assume that the objects in S are all line segments. If 1 is a separator of S, 
then by tilting and moving I about, we can make it pass through two endpoints of 
segments in S while still avoiding the (interiors of the) other segments. In this 
extreme position, 1 defines an edge of the visibility graph E of S (see [ll]). We 
can thus compute the visibility graph and select those edges whose extensions in 
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both directions do not meet S. Using the algorithm of Ghosh and Mount [ll], we 
can compute the visibility graph and select these special edges in time 
O(n log it + ]E]). Since in the worst case ]E] can be o(n’), the resulting algorithm 
is worst-case quadratic. 
A simpler solution, which also requires quadratic time, is obtained by dualizing 
the problem. Using a standard duality transform [5], the segments of S become n 
double wedges, and a separator line becomes a point lying in the complement of 
the union of these double wedges, strictly between the upper and lower envelopes 
of the double wedges. Hence, to determine the existence of a separator, or 
actually to find the set of all separators, we can simply compute the union of these 
dual double wedges and collect all components of its complement that lie between 
the envelopes. This can be done by computing the arrangement induced by the 2n 
lines that are dual to the endpoints of the segments in S, and then by determining 
for each face of the arrangement whether it lies in some double wedge. All this 
can be done in time O(n’); with topological sweeping [6], O(n) space is sufficient. 
In this dual setting, the problem of finding a separator for a set of segments is 
more or less equivalent to the problem of determining whether the union of n 
double wedges has (bounded) holes or whether it is simply connected. This is 
closely related to problems raised by many researchers, mainly in the context of 
hidden surface removal, where one wants to determine whether the union of n 
given triangles fully contains another given triangle. Quadratic-time solutions to 
these problems are easy, following the technique just outlined, and the goal is to 
obtain subquadratic solutions. No such solution is known in general as yet, and 
current work on these problems indicates that such solutions are very hard to 
obtain, or, more likely, are impossible. As a matter of fact, Gajentaan and 
Overmars [lo] have recently compiled a list of problems on arrangements, 
including the ones just mentioned, with the property that all these problems can 
be solved in quadratic time, and there are no known subquadratic solutions to 
any of them. Moreover, many pairs of these problems are reducible to one 
another, via subquadratic-time reductions. These related problems also include 
the problem of determining whether any three lines in a given arrangement are 
concurrent, and that of computing the area of a union of triangles. The simplest 
problem in this family is, given three sets A, B, C of real numbers, to determine 
whether there exists a pair of elements a E A, 6 E B, such that a + b is a member 
of C. A recent result of Erickson and Seidel [S] gives a quadratic lower bound, in 
a somewhat restricted model of computation, for the problem of determining 
whether any three of n given lines in the plane are concurrent. 
There is, however, a special case that admits much faster solutions. This is 
when all wedges are fat, meaning that their angles are all at least 6, for some 
fixed parameter 6 > 0. In this case, it was shown in [l, 141 that the overall 
complexity of the union of n fat double wedges (i.e., the total number of 
straight-line pieces of the boundary) is linear in n, with the constant of 
proportionality depending on 6, and that the union can be computed in 
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close-to-linear time. (A slightly improved algorithm is given in [15].) The paper 
[14] actually generalizes these results to the case of fat triangles, but we will be 
concerned here only with double wedges. 
In this paper we study the problem of determining whether there exists at least 
one separator line for certain special collections of segments. Specifically, we 
assume that the given segments all lie in some bounded disk, say the unit disk, 
and their lengths are all bounded from below by some constant c > 0. In other 
words, we assume a bounded ratio p between the diameter of the union of the 
segments in S and the length of the smallest segment in S. The segments are 
allowed to intersect. We present a solution to this restricted problem, whose 
running time is O(n log n), with the constant of proportionality depending on the 
ratio p. To be more precise, our algorithm runs in time 
O(np2 log p log on). 
When p is constant, the minimum is attained asymptotically by the first term in 
the above expression. If p is not a constant, the minimum can be attained by the 
second term, so that even if p is large but still only o(n1’2/log n), we still 
obtain a subquadratic solution. 
The key idea for obtaining such an efficient solution is to partition S into a 
subset S, of ‘flat’ segments and a subset S, of ‘steep’ segments. For each subset, 
the space of all lines avoiding all segments in the subset can be computed in close 
to linear time, because the segments in each subset can be dualized to ‘fat’ double 
wedges (see below for more details). Then we test whether the intersection of the 
duals of the two resulting sets of avoiding lines contains any point between the 
upper and lower envelopes of the wedges; this can also be easily accomplished in 
subquadratic time by a line-sweeping technique in the dual plane. 
Thus our paper can be regarded as an application of the recent analysis of the 
union of fat wedges, as given in [l, 14,151. We first derive improved bounds on 
the constants of proportionality in the bounds given in these papers, which are 
better than those implicitly given in [14]. Specifically, we show that the union of n 
wedges, each having an angle at least 6, has boundary complexity O(n6-* 
log(1/6)), improving the bound 0(nSw3) which is implied in [14]. This bound 
leads to an improved complexity bound of 0(nK2 log(1/6) + n log n) for our algo- 
rithm for computing the union. We strongly suspect that the actual coefficient 
of II is still smaller than our current bounds. Specifically, we conjecture that the 
complexity of the union, or at least the number of holes, is asymptotically close to 
n/6. This would also imply a better time bound for our algorithm. 
2. Geometric preliminaries 
We begin with a few notations. Let S = {sir . . . , s,} be the given collection of 
segments. The segments in S can intersect, but for simplicity of exposition we will 
assume that no two segments have a common endpoint. 
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We split S into two subsets S1, S,, so that the segments of S, (resp. of S,) have 
slopes with absolute value ~1 (resp. >l). We use two duality transforms, t,, x2, 
applying ri to the segments of Si, for i = 1, 2. 
The first duality transform t, maps a point (a, b) to the line y = ax + b, and a 
line y = cx + d to the point (-c, d). It is well known that this duality preserves 
incidence between points and lines, and maps a point lying above (resp. below) a 
line I to a line lying above (resp. below) the dual point of 1. Under this transform, 
a segment s =pq is mapped to a double wedge s* consisting of points that lie 
between the lines p * and q*, dual to p and q, respectively (one above and one 
below). A (non-vertical) line 1 meets s if and only if its dual point 1* lies inside 
the double wedge s*. Thus a line I avoids all segments in S if I* lies outside the 
union of their dual double wedges. It is also easy to show that I is a separator of S 
if and only if I* also lies between the upper and lower envelopes of the dual 
double wedges (and in the complement of their union). 
We call a wedge or a double wedge s-fat if its angle is at least 6. 
Lemma 2.1. Suppose that a segment s =pq of length at least c is contained in the 
unit disk and that the angle formed between s and the y-axis is at least ~~14. Then 
the double wedge dual (by the transform z,) to s is (cfi/6)-fat. 
Proof. Note first that we must have c G 2. The assumption on s imply that the 
slopes k,, k, of the lines dual to p and q respectively (these are the x-coordinates 
of p and q) are between -1 and 1 and differ by at least cfi/2. The angle 8 






tan 8,, 4 cti 
1 + tan* Q,, 6 ’ 
using, in the last inequality, the fact that c s 2. 0 
This lemma implies that all double wedges obtained by applying r, to the 
segments of S1 are (cfi/6)-fat. 
Consider next the segments of S,. We apply to them another duality transform, 
r2, that maps a point (a, b) to the line y = bx + a and a line y = cx + d to the 
point (-l/c, -d/c). Note that r2 = r, 0 u, where c~ is the transformation 
(x, y) * (y, x). It is easily verified that Lemma 2.1 implies that the double wedges 
obtained by applying t2 to the segments of S, are (ce/6)-fat. 
In the algorithm, we will need to merge the unions of the double wedges of 
t,(S,) and those of z2(S2). To do so, we will need to place these two unions in a 
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common dual plane. This is achieved by applying the transformation Z = r, 0 
-I- 
r2 - t, 0 00 z1 e-L to the union of the double wedges in t2(S2). As is easily checked, 
f is a projective transformation that maps a point (a, b) to the point (l/a, b/a), 
and a line y = cx + d to the line y = Ax + c. Note that points on the y-axis are 
mapped to points at infinity, that the right half-plane is mapped onto itself and 
the left half-plane is also mapped onto itself. Moreover, within each half-plane, f 
consistently preserves sidedness of points and lines. That is, in the right half-plane 
a point p lies above a line 1 if and only if f(p) lies above f(1); in the left 
half-plane p lies above I if and only if f(p) lies below 5(i). 
3. On the union of fat wedges 
The problem of computing the union of fat wedges (or, more generally, of fat 
triangles) has recently been studied in [l, 14, 151. We recall the results of these 
papers, and look somewhat closer at the dependence of the bounds that they 
provide on the ‘fatness’ 6. The following main result of this section is formulated 
for wedges, not double wedges, where a wedge is formally defined as the 
intersection of two halfplanes. 
Theorem 3.1. Let F be a set of m b-fat wedges in the plane. The boundary of the 
union of F consists of 0(m6-2 log(1/6)) straight segments and rays, and the union 
can be computed in time 0(m6-2 log(1/6) + m log m). 
Proof. We re-examine the proofs given in [14], and refer the reader to that paper 
for more details. In the bounds that we state below, the constants of propor- 
tionality are assumed to be independent of both m and 6. We first choose 
25-c I-1 613 = 0(1/6) 
equally spaced orientations Oi from the full circle of possible orientations, and we 
partition F into [2x/(6/3)] subfamilies F,, 4, . . . with the property that each 
wedge in E;; contains the ray at orientation 13~ emanating from its apex, and the 
angles between that ray and the sides of the wedge are at least o/3. Let us denote 
the cardinalities of the subfamilies by mi = Ifi]. Since the boundary of the union 
Ki of fi can be regarded as the upper envelope of the 2m, rays bounding the 
wedges of 4 (after rotating the coordinate system so that 0; points in the negative 
y direction), this boundary has complexity O(m,). (This 
result proved in [2]; it can also be easily shown using 
Schinzel theory (cf. [12]).) 
is a special case of a 
standard Davenport- 
We now take each pair, F;, 4, of subfamilies, and bound the boundary 
complexity of the union Ki U Kj. The analysis given in [14] implies that this 
282 A. Efrat, G. Rote, M. Shark 
complexity is 
O((mi + WZj)/S’)* 
We will improve this bound to 
O((mi + mj)lS ’ lOg(l/d)) 
as follows: We will first bound the number of holes in the union 
Kj U Kj; by the combination lemma of [7], our bound will carry over from the 
number of holes to the boundary complexity. 
Let us shrink each wedge in fi by rotating its sides inwards until they form 
angles 6/3 with oi, and similarly for 4. If we imagine this shrinking as a 
continuous process, we see that the number of holes decreases only when an apex 
of some wedge becomes uncovered and two holes grow together (see [14]). It 
follows that the shrinking process may eliminate at most mj + mi holes. Denote by 
KT (resp. KT) the union of E (resp. 6) after the shrinking process. 
Following the analysis of [14], the only holes that we need to consider now are 
quadrangular holes bounded by two wedges W, W’ of 8 and two wedges V, V’ of 
4, so that each of W, W’ fully penetrates through both V, V’, and vice versa (see 
Fig. 1). The number of holes of all other types, as argued in [14], is only 
O(m, + mi), because they can be associated with (‘charged’ to) the vertices of K,* 
and K,f. Let us rotate the coordinate system so that the orientation 0; becomes 
0 < (Y < n/2 and 0, becomes JC - cr, and suppose that W’ lies lower than W (i.e. to 
the south-east of W) and V’ lies lower than V (i.e. to the south-west of V). We 
charge each such hole either to the pair (W, W’) or to the pair (V, V’); the pair 
Fig. 1. A quadrangular hole 4 charged to (W, W’). 
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(W, W’) is charged if the apex of W’ has a higher y coordinate than the apex of 
V’; otherwise the pair (V, V’) is charged; see Fig. 1. 
Consider now the collection of holes (of the special structure above) that have 
been charged to a pair (W, W’) of wedges of 4. To each such holes there 
corresponds an interval along the lower ray of W, namely its intersection with the 
corresponding wedge V’; this interval is marked in Fig. 1. By the fact that the 
holes are charged to (W, W’), these intervals must be disjoint. Fig. 2 shows the 
densest possible packing of such intervals along the lower boundary of W, 
yielding the maximum number of holes that can be charged to (W, W’). Now, 
referring to the notations in Fig. 2, since the triangles A;M;Mi+l are all similar to 
the triangle BMoAo, with the angle 26/3 at Ai and at B, respectively, we have 
where the inequality follows because MoAo is greater than or equal to the 
perpendicular distance from M,, to the line through B and Ao. The lengths of the 
intervals on the lower edge of W form a geometric progression: 
AM+, AM, AM,, + MoMI MOM, z-c 




since AM,, = AoMo by construction and the triangle AoMoM, is similar to the 
triangle BMoAo; hence, if k holes are charged to the pair (W, W’), we have 
A+= (1 +p)“. 
0 
Fig. 2. The maximum possible number of holes charged to the pair (W, W’) 
284 A. Efrat, G. Rote, M. Sharir 
On the other hand, 
A‘% AB AM,, + MOB 




(1 +p)” < 1+ l/p. 




sin(26/3) logsin(2&3)) =O@og;). 
It has been shown in [14], by a simple visibility argument, that the number of 
pairs (IV, W’) that can yield holes of this type in the union KT U KT is O(m;). 
Hence the total number of holes in K,? UK,!, and thus also in Ki U Kj, is 
O((m; + mj)S-’ log(1/6)). Returning now to the union K; U Kj of the original 
families 4, 4 (before the shrinking process), we have seen above that they form 
at most O(m, + mj) more holes than K,* U KJ”; thus, the same asymptotic bound 
holds for them. 
To bound the boundary complexity of Ki U Kj, we apply the combination 
lemma of [7], as in [14]: 
Lemma 3.2. Let cl and c2 denote the boundary complexity of K, and KZ, 
respectively. If K, U K2 has q holes, the boundary complexity of K, U K2 is at most 
O(c, + c2 + 4). 
This lemma implies that the bound O((m; + mj)6-’ log(1/6)) is also valid for 
the overall complexity of the union Ki U K,. 
Since each boundary vertex of the union of all double wedges must appear as a 
vertex in the union of two families l$ and 4, we may just sum this bound over all 
pairs of families. Noting that C,,, (mi + mj) = O(m . (l/6)), we obtain that the 
overall boundary complexity of the union of F is 0(mF2 log(1/6)), as asserted. 
To compute the union, we adapt an idea from [15]. We first compute the union 
K, of each 4, using known algorithms for computing upper envelopes [2,13], in 
time O(mi log m,), for i = 1, . . . , t. Next we apply one of the recent optimal 
algorithms for line segment intersections [3,4, 161, to compute the union of all 
the Ki’s. The algorithm runs in time O(N log N + k), where N is the total size of 
all the Ki’s, and k is the number of intersections between their boundaries. By 
what has just been observed, we have N = O(m) and k = 0(m~-210g(1/6)). 
Thus the algorithm takes time 0(mF2 log(1/6) + m log m). 0 
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4. The algorithm and its analysis 
Having all this technical machinery, we can now present the algorithm for 
computing a separator of S. 
The algorithm 
1. Translate and scale the set S of segments so that it fits into the unit disk. This 
can easily be done by computing the smallest enclosing axis-parallel rectangle 
and placing the corners of this rectangle on the unit disk. This ensures that the 
smallest segment has length at least c = Q(l/p), if the ratio between the 
diameter of S and the length of the shortest segment of S is p. For simplicity 
we again call the resulting set S. 
2. Partition the set S of segments into two subsets S,, S,, such that all segments 
in S, (resp. in S,) have slopes with absolute value ~1 (resp. >l). Let it, = IS, I, 
n2 = IS2l. 
3. Apply the first duality transform tl to the segments in S,, obtaining a 
collection of rz, (cfi/6)-fat double wedges (see Lemma 2.1). Similarly, apply 
the second transform r2 to the segments in S2, obtaining a collection of q 
(cfi/6)-fat double wedges. 
4. Compute the complement W, of the union of the double wedges of r,(S,), and 
the complement W, of the union of the double wedges of t,(S,), applying the 
algorithm in Theorem 3.1. 
5. Compute the image q2 of W, under the transformation f = t, 0 r;i = ti 0 00 
t;’ discussed in Section 2. 
6. Compute the upper and lower envelopes of all the double wedges in r,(S). 
7. Apply a standard line-sweeping algorithm to compute the intersection of W, 
and q2. Run the sweeping algorithm and stop it as soon as it finds an 
intersection point x between the boundaries of W, and ti2 or a vertex x of one 
of these sets which is contained in the other set, such that n does not lie on 
either envelope computed in Step 6. Such a point x is the dual (under t,) of an 
extreme separator for S. If no such point is found, S does not admit a 
separator. 
The analysis. The correctness of the algorithm follows from the discussion in the 
introduction and in the preceding section. Indeed, if a separator of S exists, then 
there exists an extreme separator I such that (i) its dual point x = r,(f) lies strictly 
between the upper and lower envelopes of the dual double wedges of S, (ii) 1 
avoids all the segments in S,, (iii) 1 avoids all segments in S,, and (iv) 1 passes 
through the endpoints of two segments in S. It follows easily that x must lie in W, 
and in I%_,. If the two segments through whose endpoints the separator passes are 
both in S, or both in S2 then x must be a vertex of the boundary of W, or w2, 
respectively, that also lies in the other region. If one of these segments belongs to 
S, and one to S2, then x must be an intersection point of the boundaries of W, and 
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mz. In any case, such a point x will be identified in Step 7, and therefore the 
algorithm is correct. 
Next consider the running time of the algorithm. 
Steps l-3 take linear time. Step 4 can be performed, by Lemma 2.1 and 
Theorem 3.1, in time 
where p is the ratio between the diameter of S and the length of the shortest 
segment of S. (This is an over-estimate, which is anyway subsumed by the bound 
given below for the cost of Step 7.) 
Step 5 can be done in time linear in the complexity of W,, namely in time 
O(W2 log P). 
The calculation of the upper and lower envelopes in Step 6 can be done in time 
O(n log n) [2, 131. Note that there are only O(n) vertices on both envelopes. 
Finally, the line-sweeping algorithm of Step 7 takes time O((N + k)log N), 
where N is the total number of segments forming the boundaries of W, and of fi2, 
and k is the number of ‘events’ that the algorithm processes. The number of 
events initially put on the priority queue is proportional to N, each event that is 
processed generates only a constant number of new events, and the number k of 
events processed, until the first extreme separator (if any) is detected, is 
O(N + n)-the algorithm will process only new events that correspond to vertices 
of the envelopes; any other intersection point must correspond to an extreme 
separator, as argued above, which will then terminate the algorithm. Thus the 
total cost of Step 7 is 
O((N + n)log(N + n)) = O(np2 log p log on). 
The space requirement is dominated by the need to store the boundaries of W, 
and l%* and is thus 
WV2 1% PI. 
In summary, we have shown the following. 
Theorem 4.1. Given a set S of n line segments in the plane, such that the ratio 
between the diameter of S and the length of the smallest segment in S is p, one can 
determine whether S admits a separator line (and find such a line if it exists) in time 
0(w2 log P log pn> 
and space 
Ww2 log PI. 
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Remark. Note that our algorithm is still efficient even if p is more than a 
constant. In particular, if p is o(n”*/log n), the algorithm still runs in 
subquadratic time. 
5. Open problems 
Our paper still leaves many interesting open problems. The most challenging is 
to obtain a subquadratic algorithm that solves the separation problem when no 
restrictions are assumed on the segments in S. The recent results of [S] and of 
[lo], mentioned in the Introduction, suggest hat this may be impossible, at least 
for certain models of computation. 
There are other interesting open problems that our paper raises. One is to 
improve further the dependence on 6 of the bounds given in Theorem 3.1. We 
conjecture that the correct dependence is 0(1/a). For another open problem, 
note that our analysis implies that a collection of n ‘long’ and ‘steep’ segments 
have only a linear number of combinatorially-distinct separators. Is the result still 
true if we only consider ‘long’ segments? Finally, can we improve the shattering 
algorithm of [9] to run in subquadratic time, for the restricted case studied in this 
paper? 
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