In this work, we propose a two-stage video coding framework, as an extension of our previous one-stage framework in [1] . The twostage frameworks consists two different dictionaries. Specifically, the first stage directly finds the sparse representation of a block with a self-adaptive dictionary consisting of all possible inter-prediction candidates by solving an L0-norm minimization problem using orthogonal least squares (OLS), and the second stage codes the residual using altered DCT dictionary orthonormalized to the subspace spanned by the first stage atoms. The transition of the first stage and the second stage is adaptively determined based on the estimated residual reduction per bit. We further propose a complete context adaptive entropy coder to efficiently code the locations and the coefficients of chosen first stage atoms. Simulation results show that the proposed coder significantly improves the RD performance over our previous one-stage coder. More importantly, the two-stage coder, using a fixed block size and inter-prediction only, outperforms the H.264 coder (x264) and is competitive with the HEVC reference coder (HM) over a large rate range.
INTRODUCTION
The current state-of-art coding method like HEVC [2] usually relies on a block based hybrid scheme. A block in a video frame is first predicted through the best inter-or intra-predcition, and the prediction error (residual) is then passed into a transform coder, where a fixed orthogonal transform such as DCT is used. The resulting transform coefficients are then quantized and the non-zero DCT coefficients, as well as the prediction candidate locations (e.g. the motion vectors in the case of inter-prediction) and/or modes are finally coded using an entropy coder. In [1] , we proposed a new video coding scheme that directly represents each block in a video frame using a self-adaptive dictionary consisting of all possible temporal prediction candidate blocks over a search range in the previous frame. Here in this work, we propose an extension of that by including a second stage that codes the residual after approximating the current block using the chosen atoms in the first stage. The rationale for this second stage is that we have identified the self-adaptive dictionary loses its rate-distortion (RD) efficiency after first few chosen atoms. This is mainly because the chosen atoms are randomly placed in location, which needs large amount of bits spent to code the corresponding locations over a large range. We code the residual after the second stage using a non-redundant orthonormal dictionary that spans This work was partially supported by Mitsubishi Electric Research Labs. The first author thanks A. Vetro, H. Mansour and R. Cohen for discussing earlier aspects of this work during his internship. the null-space of the sub-space spanned by chosen atoms in the first stage, which is derived by orthonormalizing all DCT transform basis with respect to the chosen atoms in the first stage in our current implementation.
We would like to emphasize that the proposed two-stage framework differs significantly from the state-of-art video coding standards. Specifically, although our self-adaptive dictionary consists of conventional motion search candidate blocks and we use a linear combination of a few motion search candidates for the first stage representation (which we term as atoms as in sparse recovery literature), we allow any combination of possible candidates and the weights are solved through an optimization problem; we do not restrict the number of chosen atoms to a pre-set number, but minimizing this number through minimizing the L0-norm of the weights. By comparison, state-of-art coding standards like HEVC only permit a fixed linear combination of several adjacent motion candidates through the use of fractional-pel motion compensation, where the weights are implicitly determined by the interpolation filter for deriving fractionalpel motion vectors. Besides, our second stage orthonormalizes the fixed DCT basis with respect to the block-dependent first stage chosen atoms. Effectively, the orthonormalization in the second stage adaptively alters the DCT basis to span over the null space of the first stage reconstruction and hence is more efficient in representing the residuals. To the contrary, the transform coding stage in all current video coding standards is fixed.
Several research groups have attempted using redundant dictionaries for block-based image and video coding, including [3] [4] [5] [6] [7] . In all reported dictionary-based video coders, the dictionary atoms are used to represent the motion-compensated residual block for intra/inter-frame video coding. Therefore, they are very different from what is proposed here. The work in [8] codes each frame in the intra-mode, with a dictionary that is updated in real time based on the previously coded frames. Although such online adaptation can yield a dictionary that matches with the video content very well, it is computationally very demanding. Furthermore, the dictionary is not block adaptive. The proposed framework uses a self-adaptive dictionary that only depends on the block location, without requiring realtime design/redesign of the dictionary.
Two major challenges have to be addressed for making the twostage framework efficient. The first is the fact that the redundant dictionary is highly correlated. Directly quantizing the coefficients with the highly correlated atoms is inefficient. In our original work [1] , we recursively orthonormalizes the chosen atoms during the iteration of Orthogonal Matching Pursuit (OMP). However in this work, we use a different algorithm, called Orthogonal Least Squares (OLS), to solve the sparse recovery problem, which can yield a sparser representation than the original OMP method [9] . The coefficients asso- In this work, we implement an adaptive switching protocol, which switches to the second stage when the first stage self-adaptive dictionary does not give better rate-distortion slope than DCT dictionary.
In the remainder of this paper, we describe the proposed twostage framework in Sec. 2; we present the entropy coder design in Sec. 3; We show the RD performance comparisons and conclude the paper in Sec. 4.
TWO-STAGE VIDEO CODING FRAMEWORK
The proposed two-stage framework is illustrated in Fig. 1 . We describe the different components in more details below.
First stage using self-adaptive dictionary with OLS
The first stage is similar to the one reported in [1] . For each meanremoved block represented as a vector x ∈ R N , denote the dictionary by D ∈ R N×M , which consists of the mean-removed vector representation of all possible motion search candidate blocks corresponding to integer motion vectors in a preset motion search range, and the coefficients by w ∈ R M . We find the sparse set of coefficients by solving the following L0-norm minimization problem.
We set 2 to be slightly larger than the expected distortion introduced by the quantization stepsize q, i.e. 2 > q 2 /12. Because of the non-convexity of L0-norm, greedy algorithm is often used to solve this problem. One prominent algorithm is the orthogonal matching pursuit (OMP). In the original OMP algorithm [10] , at every iteration, the correlation between the residual and the remaining atoms are evaluated, and the best correlated atom is chosen; a least square step is then used to update all the coefficients, where the coefficients are related to the original chosen atoms. The least squares update step effectively makes the residual to lie in the null space of the chosen atoms. In [1] , we implemented the original OMP algorithm with embedded orthonormalization of chosen atoms so that we could solve the sparse reconstruction and atom orthonromalization simultaneously. This is accomplished by orthonormalizing the latest chosen atom with respect to all previously chosen atoms using a Gram-Schmidt procedure, and finding the coefficient associated with the orthonormalized latest chosen atom by a simple inner product. In this work, we use a different L0-norm solver, called orthogonal least squares (OLS) [11] , which shares similarities to OMP. Specifically, in each iteration, instead of evaluating the correlation between the residual and the remaining atoms, OLS first updates the remaining atoms by orthonormalizing them to all previously chosen orthonormalized atoms. This orthonormalization can be done efficiently through a recursive onestep orthonormalization procedure. Let a i denote the i-th remaining atoms, b the last chosen atom, the one-step orthonormalization is given by the following:
The correlation between the residual and orthonormalized remaining atoms are then evaluated and the atom with the largest correlation (i.e. the magnitude of the inner product) is chosen. Note that this chosen atom is already orthonormalized and the coefficient corresponding to this atom has already been calculated. By recursively updating the remaining atoms, we have shown in [9] that OLS has better sparsity recovery capability than the original OMP algorithm. Once all the orthonormalized atoms denoted by a matrix B and their corresponding coefficients c are found, we apply uniform quantization with deadzone to all but the first coefficients with the same stepsize q, with the deadzone ∆ = q/6, following the HEVC standard recommendation for inter-coded block. Because the atoms are normalized, the first coefficient is usually very close to the norm of the first chosen atom without normalization, which is equivalent to predicting the current block with the first chosen atom without normalization. The first coefficient is therefore predicted using the norm of the first chosen atom, and the prediction error is applied the same quantizer as for the remaining atoms.
Denoting the quantized coefficients byĉ, the first stage reconstructed block can be represented byx 1 = Bĉ, and the residual is r = x −x 1 .
Second stage using DCT basis
We start our discussion with a plot demonstrating the motivation for designing the second stage. In Fig. 2 , the continuous blue curve shows the residual norm versus the total bits for coding chosen atoms from a particular block in sequence football, when only self-adaptive first stage is used. The beginning part of the curve shows a very fast decay of the residual norm, which indicates the superb RD efficiency of the self-adaptive dictionary. However, after a few iterations, the decaying rate significantly slows down for each newly chosen atom. This suggests that the remaining atoms after a few iteration are not RD optimal, although they may still be better in representing residuals than a fixed dictionary. The loss of RD efficiency is due to the observed fact that those atoms are generally placed in a random location and hence need a large number of bits to code, due to the huge size of the self-adaptive dictionary.
In addition to the continuous black curve, we also show two red curves originating from two specific locations. They represent the residual norm reductions using DCT basis had the first stage stopped after few atoms were chosen. In the left red curve, it is apparent that stopping first stage too early yields suboptimal result, i.e. at that point, self-adaptive dictionary is still more RD efficient (faster decay). Interestingly, the right red curve shows an opposite trend, that using DCT basis becomes more RD efficient by providing a faster decay slope compared to continuing with the self-adaptive dictionary. This observation also motivated our switching criterion from first stage to the second stage, which switches to the second stage whenever the DCT basis gives faster decay rate in the residual norm vs. rate profile. We describe the detail of the adaptive switching method in Section 2.3. Now we give the description of the second stage coder. Given the residual r, the DCT basis vectors are first orthonormalized with respect to the first stage chosen atoms. The coefficients of the residual with respect to these altered DCT basis vectors are then derived simply by performing inner product of the residual vector with each altered DCT basis vector. These coefficients λ are quantized with quantization stepsize q using the same deadzone quantizer. The residual r is therefore reconstructed as Tλ, where T contains the altered DCT basis vectors andλ are the quantized second stage coefficients. Finally the reconstructed blockx is given byx = Bĉ + Tλ.
Adaptive switching between first and second stage
Based on the observation in Fig. 2 , we implement an adaptive switching method for determining the transition point between the first stage and second stage. The adaptive switching is designed to determine whether to continue using self-adaptive dictionary or switch to using DCT dictionary (i.e. second stage) by comparing their corresponding slopes on the rate-distortion curve. Specifically, in every iteration of OLS, we match the residual norm reduction of the newly chosen atom by using the first few largest DCT coefficients to yield the same amount of residual norm reduction. The bits for both coding those DCT coefficients (locations and values) and the newly chosen self-adaptive atom coefficient are estimated from two look-up tables. The two look-up tables, representing the estimated bits per self-adaptive atom and DCT coefficient respectively, are obtained through offline training. The proposed coder will terminate the OLS iteration and switch to the second stage, whenever the number of estimated DCT bits is fewer than coding the newly chosen self-adaptive atom.
To avoid a rare event where a switch does not happen until many self-adaptive atoms are chosen, the coder will terminate the first stage and switch to using DCT dictionary whenever the newly chosen self-adaptive atom incurs a residual norm reduction ratio, defined by the ratio between the residual norm reduction by the newly chosen atom and the residual norm of the previous iteration, less than a pre-set constant t. In this work, we use t = 2% for all cases. Fig. 3 : Three-layer multi-resolution structure for coding significance map.
CONTEXT ADAPTIVE ENTROPY CODING FOR THE FIRST STAGE
The information we need to code in the first stage consists of mainly three parts: 1) the location of the chosen atoms; 2) the order of the chosen atoms, since decoder needs such information to perform the orthonormalization using the same order as the encoder; and 3) the levels of each quantized coefficients. The second stage codes the residual after the first stage using an approach similar to the residual coding method of HEVC [2, 12] using DCT, but with a fixed transform block size equal to the block size. For the first stage, we have developed a new context adaptive arithmetic entropy coder inspired from the CABAC design in HEVC [2] . We would like to emphasize that one major difference between the proposed first stage coder and the CABAC coder in HEVC is that our coder needs to code the order of chosen atoms to enable the decoder to perform the same orthonormalization. As with CABAC in HEVC, we define two probability update modes, the normal mode when the probability for coding each bin is updated based on the past data; and the bypass mode when such probability is fixed and uniformly distributed.
Coding Atom Locations
We indicate which atoms are chosen by a 2D binary significance map. For example, if the search range is −23 · · · 24, the map size is 48 × 48, with the top-left element corresponding to the candidate block that is shifted from the current block position by (−23, −23). An element is assigned "1" if the corresponding atom is chosen, and "0" otherwise.
We code the significance map using a three-layer multi-resolution approach. For the search range of −23 · · · 24, the bottom, middle, and top layer have sizes of 48 × 48, 12 × 12, and 3 × 3, respectively, as shown in Fig. 3 . Each element in an upper layer corresponds to a 4 × 4 region in the next layer. The encoding process starts from the top layer. Every time when a "1" is coded, the subsequent 4×4 block should be encoded until the bottom layer is reached. Every pixel in the top 3 × 3 layer is coded directly, with a position dependent probability model. In the subsequent layers, for every 4 × 4 block that corresponds to a "1" in the upper layer, the proposed coder scans in a raster pattern and specifies the position of the first "1" using 4 bits. For the remaining "1"s in this block, the proposed coder forms a run-length representation, which is specifying the position of the next "1" by the run-length of "0" in between. Run-length values are then binarized by Truncated Binary with an adaptive alphabet size. An end of block (EOB) symbol is always assigned as a special run-length value equal to 0. The special treatment of EOB symbol is accommodated by increasing all possible run-length values by 1 before binarization. The resultant binarized symbols are encoded in the normal mode subsequently. This multilevel coding approach is developed based on the observation that the first stage chosen atom locations are usually sparse and separated. A chosen atom in a particular location often indicates that its nearby atoms are unlikely to be chosen. Therefore, in each 4 × 4 block, there are usually only one atom chosen.
Coding Orders of Chosen Atoms
We code the order information using an order sequence after encoding chosen atoms' locations. The order sequence is extracted by scanning a map containing order indices in an inside-out spiral pattern. Considering the non-repeatability of order values, we iteratively encode elements in the order sequence and update the remaining ones. Specifically, each remaining element is decreased by 1 if it is larger than the latest encoded value. This approach makes encoded elements form a one-sided geometric distribution, which can be optimally binarized by Truncated Unary-Exponential Golomb code (UEGk). Please note that the last element in each order sequence is deterministic given previously encoded ones, and therefore is skipped in the encoding process.
Coding Coefficient Levels
Coefficient levels are encoded in a reversed chosen order, which has been specified in the previous step. We code a level sequence by its absolute levels and signs separately. For absolute values, predictive coding is used since the chosen atoms are guaranteed to have nonincreasing absolute quantized coefficients. We predict each absolute quantization level using that of the next chosen atom, except the last one in each block, which is always predicted by the value of 1. Consequently, we specify absolute levels using a sequence of prediction residuals, in a reversed chosen order, and binarize each of them by UEGk. Lastly, the prefix bins of binarized residuals are encoded using normal mode, while the suffix bins, along with the sign part, are encoded using the bypass mode.
EXPERIMENTS AND DISCUSSIONS
We show the coding performance of the proposed coder and other four comparison coders including the one-stage only baseline coder in [1] for two test sequences, football, and city. The football sequence has a frame size 704 × 576 and the city sequence has a frame size 1280 × 720.
In the proposed two-stage framework, the only control parameter is the quantization stepsize q. We use the same q for both selfadaptive stage and DCT stage.
For both the one-stage and two-stage coders, we use aforementioned OLS algorithm to derive the first stage atom coefficients. For HEVC, we restrict the prediction and transform unit up to 16 × 16, but allow the smaller prediction and transform sizes. For H.264, we compare both a version with CABAC and all other advanced coding tools and subpartitions enabled (referred as H264CABAC), as well as the baseline CAVLC with only 16 × 16 block size, denoted by H264CAVLC. Figure 4 shows the RD curves of encoding one P-frame (based on a previous frame coded as an intra-frame using H.264) for proposed and comparison methods. For both sequences, the two-stage coder significantly improved upon the one-stage coder. It also outperforms both H.264 options significantly. More importantly, it provides substantial gain over HEVC in the low rate range, and it provides competitive result with HEVC in the high rate region. We believe one reason our two-stage coder becomes less efficient at higher rates is because our second stage coding uses a fixed transform size, whereas HEVC allows variable transform sizes as well as transform skip. Figure 5 shows the rate-distortion curves for encoding ten Pframes, using IPPP structure. The rate and PSNR are averaged from all ten P-frames. Our proposed coder can still outperform both H.264 options, and is competitive with HEVC in the low to intermediate rate range (in fact the proposed coder is up to 1dB better for football at low rate range). The significant gain that was achieved for coding the first P-frame at low rates vanished unfortunately. We suspect that this is because our coder has not implemented in-loop filters such as deblocking filter and sample adaptive offset filter. Those filters are known to mitigate the error propagation effect. Because our first stage dictionary consists of blocks from the previously decoded frame, its representation power reduces when the previous frame has large quantization error. Effective in-loop filtering is likely to suppress this efficiency loss. Besides, our proposed coder only uses inter-prediction candidates in the self-adaptive first-stage dictionary. We speculate the absence of intra-modes may also contribute to the loss of efficiency in coding subsequent frames.
There are many aspects of the present coder that can be improved. Incorporation of in-loop filtering and intra-prediction may bring significant improvements. A variable second stage DCT size is also likely to yield significant gain.
