ABSTRACT With the fast development of photon counting detection techniques, spectral computed tomography (CT) with a photon counting detector has attracted considerable attention by increasing energy resolution to identify and discriminate materials. The conventional analytic reconstruction algorithms can be directly applied to reconstruct spectral CT images for each spectrum or energy bin. However, a comprehensive evaluation of analytic reconstruction algorithms for spectral CT has not been reported yet. This motivates us to evaluate the analytic spiral cone-beam CT algorithms and to provide a fair comparison platform for the state-of-the-art iterative spectral CT reconstruction algorithms. Considering the fact that a narrow energy bin has high noise which degrades the imaging quality of spectral CT, an adaptive maximum a posterior projection restoration algorithm is first used to reduce the noise, and then, a 2-D/3-D weighted spiral Feldkamp-Davis-Kress algorithm is implemented to reconstruct the spectral CT images at different energy bins. Finally, the principle component analysis is employed to render the spectral reconstruction results into a color space. Our numerical results show that the analytic reconstruction approach is fast and it can provide high spatial resolution, high contrast resolution, and high signal-to-noise-ratio under higher helical pitches. This makes it possible to serve as a platform to evaluate the state-of-the-art iterative spectral CT algorithms.
I. INTRODUCTION
The cone-beam x-ray computed tomography (CBCT) can provide three-dimensional (3D) images of the linear attenuation coefficients distribution within a patient to accurately delineate organs and tissues. It plays an important role for nondestructive diagnosis and image guided intervention. However, the conventional CBCT is based on a polychromatic x-ray spectrum and energy integrating detector which may ignore the spectral responses of different materials. Recently, the spectral CT with a photon-counting detector has gained considerable interests because of its energy-resolution in identifying and discriminating materials [1] - [4] . The stateof-the-art photon-counting detectors can count the number of photons based on their energies and usually divide the energy range of a spectrum into several energy bins. Because each sub-spectrum or energy bin can be treated as a conventional CT, the spectral CT can be viewed as a natural extension of the conventional CT along the spectral dimension, and the additional spectral information can help to distinguish materials and improve the contrast-to-noise ratio (CNR).
One obvious limitation of the spectral CT is that the number of photons captured in each energy bin is much smaller than the total number of detected photons, and the measured noise within each energy bin is dramatically increased. Consequently, how to reconstruct high quality CT images from noisy projections has become a hot topic in the spectral CT field. Recently, the iterative algorithms based on compressive sensing (CS) have been applied to spectral CT with different degrees of success. These algorithms can be divided into two categories. One category considers the multichannel data as a group of conventional CT datasets. By exploiting the image sparsity, these algorithms iteratively reconstruct image with the regularizations such as total variation (TV), dictionary based sparsity, tight frame(TF), and so on [5] - [7] . The other category simultaneously considers the image sparsity and the image correlation among different energy bins, and the algorithms combine the low rank prior information, multichannel gradient vector, or tensor with the image sparsity [8] - [11] .
Although different iterative algorithms have been developed to reconstruct high quality spectral CT images, there is no unique platform for performance comparison. This motivates us to evaluate analytic CBCT algorithms to provide a fair comparison platform for iterative spectral CT reconstruction algorithms such as those developed for our ongoing NIH/NIBIB U01 project (EB017140). This project is to prototype a high efficiency low-dose spectral CT system (see Fig.1 for the rendering of the spectral CT test-bed). Among various scanning methods, the spiral CBCT stands out because it not only has faster scanning speed, higher spatial resolution and higher radiation efficiency but also can solve the long object problem. Nowadays, it has been widely applied in the medical and industrial applications. In the past decades, a number of exact and approximate analytic CT reconstruction algorithms were developed and evaluated for the helical/spiral scanning mode. Among all the available CT reconstruction algorithms, the most computationally efficient and widely used one is the Feldkamp-Davis-Kress (FDK)-type algorithm which was heuristically extended from its 3D circular source trajectory counterpart [12] , [13] . In this paper, we study the spiral FDK-type algorithm for spectral CT. In order to improve the reconstruction quality, the 2D view weighting functions are applied to deal with the half-scan and full scan problems [14] - [16] . However, the 2D view weighted spiral FDK algorithm fails when the helical pitch is too large and the artifacts increase gradually with respect to the increase of the helical pitch. To solve this problem, several weighting strategies were proposed based on the cone angel [17] - [19] . The ray with smaller cone angle in a pair of conjugate rays corresponds to a favorable weight and its conjugate ray with greater cone angle corresponds to an unfavorable weight. Along this direction, based on a cylindrical detector coordinator system, Tang et al. proposed a 3D weighted spectral FDK reconstruction algorithm which can significantly improves the reconstruction accuracy at moderate cone angles and larger helical pitches [19] . This algorithm was implemented in the cone-parallel geometry where the filtering is naturally carried out along the tangential direction of the helical source trajectory, and it can significantly improve noise uniformity and image reconstruction speed [20] , [21] . In order to improve this algorithm's applicability, we will modify the original 2D/3D weighted spiral FDK algorithm from the cylindrical to flat panel detector coordinator and evaluate its performance for spectral CT.
Considering the noise of the spectral CT projections and the sensitivity of analytic algorithms to noisy projections, an adaptive maximum a posterior (MAP) projection restoration algorithm is first implemented to reduce the noise in this paper. Then, a spiral weighted FDK spectral CT algorithm is employed to reconstruct images from the denoised projections. After that, the reconstructed spectral CT images are mapped to a color image. Finally, comprehensive experiments are performed to evaluate the performance of this analytic reconstruction algorithm for spectral CT.
II. SPECTRAL CT DATA AND NOISE MODEL
A. SPECTRAL CT DATA For a given energy threshold T 1 , the received photon intensity by a photon-counting detector can be expressed as:
where E is energy, b 0 (E) is the photon intensity emitting from the x-ray source, D(E) is the detector efficiency, L represents the x-ray path, µ(E, l) is the attenuation map depending on energy E and position l and b(T 1 ) is the received photon intensity at the threshold T 1 . By a simple post-processing step of subtraction, the received photon intensity can be modeled by two energy thresholds for a given energy bin E bin =
Similar to the conventional CT, a logarithm operation can be applied to (2) to approximately obtain
whereμ(E bin , l) denotes the weighted value of the attenuation coefficient at energy bin E bin and y(E bin ) is the projection along the ray path L for E bin . Equation (3) is the well-known radon transform model and it has been widely accepted in the CT field for spectral CT. For a given energy bin E bin , CT projection can be expressed as a discrete column vector y = (y 1 , y 2 , · · · , y i , · · · , y I ) T , where y i represents the i th line integral through the object for a given scanning geometry, and I is the number of total measurements. These data are related to the detector measurements
B. NOISE MODEL
The noise model of the projection data is essential for the statistics-based image restoration. Studies indicate that it is reasonable to assume that the measurements are statistically VOLUME 6, 2018 independent Poisson random variables for photon-counting detectors. The Poisson noise model for the pre-log data b i can be written as
where b i 0 is the x-ray source intensity for the i th ray, and r i denotes the background contributions from factors such as scatter and crosstalk [10] . After a log operation, the post-log data y i can be approximately viewed as a Gaussian random variable [22] . The relationship between the data mean and variance is described by
where y i and σ 2 i are the mean and variance at the i th detector bin, respectively. η is the scaling factor which is objectindependent but related to the system setting. f i is a parameter for different bins [23] .
III. ADAPTIVE MAP PROJECTION RESTORATION
Based on the above analysis in Section II, the post-log data at i th detector unit can be approximately viewed as a Gaussian random variable with a mean y i and a variance σ 2 i . The restoration problem of spectral CT projection for each energy bin can be formulated as a minimization problem [22] ,
where p is the vector of the ideal projection data,p is an estimated vector of p, β is to control the agreement between the estimated and the measured projection data, and ω ij is the smoothness parameter. Equation (6) can also be considered as a MAP with a quadratic prior potential function estimation of the noisy projection.
The iterative updating formula for the solution of (6) by the Gauss-Seidel algorithm is given by [23] 
where n represents the iterative index, N i represents a neighborhood of six nearest voxels centered on p i , N 1 i denotes the upper, left and front neighbors, and N 2 i denotes the lower, right and back neighbors (see Fig. 2 ). The smoothness parameter ω ij plays an important role in the smoothness process. A greater ω ij results in a smoother projection while a smaller ω ij results in a less smoothness but excessive noise projection. Here, we choose ω ij with an adaptive strategy where K = k 0 σ 2 i (k 0 is a constant) is the noise level parameter [24] and |∇p| is the gradient magnitude of the updated projection p. λ ij = {λ horizontal−x , λ horizontal−y , λ vertical−z }, where λ horizontal−x and λ horizontal−y are for the horizontal neighbors along the detector direction (x-direction and y-direction) and λ vertical−z is for the vertical neighbors along the angular directions (z-direction). In this paper we choose λ ij = {1, 1, 1}. In our implementation, the variance σ 2 i and the gradient |∇p| are updated in each iteration.
IV. FDK-TYPE SPECTRAL CT RECONSTRUCTION
The conventional analytical or iterative reconstruction methods can be used to reconstruct images for each energy bin from spectral projection data. Considering the reconstruction quality and speed, a 2D/3D weighted spiral FDK algorithm, implemented in the cone-parallel geometry, is selected for analytic spectral CT reconstruction. While the original weighted spiral FDK is based on a cylindrical detector, we assume a flat panel detector (e.g. Medipix 3 [25] ) and a rebinning procedure is used to convert the cone-beam data into cone-parallel geometry. We also deduce the spiral conebeam parallel FDK (PFDK) reconstruction algorithm based on a flat panel detector.
A. CONE-BEAM GEOMETRY FOR HELICAL RECONSTRUCTION
The native geometry of helical cone-beam scanning is shown in Fig. 3 , where Oxyz represents the coordinate system, D is the flat panel detector with a local coordinate system (u, v), S is the source focal spot whose trajectory radius is R. Let α be the view angle and H be the pitch, the helical source trajectory can be expressed as
The projection data collected from helical cone-beam scanning based on a flat panel detector can be written as P F (α, u, v) . Let S D be the distance from the source to the center of the detector, D O be the distance from the detector center to the object center, β be the fan angle, and γ be the cone angle. Assuming the parameters at cone-parallel geometry are (θ, t, v), where θ is the projection angle and t is the distance from iso-ray to the center of rotation for the parallel beam scanning geometry. Then the relationship between the parameterization (α, u, v) and (θ, t, v) can be expressed as
Through the row-wise fan-to-parallel rebinning in the helical CB geometry, the cone-parallel projections are obtained as
Note that the row coordinator v is left unchanged.
B. FDK ALGORITHM FOR THE HELICAL CONE-PARALLEL GEOMETRY
The reconstruction algorithm for the helical cone-parallel geometry with a flat panel detector is extended from its counterpart for 3D circular source trajectory cone-parallel geometry. When the scanning trajectory is circular, the rebinned projection data, the rays of which are parallel when seen from above, along the z-axis, are shown in Fig. 4 and a virtual detector where all rays of a specific row v intersect the detector (on (t, z)-plane) is at the same z-value. When it moves to the rotation center, this detector is positioned along the curve b = t 2 / √ R 2 − t 2 [26] . Fig. 5 gives the projection of the point (x, y, z) onto the detector in the rebinned geometry. of the above analysis, the FDK algorithm for helical coneparallel geometry with a flat panel detector can be described as following.
First, the projection data is pre-weighted and ramp-filtered as:P
where h(t) is the ordinary ramp-filter for parallel beams and '' * '' denotes convolution. The pre-weighting factor cos γ can be made with the help of Fig. 5 ,
Then the pre-weighted and filtered projections are backprojected to reconstruct the volumetric image aŝ
where θ 0 is the angle parameter of source trajectory that intersects a plane which pass through the point (x, y, z) and perpendicular to the z axis,
The derivation of v(x, y, z, θ) can also be made with the help of Fig. 5 [26] .
C. 2D VIEW WEIGHTED FDK ALGORITHM FOR THE HELICAL CONE-PARALLEL GEOMETRY
To improve the reconstruction accuracy and speed, a 2D view weighting function is applied to the FDK algorithm.
The 2D view weighted FDK algorithm not only deals with the partial scan but also suppresses helical artefacts caused by the inconsistency in helical data acquisition. The 2D view weighted FDK algorithm based on (14) for helical coneparallel geometry is expressed aŝ
where ω 2D (θ, t) is the 2D view weighting function. The interval [θ min , θ max ] is the view angle range over which the projection data are used to reconstruct a plane intersecting with the helical source trajectory at view angle θ 0 and it satisfies π + 2γ max ≤ θ max − θ min ≤ 2π. In this paper, we speed up the reconstruction by reducing redundant data and choose the angle interval as [θ 0 − 0.75π, θ 0 +0.75π ]. The 2D weighting function ω 2D (θ, t) can be constructed for the case of cone-parallel geometry as
with a special form of c(θ),
As long as the 2D view weighting function ω 2D (θ, t) satisfies
the 2D view weighted FDK can suppress artifacts caused by ray redundancy. This algorithm can obtain satisfied reconstruction results when the cone angle or the helical pitch is small. In (19) and (21), θ ± π and −t are the view angle and distance of the ray that is conjugate to the ray with view angle θ and distance t, respectively.
D. 3D WEIGHTED FDK ALGORITHM FOR THE HELICAL CONE-PARALLEL GEOMETRY
The 2D view weighted FDK cannot provide acceptable reconstruction accuracy with an increasing cone angle or helical pitches because the effect of cone angle for each ray is not taken into consideration. As shown in Fig. 6 , given a reconstructed point P(x, y, z), there exist a direct ray SP and a conjugate ray S P passing through the point from the opposite direction at the same time. In general, the cone angle of a direct ray is not equal to that of its conjugate ray, and the ray with smaller cone angle should be more reliable in terms of FDK-type algorithm's reconstruction accuracy. According to the above analysis, a 3D weighting function based on the contribution of cone angle and the 2D view weighting was given in [19] 
where γ and γ c are the cone angles corresponding to a direct ray and its conjugate ray, respectively. At the reconstructed point (x, y, z), they can be calculated by
In (22), h is the normalized helical pitch defined by h = H d , where d represents the height of the detector along the z-direction. k is a parameter which varies over different helical pitches. The weighting function ω 3D (θ, t, γ ) satisfies
The 3D weighted helical FDK reconstruction algorithm is the same as (18) except the weighting function
By applying the 3D weighted spiral FDK reconstruction algorithm to each spectral energy bin, the reconstructed images {µ m } M m=1 of all spectral channels are obtained (M is the total number of the energy bins).
V. 3D COLOR MAPPING FOR SPECTRAL CT IMAGE
For the color mapping, the principal component analysis (PCA) is firstly used to evaluate the spectral information in the spectral CT reconstructions [27] . Mathematically, the principal components are calculated as the eigenvectors of the co-variance matrix for the dataset. The associated eigenvalues represent the variance for each corresponding component and allow reordering of the components. In this paper, a covariance matrix C of the spectral CT reconstruction images set {µ m } M m=1 is computed. By applying the singular value decomposition to C and arranging the eigenvalues in a decreasing order, the corresponding eigenvectors form a new basis, i.e. the principal components. Then, three linear/nonlinear combinations of the chosen principal components are used to map the red, green, blue components in the color space. The spectral CT reconstruction algorithm is an integrated approach whose results can be easily used to distinguish the materials. The overall image reconstruction workflow for the spectral CT test-bed system is shown in Fig. 7 . 
VI. EXPERIMENTS A. EXPERIMENTAL SETTING
To evaluate the performance of analytic reconstruction algorithms for spectral CT, a cylindrical phantom is designed to include multiple materials. The diameter and height of the cylindrical phantom are 20 cm and 10 cm, respectively. Its cross section is shown in Fig. 8 . Assuming the center of this cylinder is the origin of 3D coordinate system, we arrange 14 holes and each hole contains one material. While the objects 1-8 are used to evaluate the discriminative capability of spectral CT, the objects 9-14 are used to measure the spatial resolution of reconstructed images. The concentration percentages of base materials and the linear attenuation coefficient curves of all the materials are shown in Fig. 9 . The distance from the source to the center of the phantom is 75cm and the distance from the source to the detector is 90cm. The flat panel detector consists of 300 × 20 detector cells and each of which covers an area of 0.1 × 0.1cm 2 . The phantom consists of 256 × 256 × 128 voxels. The photon count per ray is proportional to the source photon emission spectrum and the measurement data are collected according to (2) . Here 360 projections are generated for one turn of the helical scanning.
For brevity, we denote the original spiral FDK for coneparallel geometry as Non-Weighting PFDK, the 2D view weighted FDK for cone-parallel geometry as 2D-Weighted PFDK and the 3D weighted FDK for cone-parallel geometry as 3D-Weighted PFDK. In 3D-Weighted PFDK algorithm, the parameter k is usually various for different helical pitches. In general, a large pitch corresponds to a large k value. In this paper, in order to overcome the parameter effects on the reconstruction algorithm, we fix k as 30. Note that the pitch in the experimental part refers to the normalized helical pitch.
B. RECONSTRUCTION ACCURACY OF THE WEIGHTED SPIRAL PFDK ALGORITHM
To evaluate the accuracy of the weighted spiral PFDK algorithm, noise-free projection data are generated assuming a monochromatic energy 33keV and four different pitches 0.5, 1.0, 1.25, 1.5. The photon number used in the experiment is 6.12 × 10 5 . Fig. 10 shows the images reconstructed by the Non-Weighting PFDK, 2D-Weighted PFDK and 3D-Weighted PFDK. Table 1 gives the NRMSE (Normalized Root Mean Square Error) of the reconstructed phantom images by three analytic algorithms with respect to different pitches. From Fig.10 and Table 1 , we can see that the NonWeighting PFDK performs well when the pitch is 0.5, and the NRMSE is 0.1485. With the pitch increases, the NonWeighting PFDK performs worse and worse. It should be pointed out that the artifacts for case h = 1.5 are outside the display window. While the 2D-Weighted PFDK shows its superiority when the pitch is near 1, as the pitch continues to increase, it also gradually fails to reconstruct stratified image quality. Based on our experiments, the 3D-Weighted PFDK can maintain its satisfied performance as the normalized pitch is smaller than 1.6.
C. 3D-WEIGHTED PFDK VERSUS 2D-WIGHTED PFDK FOR SPECTRAL CT
To evaluate the weighted spiral PFDK algorithm for spectral CT with a greater helical pitch, the noise-free helical conebeam measurement data for each energy bin is simulated with a helical pitch 1.5. The x-ray tube voltage is assumed as 120kVp and the spectrum is shown as in Fig. 11 . Taking into FIGURE 11. Source photon emission spectrum used for numerical simulation.
account the material k-edges, which are iodine (33keV), barium (37.4keV), gadolinium (50.2keV) and gold (80.7keV), six energy bins are selected to make the photon number of each bin as uniform as possible WE 1 ={15.5keV∼32.5keV}, WE 2 ={33.5keV∼36.5keV}, WE 3 ={37.5keV∼42.5keV}, WE 4 ={43.5keV∼49.5keV}, WE 5 ={50.5keV∼56.5keV}, and WE 6 ={81.5keV∼119.5keV}. The photon number in these six bins are 5.22 × 10 6 , 2.56 × 10 6 , 3.83 × 10 6 , 4.06 × 10 6 , 3.45 × 10 6 and 3.40 × 10 6 , respectively.
In order to quantify the reconstruction errors, reference images are selected as the ones reconstructed from noisefree projections with a small helical pitch 0.5 using the NonWeighting spiral PFDK algorithm. The NRMSE and PSNR (Peak Signal to Noise Ratio) are calculated between the reconstructions and reference phantom image. Fig. 12 shows the reference images for six energy bins. Fig. 13 gives the corresponding gray-scale image reconstructed from the entire energy range ( 6 i=1 WE i ), where obvious beam hardening artifacts (dark areas or strip artifacts between dense objects) can be seen. Compared to the conventional gray-scale reconstruction, the spectral reconstruction results at different energy bins capture more material information. Meanwhile, it improves the contrast resolution and suppresses the beam hardening artifacts. Table 2 summarizes the NRMSE and the PSNR of the reconstruction results in Fig. 14. From Fig. 14, we can see that the shading artifacts of 2D-Weighted PFDK at six energy bins are serious at pitch 1.5. The 3D-Weighted PFDK can suppress those shading artifacts and provide good reconstructed results under a greater helical pitch. Table 2 further confirms the 3D-Weighted PFDK is robust with respect to the helical pitch. 
D. NOISE CHARACTERIZATION
In practical applications, measurement noise is unavoidable. To evaluate the performance of the noise immunity of the 3D-Weighted PFDK algorithm for spectral CT, the projection data with Poisson noises are generated with expectations being the number of photons received in corresponding noisefree case. The helical pitch is kept 1.5 and other parameters are the same as the previous experiment. Equation (7) is firstly used to reduce noise in every channel for the noisy projection data calculated through (3) . Then the 3D-Weighted PFDK is used to reconstruct images from the denoised projection data. The parameters used in the adaptive MAP method are empirically selected based on extensive tests (see table 3 ). The parameter f i is related to the variance of the projection data. Since the high-energy channel is less affected by noise, the value of f i decreases gradually as the energy increases. Fig. 15 gives the transaxial and coronal images for every energy bin reconstructed from the denoised projection. Table 4 are the corresponding NRMSE and PSNR values of the reconstructed images before and after denoising. Table 4 confirms that the photon noise affects more seriously on the lower energy bins compared to the higher energy bins. The results reconstructed from the denoised projection data guarantee lower NRMSE and higher PSNR values com- pared to the ones from noisy projection data. Table 4 and Fig. 15 also confirm that the analytic spectral CT reconstruction is stable with respect to noise.
E. COLOR MAPPING BASED PCA
In the aforementioned experiments, six spectral CT images are reconstructed from denoised projections by the 3D-Weighted PFDK algorithm. To demonstrate the capability of spectral CT in distinguishing different materials, these spectral CT images are used to map a color image. In the PCA, because the variance contribution of the first four components is up to 99.76%, we employ three different nonlinear combinations of the first four main components to represent the red, green and blue components, respectively. Fig. 16 gives the transaxial and coronal images of the color rendering result. From Fig. 16 , it is easy to distinguish the objects 4 and 6, and 5 and 8. However, in the gray-scale image it is almost impossible to distinguish them as shown in Fig. 13 . 
VII. CONCLUSION
In this paper, we mainly focus on the evaluation of an analytic reconstruction approach for spectral CT and it is an integrated approach. First, an adaptive MAP projection restoration statistical algorithm is used for denoising in the projection domain for noisy measurement data. Then, a 2D/3D weighted helical PFDK algorithm is used to reconstruct the spectral CT images. When the cone-angle and the helical pitch are moderate, the 2D weighted spiral PFDK is a good choice for spectral reconstruction. When the cone-angle and the helical pitch are higher, the 3D spiral PFDK should be considered preferentially. Finally, the spectral CT images from different energy bins are mapped to a color space using the PCA method which can help users to distinguish the materials/components in the reconstructed object. Because this approach is fast and it can provide high spatial resolution, high contrast resolution and high SNR under higher helical pitches, it can serve as a platform to evaluate the state-of-the-art iterative spectral CT algorithms. We are working to link this platform with the new data format developed by Dr. McCollough's group at Mayo Clinic, and the corresponding software package is available at Google Drive (https://drive.google.com/open?id = 0BzFauoP3UVDFVW9HTzNodXhuSXc). The numerical results have confirmed the merits of analytic spectral CT reconstruction in terms of both qualitatively and quantitatively analysis. While we mainly focus on the helical scanning trajectory, this method is also suitable for circular scanning trajectory. The only difference is that different values should be chosen for the parameter k for different slices in z-direction in the 3D-Weighted PFDK algorithm [18] .
