In this paper we present a method for evaluating the importance of GO terms which compose multi-attribute rules. The rules are generated for the purpose of biological interpretation of gene groups. Each multi-attribute rule is a combination of GO terms and, based on relationships among them, one can obtain a functional description of gene groups. We present a method which allows evaluating the influence of a given GO term on the quality of a rule and the quality of a whole set of rules. For each GO term, we compute how big its influence on the quality of generated set of rules and therefore the quality of the obtained description is. Based on the computed quality of GO terms, we propose a new algorithm of rule induction in order to obtain a more synthetic and more accurate description of gene groups than the description obtained by initially determined rules. The obtained GO terms ranking and newly obtained rules provide additional information about the biological function of genes that compose the analyzed group of genes.
Introduction
In the last decade, DNA microarray chips have proved to be a powerful tool used in biological and medical laboratories in genome scale experiments (Baldi and Hatfield, 2002) . The analysis of data obtained in a DNA microarray experiment usually consists of four main steps: data normalization, the identification of differentially expressed genes, the application of algorithms grouping (clustering) together genes with similar expression patterns, and the interpretation of biological functions of genes coexpressed together.
Biological interpretation of the obtained gene groups is a very important part of the whole experiment and this aspect of data analysis is often carried out by an expert in the field of experimental design, frequently manually (which is time consuming for large data sets). However, to support such analysis, specialized systems are designed to store, organize and extract information on genes, their functions and products. The most popular and widely used are gene ontology (GO) terms (Ashburner et al., 2000) that are sources of information about biological processes and genes involved in these processes. The GO database is organized into three disjoint directed-acyclic graphs (DAGs) describing the biological process (BP), the molecular function (MF) and the cellular component (CC). The dependences among GO terms are hierarchical-nodes close to the root describe general concepts and, as the DAG is traversed from the root into its leaves, the description is more and more specific. Figure 1 presents a part of the GO directed-acyclic graph structure.
The popularity of the GO database results in developing the number of GO processing tools based on the idea of annotating the analyzed group of genes with GO terms and then performing a statistical test to extract over-or underrepresented GO terms in the analyzed set of genes (Maere et al., 2005; Al-Shahrour et al., 2005; Khatri and Drȃghici, 2005) .
Recently, research on rules induction which combines gene expression data and biological information has been performed (Hvidsten et al., 2003; Midelfart, 2005a; 2005b) . In the paper by Hvidstein et al. (2003) , conditio- nal rules of the form "IF conjunction of conditions describing time series of gene expression profile THEN ontological term" were proposed. The authors wanted to assign genes with specified expression profiles to a specific gene ontology term. Conclusions of rules with the same conditional parts are joined, and thus rules describing a group of genes with similar expression profiles are obtained. In rule conclusions, a set of gene ontology terms describing the group is included. To discover the co-appearance of some ontology terms, algorithms of association rule induction have been applied so far. The method proposed by Carmona-Saez et al. (2006) combines expression data and biological information. In the paper Carmona-Saez et al. (2007) , the Genecodis web-based tool for integrated analysis of annotations from different sources was introduced. The method uses the Apriori algorithm (Agrawal and Srikant, 1994) to discover sets of annotations that frequently co-occur in the analyzed group of genes. A similar tool that enables finding combinations of annotations in many different fields such as functional categories, gene regulation, sequence properties, evolution, conservation, etc., was presented by Hackenberg and Matthiesen (2008) .
Rule induction techniques mentioned above have drawbacks which can make the obtained rules difficult or even impossible to interpret. Firstly, known rules induction methods do not take into consideration the hierarchy of GO terms, which may result in replacing a conjunction of attributes with one GO term being the lowest in the hierarchy. Secondly, all the methods mentioned above lead to the generation of a huge number of rules without providing more advanced (apart from the p-value and the rule coverage) methods of rules evaluation and selection.
In order to avoid the above inconveniences, a method of rule induction that considers the location of GO terms in the ontology graph was presented by (1)
The method of their induction guarantees that terms lying on the same path in the ontology graph do not appear in a rule premise.
Having induced a set of the rules that create a description of a gene group, one can be interested in evaluating the importance of each single GO term appearing in the rules. In this paper we present a method for evaluating the importance of GO terms that compose the obtained set of rules. Based on the induced rules set, we can determine which GO terms occurring in rule premises are characterized by the highest significance. We do not consider statistical significance but the influence of a given GO term on the quality of rules that include this term only.
The problem of evaluating the importance of conditions appearing in rules premises was considered by Greco et al. (2007) , who applied indexes used in game theory for the evaluation of coalition quality. In conducted research, the Banzhaf index (Banzhaf, 1965 ) and a modified version of the approach presented by Greco et al. (2007) were applied to evaluate the importance of GO terms occurring in rule premises. An algorithm of rule induction that considers the obtained GO terms ranking is also presented in this paper. The algorithm determines rules which describe gene groups in even a more synthetic way.
The paper is organized as follows. In the next section, results obtained so far by the authors in the field of rule induction used for gene group description are presented briefly; especially methods of rules induction, their evaluation and filtration are described. In Section 3 a proposition of the assessment of the importance of GO terms appearing in the obtained rule premises is presented. Moreover, a new algorithm of rule induction which considers the obtained GO terms ranking is introduced. Section 4 contains results of performed experiments. Summary and directions of further research are given Section 5.
Description of gene groups by
multiattribute logical rules 2.1. Data and rules representation. Consider a set of genes G and a set of descriptions of genes and gene products A. Formally, gene ontology is a directed acyclic graph GO = (A, ≤), where A is a set of GO terms describing genes and its products and ≤ is a binary relation on A such that the genes described by GO term a j are a subset of the genes described by GO term a i , denoted by a j ≤ a i , if and only if there is a path
relation ≤ is an order relation (i.e., it is reflexive, antisymmetric and transitive). The root of the DAG is the largest element and we assume that the root is at a zero level in the ontology. Each node from the DAG is represented by a single GO term from the set A. Each level of the graph is defined in the following way: the i-th level of the graph is formed by all GO terms a ∈ A for which there is a path (root , a 1 , . . . , a i−1 , a i ) such that a 1 ≤ root , a m ≤ a m−1 for m = 2, 3, . . . , i−1 and a i ≤ a i−1 . GO terms at higher levels (closer to the root) describe a more general function or process while terms at lower levels are more specific. Each annotation is an association between a gene and a GO term describing it. Thus, for simplicity, we can assume that each node of gene ontology is also annotated by genes from the set G. A gene can be annotated to zero or more nodes for each ontology, at any level within each ontology. All GO terms that exist in the DAG must follow the true path rule: "the pathway from a child term all the way up to its top-level parent(s) must always be true". A consequence of such an approach is that annotating a gene to a GO term implies annotation to all its parents via any path.
It stems from the above definitions that each gene annotated with a GO term a j ∈ A is also annotated with a GO term a i ∈ A such that a j ≤ a i . Assuming that G a is a set of genes annotated with a GO term corresponding to the node a, for each node a i such that a ≤ a i , G a ⊆ G ai is satisfied. In other words, the higher level of a GO term, the more genes are annotated to that term.
To preserve the clarity of the ontology, annotation files that are available at the Gene Ontology Consortium website include only "original" annotations, that is, annotations that were assigned to a particular GO terms by curators. In Fig. 1 , regular symbols of genes denote "original" genes assigned to a given GO term, whereas gene assignments resulting from a hierarchy of the ontology graph are represented in bold. Various datasets are obtained depending on whether relationships among terms are taken into consideration or not. In our research we assign to each node not only genes that were directly extracted from the gene ontology annotation database but also genes that are annotated to all descendant terms of that node. We call such a graph "GO-Inc" (Inclusive Analysis).
To summarize, there is a set G of genes, a set A of GO terms that create the GO-Inc ontology graph and n gene groups with similar expression profiles
Thus, rows in the table DT-Inc contain descriptions of single genes belonging to the set G created by means of GO terms from A. The notation a(g) = 1 (in short, a(g)) denotes that a gene g is assigned to the term a in the GO-Inc graph. The value a(g) = 0 (in short, not a(g)) means that a gene g is not assigned to the term a. Each gene is also characterized by membership to a specific group of genes (value d(g) ). An example of DT-Inc formed based on Fig. 1 
For simplification, a column informing about gene assignment to a group was omitted. Moreover, abbreviations of GO term names were used in the columns' titles. Annotations following from the hierarchy are in bold, in a simple DT, which does not consider the hierarchy, in these places 0 is set. In the table DT-Inc we try to find all statistically significant rules of the form (2):
IF a i1 and a i2 and . . . and
where
The interpretation of the rule (2) is consistent with the expression (1). We denote by RUL G(l) a set of rules with identical conclusions and call the description of the gene group G(l).
Rule induction, evaluation and filtration.
The induction of decision rules can be classification-or discovery-oriented. The purpose of classification-oriented induction is to find, on the basis of a set of learning examples, a set of decision rules that will be used to classify new unknown examples (Michalski et al., 1998; Fürn-kranz, 1999; Grzymała-Busse and Ziarko, 2003) . The purpose of discovery-oriented induction is to discover rules which are interesting and useful for different kinds of users (Fayyad et al., 1996) . Our aim is to find rules describing gene groups by means of co-occurred GO terms. We are not interested in the classification of unknown objects because the selection of all genes that create gene groups was already done during the formation of groups. This means that the concept of test object has no application in our case, and thus we will not use these rules for classification.
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M. Sikora and A. Gruca For description purposes, all rules satisfying some requirements are usually determined. This approach is implemented, among others, in the Apriori association rule induction algorithm (Agrawal and Srikant, 1994) , and the Explore decision rule induction algorithm (Stefanowski and Vanderpooten, 2001 ). Another possibility is to induce all rules and then filter them to find the most interesting ones (Brzezinska et al., 2007; Sikora, 2010) .
We generate rules with p-values less than or equal to a threshold established by the user. Therefore, to describe a given gene group, we must determine all possible combinations of all possible subsets of GO terms. Since we consider only premises with descriptors a(g) = 1 (at the current stage of the analysis we are not interested in descriptors a(g) = 0), in a pessimistic case we would have to determine
|A| −1 rules, which is impossible in the case of a big number of GO terms considered.
A modified version of the Explore algorithm which enables generating iteratively (from one-condition rules) all possible conjunctions of GO terms for each gene group (Stefanowski and Vanderpooten, 2001 ) was used for rules induction.
For our purpose, the Explore algorithm was modified. The main part of the algorithm generates premises with increasing size, beginning from premises containing one GO term. When a rule created satisfies a p-value criterion established by the user, it is added to an output rule set and a conjunction is extended (assuming that other statistically significant rules can be determined from the conjunction). If all GO terms for a premise being currently created were already considered, then a new GO term is selected (not chosen yet) and a new rule creation begins. In order to limit the search space and shorten the algorithm operating time, during rule induction no terms lying on any path (from the ontology leaf to the root) that leads to a term a are added to the premise since the conjunction of such terms will always be reduced to a term lying lower in the ontology graph ). However, even after applying the above modifications to the Explore algorithm, the number of rules determined can be huge and then difficult to interpret. Hence we need to provide a method of rule quality evaluation and mutual similarity assessment.
Rules of the form (2) are a special case of the socalled decision rules, and several measures that reflect a quality of a decision rule can be computed (An and Cercone, 2001; Sikora, 2006; Fürnkranz and Flach, 2005; Guillet and Hamilton, 2007) .
If the rule r is shortly written as ϕ → ψ, then n ϕ = n ϕψ +n ϕ¬ψ = |G ϕ | is the number of genes that recognize the rule ϕ → ψ; n ¬ϕ = n ¬ϕψ + n ¬ϕ¬ψ = |G ¬ϕ | is the number of genes that do not recognize the rule ϕ → ψ; n ψ = n ϕψ + n ¬ϕψ = |G ψ | is the number of genes that belong to the gene group described by the rule ϕ → ψ; n ¬ψ = n ϕ¬ψ + n ¬ϕ¬ψ = |G ¬ψ | is the number of genes that do not belong to the gene group described by the rule
the number of genes that do not belong to the gene group described by the rule ϕ → ψ and do not recognize it. Values n ϕ¬ψ , n ¬ϕψ are calculated similarly as n ϕψ and n ¬ϕ¬ψ .
It can be noticed that for any rule ϕ → ψ the inequ-
Hence, a quality measure is a function of two variables n ϕψ and Sikora, 2006) . Two basic quality measures are accuracy acc(r) = n ϕψ /n ϕ and coverage cov (r) = n ϕψ /n ψ .
For knowledge discovery purposes we search for rules characterized simultaneously by high accuracy and high coverage. Unfortunately, a trade-off between the values of the measures exists, and therefore there are attempts to define quality measures (attractiveness or interestingness measures) that combine, among others, rule accuracy and coverage. The most important feature of created rules in biological and medical applications is their statistical significance. A p-value of a rule is calculated based on a suitably chosen statistical test and specifies how much the accuracy of a determined rule differs from the accuracy resulting from example distribution in analyzed data (the so-called a priori distribution), while rule coverage is fixed. The probability of obtaining a specific configuration of the number of examples recognized and covered by a rule is described by the hypergeometric distribution (3) (Agresti, 2002) .
For the assessment of a statistical significance of a rule we consider the following null hypothesis: the assignment of examples recognized by the rule to the decision class indicated by the rule is equivalent to random assignment of the examples to the class.
A one-side (right-side) test is used to verify the hypothesis, because we are only interested in rules which assign examples to the class considered better than the tested rule. A p-value of the test is calculated by summing probabilities obtained for all possible rules recognizing as many examples as the analyzed rule but characterized by higher accuracy (3):
The formula (4) is a cost criterion which means that rules with lower p val values are considered better than rules with higher p val values. The p val criterion gives us objective assessment of the determined rule quality, thus sorting rules increasingly with respect to the value p val we can obtain a ranking reflecting the rule quality. As we induce many rules and all of them need to be tested against the null hypothesis, this creates a multiple-testing problem. Thus, for each rule, we compute its corrected p-value using the standard FDR (false discovery rate) Benjamini and Hochberg correction method (Benjamini and Hochberg, 1995) . The corrected p-value is computed only for informational purposes and can be further used as an additional indicator of the rule quality. Apart from the objective criterion, subjective ones which reflect specific user preferences are also applied for rule interestingness assessment. The first subjective criterion of rules attractiveness is the number of GO terms included in a rule premise. We assume that the larger number of terms in a rule premise, the more information represented by the rule (we recall that terms occurring in a premise do not lie on a common path in the ontology graph). The second subjective criterion of rule evaluation is the level of GO terms occurring in the rule premise (5). As far as a description is concerned, we should prefer rules with premises including terms from as low a level of the GO graph as possible. The criterion
enables verifying how much specific knowledge, from the genes biological functions description point of view, the evaluated rule presents.
In the formula (5) level (a i ) is the level of a GO term a i that occurs in the rule premise, max _path(a i ) is the longest path leading form the root to a leaf of GO-Inc that passes trough the node a i .
The subjective measures are normalized (they take values from the interval (0, 1]) and monotone (adding a new GO term to a rule premise or moving a GO term to a lowest level of the ontology increases the values of both measures). Finally, the measure that incorporates all aspects (objective and subjective measures) of rule quality evaluation presented above is the product of all component measures:
length(r)depth (r).
The rules ranking established by the Q measure is the basis for selecting the most interesting rules from the determined rules set. We are interested in the best rules that cover as many genes from the described gene group as possible. Additionally, if a given subgroup of genes is described by a rule with a better quality, then we are not interested in rules with a lower quality covering the same genes. This leads to the filtration algorithm, which significantly limits the number of rules. The filtration algorithm creates a coverage of gene groups. Rules are added to a result (filtered) set of rules starting from the best rules describing each group. After adding a rule to a result set of rules, all genes that cover the rule are removed from the group. The filtration is performed until all genes covered by the unfiltered set of rules are covered by the filtered set of rules. However, if the rule rr covers (supports) the same objects as the reference rule but contains other biological knowledge (it is built of GO terms different from the GO terms included in the reference rule), then the rule rr is not removed but remains in the result set of rules. Dissimilarity of rules is determined by
If rules r i and r j are dissimilar to a degree greater than the threshold ε defined by the user, both of them remain in the final set of determined rules. Here uGOterms(r i , r j ) is the number of unique GO terms occurring in the rule r i and not occurring in the rule r j ; a GO term a from the rule r i is unique if it does not occur directly in the rule r j and there is no path in the GO-Inc graph that includes both term a and any other term from the rule r j premise; NoGOterms(r) is the number of GO terms in the rule r premise.
Evaluation of the importance of GO terms appearing in induced rule and renewed rules induction
Let us consider a given rule r of the form (2). A set of GO terms occurring in the rule premise is denoted by W , that is, W = {t 1 , t 2 , . . . , t n }. In the standard form presented by Greco et al. (2007) , the Banzhaf measure that evaluates the contribution of elementary condition (a single GO term t i here) to rule r accuracy is calculated according to
where acc(Y, r) denotes the accuracy of r in the premise part of which only GO terms included in the set Y occur; acc(∅, r) = 0; acc(W, r) = acc(r).
To evaluate the importance of a GO term in whole set RUL G , it is necessary to compute its importance in each rule from the description (in each rule that includes the GO term considered) and verify whether, by any chance, the GO term also occurs in rules from other gene groups descriptions. We can represent the above requirements as a formula which allows evaluating the GO term importance for the description of a given gene group:
where cov (r) is the coverage of the rule r, and RUL G is the set of rules that create the description of the gene group G.
In the described method of GO term importance evaluation, the contribution of each term to rule accuracy is evaluated, while its contribution to rule coverage is not (the coverage is considered for the whole rule only). For the purpose of importance evaluation of GO terms describing a gene group, it would be better to evaluate the contribution of the analyzed GO term to both accuracy and coverage. The measure proposed in the paper is empirical and enables evaluating the accuracy and coverage of a rule simultaneously, taking into consideration example distribution among the decision class indicated by the rule and the other decision classes. Making an analysis of the formula
it can be noticed that the measure proposes the method of rule evaluation analogous to the method of classifier sensitivity (the first component of the sum) and specificity (the second component of the sum) evaluation (Bairagi and Suchindran, 1989; Grzymała-Busse et al., 2005; Fürnkranz and Flach, 2005) . The first component of the measure characterizes the conditional probability of an event in which an example covering the rule r belongs to a group of genes described by the rule. The second component specifies the conditional probability of an event in which examples not covering the rule r belong to gene groups different from the one the rule r points at. The third component has a normalization role and guarantees that the measure Rss has the property of confirmation (Greco et al., 2004) .
The measure takes values from the interval [−1, 1] and values equal to zero are achieved while a rule has the same accuracy as implied from the positive and negative example distribution in the training set. Rules with values greater than zero (the greater the value, the better the rule) should be recognized as good ones.
Using the Rss measure in the formula (8) allows considering the contribution of the GO term to the accuracy and coverage of all "subrules" which can be created from the rule r:
where Rss(Y, r) denotes the value of the Rss measure determined for the rule r, in the premise part of which only GO terms included in the Y occur; Rss(∅, r) = −1; Rss(W, r) = Rss(r). As a consequence of the introduced modification, the measure G that evaluates the quality (importance) of a GO term in the whole set of rules describing the analyzed gene group (12) was also modified:
Instead of the Rss measure, any rule quality evaluation measure can be used.
It is worth mentioning that acc(Y, r) is a ,monotonic measure which means that, if Y ⊆ X ⊆ W , then acc(Y, r) ≤ acc(X, r).
It can be proved easily that, in the worst case, adding the next conjunction may not improve rule accuracy. Moreover, it is also easy to prove that the Rss measure is not monotonic, because removing the condition from the premise, though can decrease the accuracy of the rule, may also increase rule coverage, which can finally increase the value of the Rss measure. However, if the measure Rss is treated as a function of two variables n ϕψ , n ϕ¬ψ , then the measure is monotone with respect to each variable (if the value of the second variable is fixed) (Fig. 2) . Moreover, since Rss takes negative values (hence from the mathematical point of view it is not a measure, but we want to keep the convention used in the domain literature), GO terms with negative assessment of the importance can appear among GO terms composing the rule premise. The negative value of (12) means that "subrules" have, on average, a better quality without the GO term t i than "subrules" with the term, since in such a case the term t i should be considered unimportant (causing noise).
Based on the assessment of GO terms that occur in premises of rules describing individual gene groups, for each group we can obtain a ranking of GO terms which reflects the importance of a given term in the context of determined rules as well as in the context of a description of a given gene group. Obviously, terms from the top of the ranking will describe the biological function of genes from a given gene group better (stronger) than terms from the end of the ranking. In the rule induction algorithm presented in a previous section we searched for all rules with p val less than a significance threshold fixed by the user. The obtained rules were evaluated and filtrated. Below, we present an algorithm that enables obtaining a coverage of a group of genes using the greedy search strategy for the creation of elementary conditions included in the rule premise. GO terms are added to the rule premise iteratively (Fürnkranz, 1999; Grzymała-Busse and Ziarko, 2003) . However, only terms appearing in premises of previously determined statistically significant rules are used. Moreover, the procedure of rule creation also considers the importance of GO terms for previously determined rules. Including the expression the term does not describe the given gene group (in short, not a(g)) in rule premises is an additional unique feature of the presented algorithm.
For biological description of groups of genes, we are more interested in the information that genes from the group (or some part of them) have a specific biological function (they are annotated by a given GO term) than in the information that they do not have the function (they are not annotated by the term). However, if such a negative component is useful for making the description more precise, especially for describing these groups which normally have inaccurate or incomplete description (a big number of genes from the given group is covered by no statistically significant rules determined in a standard manner), then adding negative components to the rule premise will be purposeful. Moreover, for the sake of relations appearing in the GO-Inc graph, a negative component disqualifies all GO terms lying at levels lower than this component in GO-Inc.
Negative components of premises of determined rules are created based on the assumption that the GO terms important for the description of a particular gene group should be unimportant for another gene group. Therefore, it is worth trying to apply negations of terms describing that particular group to the description of the other group.
The idea of rule induction presented in the paper can be introduced by Algorithm 1. 
Algorithm 1 Rules induction algorithm

Input
is the set of genes from the group G j covered by r} end while end for
The function Shorten(r → G j ) is used to reduce the number of GO terms contained in a premise of a determined rule, because considering all GO terms that create a description of a given gene group and all negations of terms creating descriptions of the rest of the groups results in very long premises and specific rules.
During the shortening process, a hill climbing strategy that consists in successive removing a single GO term occurring in the premise and checking how it influences the rule quality (the measure Rss value) is applied. After removing all GO term trials, the one whose removal does not decrease the rule quality (the reference quality is the quality of a whole non-shortened rule) is removed permanently. If removing a GO term from a rule premise results in a rule quality increase, then this new (higher) quality becomes the reference quality. GO terms are being removed until the rule quality starts decreasing.
Since positive elementary conditions occurring in a rule premise are more desired, the algorithm tries to determine a rule from GO terms contained in rules describing a given gene group first and then tries to include negative elementary conditions in the premise in order to improve the rule quality by making it more accurate.
A comparison of the efficiency of the discussed algorithms is presented in the next section.
Data analysis
Experiments were conducted on two freely available data sets: YEAST and HUMAN, which can be treated as benchmark sets designed for the comparison of genes annotation methods. The YEAST data set contains values of expression levels of budding yeast Saccharomyces cerevisiae measured in several DNA microarray experiments (Eisen et al., 1998) . Our analyses were performed on 274 genes from 10 top clusters presented by Eisen et al.(1998) . The HUMAN data set contains values of expression levels of human fibroblasts in response to serum (Iyer et al., 1999) . In the paper by Iyer etal. (1999) , 517 EST sequences were reported and divided into ten clusters. After translating the sequences for unique gene names and removing sequences that are duplicated or that are currently considered to be invalid, we obtained a set of 309 genes. Then, each gene from the YEAST and HU-MAN data sets were described by GO terms from biological process (BP) ontology. We used GO terms from at least the second ontology level, describing at least five genes from our data sets, and we finally obtained four DT-Inc (the numbers of genes and GO terms for each decision table are presented in Table 2 ). For each decision table we computed decision rules with statistical significance lower than or equal to 0.05 and at most five GO terms in induced rules premises.
Based on the rules determined in such a manner, the importance of GO terms occurring in these rules was assessed, and then repeated rule induction using the obtained GO terms ranking was executed. Since the algorithm considering terms importance creates the coverage of a group of genes, a 100% coverage of each gene group was obtained every time, althoug statistically unimportant rules were among the determined ones. Thus, in the next step, all statistically unimportant rules (p val > 0.05) were removed from the determined set of rules. During the first run of the algorithm, we did not consider GO terms negations-this part of experiments is described in the columns Rules induction without negative GO terms. Negations of GO terms are considered in the second experiment (Rules induction with negative GO terms).
A summary statement of the total coverage and the number of rules obtained by various induction methods are presented in the last rows of Tables 3 and 4. The next comparison concerns the number of GO terms occurring in the determined rules; summary statements are presented in Tables 5 and 6 . In the case of rules including negations of GO terms, the number of terms that had the form of negation is presented in parentheses.
The results presented in Tables 3 and 4 show that an exhaustive strategy for generating all statistically significant rules results in determining a huge number of rules, although applying the compound rule quality measure and the filtration algorithm enables limiting the description to the most interesting rules. The number of rules describing each of the analyzed gene groups is not big, and thus they can be used for biological interpretation of the analyzed groups. A set of rules describing an analyzed gene group enables covering all or the majority of genes contained in the group, which is also an important feature of the presented method.
Moreover, it is worth noticing that the coverage of a gene group, the number of rules after filtration and the quality of the rules strongly depend on the group analyzed. For example, it is commonly known that groups from the YEAST dataset are better defined than groups from the HUMAN dataset. This can be also observed in results presented in the paper, since the coverage of decision classes and the quality of rules obtained are better for the YEAST dataset than for HUMAN.
The application of the rule induction algorithm using a ranking of GO terms importance enables reducing the number of rules describing genes, simultaneously increasing the number of genes covered by the rules. Rules without negative condition terms occurring in premises do not lie on the same path of the ontology graph, like rules that are the basis of GO term ranking creation. Among rules determined in such a way there are those belonging to the input rules set (which is the basis of GO terms ranking creation) as well as those which are not contained in the set. This means that the rules were previously removed during filtration, because they did not satisfy the filtration conditions given by the compound measure Q. The algorithm considering the importance of GO terms does not use the measure Q. Moreover, it puts greater emphasis on the conciseness of the obtained description. Thus such rules can appear in the description now. Applying negative conditions significantly increases the coverage of gene groups descriptions but, unfortunately, makes the interpretation of the obtained rules more difficult. From the definition of the relation ≤ in the ontology graph it follows that if the gene g is not annotated by the term t, then it is annotated by no term s satisfying the relation s ≤ t, either. Therefore, rules that include negative annotations can help in the interpretation of biological information contained in a gene group by excluding negatively annotated terms together with all annotations placed below these terms in the ontology graph (at lower levels). For example, the rule pre- 
Rules with negative annotations can be especially useful for negative verification of hypotheses concerning biological functions of genes that create a given group.
Irrespective of the induction algorithm applied, premises of rules are composed of statistically significant as well as of insignificant GO terms. The following two rules present this property: 
In the case of the first rule, a conjunction of three statistically insignificant GO terms gives as a result a sta- tistically significant rule. In the case of the second rule, adding a statistically insignificant term to a statistically significant one allows obtaining a better rule. Considering quantitative results of the conducted experiments and the purpose of rule induction, the following methodology of determining rules describing gene groups can be proposed:
• Set an acceptable level of rule statistical significance, set the maximal number of GO terms occurring in the premises of rules determined by the significant rule induction algorithm.
• Perform rule induction and apply the filtration algorithm using the measure (6).
• If, for a given gene group, the number of rules is too high or the coverage is too low, perform for these groups rules induction using the algorithm that applies GO term importance (the option without negative annotations).
• If the obtained descriptions are still unsatisfactory, apply the algorithm that evaluates GO term importance once more (the option with negative annotations).
To improve the quality of the output description of a gene group, descriptions obtained by means of particular algorithms can be joined. For rules included in the joined sets of rules, a measure evaluating the quality of rules can be defined and the description of a gene group can be created by means of a filtration algorithm similar to the one presented in Section 2.2. Defining such a measure and a filtration algorithm will be the subject of future research.
Decision rules are generated mainly for description purposes to support drawing biological conclusions from DNA microarray experiments. Thus, real verification of the rule quality is its ability to provide biological interpretation of the genes composing analyzed groups. Do the determined rules and information about the reduced set of GO terms have any interesting biological interpretation? Below we present an example decision rule from the YEAST data set generated for the gene group No. 6: Quality improvement of rule-based gene group descriptions. . .
IF
oxidation reduction and oxidative phosphorylation and hydrogen transport and monovalent inorganic cation transport and ion transmembrane transport THEN gene group is 6 Accuracy: 1.0
Coverage: 0.6 (p val = 2.383e − 13, FDR = 3.93e − 13).
The group indicated in the conclusion of the above rule was described as ATP synthesis in the original paper of Eisen et al. (1998) , and it is a group which includes genes related to ATP synthesis. The ATP synthase enzyme is an enzyme which catalyses the reaction of ATP synthesis in mitochondria using transmembrane electrochemical proton potential difference which forces to move the protons from the inter-membrane space into the matrix in mitochondria during oxidative phosphorylation. The difference between the concentration of protons (H+) between the matrix and the inter-membrane space drives a flux of ions across the membrane down the proton gradient. The structure of this enzyme is complex-in yeast organisms, the ATP synthase complex consists of the two distinct multisubunit portions: F1 and FO. Group 6 includes 15 genes-among them there are nine genes that encode components of the ATP synthase. The rule above is supported and recognized by nine genes (ATP1, AT2, ATP3, ATP4, ATP5, ATP7, ATP14, ATP16, ATP17). This means all of the genes from Group 6 that encode components of ATP synthase.
Another 
The above rule is supported by three genes which encode proteins involved in the process of angiogenesisthe development of a vascular supply system which is a fundamental requirement for organ development. VEGFA is one of the most important proteins from the VEGF (vascular endothelial growth factor) subfamily of growth factors. VEGFA stimulates cellular responses by binding to tyrosine kinase receptors Flt-1 and KDF/Flk-1. VEGFA and the fibroblast growth factor 2 (FGF2) both are wellinvestigated proangiogenic molecules (Kano et al., 2005) . There are evidences that VEGFA regulates the expression of FLT1 (Mata-Greenwood et al., 2003) and FGF2 (Seghezzi et al., 1998) .
In Tables 7 and 8 we present the most and the least important GO terms obtained for each gene group for both datasets. In the tables we also included the description given by the authors of the original papers. As can be seen (in the case of the YEAST dataset) the most important GO terms obtained for each gene group are consistent with the description given by the authors of the original paper. For example, in yeast organisms, the spindle pole body controls the assembly of all microtubules in the cell, glycolysis is a metabolic pathway that converts glucose (hexose molecule) into pyruvate, and one of the functions of chromatin is to package DNA. In the case of the HUMAN dataset, we cannot find any similarity by comparing the most important GO terms and the description given by the authors of the paper. This is due to the fact that the authors described only part of the genes composing the clusters, for example, 24 genes from Cluster 1 were described as signal transduction genes while 28 genes were described as cell cycle and proliferation genes and 48 remaining genes were no function assigned. However, we would like to stress that the description of the gene group is created by all important GO terms obtained during the analysis, not only by one, most important of them. The analysis of the last columns of Tables 7 and 8 shows that some terms occur to be worst for several gene groups (i.e., biopolymer biosynthetic process in Table 7 and response to stress in Table 8 ). If these terms appear in rules describing other gene groups, we can treat them as noise. We can also notice that some of the terms that are worst for one of the groups are best for other groups (i.e., biopolymer biosynthetic process in Table 7 and protein complex assembly in Table 8 ), which is consistent with the intuition.
The results presented in Tables 7 and 8 show that terms which are most significant for the rule description of a given gene group are also characterized by high statistical significance. However, it does not mean that the term with the best assessment of the importance is also statistically the most significant term describing the given gene group. In the obtained data sets, many examples that confirm the above statement can be found, which means that the GO terms assessment (hence the whole rules, too) obtained using the measure Rss differs from the assessment obtained by p val .
We also compared results of our analysis with those obtained from the Genecodis service (Carmona-Saez et al., 2007) . The results of the comparison for the YEAST dataset are presented in Table 9 .
The rule IF transcription and regulation of transcription, DNA dependent and DNA replication and protein complex assembly and pre-replicative complex assembly and DNA replication initiation and S phase of mitotic cell cycle and DNA strand elongation during DNA replication THEN gene group is 9
is an example rule obtained from Genecodis. This rule
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