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Abstract 
We employ multi-level minimal residual smoothing (MRS) as a pre-optimization technique to accelerate standard 
multigrid convergence. The MRS method is used to improve the current multigfid iterate by smoothing its corresponding 
residual before the latter is projected to the coarse grid. We develop different schemes for implementing MRS technique 
on the finest grid and on the coarse grids, and several versions of the inexact MRS technique. Numerical experiments 
are conducted to show the efficiency of the multi-level and inexact MRS techniques. (~) 1998 Elsevier Science B.V. All 
rights reserved. 
AMS classification." 65F10; 65N06 
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1. In t roduct ion  
We propose a family of multi-level minimal residual smoothing (MRS) techniques as 
pre-optimization acceleration schemes to speed up the convergence of the standard multigrid method 
for solving large sparse linear system 
Ah u h = fh .  (1) 
Eq. (1) usually results from discretized partial differential equations (PDE). We use h to denote the 
uniform meshsize associated with the grid space O h. Iterative solution of large sparse linear systems 
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is of great interest in scientific computing because direct methods usually cannot handle such large 
systems. 
The multigrid method has been shown to be very efficient for solving certain elliptic PDEs. But 
non-elliptic problems frequently bring up difficulties and standard multigrid method may converge 
slowly or diverge. In these cases, acceleration techniques are needed to obtain accurate solution with 
reasonable cost. Various acceleration schemes have been proposed to accelerate different procedures 
of the standard or algebraic multigrid methods under different circumstances, see [2, 1, 7, 11, 12] for 
some approaches and applications. These acceleration techniques can be divided into two categories. 
The first category is the pre-acceleration (pre-optimization) techniques which accelerate multigrid 
process before the coarse grid procedure. One notable pre-optimization technique is the MRS tech- 
nique [11], which minimizes the residual norm before it is projected to the coarse grid. Other 
heuristic pre-acceleration techniques are the pre-scaling techniques which scale the residual vector 
by a pre-determined scaling factor before it is projected to the coarse grid. Published pre-scaling 
techniques include the over-weighted residual technique [2], the under-injection technique and the 
heuristic residual analysis [15]. The essential differences of these pre-scaling techniques are their 
particular applications and the heuristic methods used to determine the scaling factor. All these 
pre-acceleration techniques do not require that A h be SPD and thus are advantageous in terms of the 
range of applications. 
Another category of multigrid acceleration techniques i the post-acceleration (post-optimization) 
techniques which accelerate multigrid process after the coarse grid procedure. Published techniques 
of this category include the steplength optimization technique [7], damped multigrid iteration [5] 
and the over-correction technique [6]. They minimize the error in energy norm at each iteration 
during or after the coarse-grid-correction process. These techniques are also referred to as post- 
scaling techniques because they scale the correction term by a scaling factor chosen to minimize 
the error [12]. A post-scaling technique was recently used to accelerate a robust multigrid solver 
for the convection-diffusion equation [8]. We have showed in [12] that the post-scaling techniques 
are generally more expensive than the pre-scaling ones. Many of the post-optimization techniques 
require that A h be SPD. 
In [12] we proved that the pre-scaling and post-scaling techniques are mathematically equivalent 
if and only if their scaling factors are equal. Hence, we unified these techniques as the residual 
scalin9 techniques. The key issue of all these acceleration schemes is how to compute or esti- 
mate the scaling factor. In this paper, we study a family of methods that automatically compute 
and optimize the multigrid iteration process by minimizing the residual norm of the current it- 
erate. We extend the single-level MRS of [11] to the multi-level MRS acceleration schemes as 
general purpose pre-optimization techniques to speed up the convergence of the standard multi- 
grid method. Several versions of the inexact MRS technique are also tested to show cost reduction 
and convergence acceleration. The effect of different norms on the acceleration rate is investigated 
experimentally. 
2. MRS acceleration 
Let (.,.) denote the usual inner product on O h. I I" 112: (',")1/2 is the Euclidean orm. The energetic 
inner product with respect to an SPD matrix Z on t2 h is (., ")z = (Z.,-) and the corresponding energy 
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norm is II" Ilz = <', .>1/2. Two natural choices for Z are Z=I  (identity matrix) and Z =A h if A h is 
SPD. 
The quality of an iteration process is usually judged by the behavior of the residual norm se- 
quence {ll llz}. It is desirable that {llrkllz} converges "smoothly" to zero. One approach to generat- 
ing well-behaved residual norms is the minimal residual smoothing (MRS) technique, proposed by 
Sch6nauer [9] and investigated extensively by Weiss [ 10]. MRS was originally developed to stabilize 
(smooth) the residual sequence of the generalized conjugate gradient methods and it has been shown 
to be a powerful technique for that purpose [17]. Although some numerical experiments have been 
reported that sequence generated by classical iterative methods uch as the Jacobi and Gauss-Seidel 
methods can also be smoothed [3], we are not aware of any discussion on practical implementation 
of MRS techniques to accelerate such methods. The major reason is probably that the residuals are 
not necessarily evaluated and directly utilized in these methods and the MRS technique requires 
expensive residual computations. 
Moreover, we may feed the MRS iterate with the smoothed residual norm back to the under- 
lying sequence {uk) to accelerate its convergence. In return, the accelerated underlying sequence 
would help MRS generate an even better new sequence with even more "smoothed" residual norm. 
However, this attractive idea cannot be realized if the underlying sequence is generated by some 
Krylov subspace method, because the MRS iterates would destroy certain properties of the un- 
derlying sequence, e.g., mutual orthogonality, which are essential for the underlying sequence to 
converge. 
Therefore, two essential criteria for efficient implementation f MRS as an acceleration technique 
are: being able to use the residual computed by the underlying iterative method without additional 
cost and being able to feed the "smoothed" sequence back to the underlying sequence to speed 
up the convergence of the underlying iterative process. The multigrid method meets these criteria 
perfectly. 
2.1. Finest grid MRS acceleration 
In standard multigrid (correction) cycling algorithm, the residual (error) equations are solved on 
the coarse grids. The multigrid method executes a few relaxation sweeps, then computes the residual 
on the fine grid and projects the residual to the coarse grid. Hence, to efficiently accelerate the 
multigrid method, we insert the MRS procedure just after the residual on the finest grid being 
computed and before it is projected to the coarse grid. This particular implementation is aimed at 
avoiding costly computation of residual just for MRS because it would have been computed by 
the multigrid procedure. At each major iteration, we replace both the underlying multigrid iterate 
uk and its residual iterate rk by the MRS iterate vk and the smoothed residual iterate sk. We then 
project he smoothed residual sk to the coarse grid to form the coarse grid subproblem. Note that we 
must replace both the multigrid iterate uk and its residual rk at the same time, otherwise the coarse 
grid subproblem would provide a wrong correction to the fine grid approximations. The coupling 
of uk and rk (vk and Sk) is very important for the successful implementations of MRS acceleration 
schemes. 
Several versions of MRS accelerated multigrid method (on the finest grid) have been suggested 
in [1 1], we give our preferred one here. 
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Algorithm 2.1. Multigrid with single-level (f inest grid) MRS acceleration [11]. 
Given any initial guess u~. 
For k=0,1 ,2 , . . . ,  Do: 
I f  Oh= the coarsest grid, then 
Solve u~ = (A h)-l fh. 
Else 
Relax vl times on Ahu~ = fh with the given initial guess u~. 
Compute rh = fh _ Ahu h. 
I f  O h = the finest grid, then 
I f  k = O, then 
Set Vo = u~ and So = r~, 
Else 
Compute [3k = --(sk_l,r~ -- sk_l)z/llr~' -- s~_, ll2z. 
Set &=Sk-1 + flk(r h -- sk-,) and vk =v~__, + flk(u h - Vk-l). 
Set u h vk and h_  = r i , -  &. 
End I f  
End I f  
Restrict fZh = Rr~. 
Set u 2h = O. 
Do u }h +-- Multigrid (A 2h, u 2h c2h k , J  j # times. 
Correct Uk+ = U~ + Pu 2h. 
Relax v2 times on AhU~+l = fh with the initial guess u~+ I.
End I f  
End Do. 
In Algorithm 2.1, A 2h is the coarse grid operator on O 2h. In practical applications, it seems that 
the choice of the Euclidean norm for computing flk is optimal with respect o computational work. 
However, when A h is SPD, another natural option is to choose the energy norm with respect o A h. 
We will numerically test the difference in acceleration rate resulting from using the Euclidean and 
the energy norms, v~ and v2 are the numbers of pre-smoothing and post-smoothing sweeps. R and 
P are the restriction and interpolation operators, respectively. 
2.2. Coarse grid MRS acceleration 
In multigrid method, it is intuitive to extend an acceleration technique that applies to the finest 
grid to the coarse grids because of the recursive nature of multigrid philosophy. However, the 
MRS technique and its implementation as discussed above cannot be used on the coarse grids. This 
is because, on the coarse grids, say O 2h, we are solving a residual equation AZhu 2h= fZh, where 
fZhE O 2h is the residual projected from the fine grid with some prescribed formula (e.g., the full- 
weighting or the injection). Unlike the right-hand side of the finest grid equation fh which is fixed 
at all iterations, the right-hand side of the coarse-grid equation f2h changes at each iteration. The 
solution of the coarse grid equation is only used to correct the current multigrid iterate on the fine 
grid. Therefore, we cannot use the smoothed sequence of the previous iteration, which has nothing 
to do with the current iteration, to improve the current (coarse grid) iterate. 
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Although no continuous MRS sequence may be formed on the coarse grid, a short MRS sequence 
may be generated. At each iteration, we may use the MRS technique to smooth the residual of the 
coarse grid subproblem before it is projected to yet a coarser grid. There are special formulas for 
the coarse grid MRS. Due to the fact that we use initial guess U~h= 0 on the coarse grid, we have 
r2h= f2h as the initial coarse grid residual. Hence, we initialize the "smoothed" MRS sequence on 
the coarse grid as  v 2h= 0 and S 2h= fZh.  After the pre-smoothing sweeps, we set fl2h= _ ( f2h , r2h  _ 
f2h)z/[[r2h_ Jc2hll211Z, where r 2h is the residual of the coarse grid subproblem with respect to the 
updated uk 2h after the pre-smoothing sweeps. The "smoothed" sequence is now given by s 2h = f2h + 
fl2h(r2h _ f2 ,~) and v 2h = fl2hU2h. Note that we do not use subscript for the coarse grid MRS sequence 
because there is only one such step on each coarse grid and at each iteration, they are not related 
as remarked above. 
As on the finest grid, we replace both the iterate and the residual of the underlying coarse grid 
sequence by the smoothed sequence. So, on the coarser grid, a smoothed residual is used to continue 
the multigrid process and the multi-level MRS acceleration process. 
Algorithm 2.2. Mult iyr id with multi-level MRS acceleration. 
Given any initial 9uess u~. 
For k=0,1 ,2 , . . . ,  Do: 
I f  O h= the coarsest 9rid, then 
Solve Uhk = (Ah)-l  f h. 
Else 
Relax vl times on Ahu~ = fh  with the 9iven initial 9uess u~. 
Compute r~ = fh  _ Ahuhk. 
I f  O h = the finest 9rid, then 
I f  k = O, then 
Set Vo = u~ and So = rho • 
Else 
Compute ~k = - (sk_,,r~ - sk_,)z/[[r~ - sk-,l[z. 
Set sk =Sk-1 + ~(r~ -- sk-i ) and vk = v~_l + [3k(u~ - v~_l ). 
Set u~ = vk and r~ =st. 
End I f  
Else 
Compute fl~h = _ ( f  2h, r2h _ f 2h)z/[IrZh _ fZh 112. 
Set s 2h = f2h + flZh(r2h _ feb) and v 2h = fl2hu~h. 
2h ~ s2h Set u~h = v 2h and r k 
End I f  
Restrict fZh = Rr h. 
Set u~ h = O. 
Do u~ h +-- Mult igrid (Azh, " 2h £2h "l u s , j  ~p  times. 
Correct h push. Uk+ 1 = U h .q- 
Relax v2 times on Ahuh+l--- fh  with the initial 9uess u~+ I.
End I f  
End Do. 
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2.3. Inexact MRS 
Several versions of inexact MRS technique based on some heuristic arguments have been intro- 
duced in [14]. Here we only consider the case where MRS with the Euclidean norm is applied on 
the finest grid. The key issue of the inexact MRS is to compute the parameter /3k with respect o 
the coarse grids, i.e., to compute the two inner products by summing a subset of the corresponding 
component products of the MRS residual sk ~ and the residual difference (rk -sk-~ ). The choice of 
the coarse grids defines Half-MRS (2nd finest grid), Third-MRS (third finest grid) and Quarter-MRS 
(fourth finest grid), etc. The extent of reducing the grid space seems to depend on the smoothness 
of the residual and on the number of grid points of the finest grid space O h. We refer to the standard 
(exact) MRS as Full-MRS and the multigrid algorithm without any MRS as No-MRS. For detailed 
discussions, see [14]. 
We give a rough explanation why MRS performed on a coarse grid, say O 2h, should be expected 
to be at least as good as that performed on the fine grid O h. Let ~'~2h-- = ~r~h_ ~r-~2h be the complement 
of  O 2h with respect o O h and let O h be decomposed orthogonally as Oh= OZho O 2h-. Let ilk, fl~ 
and fl~' be the (optimal) MRS parameter on O h, O 2h and O 2h-, respectively, we have 
2h- min I[sk-~ + flk(r~ - sk-,)[fz = [Is~-, +/~k(r~' - Sk_l)ll2z h-4- IIs~-, + - s~_, I1~ 
- , , h min  " ~< rain [[sk_, + flk(rk s,-,)ll~ h+ 
(2) 
where ]1" I[ h, [[" [[~h and [1" [1~ h- are the energy norms defined on the spaces Oh, OZh and O 2h-, 
respectively. 
Inequality (2) shows that the minimization performed on a coarse grid and its complement space 
is better than that performed on the whole space. Note that, by the construction of the coarse grid, 
each grid point in O 2h is surrounded by some grid points in ~r~2h--; we may expect fl~'~ fl~. Our 
inexact MRS scheme just replaces fl~' by fl~ in (2) and we expect that inequality (2) still holds 
approximately. Hence, the residual norm [[skl[z of the inexact MRS is expected to be at least as 
small as that of the exact MRS with strictly lower computational cost. This expectation will be 
verified by our numerical experiments. 
3. Numerical experiments 
All test problems were solved on the unit square [0, 1] × [0, 1] with the Dirichlet boundary condi- 
tions. Exact solutions were given to satisfy the boundary conditions and initial guess was u(x, y )= O. 
On the finest grid, we used h = ~4 and our multigrid method contains all possible six levels. We used 
the standard full-weighting and bi-linear interpolation operators. The lexicographic Gauss-Seidel was 
used as the relaxation method. The underlying differential equations were discretized on all grids. 
All computations were done on a Silicon Graphics workstation using the Fortran 77 programming 
language in double precision. Unless otherwise indicated explicitly, the computations were terminated 
when the dynamic residual in discrete L2 norm was reduced by a factor of 10 I°. 
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Table 1 
Multi-level MRS for test problem 1with two cycling algorithms 
V(2,1 )-cycle W(2,1 )-cycle 
No-MRS Single Double Triple No-MRS Single Double Triple 
10 ° 10 9 8 8 9 8 8 8 
10 -I 10 10 10 9 9 9 9 9 
10 -e 32 20 18 18 19 16 14 14 
10 -3 104 102 77 81 79 75 62 58 
10 -4 668 364 139 127 327 186 119 112 
10 5 1205 646 212 189 526 290 132 133 
3.1. Test problem 1 
We consider the two-dimensional convection-diffusion equation: 
e[u,:~(x, y) + Uvy(X, Y)] + sin rt yUx(X, y) - cos nXUy(X, y) = f (x, y ). (3) 
The exact solution was u(x, y) = sin nx + sin ny + sin 3nx + sin 3ny. Here ~ E (0, 1] is a parameter 
chosen to reflect he ratio of the convection to diffusion. A fourth-order finite-difference scheme was 
used to discretize Eq. (3) [4, 13]. The reason for choosing this scheme is that it is stable with 
respect o the variation of e and that the resulting multigrid method converges for all values of e. 
Note that A h is nonsymmetric and we used the Euclidean norm. 
We first tested our multi-level MRS acceleration with the V(2,1)-cycle and W(2,1)-cycle algo- 
rithms. We applied MRS on the first, second and third finest grids. The combined multi-level MRS 
schemes are referred to as single-level MRS (first finest grid only), double-level MRS (first and 
second finest grids only) and triple-level MRS (first, second and third finest grids). The iteration 
counts are given in Table 1. The convergence histories of a particular case are depicted in Fig. 1. 
Fig. 1 shows that the multi-level MRS schemes are very efficient as an acceleration technique and 
the multi-level MRS performed better than the single-level MRS. These claims are further supported 
by results in Table 1. Even in the case of e = 10 -1, we did not see a reduction in iteration count, 
we did observe acceleration i  our experiments, which was just not substantial enough to reduce 
one additional iteration because the standard multigrid method converged very fast. In other cases, 
the multi-level MRS did show significant acceleration. Also, we see that additional MRS technique 
applied on the coarse grids did yield additional acceleration. 
3.2. Test problem 2 
We consider the anisotropic Poisson equation 
eUxx(X , y )  "-~ Uyy(X, y) = O, (4) 
where the boundary conditions atisfy u(x, y)--- cos(4x+6y), e C (0, 1] is chosen to reflect he degree 
of anisotropy. Eq. (4) was discretized by the standard five-point second-order central difference 
scheme and the resulting linear system is SPD. One of our goals with this test problem was to 
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Fig. 1. Convergence histories of the residual norms in logarithm of the multi-level MRS schemes for test problem 1 with 
the W(2,1)-cycle and e = 10 -5, 
Table 2 
MRS with different norms for test problem 2 with V(1,1)-cycle 
No-MRS MRS (Euclidean norm) 
e Iteration CPU time Iteration CPU time Iteration CPU time 
MRS (energy norm) 
10 ° 13 0.11 13 0.16 13 0.18 
10 - l  55 0.46 37 0.44 37 0.52 
10 -2 380 3.28 204 2.44 157 2.26 
10 -3 1801 15.42 778 9.36 479 6.76 
10 -4 3162 27.20 1307 15.60 798 11.35 
10 -5 3447 29.61 1477 17.56 768 11.00 
compare the efficiency of MRS with the Euclidean norm and with the energy norm. Our MRS 
schemes were only applied on the finest grid. 
Table 2 contains the iteration counts and the corresponding CPU time in seconds for the MRS 
schemes with different norms when we used the V(1,1 )-cycle algorithm and varied e. We note that 
all MRS schemes achieved significant acceleration over the standard multigrid method. We also find 
that MRS with the energy norm, although is more expensive than with the Euclidean orm, achieved 
substantially better acceleration. In many cases, the difference between different norms amounts to 
doubling the acceleration. The increased gain in acceleration by using the energy norm paid for the 
increased cost. Hence, the energy norm is preferred to the Euclidean norm for this test problem. 
However, we cannot draw a general conclusion partly because, for this problem with the five-point 
discretization, the cost of matrix-vector multiplication is relatively low. 
Fig. 2 is the convergence histories of the MRS schemes with different norms. It clearly shows 
that both MRS schemes converged much faster than the standard multigrid method. One interesting 
observation is that both MRS schemes were leveled-off before reaching the limit of the residual 
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Fig. 2. Convergence histories of the residual norms in logarithm of the MRS schemes with different norms for test 
problem 2 with the V(1,1)-cycle and e= 10 -5. 
Table 3 
Iteration counts of inexact MRS for test problem 1 with W(2, 2)-cycle 
e No-MRS Full-MRS Half-MRS Third-MRS Quarter-MRS 
10 ° 8 7 7 8 7 
10 -I 8 8 8 8 8 
10-: 15 13 13 13 13 
10 -3 63 59 59 59 59 
10 -4 264 149 148 111 126 
10 -5 427 234 234 208 211 
reduction of the standard multigrid method. This should be credited to the stabilization property of 
the MRS technique. A strongly compelling reason for using MRS with the Krylov subspace methods 
is its effectiveness in stabilizing the iterates and residuals once the limit of the residual reduction 
has been reached [17, p. 310]. Fig. 2 shows that the recursive residuals generated by the standard 
multigrid method continue to decrease long after they have lost accuracy, while the MRS residuals 
become stable and remain fairly accurate. 
3.3. Test of  inexact MRS 
We only tested the case where the inexact MRS with the Euclidean norm was applied on the 
finest grid. The results for test problem 1 with the W(2,2)-cycle algorithm are listed in Table 3. For 
test problem 2 with the V(2,2)-cycle algorithm, we list the iteration counts and the corresponding 
CPU time in seconds in Table 4. 
These results show that the inexact MRS performed at least as well as the exact MRS with reduced 
cost. Almost in all our test cases there was no deterioration of convergence for the inexact MRS. In 
some cases, there were significant increases in acceleration rate. It seems that, the smaller the subset 
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Table 4 
Iteration counts and CPU time for test problem 2 with V(2, 2)-cycle 
No-MRS Full-MRS Half-MRS Third-MRS Quarter-MRS 
Iter. CPU Iter. CPU lter. CPU Iter. CPU Iter. CPU 
10 ° 9 0.13 8 0.15 8 0.14 8 0.14 8 0.14 
10 t 28 0.38 19 0.32 19 0.31 19 0.31 19 0.31 
10 2 190 2.60 106 1.78 106 1.74 102 1.70 87 1.42 
10 3 901 12.32 310 5.28 212 3.52 165 2.72 133 2.23 
10 -4  1581 21.74 471 7.92 358 5.89 273 4.49 152 2.51 
10 s 1724 23.44 507 8.60 265 4.44 275 4.59 200 3.29 
on which we chose to compute the MRS parameter ilk, the better the achieved acceleration rate, 
provided the subset contained enough grid points to reflect the features of the fine grid residual. 
4. Conclusions and remarks 
We have investigated a few minimal residual smoothing (MRS) techniques to accelerate the 
standard multigrid convergence. They can be used individually or be combined to form a family 
of multi-level MRS schemes as general purpose multigrid acceleration techniques. Our numerical 
results showed that remarkable acceleration rates were achieved by the MRS techniques. We have 
shown that MRS equipped with the (coefficient matrix) energy norm was more efficient han with 
the Euclidean norm. Of course, the employment of this particular energy norm is possible only if 
the coefficient matrix is symmetric positive definite while the Euclidean orm can be applied to any 
problems, which is an advantage of the MRS technique over many other acceleration techniques. 
We noted that the inexact MRS techniques not only reduced the cost of the MRS schemes, but 
also gained additional acceleration rate. Finally, we observed stabilization property of the MRS 
techniques. 
We have given a rough idea why inexact MRS should perform at least as well as the standard 
MRS, but rigorous justification and quantitative analysis are still missing. Similar idea of the heuris- 
tic residual analysis has also been used in several other successful applications [15] and may deserve 
more attention. Our results should shed some light on the application of similar residual smooth- 
ing techniques to accelerating the convergence of the standard multigrid method or other iterative 
methods. 
The MRS techniques improve the multigrid iterate and its residual by minimizing the residual 
norm. Our results are particularly encouraging for studying general purpose acceleration methods 
for the standard multigrid method, as we argued in [15] that existing post-optimization techniques 
[6, 7] with the standard multigrid inter-grid transfer operators may not achieve any real acceleration. 
In addition, some analyses to help understand how MRS accelerates the two-level (multigrid) method 
can be found in [13, 16]. 
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