Algebraic inversion of cycle index sum relations is employed to derive new algorithms for counting unlabeled graphs which are (a) 2-connected, (b) 2-connected and homeomorphically irreducible, and (c) 3-connected. The new algorithms are signi cantly more e cient than earlier ones, both asymptotically and for modest values of the order. Time-and space-complexity analyses of the algorithms are provided. Tables of computed results are included for the number n of nodes satisfying n 26 in case (a) and n 25 in cases (b) and (c). These are totals over all values of the number q of edges. Tables showing the breakdown by number of edges are included for n 16 in case (a) and n 18 in cases (b) and (c).
Introduction
A graph is assumed to be nite and undirected, with neither loops nor multiple edges. A graph with at least k + 1 nodes (k 1) is de ned to be k-connected if it is connected and (for k 2) cannot be disconnected by removing fewer than k nodes and their incident edges. The k-connectedness of smaller graphs can be de ned arbitrarily, and we choose to de ne the smallest 1-, 2-and 3-connected graphs to be the complete graphs on 1, 2 and 4 nodes, respectively.
For enumeration purposes, an unlabelled graph is an isomorphism class of (labelled) graphs. Counting graphs with prescribed properties usually involves decomposing a graph into a core and components. For unlabelled graphs it also involves keeping track of the number of automorphisms of the core with a given cycle decomposition by means of a cycle index 2, ch. 2.2]. In the case of counting all n-node graphs, the core is the complete graph on n nodes, in which each edge is replaced by a component with 2 nodes and 0 or 1 edge to obtain the graphs to be counted; in the case of counting connected graphs, the core is a set, in which each element is replaced by a component, which is a connected graph, to obtain an arbitrary graph. In both cases, the cycle structures of the automorphisms of the core are known. Thus one can compute the sum of the cycle indices of the automorphism groups of all possible cores (cycle index sum for cores) and then use P olya's theorem, which relates this cycle index sum and the counting series for components and compositions 2, ch. 4.1 and 4.2]. When counting graphs with up to n nodes on a computer, one stores only counting series and sums once over a cycle index sum; thus the space-complexity is polynomial in n, and the time-complexity is bounded by the number of terms in the cycle index sum (which is p 0 (n), the number of partitions of all the numbers up to n) multiplied by a polynomial in n for the computation done on the counting series for each coe cient of the cycle index sum.
In the case of counting 2-connected graphs, the core is a set of rooted 2-connected graphs joined at the root; every other node has a rooted connected graph attached to it, to obtain another rooted connected graph. The unknown is now the cycle index sum for cores, from which the counting series can be obtained. However, this cycle index sum cannot be obtained from the counting series for components and composition; thus it was necessary to generalize P olya's theorem to relate not counting series but cycle index sums for components and compositions to those for cores 4 and 2, ch. 8.6]. A straight-forward solution of such a relation involves storing and computing with the coe cients of cycle index sums. In that fashion, the space-complexity is bounded below by p 0 (n) and the time-complexity by a power of p 0 (n).
In the case of counting 2-connected graphs with no vertices of degree 2, the core is just such a graph, in which each edge is replaced by a series-parallel network to obtain an arbitrary 2-connected graph (except one which becomes a series-parallel network if an edge is deleted and its ends distinguished as poles). In the case of counting 3-connected graphs, the core is a 3-connected graph (or a polygon or a set of 3 parallel edges), in which each edge is replaced by a more general 2-pole network (a 2-connected graph with an edge removed) to obtain an arbitrary 2-connected graph. The latter decomposition is not unique, so correction terms are required. In these cases too, the unknown is the cycle index sum for cores. But now the cycle index sums which would have to be stored for a straight-forward solution contain not only node-cycles (necessary to compute the cycle index sum for 2-connected graphs) but also two types of edge-cycles: cycles which preserve the orientation of the edge and thus x the poles of the network which replaces it, and cycles which reverse the orientation and thus exchange the poles 5]. The space and time requirements grow so explosively with n that it wasn't feasible to go much beyond 9 nodes with numerical computations.
An algebraic method of extracting counting series from systems of equations involving cycle index sums was presented in 1], where it was applied to counting 2-edge-connected graphs. The present paper presents an application of this method to counting 2-connected graphs (developed in 1978 by the rst author of this paper but not published), 2-connected graphs without vertices of degree 2, and 3-connected graphs. Once the equations have been solved by hand, extracting the numbers by computer involves storing only counting series and summing O(n) times over the coe cients of a cycle index sum. The time-and space-complexity of such a computation is essentially the same as for P olya's theorem; so we were able to count the above-mentioned classes of graphs with up to 18 nodes when the number of edges is included as a parameter, and up to 25 or 26 nodes otherwise. Tables of numbers are given at the end of this article. If J is the cycle index sum for a class of graphs, then the counting series for that class is obtained from J by substituting x i for a i ; y i for b i , and y i for c i ; for i = 1; 2; 3; : : :. This set of substitutions de nes a homomorphism from the cycle index sum ring to the counting series ring. The image of J under this homomorphism is denoted J x; y; y]. More generally, the expression J (x; y); (x; y); (x; y)] will denote the result of substituting (x i ; y i ) for a i ; (x i ; y i ) for b i , and (x i ; y i ) for c i , for i = 1; 2; 3; : : :. In this way the triple (x; y); (x; y); (x; y) of series in Q y] x]] de nes a more general homomorphism from the cycle index sum ring to the counting series ring.
The de ning relations for 2-and 3-connected unlabeled graphs are expressed in terms of cycle index sums. These relations are transformed by an appropriate choice of ring homomorphism so that one of them involves the desired counting series. The fundamental algebraic facts upon which this approach depends are that homomorphisms may be composed, and are associative under composition. In 1] the essential principles of this method are presented in a simpler case: only node cycles were represented in the cycle index sums. The introductory material on pages 278-81 of that paper may be found useful in supplementing this paper. We note here that only node cycles are needed to count 2-connected graphs. The relevant relations are presented and solved in greater generality here because this is needed for the other enumerations. The reader wishing a primer may want to go through Section 2 changing c i to b i ; (x; y) and (x; y) to y, and (x i ; y i ) and (x i ; y i ) to y i .
2-Connected Graphs
Let K; G; C and B denote the cycle index sums for the complete graphs, all graphs, the connected graphs, and the 2-connected graphs, respectively. 
The desired counting series is B x; y; y]. Equation (5) contains B a 1 C 0 ], in which each a j of B is replaced by (a 1 C 0 ) (j) instead of x j ; so we choose a ring homomorphism which maps a 1 C 0 onto x. Suppose that counting series (x; y) and (x; y) are given (for counting 2-connected graphs we can assume that they are both y) and we wish to determine a third counting series (x; y) such that (a 1 C 0 ) (x; y); (x; y); (x;y)] = x: (6) To see that such a series exists, de ne the order of a term in a cycle index sum to be the exponent of x resulting from the substitution a j x j ; then a 1 C 0 = a 1 + a 2 1 b 1 + (terms of higher order). Now (6) is equivalent to (x; y) = x ? (a 1 C 0 ? a 1 ) (x; y); (x; y); (x;y)]; which can be seen to de ne (x; y) iteratively in powers of x. One has (0; y) = 0 to start; having found (x; y) through powers of x n?1 , substitution in the right side gives (x; y) correctly through the coe cient of x n .
The strategy now is to apply homomorphisms and simplify using associativity and the given relations in such a way that the only cycle index sum remaining in the system of equations is K. Since K is known explicitly, the need for computations within the cycle index sum ring will have been obviated. 
Finally, operating on (3) with a 1 @ @a 1 gives a 1 G 0 = G a 1 C 0 : Composed over (x; y); (x; y); (x;y)], expressed in terms of K using (2), and simpli ed using (6), this gives (a 1 K 0 ) (x; y); 1 + (x; y); 1 + (x; y)] = xK (x; y); 1 + (x; y); 1 + (x; y)]:
(8) From (1) it is immediate that a 1 K 0 can be directly calculated (add a factor of 1 inside the sum). Thus (8) can be applied to calculate (x; y) iteratively to any desired order in x. Note that the right side of (8) is xf(x; y), so that f(x; y) is determined at the same time. Then (7) completes the determination of B x; (x; y); (x; y)] with the help of formal logarithms. The latter shows how to calculate the logarithms needed in (7); see 2, p.9] for a fuller exposition of the general method.
The counting series for unlabeled 2-connected graphs in terms of nodes and edges is B x; y; y], so one can apply (7) and (8) with (x; y) = (x; y) = y. The resulting equations were used to calculate the numbers through 16 nodes, with all the di erent numbers of edges (see Table IV ). If only the total by nodes is desired, the calculation is much faster. The equations obtained from (7) and (8) by setting (x; y) = (x; y) = 1 only require calculation in the single variable using Q x]]. In this way the totals through 26 nodes were computed (see Table I ). : Each iteration increases by one the power of x to which the approximation is correct. In this way one sees by induction simultaneously for (x; y) and (x; y) that existence and uniqueness are guaranteed through the terms in x n , for n = 0; 1; 2; : : :.
We can now proceed to determine (x; y); (x; y); and R x; (x; y); (x; y)] by combining equations (10) 
We are now in a position to evaluate each term on the right side of (18) 
This is the counting series for unlabeled homeomorphically irreducible 2-connected graphs by number of nodes and edges. To complete the evaluation, treatB = B x; (x; y); (x; y)]
as described in the previous section. That is, with (x; y) and (x; y) as given in (21) and (22), apply (8) to determine corresponding series (x; y) and f(x; y) in iterative fashion. Then (7) can be used to calculateB from (x; y) and f(x; y). In this way homeomorphically irreducible 2-connected graphs were counted by nodes and edges up to 18 nodes (see Table V ) and by nodes alone up to 25 nodes (see Table II ). 
In order to invert (24) we will need counting series (x; y) and (x; y) satisfying D 
(1 + (x; y)) 2 x 2 @B @c 1 x; (x; y); (x; y)] = 1 + y:
To rewrite these relations in terms of the connected graph cycle index sum C (and ultimately, the complete graph cycle index sum K), we use @B 
These latter can be seen directly from the decomposition of an edge-rooted connected graph into an edge-rooted block along with node-rooted connected branches at the nodes of the block (a block is a 2-connected graph). Alternatively, they can be derived from equations (4) and (5) of Section 2 by appropriate di erentiation and simpli cation.
In any case, a third power series (x; y) is needed to proceed with the inversion, such that (a 1 C 0 ) (x; y); (x; y); (x;y)] = x:
Then (40) can be combined with (38) and (41) 
(1 + (x; y)) 2 x 2 @C @c 1 (x; y); (x; y); (x;y)] = 1 + y:
Next, equations (2) and (3) 
To see how (48), (49) and (50) , and likewise on the right for all terms except for (x; y) which comes from the a 1 term of a 1 K 0 . This allows us to solve for the order x 2 terms of (x; y). Similarly, substitution into (49) and (50) with attention to the terms arising from 2 1 b 1 and 2 c 1 will show that the order x terms of (x; y) and (x; y) are also uniquely determined. Since K and its derivatives can be computed term-wise rather than stored, the determination of the series (x; y); (x; y); and (x; y) can be carried out simultaneously in an iterative fashion, with only the currently known initial terms of the series needing to be kept in memory.
In the process of solving (48) - (50) for (x; y) to order n + 1 in powers of x, and for (x; y) and (x; y) to order n, it is no extra e ort to keep track of the series f(x; y) = K (x; y); 1 + (x; y); 1 + (x; y)] which is determined to order n as part of the computation. Then equation To summarize the algorithm for calculating F(x; y); one starts with (48) -(50) to nd (x; y); (x; y); (x; y), and f(x; y); then (7) is applied to determineB(x; y); nextP + (x; y) is found from (51); thenP ? (x; y) can be calculated from (52); nally, F(x; y) is given very simply in (59) in terms ofB(x; y);P + (x; y) andP ? (x; y). In this manner 3-connected graphs were counted by nodes and edges up to 18 nodes (see Table VI ) and by nodes alone up to 25 nodes (see Table III ).
Example and Complexity Analysis
To illustrate the method, we compute B x; y; y] up to order 3. The two sides of formula (8) The analysis of the computation of I(x; y; y) and F(x; y; y) is similar and gives the same time-and space-complexities to within a constant factor.
The enumeration of 2-connected graphs was done on the PDP-11/45 at the University of Newcastle; the other calculations were done on the VAX-11/780 at the University of Western Ontario. The authors wish to thank Dr. Albert Nymeyer and Mr. Jorge Cuervo for their help in writing the programs.
