A model for the pinching of an inviscid liquid column, originally developed by Lee, is considered. We find that Lee's model has a singularity in the curvature at a finite thread radius, and therefore does not describe breakup.
I. INTRODUCTION
Considerable attention has been devoted recently to the breakup of an axisymmetric column of fluid [1] [2] [3] [4] [5] [6] [7] . The breakup is driven by surface tension forces, which reduce the surface area by contracting the fluid thread until its radius goes to zero at a point. As a typical example, we show a drop of water falling from a faucet in Fig.1 [8, 9] .
Close to the point of breakup, the interface looks like a cone attached to a nearly flat interface. This is characteristic for low viscosity fluids, where viscosity is important only in a small region around the point of breakup. Details of the initial conditions or external forces like gravity have little impact on the very localized behavior close to pinch-off. This is because surface tension forces become very strong near pinching, and drive very small amounts of fluid. Thus the very rapid motion close to breakup is separated dynamically from the motion on the scale of the nozzle diameter both in space and time. A proper measure of length and time are the local scales
which only depend on the properties of the fluid. It is below these scales, that surface tension, viscosity, and surface tension are balanced, and a universal pinching solution is observed [2] .
For water, ℓ ν is only about 100Å, and thus experimentally observable features of the flow are always much larger than ℓ ν . It is therefore tempting to conjecture [8] that as long as the minimum radius h min of the liquid bridge is much larger than ℓ ν , the motion is effectively inviscid. This inviscid motion can be analyzed using an argument originally proposed by
Keller and Miksis to study the motion of a fluid wedge [10] . Namely, the time distance ∆t from the point of breakup is the only time scale in the problem, and the only way to combine this with surface tension to form a length scale leads to
for the minimum radius of the fluid thread.
In [11] , using a combination of experiments and numerical simulations, we argue that the scaling (2) breaks down even for h min ≫ ℓ ν . The reason is that a solution characterized by a single length scale (2) is unstable towards the formation of a sharp front on one side of the minimum. For inviscid flow, this leads to a curvature singularity in which the local slope diverges and the curvature goes to zero. The generation of arbitrarily small length scales in the course of this singularity is only restricted by the presence of viscosity, which eventually regularizes the singularity. But this causes viscosity to come into play although h min ≫ ℓ ν .
Our theoretical argument in [11] was based on a simplified one-dimensional description of a liquid thread developed in [12, 9] . An inviscid version of these equations was first proposed by Lee [13] . A numerical simulation of these lubrication equations is superimposed with the experimental picture in Fig. 1 . Evidently, the agreement between simulation and experiment is excellent even in regions of the flow where the interface is very steep. This is not necessarily to be expected, since the assumption of a slow variation of the velocity field in the radial direction, implicit in the derivation of the lubrication equations, is violated. The reason for the success of the one-dimensional description lies in the inclusion of the full curvature term in the driving by surface tension forces. The model thus interpolates between the initial equilibrium state of a hanging drop and the final stages of pinching [2] , both of which are reproduced exactly.
In this paper we focus on the curvature singularity which occurs in the inviscid equations.
By restricting ourselves to the inviscid motion, we will be able to give an analytical description. It is important however that a meaningful result can be obtained only by simulating the equations at finite viscosity, and taking the limit ν → 0. This allows one to come closer and closer to the inviscid singularity. At a small but finite viscosity the pinching of a thread can be seen as the superposition of two different singularities. First, viscous contributions are small, until gradients get large. In the limit of zero viscosity the slope becomes infinite at an inviscid singularity time t c . This curvature singularity is regularized by viscosity, which becomes important in regions where gradients are steepest. After the maximum slope has saturated, the thread eventually pinches at a second singular time t 0 > t c . In between lies a complicated crossover behavior, most aspects of which still remain to be investigated.
We reiterate that we do not expect the behavior of our model to be related to the NavierStokes equation in any asymptotic sense. However, the relevance of our investigation can be summarized as follows:
(i) The inviscid equations, known as Lee's equations, are a popular model for jet breakup.
We show that it in fact Lee's equations do not describe breakup at all, but rather exhibit the curvature singularity at a finite minimum radius.
(ii) In [11] we compiled considerable evidence that the model, asymptotic arguments notwithstanding, describes the experimentally observed steepening of the profile rather well.
(iii) The de-stabilization of the inviscid scaling (2) deserves particular attention, because it is a simple model problem for how simple scaling arguments, based on a single length scale, can fail.
In the next section we introduce the one-dimensional model which forms the basis of our analytical description of the inviscid singularity. We then discuss the numerical scheme capable of dealing with the equations at very low viscosity. This allows us to present conclusive numerical evidence for the existence of an curvature singularity at a time t c > t 0 .
Derivatives of the surface profile and of the velocity diverge like a power law as function of t c − t. In the third section we present an analytical theory of the curvature singularity. The resulting surface profiles agree well with numerical simulations. Recently, Ting and Keller [14] have proposed other possible forms of an inviscid singularity. We explain the breakdown of their solution and discuss the relation to other work. Finally, we discuss our results in the context of the full Euler equation.
II. MODEL AND SIMULATIONS
The main assumption underlying the model of axisymmetric free-surface flow to be considered here is that the fluid motion is directed mostly in the axial direction. This allows to set up an asymptotic expansion [12] in the thread radius, which at leading order gives equations for the radius h(z, t) of the thread and for the velocity v(z, t), which only depend on the axial coordinate z. In what follows we will deal with the model introduced in [9] ,
where the index refers to differentiation with respect to the variable. The fields h(z, t) and v(z, t) have been non-dimensionalized using some fixed length scale L of the problem (like the radius of a nozzle). The length L can be combined with surface tension γ and density ρ to make up a time scale T = (ρL 3 /γ) 1/2 and a velocity scale U = L/T . Every quantity to follow will be non-dimensionalized using these units. Equation (3a) expresses mass conservation for a radially uniform velocity field. Conservation of momentum (3b) not surprisingly has the form of Burgers' equation in the inviscid limit, driven by surface tension forces which are proportional to the mean curvature (cf.
(3c)). Along the same lines of reasoning the equations (3) were guessed by Lee [13] for ν = 0. To derive the form of the viscous term, which is different than the one in Burgers' equation, it is safest to perform a systematic expansion in the radial variable [12] . In fact such an expansion approximates the pressure as
while in (3c) the complete expression for the mean curvature is included.
This step is crucial in developing a model which is useful for numerical simulations, because in the asymptotic form (4) perturbations of arbitrarily short wavelength are linearly unstable. This is seen numerically as the growth of disturbances on the scale of the computational grid. Preventing this by using the complete curvature term (3c) seems a very physical method, since it means that the correct boundary of stability of an infinite cylinder is recovered [9] . Nevertheless, the asymptotic equations are of great theoretical importance for the limit where the radius of the thread goes to zero locally. In this limit the asymptotic equations become exact, as all higher order terms in the Navier-Stokes equation become irrelevant.
Here we will be interested in the opposite limit where h ≫ ℓ ν . We reiterate that in this case gradients get very large, so the asymptotic expansion behind equations (3) breaks down. But since the model still faithfully represents experimental data [11] , we think that our results are of relevance to the physics of the problem. If h is of the order of the fixed outer scale initially, the limit h ≫ ℓ ν will hold for very large Reynolds numbers
In the limit Re ≫ 1 there is a large range of scales where the viscosity can be considered small. The lack of viscous damping makes the equations very sensitive to perturbations, and numerical work quite subtle. Our numerical code has been described in more detail in [11] . It is second order, fully implicit in time, and the spatial discretization is a centered finite difference scheme. To resolve singularities adequately, it is essential to both control the time step and to locally refine the grid in response to the solution. Since we expect high gradients to occur, we checked for points of maximum h z and resolved carefully around it.
The computational grid was smoothed to make sure that the spacing never varied by more than a percent from one grid point to the next, in order to minimize perturbations on the solution. At the end of a typical simulation, the grid spacing varied by 6 orders of magnitude over the computational domain. The time step varied by ten orders of magnitude between the beginning and the end of a computation.
Since we are interested mostly in the behavior of the inviscid equations, it would be tempting to simulate (3) with viscosity put to zero. However, we found that as soon as the motion became sufficiently nonlinear, the inviscid equations developed instabilities on the scale of the grid, which caused the code to break down. This situation could only be improved on by simulating (3) with a very small amount of viscosity. By checking that the value of the viscous term is small compared to all others uniformly in space, and by comparing simulations with increasingly small viscosity, one selects a unique solution which corresponds to the limit ν → 0. This is of course only possible for a finite time interval, where one has not yet come close enough to the inviscid singularity.
We also experimented extensively with other means of regularizing the inviscid equations, for example by using numerical viscosities as in [9] . In the upwind differencing scheme introduced in [9] , the numerical viscosity is proportional to the grid spacing. The hope was to develop a scheme which automatically converges to the inviscid limit as one increases the resolution. Indeed, if the grid is coarse, a numerical viscosity was often sufficient to remove instabilities. But with improved resolution we always found the instabilities to return. Thus keeping a finite viscosity turns out to be the only reliable and at the same time the most physical way of dealing with the instabilities. Before we turn to the inviscid equations, we show the behavior of solutions for decreasing viscosity as illustrated in Fig. 3 , which shows the maximum slope. The initial condition is the same for each run, which is a liquid cylinder whose surface is disturbed slightly.
At both ends the radius and the velocity is held constant. Time is measured relative to the breakup time t 0 , where the radius of the thread goes to zero. For early times, the evolution of the maximum slope is independent of the viscosity, but as gradients increase, the viscosity becomes important and the curves deviate from another. The smaller the viscosity, meaning larger Reynolds number, the sharper the rise in the slope. From the data the inviscid singularity, where the slope diverges, can be estimated to be at t 0 − t ≈ 10 −4 , which is a finite time away from breakup. This implies that both the height and the velocity remain finite at the inviscid singularity. Since gradients have become very steep, the smallest length scale is set by h/h z , which estimates the width of the singular region. On that scale, profiles associated with the pinch singularity hardly vary and can be modeled as a constant "background" field.
Eventually viscosity becomes important in a small region around the point where gradients are large. Its most dramatic effect is to limit the growth of gradients, so that the slope levels off to a constant. This constant increases rapidly with Reynolds number, its value being consistent with the scaling law [11] (h z ) max ∼ Re 1.25 .
We can however not be sure whether this represents the law which is asymptotically valid, since it only refers to two decades of Reynolds number between 50 and 5000. After the slope has saturated, the thread proceeds to pinch, and eventually the radius goes to zero locally.
Here we will only be concerned with the evolution before viscosity becomes important, and which is thus effectively described by the inviscid equations.
We have seen that the inviscid equations develop a singularity in which the local slope becomes infinite. However, there is a possibility that this singularity is an artefact of the way we represent the profile, namely as a function of the axial coordinate. In principle, the profile could overturn without any physical singularity occurring, but the slope going to infinity in the process. In that case the singularity would be an artefact of the way we represent the profile in our model. To make sure this is not the case, we have plotted the maximum pressure gradient p z as well, which is the force driving the fluid motion. To gain further insight into the scaling properties of the singularity, we have chosen a much higher
Reynolds number than in the previous figure. We no longer follow the simulation down to the limit h → 0, but restrict ourselves to times where the viscous term is at most 1% of the others in magnitude. The singular time t c of the curvature singularity is estimated from the blow-up of h z . Figure 4 shows p z as a function of t c − t on logarithmic scales. It is seen that p z soon settles on a power law
This shows that the curvature singularity is governed by power law scaling, which will be investigated in more detail in the next section.
We remark that we are not yet able to resolve a simulation with the extremely high Reynolds number of Fig. 4 completely, i.e. down to scales ℓ ν . This is because as soon as viscosity becomes important, the numerical code has to resolve a wide range of length and time scales, associated with inviscid motion in one part of the solution, and viscous motion in a small boundary layer region. This is the reason that the simulation of Fig.4 , where viscosity only has the function of stabilizing short wavelength noise, can be performed at Re = 5 · 10 9 , while the fully resolved computations of Fig.3 only extend to Re = 4273.
III. INVISCID SIMILARITY SOLUTION
We have seen in the previous section that derivatives grow sharply near the inviscid singularity, while on the other hand the height and the velocity remains finite. This means that the similarity ansatz of [2] has to be generalized to include a "background" height and velocity profile, which is slowly varying on the scale of the singular part. At the same time, the singularity may be moving with some speed V s , which is not necessarily the speed V with which it is convected. Thus one ends up with the similarity form
where
measures the spatial and temporal distance from the singularity, respectively. On the spatial scale on which the inviscid singularity develops, H, V , and V s are approximately constant.
Also, we assumed h(z ′ , t ′ ) and v(z ′ , t ′ ) to have the same scaling exponents, because this automatically balances the terms h z v and v z h in (3a).
For the ansatz (8) to be consistent, one needs α > 0, so in the singular limit t ′ → 0 one is left with the finite height H and velocity V . For the derivatives to blow up, β > α. To see whether (8) solves the model equations (3), we balance the most singular terms in t ′ , deriving equations in the similarity variable
One thus finds from (3a)
We expect the right hand side of (11) to make the dominant contribution, which will be the case if β > 1. This is because then the function f drops out of the equation, and the similarity equations only depend on the derivatives f ′ and g ′ . Thus both f and g are determined only up to constants, which is needed for consistency because our ansatz (8) has a free constant built in.
Consequently, the angular bracket must vanish, giving
which means that up to constants and a difference in amplitude 2(V s − V )/H the profiles of the height and of the velocity are the same.
Turning to (3b) with ν = 0, one finds to leading order
Note that the term on the left corresponds to the highest derivatives in p z as given by (3c).
Balancing the left and the right hand side, one finds the scaling law
Combining (12) and (13), the similarity equation reads
where a = 2(V s − V ) 2 /H. Evidently, the constant a can be eliminated by the transformation
The most general solution of the equation for φ,
Equation (15) can easily be solved using standard [15] tricks. In view of the freedom implied by (17), we choose F (ξ) to have its maximum at ξ = 0, and to have a half-width of 1. Then F is given implicitly by
This function is represented in Fig. 5 as the solid line. It decays to zero like ξ 2/3 at infinity.
In view of the similarity form (8) this ensures that the leading dependence on t ′ drops out far away from the singular point. This is necessary for the solution to match onto the slowly varying background field.
To test the prediction of the theory, we took the same simulation as in Fig. 4 at a time where the slope was h z = 10 4 . We included the profile of h z in Fig. 5 , shifting the maximum to the origin and normalizing its width. It is evident that our analytical theory is fully confirmed by the comparison. The free constants φ 0 , η 0 in (17) and the parameter a in (15) are not determined by the similarity theory. Indeed, we confirmed that they depend on initial conditions and therefore cannot come out of a local theory.
Our next concern is to fix the scaling exponents α and β, whose values are open except for the scaling relation (14) . Unlike other similarity equations [2] , (15) does not depend on the values of the exponents, so α cannot be selected by properties of the similarity equation.
To investigate this problem, we must look at next to leading order terms such as the ones contained in Eq. (11). Correspondingly, there are sub-leading terms in h and v, which have the form
and correspondingly for v(z ′ , t ′ ). Then (3a) becomes to next to leading order:
Since the terms must balance, we get
which are the desired exponents. Note that this conforms with the scaling of the pressure gradient (7), since
Thus both the value of the exponents and the shape of the profiles is in excellent agreement with theory.
IV. DISCUSSION
The solution we found in the previous section is not the only singular solution of the inviscid system (3). Namely, it was observed by Ting and Keller [14] , that a whole family of scaling solutions exist, which are at least asymptotically solutions of (3). They are of the
where α is a free exponent. Note that for α < 1 the radius h goes to zero, so (22) describes pinching of the inviscid equations. If moreover α < 2/3, h z goes to zero near the singularity, and the higher order terms in the pressure (3c) drop out and only the asymptotic form (4) remains. This means that if the scaling functions φ T K , ψ T K are chosen such that (22) is an exact solution of the asymptotic equations
then (22) is in fact an asymptotic pinching solution of the full Euler equation. Ting and
Keller confirmed that for all α < 2/3 solutions φ T K , ψ T K of (23) exist which conform with the boundary condition of stationarity far away from the pinch point.
However,simulations of the model equations (3) show that pinching solutions (22) are not observed. They are unstable against the formation of steep gradients, so that the pressure is eventually dominated by the highest derivatives appearing in it, as in the similarity solution of the previous section. We argued in [11] that the physical mechanism for this instability is similar to the formation of shocks in Burgers' equation: once there is flux across the pinch point, gradients v z are amplified because high-v regions travel faster than low-v regions. In [11] we concentrated on the limiting case α = 2/3, which corresponds to solutions originally proposed by Keller and Miksis [10] . In that case h z is of order one, and all terms in the pressure (3c) balance. Over a limited range of scales, the minimum slope was found [11] to scale according to α = 2/3, but ultimately this solution also formed shocks while the minimum radius was still much greater than ℓ ν .
Although we advanced some intuitive arguments why solutions of the form (22) should be unstable, it would be desirable to perform a more rigorous stability analysis. A major difficulty will be that the inviscid equations have an instability at short wavelengths, for which we found numerical evidence. Hence the solution of interest is one which is selected by taking the limit ν → 0, so one has to treat the full equations. There are more mathematical difficulties in treating the asymptotic equations (23), because even at finite viscosity there is a short wavelength instability of a flat interface. Hence when looking at solutions of (23), even more sophisticated methods of regularizing the equations have to be developed. A possibility would be to consider a pressure
where δ is a small parameter. In the limit of δ → 0 one recovers (23), while for finite δ the equations are stable against perturbations with wavelength λ → 0.
In fact it is easy to see that the local solution (22) of (23) is not globally consistent.
Namely, as shown in [16] , (23) has an infinite sequence of independent conserved quantities of arbitrarily high order in v, the first few of which are
Here E 2 is the usual energy. That means that for any α < 1 an E i of sufficiently high order will go to infinity as t ′ → 0. But this is inconsistent with the conservation property of E i .
Hence higher order terms such as (24) must be present in the equations to destroy the exact conservation property of E i .
Another indication that the limit ν → 0 is far from trivial is given by simulations of the full equations of motion, but under the assumption that the flow is inviscid and irrotational.
In that case [17, 18] the fluid interface turns over at a finite value of the minimum height, so that h(z) is no longer a one-to-one function. This overturning is not associated with a singularity, although at a later time the simulation breaks down due to short-wavelength instabilities [18] . On the other hand, the Navier-Stokes equation at high Reynolds number shows no indication of overturning [19] . This shows that by assuming ν = 0 from the outset, an entirely different solution is selected than the one obtained by simulating the Navier-Stokes equation and later taking the limit ν → 0. The Navier-Stokes simulations are supported by experimental evidence [11] , where the interface would appear perfectly flat after overturning. However, it would be useful to do a more extensive experimental study of this question, by taking pictures from an oblique angle.
Similar issues arise in the study of a vortex sheet whose motion is determined by the Euler equation [20] . Here the short-wavelength instability is removed by filtering out highwavenumber components of the Fourier spectrum [21] . It would be interesting to see whether this is equivalent to adding a small amount of viscosity, which is the physical regularization.
It is not clear that Krasny filtering actually selects the physical solution.
In the second section we have seen that the maximum slope reached during pinching increases sharply with Reynolds number, roughly following the power law (6) . The naive expectation is that the slope saturates as soon as the viscous term is of the same order as the pressure gradient. Using (8) and (21) It is fascinating that even a simple one-dimensional model is capable of such complexity, the key to its understanding lying in the analysis of the singularities. 
