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Interative Tools for Construting and Browsing Struturesfor Movie Films 1 2Riad Hammoud and Roger MohrMOVI-INRIA Rhône-Alpes and GRAVIR-CNRS655 avenue de l'Europe, 38330 Montbonnot Saint Martin, FRANCEriad.hammoudinrialpes.fr8th ACM International Conferene on Multimedia, pages 497-498 (Demo session)November 2000Abstrat: This paper presents a prototype for onstruting, browsing and using struturesfor movie lms based on ontent image analysis only. The goal of the struturing is to failitatethe user's aess to the video ontent (non-linear navigation, et.). Our prototype provides for the\editor user" advaned tools for struturing the video at its low-level (e.g. shots, key-frames) andhigh-level strutures (e.g. groups of objets, senes). Also, it provides for the \end user" exibleinterfaes for browsing and using onstruted video strutures.Against the previous version of this prototype [1℄, we mainly improved the mathing and thelustering of segmented objets. Also, onstruting and browsing the high-level sene struture arenow available.1 Construting struturesFigures 1 and 2 illustrate the system designed for building shots, lusters and senesstrutures. It is developed in C++/Ilog-Views and portable under Unix and Linux. Inthe following, we briey list its main funtionalities. Some modules whih implement thesefuntionalities are not ompletely integrated in the system.I Basi segmentation. The partitioning into shots is done rstly using the dominantmotion approah. The estimated motion is then used to loalize and trak mobile objetswithin shots [2℄ (gure 1 -bottom). The stati objets are manually segmented and traked.I Charaterizing and mathing individual objets. Individual ourrenes oftraked objets are haraterized by three dierent features: global olor histograms, olororrelograms and loal dierential invariants. The mathing proess of individual objetsis performed on eah desriptor separately. A linear fusion of the mathing results isadopted when multiple desriptors are used. The weight of eah desriptor is xed bythe \editor user" whih deides the importane of eah desriptor (for example, for thissequene olors are more disriminant than geometri informations).I Charaterizing of traked objets. Due to the variable appearane of objetsduring traking and the aquisition in poorly onstrained dynami senes, the mathingof individual objets using lassial features gives poor results. In order to inrease therobustness of existing features, we use the Gaussian mixture densities to model the intra-shot variability of eah traked objet [6℄.1This work is supported by Alatel CRC Grant Alatel-Inria No. 198G098.2Demos of this work are available at http://www.inrialpes.fr/movi/people/Hammoud/1
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inter-shots linkFigure 2: System for onstruting video strutures : grouping traked objets into lustersI key-frames extration. A Key-frame is an existing frame whih an represent3
the whole set or a subset of frames of the shot. Usually eah shot is represented by onlythe rst frame. In general shots are dynami, so a single key-frame is not suÆient torepresent eetively the ontent. The modeling of appearanes of a traked objet onsistsin grouping similar views together. An eÆient tehnique is to selet from eah group ofsimilar views the median image as a key-frame (see [5℄).I Senes extration. A video sene is dened as a olletion of semantially relatedand temporally adjaent shots, depiting and onveying a high-level onept or story. Ourapproah to extrat senes is an extension of the method of [3℄. The method onsists rstlyin grouping similar shots, of the same predened temporal window and the same \narrativesequene", into lusters, then exploring the temporal graph of lusters to extrat senes.The temporal relations of Allen (meets, before, ...) are used to onnet the nodes of thegraph. A sene is formed by merging nodes (lusters) of a sub-graph, whih does notontain a temporal relation of type \meets" that an disonnet it into two other sub-graphs. The extension of this method is done at the lustering stage. Three desriptorsare used to math similar shots represented by key-frames: histograms, orrelograms andthe number of similar objets in two ompared shots. On eah desriptor the hierarhiallassiation algorithm is performed where the number of lusters is determined using apredened threshold. Eah one of these desriptors summarizes dierently the ontent ofa shot. So, the obtained lusters by dierent desriptors are not neessarily similar. Adistane that measures the intersetion between two lusters of two dierent desriptors isomputed. Here the goal is to dedue from the three sets of lusters only one set. Basedon this, we onstrut the temporal graph of lusters from whih the senes are extratedas explained previously. The experimental results depit in [4℄ shown the performane ofthis extended method against its original form. The related modules to this funtionalityare in the ourse of being integrated into this system.2 Browsing and using struturesOne the onstruting strutures for a movie lm is ahieved, the \end-user" has the abilityto explore the ontent of the lm in a new way. The luster struture denes in the movielm links between objets. At this level, the end-user liks an objet of interest (ator,ar, ...), jumps to its next or previous ourrene in the lm, plays the orresponding shot,plays the orresponding ation, disovers a related WWW link, et. The sene strutureallows the end user to aess the video doument as a book (with a table of ontents).Eah sene desribes a story or ation of the lm.Figure 3 illustrates the end-user interfae for browsing and navigation in the dierentstruture level of the movie lm. This interfae is developed in Java in order to be usedon dierent user platforms. The next version of this appliation will be aessible on theWorld Wide Web.
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Figure 3: End-user system for browsing video strutures : (top) browsing lusters, (bot-tom) browsing senes. 5
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