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ALGEBRAIC ACTIONS OF THE DISCRETE HEISENBERG GROUP:
EXPANSIVENESS AND HOMOCLINIC POINTS
MARTIN GO¨LL, KLAUS SCHMIDT, AND EVGENY VERBITSKIY
Abstract. We survey some of the known criteria for expansiveness of principal algebraic
actions of countably infinite discrete groups. In the special case of the discrete Heisenberg
group we propose a new approach to this problem based on Allan’s local principle.
Furthermore, we present a first example of an absolutely summable homoclinic point
for a nonexpansive action of the discrete Heisenberg group and use it to construct an
equal-entropy symbolic cover of the system.
1. Introduction
Let Γ be a countably infinite discrete group with integer group ring Z[Γ]. Every g ∈ Z[Γ]
is written as a formal sum g =
∑
γ gγ ·γ, where gγ ∈ Z for every γ ∈ Γ and
∑
γ∈Γ |gγ | <∞.
The set supp(g) = {γ ∈ Γ : gγ 6= 0} is called the support of g. For g =
∑
γ∈Γ gγ · γ ∈ Z[Γ]
we denote by g∗ =
∑
γ∈Γ gγ ·γ
−1 the adjoint of g. The map g 7→ g∗ is an involution on Z[Γ],
i.e., (gh)∗ = h∗g∗ for all g, h ∈ Z[Γ], where the product fg of two elements f =
∑
γ fγ · γ
and g =
∑
γ gγ · γ in Z[Γ] is given by convolution:
fg =
∑
γ,γ′∈Γ
fγgγ′ · γγ
′ =
∑
γ∈Γ
∑
δ∈Γ
fγgγ−1δ · δ .
In view of this it will occasionally be convenient to write f ∗g instead of fg for the product
in Z[Γ].
An algebraic Γ-action is a homomorphism α : Γ −→ Aut(X) from Γ to the group of
(continuous) automorphisms of a compact second countable abelian group X. If α is an
algebraic Γ-action, then αγ ∈ Aut(X) denotes the image of γ ∈ Γ, and αγγ
′
= αγ ◦ αγ
′
for every γ, γ′ ∈ Γ. The action α induces an action of Z[Γ] by group homomorphisms
αf : X −→ X, where αf =
∑
γ∈Γ fγα
γ for every f =
∑
γ∈Γ fγ · γ ∈ Z[Γ]. Clearly, if
f, g ∈ Z[Γ], then αfg = αf ◦ αg.
Let Xˆ be the dual group of the compact abelian group X. For every γ ∈ Γ we denote by
αˆγ the automorphism of Xˆ dual to αγ and observe that αˆγγ
′
= αˆγ
′
◦ αˆγ for all γ, γ′ ∈ Γ.
If αˆf : Xˆ −→ Xˆ is the group homomorphism dual to αf we set f · a = αˆf
∗
a for every
f ∈ Z[Γ] and a ∈ Xˆ . The resulting map (f, a) 7→ f · a from Z[Γ] × Xˆ to Xˆ satisfies that
(fg) · a = f · (g · a) for all f, g ∈ Z[Γ] and turns Xˆ into a module over the group ring Z[Γ].
Conversely, if M is a countable module over Z[Γ], we set X = M̂ and put αˆfa = f∗ · a
for f ∈ Z[Γ] and a ∈ M . The maps αf : M̂ −→ M̂ dual to αˆf , f ∈ Z[Γ], define an action
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of Z[Γ] by homomorphisms of M̂ , which in turn induces an algebraic action α of Γ on
X = M̂ .
The simplest examples of algebraic Γ-actions arise from Z[Γ]-modules of the form M =
Z[Γ]/Z[Γ]f with f ∈ Z[Γ]. Since these actions are determined by principal left ideals of
Z[Γ] they are called principal algebraic Γ-actions. In order to describe these actions more
explicitly we put T = R/Z and define the left and right shift-actions λ and ρ of Γ on TΓ
by setting
(λγx)γ′ = xγ−1γ′ , (ρ
γx)γ′ = xγ′γ , (1.1)
for every γ ∈ Γ and x = (xγ′)γ′∈Γ ∈ T
Γ. The Γ-actions λ and ρ extend to actions of Z[Γ]
on TΓ given by
λf =
∑
γ∈Γ fγλ
γ , ρf =
∑
γ∈Γ fγρ
γ (1.2)
for every f =
∑
γ∈Γ fγ · γ ∈ Z[Γ].
The pairing 〈f, x〉 = e2πi
∑
γ∈Γ fγxγ , f =
∑
γ∈Γ fγ · γ ∈ Z[Γ], x = (xγ) ∈ T
Γ, identifies
Z[Γ] with the dual group T̂Γ of TΓ. We claim that, under this identification,
Xf := ker ρ
f =
{
x ∈ TΓ : ρfx =
∑
γ∈Γ fγρ
γx = 0
}
= (Z[Γ]f)⊥ = ̂Z[Γ]/Z[Γ]f ⊂ Ẑ[Γ] = TΓ.
(1.3)
Indeed,
〈h, ρfx〉 =
〈
h,
∑
γ′∈Γ
fγ′ρ
γ′x
〉
=
∑
γ∈Γ
hγ
∑
γ′∈Γ
fγ′xγγ′
=
∑
γ∈Γ
∑
γ′∈Γ
hγγ′−1fγ′xγ =
∑
γ∈Γ
(hf)γxγ = 〈hf, x〉
for every h ∈ Z[Γ] and x ∈ TΓ, so that x ∈ ker ρf if and only if x ∈ (Z[Γ]f)⊥.
Since the Γ-actions λ and ρ on TΓ commute, the group Xf = ker ρ
f ⊂ TΓ is invariant
under λ, and we denote by αf the restriction of λ to Xf . For convenience of terminology
we introduce the following definition.
Definition 1.1. (Xf , αf ) is the principal algebraic Γ-action defined by f ∈ Z[Γ].
An algebraic action α of a countable group Γ on a compact abelian group X with
identity element 0 = 0X and an invariant metric d is called expansive if there exists an
ε > 0 such that
sup
γ∈Γ
d(αγx, αγy) = sup
γ∈Γ
d
(
αγ(x− y), 0X
)
≥ ε (1.4)
for all distinct x, y ∈ X. According to [8, Theorem 3.2], expansiveness of a principal action
αf , f ∈ Z[Γ], is equivalent to the invertibility of f ∈ Z[Γ] in the larger group algebra
ℓ1(Γ,R). Unfortunately this characterisation of expansiveness does not — in general —
lend itself to an effective ‘algorithmic’ test for expansiveness. Only in special cases, like
for Γ = Zd ([26, Lemma 6.8 and Theorem 6.5 (4)] or, more generally, for every countable
abelian group ([23, Theorem 3.3] in combination with Wiener’s Lemma), one obtains an
easily verifiable criterion to decide if an algebraic dynamical system is expansive or not.
For nonabelian countably infinite groups, checking invertibility of an element f ∈ Z[Γ]
in the corresponding group algebra ℓ1(Γ,R) is far from simple. In this paper we shall
concentrate on the discrete Heisenberg group Γ = H ⊂ SL(3,Z), defined by
H =
{(
1 a b
0 1 c
0 0 1
)
: a, b, c ∈ Z
}
. (1.5)
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The discrete Heisenberg group H is not of type I, since it does not possess an abelian
normal subgroup of finite index (cf. [30]). Therefore, its spectrum, i.e. the space of unitary
equivalence classes of irreducible unitary representations of H, has no nice parametrisation
(it is not a standard Borel space). This and several other pathologies which result from
the fact that H is not of type I are discussed in [12, Chapter 7].
In this paper we discuss several methods to decide whether an element f ∈ Z[H] is
invertible in ℓ1(H,C) or not. In Section 3 we introduce Allan’s local principle, which
can be summarised as follows: in order to study invertibility of an element f in ℓ1(H,R)
we view f as an element of the complexification ℓ1(H,C) of ℓ1(H,R) and project it to its
equivalence classes [f ]∼ in certain quotient spaces ℓ
1(H,C)/∼ of ℓ1(H,C). The invertibility
of f in ℓ1(H,C) (and hence in ℓ1(H,R)) is then equivalent to the invertibility of [f ]∼ in
ℓ1(H,C)/∼ for each of these quotient spaces. We compare this approach with the cocycle
method of [20] described at the end of Section 2.
A second focus of this paper will be on homoclinic points of (Xf , αf ). A point x ∈ Xf
is homoclinic if limγ→∞ α
γ
fx = 0. A homoclinic point x = (xγ) ∈ Xf is summable if∑
γ∈Γ |xγ | < ∞, where |t| denotes the distance from 0 of a point t ∈ T. The summable
homoclinic points play an essential role in proving specification and constructing symbolic
covers of principal algebraic dynamical systems ([19]). If f ∈ Z[Γ] is invertible in ℓ1(Γ,R)
we obtain a summable homoclinic point in Xf by reducing the coordinates of f
−1 ∈
ℓ1(Γ,R) (mod 1) (cf. [19]). However, if f is not invertible, one may still be able to construct
summable homoclinic points by using a multiplier method introduced in [27] for harmonic
polynomials in Z[Zd] and subsequently studied for more general elements in Z[Zd] in [21]
and [22]. The method for this construction can be described as follows: if f ∈ Z[Γ], and
if there exists a fundamental solution w ∈ RΓ of the equation f · w = 1 (where 1 = 1Z[Γ]
stands for the identity element in Z[Γ]) one can try to find a central element g ∈ Z[Γ] such
that the point φ = w · g lies in ℓ1(H,R). By reducing the coordinates of φ (mod 1) one
again obtains a summable homoclinic point in Xf .
In the abelian case this method uses tools from commutative algebra and Fourier
analysis. The nonabelian case under consideration here, where Γ = H, requires some
highly nontrivial combinatorial ideas, even for very elementary examples (like the element
f = 2 − x−1 − y−1 ∈ Z[H], expressed in terms of the usual generators x, y, z of H). It is
worth mentioning that these are the first explicit examples of summable homoclinic points
which have so far been found in the nonabelian and nonexpansive setting. With these sum-
mable homoclinic points we construct coding maps ξ : ℓ∞(H,Z) −→ (Xf , αf ) and state a
specification theorem. Furthermore, we show that the full 2-shift on Γ, i.e. {0, 1}Γ, is an
equal-entropy symbolic cover of (Xf , αf ) for the polynomial f = 2− x
−1 − y−1 ∈ Z[H].
1.1. Notation. In these notes Γ will always denote a countably infinite discrete group
with identity element 1 = 1Γ, and Z[Γ] will stand for the integer group ring over Γ. We
write ℓ∞(Γ,C) ⊂ CΓ for the space of bounded complex-valued maps v = (vγ) on Γ, where
vγ is the value of v at γ, and denote by ‖v‖∞ = supγ∈Γ |vγ | the supremum norm on
ℓ∞(Γ,C). For 1 ≤ p <∞ we set
ℓp(Γ,C) = {v = (vγ) ∈ ℓ
∞(Γ,C) : ‖v‖p =
(∑
γ∈Γ
|vγ |
p
)1/p
<∞} .
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By ℓp(Γ,R) = ℓp(Γ,C)∩RΓ and ℓp(Γ,Z) = ℓp(Γ,C)∩ZΓ we denote the additive subgroups
of real- and integer-valued elements of ℓp(Γ,C), respectively. If 1 ≤ p < ∞ and q = pp−1
(with q = ∞ for p = 1), ℓq(Γ,C) is the dual space of the Banach space ℓp(Γ,C). Hence
every w ∈ ℓq(Γ,C) defines a bounded linear functional on ℓp(Γ,C), which we denote by
v 7→ (v,w) =
∑
γ∈Γ
vγwγ , v ∈ ℓ
p(Γ,C) (1.6)
(where the bar denotes complex conjugation). For 1 ≤ p < ∞, ℓp(Γ,Z) = ℓ1(Γ,Z) is
identified with Z[Γ] by viewing each g =
∑
γ gγ · γ ∈ Z[Γ] as the element (gγ) ∈ ℓ
1(Γ,Z).
The group Γ acts on ℓp(Γ,C) isometrically by left and right translations: for every
v ∈ ℓp(Γ,C) and γ ∈ Γ we denote by λ˜γv and ρ˜γv the elements of ℓp(Γ,C) satisfying
(λ˜γv)γ′ = vγ−1γ′ and (ρ˜
γv)γ′ = vγ′γ , respectively, for every γ
′ ∈ Γ. Note that λ˜γγ
′
= λ˜γ ◦λ˜γ
′
and ρ˜γγ
′
= ρ˜γ ◦ ρ˜γ
′
for every γ, γ′ ∈ Γ.
The Γ-actions λ˜ and ρ˜ extend to actions of ℓ1(Γ,C) on ℓp(Γ,C) which will again be
denoted by λ˜ and ρ˜: for h = (hγ) ∈ ℓ
1(Γ,C) and v ∈ ℓp(Γ,C) we set
λ˜hv =
∑
γ∈Γ
hγ λ˜
γv, ρ˜hv =
∑
γ∈Γ
hγ ρ˜
γv.
These expressions correspond to the usual convolutions
λ˜hv = h ∗ v, ρ˜hv = v ∗ h¯∗,
where h 7→ h∗ is the involution on ℓ1(Γ,C) given by h∗γ = h¯γ−1 , γ ∈ Γ.
If H is a (complex) Hilbert space with inner product 〈·, ·〉 we denote by B(H) the algebra
of bounded linear operators on H and write U(H) ⊂ B(H) for the group of unitary
operators on H, furnished with the strong (or, equivalently, weak) operator topology.
Every unitary representation π : Γ −→ U(H) of Γ can be extended to a representation
π˜ : ℓ1(Γ,C) −→ B(H) of the algebra ℓ1(Γ,C) by setting π˜(h) =
∑
γ∈Γ hγπ(γ) for every
h = (hγ) ∈ ℓ
1(Γ,C). This map is continuous (w.r.t. the strong operator topology on
B(H)) and satisfies that π˜(h)∗ = π˜(h∗) for all h ∈ ℓ1(Γ,C), where π˜(h)∗ is the adjoint
operator of π˜(h). The representation π of Γ (or, equivalently, the representation π˜ of
ℓ1(Γ,C)) is irreducible if it does not admit a nontrivial invariant subspace of H. Clearly,
if π is irreducible, it maps every central element of Γ to a scalar multiple of the identity
operator on H.
1.2. States and representations. A linear map φ : ℓ1(Γ,C) −→ C is a state on ℓ1(Γ,C)
if φ(1ℓ1(Γ,C)) = 1 and φ(h
∗h) ≥ 0 for every h ∈ ℓ1(Γ,C). If π is a unitary representation of
Γ on a Hilbert space H and v ∈ H is a unit vector, then the map
h 7→ φ(h) = 〈π˜(h)v, v〉, h ∈ ℓ1(Γ,C), (1.7)
is a state on ℓ1(Γ,C). Moreover, every state on ℓ1(Γ,C) arises in this way: if φ is a state on
ℓ1(Γ,C), then there exists a cyclic1 unitary representation πφ of Γ on a complex Hilbert
space Hφ with cyclic vector vφ satisfying (1.7). The state φ determines the pair (πφ, vφ)
uniquely up to unitary equivalence: if π′ is a second representation of Γ on a Hilbert space
H′, and if v′ ∈ H′ is a unit vector satisfying (1.7), then there exists a unitary operator
W : Hφ −→ H
′ with Wvφ = v
′ and W ◦ πφ(γ) = π
′(γ) ◦ W for every Γ ∈ Γ. A state
1A unitary representation pi of Γ on a Hilbert space H is cyclic if there exists a vector v ∈ H whose
orbit {pi(γ)v : γ ∈ Γ} spans H; such a vector v is called cyclic.
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φ on ℓ1(Γ,C) is pure if the corresponding representation πφ of Γ (or, equivalently, the
representation π˜φ of ℓ
1(Γ,C)) is irreducible.
Since every bounded linear functional φ : ℓ1(Γ,C) −→ C is of the form (1.6) for some
w ∈ ℓ∞(Γ,C) there exists, for every state φ on ℓ1(Γ,C), an element w ∈ ℓ∞(Γ,C) satisfying
φ(h) = (h,w) =
∑
γ∈Γ
hγwγ (1.8)
for every h ∈ ℓ1(Γ,C). In particular,
w1Γ = 1 and (h
∗h,w) ≥ 0 for every h ∈ ℓ1(Γ,C). (1.9)
We denote by P(Γ) ⊂ ℓ∞(Γ,C) the set of all elements w ∈ ℓ∞(Γ,C) satisfying (1.9). The
elements of P(Γ) are called (normalised) positive definite functions on Γ.
1.3. The Discrete Heisenberg group. A canonical generating set of the discrete Hei-
senberg group H in (1.5) is given by S = {x, x−1, y, y−1}, where
x =
(
1 1 0
0 1 0
0 0 1
)
, y =
(
1 0 0
0 1 1
0 0 1
)
.
The center of H is generated by
z = xyx−1y−1 =
(
1 0 1
0 1 0
0 0 1
)
.
The generators x, y, z satisfy the relations
xz = zx, yz = zy, xkyl = ylxkzkl, k, l ∈ Z. (1.10)
1.4. q-binomial coefficients. The q-binomial coefficients are defined by[
n
k
]
q
=
k−1∏
i=0
1− qn−i
1− qi+1
for all n ∈ N and 0 ≤ k ≤ n. (1.11)
The connection between q-binomial coefficients and the discrete Heisenberg group is ex-
plained by the following fact: if the generators x, y ∈ H fulfil the commutation relation
xy = zyx, then
(x+ y)n =
n∑
k=0
[
n
k
]
q
xkyn−k
where
[n
k
]
q
are q-binomial coefficients with q = z−1. We will refer to this fact as the
q-binomial theorem.
The q-binomial coefficients
[n
k
]
q
are polynomials of degree k(n − k) with nonnegative
integer coefficients. Moreover, they are unimodal, i.e. if
[n
k
]
q
=
∑k(n−k)
i=0 ciq
i, then for
r = ⌈k(n − k)/2⌉ one has
c0 ≤ c1 ≤ c2 ≤ · · · ≤ cr ≥ cr+1 ≥ · · · ≥ ck(n−k)−1 ≥ ck(n−k).
The q-binomial coefficients are symmetric in the sense that
[
n
k
]
q
=
[
n
n−k
]
q
.
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2. Expansive algebraic actions
We recall that an algebraic action α of a countably infinite discrete group Γ on a compact
group X is expansive if it satisfies (1.4) or, equivalently, if there exists a neighbourhood
U of the identity element 0X ∈ X with⋂
γ∈Γ
αγ(U) = {0X}. (2.1)
In this section we discuss characterisations of expansiveness of principal algebraic actions
of a countably infinite discrete group Γ.
Theorem 2.1. Let Γ be a countably infinite discrete group, f ∈ Z[Γ], and let (Xf , αf )
be the principal algebraic Γ-action defined by f (Definition 1.1). The following statements
are equivalent:
(1) The principal algebraic Γ-action αf is expansive;
(2) f is invertible in ℓ1(Γ,R);
(3) K∞(f) := {v ∈ ℓ
∞(Γ,C) : ρ˜fv = v ∗ f∗ = 0} = {0};
(4) The one-sided ideals Z[Γ]f ⊂ Z[Γ] and fZ[Γ] ⊂ Z[Γ] both contain lopsided 2 ele-
ments.
Proof. The equivalence of (1), (2) and (3) was shown in [8, Theorem 3.2]. The equivalence
of (2) and (4) was pointed out to us by Hanfeng Li; we are grateful to him for permitting
us to include the following argument.
If an element g ∈ Z[Γ] is lopsided with dominant coefficient gγ0 we assume for simplicity
that gγ0 > 0 and set h = γ
−1
0 g, where sgn(gγ0) is the sign of gγ0 . Then h1 is the dominant
coefficient of h, h1 = |gγ0 | > 0, and h
′ = 1h1 · h− 1 ∈ ℓ
1(Γ,R) satisfies that ‖h′‖1 < 1 and
h = h1 · (1 + h
′). Hence
h−1 = 1h1 (1 + h
′)−1 = 1h1 ·
(∑
n≥0(−1)
n · h′n
)
∈ ℓ1(Γ,R),
which implies that g−1 = h−1 · γ0 ∈ ℓ
1(Γ,R).
If Z[Γ]f contains a lopsided element hf , then the preceding paragraph shows that there
exists a v ∈ ℓ1(Γ,R) with v ∗ (hf) = (v ∗ h) ∗ f = 1. Hence f has a left inverse in ℓ1(Γ,R),
which implies that f is invertible in ℓ1(Γ,R) (cf. [17, p. 122]). Similarly we see that f is
invertible in ℓ1(Γ,R) whenever the right ideal fZ[Γ] (or, equivalently, the left ideal Z[Γ]f∗)
contains a lopsided element.
Now assume that f is invertible in ℓ1(Γ,R) and set v = f−1. Let q > ‖f‖1 be an integer
and choose an element w ∈ ℓ1(Γ,R) with rational coordinates wγ =
kγ
q , kγ ∈ Z, such that
‖v − w‖1 ≤
1
2q , hence w ∈ Q[Γ]. Then h := qw ∈ Z[Γ] and
|(hf)1Γ − q(v ∗ f)1Γ | = q · |(wf)1Γ − (v ∗ f)1Γ| ≤ q ·
1
2q · ‖f‖1 =
‖f‖1
2 .
Since
q(v ∗ f)γ =
{
q > ‖f‖1 if γ = 1Γ,
0 otherwise,
we obtain that
|(hf)1Γ | >
‖f‖1
2 .
2An element g =
∑
γ gγ · γ ∈ Z[Γ] is lopsided if there exists a γ0 ∈ Γ with |gγ0 | >
∑
γ∈Γr{γ0}
|gγ |. In
this case we call gγ0 the dominant coefficient of g.
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Moreover,∑
γ∈Γ\{eΓ}
|(hf)γ | =
∑
γ∈Γ\{eΓ}
|(hf)γ − q(v ∗ f)γ | ≤
∑
γ∈Γ
|(hf)γ − q(v ∗ f)γ |
=
∑
γ∈Γ
q · |(wf)γ − (v ∗ f)γ | ≤ q · ‖w − v‖1 · ‖f‖1 ≤ q ·
1
2q · ‖f‖1 =
‖f‖1
2 .
Hence, the element hf ∈ Z[Γ]f is lopsided.
Since the invertibility of f in ℓ1(Γ,R) is equivalent to that of f∗, the preceding paragraph
shows that the left ideal Z[Γ]f∗ contains a lopsided element hf∗. Then (hf∗)∗ = fh∗ ∈
fZ[Γ] is again lopsided. This completes the proof of the equivalence of the conditions (2)
and (4). 
We list a few elementary consequences of Theorem 2.1 (cf. also [8] and [9]).
Corollary 2.2. Let Γ be a countably infinite discrete group, f ∈ Z[Γ], and let (Xf , αf ) be
the associated principal algebraic Γ-action.
(1) The following conditions are equivalent.
(a) αf is expansive;
(b) αf∗ is expansive;
(c) The ideal R⊗ (Z[Γ]f) is dense in ℓ1(Γ,R);
(d) K∞(f) = {v ∈ ℓ
∞(Γ,C) : (g, v) = 0 for all g ∈ Z[Γ]f} = {0};
(2) If there exists a w ∈ ℓ∞(Γ,R) such that ρ˜fw = w ∗f∗ = 1Z[Γ], then αf is expansive
if and only if w ∈ ℓ1(Γ,R);
Proof. The equivalence of (a) and (b) in (1) follows from Theorem 2.1 and the fact that f
is invertible in ℓ1(Γ,R) if and only if the same is true for f∗. The conditions (1.c) and (1.d)
are equivalent by the Hahn-Banach Theorem, and both are equivalent to expansiveness
by Theorem 2.1.
If αf is expansive, then both f and f
∗ are invertible in ℓ1(Γ,R) and K∞(f) := {v ∈
ℓ∞(Γ,C) : ρ˜fv = v ∗ f∗ = 0} = {0} by Theorem 2.1. The equation ρ˜fw = w ∗ f∗ = 1Z[Γ]
thus has a unique solution w ∈ ℓ∞(Γ,R). Since v = (f∗)−1 is also a solution of this
equation it follows that w = (f∗)−1 ∈ ℓ1(Γ,R). The reverse implication in (2) is also clear
from Theorem 2.1. 
If the group Γ is nilpotent, the sufficient condition (1.d) of expansiveness in Corollary
2.2 can be weakened.
Theorem 2.3 ([9, Theorem 8.2]). If Γ is a countably infinite nilpotent group and f ∈
Z[Γ], then the principal algebraic action αf is nonexpansive if and only if there exists an
irreducible unitary representation π of Γ on a Hilbert space H and a unit vector v ∈ H
such that π(f)v = 0.
Since the proof of Theorem 2.3 was omitted in [9], we include it for completeness.
Proof. Since Γ is nilpotent, the group algebra ℓ1(Γ,C) is symmetric in the sense that
1+ g∗g is invertible in ℓ1(Γ,C) for every g ∈ ℓ1(Γ,C) and hence for every g ∈ Z[Γ] (cf. [15,
Corollary to Theorem 2]). According to [24, §23.3, p. 313] there exists, for every closed
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left ideal I ⊂ ℓ1(Γ,C), a normalised positive definite function p ∈ ℓ∞(Γ,C) with (h, p) = 0
for every h ∈ I (cf. Subsection 1.2).
If αf is nonexpansive, Corollary 2.2 yields a nonzero element w ∈ ℓ
∞(Γ,C) with
(gf,w) = 0 for every g ∈ Z[Γ], and hence for every g ∈ ℓ1(Γ,C). The closure I = ℓ1(Γ,C)f
is thus a closed left ideal in ℓ1(Γ,C), and the preceding paragraph shows that there ex-
ists a normalised positive definite function p ∈ P(Γ) with φ(hf) := (hf, p) = 0 for every
h ∈ Z[Γ]. If πφ is a cyclic unitary representation of Γ on a Hilbert space Hφ and vφ ∈ H a
cyclic unit vector satisfying φ(h) = (h, p) = 〈π˜φ(h)vφ, vφ〉 for every h ∈ ℓ
1(Γ,C) (cf. (1.7)
– (1.9)), then we obtain that
〈π˜φ(f)vφ, π˜φ(g)vφ〉 = 〈π˜φ(g)
∗π˜φ(f)vφ, vφ〉 = 〈π˜φ(g
∗f)vφ, vφ〉 = 0
for every g ∈ Z[Γ]. Since vφ is cyclic for πφ it follows that π˜φ(f)vφ = 0. By decomposing
the representation πφ into irreducibles we have proved that nonexpansiveness of αf implies
the existence of an irreducible unitary representation π of Γ on a Hilbert space H and of
a unit vector v ∈ H with π˜(f)v = 0.
The reverse implication is obvious: if there exists a unitary representation π of Γ on
a Hilbert space H and a unit vector v ∈ H with π˜(f)v = 0, then the equations (1.7) –
(1.9) define a normalised positive definite element w ∈ ℓ∞(Γ,C) with (g,w) = 0 for every
g ∈ Z[Γ]f (cf. Corollary 2.2 (1)). 
We illustrate Theorem 2.3 with two examples.
Example 2.4 ([26, Theorem 6.5]). Put Γ = Zd and identify Z[Zd] with the ring Rd =
Z[u±11 , . . . , u
±1
d ] of Laurent polynomials in d variables with integral coefficients by viewing
every f =
∑
n∈Zd fn · n ∈ Z[Z
d] as the Laurent polynomial
∑
n∈Zd fnu
n ∈ Rd with
un = un11 · · · u
nd
d for every n = (n1, . . . , nd). Denote by
V(f) = {(z1, . . . , zd) ∈ (C
×)d : f(z1, . . . , zd) = 0},
U(f) = {(z1, . . . , zd) ∈ V(f) : |z1| = · · · = |zd| = 1}.
the complex and unitary varieties of f . Then αf is expansive if and only if U(f) = ∅.
Note that this condition is equivalent to saying that there is no irreducible (and hence
one-dimensional) unitary representation π of Zd on the Hilbert space H = C satisfying
that π˜(f)1 = 0.
Example 2.5 ([9, Lemma 8.3]). Let Γ be nilpotent, and let f ∈ Z[Γ] have the properties
that 0 < f1Γ =
∑
γ∈Γr{1Γ}
|fγ |, and that supp(f) = {γ ∈ Γ : fγ 6= 0} generates Γ. Then αf
is nonexpansive if and only if there exists a homomorphism χ : Γ −→ S = {c ∈ C : |c| = 1}
with χ(γ) = −sgn(fγ) for every γ in supp(f)r {1H}, where sgn(fγ) is the sign of fγ.
Indeed, if αf is nonexpansive, then Theorem 2.3 implies the existence of a unitary
representation π of Γ on a Hilbert space H and of a unit vector v ∈ H with π˜(f)v = 0. In
view of the special form of f this means that v =
∑
γ∈Γr{1Γ}
−(fγ/f1Γ)π(γ)v. Since the
unit ball in a Hilbert space is strictly convex, it follows that π(γ)v = −sgn(fγ)v for every
γ ∈ supp(f)r {1H}.
As the one-dimensional subspace V = {tv : t ∈ C} ⊂ H is invariant under π, there
exists a group homomorphism χ : Γ −→ S with π(γ)v = χ(γ)v for every γ ∈ Γ and χ˜(f) :=
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γ∈Γ fγχ(γ) = 0. The latter condition is equivalent to saying that χ(γ) = −sgn(fγ) for
every γ ∈ supp(f)r {1H}.
Conversely, if there exists a homomorphism χ : Γ −→ S with χ˜(f) = 0, then αf is
nonexpansive by Theorem 2.3.
Note that every homomorphism χ : Γ −→ S satisfies that χ ≡ 1 on [Γ,Γ], the commu-
tator subgroup of Γ. If Γ = H, the discrete Heisenberg group in Subsection 1.3 with the
generators x, y, z defined there, then [Γ,Γ] = {zn : n ∈ Z}.
To illustrate this result we consider any polynomial f ∈ Z[H] of the form f = |a|+ |b|+
|c|+ a · x+ b · y + c · z = (|a|+ |b|+ |c|) · 1H + a · x+ b · y + c · z with ab 6= 0. Then αf is
expansive and if only if c > 0 ([9, Example 8.4]).
2.1. Expansiveness of actions of the discrete Heisenberg group. In [20] the ques-
tion was raised whether there is an effective characterisation of expansiveness for principal
algebraic actions of a nonabelian group Γ. A natural first step in trying to answer this
question is to look at nilpotent groups, with the discrete Heisenberg group H in Subsection
1.3 as the primary example.
Assume therefore that Γ = H, and denote by x, y, z ∈ H the three noncommuting
variables defined in Subsection 1.3. We write a typical element xk1yk2zk3 ∈ H as [k1, k2, k3].
Then the H-actions λ˜ and ρ˜ on ℓ∞(H,C) in Subsection 1.1 take the form
(λ˜[m1,m2,m3]w)[n1,n2,n3] = w[n1−m1,n2−m2,n3−m3−m1m2+m2n1],
(ρ˜[m1,m2,m3]w)[n1,n2,n3] = w[n1+m1,n2+m2,n3+m3−m1n2]
(2.2)
for every w ∈ ℓ∞(H,C) and [m1,m2,m3], [n1, n2, n3] ∈ H, and every f ∈ Z[H] is written
as
f =
∑
(k1,k2,k3)∈Z3
f(k1,k2,k3)[k1, k2, k3] (2.3)
with f(k1,k2,k3) = 0 for all but finitely many (k1, k2, k3) ∈ Z
3.
A ‘cocycle’ method for analysing the expansiveness of αf for certain elements f ∈ Z[H]
was proposed in [20]. We mention this method, since it provides us in some special cases
with a verification of the approach developed in the next section.
Although the cocycle approach from [20] works for much more general f ∈ Z[H], it
seems to be particularly useful for elements f ∈ Z[H] which are ‘linear’ in either of the
variables x or in y.
To be more specific, assume that f ∈ Z[H] is of the form
f = g1y + g0 (2.4)
with gi ∈ Z[x
±1, z±1] ∼= R2 and
U(g0) = U(g1) = ∅. (2.5)
Condition (2.5) is equivalent to assuming that the principal algebraic Z2-actions defined
by the Laurent polynomials g0 and g1 are expansive. Under these assumptions one has the
following characterisation of expansiveness for αf .
Theorem 2.6 ([20]). Let f ∈ Z[H] be of the form (2.4) – (2.5). For every θ ∈ S we define
a continuous map φθ : S −→ R by
φθ(ξ) = log
∣∣g0(ξ,θ)
g1(ξ,θ)
∣∣. (2.6)
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Then αf is nonexpansive if and only if at least one of the following conditions is satisfied.
(1) There exists a θ ∈ S such that
∫
φθ dλ = 0, where λ is the normalised Lebesgue
measure on S;
(2) There exist a p ≥ 1 and a p-th root of unity θ ∈ S such that
∑p−1
j=0 φθ(ξθ
j) = 0 for
some ξ ∈ S.
Remark 2.7. Theorem 2.6 has the following equivalent formulation. If f ∈ Z[H] is of the
form (2.4) – (2.5), then αf is nonexpansive if and only if there exists a θ ∈ S such that∫
φθ dν = 0 for some probability measure ν on S which is invariant and ergodic under the
rotation Rθ : ξ 7→ ξθ, ξ ∈ S.
Corollary 2.8. Let f ∈ Z[H] be of the form (2.4) – (2.5). If∫∫ (
log |g0(ξ, θ)| − log |g1(ξ, θ)|
)
dλ(ξ) dλ(θ) = 0
then αf is nonexpansive.
Corollary 2.9. Let f˜ ∈ Z[H] be of the form f˜ = xg˜1 + g˜0 with g˜i ∈ Z[y
±1, z±1] ∼= R2 and
U(g˜0) = U(g˜1) = ∅. If φ˜θ : S −→ R is defined by φ˜θ(η) = log
∣∣ g˜0(η,θ)
g˜1(η,θ)
∣∣ for every θ, η ∈ S,
then αf˜ is nonexpansive if and only if φ˜θ satisfies the condition in Remark 2.7.
Even if f does not satisfy (2.5), the method of Theorem 2.6 may still be useful for
proving nonexpansiveness of αf . We have the following corollary of the proof of Theorem
2.6.
Corollary 2.10. Assume that f ∈ Z[H] is of the form (2.4), and that there exist a
θ ∈ S and a probability measure ν on S which is invariant and ergodic under the rotation
Rθ : S −→ S, such that the following conditions hold:
(1) g0(ξ, θ)g1(ξ, θ) 6= 0 for every ξ ∈ supp(ν) (the support of ν);
(2)
∫
φθ dν = 0, where φθ is given by (2.6).
Then αf is nonexpansive.
The analogous statement holds in the setting of Corollary 2.9.
The proofs of Theorem 2.6 and Corollary 2.9, taken from [20], are included for conve-
nience of the readers.
Proof of Theorem 2.6. For every θ ∈ S we define ψθ : S −→ R by
ψθ(ξ) = log
∣∣ g0(ξ,θ)
g1(ξθ−1,θ)
∣∣
and consider the map cθ : Z× S −→ R given by
cθ(n, ξ) =

∑n−1
k=0 ψθ(ξθ
−k) for n ≥ 1,
0 for n = 0
−cθ(−n, ξθ
−n) for n < 0,
(2.7)
which satisfies the cocycle equation
cθ(m, ξθ
−n) + cθ(n, ξ) = cθ(m+ n, ξ) (2.8)
for all m,n ∈ Z and ξ ∈ S.
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Suppose that αf is nonexpansive. By Theorem 2.1 (3), the λ˜-invariant subspace K∞(f)
= {v ∈ ℓ∞(H,C) : ρ˜fv = 0} is nonzero. By restricting λ˜ to the abelian subgroup ∆ =
{xkzl : (k, l) ∈ Z2} ⊂ H we can apply the argument in [26, Lemma 6.8] to see that K∞(f)
contains a one-dimensional subspace V which is invariant under the restriction of λ˜ to ∆.
In other words, there exist a v ∈ K∞(f) and elements ζ, θ ∈ S with v1H = 1, λ˜
xv = ζ−1v,
and λ˜zv = θ−1v. Equation (2.2) shows that there exists an element c ∈ ℓ∞(Z,R) such that
c0 = 1 and
v[k1,k2,k3] = ck2ζ
k1θk3
for every [k1, k2, k3] ∈ H. Furthermore, if h ∈ Z[x
±1, z±1] ⊂ Z[H], then
(ρ˜hv)[k1,k2,k3] = h(ζθ
−k2 , θ)v[k1,k2,k3] = ck2h(ζθ
−k2 , θ)ζk1θk3
for all [k1, k2, k3] ∈ H. Since
(ρ˜y
k
v)[k1,k2,k3] = v[k1,k2+k,k3]
for every k ∈ Z, our hypothesis that v ∈ K∞(f) yields that
ckg0(ζθ
−k, θ) + ck+1g1(ζθ
−k−1, θ) = 0 for every k ∈ Z.
Hence
v[k1,k2,k3] = (−1)
k2ecθ(k2,ζ)ζk1θk3 (2.9)
for every (k1, k2, k3) ∈ Z
3. Since v ∈ ℓ∞(H,R), there exists a constant C ≥ 0 such that
cθ(n, ζ) ≤ C (2.10)
for every n ∈ Z.
If θp = 1 for some p ≥ 1, and if a = cθ(p, ζ) =
∑p−1
j=0 ψθ(ζθ
−j), then cθ(kp, ζ) = ka for
every k ∈ Z. As cθ(n, ζ) ≤ C for every n ∈ Z we obtain that a = 0. Since
0 =
p−1∑
j=0
ψθ(ζθ
−j) =
p−1∑
j=0
log
∣∣ g0(ζθ−j ,θ)
g1(ζθ−j−1,θ)
∣∣ = p−1∑
j=0
log
∣∣ g0(ζθ−j ,θ)
g1(ζθ−j ,θ)
∣∣ = p−1∑
j=0
φθ(ζθ
−j) =
p−1∑
j=0
φθ(ζθ
j),
this proves (2).
Now suppose that θ in (2.9) – (2.10) is not a root of unity. We write ξ 7→ Rθξ = ξθ for
the rotation by θ on S. Since Rθ is uniquely ergodic, the ergodic averages
1
n
∑n−1
j=0 ψθ ·◦R
−j
θ
converge uniformly to
∫
ψθ dλ. If
∫
ψθ dλ 6= 0 it follows that either limn→∞ cθ(n, ξ) =∞ or
limn→−∞ cθ(n, ξ) = ∞ uniformly in ξ, in violation of (2.10). This implies that
∫
φθ dλ =∫
ψθ dλ = 0 and proves (1) in this special case.
Conversely, assume that θ is not a root of unity and that
∫
φθ dλ =
∫
ψθ dλ = 0. If the
cocycle cθ is a coboundary, i.e., if there exists a continuous function b : S −→ R such that
ψθ(ξ) = b(ξθ
−1)− b(ξ) for every ξ ∈ S, then there obviously exists a constant C ≥ 0 with
|cθ(n, ζ)| < C for every n ∈ Z and every ζ ∈ S. The element v defined by (2.9) is thus
bounded for every ζ ∈ S. Since it also lies in K∞(f), αf is nonexpansive.
If cθ is not a coboundary, we set Y = S× R and define a skew-product transformation
S : Y −→ Y by setting S(ξ, t) = (ξθ−1, t+ψθ(ξ)) and hence S
m(ξ, t) = (ξθ−m, t+cθ(m, ξ))
for every m ∈ Z and (ξ, t) ∈ Y . Since cθ is not a coboundary, but
∫
ψθ dλ = 0, the
homeomorphism S is topologically transitive by [13, Theorems 14.11 and 14.13] or [3,
Theorems 1 and 2]. By [4, p. 38 f.] there exists a point ξ ∈ S such that the entire S-orbit of
(ξ, 0) is bounded above in the sense that there exists a constant C ≥ 0 with cθ(n, ζ) ≤ C
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for every n ∈ Z. Again we conclude that the point v in (2.9) lies in K∞(f) and that αf is
therefore not expansive.
Finally, if
∫
φθ dλ =
∫
ψθ dλ = 0 for some p-th root of unity θ, then the mean value
theorem allows us to find a ζ ∈ S with cθ(p, ζ) = 0. Then (ζ, θ) satisfies (2), so that αf is
nonexpansive. This completes the proof of the theorem. 
Proof of Corollary 2.9. Consider the group automorphism τ : H −→ H satisfying τ(x) =
y, τ(y) = x, and τ(z) = z−1. An element f ∈ Z[H] satisfies the conditions (2.4) – (2.5)
in Theorem 2.6 if and only if f˜ := f ◦ τ satisfies the hypotheses of Corollary 2.9. For
every x ∈ Xf we define x˜ ∈ T
H by x˜γ = xτ(γ), γ ∈ H. The map x 7→ x˜ sends Xf to Xf˜
and intertwines the algebraic H-actions αf and α˜f˜ , defined by α˜
γ
f˜
= α
τ(γ)
f˜
. Then αf is
expansive if and only if the same is true for αf˜ (or, equivalently, for α˜f˜ ), and f satisfies
the condition in Remark 2.7 if and only if f˜ does. 
The method of Theorem 2.6 could — in principle — be applied to an arbitrary nonzero
f ∈ Z[H]. If
f = gN (x, z)y
N + gN−1(x, z)y
N−1 + . . .+ g1(x, z)y + g0(x, z)
with U(g0) = U(gN ) = ∅, then one can consider one-dimensional subspaces V ⊂ K∞(f)
which are invariant under the restriction of λ˜ to the subgroup ∆ ⊂ Γ generated by x and
z, and express the growth rate of a nonzero element v ∈ V in terms of a cocycle Mθ(n, ξ),
which is a product of N×N matrices with polynomial entries in ξ and θ. However, matrix
cocycles are considerably more difficult to analyse than scalar cocycles, so that this idea
has not yet led to any significant progress for higher degree polynomials in y.
3. Allan’s local principle
In this section we introduce Allan’s local principle and use it to find an algebraic char-
acterisation of invertibility of elements Z[H] in the group algebra ℓ1(H,C).
3.1. General theory. Suppose that A is a unital Banach algebra with nontrivial center
C(A) :=
{
c ∈ A : cb = bc for all b ∈ A
}
.
For every Banach subalgebra C ⊂ C(A) we denote by MC the space of maximal ideals
of C, equipped with its usual (compact) topology. For every ideal m ∈ MC we denote by
Jm the smallest closed two-sided ideal of A containing m and consider the quotient map
Φm : A −→ A/Jm defined by Φm(a) = [a]m := a + Jm for a ∈ A. The quotient algebra
A/Jm is a unital Banach algebra with the norm
‖[a]m‖ = inf
b∈Jm
‖a+ b‖A, a ∈ A,
where ‖ · ‖A is the norm on A.
Theorem 3.1 (Allan’s local principle [1]). Let A be a unital Banach algebra, and let
C ⊂ A be a closed central subalgebra which contains the identity element 1 = 1A of A.
An element a ∈ A is invertible in A if and only if Φm(a) is invertible in A/Jm for every
m ∈MC.
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We refer to [25, Proposition 2.2.1] for a modern treatment of localisation methods and
for a complete proof of Theorem 3.1.
Sketch of proof. If a ∈ A is left (or right) invertible in A, then Φm(a) is obviously left
(resp. right) invertible in A/Jm for every m ∈MC .
For the opposite direction one can argue by contradiction. Assume that Φm(a) is left
invertible in A/Jm for every m ∈ MC , but that a is not invertible in A. Let M be a
maximal left ideal containing the proper left ideal {ba : b ∈ A}, and let m = M ∩ C,
which is a maximal ideal of C. Since
∑n
k=1 akmkbk =
∑n
k=1 akbkmk ∈ M for ak, bk ∈ A
and mk ∈ m ⊂ C, we conclude that Jm ⊂M.
By assumption, Φm(a) is left invertible in A/Jm, i.e., there exists an element b ∈ A
with ba− 1 ∈ Jm. We now have a violation of the fact that M is a maximal left ideal: by
definition of M, ba ∈ M; on the other hand, ba− 1 ∈ M and hence 1 ∈ M. 
3.2. The commutative case. In the commutative setting Allan’s local principle reduces
to a familiar criterion for invertibility. We reformulate the following well-known result from
commutative Gelfand’s theory in terms of Allan’s local principle:
Corollary 3.2. Let C be a unital commutative Banach algebra. An element a ∈ C is
invertible in C if and only if a /∈ m for all m ∈MC.
Since C is commutative we obtain the following simplifications: C = C(C), Jm = m and
C/m ≃ C for every m ∈MC by the theorem of Gelfand-Mazur ([25, Corollary 1.2.11]). An
element a ∈ C is invertible in C if and only if
Φm(a) = a+m 6= m = Φm(0)
for all maximal ideals m ∈ MC . Since the set {Φm : m ∈ MC} coincides with the set of
multiplicative linear functionals from C to C, Allan’s local principle just says that a ∈ C is
invertible if and only if there is no multiplicative functional vanishing at a. In particular,
if C = ℓ1(Zd,C), then a ∈ ℓ1(Zd,C) is invertible if and only if the Fourier-transform of a
does not vanish on Sd.
3.3. The group algebra ℓ1(H,C). Next we use Allan’s local principle for characterising
invertibility for elements f ∈ ℓ1(H,C). The center C(H) of the Heisenberg group is gener-
ated by z and is isomorphic to the abelian group (Z,+). The space of maximal ideals of
C(ℓ1(H,C)) = ℓ1(C(H),C) is thus homeomorphic to Ẑ ∼= S = {θ ∈ C : |θ| = 1} (cf. [12]),
where the maximal ideal corresponding to θ ∈ S is given by
mθ :=
{
f ∈ ℓ1(Z,C) : fˆ(θ−1) =
∑
n∈Z
fnθ
n = 0
}
.
Before we state the main result of this section we have to determine the explicit form
of the ideal Jθ corresponding to mθ. Let us assume for the moment that A is a unital
Banach algebra with a central C∗-subalgebra C. We know from [25, Proposition 2.2.5] that
for any m ∈MC , the two-sided closed ideal Jm containing m is of the form
{ca : a ∈ A and c ∈ m} . (3.1)
Unfortunately, ℓ1(H,C) does not possess a central C∗-subalgebra and we cannot expect
Jθ to be of the simple form of (3.1).
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We write a typical element f ∈ ℓ1(H,C) as
f =
∑
(k,l,m)∈Z3
f(k,l,m)x
kylzm .
Fix θ ∈ S. Let Jθ be the subset of ℓ
1(H,C) which consists of all elements f ∈ ℓ1(H,C)
such that ∑
(k,l,m)∈Z3
f(k,l,m)x
kylθm = 0ℓ1(Z2,C) .
Equivalently, Jθ is the set of ℓ
1-summable formal series of the form∑
(k,l)∈Z2
f(k,l)(z)x
kyl ,
where f(k,l)(z) ∈ mθ. The set Jθ is a two-sided ideal since for all f ∈ ℓ
1(H,C) and h ∈ Jθ
the convolutions
f · h =
∑
γ∈H
fγγ
∑
γ′∈H
h′γγ
′ and h · f =
∑
γ∈H
hγγ
∑
γ′∈H
f ′γγ
′
are just (infinite) linear combinations of elements in Jθ.
Lemma 3.3. The set Jθ is a closed subset of ℓ
1(H,C).
Proof. Let f ∈ ℓ1(H,C) be an element in the closure of Jθ and (f
(n)) any sequence such
that each term f (n) ∈ Jθ and limn→∞ f
(n) = f with respect to the ℓ1-norm. We will show
that fk,l(z) lies in mθ for all (k, l) ∈ Z
2 and hence that Jθ is closed.
The convergence with respect to the ℓ1-norm implies the convergence of (f
(n)
(k,l)(z)) to
fk,l(z) in ℓ
1(Z,C), because
‖f
(n)
(k,l)(z)− f(k,l)(z)‖ℓ1(Z,C) ≤ ‖f
(n) − f‖ℓ1(H,C) .
The terms f
(n)
(k,l)(z) are elements in mθ, for all n ∈ N, by the definition of Jθ. Since mθ is
a closed ideal in ℓ1(Z,C), we can conclude that fk,l(z) ∈ mθ. 
Moreover, every element in the closed two-sided ideal Jθ can be approximated by finite
linear combinations of elements in mθ · ℓ
1(H,C). Therefore, Jθ is the smallest closed two-
sided ideal which contains mθ.
We note the following corollary of Allan’s local principle.
Corollary 3.4. An element a ∈ A = ℓ1(H,C) is invertible if and only if there exists, for
every θ ∈ S = MC(A), an element bθ ∈ A, such that
(a+ Jθ) · (bθ + Jθ) = (1 + Jθ)
or, equivalently, if (abθ − 1) ∈ Jθ or 1 ∈ a · A+ Jθ.
We use the following notation for the quotient norm on A/Jθ:
‖a‖θ := inf
b∈Jθ
‖a+ b‖1. (3.2)
For θ = 1, ‖a‖θ is not necessarily equal to the ℓ
1-norm of a for a ∈ ℓ1(H,C). Hence we
write ‖ · ‖θ=1 for the quotient norm on A/J1 to avoid confusion.
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3.4. Examples. In this subsection we apply Allan’s local principle to certain elements
f ∈ Z[H] and compare its effectiveness with that of other conditions for (non)invertibility
of f in ℓ1(H,C) (and hence for (non)expansiveness of αf ) in the Theorems 2.3 or 2.6.
Before we start our discussion of concrete examples we recall the following elementary
lemma:
Lemma 3.5. Let A be a unital Banach algebra, and let a ∈ A with ‖a‖ < 1. Then 1− a
is invertible in A.
Example 3.6. Let f = 3 + x+ y + z.
(1) This example was studied in [9, Example 8.4], where it was shown that αf is
expansive. In Example 2.5 we saw that expansiveness of αf is equivalent to showing
that π˜(f) has trivial kernel for every irreducible unitary representation π of H, and
that the latter condition only has to verified for all one-dimensional representations
of H. Since χ˜(f) =
∑
γ∈H fγχ(γ) 6= 0 for every homomorphism χ : H −→ S we
obtain that αf is indeed expansive.
(2) In Subsection 5.3 in the Appendix we will check explicitly that
w =
∞∑
M=0
(−1)M (x+ y)M ((3 + z)−1)M+1
lies in ℓ1(H,R) and is the inverse of f . Compared to the other approaches this
method is rather complicated and needs nontrivial combinatorial results.
(3) Let us now establish expansiveness of αf by applying Allan’s local principle, using
the notation of Corollary 3.4 with A = ℓ1(H,C). Consider θ ∈ Sr{−1}, and let
Φθ : A → A/Jθ be the corresponding factor mapping. Clearly,
Φθ(3 + x+ y + z) = Φθ(3 + θ + x+ y).
The invertibility of Φθ(3 + θ + x + y) in A/Jθ follows immediately from Lemma
3.5, since
‖3 + θ‖θ = |3 + θ| > 2 ≥ ‖x+ y‖θ.
For θ = −1, Lemma 3.5 does not apply directly, and this case has to be treated
separately. Let us show that Φ−1(3+x+y+z) is invertible as well. Indeed, 3+x+y
is invertible in A by Lemma 3.5, and
Φ−1(3 + x+ y + z) = Φ−1(3 + x+ y − 1)
= Φ−1((3 + x+ y)(1− (3 + x+ y)
−1)).
In the notation of (1.11), Φ−1(3 + x+ y) has an inverse with norm
‖(3 + x+ y)−1‖−1 =
∥∥∥∥13
∞∑
n=0
1
3n
(−1)n(x+ y)n
∥∥∥∥
−1
≤
1
3
∞∑
n=0
1
3n
∥∥(x+ y)n∥∥
−1
<
1
3
∞∑
n=0
1
3n
∥∥(x+ y)n∥∥
1
(3.3)
≤
1
3
∞∑
n=0
(
2
3
)n
= 1
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We can thus apply Lemma 3.5 in the quotient Banach algebra A/J−1, furnished
with the norm (3.2). One can easily see that the inequalities hold by comparing
the term
‖(x+ y)2‖−1 = ‖(x
2 + xy + yx+ y2)‖−1 = ‖(x
2 + y2)‖−1 = 2
with the term ‖(x+ y)2‖1 = 4 which appear in the inequality (3.3).
(4) The cocycle approach of Theorem 2.6 again provides the easiest method to establish
expansiveness: For every (ξ, θ) ∈ S2 we put gθ(ξ) = log(3+ξ+θ). Then
∫
gθ(ξ) dν(ξ)
6= 0 for every probability measure ν on S which is invariant and ergodic under the
rotation Rθ : S −→ S. By Remark 2.7 this proves that αf is expansive.
Example 3.7. Let f = 3 + x+ y − z = 3 · 1H + x+ y − z.
(1) In [9] it was shown that αf is nonexpansive (see Example 2.5).
(2) The formal inverse
w =
∞∑
M=0
(−1)M (x+ y)M ((3− z)−1)M+1
of f lies in ℓ∞(H,C). Since there is no alternating sign in the expansion of (3−z)−1,
w cannot be summable, and so we conclude that f is not invertible by Corollary
2.2 (2).
(3) For the application of Allan’s local principle the discussion is almost identical to
that of Example 3.6 (3), except that the roles of +1 and −1 are interchanged. For
θ = 1 the analysis reduces to the abelian case, since Φ1(A) is abelian. Here the
Fourier transformation of 2 + x + y vanishes on S2, i.e., 2 + e2πis + e2πit = 0 for
s = t = 1/2. Therefore, Φ1(3 + x+ y − z) is not invertible.
(4) The cocycle approach: put gθ(ξ) = log(3 + ξ − θ), set θ = 1, and denote by ν the
probability measure on S concentrated on ξ = −1. Then
∫
g1dν = 0, and αf is
nonexpansive by Remark 2.7.
Example 3.8. Consider polynomials of the form f = |a|+ |b|+ |c|+a ·x+b ·y+c ·z ∈ Z[H]
(cf. Example 2.5).
(1) If c = 0 and |a| + |b| 6= 0, then αf is nonexpansive either by Theorem 2.6 or by
Corollary 2.8. If c 6= 0, but a = b = 0, then αf is clearly nonexpansive. If c 6= 0,
ab = 0, but |a|+ |b| > 0, then αf is again nonexpansive either by Theorem 2.6 or
by Corollary 2.8.
(2) If c 6= 0 and ab 6= 0, we can use Theorem 2.6 to show that f is invertible if and
only if c > 0 (cf. [9, Example 8.4] and Example 2.5).
(3) Now suppose that c > 0, ab 6= 0, and |a|+ |b| > 2. We apply Allan’s local principle
to show expansiveness.
For θ ∈ Sr{−1}, Lemma 3.5 shows that Φθ(f) is invertible. For θ = −1 we set
A := |a|+ |b|+ sign(a) · x+ sign(b) · y and B := (a− sign(a)) · x+ (b− sign(b)) · y,
and write Φ−1(f) = Φ−1(A+B) as
Φ−1(|a|+ |b|+ a · x+ b · y) = Φ−1
(
A(1 +A−1B)
)
. (3.4)
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Clearly, Φ−1(A) is invertible and we have the norm-estimate
‖A−1‖−1 ≤
∥∥∥∥ 1|a|+ |b|
∞∑
n=0
1
(|a|+ |b|)n
n∑
k=0
[
n
k
]
χ−1
xkyn−k
∥∥∥∥
−1
<
1
|a|+ |b|
∞∑
n=0
2n
(|a|+ |b|)n
=
1
|a|+ |b| − 2
.
(3.5)
Furthermore,
‖B‖−1 ≤ |a|+ |b| − 2
and one can apply Lemma 3.5, which completes the proof that f is invertible in
A = ℓ1(H,C).
Example 3.9. The arguments used in Example 3.8 (3) can be applied to more general
f ∈ Z[H] with f1h =
∑
1H 6=γ∈H
|fγ |.
(1) Set f = 4+x+y+x−1+z. Again we can use Lemma 3.5 for all θ 6= −1. For θ = −1
we use the same method as in (3.4) and (3.5). First we write 3 + x + y + x−1 as
(3+x+y)(1+(3+x+y)−1x−1). Since 3+x+y is invertible and the quotient-norm of
the inverse is smaller than 1 we can use Lemma 3.5 to conclude that 3+x+y+x−1
is invertible. The same argument can be used to show that 5+x+y+x−1+y−1+z
is invertible.
(2) Let f = 3+x2+y+z2, which is just a slight modification of the previous example.
Again we can verify that Φθ(f) is invertible for θ ∈ Sr{−1, e
πi/2, e3πi/2}.
For θ = −1,
Φ−1(3 + x
2 + y + z2) = Φ−1(3 + x
2 + y + z2 − (z + 1)(z − 1))
= Φ−1(3 + x
2 + y + 1) = Φ−1(4 + x
2 + y),
which is obviously invertible. Let χ ∈ {eπi/2, e3πi/2}, then x2 and y are anti-
commuting and therefore we can use the same method as in example 3.6 or (3.4)
and (3.5). We can now conclude that 3 + x2 + y + z2 is invertible.
(3) Let f = 3+xy+yx+z. Since the invertibility of Φθ(3+xy+yx+z) for θ 6= −1 follows
from Lemma 3.5, we only have to verify the invertibility of Φ−1(3 + xy + yx+ z).
Indeed,
Φ−1(3 + xy + yx+ z) = Φ−1(2 + xy − xy) = Φ−1(2).
Therefore, the algebraic dynamical system (Xf , αf ) which is defined by f is ex-
pansive.
Example 2.5 provides another way of showing that αf is expansive: for every
group homomorphism χ : H −→ S we have that χ(z) = 1 and hence χ˜(f) =
4− 2ξ(x)ξ(y) 6= 0.
We continue with an application of Corollary 2.10.
Example 3.10. Set f = 2+x+y+z. In [9, Example 10.6] it is stated (essentially without
proof) that αf is expansive. Here we show that this is not the case.
Put θ = −1, and consider the Rθ-invariant probability measure νζ on S which is equidis-
tributed on the set Sζ = {ζ,−ζ} ⊂ S with ζ ∈ S r {±1}. Following the notation of (2.4)
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we write f as g1y + g0 with g1(ξ, θ) = 1 and g0(ξ, θ) = 2 + ξ + θ. Then g0(ξ,−1) 6= 0 for
ξ ∈ Sζ , and ∫
|φθ| dνζ =
1
2 · (log |g0(ζ,−1)|+ log |g0(−ζ,−1)|)
= 12 · (log |1 + ζ|+ log |1− ζ|) =
1
2 log |1− ζ
2|.
By setting ζ = e
2πi
12 we obtain that |1 − ζ2| = 1 and hence
∫
|φθ| dνζ =
1
2 log |1 − ζ
2| = 0.
According to Corollary 2.10 this shows that αf is nonexpansive.
Example 3.11. For f = 3+ x2 + y2 − z4 we shall find a 4-dimensional unitary represen-
tation π of H for which π˜(f) has a nontrivial kernel. By Theorem 2.3, this implies that αf
is nonexpansive.
Let θ = e2πi/4. The elements x2 and y2 commute in ℓ1(H,C)/Jθ: indeed, x
2y2 = y2x2z4,
and Φθ(z
4) = Φθ(1) = 1.
Put
π(x) = U =
( 1 0 0 0
0 θ 0 0
0 0 θ2 0
0 0 0 θ3
)
, π(y) = V =
(
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
)
, π(z) = θI4, (3.6)
where θ = e2πi/4, and where I4 is the 4 × 4 identity matrix. This assignment defines an
irreducible 4-dimensional unitary representation π of H which is trivial on the subgroup
Z(4) := {z4n : n ∈ Z} ⊂ H.
The representation π˜ of ℓ1(H,C) induced by π has the property that det π˜(f) = det(2I4+
U2 + V 2) = 0.
In order to emphasise the connection with Allan’s local principle we note that the
triviality of π on Z(4) implies that π˜ vanishes on the ideal Jθ and may thus be viewed as
a representation of ℓ1(H,C)/Jθ. In this representation, π˜(Φθ(f)) = π˜(f) has a nontrivial
kernel, which implies that Φθ(f) is noninvertible in ℓ
1(H,C)/Jθ. Hence f is noninvertible
in ℓ1(H,C).
We end this section with a last application of Allan’s local principle. Let us write a
typical element in Z[H] as f =
∑
(m,n)∈Z2 f(m,n)(z)x
myn, where f(m,n)(z) are Laurent
polynomials in z. Then Allan’s local principle in combination with Lemma 3.5 implies the
following lemma.
Lemma 3.12. Assume that f ∈ Z[H] and that for all θ ∈ S there exists an element
(k, l) ∈ Z2 such that
|f(k,l)(θ)| >
∑
(m,n)∈Z2 r{(k,l)}
|f(m,n)(θ)| ,
then f is invertible in ℓ1(H,C).
With the previous Lemma we can easily find examples which are not covered by Example
2.5 nor the cocycle method which is treated in Theorem 2.6.
Example 3.13. Let f = g(z) + γ1 + γ2 + γ3 + γ4 with γ1, γ2, γ3, γ4 ∈ Hr{z
k : k ∈ Z}
such that f is not linear in x or y, where g(z) = 5 + z − z−1 + z2 − z−2. Clearly, f has
no dominating coefficient and neither Example 2.5 nor Theorem 2.6 can be applied for
this example. For all θ ∈ S the absolute value |g(θ)| > 4 = ‖γ1 + γ2 + γ3 + γ4‖1. Hence,
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f θ = g(θ) + γ1 + γ2 + γ3 + γ4 has a dominating coefficient for all θ ∈ S. We apply Lemma
3.12 to conclude that f θ is invertible in ℓ1(H,C)/Jθ, for all θ ∈ S.
Remark 3.14. In all the examples presented here we are considering nonexpansive principal
action αf , f ∈ Z[H], for which π˜(f) has nontrivial kernel for some finite-dimensional repre-
sentation π of H. In general one may also have to consider infinite-dimensional irreducible
unitary representations of H when applying Theorem 2.3.
4. Homoclinic points
In this section we construct a summable homoclinic point of the nonexpansive H-action
(Xf , αf ) with f = 2− x
−1 − y−1 ∈ Z[H] by using a multiplier method first introduced in
[27] and further studied in [21, 22] for the Zd-case.
Let h ∈ Z[H] be noninvertible in ℓ1(H,R), but assume that there exists an element
h♯ ∈ RHrℓ1(H,R) with h♯ · h = h · h♯ = 1 ∈ Z[H]. By abusing terminology we say that
h has a formal inverse h♯ in RH. A central multiplier of h♯ is a central element g ∈ Z[H]
such that g · h♯ = h♯ · g ∈ ℓ1(Γ,R). The reason why we focus on central multipliers in Z[Γ]
in the noncommutative setting will become clear in the next section, where we construct
coding maps.
If we are able to find a central multiplier g of the formal inverse f ♯ of f , then the point
x(g) = (x
(g)
γ )γ∈H ∈ T
H, defined by
x(g)γ = ((f
♯)∗ · g∗)γ (mod 1) for every γ ∈ H, (4.1)
is an absolutely summable point in Xf . Hence this construction leads to a summable
homoclinic point of Xf .
Let us recall some basic notions about homoclinic points.
Definition 4.1. Let α be an algebraic action of a countable group Γ on a compact abelian
group X. A point x ∈ X is homoclinic if αγx → 0X as γ → ∞. The set of homoclinic
points forms a group, which we denote by ∆α(X).
In [7, Theorem 5.6] it was shown that if (Xf , αf ) is expansive, then the group ∆αf (Xf )
is equal to the group of summable homoclinic points, i.e.
∆1αf (Xf ) :=
{
x ∈ ∆αf (Xf ) :
∑
γ∈Γ
|xγ | <∞
}
,
where |t| denotes the shortest distance of a point t ∈ T from 0.
The elements of ∆1αf (Xf ) play an essential role for constructing symbolic covers of
principal algebraic dynamical systems. However, if (Xf , αf ) is nonexpansive, then it is in
general not clear whether ∆1αf (Xf ) is trivial or not (cf. [19], [21], [22]).
It is easy to write a formal inverse f∗♯ of f∗ = 2−x−y in terms of q-binomial coefficients:
f∗♯ =
∞∑
n=0
1
2n+1
(x+ y)n =
∞∑
n=0
1
2n+1
n∑
k=0
xkyn−k
[
n
k
]
q
(4.2)
with q = z−1. Then f∗♯ ∈ ℓ∞(H,R) and f∗♯ · f∗ = f∗ · f∗♯ = 1.
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Since q-binomials are polynomials in q with nonnegative coefficients, multiplying with
h = (1 − z−1) will reduce the norm. The reduction is not sufficient for ℓ1-summability of
h · f∗♯. Nevertheless one can explicitly construct an element in ∆1αf (Xf ).
Theorem 4.2. Let f∗♯ be the formal inverse of f∗ = 2 − x − y given by (4.2). Then
(1 − z−1)2 · f∗♯ ∈ ℓ1(H,R). Hence the point x((1−z)
2) in (4.1) is a summable homoclinic
point in Xf .
In order to prove this theorem we will show that∥∥f∗♯ · (1− q)2∥∥
1
≤
∞∑
n=0
1
2n+1
∥∥∥∥ n∑
k=0
xkyn−k · (1− q)2
[
n
k
]
q
∥∥∥∥
1
<∞ (4.3)
with q = z−1. The key result we use for the proof of Theorem 4.2 is the following estimate,
which will be established in the appendix.
Theorem 4.3. Let n > 0, then
n∑
k=0
∥∥∥∥[nk
]
q
· (1− q)2
∥∥∥∥
1
= O
(
2n
log2(n)
n2
)
.
5. Symbolic covers
Suppose that f ∈ Z[H] is not invertible in ℓ1(H,R), but that ∆1αf (Xf ) 6= {0}. We
construct shift-equivariant, surjective group homomorphisms ξ : ℓ∞(H,Z) 7−→ Xf whose
restriction to {−‖f‖1+1, . . . , ‖f‖1− 1}
H is still surjective. By using such homomorphism
we will find symbolic covers and establish a specification property for Xf .
5.1. Coding maps and specification. Before defining the coding maps let us fix some
notation. Let η : ℓ∞(H,R) −→ TH be the group homomorphism defined by
η(w)γ = wγ (mod 1)
for every w ∈ ℓ∞(H,R) and γ ∈ H. The map η is obviously left and right shift-equivariant:
for every γ ∈ H,
η ◦ λ˜γ = λγ ◦ η, η ◦ ρ˜γ = ργ ◦ η.
Following [19], [10] and [8] we define the linearisation of Xf as the λ˜-invariant set
Wf := η
−1(Xf ) = {w ∈ ℓ
∞(H,R) : w · f∗ ∈ ℓ∞(H,Z)}.
Let f ♯ ∈ RH be a formal inverse of f with f ·f ♯ = f ♯ ·f = 1 and assume that g is a central
element in Z[H] is such that g ·f ♯ = f ♯ ·g ∈ ℓ1(H,R). The maps ξ˜g : ℓ
∞(H,Z) −→ ℓ∞(H,R)
and ξg : ℓ
∞(H,Z) −→ TH, defined by
ξ˜g(v) = v · (g
∗ · (f ♯)∗) = ρf
♯·g(v) = ρg·f
♯
(v) and ξg(v) = η(ξ˜g(v)) (5.1)
are left shift-equivariant group homomorphisms:
ξ˜g ◦ λ˜
γ = λ˜γ ◦ ξ˜g and ξg ◦ λ˜
γ = αγf ◦ ξg,
for every γ ∈ H.
Theorem 5.1. Let f be an irreducible element in Z[H] which has a formal inverse f ♯ ∈ RH.
Furthermore, let g ∈ Z[H] be a central element such that g 6∈ Z[H]f and g · f ♯ ∈ ℓ1(H,R).
Then the following holds.
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(1) ξg is continuous in the weak
∗-topology on closed, bounded subsets of ℓ∞(H,Z);
(2) ξg({0, . . . , ‖f‖1− 1}
H) = ξg(B
∞
‖f‖1/2
) = ξg(ℓ
∞(H,Z)) = Xf , where B
∞
K denotes the
closed ball of radius K in ℓ∞(H,Z).
For the proof of Theorem 5.1 we need a lemma.
Lemma 5.2. Let f ∈ Z[H] be irreducible and g ∈ Z[z±1] a central element of Z[H]. If
h ∈ Z[H], and if neither g nor h are elements in Z[H]f , then gh is not in Z[H]f .
Proof. We argue indirectly and assume that neither g nor h are divisible by f , but gh = wf
for some w ∈ Z[H]. Choose a decomposition g = g1 · · · gk of g into irreducible elements of
Z[z±1] such that no gi is a unit in R1.
Our hypotheses guarantee that f is not divisible by gk (i.e., that f /∈ Z[H]gk). By [14,
Proposition 3.3.1], w must be divisible by gk, i.e., w = wk−1gk for some wk−1 ∈ Z[H]. Since
Z[H] has no nontrivial zero-divisors [6, Example 8.16.5(g)+Proposition 8.16.9], we obtain
the equation g1 · · · gk−1h = wk−1f . By repeating this argument inductively we obtain an
element w0 ∈ Z[H] with h = w0f , in violation of our assumption on h. 
Remark 5.3. We require Lemma 5.2 in the special case where g = (z − 1)2. The following
simple-minded argument suffices for this purpose.
For every φ ∈ Z[H] set φ˜ = φ(x, y, 1) ∈ Z[x±1, y±1], where x and y commute (in the
notation of Subsection 3.3, φ˜ is the image of φ in Φ1(Z[H]) = Z[H]/Z[H](z − 1)). Then
φ˜ = 0 if and only if φ is divisible by z − 1.
Assume that f is not divisible by (z − 1). If there exist h,w ∈ Z[H] such that gh = wf ,
then we claim that h ∈ Z[H]f . Indeed, since gh = wf , we have that g˜h˜ = 0 = w˜f˜ . As f˜ 6= 0
and Z[x±1, y±1] has no nontrivial zero-divisors, w˜ must be equal to 0. Put w′ = w/(z− 1),
g′ = (z−1), and apply the argument above to the equation g′h = (z−1)h = w′f . Then w′
is divisible by z−1. We set w′′ = w/(z−1)2 and obtain that h = w′′f , i.e., that h ∈ Z[H]f .
Proof of Theorem 5.1. The proof of (1) can be found in [8, Proposition 4.2]. In order to
prove (2) we argue as in [8, Lemma 4.5]: fix x ∈ Xf and choose w ∈ Wf such that
η(w) = x and −12 ≤ wγ <
1
2 for every γ ∈ H. If v = w · f
∗, then v ∈ ℓ∞(H,Z),
−‖f‖1/2 ≤ vγ < ‖f‖1/2 for every γ ∈ Γ, and ξg(v) = ρ
gx. Therefore,
ρg(Xf ) ⊂ ξg(B
∞
‖f‖1/2
) ⊂ ξg(ℓ
∞(H,Z)) ⊂ Xf .
We will show that ρg(Xf ) = Xf . Clearly, ρ
gx = λg
∗
x for every x ∈ TH, since g is central.
If ρg(Xf ) ( Xf , then (1.3) shows that there exists an element h ∈ Z[H] r Z[H]f which
annihilates ρg(Xf ) = λ
g∗(Xf ), and which therefore satisfies that hg ∈ Z[H]f . Since f is
irreducible and not divisible by (z − 1), g ∈ Z[H]f by either Lemma 5.2 or Remark 5.3.
This contradiction shows that ρg(Xf ) = Xf .
Finally we write u = Int(‖f‖1/2) for the integral part of ‖f‖1/2 and denote by u˜ ∈
ℓ∞(H,Z) the constant configuration with u˜γ = u for every γ ∈ H. Then
ξg({0, . . . , ‖f‖1 − 1}
H) = ξg(B
∞
‖f‖1/2
+ u˜) = ξg(B
∞
‖f‖1/2
) + ξg(u˜) = Xf ,
which completes the proof of (2)). 
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Remark 5.4. The reason for restricting attention to central multipliers of f ♯ is the follow-
ing: if a noncentral element g ∈ Z[H] is such that f ♯ · g ∈ ℓ1(H,R), then the map ξg given
by (5.1)
ξg(v) = v · (f
♯ · g)∗ ( mod 1) = ρf
♯·g(v) ( mod 1) (5.2)
is still a well-defined coding map from ℓ∞(H,Z) into Xf . However, severe technical obsta-
cles arise in Lemma 5.2 and elsewhere, e.g., for non-central g, ρg(Xf ) is not necessarily a
subset of Xf .
We are now ready to state the following specification theorem.
Theorem 5.5. Let f be an irreducible element in Z[H] which has a formal inverse f ♯ ∈ RH.
Suppose that there exists a central element g ∈ Z[H]r Z[H]f with f ♯ · g ∈ ℓ1(H,R). Then
we can find, for every ε > 0, a nonempty finite subset Fε of Γ with the following property:
if F1, F2 are subsets of H with
FεF1 ∩ FεF2 = ∅, (5.3)
then there exists, for every pair of points x1, x2 in Xf , a point y ∈ Xf with
|xjγ − yγ | < ε for every γ ∈ Fj , and j = 1, 2. (5.4)
Proof. The proof follows from the proof of [8, Theorem 4.4.] by replacing wf∗ with f
∗♯ · g∗
and xj by yj = ρgx
j , j = 1, 2. 
5.2. A symbolic cover of Xf with f = 2− x
−1 − y−1.
Definition 5.6. Let Γ be a countably infinite discrete amenable group, and let f ∈ Z[Γ].
If N ∈ N, N ≥ 2, and if Σ ⊂ ΣN = {0, . . . , N − 1}
Γ is a subshift (i.e., a closed, left-shift-
invariant subset), then the topological entropy h(Σ) is given by
h(Σ) = lim
n→∞
log |PFn(Σ)|
|Fn|
,
where (Fn)n≥1 is a Følner sequence in Γ and PF : Σ −→ {0, . . . , N − 1}
F is the projection
map for every subset F ⊂ Γ.
(1) A subshift Σ ⊂ ΣN is a symbolic cover of Xf if there exists a left-shift-equivariant
continuous surjective map ξ : Σ −→ Xf ;
(2) The symbolic cover Σ is an equal-entropy symbolic cover of Xf if the the left shift
actions of Γ on Σ and on Xf have the same topological entropy.
Before proving that Σ2 = {0, 1}
H is an equal-entropy symbolic cover of Xf for f =
2− x−1 − y−1 let us discuss some motivation for this claim.
Theorem 5.7 ([20]). Let f ∈ Z[H] be of the form (2.4) – (2.5) as in Section 2. Then the
topological entropy of (Xf , αf ) satisfies that
h(αf ) ≥
∫
S
max
(∫
S
log |g0(ξ, θ)| dξ,
∫
S
log |g1(ξ, θ)|dξ
)
dθ, (5.5)
where all integrals are taken with respect to normalised Lebesgue measure on S. If αf is
expansive, then
h(αf ) =
∫
S
max
(∫
S
log |g0(ξ, θ)| dξ,
∫
S
log |g1(ξ, θ)|dξ
)
dθ. (5.6)
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Theorem 5.8. Let f = 2 − x−1 − y−1 ∈ Z[H]. Then the full 2-shift Σ2 = {0, 1}
H is a
symbolic cover of Xf .
Corollary 5.9. Let f = 2 − x−1 − y−1 ∈ Z[H]. Then h(αf ) = log 2, so that Σ2 is an
equal-entropy symbolic cover of Xf .
Proof of Corollary 5.9. According to Theorem 5.7, h(αf ) ≥ log 2. Furthermore, since Σ2
is a symbolic cover of Xf , h(αf ) ≤ log 2. 
Proof of Theorem 5.8. If ξg : ℓ
∞(H,Z) −→ Xf is the left-shift-equivariant homomorphism
defined by Theorem 4.2 and (5.1), then Theorem 5.1 (2) shows that ξg(Σ3) = Xf , i.e.,
that Σ3 is a symbolic cover of Xf . In order to prove that Σ2 is also a symbolic cover of
Xf we use a modification of a toppling argument used in [27] in the process of showing
that the d-dimensional critical sandpile model is an equal-entropy symbolic cover of the
harmonic model, the principal algebraic Zd-action defined by the graph-Laplacian of Zd.
Let v ∈ Σ3. Every group element γ ∈ H can be written uniquely as a product x
lymzn
with (l,m, n) ∈ Z3. For all M > 0 let
AM := {x
lymzn ∈ H : 0 ≤ |l| ≤M, 0 ≤ |m| ≤M, 0 ≤ |n| ≤M2}.
We first perform topplings on AM , defined by
v 7→ v − γf∗ for appropriate choices of γ ∈ H, (5.7)
in such a way that the new configuration v¯M has the following properties
(v¯M )γ ∈
{
{0, 1} for γ ∈ AM
{0, . . . , 4} γ ∈ HrAM .
Note that topplings shift mass only in the positive x and y directions. The minimal number
of topplings required to obtain such a point v¯ is finite, and the finite subset of H which is
affected by this toppling process is given by supp(v − v¯M ) = {γ ∈ H : vγ 6= v¯γ}. Let
BM := supp(v − v¯M )rAM and CM := Hrsupp(v − v¯M ).
We know that ξg(v) = ξg(v¯M ) for all M ≥ 1 since v − v¯M ∈ (f
∗). Next we define
(v˜M )γ :=
{
(v¯M )γ , for γ ∈ AM
vγ otherwise.
Note that (v˜M )γ = (v¯M )γ for γ ∈ AM ∪ CM and supp(v˜M − v¯M ) ⊂ BM . Let w =
(1− z−1)2 · f∗♯ (cf. Theorem 4.2), and let and uM = v¯M − v˜M . Then
ξ¯g(uM )γ′ = (uM · w)γ′ =
∑
γ∈AM
(uM )γwγ−1γ′ +
∑
γ∈BM
(uM )γwγ−1γ′ +
∑
γ∈CM
(uM )γwγ−1γ′ .
The first and third sum do not contribute. For the second sum we make the following
estimate for all γ′ ∈ H and all M > 0∣∣∣∣ ∑
γ∈BM
(uM )γwγ−1γ′
∣∣∣∣ ≤ maxγ∈BM |(uM )γ | ∑
γ∈BM
|wγ−1γ′ | ≤ 4
∑
γ∈HrAM
|wγ−1γ′ |.
The term on the right hand side of the last inequality goes to 0 as M −→∞. From this we
conclude that ξg(Σ2) is dense in Xf . Since Σ2 is compact and ξg is continuous by Theorem
5.1 we conclude that ξg(Σ2) = Xf . 
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Appendix
The Proof of Theorem 4.3. Let f = 2 − x − y, and let f∗♯ be defined by (4.2). In
order to find central multipliers of f∗♯ (or, equivalently, of f ♯) we need to establish some
properties of q-binomial coefficients. For this we recall the following theorem of Brunetti
and Del Lungo [5].
Theorem 5.10. Let
[n
k
]
q
=
∑k(n−k)
j=0 cjq
j be the q-binomial coefficient for n ≥ k ≥ 0 with
d = gcd(n, k). Then
An,k =
[
n
k
]
q
1− qd
1− qn
=
∑
j
ajq
j
is a polynomial with nonnegative integer coefficients.
This theorem was established first in [2] for the case gcd(n, k) = 1. From now on we
assume that k > 0. We extend Theorem 5.10 slightly.
Lemma 5.11. If n ≥ k, p ≥ 1 are such that
An,k,p(q) :=
[
n
k
]
q
1− q
1− qp
is a polynomial, then An,k,p is a polynomial with nonnegative integer coefficients.
Proof. If p = 1 there is nothing to prove. Assume p > 1. The coefficients {cj} of
[
n
k
]
q
and
{aj} of An,k,p satisfy the relation
aj − aj−p = cj − cj−1
for every j. Thus, for every j,
aj =
∑
t≥0
(cj−tp − cj−tp−1),
where cm = 0 for m < 0. Using the unimodality property of the {cj}, one can conclude
that
aj ≥ 0 for all j <
k(n− k)
2
.
Since An,k,p(q) =
∑
ajq
j is also reciprocal, i.e. An,k,p(
1
q ) = q
−deg(An,k,p)An,k,p(q), and the
coefficients are centrally symmetric, i.e.,
1
2
(
k(n − k)− p+ 1
)
<
k(n − k)
2
,
we can conclude that An,k,p has nonnegative integer coefficients. 
Corollary 5.12. Under the assumption of the previous lemma, one has
‖An,k,p‖1 =
1
p
(
n
k
)
.
and hence ∥∥∥∥[nk
]
q
· (1− q)
∥∥∥∥
1
≤ 2‖An,k,p‖1 =
2
p
(
n
k
)
.
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Lemma 5.13. Suppose that p > k is a prime dividing
(n
k
)
. Then
An,k,p :=
[
n
k
]
q
1− q
1− qp
is a polynomial.
Proof. One has [
n
k
]
q
=
n∏
j=1
φj(q)
⌊n
j
⌋−⌊k
j
⌋−⌊n−k
j
⌋
,
by [18], where φj(q) is the j-th cyclotomic polynomial given by
φj(q) =
∏
1≤k≤j, gcd(k,j)=1
(q − e
2πik
j ),
where each coefficient is either 0 or 1. Let
Jn,k =
{
j > 1 :
⌊n
j
⌋
−
⌊k
j
⌋
−
⌊n− k
j
⌋
= 1
}
.
Then [
n
k
]
q
=
∏
j∈Jn,k
φj(q).
Now recall Legendre’s theorem :
n! =
∏
p
p
⌊n
p
⌋+⌊ n
p2
⌋+ ···
,
where the product runs over all primes p with p ≤ n. Then for every prime p, the maximal
degree α such that pα divides
(n
k
)
is given by
α =
⌊n
p
⌋
−
⌊k
p
⌋
−
⌊n− k
p
⌋
+
⌊ n
p2
⌋
−
⌊ k
p2
⌋
−
⌊n− k
p2
⌋
+ · · ·
Suppose that p is a prime > k dividing
(
n
k
)
. We will show that⌊n
p
⌋
−
⌊k
p
⌋
−
⌊n− k
p
⌋
=
⌊n
p
⌋
−
⌊n− k
p
⌋
= 1. (5.8)
Since p divides
(n
k
)
, p must divide at least one of the integers n− k+1, . . . , n. Let p divide
n − j for some j ∈ {0, . . . , k − 1}. Then the equation n − j = cp for some c ∈ N implies
that n− k < cp and hence
⌊
n−k
p
⌋
≤ c− 1.
At the same time, n = cp + j and hence ⌊np ⌋ ≥ c. Therefore (5.8) holds, and hence
p ∈ Jn,k.
For every n ≥ 1 we have that qn − 1 =
∏
j: j|n φj(q) (cf. [18]). In particular, if p is a
prime, then qp − 1 = φp(q)(q − 1). One has[
n
k
]
q
= φp(q) ·
∏
j∈Jn,kr{p}
φj(q) =
1− qp
1− q
∏
j∈Jn,kr{p}
φj(q),
and hence [
n
k
]
q
1− q
1− qp
=
∏
j∈Jn,kr{p}
φj(q)
is a polynomial. 
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A classical theorem, discovered independently by J. Sylvester [29] and Schur [28], states
that the product of k consecutive integers, each greater than k, has a prime divisor greater
than k. A consequence of this fact is that, if n ≥ 2k, then(
n
k
)
has a prime factor p > k.
Even stronger (cf. [11]): if n ≥ 2k, then
(n
k
)
has a prime factor p ≥ 75k. Take p to be
the largest prime factor of
(n
k
)
. Using Lemma 5.13 and Lemma 5.11 (Corollary 5.12), we
conclude that ∥∥∥∥[nk
]
q
· (1− q)
∥∥∥∥
1
≤
2
p
(
n
k
)
≤
2
k
(
n
k
)
. (5.9)
A central multiplier of the formal inverse of f = 2 − x − y. Let f∗♯ be given by
(4.2). The estimate in (5.9) allows us to find the minimal central multiplier g such that
g∗ · f∗♯ ∈ ℓ1(H).
Lemma 5.14. For n > 0,
⌈n/2⌉∑
k=1
1
k
(
n
k
)
= O
(
2n
log n
n
)
,
and
S(n) :=
n∑
k=0
∥∥∥∥[nk
]
q
· (1− q)
∥∥∥∥
1
= O
(
2n
log n
n
)
.
Proof. First, recall the discrete Chebyshev inequality: if a1 ≥ a2 ≥ . . . ≥ am ≥ 0, 0 ≤ b1 ≤
b2 ≤ . . . ≤ bm, then for any p1, . . . , pm ≥ 0, one has∑
k
pk
∑
k
pkakbk ≤
∑
k
pkak
∑
k
pkbk.
Let pk = 1, ak = 1/k, bk =
(
n
k
)
, then
⌈n/2⌉∑
k=1
1
k
(
n
k
)
≤
1
⌈n/2⌉
⌈n/2⌉∑
k=1
1
k
⌈n/2⌉∑
k=1
(
n
k
)
and the first result follows.
Furthermore,
n∑
k=0
∥∥∥∥[nk
]
q
· (1− q)
∥∥∥∥
1
= 4 +
n−1∑
k=1
∥∥∥∥[nk
]
q
· (1− q)
∥∥∥∥
1
≤ 4 + 2
⌈n/2⌉∑
k=1
∥∥∥∥[nk
]
q
· (1− q)
∥∥∥∥
1
≤ 4 + 4
⌈n/2⌉∑
k=1
1
k
(
n
k
)
= O
(
2n
log n
n
)
. 
Proposition 5.15. Let f = 2 − x − y. Then (1 − z−1)2 is a central multiplier of f∗♯ in
(4.2).
Proof. We recall the following identities, e.g [16]:[
n+ 1
k + 1
]
q
=
1− qn+1
1− qn−k
[
n
k + 1
]
q
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and [
n+ 1
k + 1
]
q
=
1− qn−k+1
1− qk+1
[
n+ 1
k
]
q
.
Another important identity is the q-Vandermonde formula[
m+ n
k
]
q
=
∑
j
[
m
k − j
]
q
[
n
j
]
q
qj(m−k+j).
The nonzero contributions to this sum come from values of j such that the q-binomial
coefficients on the right side are nonzero, that is, from
max(0, k −m) ≤ j ≤ min(n, k).
The Vandermonde q-binomial identity, for k ≥ j ≥ 0, gives us[
2k
k − j
]
q
=
k−j∑
i=0
qx(k,j,i)
[
k
i
]
q
[
k
k − j − i
]
q
=
k−j∑
i=0
qx(k,j,i)
[
k
i
]
q
[
k
i+ j
]
q
.
Thus ∥∥∥∥[ 2kk − j
]
q
· (1− q)2
∥∥∥∥ ≤ k−j∑
i=0
∥∥∥∥[ki
]
q
· (1− q)‖1
∥∥∥∥[ ki+ j
]
q
· (1− q)
∥∥∥∥
1
,
and hence,
k∑
j=0
∥∥∥∥[ 2kk − j
]
q
· (1− q)2‖1 ≤
k∑
j=0
k−j∑
i=0
∥∥∥∥[ki
]
q
· (1− q)‖1
∥∥∥∥[ ki+ j
]
q
· (1− q)
∥∥∥∥
1
=
k∑
m=0
∥∥∥∥[ km
]
q
· (1− q)
∥∥∥∥
1
m∑
i=0
∥∥∥∥[ki
]
q
· (1− q)
∥∥∥∥
1
≤
k∑
m=0
∥∥∥∥[ km
]
q
· (1− q)
∥∥∥∥
1
k∑
i=0
∥∥∥∥[ki
]
q
· (1− q)
∥∥∥∥
1
=
(
S(k)
)2
= O
(
22k
log2 k
k2
)
.
It follows that ∑
k
1
22k
k∑
j=0
∥∥∥∥[ 2kk − j
]
q
· (1− q)2
∥∥∥∥
1
<∞, (5.10)
and hence ∑
k
1
22k
2k∑
j=0
∥∥∥∥[2kj
]
q
· (1− q)2
∥∥∥∥
1
<∞.
For 1 ≤ j ≤ 2k, [
2k + 1
j
]
q
=
[
2k
j
]
q
+ q2k+1−j
[
2k
j − 1
]
q
Thus ∥∥∥∥∥
[
2k + 1
j
]
q
· (1− q)2
∥∥∥∥∥
1
≤
∥∥∥∥∥
[
2k
j
]
q
· (1− q)2
∥∥∥∥∥
1
+
∥∥∥∥∥
[
2k
j − 1
]
q
· (1− q)2
∥∥∥∥∥
1
.
We conclude that (1− z−1)2 · f∗♯ ∈ ℓ1(H). 
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5.3. The inverse of f = 3+x+ y+ z. In this subsection we prove that f = 3+x+ y+ z
is invertible in ℓ1(H,R).
Using Taylor series expansion at t = 0, one easily checks that
1
(3 + t)k
=
∞∑
n=0
(−1)n
3n+k
(
n+ k − 1
n
)
tn. (5.11)
Similarly,
1
(3 + t)k
=
1
(4 + (t− 1))k
=
∞∑
n=0
(−1)n
4n+k
(
n+ k − 1
n
)
(t− 1)n. (5.12)
For k ≥ 1, define v(k) ∈ ℓ∞(Z) as
v(k)n =
{
1
3n+k
(n+k−1
n
)
if n ≥ 0,
0 if n < 0.
(5.13)
One readily checks that v(k) =
∑∞
n=0 v
(k)
n zk is an inverse of (3 + z)k. By (5.12), one has
v(k) =
∞∑
n
v(k)n z
n =
∞∑
n=0
(−1)n
4n+k
(
n+ k − 1
n
)
(z − 1)n.
Note that the ℓ1-norm of v(k) satisfies that
‖v(k)‖1 =
1
3k
∞∑
n=0
1
3n
(
n+ k − 1
n
)
=
1
3k
1(
1− 13
)k = 12k .
We are going to construct a formal inverse of 3 + x + y + z. One easily checks3 that
f ♯ =
∑∞
M=0(−1)
M (x + y)M · v(M+1) is a formal inverse of f , where v(M+1) is given by
(5.13). We have to show that f ♯ ∈ ℓ1(H,R).
By the q-binomial theorem,
f ♯ =
∞∑
M=0
M∑
T=0
(−1)MyTxM−T
[
M
T
]
q
v(M+1) =
∞∑
a,b=0
(−1)a+byaxb
[
a+ b
b
]
q
v(a+b+1)
where q = z. One needs relatively sharp estimates to prove the ℓ1-summability of f ♯. Note
that [
a+ b
b
]
q=z
v(a+b+1) =
∞∑
n=0
(−1)n
4n+a+b+1
(
n+ a+ b
n
)
(z − 1)n
[
a+ b
b
]
q=z
,
and hence∥∥∥∥[a+ bb
]
q=z
v(a+b+1)
∥∥∥∥
1
≤
1
4a+b+1
∞∑
n=0
(
a+ b+ n
n
)
1
4n
∥∥∥∥(z − 1)n · [a+ bb
]
q=z
∥∥∥∥
1
. (5.14)
Let us now proceed with estimating the norms∥∥∥∥(z − 1)n · [a+ bb
]
q=z
∥∥∥∥
1
For with n = 0, 1 we estimate as∥∥∥∥[a+ bb
]
q=z
∥∥∥∥
1
=
(
a+ b
b
)
,
∥∥∥∥(z − 1) · [a+ bb
]
q=z
∥∥∥∥
1
≤ 2
∥∥∥∥[a+ bb
]
q
∥∥∥∥
1
= 2
(
a+ b
b
)
.
3The way to derive such expressions is as follows: w = 1
3+x+y+z
= 1
(3+z)
· 1
1+ x+y
3+z
=
∑∞
M=0(−1)
M (x +
y)M · 1
(3+z)M+1
=
∑∞
M=0(−1)
M (x+ y)M · v(M+1)
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For n ≥ 2 we proceed as follows:∥∥∥∥(z−1)n ·[a+ bb
]
q=z
∥∥∥∥
1
=
∥∥∥∥(z−1)n−2 ·(z−1)2 ·[a+ bb
]
q=z
∥∥∥∥
1
≤ 2n−2
∥∥∥∥(z−1)2 ·[a+ bb
]
q=z
∥∥∥∥
1
.
We can thus continue estimate in (5.14) as follows
N(a, b) =
∥∥∥∥[a+ bb
]
q=z
· v(a+b+1)
∥∥∥∥
1
≤
1
4a+b+1
(
a+ b
0
)(
a+ b
b
)
+
2
4a+b+2
(
a+ b+ 1
1
)(
a+ b
b
)
+
1
4a+b+1
∞∑
n=2
1
4n
(
a+ b+ n
n
)
· 2n−2
∥∥∥∥(z − 1)2 · [a+ bb
]
q=z
∥∥∥∥
1
≤
1
4a+b+2
(
a+ b
b
)
(a+ b+ 1)
+
∥∥∥∥(z − 1)2 · [a+ bb
]
q=z
∥∥∥∥
1
·
1
4a+b
∞∑
n=2
(
a+ b+ n
n
)(
1
2
)n
≤
1
4a+b+2
(
a+ b
b
)
(a+ b+ 1) +
2
2a+b+1
∥∥∥∥(z − 1)2 · [a+ bb
]
q=z
∥∥∥∥
1
.
Finally, putting all estimates together, we obtain that
‖w‖1 ≤
∞∑
a,b=0
∥∥∥∥[a+ bb
]
q
v(a+b+1)
∥∥∥∥
1
≤
∞∑
a,b=0
(a+b
b
)
4a+b+1
(a+ b+ 1) + 2
∞∑
a,b=0
1
2a+b+1
∥∥∥∥(z − 1)2 · [a+ bb
]
q=z
∥∥∥∥
1
.
The first sum is clearly finite. We also know from Theorem 4.2 that the last sum is finite
as well.
Remark. We end the appendix with the following conjecture generalizing the results of
[2] and [5]. Let
[n
k
]
q
be the q-binomial coefficient for n ≥ 2k ≥ 0 with gcd(n, k) = 1. Then
there exists an n− k ≤ m < n, such that
Bn,k =
[
n
k
]
q
1− q
1− qn
(1− q)2
1− qm
=
∑
j
ajq
j
is a polynomial with nonnegative integer coefficients. The complexity of our estimates
would reduce drastically if the hypothesis would turn out to be true.
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